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A B S T R A C T
Several industrial processes involve the heating of long and thin strips.
One such process is the decarburising annealing of electrical steel. Pub-
lished research suggests that rapid heating of up to 100◦C/s during the
decarburising annealing process significantly improves the magnetic
properties of these steels. In this investigation, it was shown that the
currently used technology of radiant tube burners was not optimal for
the heating of these type of products. Therefore, the main objective of
this project was to develop a novel type of burner that produced a flat
wall attached flame by means of the Coanda effect. Due to its unique
flame geometry, the burner achieved the required heating rates.
The behaviour and fundamental characteristics of isothermal and
reacting Coanda flows were investigated. A combination of laser diag-
nostics, temperature measurements and visual observations were used
to obtain information about the flow. A precessing vortex core that
contributes to the flat flow profile was identified. A hysteresis behaviour
between different flow states was observed. Critical factors that affect
the onset and stability of the Coanda flame were determined; being the
most relevant ones the applied swirl intensity, the flow rate, the relation
between plate height and the nozzle outlet, the equivalence ratio and
the nozzle geometry.
Subsequently, the experimental results were used to validate numeri-
cal simulations. The numerical simulations were used to conduct a para-
metric analysis for the burner geometry optimisation. The optimised
burner was compared to a radiant tube burner via CFD simulations.
It was found that the Coanda burner had lower radiant heat flux than
the radiant tube burner. However, this downside was compensated by
an increase in the total radiating area in the furnace. The use of the
proposed Coanda burner in the decarburising annealing process had
the potential to cause an increase in heating rate, a reduction in energy
requirement, a reduction in NOx emissions, a reduction in heating time,
an increase in temperature homogeneity of the load, and a reduction
in volume furnace with the consequential reduction in start-up times.
Thus, the proposed technology has the potential to reduce the energy
intensity of the annealing process and, because of the increased heating
rate, improve the magnetic properties of the final product.
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The important thing is not to stop questioning.
Curiosity has its own reason for existing.
One cannot help but be in awe when he contemplates the mysteries
of eternity, of life, of the marvelous structure of reality.
It is enough if one tries merely to comprehend a little of this mystery every
day.
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1
I N T R O D U C T I O N
1.1 climate change and energy panorama
The latest report by the Intergovernmental Panel on Climate Change
(IPCC) states that it is undeniable that human activities are responsible
for global climate change [1]:
“Human influence on the climate system is clear, and recent
anthropogenic emissions of greenhouse gases are the highest
in history. Recent climate changes have had widespread
impacts on human and natural systems.” [1]
In the last few decades, climate change has had an impact on natural and
human systems. Hydrological systems have been affected by climate
change. Changes in precipitation and melting of ice and snow have
affected the quality and quantity of the water resource. Species have
modified their geographical distribution areas, seasonal activities and
migration patterns. Crop yields have had an overall negative impact
due to climate change. Climate-related extremes such as heatwaves,
droughts, floods, cyclones, and wildfires have revealed the vulnerability
of ecosystems and human systems to climate variability [1].
The biggest contributor to climate change is Greenhouse Gas (GHG)
emissions. From this, CO2 from the burning of fossil fuels and indus-
trial processes contributes to 78% of the total GHG emissions. Without
additional efforts to reduce the GHG emissions, an increase in these
gases is expected in the future due to the increase in population and
economic activity. Reference scenarios developed by the IPCC estimate
an increase in surface temperature in the range of 3.7◦C to 4.8◦C by 2100
in comparison to pre-industrial levels (Figure 1.1). To limit the increase
in temperature to 2.0◦C target considered acceptable by the IPCC, large
scale improvements in energy efficiency in the process industry are
required [2].
1.2 emissions and energy consumption in the process in-
dustry
The industry sector accounts for around 29% of final energy use and
their emissions represent 30% of the global GHG emissions [3]. Industrial
CO2 emissions in 2010 accounted for 13.14 GtCO2 of which 40.1% were
from direct energy-related emissions, 40.0% from indirect emissions
related to electricity and heat production, 19.7% from process emissions,
and 0.2% from waste/wastewater. The industries that account for the
most of the total process emissions are cement production (53.3%),
production of chemicals (18.4%), lime production (9.4%), and ferrous
and non-ferrous metals production (8.0%). In the United Kingdom,
1
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Figure 1.1: Increase in average global surface temperature with high- and low-
emission scenario [1].
industrial emissions represented 2% of its total GHG emissions of 451.1
MtCO2 in 2018. The main source of emissions for this sector were
the cement, lime, iron and steel production [4]. For the iron and steel
industry, more than two-thirds of the total energy consumption of the
industry is used to provide heat, mainly by burning fossil fuels [5]. Most
of the manufacturing industrial CO2 emissions arise due to fossil fuel
combustion used to provide the intense heat that is required for the
conversion of raw materials into industrial products. An opportunity
exists within the aforementioned industries to reduce emissions/energy
intensity through technological changes (e.g., changes in product mix,
adoption of energy-efficient technologies, etc.) [2].
1.3 flat flame burner concept
Several processes within the iron and steel industry involve the heating
of long and thin strips (refer to Section 2.5 for an overview of some of
these processes) which currently is accomplished by the use of radiant
tubes (refer to Section 2.4 for an overview of the operation and types
of radiant tubes). The efficiency of such heating devices is not optimal
for heating iron/steel strips as half of the radiating area of the tube
faces towards the walls of the furnace leading to a waste of direct heat
radiation. Additionally, the radiant tubes are subject to space constraints
due to the need of having the tubes sufficiently spaced apart to avoid
excessive radiation between them. It is argued in the present work that
a radiating flat surface would be a better approach because it would
not be subject to space constraints and the radiating area would be
greatly increased. More so, a greater radiating area would have the
additional benefit of providing a faster heating rate which, for some
type of products such as electrical steel, would improve the product
quality (refer to Section 2.5.4 for more details).
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Figure 1.2: Radiant tubes inside an electrical steel annealing furnace.
Figure 1.3: Coanda burner concept.
The present work proposes the use of the Coanda effect to produce
a flat wall attached flame as an alternative to currently used industrial
heat-treating technologies commonly used in the iron and steel industry.
The Coanda effect refers to the hydrodynamic effect where a fluid jet
exiting an orifice get deflected and attaches to an adjacent flat or curved
surface. This effect is a consequence of a modification in the pressure
field of the jet by the adjacent surface. A more detailed explanation of
the effect is given in Section 2.3 of this thesis. A diagram of the proposed
concept is shown in Figure 1.3. The burner would consist of two radiant
plates placed at the top and bottom of the load. The radiant plates are
in turn heated by the Coanda burner. Everything is encased within and
insulated by the furnace walls. If required, the same concept could be
used for direct flame heating by removing the radiant plate. The final
aim would be to increase the heat flux to the load and temperature
homogeneity by having a bigger radiating area, reduce furnace volume
by having the radiant source closer to the load, and overall lower fuel
consumption and reduced emissions.
1.3.1 Fundamental calculations
The fundamental reasoning behind the proposal comes from the radia-
tive heat transfer equation:
q˙1→2 = σA1F1→2(T41 − T42 )
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Figure 1.4: View factor for a radiative cylinder to a load plate and a radiative
plate to a load plate.
where q˙ is the radiative heat flux from the radiative source to the load,
σ is the Stefan-Boltzmann constant, A is the radiative area, F is the view
factor between the two surfaces, and T the temperature of the surface.
From the above equation, it is possible to deduce that a change in the
radiation source from a cylinder (i.e. radiant tube) to a plate would yield
an increase in the view factor from 0.5 to 1.0. The increase in the view
factor would have as a consequence an increased direct heat flux from
the radiative source to the load. A schematic of the increase in view
factor between the geometries is shown in Figure 1.4.
1.4 thesis aims and objectives
The aim of this thesis was the development of a burner that uses the
Coanda effect to produce a flat wall attached flame. The proposed burner
would potentially replace radiant tubes used inside steel annealing
furnaces. The burner would reduce overall fuel consumption, emissions,
and improve product quality. To meet this aim, several interim objectives
needed to be met:
• Understand the fluid mechanics behind an isothermal Coanda jet
flow and the differences it has with normal open jets, specifically:
the general characteristics, the coherent structures present in the
Coanda flow, and the effect the geometry has on its onset.
• Understand the flame behaviour of a confined and unconfined
Coanda flame, specifically: the possible flow patterns it can have;
the stability of a Coanda flame in relation to a variation in flow
rate, equivalence ratio and geometry; and the viability of having a
confinement surrounding the flame.
• The data generated will be used to validate Computational Fluid
Dynamics (CFD) models. CFD simulations will then be conducted to
optimise the proposed burner by make changes in geometry and
operating conditions. The optimised burner will then be compared
with a generic radiant tube.
• A case study of an electrical steel annealing furnace will be made
to assess the viability of substituting the currently used radiant
tubes by the concept Coanda burner.
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1.5 summary of chapters
Chapter 1 introduces the rationale behind using the Coanda effect and
its potential for the development of a burner that produces a flat wall
attached flame. It proceeds to outline the thesis aims and methodology.
Chapter 2 reviews previous scientific research on the Coanda effect.
It also summarizes general combustion principles, characteristics of
swirl burners, common types of radiant tube burners, and gives an
overview of the electrical steel production process. Chapter 3 describes
the tools for analysing the flow, both experimentally and numerically.
For the experimental part, the laboratory devices and the experimen-
tal measurement techniques used are described. The post-processing
techniques are explained. Following, the numerical setup, numerical
models, discretization schemes, and grid analysis are described.
In Chapter 4, the results of the isothermal experiments on the swirl
burner are presented. Time-averaged results for the two different flow
patterns, Open Jet Flow (OJF) and Coanda Jet Flow (CoJF), at different
flow rates are discussed followed by the spectral analysis of the flow
fields. Then, the principal modes of the flow obtained by proper orthog-
onal decomposition and the coherent structures present in the flow are
identified and described. Finally, the results for experiments involving a
change in geometry and its effect on the flow pattern are presented.
In Chapter 5, the results of combustion experiments on a swirl burner
are presented. An overview of the identified flame flow patterns is made.
Following, a description of the effect variations in geometry has on the
flame stability in an unconfined combustion is given. Finally, results
of a confined Coanda flame are presented, which include confinement
wall temperatures, flue gas temperatures, and general remarks on the
operation of the burner.
In Chapter 6, the results of the numerical simulations are presented.
Simulations are made for the isothermal and combustion cases. Their
result is compared to the experimental data obtained in the previous
chapters to validate the chosen turbulence and combustion models.
Areas on which the current design can be improved are identified.
In Chapter 7, a parametric analysis on the burner geometry and
operating conditions is conducted to optimise the burner. Then, the
proposed configuration is scaled-up via simulations and compared to a
radiant tube burner. Finally, a case study of an electrical steel annealing
furnace where the radiant tubes are replaced for radiant plates heated
by a Coanda flame is presented. The feasibility of the implementation
of the proposed design is discussed.
Chapter 8 gives a general discussion of the results presented in this
thesis and compares them with research available in the literature.
Finally, in Chapter 9, the conclusions of this study are given, as well as,
suggestions for future research.

2
L I T E R AT U R E R E V I E W
This chapter covers the literature review on swirl burners and the
Coanda effect. Additionally, it gives an overview of combustion the-
ory, typical industrial heating devices, and the production of electrical
steel. This chapter is structured as follows, first Section 2.1 gives an
overview of the theory behind combustion, including the chemistry,
flame characteristics and undesirable emissions. Then, Section 2.2 re-
views the research that has been conducted on swirl burners, including
the flow patterns and structures present in the flow that aid in the flame
stability. Section 2.3 presents a definition of the Coanda effect, a review
of the fluid dynamics behind it, and the research that has been done
around it. Section 2.4 describes the principle of operation of radiant
tubes and the common designs that exist. Finally, Section 2.5 introduces
the characteristics of electrical steel, its production process and expands
on the description of the furnace that will be used in the last chapter of
this thesis as a case study.
2.1 combustion principles
The objective of this section is to give a brief overview of the different
elements that a combustion process comprises and to define certain
concepts that will be mentioned in this thesis. For an in-depth study of
the subject, many books exist [6–9]. A combustion process involves a
combination of chemical reactions, thermodynamics, heat transfer and
mass transport. It is an important concept in diverse engineering fields
as its a key part of internal combustion engines, aircraft engines, power
plants, heating inside furnaces, and other processes.
2.1.1 Mass and energy conservation
In every chemical reaction, mass is neither created nor destroyed. In
other words, mass is conserved. For example, in the reaction between
methane and oxygen, the chemical reaction is as follows:
CH4 + 2O2 → CO2 + 2H2O (2.1)
The subscript refers to the number of atoms in each molecule. The
antecedent number refers to the number of molecules for the given
chemical compound. In this case, one molecule of methane reacts with
two molecules of oxygen to produce one molecule of carbon dioxide and
two molecules of water. The equation is balanced, this means that the
number of atoms in each side is the same, even though the molecular
species have changed. Because of the very small weight of each molecule,
it is not a practical unit to work with; instead, the unit mole is used.
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A mole is defined as 6.02× 1023 molecules. Moles can be converted to
mass by multiplying them by their respective atomic weight.
Like mass, energy is neither created nor destroyed. Energy is stored
in the chemical bonds of the molecules. If the stored energy in the
products of a chemical reaction is higher than the stored energy in the
reactants, the reaction requires energy to happen. These reactions are
called endothermic reactions. On the contrary, if the products have lower
energy than the reactants, heat is released. These reactions are called
exothermic reactions. By definition, fuels are chemical compounds that
produce heat when reacting with oxygen. The energy released can be
calculated by the difference of the standard enthalpy of formation of
the products and reactants. The standard enthalpy of formation of a
compound is the energy required to form 1 mol of that compound from
its component elements at 1 bar and 25◦C. For example, for the reaction
between methane and oxygen:
∆H◦rxn =
[
∆H◦f
(
CO2 (g)
)
+ 2∆H◦f
(
H2O(l)
)]
−
[
∆H◦f
(
CH4 (g)
)
+ 2∆H◦f
(
O2 (g)
)]
(2.2)
∆H◦rxn = [−393.5+ 2 (−285.8)]− [−74.84+ 2 (0)] = −890.4kJ/gmol
where ∆H◦f is the standard enthalpy of formation for the specific
compound. Each compound needs to be taken from the standard state
of 1 bar and 25◦C to the conditions at which the reaction is taking place
in order to obtain the total change in enthalpy. This is done by using the
specific heat capacity of the compound.
∆H = nC◦p∆T (2.3)
where n is the number of moles, C◦p is the specific heat capacity, and
∆T is the change in temperature. The change in enthalpy for any non-
reacting components in the mixture needs to be also taken into account
(e.g. nitrogen).
For fuels, a practical way of expressing the energy released is by
the Lower Heating Value (LHV) and Higher Heating Value (HHV). LHV
assumes that the combustion exit gases are sufficiently hot that the
water vapour from the combustion process does not condense, i.e. the
heat stored in the water vapour is not recovered. HHV considers that
the combustion gases are cold enough so that the water is condensed.
Tables exist for the LHV and HHV. Both values are usually reported in
energy per unit mass (e.g. kJ/kg) instead of energy per unit mole (e.g.
kJ/kmol). Using the heating value tables mostly avoids the need to
calculate the heat of reaction. However, care needs to be taken when
choosing between the two, as the appropriate one will depend on the
process. For an in-depth explanation of mass and energy balances, refer
to the book by Himmelblau [10].
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2.1.2 Equivalence ratio and flammability limits
In internal combustion engine processes, it is common to employ the
Air/Fuel Ratio (AFR) (Equation 2.4) to describe the conditions of the
mixture. Another possibility is the inverse relationship, the Fuel/Air
Ratio (FAR) (Equation 2.5), which is commonly used in the gas turbine
industry. However, both the AFR and the FAR fail to describe how much
excess of fuel (or air) is being used. This is because the amount of air
needed to react will vary depending on the fuel.
AFR =
mair
m f uel
(2.4)
FAR =
m f uel
mair
(2.5)
A better alternative is using the air–fuel equivalence ratio (λ) (Equa-
tion 2.6) or fuel–air equivalence ratio (φ) (Equation 2.7). Both of these
divide the AFR or the FAR by, respectively, the air/fuel stoichiometric
ratio or the fuel/air stoichiometric ratio. The stoichiometric ratio is the
ratio at which all the reactants are consumed without any excess of
either of them. The advantage of using either of these methods is that it
takes into account (and is therefore independent of) the type of fuel and
units of measurement used. The equations for each are:
λ =
oxidizer-to-fuel ratio
(oxidizer-to-fuel ratio)st
=
mox/m f uel
(mox/m f uel)st
=
nox/n f uel
(nox/n f uel)st
(2.6)
φ =
fuel-to-oxidizer ratio
(fuel-to-oxidizer ratio)st
=
m f uel/mox
(m f uel/mox)st
=
n f uel/nox
(n f uel/nox)st
(2.7)
where m represents the mass, n represents the number of moles, and
the suffix st stands for stoichiometric conditions. With either of these
methods, it is possible to quickly see if the process is using the exact
amount of fuel (or oxidizer), or if there is an excess or lack of it. In the
case of the air–fuel equivalence ratio (λ) a value of λ < 1 indicates a
fuel-rich (lack of oxidizer) mixture and a value of λ > 1 indicates a fuel-
lean (excess of oxidizer) mixture. In the case of the fuel–air equivalence
ratio (φ) a value of λ > 1 indicates a fuel-rich (lack of oxidizer) mixture
and a value of λ < 1 indicates a fuel-lean (excess of oxidizer) mixture.
In this thesis, the fuel–air equivalence ratio (φ) is used.
There are air and fuel mixture ratios at which the combustion can
occur. These limits are called Lower Flammability Limit (LFL) and Upper
Flammability Limit (UFL). The LFL indicates the minimum amount of
fuel possible in the mixture for the combustion to be possible. A con-
centration of fuel below this limit makes the mixture too fuel-lean for
the combustion to occur. While the UFL indicates the highest possible
amount of fuel. A concentration of fuel above this limit makes the
mixture too fuel-rich for the combustion to occur. The ideal mixture
would be the stoichiometric ratio. However, because it is not possible
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Figure 2.1: Flammability limits of methane with oxygen [12].
to perfectly mix the fuel and air, in practice an excess air of ∼ 3% is
used in order to ensure a complete combustion. Theoretical flammabil-
ity limits are related to the physicochemical properties of the fuel–air
mixture. However, experimental flammability limits are also a function
of the heat losses from the system, mixture of the chemical species,
and fluid dynamics of the device making the real flammability limits
device-dependent [7, 11]. The flammability limit can be increased by
using higher concentrations of oxygen than those present in the air.
Figure 2.1 shows the flammability limits of methane with oxygen. For
methane, the LFL and UFL limits with air are 5% and 15%, respectively.
2.1.3 Flame properties
A flame is the intense luminous region that is typically produced dur-
ing a combustion process. A flame can be defined as a small layer of
fluid (also called the flame front) where changes in chemical species,
concentration of species, and temperature occur. A related characteristic
is the ignition temperature of the fuel, which is the temperature re-
quired for the combustion to take place. Once the gas mixture is ignited,
there is usually enough energy for the reaction to be self-sustained, this
means that the reaction fuel is providing enough energy to ignite the
surrounding molecules. If the ignition temperature is not high enough,
or if sufficient energy is extracted, the fuel cannot continue burning.
Another factor that influences the flame is the hydrodynamic effects that
are produced by the particular device used, which play an important
role in the flame stability [13]. Following, some relevant characteristics
of flames will be described.
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Figure 2.2: Adiabatic flame temperature as a function of fuel equivalence ra-
tio, φ, for several fuel–air mixtures at standard temperature and
pressure. Image reproduced from Law [9].
2.1.3.1 Temperature
The maximum temperature a flame can reach in ideal conditions is
called the adiabatic flame temperature. Ideal conditions mean the as-
sumption that all the energy contained in the fuel is used to heat the
reacting gas mixture (along with any inert gases present in the mixture).
The adiabatic flame temperature is highly dependent on the equiva-
lence ratio, initial temperature and pressure. The adiabatic temperature
is directly related to the amount of energy the specific fuel contains,
i.e. the higher the energy density of the fuel, the higher the adiabatic
temperature is going to be. Figure 2.2 shows the adiabatic flame temper-
ature of various fuels with air as an oxidizer and as a function of their
equivalence ratios. In practice, the flame temperature is lower than the
adiabatic temperature due to several factors, mainly, heat losses with
the surroundings and combustion inefficiencies. However, the adiabatic
flame temperature remains a useful quantity to take into account in
combustion-related calculations [13].
2.1.3.2 Flame velocity
The speed at which a flame propagates is an important characteristic
that needs to be taken into account in a combustion process as it can
influence the stability of the flame. It is usually reported as the laminar
flame speed, SL, for each particular fuel. The laminar flame speed is
related to the kinetics of the flame and the molecular diffusivity of the
species in the mixture, that is, how fast the fuel and oxidizer can react
and pass the energy to the adjacent unreacted mixture. The laminar
flame speed is measured by having the reactants perfectly mixed in ideal
proportions and with no influence from the surroundings or hydrody-
namic effects (usually by having a simple injection method and a very
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big confinement). In this way, in laminar flames, the flow conditions do
not alter the chemical kinetics nor the rate of heat release. Turbulence
changes this dependence [14]. However, laminar flame velocity remains
an important factor in determining the turbulent flame speed.
In turbulent flames, the flame speed is no longer a function only of
the fuel, but also of the flow conditions. A flame in a turbulent regime
increases the mixing rate of the reactants at a molecular level which
increases the rate of consumption and, in turn, flame speed. Turbulent
flame velocity, St, can be defined as the velocity at which unburned
mixture enters the flame zone in a direction normal to the flame [15].
This definition assumes that the flame surface is represented by a time-
averaged quantity. The turbulent flame velocity can be expressed as
[7]:
St =
m˙
Aρu
(2.8)
where m˙ is the reactant flow rate, ρu is the unburned gas density, and
A is the time-averaged flame area. It is complicated to determine the
flame area experimentally which can lead to uncertainty in the flame
speed measurements.
2.1.3.3 Premixed turbulent flame regimes
The effect that turbulence has on the flame thickness is dependent
on the length scale of the turbulent effects. Turbulent effects cascade
through a system at distinct lengths and time scales. The lengths are
classified by the size of their eddies as l0 (largest eddies, integral length
scale), lλ (average eddy size, Taylor microscale) and lk (smallest scale,
Kolmogorov scale). Energy gets transferred from the largest to the
smallest scales where it is ultimately dissipated as heat [16, 17]. The
structure of a turbulent flame is governed by the relationships of lk
and l0 to the laminar flame thickness, δL. The laminar flame thickness
is the thickness of the reaction zone that is controlled by molecular
heat and mass transport. Efforts have been dedicated to the creation of
combustion regime diagrams that map the turbulent flame structure
based on a given set of variables. The first such diagram was created
by [18]. The diagram relates the Reynolds, Damköhler and Karlovitz
numbers to the flame regime. These numbers are defined as [8]:
Re =
turbulent viscosity
laminar viscosity
=
u′l0
ν
(2.9)
Da =
eddy turnover time
laminar flame time
=
τflow
τchem
=
l0/u′
δL/SL
=
l0SL
u′δL
(2.10)
Ka =
laminar flame passage time
time for flame stretching
=
δLν
SLl2k
(2.11)
where u′ is the fluctuating velocity based on Reynolds decomposition,
l0 is the integral length scale, ν is the kinematic viscosity, SL is the
laminar flame speed, δL is the laminar flame thickness, and lk is the
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Figure 2.3: Borghi diagram. Image reproduced from [8].
Kolmogorov length scale. The Borghi diagram is shown in Figure 2.3.
The diagram shows the regions with the different flow regimes [8]:
• Wrinkled Flame Regime (u′ < SL): occurs when turbulence in-
tensity is low while all length scales, including the Kolmogorov
length scale lk, are larger than δL. In this case, the flame is much
smaller than any turbulent scale which means that for the turbu-
lence the flame is infinitely thin. Thus, the low turbulence level
has only a wrinkling effect on the flame front and no turbulent
mixing happens inside the flame.
• Corrugated flames (u′ > SL, Ka < 1): occurs when the turbulent
intensity is high. The flame remains infinitely small in comparison
with the turbulent scales. However, due to the higher turbulent
intensity pockets of fresh or burned gases can appear which pro-
duces a corrugated structure on the flame front.
• Thickened flames (Ka > 1, Da > 1): the Kolmogorov length scale
lk is much smaller than the flame thickness δL. Everything is mixed
by turbulence and the mixture no longer has a flamelet-type small-
scale structure. Flames typically extinguish in this regime.
• Thickened wrinkled flames (u′ > SL, Ka > 1, Da < 1): there
is turbulent mixing in the preheat region of the flame, but the
reaction zone retains the structure of a laminar flame.
2.1.3.4 Combustion instabilities
A stable flame is one that is anchored at a desired location in the burner.
Two instabilities related to the flame speed and turbulent flow speed
are the flame lift-off and flashback.
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Lift-off of the flame occurs when the operating conditions and fuel
produce fast flow timescales, τflow, and slow chemical timescales, τchem.
In these conditions, the reactants move at a velocity that exceeds the
flame speed. Thus, the flame is not able to propagate upstream at a
velocity that is faster than the flow. This causes the condition known
as lift-off, where the flame loses its anchor point at the burner nozzle
and detaches from it. This could lead to flame extinction (blow-off) if
the flame is carried to a region downstream of the burner where it is
diluted by combustion products (or ambient air) below the LFL [19].
Flashback of the flame occurs when the operating conditions and fuel
produce slow flow timescales, τflow, and fast chemical timescales, τchem.
In this case, the flame propagates upstream faster than the flow moves
downstream. In the case of premixed fuel and oxidizer, the flame can
propagate inside the burner and damage the equipment by getting in
contact with parts that are not able to withstand high temperatures.
Flashback usually propagates at areas with local reduced velocity such
as shear layers [20]. There are different mechanisms that lead to flash-
back in a premixed flame. Flashback due to flame propagation in the
core flow can occur if there is an increase in turbulent burning velocity
due to changes in fuel composition or a decrease in the flow velocity due
to changes in burner power. Another type of flashback mechanism is the
boundary layer flashback. This type of flashback is a consequence of the
reduced velocity of the reactants near the wall due to the no-slip wall
boundary condition. Finally, combustion-induced vortex breakdown
flashback is specific to swirl-stabilized burners. In this case, the combus-
tion process can move the vortex-breakdown bubble that stabilises the
flow from downstream the nozzle to deep within the burner. A review
of each of these mechanisms is made in the book by Benim and Syed
[21].
Two common methods for flame stabilization are bluff-body stabi-
lization and swirling flows. A review of bluff-body flame stabilization
is made by Shanbhogue et al. [22] and a review of swirl stabilized
flames is made by Huang and Yang [23]. Both methods rely on creating
recirculation zones that stabilize the flame. A bluff body is any non-
streamlined shape inserted into the flow field. The bluff-body works
by obstructing part of the flow and creating a strong recirculation zone
behind the flameholding device. The flame stabilization point lies close
to the edge of the flameholder. Swirl stabilization creates recirculation
zones by introducing a swirl component to the flow. Further discussion
of swirling flows and their characteristics is presented in Section 2.2.
2.1.4 Emissions
During a combustion process, several undesired contaminants can be
produced depending on the type of fuel and the combustion conditions.
The most relevant contaminants in a combustion process are CO2, CO,
NOx, and SOx due to their impact on the greenhouse effect, acid rain
and smog formation [24].
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2.1.4.1 Carbon dioxide
It is present in the atmosphere at concentrations of ∼ 400 ppm. It acts
as a greenhouse gas. The concentration of CO2 in the atmosphere has
been steadily increasing since the industrial revolution. Efforts have
been made to develop technologies that can capture and store CO2or by
use of alternative fuels such as hydrogen [25].
2.1.4.2 Carbon monoxide
Carbon monoxide results from an incomplete combustion process due
to insufficient oxidizer, poor mixing or low temperature. High CO levels
indicate a loss of efficiency in the combustion process. CO is an indirect
GHG, as is it can react with OH radicals. OH radicals help reduce the
concentration of strong GHG such as methane [24].
2.1.4.3 Nitrogen oxides
NOx contributes to the formation of ground-level ozone. Ground-level
ozone can have health impacts on sensitive population (e.g. asthmatics).
NOx also contributes to the formation of smog and acid rain. The
major source of NOx is fossil fuel combustion where it is produced
in small quantities measured in parts per million. A typical industrial
combustion process would produce NOx in the range of 100 to 200 ppm.
Environmental guidelines typically regulate NOx emissions to levels
below 30 ppm. In a combustion process NOx is usually produced via
three main pathways [26]:
• Thermal NOx: occurs when there is a direct reaction between
nitrogen and oxygen (N2 +O2 → NO+O). High temperatures
are required to dissociate molecular nitrogen. Thus, thermal NOx
becomes a special concern at temperatures greater than ∼ 1600◦C.
• Fuel NOx: occurs when nitrogen is part of the fuel molecule (e.g.
coal). NOx is formed by rapid pyrolysis of the fuel which pro-
duces intermediate cyanide radicals (CxHyN→ HCN+CN+ · · ·).
Cyanide radicals are oxidized by oxygen to produce nitric oxide
(HCN+CN+O2 → NO+ · · ·). In regions with strict NOx limits,
nitrogen is typically removed from the fuel before the combustion
process.
• Prompt NOx: is similar to fuel NOx with the exemption that
nitrogen comes from molecular nitrogen. Molecular nitrogen then
reacts with the fuel to form the same cyanide radicals at the fuel
NOx path. This pathway usually occurs in fuel-rich conditions.
NOx formation is dominated by its thermal formation mechanism, thus,
by the flame temperature. In turn, flame temperature depends on the
fuel composition, the temperature of the combustion air, and the rel-
ative thermal loading of the burner. The two main strategies for NOx
reduction are flue gas recirculation and staged combustion. The first one
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consists on diluting the combustion process by the addition of a nonre-
active medium, usually flue gases from the combustion process. This
reduces the maximum flame temperature and therefore NOx formation.
The second strategy consists on igniting the fuel-air mixture in stages by
limiting either the air or the fuel, i.e. first a portion of the fuel-oxidizer
mixture is combusted, then, further downstream additional air or fuel
is supplied (depending on whether the first stage was fuel-rich or fuel-
lean). This technique splits the available energy of the fuel over different
sections of the burner which results in a lower flame temperature than
that of a single combustion stage [26].
2.1.4.4 Sulphur oxides
Sulphur oxides are of special concern in a combustion process. The
largest source of atmospheric SOx is the burning of fossil fuels by power
plants. Sulphur oxides easily react with water in the atmosphere and
result in acid rain which has a detrimental effect on crops, can corrode
structures and has an impact on human health [24].
2.2 swirl burners
As mentioned Section 2.1.3, applying swirl to the combustion reactants
is a way to produce recirculation zones within the flame which help
on its stabilisation [27]. A schematic of a swirling flow is shown in
Figure 2.4. Huang and Yang [23] provide a review of swirl-stabilised
combustion. Large-scale effects of the swirl on the jet are well known:
improved flame stability in the combustion chamber by forming a central
recirculation zone, reduction in flame length accompanied by an increase
in flame width, and increase in flow mixing caused by entrainment of
surrounding gases in the shear layer region. These effects increase with
increased swirl [28, 29]. In addition to the increase in flame stability,
swirling flows have been of interest due to their potential of reducing
NOx emissions [30, 31]. Following, some of the flow patterns present
in swirling flows will be discussed. The main structures present in
the flow are the vortex breakdown-induced central recirculation zone
downstream of the nozzle and the precessing vortex core surrounding
the central recirculation zone.
2.2.1 Characteristics of swirling flows
2.2.1.1 Vortex breakdown
Vortex breakdown has been extensively studied as it is considered one
of the most important characteristics in swirling flows. An extensive
review of this subject has been made by Lucca-Negro and O’Doherty [32].
Vortex breakdown can be divided into six different types of which only
two are observed for high Reynolds numbers: axisymmetric (bubble)
breakdown and spiral break-down [33]. Vortex breakdown in annular
swirling flows occurs due to the tangential velocity component of the
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Figure 2.4: Flow patterns for a flame with inlet swirl. Image reproduced from
[23].
flow exiting the nozzle. In the case of strong swirl, an adverse pressure
gradient is created, which is large enough that results in a reversed
flow along the axis. This leads to the creation of a Central Recirculation
Zone (CRZ). The region where the CRZ occurs is the main responsible for
the flame stabilisation mechanism due to the internal stagnation points
and reversed flows that are created. The reversed flows help with the
recirculation of hot products and, consequently, the residence times of
the reacting species [34].
2.2.1.2 Precessing vortex core
The Precessing Vortex Core (PVC) is a three-dimensional unsteady asym-
metric coherent flow structure that is characterised by a periodical
off-axis precession of the centre of rotation [23]. The PVC is related to
the vortex breakdown phenomenon and the associated recirculation
zone. This structure has been commonly reported in turbulent swirling
flow devices [35–39]. A comprehensive review of the literature available
was made by Syred [40]. Syred and Beér [41] determined that the PVC
is situated in the boundary of the reverse flow zone between the zero
velocity and zero streamline. More recently, Oberleithner et al. [42] and
Terhaar et al. [43] have shown that the PVC is caused by global hydrody-
namic instabilities of the mean flow which produce oscillations at the
base of the flow, resulting in vortex shedding in the shear layer. The PVC
can be characterised by the Strouhal number where the frequency of
precession depends on the swirl number and chamber configurations
and increases linearly with the flow rate [40].
In reacting swirling flows the PVC has been shown to have a strong
effect on the flame stabilisation [44]. The PVC can improve combustion
efficiency by enhancing the fuel–air mixing [45, 46], enhancing mixing of
burned and unburned gases [47], and modifying the local reaction zones
by stretching or quenching [47, 48]. However, it might also produce
undesirable phenomena like thermoacoustic oscillations of the flame
[40].
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Figure 2.5: Jet core boundary defined by half-width assumption. Image repro-
duced from [50].
2.2.2 Swirl number definition
The definition of the swirl number is geometry dependent. In this thesis,
the definition by Beer and Chigier [28] is used with the simplification
for the pressure term made by Sheen et al. [49]. The definition denotes
the ratio of tangential momentum flux to axial momentum flux on an
annular jet core:
Sw =
∫ Ro
Ri 2piρu¯.w¯r
2dr
Ro
∫ Ro
Ri 2pi (ρu¯
2) rdr
(2.12)
where u and w are the instantaneous axial and tangential velocities
and the overbar denotes time-averaged velocity components. The choice
of the location of the upper and lower radius limits is important to
consistently define the swirl number [50], especially in cases where
there is a change of diameter or where obstructions are present. In this
thesis, the radius of the inner (Ri) and outer (Ro) shear layer of the
jet are defined starting from the central axis of the swirling jet. The
radii are calculated using the half-width assumption where the jet core
boundaries are assumed to be at the location where the axial velocity
is half of the maximum velocity of the jet core. Figure 2.5 shows the
boundary of the jet using such assumption.
2.3 coanda effect
The first description of the Coanda effect was made by Thomas Young
in 1800. However, the effect takes its name from engineer Henri Coanda,
who developed the first practical application by building the world’s
first jet-propelled aircraft [51–53]. Henri Coanda described the effect as:
“The tendency of a jet of fluid emerging from an orifice to
follow an adjacent flat or curved surface and to entrain fluid
from the surroundings so that a region of lower pressure
develops.”
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Coanda flows have been of interest in a diverse set of fields because of
the characteristics it presents, mainly, enhanced turbulence levels and
entrainment compared with those of round jets. These characteristics
have been attributed to the additional rate of strain caused by the convex
streamline curvature of the flow [54]. Additionally, in the particular
case of axisymmetric Coanda flows, these characteristics are further
enhanced by flow divergence [55]. Despite the interest of the Coanda
effect in various fields, and probably because of the assorted nature of
the applications, no comprehensive technical review of the literature
exists. Good overviews on the topic have been made [51, 56–58]. In this
section, a brief highlight of the applications and research where the
Coanda effect is used will be made, followed by a simplified explanation
of the physics behind it, and a review of literature that is relevant to the
application developed in this thesis.
2.3.1 Applications
In the last 25 years, the Coanda effect has resurfaced in several appli-
cations. A compilation of the applications has been made by Reba [59],
with a more recent review made by Lubert [60]. Use in home appliances
includes its use in bladeless fans. For example, Li et al. [61] evaluated
the flow field at different Reynolds numbers produced by a bladeless fan
that uses the Coanda effect. In industry, it has been used in reaction tur-
bines, swirl atomizers [62, 63], and cooling of cylinders [64]. The Coanda
effect is perhaps most studied in the aeronautic and aerodynamic field
where it is found in circulation-control aerofoils and wings [65, 66]. Also,
in applications related to circulation-control, it has been used to increase
lift [67] and thrust vectoring [68]. More recently, in the European Union
Project ACHEON (Aerial Coanda High Efficiency Orienting-jet Nozzle)
it is used to develop a nozzle for Vertical Short-Take-Off and Landing
vehicles [69, 70].
Energy-related applications of the Coanda effect in the industry seem
to be limited to waste gas flares. British Petroleum developed gas flares
that used the Coanda effect in the 1960’s. Due to their advantages
over traditional flare systems, these flare systems gained widespread
attention in the 1980s and 1990s and are still commonly used in offshore
installations. As described by Desty et al. [71], the advantages of having
a Coanda effect on these type of flares is that they produce a flame that
is not easily deflected by crosswinds, while at the same time, producing
a smoke-less combustion with increased combustion efficiency and
decreased thermal radiation, when compared to other types of flare
devices. Another advantage is that the flare can be rotated and angled to
move the flame away from point locations where radiation is a concern.
The history of the development of these flares can be read in the work by
Desty [72]. Since their development, further research has been conducted.
Carpenter and Green [73] studied the aerodynamics and aeroacoustics
of a supersonic jet adhering to a tulip-shaped body typically used in
flares. The authors note that there is a risk in flame separation from the
surface if the curvature of the surface is too great and/or the operating
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pressure too high. In a follow-up paper [56], the same authors focus
on the design of flare systems that reduce the acoustic noise of Coanda
supersonic jets noting that noise is not of great concern, as Coanda flares
often have reduced noise levels in comparison to other types of flares.
Lubert et al. [74] investigated noise production in a Coanda flare burner
with a two-dimensional axisymmetric super-sonic flow, particularly the
identification of the location downstream the nozzle where the first
shock cell forms. Two non-flare related studies by Fox and Sarkar [75]
and Fox and Stewart [76] demonstrated the potential of a Coanda flow
for increased heat transfer through a wall in a slot burner.
2.3.2 Coanda effect theory
An explanation of the mechanism behind the Coanda effect for a two-
dimensional incompressible jet of air exiting through a nozzle into an
atmosphere of stationary air will be given in the following paragraphs
[77]. It should be noted that the geometries studied in the present thesis
differ from the ones provided in the explanation that will follow. The
geometry studied in this work has a backplate, does not have a side
boundary and the flow is modified by swirl (refer to Section 3.1 for an
explanation and schematic of the test burner). However, this explanation
is the one that is typically used to explain the Coanda effect and is kept
here for simplicity. For a detailed and quantitative explanation of the
Coanda effect in three-dimensional swirling flows, the reader is referred
to the work by Vanierschot and Van den Bulck [78].
Let us consider a jet of air exiting at high speed from an orifice into
a stagnant atmosphere. In this scenario, as the jet exits the orifice it
entrains the stagnant air from its surroundings. This produces a low-
pressure zone around the jet (Figure 2.6a). The low-pressure zone is
equal around the jet circumference making the jet travel in a straight
line. If a solid surface is brought close to one of the sides of the jet
(Figure 2.6b) the balance of forces is now altered. The jet will continue
to try to entrain fluid from its surroundings. However, the stagnant
air that was getting replaced when no wall was present can no longer
be replenished because the wall is in the way. Thus, there will be a
larger pressure drop near the wall surface. This makes the jet deviate
towards the wall (Figure 2.6c) producing the Coanda effect. If a small
step is added (Figure 2.6d) the Coanda effect is enhanced by the created
recirculation bubble [51].
2.3.3 Relevant research
Most of the already given examples focus on applications of the Coanda
effect considerably different to the one proposed in this work. For
instance, the flows in aeronautical applications have a considerably
different geometry and flow conditions (higher non-swirling flows
emanating from a squared nozzle). It is the same case with flares,
where the flow exits a nozzle with a tulip-like structure placed on top
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(a) Flow pattern of a jet with no wall near it. (b) Flow pattern in the jet as a straight wall is
brought closer to it.
(c) Coanda effect takes place and the jet at-
taches to the nearby wall.
(d) Flow pattern with Coanda effect in the
presence of a straight but offset wall.
Figure 2.6: Coanda effect. Images reproduced from [77].
of where the combustion takes place. In this following paragraphs, a
review of the literature relevant to the application developed in this
thesis is presented.
The earliest mention of a Coanda like flame in an industrial burner
appears to be by Leuckel [79], and Beer and Chigier [28][80]. The re-
searchers mention the existence of a highly unstable sunflower-like
flame exiting a coal-fired swirl burner which required high swirl and a
45◦ opening angle at the nozzles. The majority of the recent research on
a swirling Coanda flame exiting from a circular nozzle and attached to
a centred flat plate has been conducted mainly by Vanoverberghe et al.,
Vanierschot et al., Valera-Medina et at. and a few others. Some of their
research and findings will be reviewed here.
Vanoverberghe et al. [81] reported the existence of multi-flame pat-
terns in a confined swirl driven partially premixed combustion of an
air-natural gas mixture and presented the transition pathways between
the different flame states. The setup consisted of a quartz glass octagonal
combustion chamber as a confinement. A variable swirl generator was
used to impose a swirl velocity to the reactants. A fixed stoichiometric
ratio of 1.1 was used throughout the study. Swirl intensity (0 to 1.12)
and the degree of premix of the natural gas-air mixture (0 to 1) were
varied. The authors identified a total of five different flame states (Fig-
ure 2.8a) which showed hysteresis between them depending on the swirl
intensity applied. At zero swirl two different flame states were obtained,
the Pinched Jet Flame (PJF) and the Backward Stabilised Flame (BSF).
The PJF was a long trumpet-like flame with a narrow body near the
nozzle that expanded downstream. The BSF was a flame attached to the
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(a) Overview, including swirl generator, fuel
rod, annular channel and burner nozzle
with 20 deg opening angle.
(b) Characteristic dimensions of the exper-
imental burner. For 30 kW, D0 = 27
mm
Figure 2.7: Experimental 30 kW burner used by Vanoverberghe. Images repro-
duced from [81, 86].
outlet of the confinement as a result of blow-off. With an increase in
swirl the BSF transitioned to a PJF. A further increase in swirl yielded a
Nozzle Stabilised Flame (NSF) or a Swirl Stabilised Flame (SSF). The NSF
is a flame attached to the nozzle mouth while the SSF is a ring-shaped
flame that is lifted at some distance from the nozzle. The last identified
flame was a Coanda Stabilised Flame (CSF). Such flame is attached to
the bottom of the combustion chamber and produces a large flat flame
surface. The NSF and SSF have been previously reported by many others
[82–85]. The transition maps obtained by the authors as a function of
the degree of premix are shown in Figure 2.8.
In a follow-up study using the same geometry Vanoverberghe et al.
[87] investigated the mechanism of attachment of the Coanda flame to
the base plate. The authors state that the forces between the outgoing
jet and the recirculating backward flow do not balance out. Therefore,
there must be an additional force keeping the CSF stable. The authors
suggest that a low-pressure region must exist between the region where
the jet bends and the burner nozzle. However, no direct observation or
description of this low-pressure region is made. An additional objective
was to evaluate the effect of the confinement geometry and size on the
Coanda flame. First, the backwall stopper (top part of the confinement)
was removed, which did not cause any apparent change in the behaviour
of the flow. Then the authors proceeded to reduce the diameter of the
confinement. The base case was 255 mm. They noted that the confine-
ment can be varied between 200 and 400 mm. Below 200 mm the flame
impinges in the walls of the confinement. Above 400 mm the Coanda
flame becomes unstable. The authors speculate that the low pressure in
the centreline and the External Recirculation Zone (ERZ) in the corner of
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(a) Schematic view of the different flames observed
by Vanoverberghe.
(b) Transition map obtained by Vanoverberghe as a function of degree of premix (DPX)
and applied swirl.
Figure 2.8: Experimental results of Vanoverberghe in a 30 kW burner. Images
reproduced from [81, 86].
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the confinement plays a role in flame stabilisation. Additionally, they
indicated that the central fuel rod acts as a bluff body and has an effect
on the stability of the Coanda flame. Moving the fuel rod inside the
burner’s body makes it impossible to obtain a Coanda flame.
Vanierschot and Van den Bulck conducted several follow up studies
on the same geometry using isothermal flows [88–91]. In the first study
[88], the authors identified four different flow patterns with hysteresis
between them by using a fixed turbulent Reynolds number of 10,650
with variations in the applied swirl number. A schematic of the flow
states is shown in Figure 2.9. The terminology used by Vanierschot and
Van den Bulck to name these flow states is used in this thesis. With
zero swirl and up to a swirl of ∼ 0.4 the authors obtained a Closed
Jet Flow (CJF). CJF is an annular jet without vortex breakdown. With
a swirl number higher than 0.4 and lower than 0.6 an Open Jet Low
Swirl Flow (OJF-LS) was obtained. In this state vortex breakdown takes
place and a CRZ appears. The jet remains detached from the opening
step nozzle. With swirl number higher than 0.6 an Open Jet Low High
Flow (OJF-HS) was obtained. In this case, the CRZ moved upstream and
widened, the jet attached to the opening step nozzle, and a corner
recirculation zone appeared between the walls of the nozzle and the
corner of the opening angle. The azimuthal velocity, the sub-pressure
in the CRZ, and the turbulence levels decreased. Because of hysteresis
present in the flow, the OJF-HS state remains stable even at values lower
than the transition point required for the change from OJF-LS to OJF-HS
(S = 0.6). When the swirl reaches S = 0.5, the jet transitions to CoJF
where the jet bends close to 90 degrees, attaches to the horizontal wall,
and a radial jet is formed. In this state, the recirculation zone widens
and sub-pressure, tangential velocity and turbulent kinetic energy drop
to zero close to the flow centreline. The CoJF remains stable even when
no swirl is applied to the flow.
A numerical study by the same authors was conducted based on
the previous results [89] where two turbulence models were tested,
the Standard κ − e and the Reynolds Stress Model (RSM). Overall, both
tested turbulence models predicted the velocity profiles reasonably
well. The authors mention that it is particularly interesting how well the
Standard κ− e turbulence model predicted the flow fields and hysteresis
as it is known that the model does not perform with highly swirling
flows (for an overview of the characteristics of each turbulence model
refer to Section 3.6.1). A transition map between the flow states for
the experiments and simulations is shown in Figure 2.10. Gritskevich
et al. [92] used the SST κ − ω model on the same setup and obtained
similar results. In another related numerical study by Ogus et al. [93],
the authors reproduced the same observed flow states in the same
setup using a laminar flow. Singh and Ramamurthi [94] conducted
experiments and computations on a geometry where the flow exited
a sharp-edged nozzle without a central rod. The nozzle was fitted
with a flat plate. Flow rates and the degree of the swirl was varied.
The authors concluded that the formation of the wall-attached jet is
influenced by both Reynolds number and swirl number of the swirled
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Figure 2.9: Schematic view of the different jet patterns obtained by Vanierschot
and Van den Bulck together with the large scale recirculation zones.
Image reproduced from [90].
Figure 2.10: Transition map of the jets observed by Vanierschot and Van den
Bulck as a function of S. Experimental and simulation results are
shown. Image reproduced from [89].
gas jet. The swirl number at which a Coanda jet was formed increased
monotonically as Reynolds number increased, this was true for both
laminar and turbulent flows.
In a follow-up study, Vanierschot and Van den Bulck [90] studied the
effect of the nozzle geometry on the hysteresis of the identified flow
patterns. This was done by conducting a parametric study where the
influence of the step size, opening angle, and axial length had on the
flow pattern. For a fixed nozzle length of 38.3 mm and an opening angle
of 30◦ and changing only the size of the step, the authors reported that
for a small step size of 3 mm it was not possible to obtain the CoJF. With
an increase of the step to 7 mm, the CoJF pattern was stable even at
zero swirl. For a step size of 14 mm, the CoJF was no longer stable a
zero swirl. Finally, for 18 mm the OJF-HS did not occur and the CoJF was
only possible with high swirl numbers greater than 0.8. In regard to the
interaction between the opening angle, step size, and swirl; the authors
reported that the higher the opening angle the less swirl is required to
change from an OJF-HS to a CoJF. For a given opening angle, the bigger
the step size the more swirl is required to obtain a CoJF. The length of the
opening angle and the step have the following interaction, if the ratio
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between the opening angle / length is small the Coanda effect occurs at
lower swirl numbers and if the ratio is large the Coanda effect occurs
at higher swirl numbers. Some of the results are shown in Figure 2.11
and Figure 2.12. On a related study, the authors generated a method for
controlling the transition from a CJF to OJF-HS and then from OJF-HS to
CoJF without the need to alter the swirl by means of a secondary radial
air injection [91].
A study by Valera-Medina and Baej [95] using the same swirl burner
used for the present thesis investigated the transition of a reacting and
isothermal flows between OJF and a CoJF. The authors conducted Particle
Image Velocimetry (PIV) measurements on the flow and successfully
identified some coherent structure in the flow. A theory on the transi-
tion between the two flow states in relation to the identified coherent
structures was made.
Other relevant studies are the ones by Falese et al. [96] and Kwark et
al. [97]. Falese et al. [96] explored multiple flame states by also changing
the swirl number. In this case, the geometry was more complex. The
configuration corresponds to an aeronautical liquid fuel injector. It
consisted of a pilot injection system surrounded by two counter-rotating
axial swirlers and a multipoint injection system, surrounded by a radial
swirler. The authors kept the inner and outer swirl numbers constant at
S = 0.12 and S = 0.4, respectively. The radial swirl number was varied
between two values S = 0.76 and S = 0.84. The authors observed similar
flow states with hysteresis as the ones reported by Vanierschot and Van
den Bulck [88]. Kwark et al. [97] studied an isothermal and reacting
flow using a nozzle with a curved opening with changes in the applied
swirl. Similar results to the already mentioned studies were obtained
with the isothermal flow. In the reacting flow, the authors observed
that for the Coanda flame a higher swirl number produced a lower
local flame temperature which they expected will lead to a decrease
in NOx emissions. Additionally, the maximum temperature moved to
the edge of the measurement area with an increase in the swirl number.
The temperature gradient along the radial direction decreased with an
increased swirl. The authors speculate that a flame like this would be
suitable for an industrial application where homogeneous radiation
heating is required because of the flame spread.
2.4 radiant tubes operating principle and types
Radiant tubes are mainly used within the industry in heat treatment
applications where the products to be heat treated (load) need to be in
a protective gas atmosphere (e.g. annealing of certain types of metals)
or where there is a risk of the products igniting / getting damaged by
the open flame (e.g. paper drying, wood drying, curing ink on paper,
plastics curing, setting dyes in textile and carpet production, etc.).
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Figure 2.11: Sub-pressure measurements for combinations of angle (α) and
step size obtained by Vanierschot and Van den Bulck. Region 1:
CJF, region 2: OJF-LS, region 3: OJF-HS, and region 4: CoJF. Image
reproduced from [90].
Figure 2.12: Area of stable and unstable CoJF. Dots indicate experimental points
obtained by Vanierschot and Van den Bulck. Image reproduced
from [90].
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2.4.1 Radiant tube operating principles
Radiant tube burners operate by first heating a solid surface, usually
by burning hydrocarbons (usually natural gas), which in turn radiates
infrared (IR) energy to the load (in comparison, in open-flame burn-
ers, the radiation emitted by the flame and the gases heated by it are
responsible for heating the load) [98].
One of the important features in radiant tubes is the maximum heat
transferred, by radiation, from the hot tube wall to the furnace and
load. Because radiation heat transfer is proportional to the fourth power
of the temperature of the body, important characteristics for radiant
tubes are the maximum tube temperature and temperature uniformity.
Another important feature is efficiency within the radiant tube, which
is related to the temperature of the flue gases. The lower the flue gas
temperature the more energy that is transferred to the load through
the tube wall and the higher the efficiency of the combustion system. A
common way to increase the efficiency in radiant tubes is to preheat the
combustion air with technologies like plug-in recuperators, recuperative
and regenerative burners. Other important aspects are NOx and CO
emissions, the lifetime of radiant tubes, and maintenance costs. Radiant
tubes need to be made of heat resistant alloys that usually have an
operating temperature of between 900-1100◦C. If a higher temperature is
required, ceramic radiant tubes can be used with operating temperatures
of up to 1250◦C. However, ceramic tubes are more prone to breakage
due to the material brittleness and difference in thermal expansion. An
alternative to radiant burners are electric radiant heaters, however, their
operating cost might be higher depending on the local price of natural
gas and electricity [99, 100].
2.4.2 Types of radiant tubes
Radiant tubes can be classified by different criteria. One such classifica-
tion is by the number of passes of the combustion gases.
In non-recirculating tubes, the combustion products make a single
pass through the tube. Non-recirculating tubes are usually named by
their shape, Figure 2.13a shows some of the designs. The simplest design
is the I-tube, which is a straight tube that goes from one wall of the
furnace to the opposite wall. In this case, the burner is at one end of the
tube with the exhaust gases from the burner travelling through the tube
and exiting at the other end. This tube requires connections on both sides
of the furnace, the supply gases are on one side while the connections for
the exhaust gases are on the other side. Two other designs exist, U-tube
and W-tube, that allow for an increase in radiating surface area with
the added advantage of having the connections on only one side of the
furnace. The disadvantage of these tubes lies in its manufacturing, as it is
challenging to make a single monolithic U-tube (or W-tube) that avoids
the need for the 180◦ degree elbow where leaks and failures may occur.
Another difficulty is that as the length of the radiant tube increases there
is a greater potential of deviation in the temperature along the length
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(a) No flue gas recirculation. (b) Flue gas recirculation.
Figure 2.13: Different types of radiant tubes. Image reproduced from [99].
of the radiant tube. Non-recirculating types of tubes are not commonly
used as they do not provide an adequate temperature uniformity which
can lead to overheating of the tube material. In addition, it is difficult
to seal them to the furnace walls because of their constant thermal
expansion and contraction. They are not energy efficient by having a
high flue gas temperature at the flue gas outlet. A design that mostly
overcomes the mentioned limitations is the single-ended radiant tube.
This type of tube has an inner tube that forms an annulus with the outer
tube and the end opposite to the burner is blocked. The burner ignites
the fuel inside the inner tube and the hot flue gases flow through it and
then flow back through the annulus between the inner tube and outer
tube. This produces a better temperature uniformity across the outer
tube wall. Additionally, the burner and exhaust are located on the same
side of the tube allowing for a simpler installation and maintenance [99,
100].
In recirculating tubes, a portion of the combustion products is recir-
culated and combined into the fresh air and fuel stream. To do this,
high-velocity burners are used to entrain the combustion products from
the exhaust leg of the radiant tube. Adding the recirculated products
reduces the peak temperature of the burner’s flame and, therefore, the
potential for tube hot spots. A side consequence of reducing the flame
temperature is the drastic reduction in NOx formation. Additionally,
due to high recirculation ratios within the tube, an improvement of
the gas temperature uniformity and corresponding uniform tube wall
temperatures is possible. These improvements aside on the temperature
uniformity within the furnace and the lifetime of the radiant tubes. As
in the case of non-recirculating tubes, several geometries exist and are
named according to their shape. Figure 2.13b shows some of the designs
[99].
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(a) W-type radiant tube with recuperator. (b) W-type radiant tube with regenerative
burners.
Figure 2.14: Recuperative and regenerative radiant tubes. Image reproduced
from [99].
2.4.3 Energy efficiency and emission control
The efficiency of the radiant tube burners depends on the amount of
energy that is provided to the system (i.e. the fuel) and the energy
that is leaving the system (i.e. the radiant walls and the hot flue gases).
It should be obvious that a way of quantifying the efficiency of the
device is by measuring the temperature of the flue gases; the lower the
temperature, the more energy that was transferred to the furnace and
the load. Two main alternatives exist for increasing the efficiency of the
burner, recuperators and regenerators. Both work by extracting energy
from the flue gases and use it to preheat the incoming air. Recuperators
are, in essence, counter-current heat exchangers. Figure 2.14a shows
an example of a W-type radiant tube with a recuperator. Recuperators
can be either part of the radiant tube (usually called self-recuperators)
or an external device. Each option has advantages and disadvantages.
If the recuperator is part of the tube, external space requirements and
ambient air losses are minimised but a limitation on internal space
exists. Efficiencies for self-recuperative burners range in the 65 to 72%
on an HHV-available-heat basis. If the recuperator is an external device,
external space requirements increase and external insulation for the
recuperator is required. Efficiencies for external recuperators range in
the 50 to 65% on an HHV-available-heat basis. Regenerative radiant tube
burners require the radiant tube too have two distinct tube ends like in
the case of A-, U-, and W-type radiant tubes. Regenerative radiant tubes
function by having two burners, one at each end of the tube, and a heat
storage regenerator containing ceramic balls. The burners operate in
pairs, one burner fires while the other burner exhausts. Combustion air
is preheated by the regenerator of the firing burner and the flue gases
give up heat to the regenerator in the exhausting burner. Efficiencies for
regenerative burners range in the 75 to 85% in an HHV-available-heat
basis. Figure 2.14b shows an example of a W-type radiant tube with a
regenerator [101, 102].
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Typical NOx emission reduction techniques can be applied in radiant
tube burners, such as the already mentioned (see Section 2.1.4), staged
combustion or flue gas recirculation. External emission control, such as
selective catalytic reduction [103], can also be applied to radiant tubes.
However, it can prove to be challenging as it requires an exhaust col-
lection system that is designed and maintained to eliminate in-leakage
of ambient air in order to keep emission post-treatment device at a
minimum size [102].
2.5 overview of grain-oriented electrical steel produc-
tion process
2.5.1 Grain-oriented electrical steel
Grain-oriented electrical steel (also called silicon steel) is a type of
specialised alloy typically used in transformer cores due to its high
permeability, low magnetostriction, low coercive force, and low core
loss [104, 105]. A typical composition of this type of alloy consists of a
mixture, by weight, of Fe 96.7%, Si 3.2%, C 0.03%, Mn 0.06-0.10%, and
S 0.02% [105]. The use of this material has allowed the construction
of transformers that are over 99% efficient, but this has not always
been the case. In the 1880s, the first electrical transformer cores were
built with high-grade wrought-iron cores. However, this material made
the transformers very inefficient as it had a high core loss. It was not
until the work of Hadfield was published in the early 1900s that the
technology of electrical steels began to develop. Hadfield discovered that
by adding a small amount of silicon to iron the magnetic losses [106].
The next major material science breakthrough came in the 1920s when
Honda et al. [107] found out the magnetic anisotropy of iron. In the
1930s, Goss put the discovery of Honda and Kaya to use by inventing
the manufacturing process for grain-oriented electrical steel [108]. The
process consisted on a combination of rolling and heat-treating the
silicon-iron steel, which produced a sheet with (110)[001] texture (also
called Goss texture) that had outstanding magnetic properties in the
direction of the rolling. The use of this material in the transformer core
allowed for an increase of 50% in saturation, a drop of hysteresis losses
by a factor of four, and a fivefold increase in permeability [109]. The
final major breakthrough came in 1968 with the development of a High
permeability Grain Oriented (HGO) electrical steel (or HI-B as a trading
name) by the Nippon Steel Corporation [110]. Since the introduction of
HGO, grain-oriented types of electrical steel have been broadly classified
in Conventional Grain Oriented (CGO) (average misorientation of 7
degrees from the [001] axis) and HGO (average misorientation of 3
degrees from the [001] axis) types; being the later the preferred one for
use in transformer cores [111–113]. Figure 2.15 shows the decrease in
core loss due to improvement in materials and manufacturing processes.
For a detailed review of the historical developments refer to the review
by Moses [114].
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Figure 2.15: Historical reduction in transformer core loss. Images taken from
[114].
The principal characteristic of grain-oriented electrical steel, as its
name suggests, is the orientation of the grains that conform the metal
and also the exceptional high crystal grain size which is in the order of 10
mm. Grains in polycrystalline materials are usually randomly oriented
which results in their properties being isotropic. The manufacturing
process developed by Goss achieved anisotropy in polycrystalline metals
via plastic deformation, specifically, by rolling the metal sheet. When
the sheet is rolled, most of the grains acquire a specific crystallographic
plane (110) that is aligned parallel (or nearly parallel) to the surface of
the sheet and a direction [001] plane that lies parallel (or nearly parallel)
to the rolling direction. This means, that the electrical steel sheets used
in transformer cores are fabricated in a way such that the direction
which the sheet was rolled is aligned parallel to the direction of the
applied magnetic field [104].
Despite the state-of-the-art transformer core materials allowing for
an efficiency of over 99%, continuous improvements in material quality
are being made. It is estimated that about 5% of the total electricity
generated in the UK is lost due to transformer core losses [114]. The
major variables affecting core loss are [105]:
• composition: addition of silicon decreases core loss due to a de-
crease in magneto-crystalline anisotropy, ability of eliminating
impurities, and increased electrical resistivity.
• impurities: C, S, N and O are kept below 0.01% as they distort the
lattice and impede domain wall motion.
• grain orientation: is critical for reducing core losses, for 3.15%
Si-Fe, a 1◦ smaller average misorientation would improve the total
core loss at 1.5 T/60 Hz by 5%.
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• grain size: core loss goes to a minimum with a grain size of ∼ 0.5
mm.
• thickness: a decrease in thickness leads to a decrease in loss due
to a reduction in the eddy-current effects. However, at very small
thicknesses core loss raises due to surface pinning.
• surface condition: a smooth surface leads to lower losses due to a
decrease in rough spots that, in turn, decreases surface pinning.
2.5.2 Production process
The typical production process for grain-oriented electrical steel is
shown in Figure 2.16. The process is as follows [105, 115]:
1. The metal is cast with an approximate composition of 96.7% Fe,
3.2% Si, 0.03% C, 0.06-0.10% Mn, and 0.02% S by weight. MnS is
of particular importance as it acts as an inhibitor for the grain
growth during the primary recrystallisation. The use of MnS is
considered essential for the formation of a good (110)[001] texture.
2. The cast metal is the hot-rolled at ∼ 1300◦C to a thickness between
1.5-2.5 mm.
3. The hot-rolled coil is side trimmed in order to remove any side
defects.
4. The oxide scale is annealed and de-scaled with acid.
5. The coil is then cold-rolled to its final thickness of between 0.25-
0.35 mm.
6. The coil is annealed and decarburised at ∼ 840◦C in a moist H2-
N2 atmosphere which reduced the carbon content in the steel to
∼ 0.003% C. A primary recrystallisation occurs in this stage, i.e.
the strain induced in the cold rolling stage is released and leads
to the grow of new strain-free grains. At this stage, the grains are
very small in size with a diameter of approximately 150 microns
and have a very low orientation in the rolling direction.
7. The coil is then coated with MgO which combines with the Si to
form an insulating glass-like layer of magnesium silicate. MgO
acts as a separator of the different steel sheets in the next part of
the process.
8. The coil is batch annealed at ∼ 1100-1200◦C in a dry H2-N2 for
about 24 hours. In this part of the process, the secondary recrys-
tallisation occurs which forms the (110)[001] texture. Also in this
stage of the process, the MnS inhibitor reacts with the H2-N2 at-
mosphere and reduces to Mn and H2S gas. The Mn stays in the
solid solution with iron and increases the resistivity of the metal.
Removing MnS in the alloy is important because it can inhibit
domain wall movement.
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Figure 2.16: Grain-oriented electrical steel production process. Image repro-
duced from [116].
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2.5.3 Decarburising anneal process
2.5.3.1 Process description
The process is of a semi-batch type nature where the electrical steel
strip coming from the cold-rolling process is initially coiled. The strip is
uncoiled and is transported through the process by a series of horizontal
rollers. The strip is first passed through a burn-off furnace with open-
fired burners. The purpose of this step is to clean the strip by removing
any oil-based lubricant that remains from the cold rolling and to pre-
heat the strip. Afterwards, the strip enters the decarburisation furnace
where it is annealed in a moist H2-N2 atmosphere at ∼ 840◦C. The
decarburisation and primary recrystallisation takes place in this part of
the process. The percentage of carbon in the strip is decreased to about
∼ 0.003% C which reduces magnetic losses and increases resistance to
magnetic ageing. Carbon is removed by the following chemical reactions
with the wet H2-N2 atmosphere [117]:
C(s) +H2O(g) → CO(g) +H2(g) (2.13)
C(s) + 2H2(g) → CH4(g) (2.14)
After the decarburisation anneal, a coating of MgO is applied to the
surface of the strip. The coating will eventually react with the Si in the
steel in order to create a glass-like film of magnesium silicate during the
high-temperature batch anneal.
2.5.3.2 Furnace description
The decarburising furnace at TATA Steel Cogent Power consists of a
tunnel of about approximately 130 m in length, 1.44 m in width and
1.33 m in height. The walls are made of 40 cm thick refractory firebrick.
The atmosphere within the furnace consists of a mixture of moist H2-N2.
A diagram of each zone is shown in Table 2.1. The furnace is split into
18 zones, each with its own temperature control. The decarburisation
process occurs in zones 1 to 16. There is no physical separation between
these zones, i.e. they consist of a continuous tunnel. A separating wall
exists between zone 16 and 17. The nitriding process occurs in zones
17 and 18. Heating of the electrical steel strip is done via radiant tubes
which are either gas fired or electrically heated. Zones 1 to 5 are gas
heated and are where the ramping up of the temperature of the strip
occurs. Zones 6 to 18 are electric heated and are where the temperature
soaking takes place. A summary of each zone is shown in Table 2.2,
which includes the furnace length, amount of radiant tubes, and total
gross heating capacity of the zone.
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2.5.4 Effect of heating rate during primary recrystallisation on product qual-
ity
Some studies have suggested that a faster heating rate during the pri-
mary recrystallisation (i.e. during the initial heating in the decarburising
anneal process) has a crucial role on obtaining the desired (110)[001]
texture in the final product.
Park et al. [118] tested two samples of non-oriented electrical steel
with different composition and initial grain size. The first sample had
a composition of 98.46% Fe, 1.0% Si, 0.0050% C, 0.26% Mn, 0.0026% P,
0.27% Al, and 0.0025% N and an initial average grain size after hot-
rolling of 40 µm. The second sample had a composition of 97.44%
Fe, 2.0% Si, 0.0030% C, 0.24% Mn, 0.0018% P, 0.31% Al, and 0.0020%
N and an initial average grain size after hot-rolling of 115 µm. The
samples were cold-rolled to a final thickness of 0.5 mm which resulted
in a reduction of 75%. Each sample was annealed at three distinct
heating rates of 5◦C/s, 10◦C/s, and 30◦C/s to induce the primary
recrystallisation. The authors found that the heating rate had an effect
on the resulting grain size during the primary recrystallisation. The
slowest heating rate resulted in a final average grain size of ∼ 85 µm in
both the sample with the initial coarse grain size (115 µm) and the initial
fine grain size (40 µm). At the heating rates of 10◦C/s and 30◦C/s the
grain size was considerably reduced to ∼ 30 µm for the coarse-grained
samples and to ∼ 25 µm for the fine grained samples. A higher heating
rate was also associated with an increase in Goss-oriented grains as a
consequence of the reduced grain size.
Park et al. [119] tested a grain-oriented electrical steel with an initial
composition of 96.72% Fe, 3.1% Si, 0.06% C, 0.1% Mn, and 0.02% P.
The samples were prepared by vacuum-melting the alloy, hot-band
annealing to a thickness of 2.0 mm, and subsequently cold rolling
to its final thickness of 0.30 mm. The sample was then heated to a
temperature of ∼ 700◦C at two different heating rates, 20◦C/s and
150◦C/s. Samples were extracted at different holding times. The grain
size, distribution, fraction of Goss-oriented grains, and texture of the
samples were determined by optical microscopy, X-ray pole figures,
and orientation image mapping. The authors found that the heating
rate had no effect on the Goss-oriented grain size. However, there was
an effect of the heating rate on the fraction and distribution of the
Goss-oriented grains. Higher heating rates had a larger fraction of Goss-
oriented grains and had a similar distribution in the surface and middle
layers of the material Figure 2.17a. In contrast, lower heating rates had
less homogeneous distribution between the surface and middle layers
Figure 2.17b. The result indicates that the rapid-heating promotes the
creation of Goss-oriented grains inside the material.
Hou and Tzeng [120] studied the effect of heating rate and decarburi-
sation temperature during the primary annealing on the microstructure
and magnetic properties of grain-oriented electrical steels. The tested
material had an initial composition of 96.52% Fe, 3.25% Si, 0.052% C,
0.14% Mg, and 0.0065% S, 0.024% Al, and 0.0079% N. The sample was
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(a) Rapid-heated (150◦C/s) (b) Normal-heated (20◦C/s)
Figure 2.17: Average grain size and fraction of Goss-oriented grains at different
heating rates and recrystallisation fractions. Images reproduced
from [119].
prepared by hot-rolling the material in two steps to a thickness of 2.3
mm, followed by a cold-rolling to 0.35 mm. For the primary recrystallisa-
tion, three heating rates were tested, 5◦C/min, 20◦C/min and 300◦C/s,
and the annealing temperature set at 700, 750, 800 and 850◦C. The sam-
ples were nitrated and coated. Finally, the secondary recrystallisation
annealing was carried out in an H2-N2 atmosphere with a heating rate
of 60◦C per hour until the annealing temperature of 950◦C was reached
and soaked 12 hours. The authors found that the oxide layer thick-
ness increases with decarburisation temperature and decreases with
a decreased heating rate, nitrogen content decreased with increasing
decarburisation temperature and increased with increasing heating rate,
and primary grain size increased with increasing decarburisation tem-
perature and decreased with increasing heating rate. These observations
are of relevance because they influence the grain growth during the
secondary recrystallisation. Too many nitrogen precipitate will cause
abnormal grain growth to never occur, while too little cannot impede
normal grain growth. Initial grain size is the driving force for grain
growth during the secondary recrystallisation, i.e. big grain size do not
have enough driving force to promote grain growth. Flux density and
core loss are closely related to the percentage of grain growth in the
secondary recrystallisation, with a higher percentage of grain growth
resulting in better magnetic properties. The maximum flux density re-
sulted when the material was heated at 300◦C/s and the decarburisation
annealing temperature was 850◦C. Overall, magnetic flux density in-
creases with increased temperature (Figure 2.18) and core loss decreased
with increased temperature and increased heating rate (Figure 2.19).
2.6 chapter summary
The literature review for the work presented in this thesis was made.
First, an overview of the concepts required to understand what will
be discussed in the following chapters was made. Basic combustion
concepts such as stoichiometry, mass balance, energy balance were pre-
sented made. Characteristics of flames were explained as well as some
of the undesirable emissions that are produced in a typical combustion
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Figure 2.18: Electrical steel flux
density after final
annealing. Image
reproduced from [120].
Figure 2.19: Electrical steel core
loss after final anneal-
ing. Image reproduced
from [120].
process. Two of the main flow phenomena that are present in swirling
flows were explained. The Coanda flow was introduced and a concep-
tual explanation of how it occurs was provided. Some of the applications
where the Coanda flow has been used were given. An in-depth review of
the relevant literature was made, making special emphasis on research
that is directly related with the application proposed in this thesis. An
overview of what are radiant tubes and where are they used was pre-
sented in order to give an insight into the technology that the proposed
burner aims to replace and improve upon. Finally, the electrical steel
annealing process was shown. This process will be used as a case study
to assess the potential of the proposed flat flame burner concept.

3
M E A S U R E M E N T E Q U I P M E N T A N D A N A LY S I S
T E C H N I Q U E S
This chapter covers the laboratory setup, the experimental measurement
techniques, post-processing methods, and the numerical approach used
for the simulations. This chapter is structured as follows, first Section 3.1
presents the laboratory equipment and setup for the isothermal and
combustion experiments. Section 3.2 introduces the main experimental
method for this thesis. Then, in Section 3.3, 3.4 and 3.5 the employed
post-processing methods are described. The numerical methods, solver
setup and error estimation are introduced in Section 3.6.
3.1 laboratory test rig description
3.1.1 Burner
A modular swirl burner constructed from stainless steel was used in
the present thesis to perform experiments under an isothermal air flow
(Chapter 4) and under a reacting flow with different mixtures of air and
methane (Chapter 5). A schematic of the burner is shown in Figure 3.1
and consists of the following parts:
• A swirl chamber that has a single lateral inlet with a diameter of
20 mm that is placed off-centre. The swirl chamber itself has a
diameter of 56 mm and a height of 49 mm.
• A secondary inlet with an inner diameter of 9.2 mm. The desired
gas is injected axially at the start of the nozzle.
• Three tangential swirl generators were available for the experi-
ments with geometrical swirls of 0.85, 1.04 and 1.47. The dimen-
sions of the swirl generators are shown in Figure 3.2.
• Two different sets of nozzles were used. The first set consisted of
three nozzles with a diameter of D = 28.0 mm and nozzle opening
angles of α = 30◦, 45◦ and 60◦. The second set consisted of three
nozzles with an opening angle of α = 45◦ and nozzle diameters of
D = 19.5, 24.0 and 28.0 mm.
• A flat plate fitted to the nozzle exit.
3.1.2 Confinement
A squared confinement was manufactured from stainless steel and
used for some of the reacting flow experiments presented in Chapter 5.
A schematic of the confinement is shown in Figure 3.3. The overall
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Figure 3.1: Exploded view of modular swirl burner (left) and cross-section
view (right). Dimensions in millimetres.
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Figure 3.2: Tangential swirl generators used in the experiments. Geometrical
swirl numbers are 0.85, 1.04 and 1.47 respectively. Dimensions in
millimetres.
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inner dimensions of the squared volume were 488× 488× 56 mm3. The
bottom plate had a single inlet with a diameter of 32 mm that allowed
for a snug fit of the burner nozzle. Along the edges of the bottom plate,
there were four rectangular outlets of size 20× 400 mm2. The top plate
had a lid with a diameter of 95 mm positioned at the centre of the
plate that allowed the ignition of the gas mixture. This same lid allowed
access to the interior of the confinement in order to change the flame
flow pattern. One of the lateral walls of the confinement had a window
of size 65× 30 mm2 covered by a quartz which allowed the observer to
view the behaviour of flame.
3.2 particle image velocimetry
PIV is a non-intrusive optical method used for flow visualisation that
provides instantaneous velocity measurements in a cross-section of a
flow. The main components in a PIV system are a camera, a laser sheet, a
timing device, and an image acquisition capture software. The principle
of operation of the PIV method consists on seeding the flow with tracer
particles. Particles are then illuminated by two subsequent laser sheet
pulses. A camera is used to capture each light pulse in separate image
frames. For the velocity calculation, the recorded images are divided
into a grid of small areas, called Interrogation Area (IA). The average
particle displacement (∆x¯) is obtained by cross-correlating, pixel-by-
pixel, the IAs for each image frame followed by the localisation of the
correlation peak. It is probable that the correlated particle might fall
totally or partially in the neighbouring IA. A way to deal with this
inconvenience is to overlap IAs. Velocity components for each IA are
then calculated by dividing the average particle displacement in each
direction by the known time between each image frame ∆t, yielding the
equation v¯ = ∆x¯/∆t [121]. The total number of vectors per field that are
obtained is directly dependent on the camera resolution, the size of the
IA, and the amount of overlapping between IAs.
Seeding plays an important role in the accuracy and reliability of the
PIV technique, as the principle behind it is to determine the particle
velocity instead of a direct measurement of the fluid velocity. Care must
be taken when selecting the type of seeding and particle size. Particles
must be small enough so that they track the flow accurately and must be
large enough to scatter the required amount of light. Additionally, the
seed must be uniformly distributed in the flow field and agglomeration
of particles should be avoided in order to obtain accurate flow fields.
As a rule of thumb, 10 to 25 particles for each resolved vector must be
present in each IA [123]. Ultimately the properties, particle size, and
seed volume will be dependent on the particular flow studied. A good
review of tracer particles for PIV systems is found in [124].
The standard and most simple setup of a PIV system consists on
acquiring images using a single CCD or CMOS camera positioned per-
pendicular to the measured plane. This allows the measurement of two
velocity components in a plane (2D2C). However, if the flow is highly
three-dimensional, the loss of the out-of-plane velocity component can
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Figure 3.3: Vertical (top) and transversal (bottom) cut views of confinement.
Dimensions in millimetres.
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Figure 3.4: Cross-correlation process [122].
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Figure 3.5: Stereo PIV configurations: (left) lens translation method, (right)
angular method with tilted back plane [121].
lead to substantial measurement errors of the local velocity vector [125].
This error is due to the in-plane velocity vector projection on the viewing
direction of this vector and its out-of-plane velocity component [126]. To
eliminate this error, the third velocity component needs to be measured.
This can be done by using Stereo Particle Image Velocimetry (S-PIV).
This method consists of adding a second camera to record the flow from
different positions [127]. Two different stereoscopic approaches can be
used, (1) the angular method, where cameras are no longer positioned
perpendicular to the measured plane, but at an angle; (2) the transla-
tional method where the cameras are perpendicular to the measured
plane but are offset from the centre. In this case, the stereoscopic effects
are directly related to the distance between the optical axes of the cam-
eras [121]. The schematic of both methods can be seen in Figure 3.5. The
out-of-plane velocity component can then be obtained by correlating the
two measured vector fields. In this study, the angular method is used.
3.3 proper orthogonal decomposition
The analysis of turbulent flows often requires the extraction of the
stochastic fluctuation of a given quantity from its expected value. This
forms the basis for various subsequent analyses. One way to do this is by
performing a Reynolds decomposition on the flow quantity of interest.
For example, for a given flow quantity of interest, x, the decomposition
would be:
46 measurement equipment and analysis techniques
x (r, tk) = x (r) + x′ (r, tk)
where r is the spatial coordinate on the domain and tk is the kth
time step. Over-bar denotes the time average and x′ is the fluctuating
component. This is accurate to do if the only source of fluctuations is
turbulence. However, this is not the case for the flows considered in this
thesis, i.e. turbulent swirling flows. These type of flows often present
different flow features like vortex shedding and coherent structures like
the PVC which, as described in Chapter 2, have a periodic pattern in
time. Because of this, a slightly more complex decomposition of the
flow that differentiates between turbulent and periodic phenomena is
required. An adequate decomposition for this case was introduced by
Hussain and Reynolds [128]:
x (r, tk) = x (r) + x′prec (r, tk) + x′turb (r, tk)
where x′prec is the coherent fluctuation of the velocity component
and x′turb is the turbulent fluctuation. However, distinguishing between
the two types of fluctuations is non-trivial. One such method that can
separate the turbulent fluctuations from the coherent fluctuations is
the Proper Orthogonal Decomposition (POD). This method is based on
the hierarchical decomposition of flow data into an orthogonal basis
of spatially and temporally correlated modes. It was first applied in
the context of fluid mechanics by Lumley [129, 130]. Several variations
of the POD method have been proposed, the most appropriate one for
the type of data presented in this work is the snapshots POD method
proposed by Sirovich [131]. In the snapshots method, each instantaneous
PIV measurement is considered to be a snapshot of the flow. The first
step in the snapshots method [132, 133] consists in arranging the data at
each tk time into a single tall column vector:
x (r, tk) =

x (r1,1, tk) x (r1,2, tk) · · · x
(
r1,p, tk
)
x (r2,1, tk) x (r2,2, tk) · · · x
(
r2,p, tk
)
...
...
. . .
...
x
(
rq,1, tk
)
x
(
rq,2, tk
) · · · x (rq,p, tk)
 (3.1)
⇒ xk =

x (r1,1, tk)
x (r2,1, tk)
...
x (r1,2, tk)
...
x
(
rq,p, tk
)

= (3.2)
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The vector xk ∈ Rn is called a snapshot of data. The size n of a
snapshot depends on the size of the vector field and the number of
variables of interest. The snapshot vector can be arranged in a data
matrix X:
X =
 | | | |x1 x2 · · · xm
| | | |
 (3.3)
If more than one flow variable is of interest, each variable will be
arranged as Equation 3.3 and the matrices will be stacked on top of
each other. For example, for a three-dimensional PIV data set, matrix X
would take the form of:
X =

u (r1,1, t1) u (r1,1, t2) · · · u (r1,1, tk)
...
...
. . .
...
u
(
rq,p, t1
)
u
(
rq,p, t2
) · · · u (rq,p, tk)
v (r1,1, t1) v (r1,1, t2) · · · v (r1,1, tk)
...
...
. . .
...
v
(
rq,p, t1
)
v
(
rq,p, t2
) · · · v (rq,p, tk)
w (r1,1, t1) w (r1,1, t2) · · · w (r1,1, tk)
...
...
. . .
...
w
(
rq,p, t1
)
w
(
rq,p, t2
) · · · w (rq,p, tk)

In fluid systems, the size of n is typically much larger than the number
of snapshots m, making the matrix X tall and skinny. The POD modes
can be calculated by taking the Single Value Decomposition (SVD):
X = UΣV∗ (3.4)
However, this is would be computationally very demanding, as it
would involve autocorrelating all the vectors in all the time instants.
Here is where the practicality of the snapshots method comes into
play. It is possible to construct a correlation matrix X∗X from the inner
products of the columns of X by doing its eigendecomposition, resulting
in a matrix of size m×m:
X∗X = VΣU∗UΣV∗ = VΣ2V∗ (3.5)
⇒ X∗XV = VΣ2 (3.6)
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Figure 3.6: An example velocity field (left) and first 2 POD modes for that flow
field (right).
the values for V and Σ can then be calculated. It is now possible to
construct the POD modes matrix U by:
U = XVΣ∗ (3.7)
where matrix U contains the spatial correlations of data and matrix
V the temporal information. Analysis of certain elements of the flow
fields can be done by reconstructing the fields using only some of the
POD modes U, corresponding eigenvalues Σ, and temporal eigenvectors
V. This is explained in more detail in the following paragraphs. The
reconstructed data matrix X˜ can be calculated by using only the desired
k POD modes:
X˜ = UΣV∗ (3.8)
A relation exists between the magnitude of the eigenvalues captured
in the diagonal matrix Σ and the kinetic energy captured by the cor-
responding kth POD mode [134]. By sorting the eigenvalues by their
magnitude as Σ1 ≥ Σ2 ≥ · · · ≥ Σi = 0 it is possible to hierarchically
reconstruct vector fields with respect to the turbulent kinetic energy
contained in each mode [131, 135]. By doing this, the low energy random
motions of in the flow are eliminated. For example, Figure 3.6 shows
mean flow field and its first two POD modes.
Further characterisation of the flow can be done by looking at the
temporal information stored in matrix V. Any phenomena that repeats
in time, as is the case of coherent structures, will be identifiable in this
matrix if the temporal acquisition resolution was adequate. Thus, the
information in matrix V effectively allows the separation of the fluctu-
ating component x′ (r, tk) into a fluctuations due to coherent temporal
phenomena x′prec (r, tk) and random fluctuations produced by turbulence
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Figure 3.7: Temporal coefficient filtering and phase averaging for the sample
flow field shown in Figure 3.6. The temporal signal (left), band-pass
filtered signal with cutoff frequency = 55.6± 1 Hz (top right) and
phase average of a single period (bottom right).
x′turb (r, tk). A good starting point is to do a Fast Fourier Transform (FFT)
on the vectors of the most energetic modes and look for frequencies
that are in line with the expected phenomena. Once the frequencies of
interest are identified, the temporal eigenvectors can be further filtered
with a low-pass or band-pass filter with a cut-off frequency equal to
the frequency of interest, followed by phase averaging. The result of
this would be a set of phase averaged fields free of random fluctuations
above and below the cut-off frequency. The obtained fields would reveal
any underlying coherent structures present in the flow.
An example of the filtering and phase averaging of one of the temporal
eigenvectors of the previous example is shown in Figure 3.7. In this
example, the temporal coefficient shows an apparent random behaviour.
However, after applying a band-pass filter and further phase averaging,
a clear temporal oscillating behaviour is seen. If the original dataset is
partially reconstructed with Equation 3.8 using only the relevant filtered
and phase averaged temporal coefficients, a clear visualisation of the
behaviour of the temporal phenomena of interest can be obtained.
3.4 vortex identification
The coherent structures identified in the swirling flows with the POD
are meant to be visualised. Coherent structures are big scale vortices or
eddies that move with the flow. Several methods for vortex identification
exist, mainly the Q criterion [136], the ∆ criterion [137], the λci criterion
[138], and the λ2 criterion [139]. The methods offer a robust criterion that
allows them to discriminate against shear motions in favour of vortex
cores. All these methods are based on the velocity gradient tensor Dij.
This is a second-order tensor that can be decomposed into a symmetric
and an antisymmetric part Dij = Sij +Ωij. Sij is known as the rate-of-
strain tensor, and Ωij is the vorticity tensor. An eddy is defined as the
location where vorticity magnitude dominates the strain rate. In this
thesis, for vortex visualisation in the 2D PIV measurement plane, the λci
criterion is used. The λci criterion is also known as the swirling strength
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Figure 3.8: Visualisation of the rotating procedure for 3D reconstruction
criterion. A derivation of the criterion can be found in [140]. The λci
criterion for each point in the 2D flow field can be computed as:
λci =
1
2
√
−4
(
∂u
∂y
∂v
∂x
− ∂u
∂x
∂v
∂y
)
−
(
∂u
∂x
+
∂v
∂y
)2
(3.9)
3.5 3d reconstruction of the flow field
The swirling flows examined in this thesis have large out of plane com-
ponents which can be captured by the S-PIV method that was explained
in Section 3.2. However, the visualisation and understanding of their
impact on the flow behaviour are somewhat difficult if limited to a 2D
space, especially when coherent structures like the PVC are to be anal-
ysed. A method for the approximate reconstruction of the 3D flow field
from the planar three-component flow fields is described in this section
[50, 141]. First, the acquired S-PIV data must be processed as described in
Section 3.3. That is, decompose the flow with the POD method, identify
the relevant POD modes of the phenomena to be analysed by looking at
the frequencies in the temporal eigenvectors, reconstruct the flow with
the relevant modes, and phase average the reconstructed fields. The
scalar quantities of interest (e.g. a relevant vortex identification criterion)
must also be calculated for each one of the phase averaged fields. Then,
the 2D fields are placed in a 3D space with an angle of rotation θ between
them. The angle of rotation is calculated as θplane = 2pi fp/ fs, where fp
is the precessing frequency and fs is the S-PIV sampling frequency of the
2D fields. The rotation procedure is exemplified in Figure 3.8.
The vector components need to be re-calculated for each θ step rota-
tion. The axial velocity component v and any calculated scalar quantities
do not change with rotation. The out of plane component w and radial
component u need to be translated to the new 3D location by using the
following equations:
ureal = uPIV cos
(
θplane
)
+ wPIV sin
(
θplane
)
and
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wreal = uPIV sin
(
θplane
)
+ wPIV cos
(
θplane
)
Finally, velocity vectors and calculated scalar quantities can be inter-
polated into the 3D grid.
3.6 numerical approach
Numerical simulations constitute the final part of this thesis. Their
overall aim is to test changes in the burner geometry investigated in
the first chapters and to estimate the overall viability in an industrial
application of the flat flame concept burner that is proposed in this
thesis. The commercial software Ansys Fluent 18.2 is used for solving
the incompressible Navier-Stokes equations (Equation 3.10, 3.11 and
3.12). The equations can be solved in both, a stationary or instationary
manner, depending on the characteristics and behaviour of the flow.
∂ui
∂xi
= 0 (3.10)
ρ∂ui
∂t
+
∂ρuiuj
∂xj
= − ∂p
∂xi
+
∂τij
∂xj
(3.11)
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
µ
∂ul
∂xl
δij (3.12)
where ui is a velocity component, µ the viscosity, ρ the density, p the
pressure, and τij represents the viscous stress.
The solver uses the Finite Volume Method (FVM) which consists of
first dividing the domain into discrete control volumes. The governing
equations are integrated over these control volumes and are then substi-
tuted to finite difference type approximated equations. This effectively
yields a set of algebraic equations that represent the fluxes entering
and exiting the control volume. The reduction of the partial differen-
tial equations to simplified approximated algebraic equations is called
discretisation. The discretised equations are then solved in an iterative
manner [142]. The numerical quality of the solution is determined by
the finite volume partitioning (grid), the discretisation method, and the
iterative solution method. The physical accuracy of the results is depen-
dent on the numerical quality of the solution, the boundary conditions
chosen and the adequate selection of any models (e.g. turbulence).
The Reynolds number of the flows studied in this thesis is in the
turbulent regime. Theoretically, all turbulent flows can be simulated
by numerically solving the Navier-Stokes equations. However, this is
prohibitive and not practical for industrial flow applications as it would
require a computing power many orders of magnitude higher than
what is generally available. As a practical alternative, CFD simulations
employ turbulence models. Turbulence models allow the calculation
of the mean flow without calculating the full time/space dependent
flow field. For many engineering applications, this is enough as it
is unnecessary to solve the turbulent fluctuations and calculate the
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complete turbulent flow pattern as a function of time. In the present
work, this approach will suffice as the main objective of the numerical
simulations is to identify overall trends and change in behaviour of
the flow with different burner geometries that will shed light into the
design of future burner prototypes.
Turbulence models can be classified depending on the turbulent
scales they choose to model and the scales they choose to simulate by
solving the unsteady Navier-Stokes. Ranging from most detailed to least
detailed, the most common approaches for turbulence modelling are:
• Direct Numerical Simulation (DNS): this method does not model
the turbulent flow, instead it directly solves the Navier-Stokes
equations to simulate all the scales of turbulence. However, this
requires a grid size sufficiently fine to solve the Kolmogorov scales
and a time step small enough to solve the fastest fluctuations.
In addition to this, the simulation must be run for long periods
of time to ensure that the obtained solution that is statistically
stationary and is no longer affected by the boundary conditions
used to start the computation. These make this method unfeasible
for solving even simple engineering problems [143].
• Large Eddy Simulation (LES): this method solves the smallest
turbulent scale that the computational grid allows for. Any sub-
grid turbulence phenomena are modelled. As it was the case with
DNS, LES computations are highly unsteady and must run for long
periods of time to ensure that the obtained solution is statistically
stationary and is no longer affected by the boundary conditions
used to start the computation. This method requires much less
computational resources than LES, however, the requirements are
still considerable. Some engineering problems have started to be
addressed by this method, especially for small geometries [143].
• Reynolds-averaged Navier-Stokes (RANS): the model focuses on
the mean flow and the effect of turbulence on the mean flow prop-
erties. The model uses a single turbulent length scale that charac-
terises the entire turbulent spectrum. Before numerically solving
the Navier-Stokes equations, the equations are time-averaged. By
doing this, an extra term appears in the equations due to the inter-
actions between turbulent fluctuations. This term is modelled with
classical turbulence models, of which the most popular one are
the k–ε model and the RSM. Of all the methods this one requires
the least computational resources to do the calculations. Because
of this, RANS has been the most popular approach for engineering
flow calculations [142].
The combustion process is governed by the same transport equations
for fluid flow and heat transfer. Additionally, all the parameters and
phenomena described in Section 2.1 come into play. Additional models
are required for the combustion chemistry and kinetics. As was the case
with the turbulence modelling, several possible modelling approaches
can be taken with the combustion process, reaction mechanism, and
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kinetics. Ranging from most detailed to least detailed, the most common
approaches for modelling the reaction kinetics are:
• Detailed mechanisms: a chemical reaction never takes place in
one single step, tens or hundreds of intermediate reactions might
be occurring in between the initial reactants and final product.
For example, the reaction between methane and air involves 325
reactions and 53 species [144]. CHEMKIN [145] is a widely used
software for estimating the reaction kinetics of for large systems
of chemical equations. The reaction kinetics can then be incor-
porated into the CFD software. However, each chemical species
adds an additional partial differential equation to be solved. This
potentially makes the simulation unnecessarily complicated and
computationally expensive as it might not be in the interest of the
researcher everything that happens in all these reactions.
• Reduced mechanisms: reduced reaction mechanisms have been
developed that involve fewer reactions but still predict major and
important minor species. For example, a methane-air reaction
mechanism has been derived that consists of 39 reactions and 17
chemical species [146]. The degree of reduction in the reaction
mechanism is a trade-off between the computational cost and the
accuracy required.
• Simple Chemical Reacting System (SCRS): this approach assumes
that chemical reactions are infinitely fast and any intermediate
reactions are ignored leading to a one-step global reaction. This
approach is adequate if the only concern is the global nature
of the combustion process (e.g. amount of energy released, final
temperature reached, etc.) and the final concentrations of the major
species. A clear advantage of this approach is that it has a much
lower computational cost as only one additional partial differential
equation is required [142].
3.6.1 Models used for simulations
3.6.1.1 Turbulence modelling
In the present work, the RANS modelling approach is chosen due to its
lower computational resource requirements and high computational
solution turnaround. For this approach, the Navier-Stokes equations con-
serve their general form, but now the velocities represent the ensemble-
averaged values [147]:
∂ρ
∂t
+
∂
∂xi
(ρui) = 0 (3.13)
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As mentioned earlier, an additional term appears −ρu′iu′j. This term
represents the effect of turbulence in the flow field and must be modelled
in order to close Equation 3.14. Several models exist and are available in
Fluent, detailing each of them is outside of the scope of the present work
and the reader is referred to the many available books on the subject
[142, 148, 149]. However, a brief overview of the models used in this
thesis is given in Table 3.1.
3.6.1.2 Combustion modelling
For the combustion simulations in this thesis, the reduced reaction
mechanisms approach is chosen using a 2-step reaction in order to
provide a better degree of accuracy in the production of emissions [152,
153].
The species transport model provided in Fluent is used. The model
solves mixing and transport of chemical species by solving conservation
equations describing convection, diffusion, and reaction sources for each
component species. The convection-diffusion equation has the following
form for species ith [154]:
∂
∂t
(ρYi) +∇ · (ρ~vYi) = −∇ ·~Ji + Ri + Si (3.15)
where Yi is the local mass fraction, Ri is the net rate of production,
Si is the rate of creation by addition from the dispersed phase, and Ji
is the diffusion flux. Fluent models the diffusion flux with a modified
Fick’s law for turbulent flows:
~Ji = −
(
ρDi,m +
µt
Sct
)
(3.16)
where Di,m is the mass diffusion coefficient, DT,i is the thermal diffu-
sion coefficient, and Sct is the turbulent Schmidt number. The turbulent
Schmidt number is defined as Sct =
µt
ρDt where µt is the turbulent viscos-
ity and Dt the turbulent diffusivity. The reaction rates of Equation 3.15
can be computed in Fluent with one of two alternatives. The first one
is with the direct use of finite-rate kinetics. In this case, the effect of
turbulent fluctuations on kinetics is ignored and the reaction rate is
determined by calculating the finite-rate chemistry directly. The net
creation/destruction of chemical species i is then calculated as the sum
of the reactions the species participates in:
Ri = Mw,i
NR
∑
r=1
Rˆw,i (3.17)
where Mw,i is the molecular weight and Rˆw,i is the molar rate of
creation/destruction of species i in reaction r.
The second modelling alternative is eddy-dissipation model proposed
by Magnussen and Hjertager [155] which assumes that the reaction
rate is controlled by turbulence, ignoring the chemistry timescales and
Arrhenius chemical kinetic calculations. The net creation/destruction of
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Table 3.1: Turbulence models highlights [142, 150, 151].
Model Advantages Disadvantages
Standard
κ − e
- only initial boundary
conditions need to be supplied.
- good performance for many
industrially relevant flows.
- most validated turbulence
model.
- more expensive than mixing
length model (two extra PDEs).
- performs poorly on relevant
cases:
(i) some unconfined flows
(ii) flows with large extra
strains (e.g. curved boundary
layers, swirling flows)
(iii) rotating flows
(iv) flows where anisotropy of
normal Reynolds stresses
domains (e.g. fully developed
flows in non-circular ducts)
(v) separating flow prediction
Realizable
κ − e
- substantial improvements
over the standard κ − e model
in cases where the flow
presents strong streamline
curvature, vortices, flow
separation and/or rotation.
- produces non-physical
turbulent viscosities when the
computational domain
contains both rotating and
stationary fluid zones.
SST κ−ω - accurate and robust
prediction of problems with
flow separation.
- useful for modelling near the
wall flow.
- lower length scales near wall.
- can over predict separation
- very sensitive to initial
conditions
- has issues with free stream
flows.
Reynolds
Stress
Model
- most general of all classical
turbulence models.
- only initial boundary
conditions need to be supplied.
- accurate calculation of mean
flow properties and Reynolds
stresses for simple and
complex flows.
- seven extra PDEs make the
model very computationally
expensive.
- not as widely validated as
κ − e models.
- similar poor performance as
the κ − e model in flows with
axisymmetric jets or with
unconfined recirculating flows.
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Table 3.2: 2-step methane combustion parameters.
Reaction Rate expression
Pre-
exponential
factor
Activation
energy
CH4 + 2O2 → CO2 + 2H2O k [CH4]0.7 [O2]0.8 5.012× 1011 2.0× 108
CO+ 12 O2 +H2O
 CO2 +H2O k [CO] [O2]
1/4 [H2O]
1/2 2.239× 1012 1.7× 108
chemical species i due to reaction r is given by the smaller value of the
following two expressions:
Ri,r = v′i,r Mw,i Aρ
ε
κ
min<
(
Y<
v′<,r Mw,<
)
(3.18)
Ri,r = v′i,r Mw,i ABρ
ε
κ
(
∑YP
∑ v′j,r Mw,j
)
(3.19)
where YP is the mass fraction of any product species P, Y< is the mass
fraction of a reactant <, A is an empirical constant equal to 4.0, and B is
an empirical constant equal to 0.5.
For combustion reactions, fuels burn quickly, and the overall rate
of reaction is controlled by turbulent mixing. Upon first inspection, it
appears that the best model would be the eddy-dissipation because
the reaction rate is very fast and is controlled mainly by the mixing of
the reactants. However, choosing the finite-rate model would lead to
unrealistic results. In the premixed flame cases studied in this thesis,
this model would cause the reactants to burn as soon as they enter
the computational domain, upstream of the flame stabiliser. A third
modelling alternative is provided in Fluent where both models are used
so that the net reaction rate is taken as the minimum of the two rates.
The finite-rate kinetic model acts as a switch, preventing the reaction
raking place before the flame stabiliser [156]. This last approach is the
one used for all the reaction modelling in this thesis.
3.6.1.3 Radiation modelling
Due to the high temperatures present in this study, it is necessary to
consider the effects of radiation. For this, the P-1 model provided in
Fluent is used [157]. The radiation flux qr is described by:
qr = − 13 (a + σs)− Cσs∇G (3.20)
where a is the absorption coefficient, σs is the scattering coefficient, G
is the incident radiation, and C is the linear-anisotropic phase function
coefficient. The expression can by simplified by defining the parameter:
Γ =
1
3 (a + σs)− Cσs (3.21)
Which yields:
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qr = −Γ∇G (3.22)
The transport equation for G is:
∇ · (Γ∇G)− aG + 4an2σT4 = SG (3.23)
where n is the refractive index of the medium, σ is the Stefan-
Boltzmann constant and SG is a user-defined radiation source. Combin-
ing Equation 3.22 and Equation 3.23 yields the following equation:
−∇ · qr = aG− 4an2σT4 (3.24)
which can be directly substituted into the energy equation to account
for radiation heat sources (or sinks).
3.6.1.4 Heat transfer at the walls
For the confined combustion cases studied in this thesis, it is necessary
to account for convective and radiative heat transfer through the wall
boundaries of the computational domain. Fluent models convective
transfer with the equation:
q = hext (Text − Tw) (3.25)
where hext is the external heat transfer coefficient, Text is the external
heat-sink temperature, and Tw is the surface temperature of the wall.
Radiative heat transfer is modelled with the equation:
q = εextσ
(
T4∞ − T4w
)
(3.26)
where εext is the emissivity of the external wall surface, σ is the Stefan-
Boltzmann constant, Tw is the surface temperature of the wall, and T∞
is the temperature of the radiation source or sink on the exterior of the
domain. Combining Equation 3.25 and Equation 3.26 yields:
q = hext (Text − Tw) + εextσ
(
T4∞ − T4w
)
(3.27)
For some of the cases presented in this work, it is necessary to estimate
the value of the convective heat transfer coefficient hext. This was done
by following the methodology outlined in Lienhard, IV and Lienhard, V
[158]. The formula to calculate the Nusselt number for an upward-facing
horizontal heated plate proposed by Raithby and Hollands [159] was
used:
NuL = 0.14Ra1/3L
(
1+ 0.0107 Pr
1+ 0.01 Pr
)
, 0.024 ≤ Pr ≤ 2000 (3.28)
where Nu is the Nusselt number, Ra is the Rayleigh number, and Pr
is the Prandtl number. The Rayleigh number is calculated as:
Ra = GrPr
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where Gr is the Grashof number. Grashof and Prandtl numbers are
calculated as:
Gr =
gβρ2 |T∞ − Tw| L3
µ2
Pr =
cpµ
k
where g is the gravity and L is the characteristic length of the hori-
zontal plate. L is calculated as L = area o f plate / perimeter o f plate. The
remaining variables correspond to the fluid properties of the external
heat-sink. β is the coefficient of thermal expansion, ρ is the density, µ
is the viscosity, and k the thermal conductivity. All properties must
be evaluated at T = (T∞ + T) /2. The heat transfer coefficient can be
calculated as:
hext =
NuLk
L
(3.29)
3.6.2 Solver details
In addition to the models used, a choice needs to be made regarding
the discretisation scheme for the partial differential equations. In all
the numerical simulations in the present work, the Quadratic Upstream
Interpolation for Convective Kinematics (QUICK) is used for the momen-
tum, turbulence, species, and energy discretisation. The QUICK scheme is
a higher-order discretisation scheme that provides a third-order trunca-
tion error when used in structured girds, which are the grids employed
in all the simulations in this study. The use of a high order scheme
greatly reduces the numerical diffusion errors present in lower-order
truncation schemes, increasing the numerical accuracy of the solution
[142, 148].
An additional decision needs to be made on how the pressure term
in the Navier-Stokes equations is going to be solved. All the flows
analysed in the present work can be considered incompressible, this
arises several problems. Pressure gradients appear in the Navier-Stokes
equations, thus, a way for calculating the pressure gradient is needed
to fully solve them. More so, the momentum equations and the con-
tinuity equation are strongly coupled with every velocity component
appearing in each momentum equation and in the continuity equation.
If the flow was compressible, the continuity equation could be used
as the transport equation for density alongside the energy equation to
obtain the pressure by using the equation of state p = p (ρ, T). This is
evidently not the case for an incompressible flow because the density is
constant. However, pressure appears in all three momentum equations
and the velocity field must satisfy the continuity equation. This gives
a set of four equations with for four variables. A way to couple the
pressure and velocity is needed. The Semi-Implicit Method for Pressure
Linked Equations (SIMPLE) algorithm by Patankar and Spalding [160]
is used to do this pressure-velocity coupling as it is effective and has a
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low computational cost. The SIMPLE algorithm is a predictor-corrector
method that works by first looking at the initially calculated pressure
field, then looking at the cell and determining if continuity is satisfied
or not. If continuity is not satisfied, the pressure in the cell is adjusted
to increase/decrease the pressure relative to the neighbouring cells [142,
148].
3.6.3 Grid generation and convergence
Grid generation was done in ICEM CFD 18.2. All the grids that were
generated for the present work are made from fully structured hexag-
onal cells. This allows for using the SIMPLE algorithm with minimum
discretisation error and for a third-order truncation error using the
QUICK scheme. The details of each grid are described in the relevant
sections of Chapter 6.
A grid independence study was carried out in order to calculate the
discretisation error between different grid sizes and minimise the impact
this has on the solution. For this, mean values and swirl numbers of
converged solutions on three grids with different element count were
compared using the Grid Convergence Index (GCI) method proposed
by Roache [161]. The GCI is a measure of the error percentage of the
computed value in relation to the asymptotic numerical value which is
an indication of how much the solution would change with further grid
refinement. The GCI for two finest consecutive grids is defined as:
GCI21 =
Fs |e21|
rp − 1 × 100% (3.30)
where e21 is the error of a variable of interest g between two consecu-
tive grids and is calculated as:
e21 =
g2 − g1
g1
× 100% (3.31)
r is the grid refinement ratio and is calculated as:
r12 =
(
number o f elements in grid 1
number o f elements in grid 2
)1/dimension o f grid
(3.32)
According to Roache [161], the grid refinement ratio r should be no
less than 1.1 so that the change in discretisation error is greater than
any possible numerical noise in the solution. The next element p is the
observed order of convergence and is calculated as:
p =
[
ln
(
g3 − g2
g2 − g1
)
+ p
]
/ ln(r) (3.33)
Note that the observed order of convergence will likely be lower than
the theoretical order of convergence, i.e. the one the CFD numerical
algorithm will provide (third-order, or p = 3, in case of the QUICK
scheme), due to boundary conditions, numerical models, and the grid.
Similarly, the calculation is repeated for the two coarsest grids:
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GCI32 =
Fs |e32|
rp − 1 × 100% (3.34)
Finally, if the relation:
GCI32 = rpGCI21 (3.35)
is close to each other, it can be concluded that the grids are in the
asymptotic range. An overall error of the variable of interest can be
calculated by means of the Richardson extrapolation by using the two
finest grids:
g∗ =
rp12g1 − g2
rp − 1 (3.36)
This value is the one that would be obtained if the grid was infinitely
refined. An estimate of the discretisation error can then be obtained
by comparing the results from the different grids to the one of the
Richardson extrapolation:
e∗1 =
g1 − g∗
g∗
× 100% (3.37)
3.7 chapter summary
The methods and devices used for the study of the flow in this thesis
were presented. The experimental laboratory equipment was described.
These consisted in a modular swirl burner constructed from stainless
steel that is used in the isothermal and combustion experiments. The
burner can be fitted with nozzles of different diameters (D = 19.5,
24.0 and 28.0 mm) and opening angles (α = 30◦, 45◦ and 60◦). Three
tangential swirl generators with geometrical swirl numbers of 0.85, 1.04
and 1.47 were available for the experiments. A squared confinement
with overall inner dimensions of 488× 488× 56 mm3 was manufactured
from stainless steel for the combustion experiments. Afterwards, an
overview of the S-PIV was given. The principle behind the measurement
of the vector field was described, as well as the possible sources of
error that need to be considered. Afterwards, the main post-processing
methods were shown. These were: the POD method which allows for
the decomposition of the velocity vectors into their principal modes, the
λci criterion for vortex identification, and a method for the approximate
reconstruction of the 3D flow field from the planar three-component PIV
flow fields.
An overview of the numerical methods used in the thesis is described.
first, a description of the available turbulence models is made. The
RANS modelling approach was chosen due to its lower computational
resources and high computational solution turnaround. A brief descrip-
tion of the advantages and disadvantages of the RANS turbulence models
was given. For the reaction modelling the species transport model with
the finite-rate/eddy-dissipation using a 2-step methane-air reaction was
chosen in order to provide a better degree of accuracy in the emissions
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production and keep the required computational resources low. The
QUICK discretisation scheme was chosen to provide third-order accuracy
in order to account for the strong gradients in the Coanda flow. For
the pressure-velocity coupling, the SIMPLE algorithm was used. The GCI
criteria was described and was used in the relevant sections of this thesis
to ensure accurate grid resolution in the numerical solutions.

4
I S O T H E R M A L E X P E R I M E N T S
This chapter covers the results of isothermal experiments on a swirl
burner. The aim of the experiments is to identify, visualise and compare
the coherent structures that are present in two different flow patterns,
OJF and CoJF. As mentioned in Section 2.2.1, extensive research exists
on the behaviour of coherent structures present in OJF, specifically for
the PVC. In OJF, the PVC characteristics make it an adequate mechanism
for chemical mixing whilst being a detrimental component for thermoa-
coustic stabilisation. Because of this, and in line with the aim of this
thesis - developing a flat flame burner that uses the Coanda effect - it is
critical to know if a similar structure to the PVC is present in a Coanda
flow and if it has similar characteristics to the one present in OJF, as this
might have a role on the stabilisation of a Coanda flame. More so, the
experimental results will serve as a basis for validating the numerical
simulations of Chapter 6. The fundamental idea of the research is based
on first having a particular geometry at which the system would present
both flow patterns under the same inlet flow conditions, to be able to
identify and compare the coherent structures present in each of the
flow patterns. Afterwards, another geometry was used at which the
system will now present one or the other flow pattern, thus allowing
the study of the flow field at the point of transition. For that aim, High-
Speed Stereo PIV was used to produce time-resolved data, subsequently,
proper orthogonal decomposition was used to identify the coherent
modes in the flow. Swirl strength (λ2ci) analysis was conducted on the
coherent modes to establish quantitative and qualitative results and to
produce a 3D visualisation of the coherent structures in an OJF and CoJF.
This chapter is structured as follows, the first two sections, 4.1 and
4.2 present an introduction to the experimental setup and an overview
of how the data was processed and analysed. Subsequently, Section 4.3,
presents the results of the experiments: first, in Section 4.3.1, the time-
averaged flow patterns for the two different flow patterns are discussed.
Then a spectral analysis of the flow fields in made in Section 4.3.2.
Afterwards, in Section 4.3.3, the principal modes of the flow are obtained
by proper orthogonal decomposition. The coherent structures present
in the flow are identified and described in Section 4.3.4. Finally, the
results of the second part of the experimental trials are presented in
Section 4.3.5, where the effect the geometry has on the flow pattern is
studied with a single flow rate.
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Figure 4.1: Normalised plate height schematic.
4.1 experimental setup
4.1.1 Swirl burner configuration
The swirl burner detailed in Section 3.1.1 was used to examine the
transition behaviour under atmospheric conditions (1 bar, 293 K). The
system was fed using compressed air through flexible hoses and vari-
able area rotameters for flow rate control. Isothermal conditions were
evaluated for these trials. Two sets of experiments were carried out. For
the first one, the flow rate was set at 4.2, 6.5, 9.4 and 13.5 m3/hr to give a
Reynolds Number of ∼ 4300, ∼ 6700, ∼ 9600, and ∼ 13900 respectively
at the burner nozzle. The nozzle diameter was D = 28 mm with an
opening angle α = 45◦. The burner was fitted with a tangential swirl
generator providing a geometrical swirl number (Sg) of 0.85. A flat plate
was fitted to the nozzle and kept at a normalised height ∆X/D = 0,
being ∆X the distance between the flat plate and the tip of the nozzle
outlet; a schematic of this can be seen in Figure 4.1. For the second set
of experiments, a single flow rate was used at ∼ 11000 Re. A higher
swirl was imposed to the flow via a tangential swirl generator with a
constant geometrical swirl number (Sg) of 1.04. The increase in swirl
number allowed for the observation of a clear transition between the
Coanda and Open jet flow as the ∆X/D was varied. Different nozzle
angles α of 30◦, 45◦ and 60◦ were studied to observe their impact on
the flow for time-resolved analyses. Only these angles were analysed
as previous trials on this same burner showed the greatest variance in
flow conditions during their transition [95]. The flat plate was used to
change the height of the nozzle with respect to the plate, thus allowing
the superimposition of the airflow as a CoJF or OJF. Different normalised
heights ∆X/D were used from 0.000 to 0.203.
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4.1.2 PIV setup
An S-PIV system was employed for measurement purposes. A diagram of
the experimental setup is shown in Figure 4.2. The S-PIV system consists
of a dual cavity Nd:YLF high-speed laser of 527 nm wavelength. Laser
sheet optics were used to convert the laser beam into a 1 mm thick sheet.
To record the images a pair of HighSpeedStar 5 CMOS cameras were
used. 60 mm Nikon lenses were utilised for resolution purposes, which
allowed a field of view of approximately 60× 60 mm (Figure 4.3), with
a resolution of 5.35 pixels per mm and a depth of view of 1.5 mm. The
inlet air was seeded using a liquid nebuliser positioned ∼ 2 m upstream
of the burner inlet. For the first set of experiments, the repetition rate
was set at 500, 750, and 1000 Hz with no phase locking. For the second
set of experiments, the repetition rate was set at 125 Hz as there was
no interest in analysing the temporal behaviour. In order to reduce the
parallax error, focusing was achieved using a 3D calibration plate and
correcting the position of the lens (Scheimflug correction). The line of
view of the camera was positioned exactly in the middle of the nozzle.
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4.2 data processing
After the acquisition of the Stereo PIV data, a frame-to-frame adaptive
correlation technique was carried out with a starting interrogation area
of 64× 64 pixels going to a final size of 24× 24 pixels. Time-averaged
flow fields were calculated using 1024 pairs of frames. Axial-radial ve-
locity maps were created over the ranges of the minimal and maximal
velocities. The vector fields were also used to determine vortical struc-
tures and swirling strength values (λ2ci) during both stable flow patterns
(i.e. CoJF or OJF). The data was post-processed using Matlab R2018b with
the PIVMat toolbox [162]. The snapshots method was used to obtain the
POD for each flow case to identify coherent structures within each flow
pattern [163] (refer to Section 3.3 for details). To isolate the fluctuations
in the flow and differentiate between processing fluctuations and fluc-
tuations due to turbulence, a triple velocity decomposition was done
(refer to Section 3.3 for details).
To obtain a better visualisation of the coherent structures within the
flow, a 3D reconstruction was done by phase averaging the POD modes
that correspond to the precessing motion. Then, to place the values
in a 3D space, the 2D fields were rotated using an angle of rotation
θ = 2pi fp/ fs, where fp is the precessing frequency and fs is the sampling
frequency of the 2D fields. The vector components are then recalculated
for each θ step rotation. Finally, velocity vectors and calculated scalar
quantities were interpolated in the 3D grid (refer to Section 3.5 for
details).
4.3 results
4.3.1 Time-averaged flow patterns
Time-averaged results were produced for various flow rates with the
flat plate at a normalised height such that both CoJF and OJF coexisted.
For the current burner setup, this happened at |∆X/D| = 0.000 with a
nozzle opening angle of 45◦. Vector fields of the in-plane time-averaged
velocity components ux and uy and contours of the out of plane velocity
component uz are shown in figure Figure 4.4. The uz velocity component
was scaled by dividing by the mean velocity magnitude for each case to
allow a comparison of the different Reynolds numbers. The vector fields
show the expected velocity profile: a vertical jet core with a CRZ for the
OJF (top row of Figure 4.4) and a horizontal jet core with a downward
velocity at the centre of the nozzle (bottom row of Figure 4.4). For the
Coanda flow pattern, a slight decrease in the jet angle at the nozzle
outlet can be observed as the flow rate is increased, this is especially
evident in the axial velocity plots shown in Figure 4.5. As is shown
afterwards, this increased inclination is related to a stronger attachment
of the jet core to the flat plate by a vortical structure in the outer shear
layer of the jet.
4.3 results 67
Re ~ 4300
0
10
20
30
40
y
 (
m
m
)
Re ~ 6700 Re ~ 9600 Re ~ 13900
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2

 (
-)
-20 0 20
x (mm)
0
10
20
30
40
y
 (
m
m
)
u
z
/
-20 0 20
x (mm)
-20 0 20
x (mm)
-20 0 20
x (mm)
Figure 4.4: Time-averaged velocity fields at different flow rates with contours
of scaled out of plane velocity component. Velocities are scaled by
the mean velocity magnitude of each case.
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Figure 4.7: Strouhal vs Reynolds (left) and frequency vs Reynolds (right).
4.3.2 Temporal power spectrum analysis
Power spectra were extracted from the regions with high Root Mean
Squared (RMS) value. The sampling rate for the Re ∼ 4300 and ∼ 6700
flow rates was 500 Hz, and a sampling rate of 750 Hz was used for the
Re ∼ 9600 and ∼ 13900 flow rates. To discard any possible aliasing,
experiments were repeated with a sampling rate of 1000 Hz yielding the
same results as the experiments with lower sampling rates. The power
spectrum for each flow rate is shown in Figure 4.6. As shown in the
next sections, this frequency is related to the PVC. A plot of Strouhal
number vs Reynolds number is shown in Figure 4.7. The precessing
frequencies and Strouhal numbers for the OJF case are comparable to
the ones reported in the literature [40]. The linear behaviour between
the Strouhal and Reynolds numbers has been previously reported for
an OJF [32]. The CoJF shows an increase in Strouhal number of ∼ 8.5%
with respect to the OJF that is consistent across all the tested flow rates
as is shown in Figure 4.7. It is speculated that the higher frequency
in the CoJF is a consequence of its stagnation to the bottom surface, or
alternatively because another coherent structure with higher frequency
has appeared in the field. This behaviour has been previously reported
[95].
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Figure 4.8: Reynolds number vs Energy percentage of first two POD modes.
4.3.3 Proper orthogonal decomposition
Proper orthogonal decomposition was applied to both flow patterns.
Spectral analysis of the temporal POD coefficients was performed for
the first 10 POD modes. Energy content and frequency of the temporal
POD coefficients of each mode are shown in Table 4.1 and Table 4.2. The
frequency of the first two POD modes for all flow patterns and flow
rates coincide with the frequency identified in the previous section. This
indicates that the first two POD modes represent the flow phenomena
associated with the Precessing Vortex Core or another similar structure
in the case of the CoJF. Additionally, most of the energy is contained in
the first two POD modes. Figure 4.8 shows the change in energy content
of the addition of the first two POD modes as the flow rate is increased.
For the OJF the energy content of the first two modes ranges from ∼ 81%
to ∼ 67% decreasing as the flow rate is increased. For the CoJF the
energy content of the first two modes ranges from ∼ 61% to ∼ 73% and
increases as the flow rate is increased. This higher energy content can be
related to the experimental observations where spontaneous transitions
from a CoJF to OJF occurred at low flow rates, whereas spontaneous
transitions occurred from OJF to CoJF at the highest flow rate.
4.3.4 Principal modes reconstruction and flow dynamics
Snapshots of the OJF and CoJF were reconstructed using the first two POD
modes and subsequently phase averaged. To allow for a better temporal
resolution the reconstruction shown in this section corresponds to the
lowest evaluated Reynolds number (Re ∼ 4300). However, the same
general flow behaviour and coherent structures were observed for the
higher flow rates. Triple velocity decomposition RMS values of both flow
patterns are shown in Figure 4.9. Precessing RMS fluctuations indicate
the region of coherent vortex shedding with ∼ 65% and ∼ 55% of
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Figure 4.9: Scaled triple velocity decomposition time-averaged RMS fields for
OJF (top) and CoJF (bottom) at Re ∼ 4300 with |∆X/D| = 0.000
and α = 45◦ nozzle.
the fluctuations attributed to the processing phenomena for OJF and
CoJF, respectively. The phase averaged reconstructed loops are shown
in Figure 4.10 and Figure 4.11, respectively for the OJF and CoJF, with
swirling strength contours for vortex identification, corresponding to a
precession frequency of 56 Hz and 60 Hz respectively.
For the OJF case (Figure 4.10) two different vortical structures can
be observed, the first one in the inner shear layer and a second one
in the outer shear layer of the jet core. These vortices correspond to
the out of plane movement of the inner and outer PVC. A strong inner
shear vortex can be seen at the 1/8 2pi mark on the negative side of the
x-axis with swirl strength of ∼ 140, 000 1/s2. As the PVC spiral continues
rotating, this vortex loses strength and moves along the y-axis until it
practically disappears at the 5/8 2pi mark, reducing its swirl strength to
∼ 4, 000 1/s2. At the 4/8 2pi mark, an inner shear vortex starts moving
into the measured plane at the positive side of the x-axis. This vortex
shows its peak strength at the 5/8 2pi mark with a swirl strength of
∼ 170, 000 1/s2; as before, and as the PVC continues rotating, this vortex
moves along the y-axis and loses strength almost disappearing at the
1/8 2pi mark with a swirl strength of ∼ 4, 000 1/s2. Better visualisation
of the PVC can be achieved by doing a 3D reconstruction of the phase
average of the first two POD modes. This is shown in Figure 4.12a, the
CRZ is delimited by an isosurface of axial velocity of 0 m/s (red colour);
similarly, the jet core is delimited by an isosurface of axial velocity of
1.2 m/s (yellow colour). Two PVCs can be observed by delimiting an
isosurface with a swirl strength of 5, 000 1/s2. The first PVC is located
between the CRZ and the jet core, and a second one is in the outer region
of the jet core. These types of vortices have been previously reported in
the literature on flows with PVC structures [164, 165]. The double helix
vortical structure shown in the 3D reconstruction of Figure 4.12a has
been previously observed in inviscid flows[32].
The CoJF case (Figure 4.11) also shows two different vortical structures.
However, in contrast to the OJF, the strongest vortex is located between
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Figure 4.10: Time series of POD reconstruction of OJF with velocity vectors
and swirl strength (λ2ci) contours.
74 isothermal experiments
the plate and the jet core in the outer shear layer. This vortical structure
keeps the jet attached to the bottom wall by means of the Coanda
effect. This vortex has been previously identified as a Coanda Vortex
Breakdown (CoVB), which is a product consequence of the pressure,
recirculation and swirling motion of the flow [95]. The centre of the
vortex has a pressure minimum, keeping the jet attached to the wall
[88, 89]. A weaker second vortex is found in the inner shear layer and
is similar to the PVC of the OJF, thus creating a CoVB pair [95]. For the
outer vortex, as time passes, the vortex in the positive side of the x-axis
goes from a high swirl strength of ∼ 220, 000 1/s2 at the 1/8 2pi mark
to almost moving out of the measured plane at the 5/8 2pi mark. At the
4/8 2pi mark, as the structure passes through the positive side of the
x-axis a vortex starts appearing. The vortex at the left-hand side of the
system gets it highest swirl strength of ∼ 250, 000 1/s2 at the 5/8 2pi
mark and almost disappears at the 1/8 2pi mark. When this coherent
structure passes through the observed plane, the jet separates from the
plate. After the structure has passed, the jet quickly reattaches to the
plate. A 3D reconstruction of the phase average of the first two POD
modes for the Coanda flow was also made and is shown in Figure 4.12b.
In the same way, as in the OJF case, the jet core is delimited by an
isosurface of the radial velocity of 1.4 m/s (yellow colour) and due to
the nature of the flow, no obvious recirculation zone exists. Two vortical
structures can be observed by delimiting the isosurface with a swirl
strength of 5, 000 1/s2. The first one, strong vortex located between the
outer shear layer of the jet and the flat plate. The second one, a PVC-like
structure, can be seen in the inner shear layer.
4.3.5 Effect of plate height on flow pattern
Time-averaged results were produced for various plate positions. A
higher swirl was imposed to the flow via a tangential swirl generator
with a constant geometrical swirl number (Sg) of 1.04. The increase in
swirl number allowed for the observation of a clear transition between
the Coanda and Open jet flow as ∆X/D was varied. A fully developed
CoJF (|∆X/D| = 0.000), a transitional flow with CoJF or OJF features
(|∆X/D| = 0.082), and a fully developed OJF (|∆X/D| = 0.125) were
firstly imposed using a nozzle with an angle α = 45◦. A moderate
swirl under CoJF, |∆X/D| = 0.000, showed a flat velocity profile, see
Figure 4.13. When looking at the radial profiles of axial velocity in
Figure 4.14, the Coanda effect near the nozzle creates a large downward
velocity zone near the centre. In the shear layer of this recirculation
zone with the jet, high turbulence intensities can be found indicating the
strong mixing between the jet and the entrained air near the centre of the
burner. Lowering the flat plate of the burner decreases the Coanda effect
near the nozzle outlet. Comparing Figure 4.13a and Figure 4.13b makes
noticeable that the CoJF at |∆X/D| = 0.082 is less deflected towards the
wall compared to the one at |∆X/D| = 0.000.
As the strength of the Coanda effect is weaker, the flow can transit
to the OJF configuration as the flow detaches from the flat plate at the
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Figure 4.11: Time series of POD reconstruction of CoJF with velocity vectors
and swirl strength (λ2ci) contours.
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(a) OJF. (b) CoJF.
Figure 4.12: 3D Reconstruction.
same distance |∆X/D| = 0.082. Experiments indicate that the transition
can be only achieved by perturbation of the outer shear layer and
not the inner one. It is speculated that by physically disturbing the
outer shear layer, the coherent structure trapped between the jet core
and the plate (identified in the previous section) breaks down and is
unable to continue anchoring the jet. Looking at the velocity fields in
Figure 4.13c shows that the detachment of the jet leads to a drastic
change in flow pattern downstream of the jet. A large CRZ is formed
with high downward velocities near the centre and a complete open jet
annihilates the CoJF, see Figure 4.13d.
Despite the great influence of the detachment of the flow on the
downstream field, close to the nozzle there is very little influence in both
shear layers of the jet. Moreover, it is worth noting that RMS values for
all the cases remain similar and high, especially in the inner shear layer,
see Figure 4.14. This shows that the turbulent nature of the phenomenon
is in the same order of magnitude to average velocities but in coherence
between processes.
Similar trials were performed using a nozzle with α = 30◦, the results
are shown in Figure 4.15 and Figure 4.16. Average velocity profiles are ∼
30% higher in magnitude for the open jets. When comparing the Coanda
flow close to transition at |∆X/D| = 0.125, average velocity profiles
depict a similar condition to the α = 45◦ case, compare Figure 4.14 and
Figure 4.16. Note that the RMS values are very similar in both cases.
This is not surprising, as the flow is redirected with a similar horizontal
profile as the α = 45◦ case. Once that the flow has acquired an Open jet
profile close to transition, see Figure 4.16c, it is evident that the CoJF has
disappeared, and the jet has acquired a less spread, more compact and
coherent shape. The initial hypothesis suggested that the flow would
follow a flatter profile. However, once that the flow transits to an Open
Jet the shearing flow detaches from the nozzle, showing a jet that is not
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Figure 4.13: Scaled average velocity profiles. a) CoJF |∆X/D| = 0.000; b) CoJF
close to transition |∆X/D| = 0.082; c) OJF close to transition
|∆X/D| = 0.082; d) OJF |∆X/D| = 0.125. Re∼ 11, 100, α = 45◦,
125 Hz. Units in [m/s].
-30 -20 -10 0 10 20 30
r (mm)
-2
-1
0
1
2
3
4
u
y 
/ 
ū
 (
-)
Figure 4.14: Scaled mean axial velocity (black lines) and RMS profiles (grey
lines) at X/D = 0.100. Re∼ 11, 100, α = 45◦, 125 Hz.
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Figure 4.15: Scaled average velocity profiles. a) CoJF |∆X/D| = 0.000; b) CoJF
close to transition |∆X/D| = 0.121; c) OJF close to transition
|∆X/D| = 0.121; d) OJF |∆X/D| = 0.204. Re∼ 11, 100, α = 30◦,
125 Hz. Units in [m/s].
constrained to geometrical boundaries from the burner. Axial velocity
profiles are considerably higher than for the α = 45◦ case, indicating less
spread of the jet. Although the total velocity remains in the same range
as the 45◦ case, see Figure 4.14 and Figure 4.16, the increase in axial
velocity confirms a lower radial contribution. Therefore, the profiles
from a fully developed OJF and a flow that has just transitioned into an
Open Jet are very similar.
The study using α = 60◦, showed a transient regime at |∆X/D| =
0.061. It is speculated that the strength of the CoJF underlying coherent
structure has considerably increased. Since the flow needs to be bent
even further than in the previous case, the only manner this can be
achieved is with a stronger structure. As observed from the profiles,
see Figure 4.17d, the jet angle has a similar angle to the nozzle, thus
suggesting that the flow is still in contact with the burner. However,
contrary to the CoJF case, this is theorised to be the remaining of the
vortex produced by the shearing flow, thus a strong external recirculation
zone has been created. Since the jet has now opened, the PVC is rotating
across the flow [84]. This behaviour impacts the axial velocity with lower
values than those obtained with 30◦ nozzle, see Figure 4.18.
A conclusion from all previous results is that for the establishment
of the CoJF close to transition it is necessary that the flow remains in
contact with the nozzle. Thus, a combination of shear and low pressure
can support the coherent structures required for the existence of the
CoJF. A summary of the results is depicted in Table 4.3.
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Figure 4.16: Scaled mean axial velocity (black lines) and RMS profiles (grey
lines) at X/D = 0.100. Re∼ 11, 100, α = 30◦, 125 Hz.
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Figure 4.17: Scaled average velocity profiles. a) CoJF |∆X/D| = 0.000; b) CoJF
close to transition |∆X/D| = 0.061; c) OJF close to transition
|∆X/D| = 0.061; d) OJF |∆X/D| = 0.161. Re∼ 11, 100, α = 60◦,
125 Hz. Units in [m/s].
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Figure 4.18: Scaled mean axial velocity (black lines) and RMS profiles (grey
lines) at X/D = 0.100. Re∼ 11, 100, α = 60◦, 125 Hz.
Table 4.3: Summary of results for the flow patterns obtained with a combination
of flat plate position, |∆X/D|, and nozzle angle, α.
Flat Plate Normalised Position
α 0.000 0.061 0.082 0.121 > 0.121
Type of Flow Pattern
30◦
45◦
60◦
CoJF CoJF/OJF OJF
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4.4 chapter summary
This chapter studied the flow dynamics of two flow patterns, OJF and
CoJF , using 2D3C-PIV in a generic swirl burner. The measurements were
conducted at different Reynolds numbers at the burner nozzle in the
range from ∼ 4300 to ∼ 13900. A spectral analysis was conducted to
identify the dominant frequencies of the flow. The combination of swirl
and plate height was such that both flow patterns could coexist. Coher-
ent flow structures were identified by POD by reconstructing the most
energetic modes with matching temporal frequency. 3D reconstructions
were made of the lowest evaluated Reynolds number. A Precessing
Vortex Core pair was found in the inner and outer shear layer for the
OJF case. For the CoJF case, a very strong vortex in the outer shear layer
and a PVC in the inner shear layer was found. The vorticity of this outer
vortex is twice the vorticity of the inner vortex. Hence, this strong vortex
is dominant and changes the precession frequency of the PVC being
lower in the OJF than in the CoJF.
The effect of the base plate with respect to the nozzle outlet was
also evaluated. High-Speed PIV was used to capture the features of the
mean flow from/to an OJF to/from a CoJF. It was observed that close
to transition the jet bends at different angles than those of the fully
developed flows. The CRZ is not entirely anchored for the transitional
OJF, whilst a deflected jet is present in the transitional CoJF. Contact
with the nozzle also played an important role in the establishment of
the CoJF, likely a consequence of the shearing and low-pressure region
established between the flow and the solid body.

5
C O M B U S T I O N E X P E R I M E N T S
This chapter covers the results of combustion experiments on the swirl
burner. The aim of the experiments is to identify regions of operation
and burner geometries where a Coanda flame is stable under different
mass flow rates and equivalence ratios. As mentioned in Section 2.3,
some applications for the Coanda flow exist in the industry, being waste
gas flares the only one that involves combustion. Therefore, it is not
a surprise that the available literature is mostly limited to waste gas
flares. It is believed that unexplored potential applications exist that
take advantage of the flat flow profile that the Coanda effect produces,
especially on industrial processes that involve the heat treating of flat
surfaces. Because of this, experiments need to be carried out to under-
stand the stability and behaviour of a Coanda flame that is attached to a
horizontal surface. More so, the experimental results will serve as a basis
for validating the numerical simulations presented in Chapter 6. The
fundamental idea of the research is based on having different burner
geometries where the stability of an unconfined Coanda flame under
different mass flow rates and equivalence ratios can be mapped. Once
stable regions of operation are identified, additional characteristics of
the flow and flame are obtained by PIV measurements. Furthermore, it
is necessary to carry out additional experiments with a confined flow
to be able to determine the stability of the flame and identify potential
improvements to the design, as well as issues that might arise on a
pilot-scale application.
This chapter is structured in two main sections, one that deals with
the unconfined experiments (Section 5.1), and another one for the con-
fined experiments (Section 5.2). The first section starts by detailing
the experimental setup in Section 5.1.1; then, in Section 5.1.2 gives an
overview of the flame flow patterns that were observed in the experi-
ments. Following that, Section 5.1.3, presents the effect that variations in
geometry have on the flame stability. The PIV measurements for selected
operating points are given in Section 5.1.5. Finally, general remarks
of the experiments are given in Section 5.1.6. The second section also
starts by giving a description of the experimental setup in Section 5.2.1.
Afterwards, results are shown in Section 5.2.2 of the confinement wall
temperatures. Finally, general remarks for the confined experiment are
given in Section 5.2.3.
5.1 unconfined experiments
5.1.1 Experimental setup
The swirl burner detailed in Section 3.1.1 was used to examine the
flame stability under a CoJF and an OJF pattern. A schematic of the
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Figure 5.1: Experimental setup.
experimental setup is presented in Figure 5.1. Methane was used as fuel
and air as an oxidiser. Both gases were supplied to the system through
flexible hoses. Inlet gas temperature was ∼ 293 K and the pressure was
close to atmospheric. Three Variable Area Flow Meters (VAFM) with
ranges of 1− 12 L/min, 6− 50 L/min and 40− 440 L/min for air at
Normal Temperature and Pressure (NTP) were used to regulate the air
flow. The air was split between the VAFM in such a way that operating at
the limits of each flow meter was avoided. A single VAFM with a range
of 1− 18 L/min for methane at NTP was used to regulate the methane
flow. After passing through the VAFM, methane and air were combined
into a single stream ∼ 1 meter upstream from the burner inlet. Finally,
the gas mixture went out through the nozzle burner and was ignited by
a pilot light located ∼ 0.3 m downstream the nozzle exit.
To examine the effect of different geometries on the flame flow pattern
and on the stability limits, two tangential swirl generators (Sg = 0.85
and 1.47), three nozzle diameters (D = 19.5, 24.0 and 28.0 mm) and
three nozzle angles (α = 30◦, 45◦ and 60◦) were used. A flat plate was
fitted to the nozzle. Two different normalised plate heights were chosen,
∆X/D = 0.00 and ∆X/D = 0.36, being X the distance between the flat
plate and the tip of the nozzle outlet (refer to Figure 4.1 for a schematic).
A set of experiments was performed for each normalised height. Gas
flow rate was varied from 3 L/min (∼ 2 g/s) to a maximum of 12 L/min
(∼ 8 g/s) in incremental steps of 1 L/min (∼ 0.7 g/s). For each methane
flow rate, the air flow rate was increased in increments of 1 L/min
until an equivalence ratio of ∼ 0.75 was reached. The flow pattern was
recorded for each air and gas flow rate combination. This procedure
was repeated for each tangential swirl generator, nozzle diameter and
nozzle angle. All experiments were performed without the use of a
confinement.
For the flame length experiments, a digital single-lens reflex camera
was positioned ∼ 1 m from the flame. A background image without a
flame was taken. Another image was taken with a calibration plate to
correlate the pixels of the image with the distance. The previous three
nozzle diameters were tested (D = 19.5, 24.0 and 28.0 mm). A set of 100
images were taken for each combination of equivalence ratio and mass
flow rate. Each image of the set had the background image subtracted.
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Background subtracted images were averaged and the flame length was
calculated. All the image processing and manipulation was carried out
using Matlab R2018b with the Image Processing Toolbox.
A PIV system was employed to acquire the general flow patterns of a
Coanda flame and an open flame. The PIV system consisted of a single
cavity Nd:YLF laser of 532 nm wavelength. Laser sheet optics were
used to convert the laser beam into a 1 mm thick sheet. A single CMOS
camera was used with 60 mm Nikon lenses, which allowed for a field
of view of approximately 80× 80 mm (Figure 4.3), with a resolution of
5.35 pixels per mm and a depth of view of 1.5 mm. The inlet air was
seeded using a pressurised vessel at ∼ 0.5 bar containing aluminium
oxide with a mean particle size of 10 µm. A single equivalence ratio
and mass flow rate were chosen such that both the Coanda and open
flame could be obtained. The acquisition rate was set at 5 Hz with no
phase locking. The line of view of the camera was positioned exactly in
the middle of the nozzle. A set of 500 images were taken for each flow
pattern.
5.1.2 Flow pattern overview
To examine the possible flame patterns, experiments were carried out
with the flat plate set at the position of ∆X/D = 0.36, a tangential
swirl generator with Sg = 1.47, nozzle diameter of D = 28.0 and a
nozzle angle of α = 45◦. This configuration served as a base case for
comparison with variations in geometry. Four different states of the
open jet flame were identified. For each gas flow rate with a low inlet air
flow, the flame started as a stable, nozzle attached flame (Figure 5.2a).
From this state, an increase in air flow could start the transition to
one of two states: (1) flashback and (2) lifted flame. The transition to
flashback occurred when the total mass flow rate was less than ∼ 1.00
g/s. In this situation, as the air flow was increased, the outer part of the
flame continued attached to the nozzle but the central part of the flame
started flashbacking into the nozzle. A point was reached when full
flashback occurred, and the combustion was taking place entirely inside
the burner (Figure 5.2d). This flashback behaviour has been previously
described in the literature as combustion induced vortex breakdown
[166]. The transition to a lifted flame occurred when the total mass flow
rate was more than ∼ 1.00 g/s. An increase in the air flow detached the
flame from the nozzle and made it transition into a lifted flame state
(Figure 5.2b). From this point, the lifted flame can take two paths as air
flow is increased. The first one is flashback (Figure 5.2d). The second
one being a lifted flame that ends up being blown off. Figure 5.4a shows
the different transition points for each state. The overall behaviour of
the open jet flame is known and widely reported in the literature [7,
167].
With the flat plate at a position of X/D = 0.00, the four previously
described flame states were also possible. As with the previous configu-
ration, the flame started as a stable, nozzle attached flame (Figure 5.2a).
With an increase in air flow, the flame transitioned to either a lifted
86 combustion experiments
(a) Stable open jet
flame.
(b) Lifted flame. (c) Transition lifted
flame-flashback.
(d) Flashback.
Figure 5.2: Observed flame patterns with ∆X/D = 0.36, Sg = 1.47, D = 28.0
and α = 45◦.
flame or to flashback. An attempt was made to induce the Coanda flame
by using a steel rod to spread the flame for each increase in gas and air
flow. A mass flow rate threshold of ∼ 0.50 g/s was identified, below
which it was impossible to obtain a Coanda flame. If the attempt was
made to spread the OJF nozzle attached flame when the mass flow rate
was less than 0.50 g/s the flame immediately returned to its nozzle
attached state and the Coanda state could not be induced. With a mass
flow rate greater than 0.50 g/s, once the Coanda flame was established
it remained attached to the plate until physically disturbed (Figure 5.3a
and Figure 5.3c). From this point, with an increase in air flow rate,
the flame gradually retreated to the nozzle and the combustion zone
became smaller (Figure 5.3b and Figure 5.3d). This behaviour continued
until the equivalence ratio reached a threshold of ∼ 1.25 where the
Coanda flame spontaneously detached from the plate and turned into a
lifted flame that was close to a flashback condition (Figure 5.2b). The
two thresholds observed for the Coanda flame suggest that there are at
least two factors that are important for the onset and breakdown of the
Coanda effect. The first one being the velocity of the gases at the nozzle
exit that allows for the entrainment of stagnant air and the subsequent
establishment of the Coanda effect. The second factor is combustion
stability, more specifically the flashback point, at which the Coanda flow
is no longer able to keep attached to the flat plate. Figure 5.4b shows
the different transitions points for each state.
The results of these experiments agree with the ones in Chapter 4, a
normalised plate height of the plate height ∆X/D = 0.00 allows for the
existence of a CoJF pattern, whereas a normalised height of ∆X/D = 0.36
made it impossible to obtain. This is expected, as the theory behind the
existence of a Coanda flow requires a horizontal surface for the flow to
attach to (see Section 2.3).
5.1.3 Stability limits
Unless stated otherwise, all the following experiments are carried out
with the same conditions as the base case presented in Section 5.1.2; this
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(a) Stable Coanda flame. (b) Transition Coanda-flashback.
(c) Stable Coanda flame. (d) Transition Coanda-flashback.
Figure 5.3: Observed flame patterns with ∆X/D = 0.00, Sg = 1.47, D = 28.0
and α = 45◦.
(a) ∆X/D = 0.36. (b) ∆X/D = 0.00.
Figure 5.4: Stability map with Sg = 1.47, D = 28.0 and α = 45◦.
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Figure 5.5: Stability map with ∆X/D = 0.00, Sg = 0.85, D = 28.0 and α = 45◦.
is, flat plate set at position ∆X/D = 0.00, tangential swirl generator with
Sg = 1.47, nozzle diameter of D = 28.0, and nozzle angle of α = 45◦.
5.1.3.1 Effect of swirl variation
Using a tangential swirl generator with Sg = 0.85, it was not possible
to produce a Coanda flame. The stability map for this configuration is
shown in Figure 5.5. It is speculated that the reason for the impossibility
of having a Coanda flame is that the swirl applied by the tangential
swirl generator is not enough to produce a Coanda effect. As mentioned
in Section 2.3.3, one of the parameters that caused the onset of the
Coanda effect in isothermal flows was an increase in the swirl applied
to the flow [88, 89]. Similar behaviour has been previously observed in
reacting flows [81]. However, further experiments are needed to confirm
that the same is happening here as the nozzle geometry is different.
5.1.3.2 Effect of nozzle angle
Using nozzle angles of α = 30◦ and α = 60◦, made it impossible to
obtain a Coanda flame. The stability map is shown in Figure 5.6. This is
different to what was obtained with an isothermal flow on Section 4.3.5,
where a Coanda flow was always able to be obtained with any nozzle
angle if the plate position remained at ∆X/D = 0.00. Further experi-
mentation is required to accurately explain the underlying phenomena
that causes the difference between the reacting and isothermal flow.
5.1.3.3 Effect of nozzle diameter
Changing the nozzle diameter produced the most useful results of tested
variations in geometry. Three different nozzle diameters were tested
D = 19.5, 24.0, and 28.0 mm. For each of these diameters, two different
experiments were carried out. The first one focused on the spontaneous
change in flow pattern without any external disturbance. The second
one investigated maximising the region were the Coanda flow can be
obtained by physically disturbing the flow (i.e. trying to induce the
Coanda effect with a steel rod). Results of these trials are shown in
Figure 5.7. For the trials without external disturbance (left column of
Figure 5.7) as the nozzle diameter is reduced, the region where a Coanda
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(a) α = 30◦. (b) α = 60◦.
Figure 5.6: Stability map with ∆X/D = 0.00, Sg = 0.85 and D = 28.0.
flame is spontaneously produced increases. This is a positive effect on
the stability of the Coanda flame and is something to be expected. The
reason is that as the nozzle diameter is reduced, the outlet velocity
increases, which causes greater entrainment of the stagnant atmospheric
air; as it was explained before (Section 2.3) this is one of the main
requirements for having a Coanda effect. Looking at the results with
external disturbance (right column of Figure 5.7) as the nozzle diameter
is reduced, the propensity to flashback increases leading to a much
bigger region of Coanda flashback. This is an undesired result, as it
was observed that when the combustion area was reduced in a Coanda
flame, the base plate where the flow is attached greatly increased in
temperature. This could lead to damage to the equipment in the day
to day operation. Thus, there is a compromise between using a smaller
diameter nozzle to obtain a Coanda flame that is hotter and smaller in
diameter but more stable and using a bigger diameter nozzle to obtain
a Coanda flame that is bigger in diameter and cooler, but less stable.
5.1.4 Flame length
The effect of the mass flow rate, equivalence ratio and nozzle diameter
on the Coanda flame length was evaluated. First, a set of experimental
points was chosen in such a way that the different states of the Coanda
flame were captured. The experimental points can be seen in Figure 5.8
and are organised in five horizontal rows. Each row corresponds to a
fixed amount of air. Data was acquired for each point with each one of
the three nozzle diameters.
The result of these experiments is shown in Figure 5.9 with a plot
of the experimental data for each nozzle diameter. A line is fitted to
the points of each air flow rate. A clear pattern can be observed from
these plots; for all the cases, as the equivalence ratio is increased (i.e.
more gas is added to the fixed air flow), the flame length increases. This
agrees with the observations made in the previous section where the
experimental points that have a lower equivalence ratio are closer to the
flashback point, which will shorten the flame. However, another possible
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(a) D = 19.5. (b) D = 19.5.
(c) D = 24.0. (d) D = 24.0.
(e) D = 28.0. (f) D = 28.0.
Figure 5.7: Stability map with ∆X/D = 0.00, Sg = 1.47 and α = 45◦. Spon-
taneous flow pattern change (left) and flow pattern change with
external disturbance (right).
5.1 unconfined experiments 91
Figure 5.8: Experimental points for flame length experiments.
explanation for this observation is that, because the experiments were
carried out without a confinement, the equivalence ratio is not accurate
as there is effectively an unlimited supply of air. A very gas-rich flame
will inevitably elongate because the gas will be mixing and reacting
with the external air. Both factors, the flashback with increased airflow
and the unconfined measurements, must be affecting the flame length.
Confined experiments would be needed to differentiate between these
effects.
A comparison between the three nozzle diameters can be seen in
Figure 5.10. In this figure, the data of Figure 5.9 is plotted in a single plot
and the centroid of the points of each nozzle is calculated (solid colour
marker). Judging by the scatter data points and the centroid values,
it appears that with an increased nozzle size there is an increase in
flame length. This coincides with the observations made in the previous
section where with a decrease in the nozzle diameter the flashback
propensity increased.
5.1.5 PIV measurements
All the following experiments are carried out with the same conditions
as the base case presented in Section 5.1.2, this is a flat plate set at posi-
tion ∆X/D = 0.00, a tangential swirl generator with Sg = 1.47, nozzle
diameter of D = 28.0, and nozzle angle of α = 45◦. A single experi-
mental point with a total mass flow rate of 0.70 g/s and an equivalence
ratio of 2.50 was used. This experimental point was chosen because
both, the Coanda and open flame, are possible flame flow patterns.
The aim of this study was to determine general flow characteristics by
looking at the mean values. The values obtained will also be used in
Chapter 6 to validate the numerical simulations. The results of the PIV
measurements are shown in Figure 5.11. The open flame exhibits a clear
defined jet with a CRZ. The Coanda flame shows the expected horizontal
velocity profile with two recirculation zones in the region where the
flame detaches from the plate.
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(a) D = 19.5 mm. (b) D = 24.0 mm.
(c) D = 28.0 mm.
Figure 5.9: Coanda flame length with varying equivalence ratio with a constant
air flow.
Figure 5.10: Coanda flame length with varying equivalence ratio and nozzle
diameter.
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Figure 5.11: Contours of mean velocity magnitude for an open flame (left) and
a Coanda flame (right) with total mass flow rate of 0.70 g/s and
an equivalence ratio of 2.50.
5.1.6 General remarks
During these experiments, it was not possible to operate in the lower
range of the flammability limit because when the air flow was increased
the flame always went to flashback. The reason for this might be the high
geometrical swirl number used. However, as it was pointed earlier, with
a lower geometrical swirl it was not possible to obtain a Coanda flame.
The effect of the high geometrical swirl number was further exacerbated
with the increased air flow. This is because the tangential swirl generator
had fixed vanes and additional air would increase the real swirl number
of the flow. Further experiments should focus on quantifying the swirl
number of the flow with an increase in air flow and correlate that with
the change in flame flow pattern. A possible experimental technique
to do this would be S-PIV. A related experimental approach would be
testing different nozzle geometries that are not just limited to changing
the nozzle angle. For example, Vanoverberghe [168], tested a nozzle that
could maintain a Coanda flow pattern even with no swirl applied to
it. However, the initial onset of the Coanda flow required an increase
in swirl followed by a decrease in swirl applied via a variable swirl
generator.
5.2 confined experiments
5.2.1 Experimental setup
The swirl burner detailed in Section 3.1.1 was used with a tangential
swirl generator with Sg = 1.47, nozzle diameter of D = 28.0, and nozzle
angle of α = 45◦. A secondary air inlet for axial injection was added
to the burner. The confinement described in Section 3.1.2 was fixed at
a position of ∆X/D = 0.00 with respect to the burner nozzle exit. A
photograph of the experimental setup can be seen in Figure 5.12. A
partially premix flow of 8 L/min methane and 40 L/min air was used
in the main flow. The secondary axial air injection flow was set at 35
L/min, yielding an effective equivalence ratio very close to ∼ 1.06 and
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(a) Confinement. (b) Confined Coanda flame.
Figure 5.12: Experimental setup for a confined Coanda flame.
a total mass flow rate of ∼ 1.62 g/s. All flows are at NTP and ambient
temperature was ∼ 20◦C. The flame was ignited by removing a lid at
the top of the confinement. After ignition, the lid was re-positioned.
For temperature measurement purposes, four thermocouples were posi-
tioned at each one of the confinement outlets. The temperature of the
confinement walls was registered using an Infrared (IR) camera. The
IR images were post-processed using Matlab R2018b. Data gathering
started when the confinement reached thermal equilibrium with its
surroundings, this was judged to be when the temperature registered
by the thermocouples and the IR image no longer increased.
5.2.2 Confinement wall temperature
The thermal image of the top plate of the confinement is shown in
Figure 5.13. A first look at the image suggests that the temperature
distribution along the surface is not homogeneous. To better analyse
this, two plots are made from this image, one along the horizontal centre
line (dotted line) and another one at a radial distance of 110 mm (dashed
circle). Both plots are shown in Figure 5.14. Figure 5.14a confirms the
suspicions, the temperature distribution along the length of the top plate
follows a parabolic behaviour with a maximum temperature of ∼ 225◦C
in the centre of the plate and a minimum temperature of ∼ 150◦C near
the edges. Figure 5.14b shows that the temperature has some fluctuation
at a fixed radial distance of r = 110 with values between 200 and 250◦C
and a mean temperature of ∼ 210◦C.
The thermal image of the bottom plate of the confinement is shown in
Figure 5.15. The maximum temperature is ∼ 310◦C and is located just
near the nozzle where the Coanda flame sits on the plate. In an actual
application of a device like this, the side corresponding to the bottom
plate would be insulated, which would only increase the maximum
temperature. Some way of mitigating the high temperature needs to be
implemented so the risk of damaging the equipment is minimised. A
possible alternative would be to replace the bottom plate for a material
that could withstand higher temperatures. The material in question
could be a ceramic such as silicon carbide. However, the risk of breakage
would need to be considered due to the brittleness of the ceramic.
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Figure 5.13: Thermal image of upper confinement plate after ∼ 2 hours of
operation with equivalence ratio of ∼ 1.06, total mass flow rate of
∼ 1.52 g/s, Sg = 1.47, D = 28.0 and α = 45◦.
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Figure 5.14: Temperature plots of thermal image.
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Figure 5.15: Thermal image of lower confinement plate after ∼ 2 hours of
operation with equivalence ratio of ∼ 1.06, total mass flow rate of
∼ 1.52 g/s, Sg = 1.47, D = 28.0 and α = 45◦.
5.2.3 General remarks
The main question that motivated this experiment was the feasibility of
having a Coanda flame inside a confinement, especially regarding the
obstruction of the recirculation zone above that Coanda flame by the
top part of the confinement. This experiment successfully proves that
it is possible to have a confined Coanda flame, however, this was not
without complications. The first issue, which was already highlighted
in the previous section (5.1), is that the geometry of the burner is not
optimal for the Coanda flow. This is because with the current setup it
is not possible to operate within the flammability limits. To temporary
remedy this in the present experiments, the secondary axial air flow
was added. Nevertheless, something to be considered in future designs
is better optimisation of the swirl and nozzle geometry. The second
issue is the thermal deformation of the confinement, especially of the
base plate where the Coanda flame is attached. As the temperature
of the base plate increased, the plate curved outwards, this changed
the ∆X/D of the plate with respect to the nozzle outlet. If the height
of confinement was not adjusted so that the ∆X/D remained ∼ 0,
the Coanda flame changed to a lifted flame and rapidly heated the
top part of the confinement. Future designs need to take this into
consideration. This could be avoided by having the nozzle and the base
plate as a single piece, instead of the modular approach taken in this
experiment. Another possibility would be to use a ceramic material with
low expansion coefficient for the base plate. However, the added risk of
the ceramic breaking would be needed to be considered.
5.3 chapter summary
The flame stability under two flow patterns, Open Jet Flow and Coanda
Jet Flow, was investigated using a swirl burner. The swirl burner was
fitted with a flat plate and the distance between the plate and the tip of
the nozzle was changed to induce one of the two flow patterns. General
flame flow patterns were identified. Some flow patterns already reported
in the literature were observed. For the Coanda flow pattern, newly and
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yet to be reported flame behaviours were identified. The two thresholds
observed for the Coanda flame suggest two factors that influence the
onset and breakdown of the Coanda effect: (1) the velocity of the gases at
the nozzle exit and (2) the combustion stability, specifically the flashback
point, where the Coanda flow breaks down and transitions into a lifted
flame close to flashback.
The flame stability of the swirl burner without confinement was
mapped by changing the burner geometry. Two tangential swirl gener-
ators (Sg = 0.85 and 1.47), three nozzle diameters (D = 19.5, 24.0 and
28.0 mm) and three nozzle angles (α = 30◦, 45◦ and 60◦) were used.
With the tangential swirl generator of Sg = 0.85, it was not possible to
obtain a Coanda flame. The same was true for nozzle angles of α = 30◦
and α = 60◦. It is speculated that the reason for this is that the applied
geometrical swirl of Sg = 0.85 is not enough for the flow to transition
to a Coanda pattern. Further experiments are required to determine
the reason for the impossibility of having a Coanda flow with nozzle
angles of α = 30◦ and α = 60◦ . For the nozzle diameter trials, it was
found that by reducing the nozzle diameter the propensity of Coanda
flashback increases as well as the Coanda flame stability. On the other
hand, increasing the nozzle diameter leads to a less stable but more
spread flame. Thus, there is a compromise between using a smaller
diameter nozzle to obtain a Coanda flame that is hotter and smaller in
diameter but more stable and using a larger diameter nozzle to obtain a
Coanda flame that is bigger in diameter and cooler but less stable.
Combustion experiments were carried out by fitting the swirl burner
with a tangential swirl generator with Sg = 1.47, nozzle diameter of
D = 28.0, and nozzle angle of α = 45◦. A secondary air inlet for
axial injection was added to the burner. The confinement was fixed
at a position of ∆X/D = 0.00 with respect to the burner nozzle exit.
Equivalence ratio was ∼ 1.00 with a total mass flow rate of ∼ 1.62 g/s.
After two hours of operation thermal equilibrium with the surroundings
was reached. At this point, it was found that the temperature distribution
along the top surface of the confinement was not homogeneous. Plotting
the temperature distribution from the centre and moving outwards
radially, it was found that the temperature follows a parabolic behaviour
with a maximum temperature of ∼ 225◦C in the centre of the plate and
a minimum temperature ∼ 150◦C near the edges. Some complications
occurred during the operation of the confined burner, these were mainly
related to the thermal deformation of the confinement and the stability
of the Coanda flame. As the confinement thermally deformed, the
∆X/D of the plate with respect to the nozzle outlet changed. If the
∆X/D was not maintained at ∼ 0, the Coanda flame transitioned into a
lifted flame. Future experimental devices need to take this into account.

6
C F D S I M U L AT I O N M O D E L S VA L I D AT I O N
This chapter covers the results of CFD simulations of the swirl burner
using the same geometries and operating conditions of the isothermal
experiments and combustion experiments from the previous chapters.
The first objective of the simulations is to validate the used turbulence,
combustion, and radiation models by comparing the CFD results with
parameters measured during the experiments. The second objective is to
obtain additional information regarding the behaviour of the isothermal
and reacting flow to be able to identify areas of opportunity on which
the current burner can be improved. The models and the identified
areas of opportunity will serve as the basis for the work presented in
Chapter 7.
This chapter is structured as follows, the first section, Section 6.1,
presents an isothermal simulation where the result is compared to
the experiments conducted in Chapter 4 with the aim to validate the
chosen turbulence model and simulation strategy. Section 6.2 presents a
comparison between confined and unconfined reacting flow simulations,
its validation with the experimental results shown in Chapter 5, and an
identification of areas of opportunity upon which the current burner
design can be improved.
6.1 isothermal simulations
6.1.1 Simulation strategy
The strategy for the simulations outlined in this section is shown in
Figure 6.1. The numbers in between parenthesis (#) in the following
paragraphs correspond to the ones used in Figure 6.1.
The first study of this section focused on simplifying the full 3D
geometry of the burner into an axisymmetric 2D model in order to
reduce the computational resources and simulation time required [169].
It should be noted that for all the geometries discussed below, three
grids with an increasing number of elements were created and the
GCI proposed by Roache [161] was used to calculate the discretisation
error and ensure that the solution is grid-independent. The general
procedure used to achieve this was to conduct a (1) 3D simulation on
the whole burner geometry (Figure 6.2a). The flow condition just after
the geometrical swirl generator was then extracted from the simulation.
Afterwards, a (2) Simplified 3D geometry that started just downstream
the swirl generator was created (Figure 6.2b). In other words, this new
geometry had the geometrical swirl generator removed; thus, its inlet
started at the annulus of the nozzle. Two different simulations were
conducted on this geometry. The first one (2.1) with an equivalent swirl
applied as a boundary condition and the second one (2.2) with the
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Figure 6.1: Isothermal simulation strategy.
imported velocity boundary condition obtained from (1). Similarly, an
(3) Axisymmetric 2D geometry was created (Figure 6.2b). The simulation
in this geometry was ran applying the equivalent swirl from (1) as a
boundary condition. Finally, the simulation results from (1), (2) and (3)
were compared in order to ensure that the simplified geometries behave
like the full 3D geometry.
The next part of this section deals with choosing an appropriate tur-
bulence model that accurately solves the studied flow. Flows of this type
(i.e. wall attached Coanda flows) might present hysteresis as evidenced
by the literature review in Chapter 2 and by the results discussed in
Chapter 4. This behaviour adds an additional challenge for the CFD
simulations: how to make the numerical model transition between the
two states? Experimental results by Singh and Ramamurthi [94] suggest
that a change in the flow pattern can be induced by increasing/decreas-
ing the swirl applied to the flow. The same behaviour was observed by
Vanierschot and Van den Bulck experimentally [88] and numerically
[89]. This approach was taken in the present work. Therefore, the swirl
applied to the Axisymmetric 2D geometry was gradually increased and
decreased in order to produce a change from an OJF to a CoJF and vice
versa. Furthermore, several turbulence models were tested: Standard
κ − e, Realizable κ − e, SST κ −ω and RSM (refer to Table 3.1 for details
on each model). The results from the various turbulence models were
then compared to the experimental results from Chapter 4 to choose the
one that best describes the studied flow.
6.1.2 Grid generation
Three grids with an increasing number of elements were created for each
of the geometries studied in this section. A summary of the details of
each grid is provided in Table 6.1. Due to the complexity of the geometry
of the Full 3D case the grid was a polyhedral style grid. For the cases
Simplified 3D and Axisymmetric 2D the grid was a full hexahedral and
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Figure 6.3: The numerical grid.
tetrahedral grid, respectively. In all cases, an inflation layer was created
at the walls of the burner in order to be able to resolve the boundary
layer using the Enhanced Wall Treatment option available in Ansys
Fluent [170]. The grid refinement ratio r was kept greater than 1.1 so
that the change in discretisation error calculated by the GCI method
was greater than any noise in the solution [161]. Quality parameters
for all grids were within acceptable values [171], i.e. greater than 0.20
for minimum orthogonal quality and an aspect ratio of less than 200.
It should be noted that the value of the aspect ratio in Table 6.1 is at
the boundary layer where large aspect ratios are acceptable as there are
no strong transverse gradients. The value of the aspect ratio in regions
away from the wall is much smaller. Figure 6.3 shows different views of
the Simplified 3D grid.
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Table 6.1: Grid sizes and quality parameters.
Geometry Full 3D Simplified
3D
Axisymmetric
2D
Grid size
Grid 1 (fine) 1, 005, 451 2, 153, 376 450, 514
Grid 2 (medium) 662, 065 1, 233, 200 222, 719
Grid 3 (coarse) 443, 889 706, 112 109, 697
Refinement ratio
r12 1.15 1.20 1.42
r23 1.15 1.20 1.42
Quality parameters
Minimum orthogonal quality
Grid 1 (fine) 0.32 0.40 0.70
Grid 2 (medium) 0.32 0.37 0.70
Grid 3 (coarse) 0.30 0.32 0.70
Maximum aspect ratio
Grid 1 (fine) 41 215 174
Grid 2 (medium) 26 216 113
Grid 3 (coarse) 25 230 73
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Table 6.2: Boundary conditions for geometry simplification.
Geometry Inlet
location
Velocity Axial Tangential Volume
flow rate
(m/s) (m/s) (m/s) (m3/hr)
Full 3D Burner
inlet
5.31 normal to boundary 6
Simplified 3D Annulus Imported from Full 3D result 6
Simplified 3D Annulus - 3.42 4.11 6
Axisymmetric 2D Annulus - 3.42 4.11 6
Table 6.3: Axial and tangential inlet velocity boundary conditions at annulus
and the corresponding swirl number.
Swirl number 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00
Axial velocity (m/s) 3.42 3.42 3.42 3.42 3.42 3.42 3.42 3.42 3.42 3.42
Tangential velocity (m/s) 0.46 0.91 1.37 1.82 2.28 2.74 3.19 3.65 4.11 4.56
6.1.3 Boundary conditions
The computational domain and boundaries mentioned in this subsection
are shown in Figure 6.2. For the cases studied in Section 6.1.4 and
Section 6.1.5, the inlet boundary condition for the Full 3D case was set
as a velocity inlet of 5.31 m/s (this value corresponds to a volume flow
rate of ∼ 6 m3/hr which is one of the experimental points in Chapter 4).
For the simplified 3D case with imported boundary condition, the values
obtained from the 3D simulation at the position shown in Figure 6.2
were used as the inlet boundary condition. For the simplified 3D case
with the averaged boundary condition and the simplified 2D case, the
swirl number at the position shown in Figure 6.2 was calculated giving a
swirl number of 0.90. This swirl number was used as the inlet boundary
condition at the nozzle annulus with an axial velocity of 3.42 m/s (a
value which produces a volume flow rate of ∼ 6 m3/hr). A summary of
the inlet boundary conditions for each case is shown in Table 6.2
For the cases studied in Section 6.1.6, the inlet swirl was increased
and decreased in order to induce a change in the flow pattern. To
achieve this, the axial velocity of 3.42 m/s was kept constant at the
annulus while a tangential velocity was varied. Table 6.3 shows the
axial and tangential velocity boundary conditions applied and the cor-
responding swirl number obtained at the inlet. For each simulation
with increased/decreased swirl, the result of the previous simulation
was used as an initial condition of the whole domain to determine the
hysteresis behaviour and the transition point between flow patterns.
For all the cases in this section, the lateral surface of the confinement
that follows the nozzle was set up as a wall with no-slip boundary
condition. It should be noted that this is not exactly the experimental
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setup mentioned in Chapter 4, the experimental setup was that of an
unconfined flow. However, this was done to reduce the computational
domain and avoid prohibitively lengthy simulations. Despite this, the
simulation results were still comparable with the experimental results as
no significant error should have been produced because the confinement
was three times that of the nozzle diameter [172]. The outlet boundary
condition was set at constant atmospheric pressure.
6.1.4 Grid convergence
For a numerical simulation to be valid, the solution needs to be grid-
independent; that is, the solution must not change with a refinement
in the grid size and the discretisation error must be acceptable. To this
end, a solution is obtained for each of the geometries with the three grid
densities listed in Table 6.1 and the boundary conditions mentioned in
Table 6.2. The Realizable κ− ε turbulence model is used for this test. The
QUICK discretisation scheme is selected in order to achieve third-order
accuracy [142, 148]. Simulations are conducted using the Unsteady
Reynolds-averaged Navier-Stokes (URANS) modelling approach. The
grid sensitivity study is based on the GCI method [161] described in
Section 3.6.3. The compared mean values are: the minimum pressure,
the maximum velocity magnitude, and the minimum axial velocity at
the centreline of the burner; the minimum pressure and maximum
velocity magnitude at the exit of the nozzle; and the swirl number at
the annulus, the middle of the nozzle and the exit of the nozzle. The
error values for these variables, GCI values between the grids, observed
order of convergence and check for asymptotic range of each geometry
are shown in Table 6.4. In all cases the observed order of convergence
for the monitored variables was within expected values, this is ∼ 2 for
the polyhedral meshes and ∼ 3 for the hexahedral/tetrahedral meshes
[161]. As mentioned in Section 3.6, the observed order of convergence
will be lower than the theoretical order of convergence due to boundary
conditions, numerical models, and the grid. In all the grids the obtained
solution appears to be within the asymptotic range as the values of
GCI23 and rpGCI12 are close to each other. Both the observed order
of convergence and the asymptotic range check provide certainty that
the obtained GCI values for the grids are accurate. The finer grids for
each geometry provided a GCI below 3.3%, 1.9% and 0.3% respectively
for the Full 3D, Simplified 3D, and Axisymmetric 2D geometries. In
contrast, the coarser grids provided a GCI below 4.1%, 3.0% and 0.7%
respectively for the geometries. Taking into account the GCI values and
the computational resources for each grid, the following grids were
chosen for the remaining of simulations in this section: the medium
Full 3D grid (662, 065 elements), the coarse Simplified 3D grid (706, 112
elements), and the coarse Axisymmetric 2D grid (109, 697 elements).
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Table 6.4: Grid Convergence Index.
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(b) Simplified 3D geometry
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Figure 6.4: Contours of geometries tested. Only halve of the 3D contours is
shown in order to allow for a better comparison with the axisym-
metric 2D geometry.
6.1.5 Geometry simplification
Simulations on the Full 3D, Simplified 3D and Axisymmetric 2D geome-
tries with the respective selected grid sizes were carried out with the
Realizable κ − e turbulence model in order to assess the differences in
simulations results between each geometry. The boundary conditions
are listed in Table 6.2. Contours for these simulations are shown in
Figure 6.4 (only half of the geometry of each 3D contour is shown in
order to allow for a better comparison with the axisymmetric grid).
It can be seen that general flow patterns remain the same across the
different geometries. However, a more detailed analysis shows some
discrepancy between the cases. Figure 6.5 shows plots of axial velocity
and pressure at the centreline of the computational domain for each ge-
ometry. Differences between the cases for the pressure and axial velocity
profiles can be observed. The ones that stand out are in the Axisymmet-
ric 2D case and the Simplified 3D case with imported BC showing a
higher pressure and a lower axial velocity in comparison with the full
3D case. Some differences were expected given that the involved fluid
dynamics are very complex and three-dimensional. However, despite
the differences, this did not produce a significant discrepancy on the
velocity profiles at the exit of the nozzle as is shown in Figure 6.6. All in
all, the mesh simplification from 3D to 2D axisymmetric was considered
as acceptable taking into account that the focus of the simplification
was not on the accuracy of any individual model employed, but on the
overall effectiveness of the simulation and the comparability between
the studied cases that are presented in the following chapters.
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Figure 6.5: Centreline plots for the studied geometries.
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Figure 6.6: Velocities at nozzle outlet for the studied geometries.
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6.1.6 Swirl variation
Four turbulence models were tested in order to determine the one
that best described the studied flow. The tested turbulence models
were the Standard κ − e, Realizable κ − e, SST κ −ω, and RSM. A brief
description of the advantages and disadvantages of each model is given
in Section 3.6.1. Boundary conditions were the same ones presented in
Section 6.1.3. Swirl number at the inlet of the computational domain
was increased and decreased with the values of Table 6.3 in order to
induce a change from an OJF pattern to a CoJF pattern and vice-versa.
For each simulation, the result of the previous simulation was used as
an initial condition of the whole domain to determine the hysteresis
behaviour and the transition point between flow patterns. Figure 6.7 to
Figure 6.10 show the flow state with the applied swirl number at the
inlet for each turbulence model studied. Red numbers in the figures
denote the swirl number at the nozzle exit for that flow pattern and
applied inlet swirl.
The Standard κ − e turbulence model (Figure 6.7) produced three
distinct flow patterns: a CJF characterised by an axial jet flow with
no CRZ, an OJF characterised by an annular jet with a CRZ, and a CoJF
characterised by the flat velocity profile. The transition between flow
patterns was as follows. With zero swirl the flow started as a CJF. With
an applied swirl of ∼ 0.45, the flow transitioned into an OJF. From this
state, with a further increase in the swirl to ∼ 0.75 the flow transitioned
into a CoJF where it remained with any increase in the swirl. From the
CoJF state, a decrease in the swirl to ∼ 0.55 made the flow transition
back into an OJF. A further decrease in the inlet swirl to ∼ 0.45 caused
the flow to transition to the starting state of the CJF. Swirl numbers at
the nozzle outlet for the hysteresis region range from 0.62 → 0.66 for
the OJF and 0.68→ 0.77 for the CoJF.
The Realizable κ − e turbulence model (Figure 6.8) behaved like the
Standard κ − e model. It produced the same three flow patterns: CJF,
OJF, and CoJF. The transition from a CJF to an OJF occurred at an inlet
swirl number of ∼ 0.35. The transition from OJF to CoJF occurred at a
swirl number of ∼ 0.85. With swirl number higher than ∼ 0.85 the flow
remained as a CoJF. With a subsequent decrease in the swirl, the flow
transitioned from a CoJF pattern to an OJF at a swirl number of ∼ 0.45.
Further decrease of the inlet swirl number made the flow transition
back to a CJF at a swirl number of ∼ 0.35. Swirl numbers at the nozzle
outlet for the hysteresis region range from 0.53→ 0.68 for the OJF and
0.56→ 0.80 for the CoJF.
The SST κ −ω turbulence model (Figure 6.9) produced an additional
flow pattern. This was an open jet with jets angled further away from the
axial position. This pattern has been previously identified experimen-
tally and in numerical simulations [89]. The two states of the OJF will be
distinguished by the terminology OJF-LS and OJF-HS for the behaviours
at low and high swirl, respectively. The flow transitioned from a CJF
to an OJF-LS at an inlet swirl number of ∼ 0.35. The transition from an
OJF-LS to an OJF-HS occurred at an inlet swirl number of ∼ 1.45. The
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flow remained in this state until a very high inlet swirl of ∼ 5.25 was
applied and the flow transitioned to a CoJF. With swirl number higher
than ∼ 5.25 the flow remained as a CoJF. From a CoJF pattern, a decrease
of the applied inlet swirl number leads to an OJF-HS state at a swirl
number of ∼ 1.45. Further decrease of the inlet swirl number leads to an
OJF-LS at an applied swirl of ∼ 1.35 and then to a CJF at a swirl number
of ∼ 0.35. Swirl numbers at the nozzle outlet for the hysteresis region
range from 0.74→ 1.06 for the OJF and 1.12→ 1.74 for the CoJF.
The Reynolds Stress turbulence model (Figure 6.10) behaved like the
SST κ − ω model producing the same flow patterns but with a lower
applied inlet swirl. The transition from a CJF to an OJF-LS occurred at
an inlet swirl number of ∼ 0.55, the transition from OJF-LS to OJF-HS at
a swirl number of ∼ 1.45 and the transition from OJF-HS to CoJF at a
swirl number of ∼ 2.15. With swirl number higher than ∼ 2.15 the flow
remained as a CoJF. With a decrease in the swirl, the flow reverted to
an OJF-HS with at a swirl number of ∼ 1.65 and back to a CJF at a swirl
number of ∼ 0.45. Swirl numbers at the nozzle outlet for the hysteresis
region range from 0.81→ 0.90 for the OJF and 0.92→ 1.05 for the CoJF.
6.1.7 Simulation validation
The most appropriate turbulence model to describe the flow studied in
Chapter 4 was selected by comparing the experimental flow characteris-
tics for the ∼ 6 m3/hr case with the results produced by the evaluated
turbulence models. The turbulence model that best predicts the flow
should produce swirl number values at the nozzle outlet close to the
calculated experimental values of ∼ 0.76 for the OJF and ∼ 0.85 for the
CoJF with the same inlet condition.
For the Standard κ − e model, the highest inlet swirl number that
allowed for the existence of both flow patterns (inlet swirl of ∼ 0.70) pro-
duced swirl values at the nozzle outlet of ∼ 0.66 and ∼ 0.77 for the OJF
and CoJF, respectively. Both values are below the calculated experimen-
tal values. A comparison of this turbulence model with experimental
results for velocity components located 1 mm downstream the nozzle
exit is shown in Figure 6.11a.
For the Realizable κ − e model, the highest inlet swirl number that
allowed for the existence of both flow patterns (inlet swirl of ∼ 0.80)
produced swirl values at the nozzle outlet of ∼ 0.68 and ∼ 0.80 for the
OJF and CoJF, respectively. Similarly to the Standard κ − e, the values
produced by the model under-predict the experimental results. This
model is preferred to the Standard κ − e as it has substantial improve-
ments over the Standard κ − e model in cases where the flow presents
strong streamline curvature, vortices, flow separation and/or rotation.
A comparison of this turbulence model with experimental results for
velocity components located 1 mm downstream the nozzle exit is shown
in Figure 6.11b.
For the SST κ −ω model, the swirl number that needs to be applied
for a change to a CoJF pattern is particularly high at ∼ 5.5 and the
predicted swirl numbers at the nozzle outlet for the CoJF states are
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Figure 6.7: Swirl variation and flow pattern for Standard κ − e turbulence
model.
0 0.2 0.4 0.6 0.8
Swirl Number
Coanda Jet Flow
Open Jet Flow
Closed Jet Flow
0.53 0.57 0.63 0.68
0.80 0.850.740.670.56
0.46
Figure 6.8: Swirl variation and flow pattern for Realizable κ − e turbulence
model.
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Figure 6.9: Swirl variation and flow pattern for SST κ −ω turbulence model.
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Figure 6.10: Swirl variation and flow pattern for Reynolds Stress turbulence
model.
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well above ∼ 1.00. This behaviour could be explained by the known
issues of the SST κ −ω. Mainly that it can over-predict separation and
is very sensitive to initial conditions [142]. Additionally, the overall flow
pattern at the lowest possible swirl number that still presents hysteresis
is considerably different from the one obtained in the experiments.
A comparison of this turbulence model with experimental results for
velocity components located 1 mm downstream the nozzle exit is shown
in Figure 6.11c.
For the Reynolds Stress Model, the lowest inlet swirl number that
allows for the existence of both flow patterns (inlet swirl of ∼ 1.70)
produced swirl values at the nozzle outlet of ∼ 0.81 and ∼ 0.92 for the
OJF and CoJF, respectively. Additionally, the overall flow pattern at the
lowest possible swirl number that still presents hysteresis is considerably
different from the one obtained in the experiments. A comparison of this
turbulence model with experimental results for velocity components
located 1 mm downstream the nozzle exit is shown in Figure 6.11d.
From these results, it is concluded that the turbulence model that best
described the behaviour of the studied flows was the Realizable κ − e
turbulence model. This model was chosen by taking into consideration
the hysteresis plots (Figure 6.7 to Figure 6.10), the swirl number at the
nozzle outlet, and the velocity component comparison between simu-
lations and experiments (Figure 6.11a to Figure 6.11d). The Realizable
κ − e model was used for all subsequent CFD simulations in this thesis.
6.1.8 General remarks
The first objective of the previous simulations was to simplify the geom-
etry from a 3D to a 2D axisymmetric. For this, three different geometries
were studied: (1) Full 3D, (2) Simplified 3D, and (3) Axisymmetric 2D.
A GCI was conducted on each geometry by generating three grids with
an increased number of elements giving a GCI of, respectively, < 3.3%,
< 1.9% and < 0.3% for the finer grids of the geometries. The coarser
grids provided a GCI of < 4.1%, < 3.0% and < 0.7%. Taking into con-
sideration the GCI values, the medium Full 3D grid (662, 065 elements),
the coarse Simplified 3D grid (706, 112 elements), and the coarse Ax-
isymmetric 2D grid (109, 697 elements) were chosen for the geometry
comparison study. Three simulations were carried out using the chosen
grids and the Realizable κ − e turbulence model. The pressure and ve-
locity components were compared between the geometries. The location
of the compared values was chosen at the nozzle exit and centreline.
The resulting values for each geometry yielded similar results between
them. It was concluded that the simplification of the geometry from 3D
to 2D axisymmetric was acceptable considering that the focus of the
simulations was not on the accuracy of any individual model but on the
overall effectiveness of the simulation and the comparability between
the obtained results.
The second objective of the simulations was to make a comparison
between turbulence models in order to choose the one that best matched
the experimental results and accurately described the studied flow. The
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(a) Standard κ − e. Inlet swirl of ∼ 0.70.
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(b) Realizable κ − e. Inlet swirl of ∼ 0.80.
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(c) SST κ −ω. inlet swirl of ∼ 1.50.
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(d) RSM. Inlet swirl of ∼ 1.70.
Figure 6.11: Comparison between CFD simulations and experimental data.
Velocity components 1 mm downstream nozzle exit.
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tested turbulence models were: Standard κ − e, Realizable κ − e, SST
κ −ω, and Reynolds Stress Model. In order to evaluate the hysteresis
behaviour and transition points of the flow, the swirl boundary con-
dition at the inlet was gradually increased for each turbulence model
until a change in flow pattern was obtained. The swirl was gradually
decreased after no additional change in flow pattern occurred. For each
increase/decrease of the inlet swirl, the swirl number at the nozzle
outlet was calculated and then compared to the experimental value.
The velocity components at the nozzle outlet were also compared with
experiments. The SST κ −ω, and Reynolds Stress models greatly over
predicted the transition points and the swirl number at the nozzle outlet.
Additionally, the obtained overall flow pattern, at the swirl number
relevant for comparison, did not match with the experimental value.
The Standard κ − e and Realizable κ − e turbulence models produced
similar transition points between them. The swirl number at the nozzle
outlet and the overall flow pattern for these models were closer to the
experimental results. Therefore, and considering that the Realizable
κ − e model has some advantages over the Standard κ − e model when
modelling swirling flows, the Realizable κ − e model was selected for
all subsequent CFD simulations made in this thesis.
6.2 combustion simulation
6.2.1 Simulation strategy
The strategy for the simulations outlined in this section is shown in
Figure 6.12. The numbers in between parenthesis (#) along the next
paragraphs correspond to the ones used in Figure 6.12.
The first study of this section focused on the comparison between
the PIV measurements of Section 5.1.5 and the 2D CFD simulations.
The purpose of this is to serve as a first validation for the reacting
flow simulations. The grid from the previous section, (1) Axisymmetric
2D grid (109, 697 elements), is used for the comparison with some
modifications. Inlet conditions for the simulation were the same as the
ones used in the unconfined experiments. Parameters compared were
the axial and radial velocity.
The next part of this section deals with the comparison of the con-
fined combustion experiments with the confined CFD simulations. The
purpose of this is to serve as a second validation for the reacting flow
simulations to ensure that the reaction models that were used represent
the experiments with a certain degree of accuracy. An additional aim is
to, similarly to the approach taken for the isothermal simulations, find
an Axisymmetric 2D geometry that can be comparable to the experi-
mental values. The general procedure followed was to first conduct a (2)
simplified 3D simulation with an inlet swirl boundary condition and
flow rates equal to the ones used in the experiments. Similarly, an (3)
Axisymmetric 2D geometry was created with a volume that matched
the experimental confinement. A diagram of the computational domain
is shown in Figure 6.13. It should be obvious that the Axisymmetric 2D
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Figure 6.12: Combustion simulation strategy.
H
Do
Di
Ds
D
O
L
Li
Inlet gas/air mixture
Inlet
air
Outlet Outlet
O
Figure 6.13: Computational domain for combustion simulations. Dimensions
for the simplified 3D geometry: H = 56 mm, D = 488 mm, D0 =
28 mm, Di = 12.8 mm, Ds = 9.2 mm, O = 20 mm, L = 32
mm, Li = 19 mm. Dimensions for the axisymmetric 2D geometry:
H = 56 mm, D = 550 mm, D0 = 28 mm, Di = 12.8 mm, Ds = 9.2
mm, O = 19 mm, L = 32 mm, Li = 19 mm.
geometry does not directly represent the experimental confinement (the
experimental confinement is a cuboid and the Axisymmetric 2D is a
cylinder). However, the aim was to use the 2D geometry for the para-
metric analysis that was conducted in Section 7.1, as it greatly reduced
the computational time needed. To validate the simulation, the wall
temperatures and outlet flue gas temperature were compared between
the simulation results from (2), (3) and the experimental data.
6.2.2 Grid generation
The grids generated for the isothermal simulations (Section 6.1) were
used as a basis to generate the grids shown in this section. No grid sen-
sitivity analysis was deemed necessary as it has been previously shown
that the solutions provided by the isothermal grids are grid-independent
and the main flow and chemistry phenomena take place in the region
encompassed by what was the isothermal geometry. Following, a brief
explanation of what was done in each of the three generated grids is
given.
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(a) Walls (b) Cross section plane inside the flow do-
main
Figure 6.14: The numerical grid.
Unconfined Axisymmetric 2D: the coarse Axisymmetric 2D grid of the
isothermal simulations served as a basis. The flow domain downstream
of the nozzle was extended in order to allow for re-circulation of the
surrounding air.
Confined 3D: the coarse Simplified 3D grid of the isothermal simu-
lations served as a basis. The grid within the region inside the burner
body remained the same. On the region downstream of the nozzle, the
overall grid remained the same up to a radial distance of 2.5 nozzle
diameters. Then, the grid coarsened between a radial distance of 2.5
nozzle diameters and the middle of the confinement. After the middle
of the confinement length, the grid was gradually refined to be able to
successfully resolve the flow behaviour at the outlet.
Confined Axisymmetric 2D: the coarse Axisymmetric 2D grid of the
isothermal simulations served as a basis. The modifications were the
same as the ones made for the Confined 3D grid.
Figure 6.14 shows views of the confined 3D grid.
6.2.3 Boundary conditions
The computational domain and boundaries mentioned in this subsec-
tion are shown in Figure 6.13. For all the simulations in this section
the Realizable κ − e was used for turbulence modelling, the Finite-
Rate/Eddy-Dissipation was used for combustion modelling, and P-1 for
radiation modelling.
For the unconfined cases, the inlet boundary condition was defined
as a mass flow inlet with a flow rate of 0.7005 g/s with mass fractions
of CH4 = 0.1261, O2 = 0.2036, and N2 = 0.6703 which gave an effective
equivalence ratio of 2.47. Inlet velocity components were 0.3511 axial
and 0.9363 tangential which gave an effective swirl number of 2.00 at the
inlet. All reactants entered the computational domain at 300 K. These
are the same conditions used in the PIV combustion experiments from
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Table 6.5: Boundary conditions for the unconfined combustion simulation.
Parameter Value
Mass flow (g/s) 0.7005
CH4 mass fraction 0.1261
O2 mass fraction 0.2036
N2 mass fraction 0.6703
Equivalence ratio 2.47
Axial velocity component 0.3511
Tangential velocity component 0.9363
Inlet swirl 2.00
Section 5.1.5. The outlet pressure boundary condition was set at constant
atmospheric pressure. A summary of the inlet boundary conditions for
each case is shown in Table 6.5.
For the confined cases, the primary inlet was defined as a mass flow
inlet with a flow rate of 0.9047 g/s and mass fractions of CH4 = 0.09751,
O2 = 0.2103, and N2 = 0.6922. The inlet velocity components were
0.3511 axial and 0.9363 tangential which gave an effective swirl number
of 2.00 at the inlet. The secondary inlet was defined as a mass flow inlet
with a flow rate of 0.6125 g/s. The mass fractions were those of pure air,
i.e. mass fractions of O2 = 0.2300 and N2 = 0.7700. The flow entered
the domain in a direction normal to the boundary. The mixture of both
inlets gave an effective equivalence ratio of 1.06. All reactants entered the
computational domain at 300 K. The outlet pressure boundary condition
was set at constant atmospheric pressure. The wall of the confinement
was defined as a thin wall with a thickness of 0.006 m, an external
emissivity of 0.95 and an internal emissivity of 0.95. The temperature of
the fluid and the temperature of the radiation heat-sink surrounding the
computational domain were set at 293 K. The convective heat transfer
coefficient was initially estimated using the methodology described
in Section 3.6.1, but later set at 30 W/m2-K in order to better match
the experimental results and simulation results. The need to increase
the heat transfer coefficient was expected because the methodology in
Section 3.6.1 is for the case of natural convection and the experimental
setup had an extraction hood in place which would have increased
the external air circulation. The walls of the burner were considered
adiabatic. A summary of the inlet boundary conditions for each case is
shown in Table 6.6.
6.2.4 Simulation validation
A comparison between the CFD simulations and the experimental data
can be seen in Figure 6.15. Figure 6.15a shows a good agreement be-
tween experiments and simulations for the axial and radial velocities
at the nozzle outlet. Figure 6.15b shows a temperature plot along the
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Table 6.6: Boundary conditions for the confined combustion simulation.
Parameter Primary inlet Secondary inlet Total
Mass flow (g/s) 0.9047 0.6125 1.5172
CH4 mass fraction 0.09751 - 0.05518
O2 mass fraction 0.2103 0.2300 0.2202
N2 mass fraction 0.6922 0.7700 0.7247
Equivalence ratio 1.85 - 1.06
Axial velocity component 0.3511 1.0000 -
Tangential velocity component 0.9363 0.0000 -
Inlet swirl 2.00 0.00 -
Parameter Wall boundary
Heat transfer coefficient (W/m2-K) 30
Free stream temperature (K) 293
External emissivity 0.95
External radiation temperature (K) 293
Internal emissivity 0.95
Wall thickness (m) 0.006
horizontal centre line of the confinement plate opposite to the nozzle.
It should be noted that the experimental result shows a homogeneous
parabolic profile for the temperature, whereas the CFD simulations show
an over-prediction at the middle section and an under-prediction at the
outermost part of the plate. These over- and under-prediction can be
attributed to the use of a homogeneous value for the natural convec-
tive heat transfer coefficient on the surface of the plate (i.e. the natural
convective flow is the same at any given point of the plate). The real
behaviour of a natural convective air flow has a local heat transfer coeffi-
cient for each section of the plate because of boundary layer separation
[158]. Despite this discrepancy, the overall result shows a good agree-
ment between the experiments and the simulations. This should suffice
for the purpose of the remaining simulations in this thesis; which is, the
optimisation of the flat flame burner and its comparison with a radiant
tube (see Chapter 7).
6.2.5 Observations
Results of velocity magnitude, temperature and reaction rate for the
confined CFD simulation are shown in Figure 6.16. Some opportunities
for improvement were evident with the CFD/experimental confined
geometry. These were mainly related to the secondary axial air injection
system. The axial injection of secondary air cools the central part of the
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Figure 6.15: Comparison between CFD simulations and experimental data.
plate, observe Figure 6.15b and Figure 6.16b. Also, the axial air injection
concentrates the reaction at the centre of the geometry Figure 6.16c. It
would have been preferable for the flame to be spread radially. Variations
in geometry were studied in Section 7.1 to attempt to improve these
observations.
6.2.6 General remarks
The purpose of the previous CFD simulations was to evaluate the ac-
curacy of the chosen approach and the selected turbulence models by
comparing them with the experimental results from Chapter 5. For these,
two grids were created, a 3D grid and a 2D Axisymmetric, taking as a
basis the grids tested for the isothermal simulations. It was found that
the chosen models (Realizable κ − e for turbulence, Finite-Rate/Eddy-
Dissipation for combustion, and P-1 for radiation modelling) and the
applied boundary conditions approximate the experiments with a good
degree of accuracy. Furthermore, opportunities for improved burner
design were identified. The main opportunity is related to the central
axial air injection. This has two downsides; it cools down the central
part of the plate and concentrates the reaction in the central region of
the plate. These will be addressed in the parametric analysis presented
in the next chapter.
6.3 chapter summary
CFD simulations were conducted to replicate the isothermal and combus-
tion experiments presented in the previous chapters. First, isothermal 3D
simulations of the full geometry were carried out using the Realizable
κ − e turbulence model. Then, in order to reduce computation time, the
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(a) Velocity magnitude contours.
(b) Temperature contours.
(c) Reaction rate contours.
Figure 6.16: Confined combustion simulation contours.
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geometry was simplified to a 3D geometry that had the swirl generator
removed (i.e. the inlet started just downstream the geometrical swirl
generator). Subsequently, the dimension of the simulation was reduced
to a 2D axisymmetric simulation. A GCI study was made on each of the
three geometries in order to ensure the solutions obtained were grid-
independent. The results of the geometries were compared between
them. It was found that the simplification of the geometry from 3D
to 2D axisymmetric was acceptable and did not induce a considerable
error since, in the present work, the end goal of the CFD simulations is
to be a tool with which the current burner design can be improved upon
(see Chapter 7). In other words, the focus of the simulations was not on
the accuracy of any individual model but on the overall effectiveness of
the simulation and the comparability between the obtained results.
The validation of the turbulence model was made by testing different
turbulence models using the 2D axisymmetric geometry and comparing
the results with the experimental results from Chapter 4. The tested
turbulence models were: Standard κ− e, Realizable κ− e, SST κ−ω, and
RSM. For each model, the inlet swirl was varied in order to evaluate the
hysteresis behaviour and transition points of the flow. The swirl was first
increased until a change in flow pattern was obtained, once this occurred
the swirl was then gradually decreased. The swirl number at the nozzle
outlet was calculated and compared to the PIV experiments. It was
found that the overall flow pattern of the SST κ−ω and Reynolds Stress
models did not match with the experiments. In addition, these models
greatly over predicted the transition points and the swirl number at the
nozzle outlet. Standard κ − e and Realizable κ − e turbulence models
produced similar transition points between them which were closer to
the experimental results. Thus, the Realizable κ − e model was used
throughout the remaining simulations in this thesis and was chosen
over the Standard κ − e model due to the advantages of the former
regarding modelling flows with strong streamline curvature, vortices,
flow separation, and rotation.
The validation of the combustion model and radiation model was
made in two ways. The first was by comparing the unconfined 2D
axisymmetric simulation results with the experimental combustion PIV
data. The second was by comparing the temperature of the confinement
plate opposite to the nozzle and the temperature of the combustion
gases with the ones measured in the experiments. It was found that
the chosen models (Realizable κ − e for turbulence, Finite-Rate/Eddy-
Dissipation for combustion, and P-1 for radiation modelling) and the
applied boundary conditions approximate the experiments with a good
degree of accuracy.
Finally, opportunities for the improvement of the current burner
design were identified. The main opportunity was related to the central
axial air injection. This had two downsides, it cooled down the central
part of the plate and concentrated the reaction in the central region of
the plate. These will be addressed in the parametric analysis presented
in the next chapter.
7
C F D B U R N E R O P T I M I Z AT I O N , S C A L E - U P, A N D
I M P L E M E N TAT I O N
This chapter covers the results of CFD simulations of the swirl burner.
The objective of the simulations is to identify a burner design that can
produce a homogeneous temperature profile, optimise heat transfer
through the radiant surface, minimise flue gas temperature, minimise
baseplate temperature, reduce emissions and provide a stable Coanda
flame. Once an optimised design is identified, a scaled-up flat flame
burner will be compared to a typical radiant tube burner reported in
the literature. Afterwards, the results of these compared burners will
be used as boundary conditions in the simulation of an electrical steel
annealing furnace. The furnace simulation will serve as a case study
to assess the benefits of using a Coanda flat flame burner instead of
radiant tube burners.
This chapter is structured as follows, the first section, Section 7.1,
shows a parametric analysis done on the laboratory scale burner. Sev-
eral geometric and operating parameters of the burner were varied.
Statistical analysis is made to quantify the significance of each parame-
ter. The optimal configuration is chosen. Then, in Section 7.2 the chosen
burner configuration is scaled-up and its performance is compared with
a radiant tube burner reported in the literature. Finally, Section 7.3
presents a case study of an electrical steel annealing furnace where the
radiant tubes are replaced for the Coanda radiant tube burner proposed
in this thesis.
7.1 identification of parameters for burner optimisation
7.1.1 Simulation strategy
This section presents the results of an analysis conducted on the labora-
tory confined setup in order to optimise its design by making changes
in the geometry and operating conditions. For this goal, Design of Ex-
periments (DOE) techniques were applied to the parametric geometry
CFD study to identify and rank the primary contributors to the heat
transfer of the radiant plate [173–175]. A full factorial experimental
design was chosen. This allowed for the identification of the main effects
and possible two and three-factor interactions. Two sets of experimental
designs were evaluated. The first set consisted of simulations where,
in the same way as in the combustion experiments, the reactants were
partially-premixed and the secondary air was injected axially through
the nozzle central rod. A diagram of the computational domain can be
seen in Figure 7.1a. Four parameters were varied: the nozzle diameter
(D0 = 28 mm and D0 = 24 mm), the secondary inlet position (P = 29
mm and P = 12 mm), the confinement height (H = 56 mm and H = 70
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Figure 7.1: Computational domain for the parametric analysis.
mm), and the air ratio between the premixed and the air inlet (aR = 1.3
and aR = 1.0 where aR = air through annulus inlet/air through secondary inlet). This
resulted in a total number of required simulations of 24 = 16. The sec-
ond set consisted of simulations where the reactants were not premixed.
In this case, the totality of the air went into the domain through the
nozzle annulus and the gas was added through an annulus that was
positioned just downstream the nozzle exit. A diagram of the computa-
tional domain can be seen in Figure 7.1b. Three parameters were varied:
the nozzle diameter (D = 28 mm and D = 24 mm), the bluff body posi-
tion (P = 29 mm and P = 12 mm), and the confinement height (H = 56
mm and H = 70 mm) which give a total number of required simulations
of 23 = 8. A summary of the varied simulation parameters for the two
experimental designs is given in Table 7.1. For both simulation sets, any
geometry parameters that were not varied stayed the same as in Sec-
tion 6.2. The evaluated response parameters for the experimental design
were the radiative heat flux through the plate, the standard deviation of
the plate’s temperature, and the NOx concentration in ppm at the outlet.
All these will allow for the identification of the factors, or combination
of factors, that had the biggest impact on the plate’s heat transfer rate
and its temperature homogeneity. The response variables were fitted to
the model [173]:
y = β+
p
∑
i=1
βixi+
p−1
∑
i=1
p
∑
j=i+1
βijxixj+
p−2
∑
i=1
p−1
∑
j=i+1
p
∑
k=j+1
βijkxixjxk + x1x2x3x4+ ε
where y is the response variable, the β’s are the unknown model coef-
ficients calculated from the experimental data, the x’s are the variables
(factors), ε is a bias error within the CFD code, and p is the number of
variables.
7.1.2 Boundary conditions
The computational domain and boundaries mentioned in this subsection
are shown in Figure 7.1. For all the simulations in this section the
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Table 7.1: Design of experiments for parametric analysis.
Design parameters Unit Level 1 Level 2
Partially-premixed
Nozzle diameter (D0) mm 28 24
Secondary inlet position (P) mm 29 12
Confinement height (H) mm 56 70
Air ratio (aR) - 1.3 1.0
Non-premixed
Nozzle diameter (D0) mm 28 24
Bluff body position (P) mm 29 12
Confinement height (H) mm 56 70
Realizable κ − e turbulence model was used. The boundary conditions
that were used in this section are the same as the ones used in Section 6.2
with some exemptions which will be mentioned.
For the partially-premixed case with aR = 1.3 the primary inlet was
defined as a mass flow inlet with a flow rate of 0.9047 g/s; mass fractions
of CH4 = 0.09751, O2 = 0.2103, and N2 = 0.6922; and a swirl number
of 2.00. The secondary inlet was defined as a mass flow inlet with an air
flow rate of 0.6125 g/s and a flow direction normal to the boundary.
For the partially-premixed case with aR = 1.0 the primary inlet was
defined as a mass flow inlet with a flow rate of 0.8027 g/s; mass fractions
of CH4 = 0.1099, O2 = 0.2047, and N2 = 0.6853; and a swirl number of
2.00. The secondary inlet was defined as a mass flow inlet with an air
flow rate of 0.7145 g/s and a flow direction normal to the boundary.
For the non-premixed case, the primary inlet was defined as a mass
flow inlet with an air flow rate of 2.858 g/s and a swirl number of 2.00.
The secondary inlet was defined as a mass flow inlet with a methane
flow rate of 0.08822 g/s and a flow direction normal to the boundary.
In all cases, the mixture of both inlets gave an effective equivalence
ratio of 1.06. All walls were considered adiabatic with the exemption
of the plate positioned opposite to the inlets, i.e. it is assumed that the
burner is perfectly insulated with the exemption of the radiant plate.
A summary of the inlet boundary conditions for each case is shown in
Table 7.2.
7.1.3 Parametric analysis – 2D axisymmetric
7.1.3.1 Partially-premixed case
The results for the partially-premixed case can be seen in Figure 7.2.
the figure shows the percentage of variability of the selected response
variable that can be uniquely attributed to each factor, or combination
of factors tested. The main factor effects (Figure 7.3) appear to be the
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Table 7.2: Boundary conditions for the parametric analysis.
Parameter Primary inlet Secondary inlet
Partially-premixed with air ratio aR = 1.3
Mass flow (g/s) 0.9047 0.6125
CH4 mass fraction 0.09751 0.0000
O2 mass fraction 0.2103 0.2300
N2 mass fraction 0.6922 0.7700
Partially-premixed with air ratio aR = 1.0
Mass flow (g/s) 0.8027 0.7145
CH4 mass fraction 0.1099 0.0000
O2 mass fraction 0.2047 0.2300
N2 mass fraction 0.6853 0.7700
Non-premixed
Mass flow (g/s) 1.4290 0.08822
CH4 mass fraction 0.0000 1.0000
O2 mass fraction 0.2300 0.0000
N2 mass fraction 0.7700 0.0000
ones that contribute the most to the variation of the response variables
accounting respectively for ∼ 77%, ∼ 87%, and ∼ 62% of the vari-
ability of outward plate radiation, the standard deviation of the plate
temperature, and the concentration of NOx. The greatest contributors
for the variation in outward plate radiation are the nozzle diameter
(D0), the secondary inlet position (P), and the air-ratio (aR); with the
confinement height (H) having a smaller contribution. A decrease in the
nozzle diameter increased the outward plate radiation. A decrease in
outward plate radiation occurred by having the secondary inlet position
closer to the nozzle and an air ratio of 1.0. By looking into the standard
deviation of the radiant plate temperature it can be seen that all main
factors contribute to the variation in an amount ranging from between
∼ 20% and ∼ 30%. The small nozzle diameter (D0 = 28 mm), the large
confinement (H = 70 mm), the secondary inlet position farther away
of the nozzle (P = −29 mm), and having a bigger amount of air in the
premixed inlet (aR = 1.3) leads to the reduction in standard deviation
of the radiant plate temperature which translates into a more homoge-
neous temperature profile at the radiant plate wall. Finally, the main
factors that contribute the most to the variation in NOx emissions are
the secondary inlet position, confinement height, and air ratio. In this
case, the lowest emissions for each factor occur with the secondary inlet
closer to the nozzle (P = −12 mm), the large confinement (H = 70 mm),
and an air ratio of 1.0.
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Figure 7.2: Partially-premixed simulation. Percentage of contribution for each
factor or combination of factors.
Part of the previous observations of the radiation and temperature
of the plate can be attributed to the increase in flow velocity produced
by having a smaller primary inlet nozzle diameter. This increase in
flow velocity would lead to a greater turbulence and mixing rate within
the confinement that, in turn, would produce a better temperature
homogeneity. In addition to this, the increase in outward radiation
and temperature homogeneity produced by having an aR = 1.3 can
be explained by the mixing of the inlet air and the position where the
reaction is occurring. With an aR = 1.0 more air is injected axially
through the secondary inlet, this would cause the reaction to occur near
the centre of the confinement. In contrast, by having an aR = 1.3 the air
goes, alongside the fuel, into the Coanda flow pattern and the heat is
better distributed. The effect in NOx reduction could be explained by
a reduction in local temperature in the central part of the confinement
caused by having an axial injection of cold air by the secondary inlet,
in addition to having a bigger confinement that would increase the
residence time (and thus, heat distribution).
The lines of the interaction plots remain mostly parallel to each other
in the plots corresponding to the response of radiation output (Fig-
ure 7.4a) and standard deviation of temperature (Figure 7.4b). This
indicates that the interaction effect of the varied factors on these two
response variables is low. However, in the NOx concentration plot (Fig-
ure 7.4c) there appears to be an interaction between the nozzle diameter
and the other three factors.
7.1.3.2 Non-premixed case
The results for the non-premixed case can be seen in Figure 7.5, the fig-
ure shows the percentage of variability of the selected response variable
that can be uniquely attributed to each factor (or combination of factors)
tested. All the main factor effects have the same behaviour (Figure 7.6),
this is, factors at a level 1 decrease output radiation, increase the stan-
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Figure 7.3: Partially-premixed simulations. Main effect plots.
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Figure 7.4: Partially-premixed simulations. Main effect and interaction plots.
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dard deviation of temperature at the radiant surface, and increase NOx
concentration of the flue gases at the outlet. The contrary is true for the
factors at a level 2. Of the main factor effects, the bluff body position
(P) is the one that contributes the least to the variation of the response
variables accounting respectively for ∼ 7.2%, ∼ 5.3%, and ∼ 2.5% of the
variability of outward plate radiation, the standard deviation of the plate
temperature, and the concentration of NOx. The confinement has the
greatest impact on the outward radiation and the standard deviation of
the radiant surface temperature. The nozzle size has the biggest impact
on the NOx concentration in the flue gases. Together, the main effects
of the nozzle diameter (D0) and confinement height (H) account for
∼ 80% of the variability in outward radiation, ∼ 86% of the change in
variability deviation of the radiant plate temperature, and ∼ 74% of the
variability of NOx production.
The previous observations can be attributed to the decrease in nozzle
diameter and higher position of the bluff body. Both factors lead to an
increase in the flow speed at the inlet and consequently to an increase
in the turbulence and mixing. This provides a more homogeneous tem-
perature across the confinement volume which, therefore, would reduce
local hot zones and decrease thermal NOx production. In addition to
this, a bigger confinement would allow for a higher residence time that
would tend to also homogenise the temperature. Obviously, there is a
compromise, one cannot increase the volume of the confinement indefi-
nitely because increasing the confinement size will increase the surface
area of the walls. The bigger surface area would, in turn, increase the
heat transfer through the walls and reduce the overall turbulence and
mixing which would be detrimental for the herein proposed application.
The effect of the interaction between factors (Figure 7.7) appears
to be low, with the lines of the interaction plots remaining mostly
parallel to each other. The only exception being the effect the change in
nozzle diameter and confinement height have in the NOx concentration.
The confinement size appears to have a bigger impact on the NOx
concentration with a nozzle diameter of 28 mm changing from ∼ 0.24
to ∼ 0.11 ppm respectively for a confinement size of 56 and 70 mm. The
NOx concentration for the 24 mm nozzle diameter has a smaller change
from ∼ 0.07 to ∼ 0.04 ppm for the same confinement height values.
7.1.3.3 Comparison between both experimental designs
The desired configuration is that which increases the heat flux through
the radiant plate, increases the temperature homogeneity, and reduces
emissions. For the partially-premixed case, the combination of factors
that fulfill these requirements is nozzle diameter D0 = 24 mm, sec-
ondary inlet position P = −29 mm, confinement height H = 70 mm,
and air-ratio aR = 1.3. For the non-premixed case is: nozzle diameter
D0 = 24 mm, bluff body position P = −12 mm, and confinement height
H = 70 mm. Table 7.3 shows the relevant values of the simulation results
for each one of these two cases. Figure 7.8 shows the temperature profile
at the radiant layer. Figure 7.9 shows the contour plots for velocity
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Figure 7.5: Non-premixed simulation. Percentage of contribution for each fac-
tor or combination of factors.
Table 7.3: Comparison of relevant values between selected partially-premixed
case with D0 = 24 mm, P = −29 mm, H = 70, aR = 1.3 and selected
non-premixed case with D0 = 24 mm, P = −12 mm, H = 70 mm.
Parameter Partially-premixed Non-premixed unit
Outlet flue gas temperature 482 498 ◦C
NOxat outlet 1.1527 0.0391 ppm
Radiant plate average temperature 310 309 ◦C
Heat flow -3106 -3116 W
magnitude temperature. In comparison to the partially-premixed case,
the outlet temperature in the non-premixed case is ∼ 3% higher and
the NOx emissions are ∼ 95% lower. The average temperature of the
radiant plate and the heat flow remain the same between the two cases.
However, looking in more detail at the radiant plate temperature profile,
it is possible to see that the non-premixed case has more homogeneous
temperature in the plate surface. There is a ∆T of ∼ 15◦C between
the highest and lowest temperature. In comparison, in the partially-
premixed case, the ∆T is of ∼ 55◦C. The difference in temperatures is
caused by how the reactants are fed into the confinement. As explained
earlier, in the case of the partially-premixed case the supplementary air
is injected axially. This has the following effects: first the central part
of the confinement is cooled by the axial air; then, immediately down-
stream, the reaction takes place in a small region close to the central part
of the domain which rapidly rise the temperature. In the non-premixed
case, the air enters the domain and acquires a Coanda flow pattern. Then
the air mixes with the fuel and starts reacting. Because the reaction is
spread into a bigger area the temperature does not raise as much in the
central part of the confinement. The more homogeneous temperature in
the non-premixed case leads to the observed decrease in NOx emissions.
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Figure 7.6: Non-premixed simulations. Main effects plots.
7.1 identification of parameters for burner optimisation 133
-2900
-2950
-3000
-3050
-3100
24 mm28 mm
-2900
-2950
-3000
-3050
-3100
-12 mm-29 mm
nozzle * bluffbody
nozzle * confinement
nozzle
bluffbody * confinement
bluffbody
-29 mm
-12 mm
bluffbody
56 mm
70 mm
confinement
M
e
a
n
 o
f 
ra
d
ia
ti
o
n
 (
W
)
(a) Interaction plot for plate radiation.
25
20
15
10
5
24 mm28 mm
25
20
15
10
5
-12 mm-29 mm
nozzle * bluffbody
nozzle * confinement
nozzle
bluffbody * confinement
bluffbody
-29 mm
-12 mm
bluffbody
56 mm
70 mm
confinement
M
e
a
n
 o
f 
st
d
D
e
v
 P
la
te
 T
e
m
p
e
ra
tu
re
 (
°C
)
(b) Interaction plot for standard deviation of plate temperature.
0.20
0.15
0.10
0.05
24 mm28 mm
0.20
0.15
0.10
0.05
-12 mm-29 mm
nozzle * bluffbody
nozzle * confinement
nozzle
bluffbody * confinement
bluffbody
-29 mm
-12 mm
bluffbody
56 mm
70 mm
confinement
M
e
a
n
 o
f 
N
O
x
 c
o
n
ce
n
tr
a
ti
o
n
 (
p
p
m
)
(c) Interaction plot for NOx mass flow rate.
Figure 7.7: Non-premixed simulations. Main effect and interaction plots.
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Figure 7.9: Contours of the selected partially-premixed case (top) and the
selected non-premixed case (bottom).
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7.1.4 General remarks
A parametric analysis was conducted on the confined Coanda burner
with the objective of identifying a configuration that increases the heat
flux through the radiant plate, increases the temperature homogeneity,
and reduces emissions. Two overall geometries were evaluated. In the
first one, the reactants were fed into the domain partially-premixed
with an axial injection of supplementary air. In the second geometry,
the reactants were fed into the domain non-premixed with the fuel
injected at an angle immediately downstream the nozzle. The varied
factors were: nozzle diameter (D0 = 28 mm and D0 = 24 mm), sec-
ondary inlet position (P = 29 mm and P = 12 mm), confinement height
(H = 56 mm and H = 70 mm), and the air ratio in the premixed and
air inlet (aR = 1.3 and aR = 1.0). This last one applied only to the
partially-premixed case. Main factors and interaction plots were created.
The best configuration for each case was identified. It was found that,
overall, the partially-premixed configuration is detrimental to the stated
objectives. The non-premixed case provides a much better temperature
homogeneity and NOx reduction.
7.2 scale-up of radiant plate and comparison with radi-
ant tube
7.2.1 Description of radiant tube
The radiant tube burner presented in the papers by Tsioumanis et al.
[176, 177] was used as a reference case for a performance comparison
with the proposed Coanda burner. The radiant tube and boundary
conditions used by the authors will be briefly described. Figure 7.10
shows a diagram of the radiant tube. The tube is of the single-ended
recuperative type. All the metal components in the burner are consid-
ered to be made of Inconel-600 alloy. A ceramic fibre plug is fitted to
the inner tube side that is closest to the combustion zone in order to
protect the burner components in this area. The inlet cold air enters the
combustion chamber through a long annulus. The air flow then reaches
the recuperator section where it is pre-heated by the hot combustion
products and, at the same time, the swirl is applied by a helical coil
swirler in order to accelerate the flow and improve the heat transfer.
At the end of the annular section, the pre-heated air passes through a
step ring which slightly reduces the swirl and homogenises the circum-
ferential flow distribution. The air is then split into a primary (inner)
and secondary (outer) flow by a silicon carbide tube. The primary air
flow mixes with the fuel and is ignited by the pilot burner. The swirling
air-gas mixture then enters the combustion chamber where it expands
and mixes with the secondary air. The combustion products exit the
combustion chamber and flow back through an outer annulus into the
recuperator section.
The authors conducted two CFD simulations: an isothermal and a
reacting flow simulation. Both simulations were validated against exper-
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Figure 7.10: Radiant tube. Key design features, dimensions, and thermocouple
locations [177].
imental data. For the isothermal flow simulation, the air was injected
at the air inlet, flue inlet, and pilot inlet. The CFD velocity profiles were
validated against experimental air flow velocity measurements obtained
by hot-wire probes at two planes of the combustion chamber, 50 mm
and 100 mm, downstream of the nozzle exit. For the reacting flow sim-
ulation, the CFD temperature at specific points (see Figure 7.10) of the
inner tube and recuperator section were compared against experimental
thermocouple measurements.
7.2.2 Description of Coanda flat plate burner
A scaled-up version of the selected non-premixed Coanda burner from
Section 7.1 is shown in Figure 7.11. The burner dimensions were scaled-
up by multiplying its dimensions by a factor of between ∼ 2.0 and ∼ 2.5,
giving a nozzle diameter of D0 = 60 mm, position of the bluff-body of
P = −17 mm, and confinement height of H = 150 mm. The length of
the burner confinement was such that the radiating area was the same
as that of the radiant tube burner, i.e. a value of R = 448 mm, in order
to have a radiating area of ∼ 0.63 m2. Furthermore, a return annulus for
the hot flue gases was added to the burner in order to account for the
recuperator in the radiant tube burner. This added recuperator section
was kept with similar dimensions as the ones of the radiant tube burner.
All the metal components in the burner are considered to be made of
Inconel-600 alloy. A ceramic fibre plug is fitted at the nozzle outlet in
order to protect the burner components in this area from the hot gases
in the combustion zone.
7.2.3 Simulation strategy
The approach taken for these simulations was like the one taken in
the previous chapter (Chapter 6). First, the radiant tube computational
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Figure 7.11: Scaled-up Coanda burner. All dimensions are in mm.
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Table 7.4: Boundary conditions for the isothermal radiant tube simulation.
Inlet Air mass flow rate (g/s) Temperature (K)
Main 7.880 300
Fuel 0.675 300
Pilot 0.363 300
domain was created as a 2D axisymmetric geometry. Then the mod-
els used were validated against the experimental results. To do this,
simulations were conducted for the isothermal and reacting flow cases.
The same boundary conditions that were applied by Tsioumanis et al.
are used. The results are then compared with the ones obtained in the
experiments by the authors.
Once the models are validated against experiments, simulations were
conducted to compare the radiant tube burner with the Coanda flat
flame burner. To do this, first a change was made in the radiant tube
outer wall boundary condition. The authors of the paper used a fixed
temperature boundary condition which would not be useful for a com-
parison with the Coanda flat plate burner because one of the objectives
is to compare the radiant and convective heat transfer profile between
the two burners. Instead, the previously used value for the convective
heat transfer coefficient of 30 W/m2-K (see Section 6.2) is set for the
comparison. A simulation of the radiant tube is carried out with this
change in the boundary condition. Finally, a simulation of the proposed
Coanda flat plate burner is made. The total air flow rate, fuel flow rate
and wall boundary conditions were kept the same between the Coanda
burner and the radiant tube burner.
7.2.4 Boundary conditions
For all the simulations in this section the Realizable κ − e turbulence
model was used.
For the radiant tube, isothermal simulations air was used as a working
fluid. The main inlet air flow rate was set at 7.880 g/s, the fuel inlet air
flow was set at 0.675 g/s, and the pilot air flow inlet was set at 0.363 g/s.
The temperature for all inlets was 300 K. The outlet pressure boundary
condition was set at constant atmospheric pressure. A summary of the
settings is shown in Table 7.4.
The boundary conditions for the radiant tube with combustion are
shown in Table 7.5. As mentioned earlier, the inlet flow boundary
conditions are the same for the simulation used for the validation of
the radiant tube and the simulation used for the comparison with the
Coanda burner. The boundary conditions are an air flow rate of 8.906 g/s
through the air inlet a methane flow rate of 0.494 g/s through the fuel
inlet, and a flow rate of 0.339 g/s with a mass fractions of CH4 = 0.05540,
O2 = 0.2172, and N2 = 0.7273 through the pilot inlet. The wall boundary
conditions for the outer tube differ between the two simulations. The
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simulation used for validation has a fixed wall temperature of 1248 K.
The simulation used for comparison has a mixed convection-radiation
wall boundary condition with a heat transfer coefficient of 30 W/m2-K,
free stream and radiation temperature of 1073 K, internal emissivity of
0.8 and external emissivity of 0.8. All the other walls of the radiant tube
were considered adiabatic.
The Coanda flat plate burner boundary conditions are shown in
Table 7.5. The total air and fuel flow rates were kept the same as the
radiant tube burner. However, in the case of the Coanda burner, the air
and fuel corresponding to the pilot inlet were split between the main
air inlet and fuel inlet. This gave a mass flow rate at the air inlet of
9.227 g/s and a methane flow rate of 0.513 g/s at the fuel inlet. The wall
boundary conditions for the radiant plate were kept the same as the
conditions for the outer tube of radiant tube burner with a heat transfer
coefficient of 30 W/m2-K, free stream and radiation temperature of 1073
K, internal emissivity of 0.8 and external emissivity of 0.8. As before, all
the remaining walls were considered adiabatic.
Several different materials are used in the simulations presented in
this section. Inconel-600 alloy is used for all the metal components of
the burners, silicon carbide for the tube that splits the air flow in the
radiant tube burner, and ceramic fibre in the combustion zone. The
physical and thermal property values of the materials are taken either
as a constant or as a temperature-dependent polynomial with the form
of a + bT + cT2 + dT3 + eT4. The polynomial coefficients are shown in
Table 7.6.
7.2.5 Burner comparison
7.2.5.1 Radiant tube validation of the 2D model
A comparison between the CFD simulations and the experimental data
acquired by Tsioumanis et al. can be seen in Figure 7.12. Figure 7.12a
and Figure 7.12b show a good agreement between experiments and
simulations for axial, radial and tangential velocities at the two planes
of the combustion chamber. Figure 7.12c also shows a good agreement
for the temperature of the inner tube. From this, it is possible to say that
the simplification to a 2D geometry does not yield much error and that
the used models are within a reasonable degree of accuracy.
7.2.5.2 Comparison of Coanda flat plate burner vs radiant tube
A comparison between the temperature contours of the CFD simulation
results of the radiant tube burner and the Coanda flat plate burner can
be seen in Figure 7.13. Table 7.7 shows relevant physical dimensions
and temperatures at relevant locations of the radiant tube burner and
the Coanda flat plate burner. Both burners produce the same average
temperature of ∼ 885◦C at their respective radiating outer surface.
This is expected, as both have the same radiating surface area and
boundary conditions. However, the convective and radiative heat flux
differ between both cases. The radiant tube had a total heat flux of
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Table 7.5: Boundary conditions for the reacting radiant tube simulation.
Parameter Air inlet Fuel inlet Pilot inlet
Radiant tube burner
Mass flow rate (g/s) 8.906 0.494 0.339
CH4 mass fraction - 1.0000 0.0554
O2 mass fraction 0.2300 - 0.2173
N2 mass fraction 0.7700 - 0.7273
Temperature (K) 300 300 300
Coanda flat plate burner
Mass flow rate (g/s) 9.227 0.513 -
CH4 mass fraction - 1.0000 -
O2 mass fraction 0.2300 - -
N2 mass fraction 0.7700 - -
Temperature (K) 700 300 -
Wall boundary
validation comparison
Heat transfer coefficient (W/m2-K) - 30
Free stream temperature (K) - 1073
External emissivity - 0.8
External radiation temperature (K) - 1073
Internal emissivity 0.8 0.8
Wall temperature (K) 1248 -
Wall thickness (m) 0.003 0.003
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Figure 7.12: Comparison between experimental data and CFD simulations of
the radiant tube burner.
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−28, 041 W/m2 and the Coanda flat plate burner had a total heat flux
of −23, 325 W/m2.
The difference in the heat flux can be explained by looking at the
variation of the temperature profile at the radiating boundary wall
of both burners (Figure 7.14). The radiant tube burner has a ∆T of
86◦C between the minimum temperature (∼ 832◦C) and maximum
temperature (∼ 918◦C) at the outer tube wall. The temperature is greater
in the side of the tube closer to the flame (i.e. close to the nozzle).
The standard deviation of the temperature is 24.01◦C. The Coanda
flat plate burner presents a more homogeneous profile having a ∆T
of 6◦C between the minimum temperature (∼ 883◦C) and maximum
temperature (∼ 886◦C) at the outer plate wall, and a standard deviation
of 0.99◦C. The increased homogeneity for the Coanda plate burner is
attributed to two related factors. The spread of the flame by the Coanda
effect allows for an increased radiating surface area and the flame
radiates directly to the radiant plate surface which has a bigger surface
area than the inner tube of the radiant tube burner. In contrast, in the
radiant tube burner, the temperature is concentrated in a smaller volume
due to the need of having an inner tube and because of the overall
geometry of the tube. The difference between the outward radiation of
the two burners can be seen in Figure 7.13.
The better temperature homogeneity of the Coanda burner is not the
only improvement. The NOx production in the Coanda flat plate burner
is almost 18 times lower than the one of the radiant tube burner. The
difference in NOx production between the two burners is attributed to
the difference in volumetric temperatures between them. As mentioned
before, the temperature in the radiant tube is concentrated in a smaller
area, the average temperature in the combustion zone of the radiant
tube is ∼ 1492◦C with a peak temperature of 2103◦C. In comparison,
the average temperature in the combustion zone of the Coanda flat plate
burner is ∼ 1048◦C with a peak temperature of 2033◦C. The previously
mentioned factors that contributed to the increase in temperature ho-
mogeneity in the radiant plate burner also contribute to the decrease
in temperature in the combustion zone and reduction in thermal NOx
production. An additional factor also benefits this, the nature of the
Coanda flow produces a re-circulation of the “cold” combustion gases
towards the flame zone which further cools the area down.
7.2.5.3 Design considerations for the Coanda flat plate burner
Some design considerations need to be considered once the physical
device is built. The applied swirl needs to be close to the burner nozzle
to avoid a reduction in the swirl velocity and be able to maintain a
stable Coanda flame. Additionally, due to the nature of the Coanda
flame, care must be taken with the burner components that are close
to the flame. Figure 7.15a shows temperature contours for the burner
walls near the ignition zone and Figure 7.15a shows the temperature
plot at the radial position of the base plate. The base plate reaches a
maximum temperature of ∼ 965◦C and has an average temperature of
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Figure 7.13: Temperature contours of radiant tube burner and Coanda flat plate
burner.
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Figure 7.14: Temperature and total heat flux of radiant tube burner (blue) and
Coanda flat plate burner (red) at outer wall radiating surface.
Table 7.7: Relevant physical dimensions and temperature at relevant locations
of radiant tube burner and Coanda flat plate burner.
Radiant tube Coanda flat plate burner Unit
Radiating area and heat flux
Radiating area 0.63 0.63 m2
Heat flux −28041 −23325 W/m2
Temperatures at radiating surface
Average 885 885 ◦C
Maximum 918 886 ◦C
Minimum 832 883 ◦C
Standard Deviation 24.01 0.99 ◦C
Gas temperature at specific locations
Inlet 27 57 ◦C
Outlet 714 898 ◦C
Pre-ignition 390 593
Temperatures at combustion zone
Volume 0.0113 0.0947 m3
Average 1492 1048 ◦C
Maximum 2103 2033 ◦C
Emissions
NOx at outlet 677 37 ppm
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(a) Temperature contours at nozzle exit.
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Figure 7.15: Coanda burner base plate wall temperatures.
∼ 950◦C. The materials to be chosen for the burner need to consider
these operating temperatures. Another factor that must be considered is
the thermal expansion of the materials which was not taken into account
in the present simulations.
7.2.6 General remarks
A comparison between the proposed Coanda flat plate burner and a
radiant tube was done via CFD simulations. Both devices had the same
radiating surface area, thermal boundary conditions, and amount of fuel.
It was found that both devices had an average boundary temperature at
the radiant wall of ∼ 885◦C. The radiant tube had a higher total heat
flux of −28, 041 W/m2 compared to the Coanda burner with −23, 325
W/m2. However, the radiant tube had a higher variation in temperature
across the length of the tube with a minimum temperature of ∼ 832◦C,
a maximum temperature ∼ 918◦C, and a standard deviation of 24.01◦C.
This could potentially lead to non-homogeneous heating of the load
while in operation. In comparison, the Coanda flat plate burner had a
much more homogeneous temperature profile across the radiant plate
with a minimum temperature of ∼ 883◦C, a maximum temperature
∼ 886◦C, and a standard deviation of 0.99◦C. Regarding NOx emissions,
the Coanda flat plate burner had almost 18 times lower emission than
those of the radiant tube. This was mainly because of the much higher
temperatures in the radiant tube combustion zone which had an average
temperature ∼ 1492◦C with a peak temperature of 2103◦C. In contrast,
the Coanda flat plate burner had an average temperature of ∼ 1048◦C in
the combustion zone with a peak temperature of 2033◦C. This highlights
the potential of the Coanda burner of reducing emissions and providing
a more homogeneous temperature.
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Table 7.8: Operating conditions of the annealing furnace at Cogent Power.
Zone 1 2 3 4 5 Total
Heating power (kW) 490 490 665 665 420 2730
Length (m) 3.0 4.0 5.8 5.8 5.2 23.8
No. RT 14 14 19 19 12 78
No. RT top 8 8 10 9 6 41
No. RT bottom 6 6 9 10 6 37
Volume (m3) 6.1 7.9 11.5 11.5 10.3 47.3
Zone temperature (◦C) 840 850 880 880 880 -
7.3 case study – electrical steel annealing furnace
7.3.1 Overview of the current process
As described in Section 2.5.2 one of the steps in the production of
electrical steel is the continuous annealing and decarburisation process.
The process needs to be carried out in a reducing atmosphere of wet
H2/N2 mixture. As previously described in Section 2.5.4, the final
quality of the electrical steel product is greatly determined by the initial
heating rate of the electrical steel strip. A higher heating rate leads to
better product quality.
The furnace analysed here is based on an actual furnace that was in
operation at TATA Steel’s Cogent Power site in Newport, United King-
dom. A detailed description of the furnace was made in Section 2.5.3, a
brief recapitulation is made here. For temperature control purposes, the
furnace is divided into 18 different zones. The first 5 zones have radiant
tubes that are gas heated and the remaining 13 zones are electrically
heated. The present work will only focus on the simulating the first 5
gas heated zones, the operating conditions and configuration for each of
these zones are shown in Table 7.8. The current furnace consumes 2730
kW and has an average heating rate of ∼ 27◦C/s in its first 5 zones.
7.3.2 Simulation strategy
Tubing space constraints and the risk of the radiant tubes radiating heat
to each other and produce hotspots that might damage them, make it
impossible to simply add more tubes to the furnace in order to increase
the heating rate of the electrical steel plate. It was expected that by using
the proposed Coanda flat plate burner, the heating rate would increase
mainly due to an increase in the overall radiating surface and by a
decrease in the total furnace volume. Thus, the aim of the present work
is not to provide a detailed simulation of the decarburisation process
or the physical changes that occur in the electrical steel strip during
the annealing. Instead, the present work will focus on the potential im-
provements that could result from changing the radiant tube burners for
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the proposed Coanda flat plate burner. In particular, the improvement
in the heating rate of the electrical steel strip, the reduction in furnace
length and volume, the reduction in NOx emissions, and a reduction
in energy consumption. For this propose, three 2D geometries were
created to conduct CFD simulations: (1) the current state of the furnace
with the radiant tubes, (2) a radiant plate replacing the radiant tubes at
their current position, (3) a radiant plate at half the current distance of
the radiant tubes. Figure 7.16 shows the three computational domains
for the simulations, where the hot radiant surfaces are coloured red,
the furnace walls in black, and the electrical steel plate in blue. It was
assumed that no chemical reactions take place inside the furnace.
7.3.3 Boundary conditions
Table 7.9 shows a summary of the boundary conditions applied to each
one of the three simulations. A reference depth for the 2D domain of
1.467 meters was used. The reducing atmosphere inside the furnace
was composed of a wet mixture of 75% H2- 25% N2 with a dew point
of ∼ 65◦C which gave an effective mixture of 60% H2 - 20% N2 - 20%
H2O. The Weighted Sum of Gray Gases (WSGG) model [181] was used
to describe the emissivity and absorption of radiation from the H2 -
N2 - H2O mixture. The reducing atmosphere gas mixture entered the
domain alongside the electrical steel plate at a mass flux of 0.60 kg/m2s
and a temperature of 207◦C. The temperature of the radiant tubes and
of the Coanda flat plate burners were kept constant at a value equal
to the temperature obtained in Section 7.2 (∼ 885◦C). Emissivities of
the hot radiant surfaces were set at a value of 0.8. The furnace wall
was modelled as a thin wall and was assumed be made of insulating
firebrick with a thickness of 0.4 m, a density of 432.7 kg/m3 [182],
specific heat of 960 J/kg-K [183], thermal conductivity of 0.3548 W/m-K
[182], and emissivity of 0.6 [184]. The electrical steel strip was modelled
as a moving thin wall using the (Multi Reference Frame (MRF)) model
available in Fluent with a specific velocity of 0.833 m/s in order to avoid
the need of a dynamic mesh or a complex movement algorithm [185,
186]. This resulted in a strip mass flow rate through the furnace similar
to the real value. The properties for the electrical steel were set as having
a thickness of 0.3 mm, a density of 7650 kg/m3, specific heat of 600
J/kg-K, thermal conductivity of 28 W/m-K, and emissivity of 0.3 [187].
7.3.4 Furnace comparison
The heating rate of the three furnace configurations was compared, the
results are shown in Figure 7.17. Table 7.10 shows the distance and time
it took for each case to reach a temperature of ∼ 770◦ alongside the
average heating rate, the total energy input, and heat flux. The current
configuration with radiant tube burners took a total of 31.3 seconds
to reach the target temperature and had an average heating rate of
∼ 25◦C/s. The heating rate value is close to the one of the real furnace
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Figure 7.16: Computational domain for the furnace simulation. Dimensions
are in meters.
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Table 7.9: Boundary conditions, physical properties and thermal properties for
the furnace simulation.
Tubes Plates (farther) Plates (closer)
Furnace dimensions
Radiant surface (m2) 54.76 72.06 72.06
Volume (m3) 48.65 29.69 14.84
Reference depth (m) 1.467
Inlet conditions
Inlet flow (kg/s) 1.196 0.682 0.341
Inlet temperature (◦C) 207
Composition (volume %) 60% H2 - 20% N2 - 20% H2O
Radiant surface characteristics
Radiant surfaces temperature (◦C) 885
Emissivity 0.8
Furnace wall characteristics
Wall thickness (m) 0.4
Density (kg/m3) 432.7
Specific heat (J/kg-K) 960
Thermal conductivity (W/m-K) 0.3548
Electrical steel characteristics
Strip speed (m/s) 0.833
Strip thickness (mm) 0.3
Density (kg/m3) 7650
Specific heat (J/kg-K) 600
Thermal conductivity (W/m-K) 28
Emissivity 0.3
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Figure 7.17: Heating rate for different furnace configurations.
at Cogent Power with a value of ∼ 27◦C/s. Both radiant plate cases
performed better than the radiant tubes. The case with the radiant plates
farther apart from the electrical steel strip took 12.4 seconds and had
an average heating rate of ∼ 62◦C/s, while the case with the plates
closer to the electrical steel strip took 7.9 seconds and had an average
heating rate of ∼ 97◦C/s. These results translate into an increase in the
heating rate of 148% and 288% and a decrease in heating time of 60.4%
and 74.8%, respectively for the two previously mentioned radiant plates
cases. In addition to the probable increase in product quality due to
the increased heating rate, these results suggest that the length of the
furnace could potentially be reduced.
The energy input for the case with the radiant tubes is the highest of
the three cases with an energy input provided by the radiant tubes of
3098 kW. This value was close to the one of the real furnace at Cogent
Power with a value of 2730 kW. The radiant plate cases performed better
than the radiant tubes with an energy input of 1974 kW (decrease of
36.3%) and 1110 kW (decrease of 64.2%) respectively for the case with
plates farther apart and the case with the plates closer to the electrical
steel strip. The reason for this is in part because of the decreased mass
flow at the inlet due to the decrease in furnace volume. It should be
noted that the values provided here are just estimates and are used solely
as an initial approximation to assess the potential of the proposed burner.
A more complex simulation that coupled the combustion simulation
of the Coanda burner with the furnace heating simulation would be
required. However, such a simulation could be very computationally
expensive.
7.3.5 General remarks
A comparison between three furnaces configurations was made via CFD
simulations. The simulated cases were (1) the current state of the furnace
with the radiant tubes, (2) a radiant plate replacing the radiant tubes
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Table 7.10: Time and distance required to reach a temperature of ∼ 770◦,
average heating rate, total energy input, and heat flux for each
furnace configuration.
length
(m)
time (s) heating
rate
(◦C/s)
energy
input
(kW)
heating
area
(m2)
heat
flux
(kW/m2)
Tube 26.1 31.3 25 3098 54.8 56.6
Plate
(farther)
10.3 12.4 62 1974 72.1 27.4
Plate
(closer)
6.6 7.9 97 1110 72.1 15.4
at their current position, (3) a radiant plate at half the current distance
of the radiant tubes. A constant temperature of ∼ 885◦C was set as a
wall boundary condition at the hot radiant tubes/plates. A gas mixture
of 60% H2 - 20% N2 - 20% H2O with a mass flux of 12 kg/m2s and a
temperature of 207◦C was set as an inlet boundary condition for the
furnace. The electrical steel strip was modelled as a moving thin wall
with a velocity of 0.833 m/s. The increase in the temperature of the strip
through the furnace was compared between the three cases. The furnace
with the radiant tube configuration performed the worst by having an
average heating rate of ∼ 25◦C/s, taking 31.3 seconds to reach the final
temperature of ∼ 770◦ and requiring an energy input of 3098 kW. These
values are close to those of the real furnace at a value of ∼ 27◦C/s
and 2730 kW. The furnace with the radiant plates farther apart from
the electrical steel strip performed the second best with a heating rate
of ∼ 62◦C/s, taking 12.4 seconds to reach a temperature of ∼ 770◦C
and requiring an energy input of 1974 kW. The best performance was
the case with the radiant plate closer to the electrical steel strip with a
heating rate of ∼ 97◦C/s, taking 7.9 seconds to reach a temperature of
∼ 770◦C and requiring an energy input of 1110 kW. This means that,
compared to the radiant tube case, the radiant plate cases respectively
had an increase in the heating rate of 148% and 288%, a decrease in
heating time of 60.4% and 74.8%, and decrease in energy input of 36.3%
and 64.2%. These results suggest that an increased furnace performance
can be achieved by substituting the radiant tube burners for Coanda
radiant plate burners.
7.4 chapter summary
A parametric analysis of the Coanda burner was made using CFD simu-
lations with the objective of identifying a configuration that increased
the heat flux through the radiant plate, increased the temperature ho-
mogeneity, and reduced emissions. For this purpose, the factors that
were varied were: partially-premixed or non-premixed, nozzle diameter
(D0 = 28 mm and D0 = 24 mm), secondary inlet position (P = 29 mm
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and P = 12 mm), confinement height (H = 56 mm and H = 70 mm),
and the air ratio in the premixed and air inlet (aR = 1.3 and aR = 1.0
- only applicable to the partially-premixed case). The best configura-
tion for the partially-premixed and non-premixed cases was identified
and compared between them. It was found that, overall, the partially-
premixed configuration was detrimental for the stated objectives and the
non-premixed case provided a much better temperature homogeneity
and NOx reduction. The best configuration for the non-premixed case
was that with the smaller nozzle diameter, bluff body at the position
closer to the nozzle outlet, and bigger confinement height.
The best burner configuration that was identified in the parametric
analysis was scaled-up by multiplying its dimensions by a factor of
between ∼ 2.0 and ∼ 2.5. This scaled-up burner was then compared
via CFD simulations with a radiant tube burner. Both devices had the
same radiating surface area, thermal boundary conditions, and amount
of fuel. The results showed that both devices had an average boundary
temperature at the radiant wall of ∼ 885◦C. The radiant tube burner had
a total heat flux of −28041 W/m2, a minimum radiant tube temperature
of ∼ 832◦C, a maximum radiant tube temperature ∼ 918◦C, and a stan-
dard deviation of 24.01◦C. In contrast, the Coanda burner had a lower
total heat flux of −23325 W/m2 but a better temperature homogeneity
across the radiant surface boundary with minimum temperature of
∼ 883◦C, a maximum temperature ∼ 886◦C, and a standard deviation
of 0.99◦C. The Coanda flat plate burner had NOx emissions 18 times
lower than those of the radiant tube burner, mainly due to the much
higher temperatures in the radiant tube combustion zone which had an
average temperature ∼ 1492◦C with a peak temperature of 2103◦C. In
comparison, the Coanda flat plate burner had an average temperature of
∼ 1048◦C in the combustion zone with a peak temperature of 2033◦C.
Finally, a comparison between different furnaces was made by taking
the results from the burner scale-up comparison as input boundary
conditions. For this, three cases were considered (1) the current state
of the furnace with the radiant tubes, (2) a radiant plate replacing the
radiant tubes at their current position, (3) a radiant plate at a distance
of half the current distance of the radiant tubes. The same boundary
conditions were used for the three cases: ∼ 885◦C as wall temperature
for the hot radiant tubes/plates, mass flux inlet of 12 kg/m2s with a gas
mixture composition 60% H2 - 20% N2 - 20% H2O and a temperature of
207◦C. The electrical steel strip was modelled as a moving thin wall with
a velocity of 0.833 m/s. The heating rate, time to reach a temperature of
∼ 770◦, and required energy input at the hot surfaces were compared
between the three cases. The furnace with the radiant tube configuration
had an average heating rate of ∼ 25◦C/s, taking 31.3 seconds to reach
the target temperature and requiring an input of 3098 kW. These values
are close to those from the real furnace at a value of ∼ 27◦C/s and 2730
kW. The case with the radiant plates farther apart from the strip had
an average heating rate of ∼ 62◦C/s, taking 12.4 seconds to reach the
target temperature and requiring an input of 1974 kW. The case with the
radiant plate closer to the strip had an average heating rate of ∼ 97◦C/s,
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taking 7.9 seconds to reach the final temperature and requiring an input
of 1110 kW. Thus, compared to the radiant tube case, the radiant plate
cases respectively had an increase in the heating rate of 148% and 288%,
a decrease in heating time of 60.4% and 74.8%, and decrease in energy
input of 36.3% and 64.2%.
These results suggest that substituting the radiant tube burners for
Coanda radiant plate burners could potentially reduce the energy con-
sumption of the furnace, decrease the heating time, decrease the NOx
emissions, and improve the product quality of the electrical steel strip
by providing a faster and more homogeneous heating rate.
8
D I S C U S S I O N
The present investigation was initially motivated by the requirement of
the electrical steel industry to develop a technology that could increase
the heating rate of the electrical steel strip to ∼ 100◦C/s during the
primary recrystallization annealing. To achieve the required heating
rate, the Coanda flat flame burner was proposed. In addition to the
increased heating rate, some other benefits were expected from this
development. These were a decrease in emissions, fuel consumption and
furnace volume. Additionally, in the case of electrical steel, an increase
in heating rate would also lead to an improvement in the magnetic
properties. The proposed technology should not be solely considered
for the heating of the electrical steel strip, any application that involves
the heating of long flat surfaces could benefit from this development.
To develop the Coanda burner some interim objectives needed to
be accomplished. The fluid mechanics behind the onset of the Coanda
flow and their dependency on the burner geometry, confinement geom-
etry and flow conditions needed to be understood. Also, the initially
proposed burner needed to be optimised. Finally, an assessment of
the benefits of using this burner instead of the typically used radiant
tube was required in order to ensure the viability of the proposed tech-
nology. In this chapter, a summary of the results and a comparison
with the available literature will be made. Each section of this chapter
corresponds to one of the chapters of this thesis. The final section sum-
marises the factors that need to considered for the development of the
proposed Coanda burner and the expected benefits it would produce in
the application that motivated this thesis.
8.1 isothermal experiments
Two different flow patterns were identified during the isothermal exper-
iments. The observed flow patterns could be obtained under the same
geometry and flow conditions. The first flow pattern was an OJF which
consisted of a vertical jet core with a CRZ. The second flow pattern was
a CoJF which consisted of a radial wall attached jet core with a down-
ward velocity profile at the centre of the nozzle. For the CoJF pattern, a
higher deflection of the jet towards the base plate was observed with
increased flow rate. It is theorised that the increased jet inclination is
related to a stronger attachment of the jet core to the flat plate by a
vortical structure in the outer shear layer of the jet. These flow patterns
have been previously observed by some researchers. Vanierschot and
Van den Bulck [88] reported four different flow patterns with hysteresis.
The flow patterns transitioned between them by a change in the applied
swirl. The obtained flow patterns were CJF, OJF-LS, OJF-HS, and CoJF. In
the present work, the CJF and one of the OJF flow patterns were not
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obtained. It was expected not to be able to obtain the CJF because it is
only possible at a low applied swirl. Due to the difference in geometries,
the question remained of whether two OJF patterns were possible with
the nozzle configuration used in this work. It was not possible to answer
this question because no variable swirl control was available during the
experiments.
A temporal power spectrum analysis was made for the different flow
rates that were studied. It was found that the Strouhal number and
frequency of the OJF and CoJF increased linearly with respect to the flow
rate. Additionally, the CoJF showed an increase in Strouhal number of
∼ 8.5% with respect to the OJF. This observation was consistent across all
the tested flow rates. The observed frequency is related to the precessing
motion of the PVC. The linear increase in frequency with increased flow
rate can be explained by the study made by Frederick et al. [188]. The
authors showed that the PVC frequency increased with an increase in
the applied swirl. In the present work, because the swirl generator had
fixed vanes, any increase in flow rate would produce an increase in
swirl number. However, because the swirl number upstream the nozzle
exit should be the same between the two flow patterns, it is argued that
the increase in Strouhal number and frequency in the CoJF with respect
to the OJF is a consequence of the flow stagnation with the base plate.
The precessing and turbulence components of the flow were identi-
fied via POD. Snapshots of the OJF and CoJF were reconstructed using
the first two POD modes. The reconstructed flows were subsequently
phase averaged. Swirl strength values were calculated for each phase
averaged flow field. Coherent structures were then visualised by pro-
jecting the flow fields into a 3D space with the appropriate angular
spacing between them. The flow fields in the 3D space were then in-
terpolated. Two helical vortices were found in both the OJF and CoJF.
These helical structures are related to the PVC. In the CoJF these vortices
had been previously mentioned in the literature. Vanoverberghe et al.
[87] mentioned the existence of the vortex trapped between the jet core
of the CoJF and the base plate. By doing a balance of forces in the jet
core, the authors suggested that the low-pressure region generated by
this vortex is responsible for attaching and stabilising the CoJF to the
base plate. Singh and Ramamurthi [94] made a similar observation. In
the present work, the precessing characteristics and their effect in the
instantaneous flow behaviour were described. The precessing motion of
the PVC continuously detaches and reattaches the flow jet to the base
plate.
The effect of the position of the base plate with respect to the nozzle
was investigated. When the base plate was aligned to the nozzle exit
it was possible to obtain the CoJF irrespective of the nozzle opening
angle. As the base plate was further apart from the nozzle, the flow
had the possibility of being in an OJF or a CoJF. If the distance was
further increased, only the OJF was obtainable. A general observation
derived from the results of these experiments was that, for the CoJF
close to transition, it is necessary that the flow remains in contact with
the nozzle. A combination of shear and low pressure can support the
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coherent structures required for the existence of the CoJF. These results
highlight the importance of the adequate design of the burner geometry
in order to have a stable CoJF.
8.2 combustion experiments
8.2.1 Unconfined experiments
Different flow patterns were identified during the combustion experi-
ments. These were a stable nozzle attached flame, a lifted flame, and
a wall attached Coanda flame. Transition flame states between these
flow patterns with a change in flow rate and equivalence ratio were also
identified. The observed flames coincide with the flames reported by
Vanoverberghe et al. [81] under the names NSF, SSF and CSF. Some simi-
larities and discrepancies in the results are worth pointing out. Some
of the flames reported by Vanoverberghe et al. were not obtained in
the present work (see Figure 2.8 in Section 2.3.3). These were the BSF
and the PJF. The BSF is simply an effect of the combination of blow-off
and flame stabilisation at the confinement outlet. The flame pattern
identification in this work was done without a confinement which made
impossible to obtain this flame. The PJF might have been a unique result
that was dependent on the nozzle geometry used by Vanoverberghe
et al. However, it is impossible to make further discussion on why this
flame was not obtained in the burner studied in this work because
Vanoverberghe et al. does not go into the detail of the mechanisms that
produce the PJF. Another difference from the work of Vanoverberghe
et al. is that in the experiments reported in this thesis, the SSF and CSF
where obtained under the same flow conditions. Also, in certain limited
cases, it was also possible to obtain an NSF and a CSF under the same
conditions. In the experiments by Vanoverberghe et al. the NSF and CSF
could not exist using the same flow conditions.
Another finding of the present work was the existence of the Coanda
flashback state. It was seen that with an increase in the inlet air (i.e.
decrease in equivalence ratio) the flame length decreased. The increase
in flame length can be attributed to a combination of factors. First,
the increased mass flow produced an increase in the effective swirl.
Then, the increase in swirl pulled the reactants closer to the nozzle.
Additionally, because of the fuel-rich equivalence ratios used in the
experiments, the increased air allowed for a faster consumption of the
reactants and avoided the need to mix additional ambient air. What
made evident these observations, was the fact that with an increased
air flow the base plate got much hotter just at the exit of the nozzle.
Kwark et al. [97] also reported on the changes in the flame length and
temperature with a change in the applied swirl. The authors mentioned
that with an increase of the applied swirl the flame became wider
and the temperature in the region close to the nozzle exit decreased.
However, the experimental results and observations in this thesis do not
completely agree with the results shown by Kwark et al. An increase
in swirl would initially push the flame further outwards the nozzle.
158 discussion
However, a point would be reached where the flashback propensity will
increase and the flame will start to get closer to the nozzle exit. Results
by Singh and Ramamurthi [94] seem to confirm this observation. Using
an isothermal flow, the authors observed that the recirculation bubble
between the Coanda jet and the base plate got closer to the nozzle with
an increase in flow rate at a fixed swirl number.
A novel contribution of the present work is the observation that the
equivalence ratio affects the flow pattern. Previous research had focused
on using a single flow rate. While it is true that most of the industrial
applications would only use a single equivalence ratio (usually a lean
flame with an excess of air of about 5%), the observation remains
relevant because the flame state could be impacted by drops in pressure
from either the gas flow or the air flow changing the instantaneous
equivalence ratio. Due to hysteresis present in the flow, such changes
in equivalence ratio might leave the flame in an undesired state. A
further contribution of the present work was the finding that the nozzle
diameter has a significant impact on the onset of the Coanda effect. Too
big of a diameter reduces the effective region where the Coanda effect
can be obtained. Too small of a diameter increased the propensity of the
Coanda flashback.
A limitation of the present study should be pointed out here. The
experimental device that was used had a swirl generator with a fixed
swirl number. This means that a change in the mass flow rate would
lead to a change in the effective swirl number. Thus, with the current
experimental setup, it was impossible to completely differentiate the
effect that a change in flow rate, change in the swirl, change in noz-
zle diameter, and change in equivalence ratio would have had in the
flame flow pattern. Additionally, the flame flow pattern experiments
were carried out without a confinement, so the observed equivalence
ratio is not entirely accurate. Further experiments should remedy these
limitations by measuring the flow velocity components in order to be
able to calculate the actual swirl number of the flow. A variable swirl
generator should also be used in order to capture the dynamic effect a
change in the applied swirl can have in the flow pattern.
8.2.2 Confined experiments
One of the main questions that the confined experiments aimed to an-
swer was the feasibility of having a Coanda flame inside a confinement.
Due to the nature of the flow pattern, the Coanda effect requires a low-
pressure zone above the flat flame. The obtained results successfully
answer one of the initial questions that motivated this investigation.
This is, the Coanda flame can indeed exist within a confinement with a
relatively low height. Additionally, Vanoverberghe et al. [87] had sug-
gested that the confinement walls play an important role in the stability
of the Coanda effect by the creation of an ERZ in the corner of the con-
finement. The authors noted that with a confinement length longer than
400 mm the Coanda flame became unstable. The present work shows
different results. The confinement used here produces the Coanda effect
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with a slightly longer confinement length of 488 mm. Additionally, the
confinement had the combustion gases outlet at the edges of the bottom
plate. The longer confinement and the outlet position would reduce the
ERZ. This indicates that the ERZ does not play such an important role in
the stability of the Coanda flame.
There are additional insights obtained from the experimental results
and observations presented in this thesis. The current design is not opti-
mal for having a homogeneous temperature profile at the radiant plate.
The highest temperature of the radiant plate (∼ 225◦C) was located at its
centre and the lowest temperature (∼ 150◦C) was located at the edges.
This resulted in a difference in ∆T of ∼ 75◦C. CFD simulations on the
burner indicated that a different injection system for the reactants would
improve the temperature homogeneity. Additionally, when the confine-
ment was heated by the Coanda flame thermal deformation occurred.
This was particularly noticeable at the base plate where the Coanda
flame is attached. As mentioned previously, the distance between the
nozzle exit and the base plate has a very important role in the stability
of the Coanda flame. With the expansion, consequence of the increase
in of the base plate, the plate curved outwards. The curvature changed
the distance of the base plate with respect to the nozzle outlet. If the
distance was not adjusted, the Coanda flame transitioned into a lifted
flame. Further designs of a burner such as this one must remedy this by
making the nozzle and the base plate a single piece of equipment or by
using materials with lower thermal expansion.
8.3 cfd validation
8.3.1 Isothermal simulations
CFD simulations were conducted to replicate the isothermal experiments
presented in the previous chapters. Flows that have hysteresis present a
unique challenge for any numerical simulation. This is because the ob-
tained result can be any of the two possible states which may cast doubt
on the results. More so, different models can produce different results.
To use the CFD simulations to test conceptual designs, a comparison
with experimental data was required in order to validate the methods
used and ensure that the obtained results are something that can will
occur if experiments were made. For that purpose, in the present work,
several steps were taken. First, a grid independence study was made
using the GCI method. Then different turbulence models were tested.
For these tests, the applied inlet swirl was increased and subsequently
decreased. The obtained flow resulting from a change in the applied
swirl was recorded. As the existing literature indicates, the flow pattern
that can be obtained is directly dependent on the applied swirl intensity.
The swirl number at the nozzle outlet was calculated and compared to
the PIV experiments. It was found that the overall flow pattern of the SST
κ−ω and RSM models did not match with the experiments. The models
greatly over predicted the transition points and the swirl number at the
nozzle outlet. Standard κ − e and Realizable κ − e turbulence models
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produced similar transition points and flow patterns between them that
were closer to the experimental results.
Vanierschot and Van den Bulck [89] did a similar study. Two turbu-
lence models were tested, the Standard κ − e and the RSM. Both tested
turbulence models predicted the velocity profiles, swirl transition points
and flow patterns reasonably well (see Figure 2.10 in Section 2.3.3). In
their study, Vanierschot and Van den Bulck obtained four different flow
patterns CJF, OJF-LS, OJF-HS, and CoJF. In this thesis, using the Standard
κ − e and Realizable κ − e turbulence models produced only three flow
patterns CJF, OJF-LS, and CoJF. Using the SST κ − ω and RSM models a
similar flow pattern to the OJF-HS was obtained. However, the OJF-HS
was not observed during the experiments. Gritskevich et al. [92] made
another numerical study with the same setup used by Vanierschot and
Van den Bulck. The authors used the SST κ − ω turbulence model. In
their results, the SST κ −ω model did not predict accurately the veloc-
ity profiles or the swirl transition points. This agrees with the results
obtained in the present investigation where the SST κ −ω was not able
to predict the flow transition points of the experimental burner. Thus,
for numerical simulations involving flows of the type studied here the
SST κ −ω is not recommended.
One of the observations made by Vanierschot and Van den Bulck
in their study is how surprisingly well the Standard κ − e predicts
the four flow structures, the transitional swirl numbers and the global
hysteresis. This is despite the fact that the Standard κ − e is known to
have issues when highly swirling flows are present. A similar conclusion
is drawn from the results of this thesis. Despite not having a variable
swirl generator available for the experiments, the available data from
the experiments indicate that the best turbulence models for these types
of flows are the Standard κ − e and Realizable κ − e. This is due to
their accuracy in predicting the transition points and the relatively low
computational resources that they require.
A notable difference between the results of this thesis and the study
made by Vanierschot and Van den Bulck [89] and the one by Gritskevich
et al. [92] is the impossibility of having the CoJF pattern at very low
swirl numbers. For the Realizable κ − e turbulence model, the lowest
swirl number at which a CoJF was possible was ∼ 0.5. With the burner
used by Vanierschot and Van den Bulck, the CoJF was stable even at
zero swirl. This suggests that the nozzle geometry plays an important
role in the stability of the CoJF. The difference might be related to the
corner recirculation zone formed at the nozzle step of the device used
by Vanierschot and Van den Bulck which adds additional stability to
the Coanda flow. The follow-up study by Vanierschot and Van den
Bulck [90] confirms this. The authors tested several nozzle geometries.
One such geometry did not have a step in the nozzle. In this geometry,
the CoJF could not be obtained (see Figure 2.11 in Section 2.3.3). The
authors mention that the presence of the step is crucial for having the
CoJF. However, contrary to this observation, the CoJF was possible in
the experimental and numerical setup used in this thesis even without
the step. This might be due to the short nozzle expansion used which
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preserves the radial velocity component. From these results, it is clear
that an important design parameter for a device of this type is the nozzle
geometry.
8.3.2 Combustion simulations
CFD combustion simulations were conducted to replicate the combus-
tion experiments presented in the previous chapters. These simulations
consider the information obtained from the isothermal simulations. The
combustion simulations use the turbulence model and numerical grids
that were selected for the isothermal simulations. The objective of the
combustion simulations was to validate the chosen combustion and
radiation models, as well as, confirming the suitability of the Realizable
κ − e for modelling the reacting flows. To do this, the results of an
unconfined simulation were compared with the PIV experimental data.
Additionally, a confined simulation was compared to the experimental
results. For the confined simulation, the compared parameters were the
radiant plate temperature and the combustion gases temperature. It
was found that the chosen models and the applied boundary conditions
approximate the experiments with a good enough degree of accuracy.
It is challenging to pinpoint relevant literature with which the results
and methods followed in this part of the investigation can be compared.
However, because of the methodology that was followed (grid indepen-
dency study and comparison with experimental data) and because the
isothermal simulations yielded similar results to the ones available in
the literature, it is possible to say that the results are accurate and the
procedures followed are solid.
Furthermore, opportunities for the improvement of the experimental
burner design were identified. The main opportunity was related to the
central axial air injection method. This had two downsides, it cooled
down the central part of the plate and concentrated the reaction in the
central region of the plate. These two factors caused the current design
to not have a homogeneous temperature profile across the radiant plate
surface. The observations of these simulations are used for improving
the design of the current burner.
8.4 cfd burner optimisation, scale-up, and implementa-
tion
8.4.1 Parametric study
A parametric analysis was conducted on the confined Coanda burner.
The objective was to identify a configuration that increased the heat flux
through the radiant plate, increased the temperature homogeneity, and
reduced emissions. The simulations used the information obtained from
the isothermal and combustion simulations conducted in Chapter 6.
These where mainly the selected grids and the validated turbulence,
combustion, and radiations models. The use of these models and grids
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ensures that the obtained results in the parametric optimisation and
subsequent scale-up are accurate and will reasonably predict what
would happen if the same tests were done experimentally. Two overall
geometries were evaluated. In the first one, the reactants were fed into
the domain partially-premixed with an axial injection of supplementary
air through a central rod. In the second geometry, the reactants were
fed into the domain non-premixed with the fuel injected at an angle
immediately downstream the nozzle. The nozzle diameter, secondary
inlet position, confinement height, and the air ratio in the premixed and
air inlet were varied.
For both, the partially premixed cases and the non-premixed cases, a
decrease in the nozzle diameter increased the outward plate radiation,
increased the plate temperature homogeneity, and decreased the NOx
emissions. The reason for these changes can be attributed to the increase
in flow velocity produced by having a smaller primary inlet nozzle
diameter. This increase in flow velocity produced greater turbulence
and mixing rate within the confinement which produced a better tem-
perature homogeneity. A better temperature homogeneity decreased the
local temperature peaks, therefore reduced the formation of thermal
NOx. The increase in the confinement height allowed for a higher resi-
dence time that also increased the temperature homogeneity. The greater
temperature homogeneity reduced the local hot zones and decreased
thermal NOx production. Obviously, there is a compromise, one cannot
increase the volume of the confinement indefinitely, as increasing the
confinement size will increase the surface area of the walls causing heat
losses.
Overall, it was seen from both the partially premixed cases and the
non-premixed cases, that the confinement height had the greatest impact
on the outward radiation and the standard deviation of the radiant
surface temperature, while the nozzle size had the biggest impact on
the NOx concentration in the flue gases.
By comparing the optimal configuration of the partially premixed case
against the optimal configuration of the non-premixed cases, it was clear
that the non-premixed case was clearly superior. The non-premixed case
greatly decreased the thermal NOx formation, from 1.15 to 0.04 ppm,
and the temperature homogeneity of the radiant plate.
It should be noted here that these simulation results suggest that a
Coanda flame is possible even without any degree of air premix. In the
previously mentioned study by Vanoverberghe et al. [81], the authors
were not able to obtain a Coanda flame when the air and fuel were
not partially premixed to some degree (see Figure 2.8 in Section 2.3.3).
The difference in the results might be related to how the gas is added
and the nozzle geometry. In the study by Vanoverberghe et al., the fuel
was added radially through a central fuel rod. In the simulations of
the present investigation, the fuel was added to the air after the onset
of the Coanda flow. This might add additional stability to the Coanda
effect by having the gas expansion due to the combustion taking place
downstream of the structures responsible for anchoring the Coanda
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flow. Further experimentation is suggested in order to validate the
non-premixed geometry that resulted from the parametric analysis.
8.4.2 Comparison between Coanda burner and radiant tube
A scaled-up version of the optimised non-premixed Coanda burner that
resulted from the parametric analysis was compared with a recuperative
single-ended radiant tube burner reported in the literature [176, 177].
The burner dimensions were scaled-up by multiplying its dimensions
by a factor of between ∼ 2.0 and ∼ 2.5. A return annulus for the
hot flue gases was added to the burner in order to account for the
recuperator in the radiant tube burner. The radiating area was kept the
same between both devices. Both burners produced the same average
temperature of ∼ 885◦C at their respective radiating outer surface. This
was an expected result because both burners had the same boundary
conditions and radiating area. However, the temperature distribution
and the heat flux varied considerably between the two burners. The
radiant tube burner had a higher heat flux at −28, 041 W/m2, but it
also had a greater temperature difference between the highest and
lowest temperatures in the radiating surface with a ∆T = 86◦C and a
standard deviation of 24.01◦C. The Coanda burner had a lower heat
flux at −23, 325 W/m2, but had an almost negligible ∆T of 6◦C and
a standard deviation of 0.99◦C. In addition to the better temperature
homogeneity, the Coanda burner also produced NOx emissions 18 times
lower than those of the radiant tube burner. The lower NOx emissions
are a consequence of the overall lower flame temperature in the Coanda
burner. The lower temperature is caused by the spread of the flame
which increases the radiation of the flame to the confinement walls; and
by the nature of the Coanda flow which produces a re-circulation of the
“cold” combustion gases towards the flame zone which cools the area
down. The explanation given here for the reduction in NOx is confirmed
by similar results obtained by Kwark et al. [97] and Vanoverberghe
et al. [87]. The results of the comparison between the Coanda radiant
plate burner and the radiant tube burner confirm the initial hypothesis
that motivated the present investigation: the Coanda flat flame radiant
burner can produce a homogeneous temperature profile while having
very low NOx emissions.
8.4.3 CFD furnace
A comparison between three furnace configurations was made via CFD
simulations. The boundary conditions for the simulation were taken
from the results of the comparison between the Coanda flat plate radiant
burner and the radiant tube. The aim of the study was to assess the
feasibility and expected benefits of substituting the radiant tubes for the
proposed burner. The simulated cases were (1) the current state of the
furnace with the radiant tubes, (2) a radiant plate replacing the radiant
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tubes at their current position, and (3) a radiant plate closer to the load
at half the distance of case 2.
Case 1 performed the worst by having an average heating rate of
∼ 26◦C/s, taking 31.3 seconds to reach a temperature of ∼ 770◦C and
requiring an energy input of 3098 kW. These values are close to those of
the real furnace which are ∼ 27◦C/s and 2730 kW. Case 2 performed
the second best with a heating rate of ∼ 62◦C/s, taking 12.4 seconds
to reach a temperature of ∼ 770◦C and requiring an energy input of
1974 kW. Case 3 had the best best performance with a heating rate of
∼ 97◦C/s, taking 7.9 seconds to reach a temperature of ∼ 770◦C and
requiring an energy input of 1110 kW. This means that, compared to the
radiant tube case, the radiant plate cases respectively had an increase
in the heating rate of 148% and 288%, a decrease in heating time of
60.4% and 74.8%, and a decrease in energy input of 36.3% and 64.2%.
These results suggest that an increased furnace performance can be
achieved by substituting the radiant tube burners for Coanda radiant
plate burners. An additional expected benefit of reducing the volume
of the furnace is a decrease in start-up times which would save time
and energy every time the furnace is turned back on after maintenance.
These results further highlight the potential of the proposed burner as a
substitute for the currently used radiant tube burners.
8.5 burner design considerations and expected benefits
Based the information available in the literature and considering the
results obtained in the experiments and simulations conducted in this
investigation, any future Coanda burner that is designed for applications
such as the one proposed in this thesis should:
• Have a careful design of the nozzle in order to be able to have a
Coanda effect with the required flow rates and equivalence ratios.
• The burner should be fitted with a variable swirl generator.
• The air/fuel injection system must be made in such a way that the
flame length is maximised.
• As an alternative for the variable swirl generator, a flow control
device such as the one proposed by Vanierschot et al. [91] might
be used. However, its feasibility in a reacting flow needs to be
verified.
• To avoid a change in flow pattern due to changes in the flow con-
ditions, the burner should operate in a region where the Coanda
flow does not present hysteresis.
• If the previous point is not possible, a control system that monitors
the state of the flame must be in place.
• The control system will detect any change in the flow pattern and
make the required changes in the applied swirl in order to bring
the flame back to a Coanda flow.
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• The control system can be either an optical device that measures
the flame luminosity or a pressure-based device such as the one
used by Vanierschot and Van den Bulck [90].
• Care must be taken in the materials chosen for the nozzle and base
plate, any deformation of the materials might change the surface
geometry and alter the Coanda effect.
A potential downside of the proposed burner in comparison to a single-
ended recuperative radiant tube burner was:
• A decrease in radiant heat flux.
However, this downside was compensated by an increase in the total
radiating area in the furnace. The expected benefits of the proposed
burner in comparison to a single-ended recuperative radiant tube burner
are:
• Increase in heating rate.
• Reduction in energy requirement.
• Reduction in NOx emissions.
• Reduction in heating time.
• Increase in temperature homogeneity of the load.
• Reduction in volume furnace with the consequential reduction in
start-up times.

9
C O N C L U S I O N S
This investigation developed a novel burner that produces a flat wall
attached flame by use of the Coanda effect. It has revealed that critical
factors that affect the onset and stability of a Coanda flame are the
intensity of applied swirl, the flow rate, the relation between plate height
and the nozzle outlet, the equivalence ratio and the nozzle geometry. The
developed burner proves to be a feasible and improved alternative to the
currently used technology of radiant tubes. The use of this technology
can increase the heating rate and uniformity to the load, reduce energy
consumption, reduce NOx emissions, reduce the volume of the furnace
and reduce start-up times.
The major findings of this study can be summarised as:
• To obtain a Coanda flow a base plate fitted just at the nozzle outlet
is required. With an adequate combination of nozzle angle and
plate step size, both the OJF and the CoJF are possible. For the
Coanda flow pattern, an increase in the jet angle at the nozzle
outlet occurs with an increase in flow rate.
• A PVC was identified in the CoJF. The frequency of the PVC in-
creases linearly with an increased flow rate. This behaviour had
been previously reported in the literature for an OJF but not for
a CoJF. The CoJF shows an increase in Strouhal number of ∼ 8.5%
with respect to the OJF. The increase is consistent across all the
tested flow rates. The higher frequency in the CoJF is a consequence
of its stagnation to the bottom surface.
• The propensity of the flow to stay at either an OJF or a CoJF pattern
is correlated to the energy content of the most energetic POD
modes. This is when the contained more energy than the CoJF the
flow tended to spontaneously transition to the OJF and stay like
that. The same was true for when the most energy was obtained
by the CoJF.
• A helical precessing vortex pair was found in both the OJF and CoJF.
These helical structures are related to the PVC. The vortex pair in
the CoJF is located at the inner shear layer of the jet and between the
outer shear layer of the jet and the plate. Phase averaged snapshots
of the flow indicate that the precessing vortex structure influences
the detachment and reattachment of the CoJF to the base plate. A
3D reconstruction of the flow for visualisation of the spiral vortex
pair was done for both the OJF and CoJF.
• The distance of the base plate and nozzle opening angle has a
direct effect on the possibility to obtain an OJF, a CoJF or both. The
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base plate at a position closer to the nozzle favours the stability of
the CoJF while a position farther apart from the nozzle favours the
stability of an OJF. Similarly, a nozzle opening angle of 30◦ favours
the stability of the CoJF while an angle of 60◦ favours the stability
of an OJF.
• For a reacting flow, six possible flow states where observed. A
nozzle attached flame, a lifted flame, a flame in flashback, the
transition between lifted flame-flashback, a Coanda flame, and the
transition between a Coanda flame-flashback Coanda flame. The
state of the flame depended on the amount of swirl applied, the
nozzle opening angle, the mass flow rate of the reactants, and the
equivalence ratio.
• It was not possible to obtain a Coanda flame if not enough swirl
was applied to the flow.
• The Coanda flame was only obtained with a nozzle opening angle
of 45◦ and was not possible with a nozzle opening angle of 30◦ or
60◦.
• Reducing the nozzle diameter increased the stability of the Coanda
flame but it also increased the propensity of Coanda flashback.
Decreasing the nozzle diameter produced a less stable Coanda
flame but reduced its propensity to flashback. Thus, there is a
compromise between using a smaller diameter nozzle to obtain
a Coanda flame that is hotter and smaller in diameter but more
stable and using a larger diameter nozzle to obtain a Coanda flame
that is bigger in diameter and cooler but less stable.
• The Coanda flame length was increased with an increase in equiv-
alence ratio. An increase in the nozzle diameter also resulted in
an increase in flame length. The Coanda flame length is related
to the Coanda flashback state. The closer to that state, the shorter
and hotter the flame is going to be.
• Two thresholds were identified in the stability map of the Coanda
flame that suggest that two factors influence the onset and break-
down of the Coanda effect. These are the velocity of the gases at
the nozzle exit and the combustion stability. The Coanda combus-
tion stability is specifically influenced by the flashback point, at
this point the Coanda flow breaks down and transitions into a
lifted flame close to flashback.
• The Coanda flame inside a confinement was stable when adding
supplementary air axially through a secondary inlet. The confine-
ment and the axial air injection did not break the Coanda flow
pattern. When the thermal equilibrium between the confinement
and the ambient temperature was reached, it was found that the
temperature distribution along the top surface of the confinement
was not homogeneous.
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• A potential complication identified with a confined Coanda flame
was the thermal expansion of the base plate and the nozzle. As
the confinement thermally expanded, the ∆X/D of the plate with
respect to the nozzle outlet changed. This change in ∆X/D made
the Coanda flame transition into a lifted flame. This is a design
factor that needs to be considered.
• For the simulations, a simplification of the full burner geometry
to a two-dimensional axisymmetric geometry yielded adequate
results that were comparable to the experimental measurements.
• The OJF and CoJF presented hysteresis between them, which de-
pended on the applied swirl intensity. A higher swirl intensity
made the OJF transition into a CoJF. With a subsequent decrease in
swirl intensity, the CoJF could be maintained at a value lower than
the one that produced its initial onset. At a certain swirl intensity
value, the flow transitioned back to an OJF.
• Of the four tested turbulence models (Standard κ − e, Realizable
κ − e, SST κ − ω, and Reynolds Stress), the model that best de-
scribed the flow patterns and transition points was the Realizable
κ − e. This is a notable result due to the known problems that
κ − e models have when modelling swirling flows.
• The turbulence Realizable κ− e model, combustion finite-rate/eddy-
dissipation model, and radiation P-1 model adequately reproduce
the experimental combustion results.
• Opportunities were identified in the current experimental com-
bustion setup that were related to the central axial secondary
air injection system. The system cooled down the central part
of the plate and concentrated the reaction in the central region
of the plate. This resulted in non-homogeneous heating of the
confinement radiant plate.
• A parametric analysis was conducted on the laboratory Coanda
burner. Two general geometries were tested, one with the reac-
tants in a partially-premixed regime and another one with the
reactants in a non-premixed regime. Additional varied factors
were the nozzle diameter, the secondary inlet position, the con-
finement height and the air ratio. The non-premixed configuration
performed better by increasing the heat flux through the radiant
surface, increasing the temperature homogeneity and reducing
emissions.
• The Coanda burner was scaled-up and compared to a single-ended
recuperative radiant tube burner. The Coanda burner showed an
improved temperature distribution in its radiant surface with a
standard deviation of 0.99◦C. In comparison, the radiant tube
burner had a standard deviation of the temperature of 24.01◦C.
Emissions were 18 times lower in the Coanda burner.
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• An assessment was made of the potential benefits that the im-
plementation of the proposed Coanda burner would have in an
electrical steel annealing furnace. The proposed Coanda heated
radiant plates had a better performance than that of the radi-
ant tubes. The radiant plates reduced the energy requirement by
∼ 64%, increased the heating rate by ∼ 288%, and reduced the
heating time by ∼ 74.8%.
• A potential downside of the Coanda burner was identified. The
burner had a lower radiant heat flux than the radiant tube burner.
However, this downside was compensated by an increase in the
total radiating area in the furnace with the Coanda burner.
• The summary of the expected benefits of the Coanda flat plate
burner in comparison to a single-ended recuperative radiant tube
burner are an increase in heating rate, a reduction in energy
requirement, a reduction in NOx emissions, a reduction in heating
time, an increase in temperature homogeneity of the load, and a
reduction in volume furnace with the consequential reduction in
start-up times.
9.0.1 Recommendations for future work
The results obtained from this investigation indicate that the proposed
novel Coanda radiant plate burner is a viable alternative to radiant tube
burners. The novel burner can produce improvements in heating rate,
energy efficiency and emissions. For these reasons, the suggestion is
to continue with the research required for the implementation of this
burner. Future efforts should focus on the testing of a scaled-up version
of the burner. The recommendations for future work are:
• One of the limitations of the present investigation was the im-
possibility of accurately distinguishing between the effect that a
change in the applied swirl, a change in flow rate, and a change in
equivalence ratio would have on the stability and performance of
a Coanda flame. Thus, further studies should have availability to
a burner with a variable swirl generator and suitable confinement
that allows for the measurement of the flow with laser diagnostic
techniques. Emission analysers that halt the reaction must be fit-
ted to the combustion gases outlet. These will allow for a better
characterization of the flow and efficiency of the burner.
• As it was mentioned earlier in this work, several other researchers
have made use of the Coanda effect using other nozzle geometries.
For this reason, the current nozzle configuration should be com-
pared experimentally to the other alternatives in order to choose
the best one. The ideal nozzle should produce the Coanda flame
while avoiding hysteresis with other flow patterns. This will avoid
the accidental transition of the flow to undesired flow patterns
that might damage the burner. A stability map should also be
produced that shows the operating range of the Coanda burner.
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• A batch furnace that replicates as close as possible the real op-
erating conditions should be manufactured and tested. This will
allow for the identification of problems that could occur at larger
scales and at longer operating times. It would be useful to answer
questions such as: What would happen to the Coanda flame if
there was a sudden drop in pressure of one of the reactants? How
can the Coanda flame be re-established? What will be an adequate
way to monitor the flame state? What would be the long-term
effect of the Coanda flame impingement on the burner materials?
What would be the interaction between adjacent Coanda burners?
How often a device of this type will need maintenance?
• For the specific application in electrical steel annealing furnaces,
the effect of the heating rate and temperature homogeneity should
be closely analysed. The following questions should be answered:
How much will the quality of the electrical steel improve with
the increased heating rate? How much product waste caused by
non-homogenous heating could be avoided? Would there be any
detrimental effect?
• Once the previous information is available, a cost-benefit analysis
of implementing this technology should be done.
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