Feature screening for ultra high dimensional feature spaces plays a critical role in the analysis of data sets whose predictors exponentially exceed the number of observations. Such data sets are becoming increasingly prevalent in areas such as bioinformatics, medical imaging, and social network analysis. Frequently, these data sets have both categorical response and categorical covariates, yet extant feature screening literature rarely considers such data types. We propose a new screening procedure rooted in the Cochran-Armitage trend test.
Introduction
With the ever increasing prevalence of high and ultra-high dimensional data in fields such as bioinformatics, medical imaging and tomography, finance, and sensor systems, there has arisen an accompanying need for methods of analyzing said data. Developing methods for the analysis of such data requires methods that are not only statistically sound and accurate, but that moreover are computationally tractable. 11 provides us with a holistic overview of challenges in high dimensional data analysis. 16 and 15 expand upon the statistical challenges of high dimensional data analysis.
One fundamental pursuit that has received considerable attention in recent literature is variable selection or feature screening. Based on the concept of sparsity, feature screening aims to select a relatively small set of important variables from an overall large feature space. For lexical consistency, given n samples for each of p variables, we will use the term "high dimensional" to mean p = O(n ξ ) for some ξ > 0, and the term "ultra-high dimensional" to mean log(p) = O(n ξ )
for some ξ > 0.
A fundamental challenge of variable selection in high and ultra-high dimensional feature spaces comes from the existence of an immense amount of noise features. This preponderance of noise can lead to an accumulation of aggregate error rates for certain selection methods. For example, as discussed in 13 , when using a discriminant analysis rule such as LDA or QDA, the population mean vectors are estimated from the observed sample. In cases where the dimensionality is high, although individual components of the population mean vectors can be estimated with sufficient accuracy, the aggregated estimation error can be very large. This will obviously adversely affect the misclassification rate.
Cases such as the one discussed above introduce us to the motivation behind dimension However, as 18 point out, the computation inherent in these aforementioned methods impedes our ability to directly apply them to ultra-high dimensional feature spaces. The simultaneous challenges of computational expediency, statistical accuracy, and algorithmic stability often make such approaches intractable.
In their pioneering paper, 17 lay the ground work for sure independent screening (SIS) feature screening in ultra-high dimensional feature spaces and established the conceptual underpinnings of much of the literature that would thereafter follow. This new era of research sought to overcome the computational limitations of the previous approaches and develop a repertoire of methods viable for the rapidly growing (both in size and totality) ultra-high dimensional data sets requiring analysis.
Most early approaches stemming from 17 were constructed under assumptions on various forms of linear models between the response and the covariates. In that original paper itself, . We demonstrate that our proposed method has comparable or superior (in some cases, vastly so) screening accuracy for a robust variety of data sets, and moreover requires significantly shorter computation time.
The rest of this article is organized as follows. In Section 2 we describe the premise of the pursuit in question and propose a new screening procedure. In Section 3 we discuss the theoretical properties of our screening method. Section 4 contains the details of four simulations using artificially simulated data, as well as the particulars of our method on a real data set from bioinformatics. The results for these simulations and the real data analysis are found in Section 5. The final section (Section 6) is devoted to the proofs of the theoretical results of Section 3.
Preliminaries
In 24 , they considered the question of classifying Internet advertisements based on the presence or absence of given keywords. They treated each covariate, X j , as binary (although their method allowed for more levels) and the response Y as having K-many levels, labeled as k = 1, 2, 3, . . . , K.
Here we treat each covariate X j as having K j -many levels, and assume the response is binary. (So opposite of Huang et al. in a sense). The methods we outline below can be easily extended to a categorical response with greater than two levels, however we will herein only consider binary Y .
This will allow for some simplification of our notation and proofs. Furthermore, the levels of each covariate can (where appropriate) be taken as being ordinal, so that there is an assumed ordering of the levels:
When desired and meaningful, this available premise of level ordinality permits for conclusions pertaining to an exhibited linear trend between the covariates and the response, much like unto the trend test of Cochran [ 8 ] and Armitage [ 3 ] . Notably, this enables researchers to form a stronger substantive conclusion about the relationship between the features selected by our proposed method (see Section 3) and the response than was previously available via use of HLW-SIS. In such a case, instead of looking for a general association between the covariates and the response, we can examine and order covariates based on the evidence of a linear trend between said covariate and the response. This possibility to examine trend between the response and covariates is, however, only one example of a robust number of settings that our below proposed method is capable of handling.
Note that we allow for the levels for some or all of the X j 's to be different from the levels of other covariates. Furthermore, we assign a numeric score v (j) k to each level k of X j . Again, when desired and appropriate, the ordering of the v (j) k scores should conform to the ordering of the levels as shown above. For a sequence of n samples of X j , we will denote the (estimated) average level score byX j . Since the response Y is considered binary, we will encode its levels using 0 and 1.
Then, again for a series of n samples, we will letȲ = 1 n Y i denote the average response value.
When we need to refer to a general subset of the covariates X j , we will use X i(S) , where
is the set of indices for the covariates we wish to discuss. As a matter of simplicity, we will let S refer to the model consisting of the covariates whose indicies are in S. Define S F = {1, 2, 3, . . . , p} as the full model, which contains all covariates. Let
We will consider a model S to be sufficient if
The full model S F is trivially sufficient. We are ultimately only interested in finding the smallest (cardinality-wise) sufficient model. We will call the smallest sufficient model the true model. Our aim in feature screening is to determine an estimated model which contains the true model and is moreover the smallest such model to contain the true features. The next section will outline the specifics of our proposed screening approach for estimating the true model. As a matter of further notation, we will denote the true model by S T and the estimated model by S.
Using a Cochran-Armitage-like Test Statistic
The general form for the linear correlation between X j and Y is given by
where cov(X j , Y ) is the covariance of X j versus Y , σ j is the standard deviation of X j , and σ Y is the standard deviation of Y .
This brings us to the use of a screening statistic for the purpose of ordering our covariates relative to their estimated correlation with the response.
We will be extending a test statistic outlined by Alan 1 , which is directly based on approximating the correlation between X j and Y when both are categorical. For each j from 1 to p, define the following:
k , andp m represent the sample estimates (by the relevant sample proportion) of the following probabilities:
(As can already be seen, the notation for this can become exceedingly messy). Note that .
Using the̺ j , we form the estimated model S by selecting a cutoff c > 0. Define S as follows:
Let the numerator of̺ j be designated byτ j . Note that the denominator of̺ j consists of (biased) sample estimators for the standard deviations of X j and Y . (However, the bias of these estimators disappears asymptotically). Both of these estimators are consistent estimators of their respective standard deviations. Consistency is easy to prove using Chebychev's inequality and routine algebra. For completeness, this will be shown shortly herein. :
Theoretical properties
, where the first term in the maximum selection is a bound on the standard deviation of Y and the second term is given by Popoviciu's inequality on variances. This σ max acts as an upper bound for both σ j and σ Y simultaneously.
Assume there exists a positive constant ω min such that
This places a lower bound on the smallest (indexing by j) of the maximum values of the
km . Note that (C2) requires that for every true feature (i.e. j ∈ S T ), there exists at least one level of the response Y and one level of the feature X j that are marginally correlated (i.e.
. This is of course a natural assumption to make for the true features and should be quite easy to satisfy in a wide variety of reasonable situations.
This brings us to the following theorems:
(Strong Screening Consistency). Given conditions (C1) and (C2), there exists a positive constant
c > 0 such that
Theorem 2
(Weak Screening Consistency). Given that conditions (C1) still holds, while removing from (C2)
only the assumption of ̺ j = 0 for all j / ∈ S T , there exists a positive constant c > 0 such that
(But P( S ⊆ S T ) may not converge to 1 as n approaches infinity).
The proofs of these two theorems are presented in Section 6.
Corollaries We can draw several corollaries from the proofs of Theorems 1 and 2 (see Section 6). These results are not themselves about sure screening, but they are nevertheless important observations on the underlying mechanics of our method.
Corollary 1
In
Step 1 of the proofs of Theorems 1 and 2, it will be shown that there exists a value ̺ min such that for any j ∈ S T , we have ̺ j > ̺ min .
Corollary 2
From the end of Step 2 in the proofs of Theorems 1 and 2, we will conclude that̺ j converges uniformly in probability to ̺ j . In other words,
Comments on Choosing a Sufficient Cutoff Although we will show (in the proof of Theorem 1) that a constant c exists such that
converges with probability 1 to S T , we have yet to discuss a method for actually determining such
cutoff. An equivalent problem is that of determining a positive integer d 0 such that if we let
present a possible approach for determining an estimate for such a d 0 using the ratio of adjacent (when ordered from greatest to least) screening statistics. They argue that if we order the screening statistics from largest to smallest̺
(where̺ (k) is the kth largest screening statistic), then we can estimate d 0 bŷ
.
This estimation comes from the fact that if
From a theoretical perspective, this will in turn imply that we havê
However, implementing this method in practice can be challenging, since care must be taken to not select covariates associated with minuscule̺, yet which at the same time have a relatively large ratio between it and the next smallest̺. For example, if we have three covariates X 1 , X 2 , and X 3 to select from and their respective screening statistics arê
we can see explicitly that X 2 and X 3 likely have almost no causative effect on the response. Yet, if we apply the above suggested method for estimating d 0 , both features X 1 and X 2 will be selected ).
One heuristic fix that we attempted was dropping all screening statistics below various cutoff levels (e.g. 10 −5 , 10 −6 , etc.). Importantly, however, note that this brings us back philosophically to the same question of selecting a sufficient cutoff for which features to retain. Few papers currently exist on the topic of deterministically approximating the true model size (the ideal d 0 ). 26 present one possible approach in the setting of DC-SIS. Overall, we suggest that readers proceed with caution when trying to adaptively determine a cutoff for our proposed method.
Simulations and Empirical Data Analysis
We performed four simulations on artificially generated data to validate our theoretical results empirically. Each of these simulations, as well as the associated results, are summarized below.
(See Section 5 for the results). We also performed an analysis on an empirical data set from the NCBI databases examining polycystic ovary syndrome (PCOS).
Simulation 1
In this simulation, we will be observing 200 samples (n = 200) of 5000 covaraiates (p = 5000). Of these p-many covariates, only 10 of them (X 1 , X 2 , X 3 , . . . , X 10 ) will be constructed to have meaningful contribution to the outcome Y . These covariates will be referred to as the causative predictors. Our goal is to examine the minimum model size for which all of the causative covariates will be included. We will run 500 replications and record the minimum model size required for each replication. The test data is the same for all four methods examined herein (our method, MMLE, DC-SIS, and HLW-SIS).
The Y i are generated by a Bernoulli process with P(Y = 1) = p y , where p y ∼ unif(0.05, 0.95)
is chosen anew for each replicate of the simulation.
The covariates X j will take on values of 0, 1, or 2 (representative of three ordinal levels, with
be determined by the binomial distribution of the number of successes over two independent
Bernoulli trials each with probability π mj as given below in Table 1 .
To wit, since π mj represents the probability of "success" in the Bernoulli trials used to determine the value of X ij when Y i = m, then This use of the binomial distribution to determine the value of each X ij is of importance to genetic applications in that it in many ways models the pairing of dominant and recessive alleles, with varying degrees of probability of a dominant allele being present.
This can be elucidated as follows: Let D be a Bernoulli random variable with probability of "success" (D = 1) being π. We then can assign dominant or recessive alleles to the support of D:
In this way, if we examine two identical but independent trials of D, we can form genotypes aa, aA = Aa, and AA. Based on the probability π, we can determine the probability of each genotype occurring. The former probability (π) is equivalent to π mj above. The latter probability is equivalent to θ mk . Hence the levels of X j can be taken as representing possible genotypes.
The recorded outcomes of our simulations are two-fold: We first report the mean minimum model size over the 500 replications of the simulation. This refers to the average number of covariates that needed to be selected to contain the true causative predictors. We also record the The causative covariates (viz. X 1 through X 10 ) are generated as follows: Given Y i , we take a random sample from the normal distribution with mean equal to Y i (either 0 or 1) and standard deviation equal to 1. Call the value obtained from this sampling Z ij . We then create X ij based on the cutoffs (κ Lj , κ U j ) listed in Table 2 and the following criterion: Simulation 3 This simulation is meant to resemble data based on a form of logistic regression, which is a strength of MMLE. Nevertheless, we will see that our method performs admirably in this setting and produces results abreast with that of MMLE. As an aside, it is necessary to note that, since MMLE requires solving an optimization problem to produce its results, our method will be significantly faster to run.
The simulation data for Simulation 3 is created as follows. First generate n = 200 samplings of each X j (1 ≤ j ≤ p, with p = 5000) by uniformly sampling the set {0, 1, 2} with equal probability. Then calculate
where each θ X j =k is given in Table 3 . Note that here we are only taking the first five covariates (X 1 through X 5 ) as causative.
Now generate each Y i as a Bernoulli process with
We perform 500 replication of this simulation, with each of the four methods being examined under the same data sets. The results of Simulation 3 are given in Section 5. Table 2 : Cutoff Values Table 3 : further elucidate the fact that the response must also be normally distributed for DC-SIS to be equivalent to Pearson correlation. Our aim here is to see how DC-SIS performs when the covaraites are normally distributed, yet the response is not necessarily normally distributed.
The data for this simulation is generated as follows. We will observe 200 samplings (n = 200) of 1000 covariates (p = 1000). Let X i be a vector of length 1000, where X i ∼ MVN(0, Σ) is sampled for i from 1 to 200. Here the covariance matrix Σ = [σ j 1 j 2 ] is given by σ j 1 j 2 = 0.2
Now we generate the response Y using only the first 10 predictors. Specifically, we let
where β is a vector of length 10 defined in Table 4 . Note that, because the first ten X j s are not independent, this construction of Y does not guarantee that Y itself is normally distributed.
We perform 500 replication of this simulation, with both methods (ours and DC-SIS) being examined under the same data sets. The results of Simulation 4 are given in Section 5.
Comments on Simulation Results
In Simulations 1, and 2, our method results in the smallest average model size required to contain the true model. Since these simulations were designed to specifically take advantage of the relation of our method to a test for linear trend, these results
should not be surprising. The results for MMLE in these first two simulations are less than inspir-ing. The overall results of these first two simulations suggests that our method is more robust in the presence of data with an unbalanced amount of positive (Y = 1) responses.
In Simulation 3, we once again obtain a smaller required mean model size than DC-SIS and HLW-SIS. In the case of HLW-SIS, our method obtains noticeably smaller required minimum model sizes. These results in comparison to the mean model sizes for HLW-SIS are appealing since HLW-SIS was presented as a worthy method for screening ultra-high dimensional feature spaces. A specific comment on the results of Simulation 3 for MMLE-SIS is in order. As was previously discussed, a strength of MMLE-SIS is screening data in a logistic regression setting.
Indeed, MMLE recoups its earlier collapses and matches (by about four hundredths of an average minimum model size) our method nearly perfectly. However, as has been previously noted, since MMLE requires solving an optimization problem to produce its screening statistics, our newly proposed method is significantly faster in computational run time. Thus, when run time is an issue, we suggest the use of our method over MMLE even in a logistic regression setting.
For Simulation 4, we obtain the largest gap (of the four simulations considered) in mean minimum model size between our method and DC-SIS. This suggests that, under the conditions prescribed by Simulation 4, the generalization of Pearson correlation to continuous, but not necessarily normally distributed, data may prove superior to extant methods such as DC-SIS.
Real Data Analysis
We apply a two stage iterative process to a clinical data set examining polycystic ovary syndrome (PCOS). Following a strict approval process, this PCOS data was downloaded from the database of genotypes and phenotypes (dbGaP) of the National Center for Biotech- to determine a value for p 1 . The optimal value for p 1 is that which minimizes the MSPE for logistic regression over the remaining p 2 = [n/ log(n)] − p 1 predictors in question over 200 random replications each time using 75% of the data for training and 25% for testing. We found that p 1 = 191
and p 2 = [n/ log(n)] − p 1 = 302 as initial values minimized the MSPE in our case.
After screening the real data set using the iterative application of our proposed method, we obtain a relatively small set of SNPs with positive screening scores scores (450 such SNPs). . Each of these three methods employs penalized logistic regression of the negative binomial log-likelihood, which is as follows:
The aggressiveness of the penalty is controlled by a parameter λ. The parameter λ is chosen using a cross-validated coordinate descent approach, where the objective is minimizing the predicted misclassification rate. This process is handled internally in the glmnet package in R [   21   ] .
When α = 1 above, we have the lasso penalty function. To perform adaptive lasso, we first fit weights for each component of β using ridge regression (α = 0). These weights are then enforced in glmnet by use of the penalty.factor option while preforming lasso. Our elastic net model is tuned in a manner similar to the original 44 paper. We first pick a grid of values for α. For simplicity we used α k = k 100
for k = 1, 2, 3, . . . 99. (When α = 1, this is lasso, which is examined separately above). Then, for each α k , we fit a model for our d many parameters using elastic net. As with lasso and adaptive lasso, the other tuning parameter, λ, is selected by tenfold CV. The chosen λ is the one giving the smallest 10-fold cross validated misclassification error. Here, our tuning procedures found α = 0.09 to be the α for which misclassification error was minimized.
The empirical results of our final model selection process are summarized in Table 5 :
As a measure for goodness-of-fit, we include the McFadden's pseudo-R 
Results of Simulations
Here we present the results of our four simulations. In each table of results, our newly proposed method is referred to by the working title of CAT-SIS (Categorical-SIS).
Simulation 1 Results
The results of Simulation 1 are summarized in Tables 6 through 10 :
Simulation 2 Results
The results of Simulation 2 are summarized in Tables 11 through 15 :
The results of Simulation 3 are summarized in Tables 16 through 20 :
Simulation 4 Results
The results of Simulation 4 are summarized in Tables 21 through 23 : Table 9 : Proportion of Replications Where X j is in the Top d Causative Covariates Table 10 : Proportion of Replications Where X j is in the Top d Causative Covariates Table 13 : Proportion of Replications Where X j is in the Top d Causative Covariates CAT-SIS 
Proofs of Theoretical Results
Here we present in full the proofs for Theorems 1 and 2 given at 3.0.1 and 3.0.2. Before proceeding into the proofs, we will establish a pair of lemmas which employ the Mann-Wald Theorem [see 31 ]
Prefacing Lemmas These lemmas will lead into our proof of our main theorems on (strong) sure screening.
A lemma
[See 35 , Theorem of Section 1.7] . Proof. We will employ the Mann-Wald theorem (also known as the Continuous Mapping Theorem) twice. This theorem asserts that Borel functions that are almost everywhere continuous on
(or a Borel subset of such) preserve convergence in probability. This implies that if α is a con-sistent estimator of A and ζ is a consistent estimator of Z, then for any Borel function f satisfying the aforementioned conditions,
and thus f (α, ζ) is a consistent estimator of f (A, Z).
Define the function This implies by the Mann-Wald theorem that in fact 1 σ jσY is a consistent estimator for
It is taken as a given that standard binary multiplication is a Borel function on R k (since multiplication is in fact continuous on all of R k ). We implicitly use this fact above to assume that
Furthermore, this assumption on standard multiplication implies, again by the Mann-Wald theorem, that in fact̺
is a consistent estimator of ̺ j . (Note that this result is contingent upon knowing thatτ j is a consistent estimator of cov(X j , Y ). This is to be shown below). The desired result has been achieved.
Lemma on Consistency of an Estimator of Standard Deviation
It is a classical result (reproduced in its entirety below) that for any realizations W 1 , W 2 , . . . , W n of a bounded random variable W ,
is a consistent estimator of Var(W ), whereW = 
This means that S 
Furthermore, it can be established [see e.g.
7
] that
ℓ (with ℓ = 2 or ℓ = 4). Since W is taken as being bounded, we know that |µ ℓ | < ∞.
Employing Chebychev's inequality for any ε > 0, we get the following:
Ergo, if we can show that the variance ofσ 2 approaches 0 as n goes to ∞, it will follow that S 2 converges to σ 2 in probability (and hence is a consistent estimator of σ 2 ). However, we established above that
which clearly approaches 0 as n goes to infinity. This confirms that in fact S We now proceed into the proofs of our main theorems on sure screening.
Proofs of Theorems 1 and 2
The proof of these two theorems is accomplished in three steps:
1. We show that a positive lower bound ̺ min exists for all ̺ j with j ∈ S T . That is, we show the following:
There exists ̺ min > 0 such that ̺ j > ̺ min for all j ∈ S T .
2. We then show that̺ j is a uniformly consistent estimator of ̺ j for each 1 ≤ j ≤ p. This will actually consist of showing thatτ j is a consistent estimator of cov(X j , Y ), since the terms in the denominator of̺ j are already well established consistent estimators of the standard deviations of X j and Y . (Refer to the lemma at 6.0.2).
3. We finally show that there exists said constant c > 0 such that
(with weak consistency being shown as a natural subcase).
Step 1
We know that
Hence, for j ∈ S T ,
. Then ̺ j > ̺ min > 0 for all j ∈ S T . This establishes a positive lower bound on ̺ j for all j ∈ S T , completing Step 1. Corollary 1 at 3.0.3 is also established by this step.
Step 2
We now need to discuss two equal forms of the numeratorτ j of̺ j . It has been established that we desire to useτ j as an estimator of cov(X j , Y ). We show that in factτ j is equal to the following estimator for cov(X j , Y ) : . We can rewrite (1) as follows:
(1) = 1 n 1≤i≤n
So indeed (1) is equal to our previously given formula forτ j . As convenient, we will use the form (1) when discussingτ j .
We now apply the weak law of large numbers to show that̺ j is a (uniformly) consistent estimator of ̺ j . This will consist of showing thatτ j is a consistent estimator of cov(X j , Y ), since the denominator of̺ j is comprised of the routine (and, importantly here, consistent) estimators of σ j and σ Y . Since it can be show via a standard argument using the Mann-Wald Theorem that the quotient of consistent estimators is itself a consistent estimator, our aforementioned work withτ j will suffice.
By expanding the product of binomials in (1), we get
By several applications (summand wise) of the weak law of large numbers to this above expression, we know:
with all convergence being in probability.
Hence we havê
So indeedτ j is a consistent estimator of cov(X j , Y ). This in turn shows, by the lemma at 6.0.1, that̺ j is consistent as an estimator of ̺ j .
It is a simple step to show that such consistency is uniform. This is done as follows: Sincê ̺ j is consistent as an estimator of ̺ j , we know that for any 1 ≤ j ≤ p and any ε > 0, P(|̺ j − ̺ j | > ε) → 0 as n → ∞.
Let J = argmax 1≤j≤p |̺ j − ̺ j |. Then, since J ∈ {1, 2, . . . , p} itself, we indeed know that P(|̺ J − ̺ J | > ε) → 0 as n → ∞ for any ε > 0. In other words, we have that P max 1≤j≤p |̺ j − ̺ j | > ε → 0 as n → ∞ for any ε > 0. This shows that̺ j is a uniformly consistent estimator of ̺ j , completing Step 2. We also have established the claims of Corollary 2 found at 3.0.4.
Step 3
(This follows 24 closely).
Step 1 we defined
Let c = (2/3)̺ min . Suppose by way of contradiction that this c is insufficient to be able to claim S ⊇ S T . This would mean that there exists some j * ∈ S T , yet j * / ∈ S. It then follows that we must have̺ j * ≤ (2/3)̺ min while at the same time having (as shown in Step 1)
From this we can conclude that |̺ j * − ̺ j * | > (1/3)̺ min , which implies that max 1≤j≤p |̺ j − ̺ j | > (1/3)̺ min as well.
However, we know by the uniform consistency of̺ j that by letting ε = 1/3̺ min , we have
This is a contradiction to the assumption of non containment above. So indeed, we have that
This proves Theorem 2, and is the forward direction for proving Theorem 1.
To prove the reverse direction for Theorem 1, suppose (again by way of contradiction) that S ⊆ S T . Then there is some j * ∈ S, yet j * / ∈ S T . This means that ̺ j * ≥ (2/3)̺ min , while at the same time (by (C2)) having ̺ j * = 0.
It now follows that
Set ε = (2/3)̺ min . By uniform consistency we have P(S T ⊇ S) ≤ P max 1≤j≤p |̺ j − ̺ j | > (2/3)̺ min → 0 as n → ∞.
