Abstract. The minimum root separation of a complex polynomial A is defined as the minimum of the distances between distinct roots of A. For polynomials with Gaussian integer coefficients and no multiple roots, three lower bounds are derived for the root separation. In each case, the bound is a function of the degree n of A and the sum d of the absolute values of the coefficients of A. The notion of a seminorm for a commutative ring is defined, and it is shown how any seminorm can be extended to polynomial rings and matrix rings, obtaining a very general analogue of Hadamard's determinant theorem.
Introduction.
Let A(x) be a polynomial of degree n > 0 with complex coefficients a¿ and complex roots a" so that We define sepiA), the minimum root separation of A, by (2) sepiA) = min \a¡ -ak\, a i*ak with the convention that sep(A) = °° in case A has only one distinct root. The computing times required by known algorithms for isolating the zeros of A depend inversely on sep(A). Hence, we are interested in easily computable functions f(a0, ■ ■ ■ , a") of the coefficients such that (3) 0 < fiao, ••• ,*)£ sep(A).
Heindel [3] , in analyzing the computing time of an algorithm based on Sturm's theorem for isolating the real zeros of any polynomial with integer coefficients, used a weak lower bound for sep(/l) due to Collins. Pinkert [9] , presents an analogous algorithm for isolating all zeros, real and complex, of any polynomial with Gaussian integer coefficients. His algorithm is based on Sturm's theorem and the RouthHurwitz theorem and uses a stronger lower bound for sepiA), obtained more recently by Collins. Horowitz, using another simpler approach, has recently obtained a third lower bound, intermediate in strength, but just slightly weaker than the stronger bound of Collins. In the following, these three bounds are all derived, with the hope of stimulating further research on the problem.
If A(x) has rational complex coefficients, we can easily compute another polynomial, having the same roots, with Gaussian integer coefficients. Further, if A(x) has Gaussian integer coefficients, we can easily compute another polynomial A*(x) with Gaussian integer coefficients, having the same roots as A(x) and having only simple roots, namely (4) A*ix) = Aix)/gcdiAix), A'ix)),
where A'ix) is the derivative of Aix) and "gcd" denotes the greatest common divisor. Hence, in the following, A is assumed to have Gaussian integer coefficients and no multiple roots. Also, the three lower bounds to be obtained will all be of the form
where n = deg(/l), the degree of A, and d = A.A), where v is some "seminorm".
In the next section, we introduce the notion of a seminorm for a ring and then derive some lemmas which will be used in deriving the root separation theorems.
Seminorms and Resultants.
If (R is any commutative ring, a seminorm for (R is any function v from (R into the nonnegative real numbers satisfying the following three conditions for all a, b G <R: A norm for (R is a seminorm for (R such that (7) viab) = via)vib).
For the ring G of the Gaussian integers, a familiar norm is via + bi) = \a + bi\ = (a2 + b2)1/2. A seminorm for G which is not a norm is v(a + bi) = \a + bi\x = \a\ + \b\.
Any seminorm v on a commutative ring (R can be extended to a seminorm on the polynomial ring <R [x] by the definition (8) "(£«.*') = È"O.).
By induction on r, repeated application of (8) extends v to a seminorm on (R[xi, • • • , xT], which is easily seen to be independent of the order in which the indeterminates s, are adjoined.
As a special case, (8) defines \A\ and |v4|i for any Gaussian polynomial A(xx, ■ ■ ■ ,xr) G G[xx, ■ ■ ■ , xT] as extensions of the seminorms for G defined above. For integral polynomials Aixx, • • • , xr) with rational integer coefficients, the norm \A\X has been used extensively for the analysis of algebraic algorithms. See, for example, [1] , [2] , [7] and [8] . Its extension to Gaussian polynomials, however, is new.
If M is an arbitrary matrix (or vector) over (R, we define (9) viM) = Y Ya »(Mi), i i where the summation extends over all entries of M. It is easy to verify that the conditions (6a)-(6c) hold for matrices over (R whenever the operations are defined. In particular, this extends v to a seminorm for the ring of all n by n square matrices over (R. By combining the seminorm extensions for polynomials and matrices, we obtain the following general analogue of Hadamard's determinant theorem [6, p. 208] . Theorem 1. Let Si be a commutative ring, v a seminorm for (St, M an n by n matrix over (R. Then
where Mi is the ith row of M and detIM) is the determinant of M. Proof. By induction on n, the case n = 1 being trivial. We denote by M¡,, the element of M in the rth row and jth column of M, by Af<,/ the submatrix of M obtained by deletion of the rth row and jth column. By Laplace expansion,
By (6) and (11),
The rth row of MXj' is a subrow of Mi+X, so
by the induction hypothesis. By (12) and (13), 
x-2 g kr2 n k -«*i2-
There are (n2 -n -2)/2 factors |a, -e**!2 in (25) and \a¡ -ak\ g |a,| + \ak\ < ld/\an\ by Theorem 3. Hence,
X-2 g (2í/)n,-n-2/|a"ra-3n. Now, n2 -3n + 2 è 0 and |a"| ^ 1 so (27) X"2 è ildf-"-2 \an\2 < ildf-n, from which (22) Proof. Let ax, ■ ■ ■ , an be the zeros of A and X = sepiA). We may suppose that X = k -a2|. By Theorem 2, there exist Gaussian polynomials U and V such that by Theorem 2. Since degiV) g n -1 and k| < d,
From (33) and (35), using \D\ ^ 1 and \ax -a,| < 2c?,
The proof is completed by observing that nä2. D In order to obtain the third root separation bound, we construct a Gaussian polynomial B* whose roots are all the differences a, -a, with / 9e j. The idea of constructing B* as a resultant was suggested by some current research of R. Loos [5] . After obtaining upper bounds for the coefficients of B*, we will apply the following well-known theorem to obtain a lower bound for the roots of B*, and hence for sepiA). = ia» n (_«.)n n (*-a^n= «»k/«») n (* -«r1) = a0 n ix -«-1). where "<" is the dominance relation.
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