Abstract. We describe the structure of Lie derivations of J -subspace lattice algebras. The results can apply to atomic Boolean subspace lattice algebras and pentagon subspace lattice algebras, respectively.
Introduction
Let A be an associative algebra and M be an A-bimodule.
By Z(M, A) we denote the center of M relative to A, that is, Z(M, A) = {M ∈ M : AM = MA for all A ∈ A}. A linear mapping δ : A → M is called a Lie derivation if δ([A, B]) = [δ(A), B] + [A, δ(B)] for all A, B ∈ A, where [A, B]
= AB − BA is the usual Lie product. We say that a Lie derivation δ is standard if it can be decomposed as δ = d + τ , where d is an ordinary derivation from A into M and τ is a linear mapping from A into the center Z(M, A) of M relative to A vanishing on each commutator. The standard problem, which has been studied for many years, is to find conditions on A under which each Lie derivation is standard or standard-like. This problem has been investigated for prime rings in [2, 3, 21, 25, 26] , for C*-algebras and for more general semisimple Banach algebras in [1, 9, 22, 23, 27] , and for triangular algebras in [5] . In the present note, we pursue this line of investigation for J -subspace lattice algebras.
Preliminaries
In this note, all algebras and vector spaces will be over the complex field C. Given a Banach space X with topological dual X * , by B(X) and I we mean the algebra of all bounded linear operators on X and the identity operator on X, respectively. The terms operator on X and subspace of X will mean 'bounded linear map of X into itself' and 'norm closed linear manifold of X', respectively. For A ∈ B(X), denote by A * the adjoint of A. For x ∈ X and f ∈ X * , the rank-one operator x ⊗ f is defined by y → f (y)x for y ∈ X. For any non-empty subset L ⊆ X, L ⊥ denotes its annihilator, that is, L ⊥ = {f ∈ X * : f (x) = 0 for all x ∈ L}. A family L of subspaces of X is a subspace lattice on X if it contains (0) and X, and is complete in the sense that it is closed under the operations ∨ (closed linear span) and ∩ (set-theoretic intersection). For a subspace lattice L on X, the associated subspace lattice algebra AlgL is the set of operators on X leaving every subspace in L invariant, that is,
Obviously, AlgL is a unital weakly closed operator algebra. A subalgebra of AlgL is called a standard subalgebra if it contains all finite-rank operators in AlgL.
Subspace lattice algebras are important and mainly consist of non-selfadjoint operator algebras. Completely distributive subspace lattice algebras, commutative subspace lattice algebras, atomic Boolean subspace lattice algebras, pentagon subspace lattice algebras, etc., have been widely studied. See, for example, [6, 12, 13, 14, 15, 16] . Recently, Panaia in [24] introduced a new class of subspace lattices -J -subspace lattices, which cover atomic Boolean subspace lattices and pentagon subspace lattices. Several authors have studied J -subspace lattices as well as J -subspace lattice algebras; see, for example, [7, 17, 18, 19, 20] .
Given a subspace lattice L on a Banach space X, put
The simplest example of a J -subspace lattice is any pentagon subspace lattice
For further discussion of pentagon subspace lattices see [12, 15] . Another important element of the class of J -subspace lattices is the atomic Boolean subspace lattice. It follows from [18, Theorem 2.1] that every commutative J -subspace lattice on a Hilbert space is an atomic Boolean subspace lattice. However, most J -subspace lattices on a Hilbert space are non-commutative [18] .
Therefore, J -subspace lattices as well as J -subspace lattice algebras deserve some attention. We mention in passing that J -subspace lattice algebras are semisimple Banach algebras. In the previous papers [19, 20] , we studied algebraic isomorphisms, Jordan isomorphisms and Jordan derivations. Here we study Lie derivations of J -subspace lattice algebras. Even for pentagon subspace lattice algebras and atomic Boolean subspace lattice algebras, our results are new.
For a subspace lattice L, the relevance of J (L) is due to the following lemma, which is crucial to what follows. Lemma 2.1 (Longstaff [16] (see also [13] )). If L is a subspace lattice on X, then the rank-one operator x ⊗ f ∈ AlgL if and only if there exists some
From Lemma 2.1 we can see that if L is a J -subspace lattice, then AlgL is rich in rank-one operators. Moreover, finite-rank operators in a J -subspace lattice algebra have nice properties. Given a subspace lattice L, by F(L) we denote the algebra of all finite-rank operators in AlgL. If K ∈ J (L), then we write 
From this relation and (i) we see the range of CB is contained in K − for all C ∈ AlgL. Therefore ACB = 0 since the restriction of A to K − is zero.
(iii) For x ∈ X, we have Ax = −Bx. So both the ranges of A and B are
We need a deep understand of the centers of J -subspace lattice algebras.
Remark 2.5. Let L be a J -subspace lattice on a Banach space X.
(i) If A ∈ AlgL commutes with each rank-one operator, then A is in the center of AlgL. Indeed, if T is in AlgL, then
, then any finite rank operator in AlgL is not in the center of AlgL. Therefore, the center of F(L) is the trivial set {0}. Note that the pentagon subspace lattice is this case.
(iv) Suppose that A ∈ AlgL is in the center of AlgL. Let K be an element in
Applying this equation to a vector y with f (y) = 1, we get that Ax = f (Ay)x for all x ∈ K. So the restriction of A to K is a scalar multiple of the identity on K.
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We will use the results about local derivations of J -subspace lattice algebras. A linear map δ from an algebra A to an A-bimodule M is called a local derivation if for every A ∈ A there is a derivation δ A : A → M depending on A such that δ(A) = δ A (A). The concept of local derivations was first introduced by Kadison [11] , and there has recently been a growing interest in the study of local derivations of operator algebras. We refer to [4, 7, 10] for more information. In [7] , it is shown that each local derivation of a standard subalgebra of a J -subspace lattice algebra AlgL containing the identity operator I is a derivation. Slightly modifying the proof thereof, one can show that it is also true for F(L) (not necessarily containing I). Here, using Lemma 2.3, we include a (short) proof. 
Proof. It suffices to show that δ(AB) = δ(A)B + Aδ(B) holds for all A, B ∈ F(L).
First we suppose that A, B ∈ F(K) with K ∈ J (L). By Lemma 2.3, there is an idempotent operator P in F(K) such that A = P AP and B = P BP . Let {x 1 , x 2 , . . . , x n } be a basis of the range of P . Define linear functionals f 1 , f 2 , . . . , f n on X such that
f i (z) = 0 for z ∈ kerP and 1 ≤ i ≤ n. 
Now suppose in general that A, B ∈ F(L). By Lemma 2.2, we can write
where
Thus by the preceding results, we have that
This completes the proof.
Lie derivations of F(L)
The main result in this section reads as follows.
Theorem 3.1. Let L be a J -subspace lattice and A be a standard subalgebra of AlgL. Let δ be a Lie derivation from F(L) into A. Then δ is standard.
For the proof of the theorem, we need some lemmas. In the following, we keep the notation as in the statement of the theorem. Recall that the statement that δ is standard means that δ is the sum of a derivation d from F(L) into A and a linear mapping from
From Remark 2.5(i), we know that Z(A, F(L)) is equal to Z(A), the center of A.

Lemma 3.2. Suppose that A is in F(L), S in A and C in Z(A). If
Proof. Since C commutes with A, it follows from the Kleinecke-Shirokov theorem, see [8, Problem 233] , for example, that C is quasi-nilpotent. If Cx = 0 for some
is idempotent. However, since C is quasi-nilpotent and commutes with x ⊗ f , C(x ⊗ f ) should be nilpotent. This contradiction shows that Cx = 0 for all x ∈ K and K ∈ J (L). Consequently, C = 0.
Lemma 3.3. Let K be in J (L) and P be an idempotent operator in F(K). Then there is an operator S in F(K) and a unique operator τ (P ) in Z(A) such that δ(P ) = [P, S] + τ (P ).
Proof. Set P 1 = P and P 2 = I − P . Note that A does not necessarily contain I. Note that P 2 B = B − P 1 B and BP 2 = B − BP 1 for B ∈ A.
For A 11 ∈ P 1 F(L)P 1 , we have that
Multiplying this equation by P 1 from both sides, we get (3.1)
Multiplying this equation by P 1 from the left side and by P 2 from the right side, we get (3.3)
Similarly, for A 21 ∈ P 2 F(L)P 1 , we have that
Using (3.1)-(3.4), it is easy to verify that τ (P ) = P 1 δ(
Then S ∈ F(K) by Lemma 2.4(i) and δ(P ) = [P, S] + τ (P )
. Moreover, by Lemma 3.2, such a τ (P ) is unique.
Lemma 3.4. Let A = x ⊗ f be in F(K) with K ∈ J (L). Then there is an operator S in F(K) and a unique operator τ (A) in Z(A) such that δ(A) = [A, S] + τ (A).
Proof. If f (x) = 0, then the result follows from the linearity and Lemma 3.3. We now suppose that f (x) = 0. Take y ∈ K such that f (y) = 1. Set P = y ⊗ f . Then by Lemma 3.3, δ(P ) = [P, S 1 ] + τ (P ), where S 1 ∈ F(K) and τ (P ) ∈ Z(A). We associate a new Lie derivation as follows:
Then ∆(P ) = τ (P ) ∈ Z(A) and therefore,
From this, we obtain that ∆(A) = (I − P )∆(A)P . So we can suppose that ∆(A) = z ⊗ f , where z ∈ K and f (z) = 0. Now
Thus S = S 1 − z ⊗ g and τ (A) = 0 are desired. 
Then there is an operator S in F(K) and a unique operator
On the other hand, by Lemma 3.4, for each k, there is an operator
. This together with (3.5) yields
follows from the Kleinecke-Shirokov theorem that C k is quasi-nilpotent. Moreover, arguing as in the proof of Lemma 3.2, one shows that
The proof is complete. Proof of Theorem 3.1. Let A be in F(L). Then there uniquely exist finitely The following corollary can be applied to pentagon subspace lattice algebras. 
Lie derivations of J -subspace lattice algebras
In this section we describe the structure of Lie derivations of J -subspace lattice algebras as follows. 
For F ∈ F(L) and x ∈ K, by (4.1) we have that
So for all F ∈ F(L) and for all x ∈ K,
Let A be in AlgL. Let x be in K. Then for F ∈ F(L), by (4.1) and (4. 
Comparing these two equations, we get
Taking f ∈ K 
Taking the limit, we get that f (x 0 ) = 0. Since x 0 is in K and f ∈ K ⊥ − is arbitrary, x 0 = 0. So T K is closed. The Closed Graph Theorem gives the boundedness of T K , completing the proof. 
