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Abstract. Let fX;Xn;n ¸ 1g be a sequence of i.i.d. random variables taking values in a real
separable Hilbert space (H;k ¢ k) with covariance operator Σ, and set Sn = X1 + ::: + Xn, n ¸ 1. Let
an = o(
p












kSnk ¸ ¾Á(n)" + an
o
= Γ¡1(d=2)K(Σ)(r ¡ 1)
d¡2
2 Γ(a + d=2)
holds if





E[(X;ei)2Ifj(X;ei)j > tg] = o(
1
logt
); as t ! 1; for 8i:
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11 Introduction and main results.
Let fX;Xn;n ¸ 1g be a sequence of independent identically distributed random variables (r.v.’s) and
set Sn =
Pn
k=1 Xk, Mn = maxk·n jSkj, for n ¸ 1. Also let logx = ln(x _ e), loglogx = log(logx) and
Á(x) =
p




PfjSnj ¸ "ng < 1; " > 0
if and only if EX = 0 and EX2 < 1. Baum and Katz (1965) extended this result and proved the
following theorem.
Theorem A Let 1 · p < 2 and r ¸ p. Then
1 X
n=1
nr¡2PfjSnj ¸ "n1=pg < 1; " > 0
if and only if EX = 0 and EjXjrp < 1.
Many authors considered various extensions of the results of Hsu-Robbins and Baum-Katz. Some
of them studied the precise asymptotics of the inﬁnite sums as " ! 0 (c.f. Heyde (1975), Chen (1978),
Sp˘ ataru (1999) and Gut and Sp˘ ataru (2000a)). But, this kind of results do not hold for p = 2. However,
by replacing n1=p by
p
nloglogn, Gut and Sp˘ ataru (2000b) established an analogous result called the
precise asymptotics of the law of the iterated logarithm, and Zhang (2001) gave the suﬃcient and
necessary conditions for such kind of results to hold. By replacing n1=p by
p
nlogn, Lai (1974) and
Chow and Lai (1975) considered the following result on the law of the logarithm.
Theorem B Suppose that VarX = ¾2 and r ¸ 1. Then the following are equivalent:
1 X
n=1










nr¡2PfjSnj ¸ "Á(n)g < 1; for some " > 0;
EX = 0 and EjXj2r=(logjXj)r < 1:
For r = 1, Gut and Sp˘ ataru (2000a) gave the following precise asymptotics.












where ¹(2±+2) is the (2± + 2)th absolute moment of the standard normal distribution.
Recently Zhang (2003) gave the precise asymptotics for all r > 1 and obtained the suﬃcient and
necessary conditions for such kind of results to hold. The purpose of this paper is to ﬁnd out whether
there are the analogues in the Hilbert space setting.
In the context, let fX;Xn;n ¸ 1g be a sequence of independent identically distributed random
variables (r.v.’s) taking values in a real separable Hilbert space (H;k¢k) with mean zero and covariance
operator Σ. Denote the largest eigenvalue of Σ by ¾2, i.e. ¾2 := supfE[(X;y)2] : kyk · 1g, where
(¢;¢) denotes the scalar product in H. And let d be the dimension of the corresponding eigenspace.
Let ¾2
i , 1 · i < d0 be the positive eigenvalues of Σ arranged in a nonincreasing order and taking into
account the multiplicities. Further, if d0 < 1, put ¾2
i = 0, i ¸ d0. Note that we always have ¾2
i = ¾2,
1 · i · d and ¾2
i < ¾2, i > d. Write feig be a sequence of orthonormal eigenvectors corresponding to
the eigenvalues f¾2
i g. Set Sn =
Pn
k=1 Xk, n ¸ 1. The following theorems are our main results.
Theorem 1.1 Let 1 < r < 3=2 and a > ¡d=2 and let an(") be a function of " such that
an(")logn ! ¿; as n ! 1 and " &
p
r ¡ 1: (1.1)







(logk)a; n ! 1: (1.2)
Assume





























= Γ¡1(d=2)K(Σ)(r ¡ 1)
d¡2
2 Γ(a + d=2)expf¡2¿
p
r ¡ 1g; (1.6)




Letting fn = 1 and ¿ = 0 yields the following corollary.
Corollary 1.1 Let 1 < r < 3=2 and an = o(
p










kSnk ¸ "¾Á(n) + an
o
= K(Σ)(r ¡ 1)
d¡2
2 : (1.7)
Conjecture We believe that Theorem 1.1 and Corollary 1.1 hold as well for r ¸ 3=2. To get such an
improvement of the results, we think a diﬀerent approach is necessary.
Theorem 1.2 Let a > ¡1 and an = O(1=logn). Suppose ffng is a sequence of non-negative numbers













kSnk ¸ ¾Á(n)(" + an)
ª
= (2¾2)¡(a+1)(a + 1)¡1E[kY k]2(a+1); (1.9)
where Y is a Gaussian r.v. taking value in a real separable Hilbert space with mean zero and covariance
operator Σ.
The proofs consist of two stages. Firstly we verify the theorems under the assumption that X
is a nondegenerate Gaussian random variable with mean zero and covariance operator Σ in Section
2, after which, by using the truncation and approximation method, we then show the general cases.
Throughout this paper, we let K(®;¯;¢¢¢), C(®;¯;¢¢¢) etc. denote positive constants which depend on
®;¯;¢¢¢ only, whose values can diﬀer in diﬀerent places. The notation an » bn means that an=bn ! 1,
as n ! 1, and an ¼ bn means that C
¡1
0 bn · an · C0bn for some C0 > 0 and all n large enough.
2 Normal cases.
In this section, we prove Theorem 1.1 and Theorem 1.2 in the case that fX;Xn;n ¸ 1g are Gaussian
random variables. Let Y be a nondegenerate Gaussian mean zero r.v. with covariance operator Σ, say.
Denote the density of kY k2 by g. Our results are as follows.
Proposition 2.1 Let r > 1 and a > ¡d=2. Suppose an(") is a function of " satisfying (1.1) and ffng
















= Γ¡1(d=2)K(Σ)(r ¡ 1)
d¡2
2 Γ(a + d=2)expf¡2¿
p
r ¡ 1g; (2.1)
4where Γ and K(Σ) are as in Theorem 1.1.
Proposition 2.2 Let a > ¡1 and an = O(1=logn). Suppose ffng is a sequence of non-negative












= (2¾2)¡(a+1)(a + 1)¡1E[kY k]2(a+1): (2.2)
The following lemmas will be used in the proofs of the propositions.
Lemma 2.1 Let Y be a nondegenerate Gaussian mean zero r.v. with covariance operator Σ. Then
for y > 0,
PfkY k > yg » 2A¾2yd¡2 expf¡y2=(2¾2)g; as y ! 1; (2.3)
where A := (2¾2)¡d=2Γ¡1(d=2)K(Σ).









we can get the result immediately.
Lemma 2.2 For any ½0 > 0, there exists a constant C½0 = C(½0) > 0 such that
g(y) · C½0yd=2¡1 expf¡y=(2¾2)g; for all y 2 [½0;+1): (2.5)




is continuous on [½0;+1). By (2.4) the result
follows.
Lemma 2.3 Let an > 0, bn > 0, cn > 0, An =
Pn
k=1 ak, Bn =
Pn
k=1 bk. Suppose that
An » Bn and
n X
k=1
bkck ! 1; as n ! 1:
Further, suppose one of the following conditions is satisﬁed:
(i) The sequence fcng is eventually non-increasing;
(ii) The sequence fcng is eventually non-decreasing, and
n X
k=1








5Proof. We only show the result under the condition (ii). At that case, for any µ > 1, there exists
a n0 ¸ 1 such that for all n ¸ n0, cn is non-decreasing and µ¡1An · Bn · µAn. Then by the Abel










Ak(ck ¡ ck+1) +
n X
k=n0+1




(Ak ¡ µ¡1Bk)(ck ¡ ck+1) +
n X
k=1




(Ak ¡ µ¡1Bk)(ck ¡ ck+1) + µ¡1
n X
k=1







· µ¡1 + (µ ¡ µ¡1)K:














The proof is completed.
Lemma 2.4 For n ¸ 1, let ®n(") > 0, ¯n(") > 0 and f(") > 0 satisfying
®n(") » ¯n("); as n ! 1 and " ! "0;
and,

















Proof. For any µ > 1, there exist n0 ¸ 1 and a neighborhood U of "0 such that











¯n("); for " 2 U:
Now, the result follows easily.
6Lemma 2.5 Let an > 0, cn > 0, and An =
Pn
k=1 ak, for n ¸ 1. Suppose that the sequence fcng is







Proof. By the Abel transform, we can get the result immediately.
Lemma 2.6 Let an > 0, bn > 0, cn > 0, An =
Pn
k=1 ak and Bn =
Pn
k=1 bk, for n ¸ 1. Suppose that













for any j ¸ 1, where B0 = 0.





























Now, we turn to prove the propositions.
Proof Proposition 2.1. Firstly, note that the limit in (2.1) does not depend on any ﬁnite terms of
the inﬁnite series. Secondly, by Lemma 2.1 and the condition (1.1), we have
P
n

































r ¡ 1g; (2.7)
as n ! 1, " &
p






2 fk » Bn :=
n X
k=1
kr¡2(logk)a¡1+d=2 ¼ nr¡1(logn)a¡1+d=2: (2.8)

































































































































































= Γ¡1(d=2)K(Σ)(r ¡ 1)
d¡2
2 Γ(a + d=2)expf¡2¿
p
r ¡ 1g:














= Γ¡1(d=2)K(Σ)(r ¡ 1)
d¡2
2 Γ(a + d=2)expf¡2¿
p
r ¡ 1g:
Then (2.1) is proved.
Proof Proposition 2.2. Without losing of generality, we can assume that janj · ¿0=logn, ¿0 > 0.
Fix 0 < ± < 1. For any 0 < " < ±=2, if "2 > ±¿0=logn, then







¸ ¾2±¿0=2 > 0:



















































2¾2("¡¿0=log n)2 log n
zd=2¡1 expf¡z=(2¾2)gdz




2¾2("¡¿0=log n)2 log n
zd=2¡1dz:
Noting that for d ¸ 2,



















· C"d¡1 expf¡"2 logng(logn)d=2¡1;
and, for d = 1,



















· C expf¡"2 logng(logn)¡1=2:
So we have
³n · C"d¡1 expf¡"2 logng(logn)d=2¡1









































































n¡1fn³n = 0: (2.9)





































































































































kY k ¸ z
ª
dz





Similarly, we can get the result of ”liminf”. So the proposition is now proved.
103 The general cases.
In this section, we will use Feller’s (1945) and Einmahl’s (1989) truncation methods to show the general
cases. Without losing of generality, we assume that ¾ = 1 in the sequel. Let p > 0, whose value will be
special in the proofs of Theorem 1.1 and Theorem 1.2 respectively. And for each n ¸ 1 and 1 · j · n,
we let
X0
































































The proofs of theorems depend on the following lemmas.
Lemma 3.1 Let »1;»2;¢¢¢ ;»n be independent mean zero H-valued random variables such that for some















where Λn := supf
Pn
j=1 E[(»j;y)2] : kyk · 1g and C1 is a constant depending on Q only.
Proof. See Theorem 5 of Einmahl (1993).
Lemma 3.2 Deﬁne ∆n := kS
0
nn ¡ Snk. Let r > 1, a > ¡d=2 and p > 0. Suppose that the conditions
(1.3) and (1.4) are satisﬁed. And let ffng be a sequence of non-negative numbers satisfying (1.2).























nik · ¯n, 1 · j · n.
Setting












njg; n 2 L:













nj = 0 whenever Xj 6= X0
nj, for 1 · j · n, so that for any ¸ > 0, there exists




































































By Lemma 3.1, (1.3) and (3.1), for any Q > 2r there exist constants C1 = C1(Q;¸) > 0 and ´ =






































: kyk · 1
ª
· Cn, by (1.3))


















· n¡´ + Cn1¡r(logn)¡
Q
2 ¡p(Q¡2r)¡a¡r · Cn¡º; (3.4)















































































































































































Now (3.3) is proved.
Lemma 3.3 Let r > 1, a > ¡d=2 and p > 0. Suppose that the conditions (1.3) and (1.4) are satisﬁed
and ffng is a sequence of non-negative numbers satisfying (1.2). Then for any ¸ > 0 there exists a




























































































































































nj;y)2] : kyk · 1g















: kyk · 1
ª
= o(n):










































kXkQIfÁ(j ¡ 1) < kXk · Á(j)g
¤






























kXkQIfÁ(j ¡ 1) < kXk · Á(j)g
¤
jr¡Q=2(logj)a¡Q=2





Finally, by noticing Lemma 3.2, we complete the proof of Lemma 3.3.
Lemma 3.4 Let 1 < r < 3=2, a > ¡d=2 and p ¸ 6+r
3¡2r. Suppose that the condition (1.4) is satisﬁed
and ffng is a sequence of non-negative numbers satisfying (1.2). Then we have
1 X
n=1










































































































whenever p ¸ 6+r
3¡2r. So (3.8) is proved.
15Lemma 3.5 (Einmahl, 1991) Let »1;»2;¢¢¢ ;»n be independent H-valued r.v.’s with E»j = 0, E[k»jk3] <
1 and let Y1;Y2;¢¢¢ ;Yn be independent Gaussian mean zero r.v.’s with Cov(»j) = Cov(Yj), j =




»jk ¸ sg · Pfk
n X
j=1








»jk ¸ sg ¸ Pfk
n X
j=1




where C2 is a universal constant.
Now we turn to prove the theorems. Let fY 0
njg be a sequence of independent H-valued Gaussian
mean zero random variables with Σn := Cov(Y 0
nj) = Cov(X
0





n ¸ 1. Recall Σ := Cov(X).
Proof of Theorem 1.1. Take p ¸ 6+r
3¡2r, for 1 < r < 3=2. Applying the inequality of Anderson
(1955), we get for any x 2 R:
PfkT0
nk · xg ¸ PfkY k · x=
p
ng; n 2 N; (3.11)
where Y is a Gaussian r.v. with mean zero and covariance operator Σ.
Let 0 < ± <
p
r ¡ 1=4. For n ¸ 1, Eq. (3.9) with s = "Á(n) ¡
p
n
(log n)2 > 0 and t =
p
n
(log n)2 > 0 and
Eq. (3.11) yield
PfkSnk ¸ "Á(n)g
= PfkSnk ¸ "Á(n);∆n <
p
n




· PfkSnk ¸ "Á(n);∆n <
p
n




















(logn)2g + C2pn + IIn




(logn)2g + C2pn + IIn; (3.12)
for all " 2
¡p
r ¡ 1 ¡ ±;
p
r ¡ 1 + ±
¢




4 and pn is
deﬁned in Lemma 3.4. If we let
a0




n(") satisﬁes the condition (1.1) and
PfkSnk ¸ (" + an("))Á(n)g · PfkY k ¸ (" + a0
n("))
p
2logng + C2pn + IIn;



















· Γ¡1(d=2)K(Σ)(r ¡ 1)
d¡2
2 Γ(a + d=2)expf¡2¿
p
r ¡ 1g: (3.13)
Now we consider the lower bound of (1.6). Firstly, we consider the ﬁnite dimension case, i.e.,
d0 < 1. Notice that Σ¡1 exists and Σn ! Σ, as n ! 1. So, we can also assume that Σ¡1
n exists for
all n ¸ 1. Using (3.10) instead of (3.9), similar to (3.12) we have
















































(logn)2g ¡ C2pn ¡ In; (3.14)
for all " 2
¡p
r ¡ 1 ¡ ±;
p
r ¡ 1 + ±
¢














kY k = kΞ¡1
n ΞnY k · kΞ¡1
n k ¢ kΞnY k = °nkΞnY k:




ng = PfkY 0
nik ¸ xg
= PfkΣ1=2
n Σ¡1=2Y k ¸ xg ¸ PfkY k ¸ x°ng: (3.16)
Also,
j°2
n ¡ 1j =
¯
¯ ¯kΣ1=2Σ¡1=2












n (Σ ¡ Σn)Σ¡1=2
n k · kΣ¡1=2
n k2 ¢ kΣn ¡ Σk
= kΣ¡1
n k ¢ kΣn ¡ Σk · CkΣn ¡ Σk = o(1=logn);
17by (1.5). It follows that









Then by (3.14) and (3.16),
PfkY k ¸ (" + a00
n("))
p
2logng ¡ C2pn ¡ In




(logn)2]g ¡ C2pn ¡ In
· PfkSnk ¸ (" + an("))Á(n)g;
for all " 2 (
p
r ¡ 1 ¡ ±=2;
p
r ¡ 1 + ±=2) and n large enough, by the condition an(") ! 0 again. It














¸ Γ¡1(d=2)K(Σ)(r ¡ 1)
d¡2
2 Γ(a + d=2)expf¡2¿
p
r ¡ 1g:
Hence, in the ﬁnite dimension case, the lower bound of (1.6) is proved. Now assume d0 = 1. For any
d00 ¸ d, let Q : H ! H be the projection onto the d00-dimensional eigenspace of ¾2
































¸ Γ¡1(d=2)Kd00(Σ)(r ¡ 1)
d¡2







i =¾2)¡1=2. Letting d00 ! 1. we complete the proof of Theorem 1.1.
Proof of Theorem 1.2. Take p = 2. Write













































































































































































































































































kXk2(logkXk)a+4 < 1: (3.19)
Without losing generality, we can assume that janj · 1=logn. Similar to the proof of Theorem 1.1,
19we have, for n large enough and all " > 0,
PfkSnk ¸ (" + an)Á(n)g
= PfkSnk ¸ (" + an)Á(n); ∆n ·
p
n



















(logn)2g + C2pn + qn
· PfkY k ¸
¡
" + an ¡
p
2=(logn)5=2¢p
2logng + C2pn + qn




2logng + C2pn + qn; (3.20)
where ∆n = kS
0
nn ¡ Snk. Combing (3.18)-(3.20) and applying Proposition 2.2 yield the upper bound
of (1.9). For the lower bound, it also suﬃces to consider the case of the ﬁnite dimension case, i.e.,
d0 < 1. Notice that for n large enough,
PfkSnk ¸ (" + an)Á(n)g






























Á(n)g ¡ C2pn ¡ qn




2logng ¡ C2pn ¡ qn; (3.21)
by (3.10) and (3.16), where °n is deﬁned in (3.15). Notice also that °n ! 1, as n ! 1. Fix 1 < µ < 2.
We conclude that for n large enough and all " > 0,
PfkSnk ¸ (" + an)Á(n)g




2logng ¡ C2pn ¡ qn; (3.22)






n¡1fnPfkSnk ¸ (" + an)Á(n)g





Letting µ ! 1, we complete the proof of Theorem 1.2.
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