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Abstract
We explore a connection between the Finslerian area functional and well-investigated Cartan
functionals to prove new Bernstein theorems, uniqueness and removability results for Finsler-
minimal graphs, as well as enclosure theorems and isoperimetric inequalities for minimal im-
mersions in Finsler spaces. In addition, we establish the existence of smooth Finsler-minimal
immersions spanning given extreme or graphlike boundary contours.
Mathematics Subject Classification (2000): 44A12, 49Q05, 49Q10, 53A35, 53B40, 53C60
1 Introduction
1.1 Minimal immersions in Finsler geometry
Minimal surface theory in Finsler spaces seems to be a largely underdeveloped terrain. Recently,
we established a new connection between Finsler-minimal immersions and anisotropic variational
integrals, so-called Cartan functionals, to treat the Plateau problem in Finsler 3-space; see [28]. In the
present note we explore this connection to substantially extend the few known results about minimal
graphs, available only in very specific Finsler-Minkowski spaces so far, and we prove new global
results for Finsler-minimal immersions such as enclosure theorems and isoperimetric inequalities. In
addition, we establish the existence of smooth Finsler-minimal immersions spanning given extreme or
graphlike boundary contours. Our general assumption on the Finsler structure turns out to be natural
and sharp, since it translates to known sharp threshold values for the anisotropies of the few specific
Finsler-Minkowski spaces investigated so far.
In order to briefly recall the precise notion of Finsler-minimal immersions (in the sense of Buse-
mann and Hausdorff) let N = N n be an n-dimensional smooth manifold with tangent bundle
TN :=
⋃
x∈N TxN and its zero-section o := {(x, 0) ∈ TN }. A non-negative function F ∈
C∞(TN \ o) is called a Finsler metric on N (so that (N , F ) becomes a Finsler manifold) if F
satisfies the conditions
(F1) F (x, ty) = tF (x, y) for all t > 0 and all (x, y) ∈ TN (homogeneity);
(F2) gij(x, y) :=
(
F 2/2)yiyj (x, y) form the coefficients of a positive definite matrix, the fundamen-
tal tensor, for all (x, y) ∈ TN \ o, where for given local coordinates x1, . . . , xn about x ∈ N ,
the yi, i = 1, . . . , n, denote the corresponding bundle coordinates via y = yi ∂
∂xi
|x ∈ TxN .
Here we sum over repeated Latin indices from 1 to n according to the Einstein summation
convention, and F (x, y) is written as F (x1, . . . , xn, y1, . . . , yn).
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If F (x, y) = F (x,−y) for all (x, y) ∈ TN then F is called a reversible Finsler metric, and if F on
N = Rn depends only on y in standard coordinates, then F is called a Minkowski metric. Any C2-
immersion X : Mm ↪→ N n from a smooth m-dimensional manifoldM = Mm intoN induces a
pulled-back Finsler metric X∗F onM via
(X∗F )(u, v) := F (X(u), dX|u(v)) for (u, v) ∈ TM .
Following Busemann [5] and Shen [32] we define the Busemann-Hausdorff volume form as the volume
ratio of the Euclidean and the Finslerian unit ball, i.e.,
dvolX∗F (u) := σX∗F (u)du1 ∧ . . . ∧ dum onM ,
where
σX∗F (u) :=
H m(Bm1 (0))
H m({v = (v1, . . . , vm) ∈ Rm : X∗F (u, vδ ∂
∂uδ|u ) ≤ 1}
, (1.1)
with a summation over Greek indices from 1 to m in the denominator. Here H m denotes the m-
dimensional Hausdorff-measure. The Busemann-Hausdorff area or in short Finsler area1 of the im-
mersion X :M → N is then given by
areaFΩ(X) :=
∫
u∈Ω
dvolX∗F (u) (1.2)
for a measurable subset Ω ⊂M . Shen [32, Theorem 1.2] derived the first variation of this functional
which leads to the definition of Finsler-mean curvature. Critical immersions for areaFΩ are therefore
Finsler-minimal immersions, or simply minimal hypersurfaces in (N , F ) if the co-dimension n−m
equals 1.
By means of his variational formulas Shen excluded the existence of closed oriented Finsler-
minimal submanifolds in Minkowski space, i.e., in Rn equipped with a Minkowski metric F = F (y);
see [32, Theorem 1.3]. Souza and Tenenblatt proved in [36] that there is up to homotheties exactly one
complete embedded Finsler-minimal surface of revolution in the Minkowski-Randers space (R3, F )
where F (y) := |y| + biyi for some constant vector b with length |b| < 1. In the same setting Souza,
Spruck, and Tenenblatt [35] computed the fairly complicated pde for Finsler-minimal graphs, and
proved under the more restrictive bound |b| < 1/√3 that any Finsler-minimal graph defined on the
entire plane R2 is an affine plane. This bound on |b| is actually sharp for this Bernstein theorem:
beyond the threshold value, i.e., for |b| ∈ (1/√3, 1), where (R3, F ) is still a Finsler space (see
e.g. [7, p. 4]), the pde ceases to be elliptic, and there exists a Finsler-minimal cone with a point
singularity in that case; see [36, Proposition 13] and [35, p. 300]. Souza et al. also proved a touch-
ing principle and the removability of isolated singularities of Finsler-minimal graphs in this specific
three-dimensional Minkowski-Randers space. Their Bernstein theorem was later generalized by Cui
and Shen [12] to entire m-dimensional Finsler-minimal graphs in the more general (α, β)-Minkowski
spaces (Rm+1, F ). Here, F (y) equals α(y)φ
[
β(y)/α(y)
]
with α(y) := |y| and the linear perturba-
tion term β(y) := biyi, where φ is a positive smooth scalar function satisfying a particular differential
equation to guarantee that F is at least a Finsler metric; see e.g. [7, Lemma 1.1.2]. Cui and Shen
require for their Bernstein results fairly complicated additional and more restrictive conditions on φ
(see condition (1) in [12, Theorem 1.1] or condition (4) of [12, Theorem 1.2]) that could be verified
1Notice that the alternative Holmes-Thompson volume form (see [1]) leads to a different notion of Finslerian minimal
surfaces that we do not address here.
2
only for a few specific choices of (α, β)-metrics, and only in dimension m = 2: for the Minkowski-
Randers case with φ(s) = 1 + s if |b| < 1/√3 (reproducing [35, Theorem 6]), for the two-order
metric with φ(s) = (1 + s)2 under the condition |b| < 1/√10, or for the Matsumoto metric where
φ(s) = (1−s)−1 if |b| < 1/2. Also these threshold values for |b| are sharp; one finds Finsler-minimal
cones for |b| beyond the respective bounds for the Minkowski-Randers and for the two-order metric.
And the Matsumoto metric simply ceases to be a Finsler metric if |b| > 1/2.; see [12, Theorem 5.3
& Section 6]. Cui and Shen [13] derived a representation formula for rotationally symmetric Finsler-
minimal surfaces in Minkowski-(α, β)-spaces and they presented a unique explicit forward-complete
rotationally symmetric Finsler-minimal surface in Minkowski-Randers-3-space.
Our results presented in the next subsection generalize and extend many of these results to general
Finsler-Minkowski spaces under a natural assumption on a suitable symmetrization of the underlying
Finsler metric. It turns out that this assumption reproduces the sharp bounds on the anisotropy |b| in
the specific Finsler-Minkowski-spaces described above.
For any function F ∈ C0(TN \ o) that is positively 1-homogeneous in the y-variable, we define
the m-harmonic symmetrization Fsym as
Fsym(x, y) :=
[
2
1
Fm(x,y) +
1
Fm(x,−y)
] 1
m
for (x, y) ∈ TN \ o, (1.3)
which by definition is even and positively 1-homogeneous in the y-variable, and thus continuously
extendible by zero to the whole tangent bundle TN . But even ifF is a Finsler metric, the symmetrized
form Fsym might not be, which motivates our General Assumption:
(GA) Let F (x, y) be a Finsler metric onN = Rm+1 (with respect to its standard coordinates) such
that its m-harmonic symmetrization Fsym(x, y) is also a Finsler metric on Rm+1.
Notice that a reversible Finsler metric F automatically coincides with itsm-harmonic symmetrization
Fsym so that our general assumption (GA) is superfluous in reversible Finsler spaces. A sufficient
criterion guaranteeing that (GA) holds for non-reversible Finsler metrics was derived in [28, Theorem
1.5], allowing for a non-trivial x-dependence such as F (x, y) := Frev(x, y) + biyi where Frev is a
reversible Finsler metric. Even in the Minkowski setting this creates examples that were not treated
before, for example, choosing the perturbed quartic metric (see [3, p. 15])
Frev(y) :=
√√√√√
√√√√m+1∑
i=1
(yi)4 + 
m+1∑
i=1
(yi)2 for  > 0
as the reversible part of F (y) = Frev(y) + biyi.
1.2 Main results
Finsler-minimal graphs. As Finsler-minimal graphs we denote m-dimensional Finsler-minimal im-
mersions that can be written as a graph over some domain in a hyperplane of the ambient spaceRm+1.
Such a graph is called entire if the domain is the whole hyperplane.
Theorem 1.1 (Bernstein theorems). Let F = F (y) be a Minkowski metric on Rm+1 satisfying as-
sumption (GA). Then the following holds:
(i) If m = 2 or m = 3, then every entire Finsler-minimal graph is an affine plane.
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(ii) For every m ≤ 7 there exists a constant δ = δ(m) > 0 such that every entire Finsler-minimal
graph is an affine plane if
min{‖F (·)− | · |‖C3(Sm), ‖Fsym(·)− | · |‖C3(Sm)} ≤ δ.
(iii) For every m ∈ N and γ ∈ (0, 1) there is a constant δ = δ(m, γ) > 0 such that every entire
Finsler-minimal graph {u, f(u)) : u ∈ Rm} ⊂ Rm+1 is an affine plane if
min{‖F (·)− | · |‖C3(Sm), ‖Fsym(·)− | · |‖C3(Sm)} ≤ δ, (1.4)
and if it satisfies the additional growth condition
|Df(u)| = O(|(u, f(u)|γ) as |u| → ∞ (1.5)
on the gradient Df(u) = (fu1 , . . . , fum), where u = (u1, . . . , um) ∈ Rm.
Part (i) is apparently new form = 3, and it generalizes [35, Theorem 6] and [12, Theorem 1.2] for
m = 2 to general Finsler-Minkowski spaces. Indeed, calculating what (GA) implies for the specific
Finsler metrics investigated in [35] and [12, Section 6], we obtain exactly the threshold values for
the anisotropy |b| mentioned above. Part (ii) generalizes the part of [12, Theorem 1.1] dealing with
Finsler-minimal graphs with respect to the Busemann-Hausdorff-area, since the given scalar function
φ(s) := (1 + h(s))−1/m with an arbitrary odd smooth function h : R → (−1, 1) leads via an easy
computation to an (α, β)-Minkowski metric satisfying (GA). Part (iii) for arbitrary dimensions m is,
to the best of our knowledge, completely new in the context of Finsler-minimal immersions.
The next two results deal with uniqueness of Finsler-minimal graphs and the removability of
singularities.
Theorem 1.2 (Uniqueness). Let F = F (y) be a Minkowski metric on Rm+1 satisfying assumption
(GA), and assume that f1, f2 ∈ C0(Ω¯\K)∩C2(Ω\K) are functions that define two Finsler-minimal
graphs over Ω \ K ⊂ Rm, where Ω is a bounded domain with a C1-boundary ∂Ω, and K ⊂ Ω is
compact with H m−1(K) = 0 such that Ω \ K is connected. Then, equality of f1 and f2 on the
boundary ∂Ω implies f1 = f2 on Ω¯ \K.
The only known uniqueness result for Finsler-minimal graphs we are aware of is contained in the
work of Souza et al. [35, Corollary 7] for the specific choice of a Randers-Minkowski 3-space, which
can be recovered from Theorem 1.2 by choosing m = 2 and K = ∅.
Theorem 1.3 (Removability of singularities). Let F = F (y) be a Minkowski metric on Rm+1 satis-
fying assumption (GA), and assume that Ω ⊂ Rm is an arbitrary domain and K is a locally compact
subset of Ω with H m−1(K) = 0. Then any Finsler-minimal graph of class C2 on Ω \ K can be
extended as a Finsler-minimal graph of class C2 onto all of Ω.
With this result we generalize the only known removability result for Finsler-minimal graphs [35,
Proposition 12], which can be reproduced from Theorem 1.3 by setting m = 2, K := {u0} for some
u0 ∈ Ω, and choosing the particular Minkowski-Randers metric F (y) := |y|+ biyi with |b| < 1/
√
3.
Recall that our general assumption (GA) in Theorems 1.1 and 1.3 is sharp since it translates to the
sharp bounds on |b| established in the work of Souza et al. and Cui and Shen in the specific Randers
and (α, β)-spaces. The minimal cones constructed in the respective spaces for |b| above the threshold
values demonstrate their sharpness; see [35, p. 300] and [12, Theorem 5.3].
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Global results for Finsler-minimal immersions. Apart from Shen’s nonexistence result for closed
oriented Finsler-minimal submanifolds in Minkowski space [32, Theorem 1.3] and a few global results
on rotationally symmetric Finsler-minimal surfaces [36], [13] in specific (α, β)-spaces, there seems
to be not much known about the global behaviour of Finsler-minimal immersions that are not graphs.
We present here a simple enclosure theorem – well known for classic minimal surfaces in Euclidean
space – and a selection of isoperimetric inequalities for Finsler-minimal immersionsX :M → N :=
Rm+1, whereM denotes a smooth oriented m-dimensional manifold with boundary ∂M .
Theorem 1.4 (Convex hull property). Let F = F (y) be a Minkowski metric on Rm+1 such that
assumption (GA) holds. Then the image X(M ) of any Finsler-minimal immersion
X ∈ C2(int(M ),Rm+1) ∩ C0(M ,Rm+1)
is contained in the convex hull of its boundary X(∂M ), where int(M ) =M \ ∂M .
For a general Finsler metric F = F (x, y) we set
MF := sup
Rm+1×Sm
F (·, ·) and mF := inf
Rm+1×Sm
F (·, ·). (1.6)
Notice that for a Minkowski metric one automatically has 0 < mF ≤ MF <∞, since (F1) and (F2)
imply that F > 0. A simple variant of the isoperimetric inequality of the form
areaF (X) ≤ M
2
F
4pim2F
(
L F (Γ)
)2
has been shown for (possibly branched) Finsler-area minimizing surfaces in R3 with a given boundary
contour Γ ⊂ R3 by a simple comparison with classic minimal surfaces; see [28, Corollary 1.3]. Here,
L F (Γ) :=
∫
F (Γ, Γ˙) denotes the Finslerian length of Γ.
For the following isoperimetric inequalities for Finsler-minimal immersions in Finsler space de-
note by dSF the volume form on the boundary ∂M induced by X whose restriction X|∂M : ∂M →
Rm+1 is again an immersion. Analogous to (1.1) one defines∫
ω
dSF := areaFω (X|∂M )
for any relatively open set ω ⊂ ∂M . For the special choice F (·) = | · |, we set ∫Ω dS := ∫Ω dSF .
Theorem 1.5 (Isoperimetric inequalities). Let F = F (x, y) be a Finsler metric on Rm+1 satisfying
assumption (GA) and letX ∈ C2(int(M ),Rm+1)∩C1(M ,Rm+1) be a Finsler-minimal immersion.
Then the following holds.
(i) If F = F (y) and X(∂M ) ⊂ BFR(a) for some a ∈ Rm+1, where BFR(a) denotes the closed
Finsler-Minkowski unit ball {v ∈ Rm+1 : F (v − a) ≤ R}, then
areaFM (X) ≤
R
m
(
MF
mF
)m√
1 + Λ(F )(m+ 1)(m/mF )2
∫
∂M
dSF , (1.7)
where Λ(F ) denotes the largest possible eigenvalue of the fundamental tensor (gij) of F when
restricted to the sphere Sm.
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(ii) If m = 2 and F = F (y), and if the boundary ∂M consists of k ≥ 1 closed rectifiable Jordan
curves γi with images Γi := X(γi) for i = 1, . . . , k, then for all a ∈ R3
areaFM (X) ≤
M2F
m2F
√
1 + Λ(F )
12
m2F
k∑
i=1
[L F (Γi)2
4pi
+
1
2
L F (Γi) distF (a,Γi)
]
, (1.8)
where distF denotes the Finslerian distance in R3 induced by F , and where Λ(F ) is as in part
(i).
(iii) Let m = 2,M = B ≡ B1(0) ⊂ R2, X ∈ C2,α(B¯,R3) with ‖X‖L∞(B,R3) ≤ 1, mapping ∂B
topologically onto the closed Jordan curve Γ ⊂ BR(a) ⊂ R3 for some a ∈ R3, R ≤ 1. Then
there is a universal constant δ > 0 such that
areaFB(X) ≤ R
{
c1(F )M
∗
F
2
[ ∫
Γ
κ ds− 2pi
]
+ c2(F )
M∗F
2
m∗F
L F (Γ)
}
, (1.9)
as long as
min{‖F (·)− | · |‖
C3(B1(0)×Sm), ‖Fsym(·)− | · |‖C3(B1(0)×Sm)} ≤ δ (1.10)
holds. Here M∗F and m
∗
F denote the supremum and the infimum of F on B1(0) × Sm, respec-
tively, and
∫
Γ κ ds is the Euclidean total curvature of the boundary curve Γ.
Notice for parts (i) and (ii) that MF = mF = Λ(F ) = 1 if F equals the Euclidean norm, that is,
F (x, y) = |y|. Likewise in part (iii) one can show, that the constant c1(F ) vanishes and c2(F ) = 1/2,
andM∗F = m
∗
F = 1, if F is the Euclidean norm. On the other hand, if the boundary contour Γ happens
to be planar and convex, then according to Fenchel’s theorem the first summand vanishes in (1.9) and
one is left with a fairly simple isoperimetric inequality as long as F satisfies (1.10).
Existence and uniqueness of Finsler-minimal immersions spanning given boundary contours.
For a Finsler metric F = F (x, y) on R3 satisfying our general assumption (GA) and for a given
rectifiable Jordan curve Γ ⊂ R3, we could establish in [28, Theorem 1.2] the existence of confor-
mally parametrized minimizers of areaFB in the class of Sobolev mappings W
1,2(B,R3) from the
two-dimensional unit ball B = B1(0) ⊂ R2 into R3 that parametrize Γ on ∂B in a weakly monotonic
way2. The proof produces a mild improvement in regularity of the areaFB-minimizer, i.e., continuity
up to the boundary, interior Ho¨lder continuity and a slightly better integrability of the gradient, but in
general there is up to now no way to exclude branch points, or even to estimate the size of the set of
branch points. These are points, where the Jacobian of the mapping fails to have rank two. If one asks
for immersed or even embedded Finsler-minimal surfaces spanning a given boundary contour one has
to add more assumptions on the boundary curve.
Theorem 1.6 (Existence). Let F = F (x, y) be a Finsler metric on R3 satisfying assumption (GA).
(i) If Γ ⊂ R3 is a smooth closed Jordan curve contained in the boundary of a strictly Finsler area
mean convex body, then for each g ≥ 0 there exists a smooth embedded Finsler-minimal surface
spanning Γ with genus less or equal g. In particular, such an embedded Finsler-minimal surface
exists if F = F (y) and if Γ is contained in the boundary of a strictly convex body.
2See [14, pp. 231–232] for the notion of weakly monotonic mappings on the boundary.
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(ii) If F = F (y) and Γ is a graph of bounded slope over ∂Ω for some bounded convex domain
Ω ⊂ R2, then there is a smooth and (up to reparametrizations) unique Finsler-minimal graph
spanning Γ.
Roughly speaking, a body is Finsler mean convex if inward variations of its boundary lead to an
infinitesimal decrease of Finsler area; for details we refer to Section 3. The bounded slope condition
in the last part of the theorem means that we find a constant R > 0, so that we can write Γ as a graph,
Γ = {(u, γ(u)) ∈ R3 : u = (u1, u2) ∈ ∂Ω}
for some function γ : ∂Ω→ R, such that for any curve point (u0, γ(u0)) ∈ Γ there exist two vectors
p+0 , p
−
0 ∈ BR(0) ⊂ R2 such that the two affine linear functions
`+0 (u) := p
+
0 · (u− u0) + γ(u0) and `−0 (u) := p−0 · (u− u0) + γ(u0)
satisfy `−0 (u) ≤ γ(u) ≤ `+0 (u) for all u ∈ ∂Ω. In particular, if Ω is strictly convex and Γ is aC2-graph
over ∂Ω then Γ satisfies the bounded slope condition; see [19, pp. 309, 310].
For part (i) of Theorem 1.6 one can even prescribe an upper bound G ≥ 0 on the genus of the
Finsler-minimal embedding, which itself is Finsler-area minimizing among all embedded surfaces
with the same boundary and with genus less or equal G.
Strategy of proofs and structure of the paper. The key to proving all these results is a connection
between Finsler minimal surfaces and so-called Cartan functionals, i.e., parameter invariant varia-
tional integrals with a specific structure of the integrand. This connection has been established in [28]
by means of the spherical Radon transform. We will recall all relevant facts on Cartan functionals and
on their relation to Finsler minimal immersions in the next section; see Section 2.1. In addition, in
order to apply the existing theory on Cartan functionals we need to strengthen this connection to show
that Finsler area generates an elliptic Cartan integrands, that is, a strict parametric convexity property
that was not necessary for the weak existence theory for the Plateau problem presented in [28]. Here,
however, we need to analyse the behaviour of the spherical Radon transform on a suitable function
space endowed with a Fre´chet topology; see Section 2.2, in particular Corollary 2.14 ensuring elliptic
Cartan integrands related to Finsler area. In Section 3 we apply various results on critical immer-
sions of Cartan functionals established by H. Jenkins [26], L. Simon [34], [33], B. White [37], U.
Clarenz and the second author [9], [10], [11], S. Winklmann [38], [40], [39], and S. Hildebrandt and
F. Sauvigny, [23] to prove the results stated above.
Acknowledgments. Substantial parts of this work are contained in the first author’s thesis who
was partially supported by DFG grant no. Mo 966/3-1,2, and moreover by the Excellence Initiative
of the German federal and state governments. Moreover, the second author would like to express his
gratitude to Professor Seiki Nishikawa for inviting him to Tohoku University at Sendai, Japan, to give
a series of talks on this line of research.
2 Finsler-minimal immersions from a variational viewpoint
2.1 Finsler area and Cartan functionals
The explicit form (1.1) of the Busemann-Hausdorff volume implies that bounds on the Finsler metric
directly transfer to corresponding bounds on the area functional.
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Lemma 2.1 (Area comparison). Let F = F (x, y) be a Finsler metric on Rn, and denote by E =
E(y) := |y| the Euclidean metric on Rn. Assume that there are two constants 0 < mF ≤ MF such
that
mF |y| = mFE(y) ≤ F (x, y) ≤MFE(y) = MF |y| for all (x, y) ∈ Rn × Rn. (2.1)
Then one has
mkF area
E
Ω(X) ≤ areaFΩ(X) ≤MkF areaEΩ(X) (2.2)
for every immersion X : Σk → Rn from a smooth k-dimensional manifold Σ into Rn and for every
open set Ω ⊂ Σ.
PROOF: Inequality (2.1) implies mFX∗E(v) ≤ X∗F (u, v) ≤ 1 for all u ∈ Ω and all v ∈
{v = (v1, . . . , vk) ∈ TuΩ ' Rk : X∗F (u, v) ≤ 1}. Hence we get
{v ∈ Rk : X∗F (u, v) ≤ 1} ⊂ {v ∈ Rk : X∗E(u, v) ≤ 1
mF
}. (2.3)
The k-dimensional Hausdorff-measure is monotonic and scales like H k(tA) = tkH k(A) for all
t > 0 and for any measurable set A ⊂ Rn; see, e.g., [15, Chapter 2.1, Theorem 2]. Therefore (2.3)
yields
H k({v ∈ Rk : X∗F (u, v) ≤ 1}) ≤ H k({v ∈ Rk : X∗E(u, v) ≤ 1
mF
})
= H k(
1
mF
{v ∈ Rk : X∗E(u, v) ≤ 1})
=
1
mkF
H k({v ∈ Rk : X∗E(u, v) ≤ 1}). (2.4)
Combining (2.4) with (1.1) leads to mkFσX∗E(u) ≤ σX∗F (u), and by means of the definition (1.2)
of Finsler area we thus obtain the left inequality in (2.2). The second estimate in (2.2) can be shown
analogously by exchanging the role of E and F and exploiting the second estimate in (2.1).
2
Recall from [28, Theorem 1.1] that we can rewrite Finsler area forN = Rm+1 as follows.
Theorem 2.2. If N = Rm+1 with a Finsler structure F = F (x, y), then the Finsler area of any
C1-immersion X of a smooth m-dimensional manifold M into Rm+1 may be expressed in local
coordinates (u1, . . . , um) : Ω ⊂M → Ω˜ ⊂ Rm as
areaFΩ(X) =
∫
Ω˜
AF (X(u), (∂X
∂u1
∧ . . . ∧ ∂X
∂um
)
(u)) du1 ∧ . . . ∧ dum, (2.5)
where
AF (x, Z) = |Z|H
m(Bm1 (0))
H m({T ∈ Z⊥ ⊂ Rm+1 : F (x, T ) ≤ 1}) for (x, Z) ∈ R
m+1 × (Rm+1 \ {0}).
(2.6)
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Notice that the explicit form (2.6) of the integrand AF directly implies positive 1-homogeneity in
its second argument:
AF (x, tZ) = tAF (x, Z) for all (x, Z) ∈ Rm+1 × (Rm+1 \ {0}), t > 0. (2.7)
This together with the fact that AF in the integral in (2.5) depends on the position X(u) and on
the normal vector (Xu1 ∧ . . . ∧Xum) (u) qualifies AF as Cartan integrand as defined in [25, p. 2].
Moreover, inspecting (2.6) one immediately sees thatAF does not depend on x in case of a Minkowski
metric F = F (y), andAF (x, Z) simplifies to the Euclidean area integrandA(Z) = |Z| if F happens
to be the Euclidean metric, F (x, y) = E(y) = |y|. Notice, in addition, that the Cartan integrand AF
is even in its second argument even if F is not reversible. Finally, we will see in Corollary 2.10 below
that AF is smooth on Rm+1 × (Rm+1 \ {0}) since F is smooth on this set.
Even if F itself is not a Finsler metric one can deduce several useful properties ofAF , for example,
explicit L∞-bounds on F = F (x, y) transfer to corresponding bounds on the Cartan area integrand
AF = A(x, Z) proven in [28, Lemma 2.4]:
Lemma 2.3 (Pointwise bounds). Let F1(x, y), F2(x, y) be continuous on Rm+1 × Rm+1, strictly
positive for y 6= 0, and positively 1-homogeneous in the y-variable, and assume that for each x ∈
Rm+1 there exist numbers 0 < c1(x) ≤ c2(x) such that
c1(x)F1(x, y) ≤ F2(x, y) ≤ c2(x)F1(x, y) for all y ∈ Rm+1, (2.8)
then the corresponding Cartan area integrands AF1 and AF2 satisfy
cm1 (x)AF1(x, Z) ≤ AF2(x, Z) ≤ cm2 (x)AF1(x, Z) for all Z ∈ Rm+1. (2.9)
If one wants to use this bridge between Finsler area and the variational theory for Cartan function-
als to prove new results about Finsler-minimal immersions, one has to establish convexity ofAF in the
Z-variable. For reversible Finsler metrics this was indeed proven geometrically by Busemann [6, The-
orem II, p. 28] in the completely different context of volume computations for cross sections of convex
bodies:
Theorem 2.4 (Busemann). If F is a reversible Finsler metric onN = Rm+1, then the corresponding
Cartan area integrand AF = AF (x, Z) is convex in the Z-variable for any x ∈ Rm+1.
It was Busemann’s essential requirement of reversible Finsler metrics that motivated our choice of
symmetrization for in general non-reversible Finsler structures F . That the m-harmonic symmetriza-
tion defined in (1.3) is indeed suitable is partially justified by the following result shown in [28, Lemma
2.3]:
Lemma 2.5. If F = F (x, y) is continuous on Rm+1 × Rm+1, strictly positive whenever y 6= 0, and
positively homogeneous in the y-variable, then
AF (x, Z) = AFsym(x, Z) for all (x, Z) ∈ Rm+1 × Rm+1. (2.10)
Let us mention here that them-harmonic symmetrization Fsym is the unique even and positively 1-
homogeneous function generating the same area integrand as in (2.10). This is due to the invertibility
of the extended spherical Radon transform on even positively (−m)-homogeneous smooth functions
on Rm+1 \ {0}; see Theorem 2.11 and Lemma 2.7 in Section 2.2.
Convexity together with the pointwise bounds stated in Lemma 2.3 suffices to apply the existence
theory for Cartan functionals, which helped solving the Plateau problem in Finsler 3-space in [28].
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But in order to access available results on critical immersions for Cartan functionals one needs strict
convexity of AF in the Z-variable in the sense of parametric ellipticity. This is the strongest from
of convexity that one can expect due to the homogeneity in the Z-variable, as described in the next
subsection. Let us point out that we do not see how to quantify Busemann’s original geometric proof
to obtain strict convexity of the Cartan area integrand, which is why we devised an alternative route
via the spherical Radon transform.
2.2 Radon transform and parametric ellipticity
The spherical Radon transform3 [29] functions that are continuous on the unit sphere:
Definition 2.6 (Spherical Radon transform). The spherical Radon transform R̂[f ] of a function f ∈
C0(Sm) is defined as
R̂[f ](ζ) := 1
H m−1(Sm−1)
∫
Sm∩ζ⊥
f(ω) dH m−1(ω) for ζ ∈ Sm. (2.11)
In the context of integral geometry, geometric tomography, and convex analysis the spherical
Radon transform has been used intensively; see, e.g., [2, 17, 20–22]. In our present setting it is useful
to look at a suitable homogeneous extension of the Radon transform. We define
R[g](Z) := 1|Z| R̂
[
g|Sm
]( Z
|Z|
)
for g ∈ C0(Rm+1 \ {0}), Z ∈ Rm+1 \ {0}, (2.12)
which by definition is a (−1)-homogeneous function on Rm+1 \ {0}.
In [28, Section 3] we analyzed in detail this homogeneous extension and proved among other
things that R is a bounded linear map from C0(Rm+1 \ {0}) to itself [28, Corollary 3.3], and that
R[g] is of class Ck if g is (−m)-homogeneous and itself of class Ck, together with an explicit dif-
ferentiation formula [28, Theorem 3.6], to produce quantitative sufficient criteria to guarantee higher
regularity for the solutions of the Plateau problem in Finsler 3-space. Here, we will need this differ-
entiation rule only once, and only for the first order derivative:
Zτ
∂
∂Zσ
R[g](Z) = −R
[ ∂
∂yτ
(yσg)
]
(Z) (2.13)
for all Z = (Z1, . . . , Zm+1), y = (y1, . . . , ym+1) ∈ Rm+1 \ {0}, where we set Zτ := δτlZ l.
The key observation to connect the Radon transformation to Finsler-minimal surfaces is, that
one can rewrite the Cartan area integrand AF in terms of the extended spherical Radon transform;
see [28, Corollary 3.8]:
Lemma 2.7 (Cartan area as Radon transform). For any function F = F (x, y) that is continuous on
Rm+1 × Rm+1, positive whenever y 6= 0, and positively homogeneous in the y-variable, one has the
identity
AF (x, Z) = 1R[F−m(x, ·)](Z) for (x, Z) ∈ Rm+1 × (Rm+1 \ {0}). (2.14)
Our main goal in this section is to prove that every Finsler metric F leads to a Cartan area integrand
AF (x, Z) that is strongly convex on Z⊥ in the second variable, which corresponds to parametric
ellipticity; see Definition 2.12 below. In order to do this we are going to use an indirect reasoning,
3Form = 2 also known as the Funk transform [16].
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which requires to invert the Radon transform to go back and forth between the original Finsler metric
F and its image AF under the Radon transform. Such an invertibility result is available only on the
Fre´chet space of even smooth functions on the sphere, since one gains some orders of derivatives
under the Radon transform. In [20, Theorem 3.4.14 & Proposition 3.6.4] one finds a quantitative
estimate on the inverse proven by means of spherical harmonics that can be extended to all orders of
differentiability; see [27, Prop. 2.2.26 & Theorem 2.2.27]. But for our purposes it will suffice to prove
continuity of the extended Radon transformR on a certain Fre´chet subspace of C∞(Rm+1\{0}), and
to give an explicit formula of the inverse T := R−1 in terms of Helgason’s inverse of the spherical
Radon transform T̂ = R̂−1 as, e.g., presented in [21, Chapter III, Theorem 1.11]. Combining this
with the open mapping theorem on Fre´chet spaces yields the desired (non-quantitative) continuity of
the inverse T .
To begin with, recall from [28, Corollary 3.7] the following estimate of seminorms
%l(g) := max{|Dαg(ξ)| : ξ ∈ Sm, |α| ≤ l} for l = 0, 1, . . . , k, (2.15)
on functions g of class Ck(Rm+1 \{0}), where α = (α1, . . . , αm) is a multi-index with αi ∈ N∪{0}
and with length |α| = α1 + · · ·+ αm:
Lemma 2.8. There is a constant C = C(m, k) such that for any positively (−m)-homogeneous
function g ∈ Ck(Rm+1 \ {0}) one has
%k(R[g]) ≤ C(m, k)%k(g). (2.16)
We can use (2.16) to estimate the seminorms
pk(f) := max{|Dαf(Z)| : Z ∈ Sk, |α| ≤ k}, k = 0, 1, 2, . . . , (2.17)
on the nested compact sets
Sk := Bk+1(0) \B 1
k+1
(0) ⊂ Rm+1
for positively homogeneous functions:
Lemma 2.9. For a positively q-homogeneous function f ∈ Ck(Rm+1 \ {0}) one has
%k(f) ≤ pk(f) ≤ (k + 1)|q|+k%k(f) for all k = 0, 1, 2, . . .. (2.18)
PROOF: The first estimate is trivial since Sm ⊂ Sk for all k = 0, 1, 2, . . . . Notice for the second
inequality that Dαf is positively (q − |α|)-homogeneous, i.e.,
Dαf(Z) = |Z|q−|α|Dαf(Z/|Z|) for Z ∈ Rm+1 \ {0},
so that
|Dαf(Z)| ≤ |Z|q−|α|max{|Dαf(ξ)| : ξ ∈ Sm}
≤ |Z|q−|α|%k(f) for |α| ≤ k.
For Z ∈ Sk with |Z| ≥ 1 one has |Z|q−|α| ≤ (k+ 1)|q|+|α|, and for 1/(k+ 1) ≤ |Z| < 1 the estimate
|Z|q−|α| ≤ |Z|q(k + 1)|α| =
{
(k + 1)|α||Z|−|q| for q < 0,
|Z||q|(k + 1)|α| for q > 0,
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and the right-hand side is clearly dominated by (k + 1)|q|+|α| as well. This leads to
|Dαf(Z)| ≤ (k + 1)|q|+k%k(f) for all Z ∈ Sk, |α| ≤ k,
for all k = 0, 1, 2, . . . , which concludes the proof. 2
SinceRm+1\{0} = ⋃∞k=1 Sk, the spaceC∞(Rm+1\{0}) equipped with the family of seminorms
pk for k = 0, 1, 2, . . . , is a Fre´chet space; see [31, Section 1.46]. The closed subspace of functions
g ∈ C∞(Rm+1 \{0}) that are, in addition, positively (−m)-homogeneous is therefore itself a Fre´chet
space with respect to the same family of seminorms, and we can combine the preceding two lemmas
to obtain the continuity of the extended Radon transform on this smaller Fre´chet space.
Corollary 2.10 (Continuity of R). The extended Radon transform R is a bounded linear mapping
from the Fre´chet space of (−m)-homogeneous mappings of class C∞(Rm+1 \ {0}) into the Fre´chet
space of (−1)-homogenous mappings of class C∞(Rm+1 \ {0}), satisfying the estimate
pk(R[f ]) ≤ C(m, k)(k + 1)k+1pk(f) k = 0, 1, 2, . . . , (2.19)
where f ∈ C∞(Rm+1 \ {0}) is an arbitrary positively (−m)-homogeneous function.
PROOF: That R is linear and that R[f ] is positively (−1)-homogeneous can be seen directly from
the definition (2.12). Hence we can apply (2.18) for q := −1, and (2.16) for g := f to obtain
pk(R[f ])
(2.18)
≤ (k + 1)1+k%k(R[f ])
(2.16)
≤ (k + 1)1+kC(m, k)%k(f)
(2.18)
≤ (k + 1)1+kC(m, k)pk(f).
2
Further restrictions to even smaller Fre´chet spaces in the domain of R and in the target space are
necessary to invertR, since one can easily see that the kernel ofR contains all odd functions.
Theorem 2.11 (R as invertible mapping). The extended Radon transformR restricted to the Fre´chet
space of even and positively (−m)-homogeneous functions of class C∞(Rm+1 \ {0}) is a continuous
and bijective linear mapping onto the Fre´chet space of even and positively (−1)-homogeneous smooth
functions on Rm+1 \ {0}) with a continuous inverse T .
PROOF: The spherical Radon transform R̂ is injective on the space of even continuous functions on
the sphere Sm; see [20, Proposition 3.4.12]. If g1, g2 are both, say q-homogeneous, even, and smooth
on Rm+1 \ {0}, then the identity
R[g1](Z) = R[g2](Z) for all Z ∈ Rm+1 \ {0}
implies by definition (see (2.12))
R̂[g1|Sm ](Z/|Z|) = R̂[g2|Sm ](Z/|Z|) for all Z 6= 0,
from which we infer g1|Sm = g2|Sm since the spherical Radon transform R̂ is injective on such even
functions. But then, by positive q-homogeneity,
g1(Z) = |Z|qg1|Sm
( Z
|Z|
)
= |Z|qg2|Sm
( Z
|Z|
)
= g2(Z).
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In addition, Helgason presents in [21, Chapter III, Theorem 1.11] an explicit formula for the preimage
T̂ (ϕ) of any even function ϕ of class C∞(Sm), which means that the spherical Radon transform is
bijective on the space of even smooth functions on the sphere Sm. Without using Helgason’s explicit
expression for this inverse we can use its existence to define for a positively (−1)-homogeneous and
even function Φ ∈ C∞(Rm+1 \ {0}) the inverse T := R−1 of the extended Radon transformationR
by
T [Φ](y) := 1|y|m T̂ [Φ|Sm ]
( y
|y|
)
. (2.20)
Indeed, one calculates for an even positively (−m)-homogeneous function f ∈ C∞(Rm+1 \ {0}),
setting piSm(y) := y/|y|,
T [R[f ]](y) = 1|y|m T̂ [(R[f ])|Sm] ◦ piSm(y) = 1|y|m T̂ [((| · |−1R̂[f |Sm ]) ◦ piSm)|Sm] ◦ piSm(y)
=
1
|y|m T̂
[(R̂[f |Sm ] ◦ piSm)|Sm] ◦ piSm(y) = 1|y|m T̂ [(R̂[f |Sm ])|Sm] ◦ piSm(y)
=
1
|y|m T̂
[R̂[f |Sm ]] ◦ piSm(y) = 1|y|m f |Sm ◦ piSm(y) = 1|y|m f(y/|y|) = f(y),
where only in the very last equation we have used the positive (−m)-homogeneity of f. A similar cal-
culation also shows thatR[T [Φ]] = Φ for all even, smooth, positively (−1)-homogeneous functions
Φ on Rm+1 \ {0}. Since for any q ∈ R the space of even positively q-homogeneous functions of class
C∞(Rm+1 \ {0}) forms a closed linear subspace of the Fre´chet space C∞(Rm+1 \ {0}) with respect
to the family of seminorms pk, k = 0, 1, 2, . . . , we have established thatR is a continuous (see Corol-
lary 2.10), bijective linear mapping from the Fre´chet space of even positively (−m)-homogeneous
smooth mappings to the Fre´chet space of even positively (−1)-homogeneous smooth mappings on
Rm+1 \ {0}. Hence we can apply the open mapping theorem, in particular [31, 2.12 Corollaries (a),
(b)], to obtain the continuity of T . 2
Now we have collected all properties needed to prove the parametric ellipticity of the Cartan area
integrand AF generated by a Finsler metric F = F (x, y). Let us recall this notion of convexity (see,
e.g., [24, p. 298]) that is optimal for any Cartan integrand C = C(x, Z) satisfying the homogeneity
condition
C(x, tZ) = tC(x, Z) for all (x, Z) ∈ Rm+1 × (Rm+1 \ {0}), t > 0. (2.21)
by virtue of Euler’s relation CZZ(x, Z)Z = 0.
Definition 2.12 ((Parametric) ellipticity). A Cartan integrand C = C(x, Z) ∈ C2(Rm+1 × Rm+1 \
{0}) satisfying (2.21) is called (parametric) elliptic if and only if for every R0 > 0 there is some
number λC(R0) > 0 such that the Hessian CZZ(x, Z)− λC(R0)AEZZ(Z) is positive semi-definite for
all (x, Z) ∈ BR0(0)× (Rm+1 \ {0}).
Recall from the remarks following Theorem 2.2 that we denoted the Euclidean metric by E(y) =
|y|, which explains the notationAE for the Cartan area integrand generated byE, and we have noticed
there that AE(Z) = |Z|.
Theorem 2.13 (Ellipticity). Let F = F (x, y) be a reversible Finsler metric on Rm+1. Then for each
x ∈ Rm+1 there exist constants 0 < λF1 (x) ≤ λF2 (x) such that
λF1 (x)ξ ·AEZZ(Z)ξ ≤ ξ ·AFZZ(x, Z)ξ ≤ λF2 (x)ξ ·AEZZ(Z)ξ for all ξ, Z ∈ Rm+1, Z 6= 0. (2.22)
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The Hessian AFZZ is (−1)-homogeneous in the Z-variable, and for the Euclidean metric one
computes
|Z|ξ · AEZZ(Z)ξ = |ξ|2 − |Z|−2(Z · ξ)2 = |piZ⊥(ξ)|2,
where piZ⊥ denotes the orthogonal projection onto the subspace Z
⊥ := {η ∈ Rm+1 : Z · η = 0}.
Therefore we deduce from the left inequality in (2.22) by homogeneity
inf
Z¯∈Sm,
η¯∈Sm∩Z¯⊥
η¯ · AFZZ(x, Z¯)η¯ = inf
Z 6=0,
η∈Z⊥\{0}
|Z|η · AFZZ(x, Z)η
|η|2 ≥ λ
F
1 (x) > 0.
Since the right-hand side is positive for each x ∈ Rm+1 according to Theorem 2.13, and the left-hand
side is (Lipschitz) continuous in x, it attains its positive minimum λ(R0) > 0 on BR0(0) ⊂ Rm+1.
This implies
|Z|η · AFZZ(x, Z)η ≥ λ(R0)|η|2 for all Z 6= 0, x ∈ BR0(0), η ∈ Z⊥,
which readily translates to
|Z|ξ · AFZZ(x, Z)ξ ≥ λ(R0)|piZ⊥(ξ)|2 for all Z 6= 0, x ∈ BR0(0), ξ ∈ Rm+1. (2.23)
Combining this with Lemma 2.5 we have shown that Theorem 2.13 implies the following:
Corollary 2.14 (Ellipticity). Let F = F (x, y) be a Finsler metric on Rm+1 satisfying assumption
(GA). Then the corresponding Cartan area integrand AF is (parametric) elliptic in the sense of Defi-
nition 2.12.
PROOF OF THEOREM 2.13: Fix x ∈ Rm+1. We claim that the function
Z 7→ AF (x, Z)− 1
n
|Z|
is convex for each n ≥ n0 if n0 = n0(x) is sufficiently large. From this statement the theorem follows.
To prove the claim we first apply Lemma 2.3 to the Finsler structures F1(x, y) := E(y) = |y| and
F2(x, y) := F (x, y) to deduce from
c1(x)E(y) := min
η∈Sm
F (x, η)|y| ≤ F (x, y) ≤ max
η∈Sm
F (x, η)|y| =: c2(x)E(y)
the corresponding bounds on the Cartan area integrands AE and AF ,
cm1 (x)AE(Z) ≤ AF (x, Z) ≤ cm2 (x)AE(Z) for all Z ∈ Rm+1. (2.24)
Notice that 0 < c1(x) ≤ c2(x) since F as a Finsler metric with the properties (F1) and (F2) satisfies
F (x, y) > 0 for y 6= 0; see, e.g., [3, Theorem 1.2.2]. Thus, for all n ∈ N with n ≥ n1(x), where
n1(x) is the smallest integer greater or equal c1(x)−1, the expression
Φn(x, Z) := AF (x, Z)− 1
n
|Z|
is an even, positively 1-homogenous smooth function on Rm+1 \ {0} (recall that x is fixed), with
Φn(x, Z) > 0 for Z 6= 0; cf. Lemma 2.1 and our remarks directly following Theorem 2.2. Hence,
by virtue of Theorem 2.11, the inverse T of the extended Radon transfrom R can be applied to
1/Φn(x, ·).
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Before doing so we use Lemma 2.7 to rewrite the function Φn as
Φn(x, Z) = AF (x, Z)− 1
n
|Z| = 1R[F (x, ·)−m] −
1
n
1
R[| · |−m] =
R[| · |−m]− 1nR[F (x, ·)−m]
R[F (x, ·)−m]R[| · |−m] .
Applying T to the function 1/Φn(x, ·) (for fixed x and n ≥ n1(x)) now yields
T
( 1
Φn(x, ·)
)
= T
( R[F−m(x, ·)]R[| · |−m]
R[| · |−m]− 1nR[F−m(x, ·)]
)
. (2.25)
The argument of T on the right-hand side is an even (−1)-homogenous function that tends to the ex-
pressionR[F−m(x, ·)] as n→∞ in the Fre´chet space of even (−1)-homogeneous smooth functions
on Rm+1 \ {0} with respect to the topology given by the family of seminorms pk, k = 0, 1, 2, . . . ,
introduced in (2.17). By the continuity of T with respect to that convergence (granted by Theorem
2.11) we find that
Ψn(x, ·) :=
[
T
( 1
Φn(x, ·)
)]−1/m −→ F (x, ·) as n→∞, (2.26)
in the Fre´chet space of even 1-homogeneous smooth functions on Rm+1 \ {0} with respect to the
family of seminorms pk, k = 0, 1, 2 . . . . (Notice that the left-hand side of (2.25) is even and posi-
tively (−m)-homogeneous according to Theorem 2.11, so that the left-hand side of (2.26) is even and
positively 1-homogeneous.)
F itself is a reversible Finsler metric satisfying (F1) and (F2) by assumption. In particular, for the
positively 0-homogeneous Hessian (F 2/2)yy(x, y) one finds for fixed x a constant ΛF1 (x) > 0 such
that
ξ ·
(F 2
2
)
yy
(x, y) ξ ≥ ΛF1 (x)|ξ|2 for all ξ ∈ Rm+1, y 6= 0. (2.27)
By virtue of the convergence in (2.26) there is some n0(x) ≥ n1(x) such that
ξ ·Ψn(x, y) ξ ≥ Λ
F
1
2
|ξ|2 for all n ≥ n0(x), ξ ∈ Rm+1, y 6= 0, (2.28)
which qualifies
Ψn(x, ·) =
[
T
( 1
Φn(x, ·)
)]−1/m
as a reversible Finsler metric on Rm+1 for each n ≥ n0(x). Consequently, by Busemann’s convexity
result, Theorem 2.4, the corresponding Cartan area integrand AΨn(x,·) = AΨn(x,·)(x, Z) is convex in
the Z-variable. By means of Lemma 2.7 we can rewrite this Cartan area integrand as
AΨn(x,·)(x, Z) = 1R[Ψ−mn (x, ·)](Z)
=
1
R[T
(
1
Φn(x,·)
)
]
= Φn(x, Z) = AF (x, Z)− 1
n
|Z|,
which establishes the left inequality in (2.22) for λF1 (x) = 1/n0(x). The right inequality in (2.22)
simply follows from the fact thatAF (x, Z) is smooth on Rm+1 \ {0} and positively 1-homogeneous.
2
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3 Proofs of the main results
Finsler-minimal graphs. First, we will combine our results of Section 2 with well-known results of
Jenkins [26], L. Simon [34], and Winklmann [40] on solutions of the non-parametric Euler-Lagrange
equations of elliptic Cartan functionals (whose integrand does not depend explicitly on the position
vector), to prove the Bernstein result.
PROOF OF THEOREM 1.1: Let F = F (y) be a Minkowski metric on Rm+1. Any entire Finsler-
minimal graph {(u, f(u)) : u ∈ Rm} is by definition a critical immersion of Finsler area, which –
according to Theorem 2.2 – can be written as the variational integral∫
Rm
AF ((Xu1 ∧ . . . ∧Xum)(u)) du1 ∧ . . . ∧ dum, (3.1)
where X(u) = (u, f(u)) for u ∈ Rm. Here, the Cartan area integrand AF = AF (Z) does not
depend on the position vector, is smooth on Rm+1 \ {0} and positively 1-homogeneous (see (2.7) and
our remarks directly following Theorem 2.2). In addition, since F = F (y) does not depend on the
x-variable, we have the simple estimate (cf. (1.6))
mF |y| = min
η∈Sm
F (η)|y| ≤ F (y/|y|)|y| ≤ max
ζ∈Sm
F (ζ)|y| = MF |y| (3.2)
with 0 < mF ≤MF by the defining properties (F1) and (F2) which together imply that F (y) > 0 as
long as y 6= 0. Lemma 2.3 implies that
mmF |Z| ≤ AF (Z) ≤MmF |Z|. (3.3)
By virtue of the general assumption (GA) and Corollary 2.14 we know that the Cartan area integrand
AF = AF (Z) is (parametric) elliptic. Since there is no x-dependence here, we therefore have the
simplified ellipticity condition (cf. (2.23))
|Z|ξ · AFZZ(Z)ξ ≥ λ|piZ⊥(ξ)|2 (3.4)
for some positive constant λ.
By scaling we may assume that µ := min{mF , λ} ≥ 1, since a critical immersion X for (3.1) is
also critical for this integral with AF replaced by µ−1AF .
Thus we have verified that the general assumptions (i)–(iii) on the Cartan integrand in [34, p. 266]
(or alternatively without the need to scale in [26, p. 181]) are satisfied. The non-parametric Euler-
Lagrange equation is given, e.g., in [34, formula (1)], and the function f ∈ C2(Rm) generating the
entire Finsler-minimal graph {(u, f(u)) : u ∈ Rm} solves that equation on Rm.
The Bernstein theorem form = 2 formulated in part (i) now follows either from [26, Theorem 3 &
Corollary] or from the first statement in [34, Corollary 1]. (Notice for the latter that Simon introduces
the class M ′ of generalized surfaces that can be represented as a graph of a C2-function, and this
class is contained in the class M of hypersurfaces mentioned in the first statement of his Corollary
1.) For m = 3 we refer to the explicit statement regarding entire solutions of the non-parametric
Euler-Lagrange equation in the second part of [34, Corollary 1].
For the proof of part (ii) of Theorem 1.1 we recall the seminorms %k on the sphere introduced in
(2.15), and assume to the contrary that for a sequence of Minkowski norms Fn = Fn(y) on Rm+1
converging up to third order to the Euclidean metric E(y) = |y|,
%3(Fn − E) −→ 0 as n→∞, (3.5)
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we have entire Finsler-minimal graphs Xn(u) := (u, fn(u)) that are not affine planes. Here, Xn is
critical for the Finsler area areaFnRm . From (3.5) we deduce, in particular, by means of the triangle
inequality, that there is n0 ∈ N such that
1
2
=
1
2
%0(E) ≤ %0(Fn) ≤ 2%0(E) = 2 for all n ≥ n0.
Hence, by the chain rule and by (3.5),
%3(F
−m
n − E−m) −→ 0 as n→∞, (3.6)
which according to Lemma 2.8 implies for the (linear) extended Radon transformationR:
%3(R[F−mn ]−R[E−m]) = %3(R[F−mn − E−m]) −→ 0 as n→∞. (3.7)
Again, by the triangle inequality,
1
2
≤ C1(m) := 1
2
%3(R[E−m]) ≤ %3(R[F−mn ]) ≤ 2%3(R[E−m]) =: C2(m) for all n ≥ n1 (3.8)
for some n0 ≤ n1 ∈ N. Notice that
2C1(m) ≥ %0(R[E−m]) = max{(AE(Z))−1 = |Z|−1, Z ∈ Sm} = 1,
where we used Lemma 2.7. By the same lemma, on the other hand, for Z ∈ Rm+1 \ {0},
AFn(Z)−AE(Z) (2.14)= 1R[F−mn ](Z)
− 1R[| · |−m](Z) =
R[| · |−m](Z)−R[F−mn ](Z)
R[F−mn ](Z)R[| · |−m](Z)
. (3.9)
Taking the %3-seminorm of this expression with a careful application of the Leibniz product rule, one
can then use (3.8) to find a constant C3(m) ≥ 0 such that
%3(AFn(Z)−AE(Z)) ≤ C3(m)%3(R[| · |−m]−R[F−mn ]) for all n ≥ n1,
and the right-hand side converges to zero as n → ∞ by virtue of (3.7). Thus, for any given η > 0
there is n2 ∈ N with n2 ≥ n1, such that∑
|α|≤3
|Dα(AFn −AE)(ξ)| < η for all ξ ∈ Sm, n ≥ n2,
which is exactly the condition that Simon requires for his Bernstein result for solutions of the non-
parametric Euler-Lagrange equations of (3.1) in dimensions m ≤ 7 ( [34, Corollary 2 & (6)]. Hence,
all Finsler-minimal graphs Xn, for n ≥ n2, are affine planes, contradicting our assumption.
It remains to prove part (iii) of Theorem 1.1. For this we verify the conditions Winklmann assumes
for his Bernstein result [40, Theorem 4.1] for C2-solutions of the non-parametric Euler-Lagrange
equation. Indeed, the present Cartan area integrandAF = AF (Z) satisfies the positive 1-homogeneity
and ellipticity condition required in [40, (2.1) & (2.2)] (see (2.7) and (3.4) in our context), and the C3-
vicinity quantized with a constant δ?(m, γ) in [40, p. 383] translates to condition (1.4) by means of
the indirect argument presented for the proof of part (ii), where the final contradiction will be obtained
by [40, Theorem 4.1] in this case, which concludes the proof. 2
17
The uniqueness result for Finsler-minimal graphs, Theorem 1.2, will be established connecting
our results of Section 2 to a more recent weighted energy estimate of Hildebrandt and Sauvigny [23,
Theorem 3.1].
PROOF OF THEOREM 1.2: In the proof of Theorem 1.1 we have established already that both
Finsler-minimal graphs f1, f2 ∈ C0(Ω¯ \K) ∩ C2(Ω \K) are solutions of the non-parametric Euler-
Lagrange equation of the Cartan functional (3.1) on the domain Ω\K ⊂ Rm. The ellipticity condition
(3.4) is a simpler version of the ellipticity condition [23, (3.7)] since we have no explicit dependence
on the position vector in the Cartan area integrand in (3.1). This translates into an ellipticity condi-
tion of the non-parametric functional (where we can ignore the x- and z-dependence in [23, (3.14)]),
which is explicitly assumed in [23, Theorem 3.1]. Hence we can apply this theorem in the simpler
situation of the homogeneous non-parametric Euler-Lagrange equation, i.e., for the right-hand side
H = H(x, z) ≡ 0 in [23, (3.22)]. The resulting weighted energy estimate of Hildebrandt and Sauvi-
gny reads therefore in our situation as follows:∫
Ω\K
µ(f1, f2)|∇f1 −∇f2|2 dx ≤ 2
λ
∫
∂Ω
|f1 − f2| dH m−1, (3.10)
where µ(f1, f2)(u) :=
(
max{
√
1 +∇f21 (u),
√
1 +∇f22 (u)}
)−3 for u ∈ Ω \K. Now we can pro-
ceed as in the proof of [23, Theorem 4.1]. Assuming that f1|∂Ω = f2|∂Ω we conclude∇f1 ≡ ∇f2 on
Ω \K, and since Ω \K is a domain this implies that f1 − f2 ≡ const on Ω \K. But f1 − f2 is of
class C0(Ω¯ \K) and K is compactly contained in Ω, so that f1 ≡ f2 on ∂Ω leads to equality of f1
and f2 on all of Ω¯ \K. 2
Uniqueness results like Theorem 1.2 can be used to extend solutions f1 of certain partial differen-
tial equations on domains Ω \K to all of Ω, if the Dirichlet problem on Ω with prescribed boundary
data f1 on ∂Ω can be solved by a function, say f2. The uniqueness theorem then implies that this so-
lution f2 coincides with f1 on Ω\K, so that the original singular setK of f1 is removed by extending
f1 to the solution f2 on all of Ω. Such a result can be found in [23, Remark 4.7] but under slightly
stronger assumptions on the singular set K, so we will draw from L. Simon’s contribution [33] to
prove Theorem 1.3.
PROOF OF THEOREM 1.3. As in the proof of Theorem 1.1 we find that any Finsler-minimal graph
{(u, f(u)) : u ∈ Ω \ K} of class C2 in Finsler-Minkowski space (Rm+1, F = F (y)) is generated
by a function f ∈ C2(Ω \K) that solves the non-parametric Euler-Lagrange equation for the varia-
tional integral (3.1) as, e.g., presented in [33, formula (5)]. Also the general assumptions [33, formulae
(1)–(4)] are satisfied in our present situation (cf. (3.3) and (3.4), modulo the simple scaling argument
mentioned in the proof of Theorem 1.1 to obtain µ := min{mF , λ} ≥ 1 for the exact factors in
inequalities [33, (2) & (3)]). Now, Theorem 1.3 follows from [33, Theorem 1]. 2
Global results for Finsler-minimal immersions. Combining our results of Section 2 with global
results on critical immersions of Cartan functionals by Clarenz et. al.,and Winklmann [9, 11, 38, 39]
we establish in the following the convex hull property formulated in Theorem 1.4, the isoperimetric
inequalities in Theorem 1.5, and the existence results for Finsler-minimal immersions in Theorem 1.6.
PROOF OF THEOREM 1.4. If F = F (y) is a Minkowski metric on Rm+1 then F−m is smooth on
Rm+1\{0} by virtue of (3.2), so that Lemma 2.7 in combination with Corollary 2.10 leads to a Cartan
area integrandAF = AF (Z) that is positively 1-homogeneous and smooth onRm+1\{0}. In addition,
we use the general assumption (GA) together with Corollary 2.14 as in the proof of Theorem 1.1 to
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show thatAF is (parametric) elliptic with the uniform estimate (3.4), which coincides with the elliptic-
ity condition used in [9, Definition 2.2]. Since we assume that X ∈ C2(M ,Rm+1) ∩C0(M¯ ,Rm+1)
is a Finsler-minimal immersion we know that X is critical for the Cartan area functional (3.1); in the
language of Clarenz [9] X is extremal for (3.1). This implies by [9, Theorem 1] that its AF -mean
curvature HAF vanishes since the Cartan area integrand AF does not depend on the position vector.
Hence all conditions of [9, Theorem 2.3] are satisfied which establishes the convex hull property for
X . 2
The first variation formula for general Cartan functionals derived by Ra¨wer [30] and Clarenz [8]
were used by Clarenz et al. and Winklmann to derive various isoperimetric inequalities for critical
immersions of such functionals [10, 11, 38]. Some of these results are used in the present context in
connection with Section 2 to derive corresponding results for Finsler-minimal immersions.
PROOF OF THEOREM 1.5. The first two parts of this theorem deal with Finsler-minimal im-
mersions in Minkowski space. The Cartan area integrand AF derived from the Minkowski metric
F = F (y) depends only on the Z-variable, and such Cartan functionals without dependence on the
position vector have been considered by Winklmann in [38]. Notice that Winklmann does not use pos-
itivity of his Cartan integrand, although we have it here for AF (Z) automatically by means of (3.3).
Now Winklmann’s isoperimetric inequality in [38, Corollary 2.3] reads in our context as
areaFM (X) ≤
1
m
R
mF
‖AFZ‖C0(Sm,Rm+1)
∫
∂M
dS. (3.11)
Recall that R > 0 is the radius of the closed Finsler ball BFR(0) ⊂ Rm+1 containing the boundary
X(∂M ), and therefore by the convex hull property, Theorem 1.4, also X(M¯ ). Notice further, that
BFR(0) ⊂ BR/mF (0), which can be shown by an argument similar to the one leading to (2.3) in the
proof of Lemma 2.1. To estimate the supremum-norm of AFZ purely in terms of quantities explic-
itly given by the Minkowski metric F we use Lemma 2.7 and the differentiation rule for the Radon
transform in the simple form (2.13) (contracted by multiplication with Zτ and summation over τ to
compute in a first step for Z ∈ Sm
AFZσ(Z)
(2.14)
=
( 1
R[F−m]
)
Zσ
(Z) = −(R[F
−m])Zσ(Z)
R2[F−m](Z)
(2.13)
=
1
R2[F−m](Z)
m+1∑
τ=1
R
[
Zτ
∂
∂yτ
(yσF−m)
]
(Z)
=
1
R2[F−m](Z)
m+1∑
τ=1
R
[
Zτ (δστ F
−m −myσF−m−1Fyτ )
]
(Z)
=
Zσ
R[F−m](Z) −
m
R2[F−m](Z)
m+1∑
τ=1
R[ZτyσF−m−1Fyτ ](Z),
where we used the linearity of the Radon several times. Therefore, we obtain for the norm of the
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gradient AFZ (Z) at Z ∈ Sm (again using linearity ofR)
|AFZ (Z)|2 =
1
R2[F−m](Z) −
2m
R3[F−m](Z)
m+1∑
σ,τ=1
R[ZτZσyσF−m−1Fyτ ](Z) (3.12)
+
m2
R4[F−m](Z)
m+1∑
σ=1
(m+1∑
τ=1
R[ZτyσF−m−1Fyτ ](Z)
m+1∑
ρ=1
R[ZρyσF−m−1Fyρ ](Z)
)
Since the spherical Radon transform R̂ coincides with the extended Radon transformR on the sphere
Sm we can use the explicit formula (2.11) to show that the second term on the right-hand side above
vanishes: for g(y) :=
∑m+1
τ=1 Z
τF−m−1(y)Fyτ (y) we compute for a fixed Z ∈ Sm by linearity ofR
m+1∑
σ=1
R[Zσyσg(·)](Z) = R[(Z · y)g(·)] (2.11)= 1
H m−1(Sm−1)
∫
y∈Sm∩Z⊥
(Z · y)g(y) dH m−1(y) = 0.
Consequently, it suffices to estimate the first and the last term on the right-hand side of (3.12) in terms
of quantities related to the Minkowski metric F . By Lemma 2.7 we immediately see that the first term
coincides with (AF (Z))2. For the last term in (3.12) we set h(y) := (Z · Fy(y))/F (y) and use again
the explicit integral formula (2.11) to estimate for fixed σ ∈ {1, . . . ,m+ 1}
m+1∑
τ=1
R[ZτyσF−m−1Fyτ ](Z) = R[yσ(Z · Fy(y))/F (y)F−m(y)]
=
1
H m−1(Sm−1)
∫
y∈Sm∩Z⊥
yσh(y)F−m(y) dH m−1(y)
≤ maxy∈Sm∩Z⊥ |h(y)|
H m−1(Sm−1)
∫
y∈Sm∩Z⊥
F−m(y) dH m−1(y)
=
(
max
y∈Sm∩Z⊥
|h(y)|
)
R[F−m],
so that we deduce from (3.12) in connection with (3.3) the gradient estimate for the Cartan area
integrand at Z ∈ Sm
|AFZ (Z)|2 ≤ (AF (Z))2
(
1+m2
m+1∑
σ=1
(
max
y∈Sm∩Z⊥
|h(y)|2
))
≤M2mF
(
1+(m+1)m2 max
y∈Sm∩Z⊥
|h(y)|2
)
.
(3.13)
To estimate |h(y)| for y ∈ Sm ∩ Z⊥ recall that the fundamental tensor (gij)(y) = ((F 2/2)yiyj )(y)
is positive definite by (F2). Combining this with the homogeneity (F1) one can easily deduce that the
Hessian Fyiyj (y) is positive semidefinite; see, e.g., formula (1.2.9) in [3, Proof of Theorem 1.2.2].
Thus,
Λ(F )|Fy(y)|2 ≥ Fyi(y)
(F 2
2
)
yiyj
(y)Fyj (y) = Fyi(y)
(
FyiFyj + FFyiyj
)
(y)Fyj (y) ≥ |Fy(y)|4
for every y ∈ Sm, where
Λ(F ) := max
η,ζ∈Sm
η · (F 2/2)
yy
(ζ)η
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is the largest possible eigenvalue of the fundamental tensor gij of F when restricted to the sphere Sm.
(Recall the summation convention from our introduction described under (F2).) Since F is bounded
from below by mF > 0 on Sm (see (3.2)), we obtain
|h(y)|2 ≤ 1
m2F
|Z|2Λ(F ) for all y ∈ Sm.
Inserting this into (3.13) gives
|AFZ (Z)| ≤MmF
√
1 + Λ(F )(m+ 1)
m2
m2F
for all Z ∈ Sm, (3.14)
which according to (3.11) leads to the following isoperimetric inequality
areaFM (X) ≤
R
m
MmF
mF
√
1 + Λ(F )(m+ 1)
m2
m2F
∫
∂M
dS. (3.15)
Recall from our remarks preceding Theorem 1.5 that
∫
∂M dSF = area
F
∂M (X|∂M ) which specializes
to
∫
∂M dS = area
E
∂M (X|∂M ) if the Finsler metric F happens to be Euclidean, i.e., F (x, y) = E(y) =
|y|. Now, Lemma 2.1 applied to Ω ≡ Σ := ∂M with dimension k := m − 1 leads to the desired
isoperimetric inequality, since it implies
∫
∂M dS ≤ m
−(m−1)
F
∫
∂M dSF . 2
For part (ii) we benefit from our analysis in the proof of part (i), and use [38, Theorem 3.2] to obtain
similarly to (3.11) the preliminary Finsler area estimate
areaFM (X) ≤ ‖AFZ‖C0(S2,R3)
k∑
i=1
[L (Γi)2
4pi
+
1
2
L (Γi) dist(a,Γi)
]
, (3.16)
where L (Γ) =
∫ |Γ˙| denotes the Euclidean length of curve Γ ⊂ R3, and dist(a,Γ) is the Eulcidean
distance of a point a ∈ R3 to the curve Γ ⊂ R3. To obtain a right-hand side that is completely ex-
pressed in terms of Finslerian quantities we use, on the one hand, the estimate (3.14) on the gradient of
the Cartan area integrand, and, on the other hand, the following simple argument comparing Euclidean
length and distance to the Finslerian ones: by virtue of (3.2) we have
L (Γ) =
∫
|Γ˙|
(3.2)
≤ 1
mF
∫
F (Γ˙) =
1
mF
L F (Γ) (3.17)
for any curve Γ ∈ R3. Since dist(a,Γ) and distF (a,Γ) between a point a ∈ R3 and a curve Γ ⊂ R3
may be expressed by minimizing the respective length functional over all curves connecting a with
some point on Γ the estimate (3.17) immediately implies also
dist(a,Γ) ≤ 1
mF
distF (a,Γ). (3.18)
Inserting (3.14), (3.17), and (3.18) into (3.16) we obtain the desired isoperimetric inequality (1.8) as
stated.
Notice for part (iii) that F = F (x, y) is not a Minkowski metric, since it depends explicitly on
x ∈ R3. The only isoperimetric inequalities for Cartan functionals depending on the position vector
as well we are aware of are those of Clarenz and the second author in [11].
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By Corollary 2.14 we know that the Cartan area integrand AF (x, Z) generated by the Finsler
metric F = F (x, y) is (parametric) elliptic in the sense of Definition 2.12, in particular we have
λ|piZ⊥(ξ)|2 ≤ |Z|ξ·AFZZ(x, Z)ξ ≤ Λ|piZ⊥(ξ)|2 for all Z ∈ R3\{0}, x ∈ B1(0), ξ ∈ R3 (3.19)
for some constants 0 < λ ≤ Λ < ∞, which is just (2.23) specified to dimension m = 2 and for
R0 = 1. (The upper bound in (3.19) just follows from smoothness of AF on R3 × (R3 \ {0}).) Now,
(3.19) is exactly condition (E) in [11, p. 618], and since the positive 1-homogeneity holds for AF in
any case, we can apply [11, Theorem 2] to find for the Euclidean area areaB(X) of X(B)
areaB(X) ≤ R
2C(AF )Λλ
[ ∫
Γ κ ds− 2pi
]
+
√
Λ
λL (Γ)
2−RhF , (3.20)
if
hF := C(AF )(1 + ‖AFxZ‖2∞) +
1
λ
‖AFxZ‖∞ < 2, (3.21)
where ‖AFxZ‖∞ := ‖
∑3
i=1AFxiZi(·, ·)‖C0(B1(0)×S2). Here,
C(AF ) := Cx(AF ) + CZ(AF )
(
1 +
Λ
2λ3
)
is a constant introduced in [11, p. 628], where Cx(AF ) and CZ(AF ) are bounds on the x-derivative,
and the Z-derivative of the expression
lA
F
(x, Z) :=
AFZZ(x, Z)√
detAFZZ(x, Z)|Z⊥
+
Z
|Z| ⊗
Z
|Z| , (3.22)
(cf. formulae (35),(38) that lead to Proposition 2.4 (ii) in [11]). We need to investigate all quantities
that enter the definition (3.21) of hF , since we need to verify its smallness.
Since the denominator in (3.22) is bounded by λ from below by virtue of (3.19) we find that for
each fixed x ∈ B1(0) ⊂ R3
%1(l
AF (x, ·)− lAE (·)) −→ 0 as %3(AF (x, ·)−AE(·))→ 0,
where we refer to the definition of the spherical seminorms in (2.15) and to our notation of the Eu-
clidean metric E(y) = |y| on R3. Analogously to the proof of part (ii) of Theorem 1.1 we can show
that for given  > 0 we find δ = δ() such that the inequality (1.10) implies that
%1(l
AF (x, ·)− lAE (·)) <  for all x ∈ B1(0). (3.23)
One easily checks in (3.22) that lAE (Z) = IdR3 so that lA
E
Z = 0, and we obviously have no x-
dependence in lAE , hence lAEx = 0. In addition, since AE does not explicitly depend on x we have
AExZ = 0. Consequently, by (3.23), we can choose δ1 sufficiently small such that for all δ ∈ (0, δ1)
for which (1.10) holds , we have
‖AFxZ‖2∞ < min{1, λ} and C(AF )(1 + ‖AFxZ‖2∞) < 1,
so that (3.21) is satisfied. Therefore, we have indeed the preliminary isoperimetric inequality (3.20).
Since we assumed R ≤ 1, we can omit R in the denominator. The simple estimates
areaFB(X) ≤M∗F 2areaB(X) and L (Γ) ≤ L F (Γ)/m∗F
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(cf. Lemma 2.1 and (3.17)) lead to the desired isoperimetric inequality (1.9), where we have set
c1(F ) :=
2C(AF )Λλ
2− hF and c2(F ) :=
√
Λ/λ
2− hF ,
which also explains why c1 vanishes and c2 = 1/2 if F = E(y) = |y| since C(AE) = 0 and
hF = hE = 0 verifying our remarks following Theorem 1.5. 2
Existence and uniqueness of Finsler-minimal immersions spanning given boundary contours.
Up to now there are only very few results guaranteeing the existence of immersed surfaces minimiz-
ing a general Cartan functional and spanning a given boundary contour. We will draw from White’s
existence result under the condition of extreme boundary curves [37] to prove with our results of
Section 2 the existence of embedded Finsler-minimal disks spanning such a given boundary curve in
general Finsler spaces with metric F = F (x, y). In the Minkowski case, F = F (y), we will benefit
from a simpler existence and uniqueness result of Winklmann [39].
Let us first explain the notion of Finsler area mean convexity in our assumption in part (i) of
Theorem 1.6 adopting the variational characterization that White [37] used for Cartan functionals
but without using Finsler-mean curvature in our context to avoid the ambivalent choice of a suitable
Finsler normal; see also [4] for an equivalent notion for Cartan integrands that do not depend on
position.
Definition 3.1 (Inward-variations and Finsler area mean convexity). Let Y : ∂Σ → R3 be the
injection of the boundary ∂Σ of a smooth 3-dimensional submanifold Σ ⊂ R3 into R3.
(i) A smooth mapping Y˜ : (−ε, ε)×∂Σ→ R3 for some ε > 0 is called an inward variation of ∂Σ if
Y˜ (0, ·) = Y (·) on ∂Σ, with a smooth variation vector field V (·) := ddt |t=0Y˜ (t, ·) : ∂Σ → R3,
not identically zero, that satisfies for every u ∈ ∂Σ either V (u) = 0 or V (u) 6∈ Tu∂Σ and
V (u) = c′(s) for some smooth curve c : [0, δ)→ Σ, δ > 0, with c(0) = u.
(ii) If R3 is equipped with a Finsler metric F = F (x, y) then Σ ⊂ R3 is said to be strictly Finsler
area mean convex if
d
dt
|t=0areaF∂Σ(Y˜ (t, ·)) < 0
for all inward variations of ∂Σ.
PROOF OF THEOREM 1.6. The explicit representation of Finsler area (2.5) in Theorem 2.2 im-
plies that a strictly Finsler area mean convex 3-dimensional submanifold Σ ⊂ R3 with boundary ∂Σ
is strictly AF -convex in the sense of White [37, items 1.3 & 1.5]. (Notice that our smoothness as-
sumption on Σ implies the strict pointwise inequality required for the normal component of White’s
AF -mean curvature [37, 1.5] even everywhere, not only almost everywhere. White’s more general
class of Lipschitz variations (see [37, 1.2]), on the other hand, lead to the same variational equations
for Cartan functionals as, e.g., in the work of Clarenz et al. [8–10], and therefore to Finsler minimal
surfaces in our context.) White’s ellipticity assumption [37, pp. 413,414] on the Cartan integrand AF
reads as the uniform convexity of the AF (x, ·)-unit ball {Z ∈ R3 : AF (x, Z) ≤ 1} for each x in R3,
which according to [18, p. 72] is satisfied if AF is parametric elliptic in the sense of Definition 2.12.
That this is indeed the case is stated in Corollary 2.14. Hence White’s existence result [37, version of
Theorem 3.4 on p. 425] is applicable in our context, which in particular leads to the first statement in
part (i) of Theorem 1.6.
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The second statement in part (i) is stated in [37, version of Theorem 3.4 on p. 413] and follows
from the fact that for a Minkowski metric F = F (y) on R3 smooth convex bodies Σ ⊂ R3 are Finsler
area mean convex; see also the other examples of Bergner and Fro¨hlich in [4, p. 368] whose concept
of weighted mean convexity coincides with the one of White in case of Cartan integrands without
x-dependence.
For part (ii) we refer to [39, Corollary 1.3], where we have to restrict to a Minkowski metric
F = F (y) since then the corresponding Cartan area functional AF depends on Z only, so that the
Finsler area
areaFΩ(X) =
∫
Ω
AF (Xu1 ∧Xu2) du1 ∧ du2, Ω ⊂ R2,
belongs to the Cartan functionals considered in [39]. The relevant homogeneity and ellipticity condi-
tions formulated in [39, p. 269] are satisfied by AF as we have observed before; see, e.g., (3.4), and
Finsler-minimal immersions are exactlyAF -minimal immersions in the language of Clarenz et al. and
Winklmann, which means that it has vanishing AF -mean curvature HAF = 0; see [39, p. 270].
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