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Summary
Existing recommendation algorithms assume that users make their purchase decision-
s solely based on individual preferences, without regard to the type of users nor the
products’ maturity stages. Yet, extensive studies have shown that there are two types of
users: innovators and imitators. Innovators tend to make purchase decisions based solely
on their own preferences; whereas imitators’ purchase decisions are often influenced by
a product’s stage of maturity.
In this thesis, we propose a framework that seamlessly incorporates the type of user
and product maturity into existing recommendation algorithms. We apply Bass model
to classify each user as either an innovator or imitator according to his/her previous
purchase behavior. In addition, we introduce the concept of tipping point of a user. This
tipping point refers to the point on the product maturity curve beyond which the user is
likely to be more receptive to purchasing the product.
We refine two widely-adopted recommendation algorithms to incorporate the effect
of product maturity in relation to the user type. Experiment results on two real-world
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With the growing popularity of E-commerce, businesses are now able to provide con-
sumers with more choices and consumers suddenly find themselves exposed to millions
of products. Finding a suitable product that meets their needs is no longer straight-
forward. As a result, recommender systems have become an essential tool to suggest
products to the consumers and to provide them with information that will help them
decide which products to purchase.
Existing recommender systems have assumed that users make their purchase deci-
sions solely based on their own preferences and needs. These systems employ different
learning techniques to accurately capture users’ preferences by analyzing their purchase
history and item ratings to rank products for recommendation. While these systems have
managed to convert some casual web visitors into buyers, there is certainly more to be
done.
One factor that has largely been ignored by existing recommender systems is how
product maturity has an influence on a user’s purchase decision. Roger’s diffusion theory
[34] explains the various stages in the adoption of new products. Based on the theory,
about 2.5% of the population are innovators, 13.5% early adopters, 68% mainstream
and 16% laggards. Innovators make purchase decisions based on their own preferences
and are not influenced by others. On the other hand, the early adopters, mainstream and
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laggards are all influenced by the product maturity to different degrees.
In this thesis, we advocate that users’ acceptance of recommended items can be in-
creased if we take into account a user’s receptiveness to a product maturity level. For
example, if we know that a user is an innovator based on his/her purchase history, then
recommending the latest handphone model would certainly interest him/her. On the oth-
er hand, if a user is an imitator, then the system may do better to recommend a more
popular handphone model rather than the latest model.
To achieve this, we use the sales of a product as an indicator of its product maturi-
ty. We apply the Bass model [7] in the field of Marketing to determine the number of
previous purchasers of a product at a given time and estimate how receptive is a user
to the product. We develop a solution to seamlessly incorporate the above into existing
recommender systems. Since most existing recommender systems employ collabora-
tive filtering techniques, we focus on refining two widely adopted collaborative filtering
algorithms so that when the cumulative sales of a product reaches a tipping point, the
algorithms will highlight this product for recommendation.
Our contributions can be summarized as follows:
• We utilize Roger’s diffusion theory [34] and the Bass model [7] to determine
whether a user is an innovator or imitator and the maturity level of a product.
• We introduce the concept of tipping point of a user. This point signifies the best
timing for recommending a product to the user.
• We propose a recommendation framework that incorporates products’ maturity
levels and users’ receptiveness, and refine existing recommendation algorithms to
take these factors into account when making a recommendation.
• We conduct a comprehensive set of experiments to evaluate the performance of
the proposed algorithms on two real world datasets obtained from an E-commerce
website 360buy.com and a supermarket dataset.
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The results of our experiments show that incorporating user receptiveness to prod-
uct maturity improves the conversion rates of users by as much as 30%. In addition,
recommendation diversity is achieved. We compare the recommendation lists over two
different time points. The baseline algorithms have up to 80% overlapped recommended
items as compared to only 40% by our proposed algorithms. Further, personalization of
recommendation is made possible by understanding and matching the recommendation
to the user’s receptiveness. This increases user’s satisfaction and hence leads to increased
revenue.
The rest of the thesis is organized as follows. Section 2 reviews the related work.
Section 3 gives the background of the Bass model and introduces the concept of tipping
point. We describe our proposed approach and algorithm in Section 4. Section 5 presents






In this chapter, we review the previous works related with this thesis. In the first part, we
survey the current technologies of recommendation systems. Then, we review Roger’s
diffusion theory and the current trends related with this theory. At last, we describe Bass
model and survey some current research directions.
2.2 Recommendation System
The recommendation system is a software tool and technology which provides sugges-
tions for items to be of use to users. Recommendation systems are primarily designed
for the individuals who are lack of professional knowledge to choose the most suitable
item from a overwhelming number of alternative items in Internet. For instance, the pop-
ular e-commence website, Amazon, which employs recommendation system to make a
personal suggestions for each user[21].
The simplest form of recommendation systems is a ranked list of items. To generate
the ranked list accurately, the recommendation system should predict the most suitable
products based on users’ preferences. Users’ preferences are usually collected from
users’ former choices or actions such as the purchase histories of users, the item rates
5
of users. Compared with other classical information system tools or technologies, the
recommendation system is relatively new. In recent years, because of the overwhelming
information problem caused by the Internet, the recommendation system has received
more and more attentions in the research area.
In real life, recommendation systems have been applied in many different situations
for different targets.
• The most important function of recommendation systems is to increase the sales
of items. For a good recommendation system, it will make an accurate recommen-
dation based on users’ interests and needs. Compared with the situation without
recommendation system, users are easier to find the suitable items with the assis-
tance of recommendation systems and as a result, the sales are increased.
In the e-commerce domain, the main evaluation matric of recommendation sys-
tems is Conversion Rate. The conversion rate is the number of users who accept
the recommendation result, compared to the number of users who just browse the
recommendation results. The higher of conversion rate in e-commerce, the more
number of items will be sold.
• In many situations, recommending diverse items is also another target of recom-
mendation systems. The diversity in recommendation system is important. Firstly,
only the diverse recommending results can attract users. Secondly, for the items
or services providers, they usually hope that all of their products will be purchased
by users rather than only the most popular ones. This target is usually difficult
because the unpopular items have smaller data which will limit the accuracy of
recommendation systems.
• Another target of recommendation system is to increase users’ satisfaction. A
well designed recommendation system should contain two aspects: the accurate
recommendation algorithm and well-designed user interface. The combination of
effective recommendation algorithms and nice user interfaces will increase users’
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satisfaction about the whole system and therefore, usage of the system will also be
increased.
• For some e-commerce websites, the loyalty of users is also important. Recommen-
dation systems will leverage the former purchases or ratings of users and provide
the personalized services to each user. The longer time the users use the recom-
mendation system, the more accurate the recommendation results will be. The
recommendation system can understand users better and better. As a result, the
loyalty of users will be increased.
• The recommendation system also can be used to understand users’ needs. In some
recommendation systems, the recommendation systems need to build users’ pro-
files which describe users’ needs and interests. Once the users’ profiles are build-
ed, the services providers can reuse users’ profiles to finish other tasks. For in-
stance, the users’ profiles can be used to analyze users’ features and decide a
customized promotion plan.
According to the classical way of distinguishing recommendation technologies[12],
there exist six different classes of recommendation technologies.
2.2.1 Content based recommendation algorithm
The basic idea behind content based recommendation systems [2, 36] is to recommend
an item to a user based upon a description of the item and a profile of the user’s interests.
For instance, if a user is highly related with a electronic product with a certain brand,
then the recommendation system will put more weight on choosing products with this
brand as recommended items.
The content based recommendation algorithms mainly can be divided into three step-
s:
• In the first step, the main task is to preprocess the relevant information. In the
real world, many original information from the data source has no structure and
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it is hard to analyze the original one directly in recommendation system. This
step converts the original data into the ordered form. For instance, for some data
source without original structure such as news, web pages, documents, the rec-
ommendation algorithm will extract the key words or features from them at first.
Then the original data can be represented by the key words or features which are
more formal and easy to be analyzed.
• After the data sources are formalized, the recommendation system need to collect
the data which can represent users’ preferences and construct users’ profiles. The
classical method is to construct a model of users’ interests based on some machine
learning technologies. For instance, some content based recommendation algo-
rithms collect the positive or negative feedbacks from users and represent users’
profiles by a prototype vector consist of positive or negative feedbacks.
• Based on users’ profiles which are generated from the former step, recommenda-
tion algorithm will suggest relevant items to users. The recommendation result
is a binary or continuous relevant judgement. For instance, the recommendation
results are generated by computing the cosine similarities between users’ profile
vectors and items’s feature vectors.
Compared with other recommendation algorithms, the content based recommenda-
tion system has some advantages.
• the content based recommendation algorithms have no cold-start problem. For
some new items which have not been purchased or rated by users, the content
based recommendation algorithms can recommend them well. This is because
that the content based recommendation algorithms only care about items’ features
rather than the former purchase or rating history.
• In content-based recommendation algorithm, we only need the rating or purchase
history of the target users. However, in collaborative filtering recommendation
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algorithms, we not only need to know the rating or purchase history of the target
users, but also other users’ information to find the ”neighbors”.
• Finally, the content based recommendation systems are easy to be understood. In
content based recommendation system, people are easy to understand how the rec-
ommendation lists are generated. However, in some other recommendation algo-
rithms, the recommendation processes are just like black boxes for users without
professional knowledge.
Though the content based recommendation algorithms have many advantages, they
also have some disadvantages.
• For some new users who have limited number of ratings and purchases, content-
based recommendation algorithm cannot get enough information to understand
users’ preferences and build accurate recommendation algorithms.
• In many situations, the content based recommendation system needs some do-
main knowledge. For instance, when recommend movies, the recommend system
needs to know the movie type, actor names and so on. Without necessary domain
knowledge, the accuracy of content based recommendation system is usually low.
• The recommendation lists of content based ones are usually monotonous. In an-
other word, the recommendation results of content based ones have no novelty. For
instance, if a customer always purchase Apple products, then the Apple products
will always appear in the recommendation lists.
To overcome the limitations of content-based recommendation systems, some novel
recommendation algorithms are proposed. Some researchers[16] adopt some informa-
tion sources such as Wikipedia or WordNet to get more domain knowledge. What’s
more, recent works incorporate the social tags which are provided by users with the
content-based recommendation algorithm and improve the recommendation accuracy,
especially for the new users who have not many rating or purchases.
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2.2.2 Collaborative filtering recommendation algorithm
Different from the content based algorithms, collaborative filtering (CF) methods pro-
duce recommendation lists based on the opinions of other people. There are two main
types of collaborative filtering techniques, namely memory-based and model-based.
Memory-based collaborative filtering systems utilize past purchase history to derive
top N similar items/users for recommendation [24, 15, 31]. The similarity between two
items is calculated based on the number of users who have purchased both items while
the similarity between two users is based on the number of items purchased by both of
them.
In memory-based collaborative filtering algorithms, the KNN(K-Nearest-Neighbor)
is the most representative one. One of the advantages of KNN is that it is conceptually
similar with the basic idea of CF-find the neighbors(liked-minded users) for given users
and then make recommendations based on neighbors. Another advantage is that the KN-
N doesn’t need to maintain a precomputed model and as a result, the changes of the user
rating matrix will not affect this recommendation algorithm. However, the computation
of the neighbors in KNN usually will cost lots of time. To conquer this problem and
improve the recommendation efficiency, [1] proposed a neighbor model and only used
the experts as the neighboring subset.
Although the KNN algorithm is simple and intuitive, it shows a high accuracy in the
recommendation system and as a result, it has been chosen as the de facto standard for
the recommendation algorithm for a long time.
On the other hand, model-based collaborative methods first learn a model and then
use the model to predict users’ preferences for items. Examples of model-based collab-
orative methods include single value decomposition (SVD) [20, 10, 27], support vector
machine [14], Boltzmann machine [28], Bayesian clustering [3], maximum entropy [35]
and latent Dirichlet allocation [4]. Among them, SVD is the most widely adopted one
and has shown to be effective in many commercial recommendation systems.
Single Value Decomposition is used to reduce the dimensionality. The basic idea of
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SVD is to find a feature space with lower dimensions to represent the higher dimensional
feature space. The core of SVD lies in the following formula:
A = UλVT (2.1)
where A is a N×M matrix and N means the number of items and M means the number
of features. U is a N×R matrix(N items, R concepts). λ is a R×R matrix which contains
the strength of each concepts. V is an M×R(M feature, R concepts). Figure 2-1 show
the basic idea.
Figure 2-1: Basic Singular Value Decomposition
The eigenvalues in the λ are ranked in a decreasing order. As a result, the matrix A
can be approximated by selecting the biggest K value in matrix λ. The approximated
matrix Ak can be represented as:
Ak = UkλkVTk (2.2)
where k means that Ak selects the biggest k eigenvalues in the λ. By selecting the
k biggest eigenvalues, Ak can minimize the sum of the squares of the differences of the
elements of A and Ak. The truncated SVD represents the underlying latent structure in a
reduced k-dimensional space, which also means the noises in the features are reduced.
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In collaborative filtering recommendation system, SVD has been adopted for a long
time. SVD can be used to find the latent relationships between users and items. In
the SVD recommendation system, it builds the user-item rating matrix at first, then the
rating matrix is factored by SVD. The decomposed result of the rating matrix can be
used directly to do predictions. When the SVD is adopted in recommendation system,
we should notice the overfitting problem. To overcome the overfitting problem, some
methods are designed such as the Regularized Kernel Matrix Factorization[32]. Another
problem of SVD recommendation is that the computational complexity of SVD is high
and it is impossible to recompute it when the original data is update. However, [32] pro-
posed an online algorithm which will update the former result rather than recomputing
the SVD completely.
2.2.3 Demographic recommendation algorithm
The demographic recommendation systems make recommendations based on the demo-
graphic profiles of users. The demographic recommendation system assumes that the
users with different demographic profiles have different preferences. This kind of rec-
ommendation system is usually easy to be used and deployed. For instance, some web-
sites make recommendation based on users’ age or gender[26]. This recommendation
technology is usually adopted as a supplement of others.
2.2.4 Knowledge based recommendation algorithm
The knowledge based recommendation systems make recommendations based on knowl-
edge in specific domains and study about how certain item features meet the require-
ments of users. Case-based[11] is one of the widely-adopted recommendation tech-
nologies. In the case-based recommendation system, a similarity function is proposed
to calculate the similarity between the recommendation results and users’ needs. The
similarity reflects the utility of the recommendation results for users.
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2.2.5 Community based recommendation algorithm
With the development of social networks, the community-based recommendation system
is proposed. The basic idea of community-based recommendation system is to recom-
mend based on the choices of friends[9]. Some studies show that the friends are more
reliable than the anonymous people in recommendation system. Compared with other
traditional recommendation systems, the community-based recommendation system has
a better performance in some special cases such as the cold-start problem in recommen-
dation system.
2.2.6 Hybrid recommendation algorithm
The hybrid recommendation systems combine the above mentioned technologies and
overcome the disadvantages of some technologies by incorporating others’ advantages.
For instance, the CF technologies face a new-item problem which means it cannot esti-
mate the rating for items which have not been rated before. However, the content-based
technology has no such problem. As a result, we can use the content-based technology
to overcome the disadvantage of CF technology.
2.2.7 Recommendation algorithm with product maturity
Although these basic recommendation algorithms have been proven to be effective in
many situations, one factor that has largely been ignored by the basic recommendation
algorithms is users’ receptiveness to the maturity of products. Several information diffu-
sion theories [19, 30] have been developed to explain users’ adoption of a product. Song
et. al. [38, 37] utilize the information diffusion theories in the recommendation systems.
They assume that information flows from the early adopters to the late adopters and the
actions of the late adopters depend on the actions of the early adopters. They construct a
weighted directed network named as Early Adoption Based Information Flow network
and use it to analyze the probability of information flows from one people to another to
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make their recommendations. In their works, they do not make a distinction between the
different types of early adopters (innovator and imitator) and their algorithms cannot be
easily combined with existing recommendation algorithms.
Kawamae [22] considers the importance of the different roles of people in recom-
mendation systems and proposes a recommendation algorithm via innovators. However,
his definition of innovators is different from the innovators in information diffusion theo-
ry and his target is to achieve a high performance of serendipity rather than high accuracy
of recommendation algorithm.
To improve the accuracy of recommendation system, we introduce the ideas of Roger’s
diffusion theory and Bass model to recommendation system. In the rest parts of this sec-
tion, we will focus on Roger’s diffusion theory and Bass model.
2.3 Roger’s diffusion theory
Roger’s diffusion theory[34] explains the diffusion of products. In this theory, Roger
classifies individuals in a social system based on the time it takes for them to adopt a
new product or idea. The individuals in social group are divided into mainly two groups:
the innovators and imitators(early adopters, early majority, late majority and laggards).
During the diffusion of new products or technologies, each group has its own personality
and choices.
• Innovator: The diffusion procedure begins with a small amount of innovators.
Compared with other people, they are more willing to spending time and money
in developing new ideas or experiencing novel products. No products or ideas can
be diffused successfully without the innovators. When faced with a new product,
innovators usually make decisions based on their own ideas rather than others’
opinions.
• Early adopters: Once the benefits of new products or technologies become ap-
parent, the early adopters quickly move in. Compared with other people, they
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like to get an advantage over peers based on the new technologies or products.
They usually are in-fashion individuals and have time and money to invest. Early
adopters are vital in the diffusion procedure. They are testers and check whether
this products or technologies will suit the needs of mainstreams.
• Early majority: When the new products or technologies finally reach the majority
audiences, early majority is the first group of people who adopt them. Early major-
ity is comfortable with moderately progressive ideas. However, they won’t adopt
new products or technologies without solid proof of benefits. They are usually the
quick followers and their decisions will be affected by the surrounding people.
• Late majority: The late majority is usually conservative individuals and they hate
risk. They usually feel not comfortable with the new products or technologies.
When make a decision, they will follow the mainstream fashion or the established
standards. They will consider the products or technologies only after the majority
of surrounding people have the positive comments or feedbacks.
• Laggards: The laggards are the ones who can not afford the risk at all. They will
only adopt products or technologies which have been proofed for a very long time
and make their decisions totally based on the comments of former users.
In a word, innovators are the first adopters and the rests are imitators. Imitators are
relatively conservative and will not accept new products easily. What’s more, imitators
are often influenced by the products’ level which are indicated by the products’ sales.
For that personalities of different groups are totally different, it is important to con-
sider their personalities when designing a recommendation system. When designing a
recommendation system, the key problems are how to distinguish individuals in differ-
ent groups and how to design the recommendation system which incorporates different
people’s personalties.
15
Figure 2-2: Individuals Distribution of Roger Diffusion Theory
2.4 Bass Model
Bass Model is one of the most widely used, frequently referenced marketing models. It
is a predictive model which allows us to forecast future adoptions or purchase amount. In
the paper [7], Frank Bass published this model which is a S-shaped pattern to represent
the first purchase growth of a new product. Different from other growth patterns in
physical or social researching areas which ignore the underlying processes that generate
the S-shape, Bass model incorporates the diffusion theory to mimic the S-shape growth
pattern. In Bass model, the purchase or adoptions amount is affected by two factors: the
innovation and the imitation. The Bass model combines these two factors together and
has been proven to be useful in many situations such as digital products sales amount
estimation.
Based on the information diffusion theory, the adopters can be classified into inno-
vators and imitators. Apart from the innovators, imitators are influenced by imitation in
varying degrees. In Bass Model, the possibility of adoption which has no interact with
the cumulative adopter amount is called ’coefficient of innovation’, and the coefficient
which is multiplied times the cumulative function is called the ’coefficient of imitation’
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because that it reflects the influence of previous adopters on the conditional likelihood
of adoption. In the basic form of Bass Model:












is the coefficient of imitation.
Because of the success of the Bass model, many literatures extend and develop the
basic Bass model. There mainly exist two important extensions of Bass model. The first
one is the extension of Bass model which incorporates some marketing-mix variables
such as advertising, price and promotion. The second one is the extension which applies
to the diffusion of successive generation of technologies.
It is well known that some marketing-mix variables such as advertising, price and
promotion will affect the diffusion process of products[5, 6, 25]. [5] provides a compre-
hensive survey in the researching area about marketing-mix influences in Bass model.
In the paper [33], researchers study the price factor in Bass model and try to the find
the optimal pricing policies for new products. [13] incorporates the marketing effort and
price with the Bass model.
Besides the marketing-mix factors, some researchers study the diffusion of succes-
sive generations of technologies. For a technology or product, a new generation rep-
resents an improvement over the earlier ones and will be affected by the diffusion of
earlier ones. For that the digital technologies and the digital products are updated rapid-
ly, the generational diffusion is becoming more and more important. [29] proposes the
generational diffusion model based on the Bass model.
There also exist other promising researching directions based on Bass diffusion mod-
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el. The papers [17, 18] analyze cellular automata simulations of Bass mode and explain
the aggregate behaviors based on the individual-level interactions. Krishnan in his paper
[23] states a modified Bass model which focuses on the brand-level. Compared with
other researching directions of Bass model, the brand-level Bass model is a relatively
under-researched area and requires more additional attentions. [8] broadens the inter-
pretations of parameters in Bass model and overcomes the limitations of this model. As
a result, the Bass model is applied into a broader area.
2.5 Summary
In this section, we review the previous works related with this thesis. In the first part of
the section, we check the researching works about recommendation systems. The major
task of the recommendation system is to recommend correct items to users. The recom-
mendation systems can be mainly divided into two parts: the content based algorithms
and collaborative filtering (CF) methods. We list some famous algorithms and their ad-
vantages and disadvantages in this section. Finally, we review some recent works which
consider the individual differences in the recommendation system and some personal-
ized recommendation systems. In the second part, we review Roger’s diffusion theory
and the current trends related with this theory. Roger’s diffusion theory classifies indi-
viduals in a social system based on the time it takes for them to adopt a new product
or idea. Innovators are the first adopters (nearly 2.5%) in the diffusion of new products,
and the rest are imitators. Imitators are relatively conservative and will not accept new
products easily. What’s more, we also survey the basic idea of Bass model and some cur-
rent studies about Bass model which is used to estimate the growth pattern of products.






In this chapter, we derive the formula which is used to model user’s receptiveness for
an item based on Bass model. What’s more, we also divide users into innovators and
imitators. For different kinds of users, we calculate users’ tipping points in different
ways.
3.2 Bass Model
Based on Roger’s diffusion theory, Frank Bass proposed the Bass model to accurately
estimate the growth pattern of various products such as electronic products.




be the likelihood that item i is purchased in the interval [0,T]. Then, the probability that
a user will initially purchase an item i at time T , denoted as Pi(T ), is given by:
Pi(T ) =
fi(T )
1 − Fi(T )
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By the Bass model, we can also express Pi(T ) as:





= βi + γiFi(T ) (3.1)
where
• mi is the estimated total number of purchasers of an item i,
• βi and γi are the rates of adoption by innovators and imitators for item i respec-
tively,
• Yi(T ) is the number of previous buyers of item i during the time interval [0,T]
The term Fi(T ) reflects whether an imitator is inclined to make a purchase decision.
Our goal is to estimate Fi(T ) from the sales history so that we can incorporate this factor
in the recommendation systems.
Now, the sales volume of item i at time T is:
S i(T ) = mi fi(T )








[mi − Yi(T )]




fi(T ) = (βi + γiFi(T ))(1 − Fi(T ))
= βi + (γi − βi)Fi(t) − γi[Fi(t)]2
In order to find Fi(T ), we solve the differential equation:
dFi(T )/(βi + (γi − βi)Fi(t) − γi[Fi(t)]2) = dt (3.2)

















Next, we estimate the values of βi, γi and mi using the sales history of item i as
follows. The sales volume of item i at time tk, k ≥ 1 is:
Yi(tk) − Yi(tk−1)
= βimi + (γi − βi)Yi(tk−1) − γimi [Yi(tk−1)]
2
= α1 + α2Yi(tk−1) + α3Yi(tk−1)2
where α1, α2 and α3 are the regression coefficients which can be calculated from the
sales history of item i.


















With this, we can model the amount of a user’s receptiveness for an item i. The larger
the value of Fi(T ) is, the later stage of maturity is the item i at.
3.3 Tipping Point of a User
To allow for personalization of recommendation, we observe that different users make
their purchase decisions depending on their receptiveness to the maturity of products.
We model this as the tipping point of a user and is dependent on whether s/he is an
innovator or imitator. If a user u is an innovator (that is, s/he typically belongs to the
first 2.5% purchasers of an item), then s/he is not likely to be affected by the number of
previous purchasers of the item. In this case, the tipping point of user u is 0.
On the other hand, a user who is an imitator is likely to purchase an item if there
is a large number of previous buyers. Thus we define the tipping point of user u as the
average maturity of all the products in his previous purchases. Mathematically, let I be
the set of items purchased by u previously, T be the current time, and Nu be the number
















, u is imitator (3.4)
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When the product maturity is near to the tipping point of user u, then the likelihood of
making a purchase is high. However, when the product maturity is far from this tipping
point, there exist two situations. First, the product is at a much earlier stage of maturity
than u’s tipping point, this implies that user u is not likely to make a purchase. Second,
the product is much more matured than u’s tipping point, in this case it may indicates
that user u has absolutely no interest in item i. In both cases, the likelihood of u making
a purchase of item i is small. In other words, a user’s tipping point captures the best
timing for recommending a product to him/her.
3.4 Summary
In this chapter, we mainly propose two key concepts in this thesis. In the first part,
we analyse the basic form of Bass model and derive the formula which is used to cal-
culate product’s maturity. In the second part, we propose the idea of user’s tipping
point. To calculate the tipping points for different users, we divide users into two group-
s(innovators and imitators) and propose the formula which calculates tipping points for
different groups of users. In the following sections, we will incorporate these proposed








In this chapter, we propose a framework that allows the incorporation of users’ tipping
points into these collaborative filtering recommendation systems seamlessly.
Figure 4-1 gives an overview of the proposed recommendation framework. The
framework consists of two phases. The first phase is a learning phase. In this phase,
we construct the Bass model for each product, and determine the tipping point of each
user. The second phase is the recommendation phase. We refine two widely adopted rec-
ommendation algorithms to incorporate the influence of product maturity in generating
the recommendation list. We call the refined algorithms KNNtipp and SVDtipp. The for-
mer is a user-based recommendation algorithm using the k nearest neighbors, while the



















Figure 4-1: Proposed recommendation framework
4.2 Learning Phase
In the learning phase, we call Algorithm BuildProductModel to learn the Bass model
of each product and Algorithm GenerateTippingPoints to determine the tipping point of
each user.
The input to Algorithm BuildProductModel is the sales history, denoted as H, con-
sisting of tuples of the form (u, i, t) denoting that user u purchases item i at time t. The
algorithm utilizes a two dimensional array, S ale, to keep track of the sales volumes of all
the items at different time points. Lines 2-4 accumulate and update the appropriate en-
tries in S ale as each purchase record is read in. Lines 7-9 compute the cumulative sales
of item i at various time points and store it in array Yi. Line 10 employs a nonlinear
regression technique to estimate the coefficients, α1, α2, α3, that best fit the cumulative
sales curve Yi. Lines 11-12 compute the Bass model parameters, βi and γi. Finally, Line
13 returns the Bass model parameters βi and γi.
Algorithm GenerateTippingPoint takes as input the target user u, the generated Bass
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Algorithm 1: Algorithm BuildProductModel
Require: H: list of tuples of the form (u, i, t)
Ensure: Parameters of bass model Fi(t): βi,γi
1: Initialize S ale[i][t j] to 0 for all i, j
2: for all (u, i, tk) ∈ H do
3: S ale[i][tk]← S ale[i][tk] + 1
4: end for
5: for all item i exists in H do
6: Initialize Yi[i] = 0 for all i
7: for all S ale[i][tk] ∈ S ale[i] do
8: Yi[tk+1]← Yi[tk] + S ale[i][tk]
9: end for
10: (α1, α2, α3) = nonlinear regression(Yi[tk] − Yi[tk−1])










Algorithm 2: Algorithm GenerateTippingPoint
Require: target user u, Products’ bass models Fi(t), sales history H
Ensure: tipping point ρu
1: Initialize A[u] = 0 for all user u
2: Initialize N = 0
3: for all (u, i, t) ∈ H do
4: N ← N + 1
5: if Fi(t) ≥ 0.025 then
6: A[u]← A[u] + Fi(t)
7: end if
8: end for
9: return ρu = A[u]N
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models Fi(t), and the sales history H and outputs user u’s tipping point ρu. Lines 1-2
perform the initialization. Array A keeps track of the products’ maturity level when user
u made each of his/her purchases, while N keeps track of the number of purchases by
user u. Line 4 increments N. Lines 5-7 accumulate the products’ maturity level by u at
the point of purchase (i.e. Fi(t)). Line 9 calculates the tipping point of u.
4.3 Algorithm KNNtipp
The recommendation phase utilizes two algorithms to generate the top K recommenda-
tion list. We first describe KNNtipp which calculates the similarities among users and
chooses the k most similar users as the neighbors. The recommendation list is then
generated based on the items purchased by these k neighbors.




where Iu denotes the set of items bought by u and Iv means the set of items bought
by v.
To incorporate the influence of products’ maturity levels, the k nearest neighbors
should ideally be neighbors with similar tipping points. This makes sense because if we
wish to determine the k nearest neighbors of an innovator, the recommendation system
should certainly put more weight on items purchased by other innovators, rather than
items purchased by imitators. Likewise, this is the case for imitators. We define a new
user similarity measure taking into account their respective tipping points:




1 + w|ρu − ρv| (4.2)
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where |ρu − ρv| is the difference between user u’s tipping point and userv’s tipping
point, and w is the weight that is decided via cross-validation.
Note that when the tipping point of u is the same as that of v, TippS im(u, v) reduces
to sim(u, v). However, when the tipping point of u is far from that of v, TippS im(u, v)
tends to 0, correctly signifying that u and v are not similar as they have different tipping
points.
Algorithm 3 gives the details of KNNtipp. The algorithm accepts two inputs, namely
the target user u and the purchase history H, and generates the top K recommended items
to u. Lines 1-3 initialize arrays I, TippS im, and L. Array I is a one dimensional array of
bitmaps, a 1 in bit i denotes item i has been purchased. TippS im is a two dimensional
array storing the similarity among pairs of users. Array L stores the likelihood of items
being purchased by u. Lines 4-8 loop through H to update the bitmaps in array I. Lines
9-13 compute the similarities between each pair of users. Line 14 obtains the 50 most
similar neighbors of u according to TippS im. Lines 15-19 accumulate the likelihood
that an item will be purchased by u based on the u’s 50 most similar neighbors. Line 20
returns the top K recommended list for u.
4.4 Algorithm SVDtipp
Another popular and effective collaborative filtering method is the SVD-based recom-
mendation using Singular Value Decomposition to map users and items into a joint latent
space of d dimensions. In this space, each user u is associated with a d-dimension vec-
tor, denoted as pu and each item i is similarly represented as a vector of dimension d,
denoted as qi. The interaction between item i and user u is computed as the inner product
of pu and qi:
g(u, i) = pu · qi (4.3)
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Algorithm 3: Algorithm KNNtipp
Require: target user u, sales history H
Ensure: Top K recommendation list
1: Initialize I[u] = 0 for all user u ∈ H
2: Initialize TippS im[u][v] = 0 for all user u, v ∈ H
3: Initialize L[i] = 0 for all item i ∈ H
4: for all (u, i, t) ∈ H do
5: if ith bit of I[u] is not set then
6: set ith bit of I[u] to 1
7: end if
8: end for
9: for all u exists in H do
10: for all v exists in H do
11: TippS im[u][v]← count(Iu & Iv)count(Iu)count(Iv) · 11+w|ρu−ρv |
12: end for
13: end for
14: NNu ← KNN(u, 50)
15: for all v ∈ NNu do
16: for all i such that ith bit of I[v] is set do
17: L[i]← L[i] + TippS im[u][v]
18: end for
19: end for
20: return top K items sorted according to values in L
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A large value of g(u, i) implies that item i is most likely preferred by u and hence
will be recommended to u. In order to incorporate the concept of tipping point at time t,
we define a new function hu,i,t as follows:
hu,i,t = g(u, i)e−αu |ρu−Fi(t)| (4.4)
where ρu is the tipping point of user u, Fi(t) is the number of previous purchases of
item i at time t obtained from the Bass model, αu is the rate of resistance of the user
and is introduced to allow personalization among different users who are affected by the
product maturity level in varying degrees.
We note that hu,i,t reduces to g(u, i) when ρu = Fi(t). However, when the product
maturity is far from u’s tipping point, then hu,i,t is close to 0, signifying that it is unlikely
for u to purchase i at time t.
Next, we define the conditional probability that u will purchase i given hu,i,t as fol-
lows:
Pr(ru,i,t|hu,i,t) = 11 + e−ru,i,t .hu,i,t (4.5)
where ru,i,t = 1 if user u purchases item i at time t. Otherwise, ru,i,t = -1.
The goal of our recommender system is to maximize this probability for all users
























By the Central Limit Theorem, we assume the values in pu and qi follow the Gaussian
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distribution with a mean zero and variance 1
λ1
, and the prior distribution of αu is the
Gaussian distribution with mean γ0 and variance 1λ2 .
Taking the negative log on both side, we have



















log(1 + e−hu,i,tru,i,t) (4.7)
Hence, the problem of maximizing the cost function in Equation 4.6 is transformed to
that of minimizing the function in Equation 4.7. A learning process based on stochastic
gradient descent is initiated to solve the minimization problem. At each iteration, we
have

























= λ2(αu − γ0) + ηu,i,t puqie−αu |ρu−Fi(t)|
·(−|ρu − Fi(t)|) (4.13)




The values of coefficients λ1, λ2, k1, k2 and γ0 are decided by cross-validation.
Details of SVDtipp are shown in Algorithm 4. The inputs are: the target user u,
products’ Bass models Fi(t), and sales history H. The output is the top K recommended
items to user u. Line 1 initializes vectors pu, qi with values following N(0, 1λ1 ), and
initialize αu based on the prior distribution N(γ0, 1λ2 ). Lines 2-9 perform the gradient
descent to search for a local minimum. Lines 10-13 calculate the value of each item to
user u. Line 14 returns the recommendation list.
Algorithm 4: Algorithm SVDtipp
Require: target user u, products’ bass models Fi(t), and sales history H
Ensure: top K recommended items for u
1: initialize pu, qi and αu
2: repeat
3: for all (u, i, t) ∈ H do
4: pu ← pu − k1 ∂(− log J)∂pu
5: qi ← qi − k1 ∂(− log J)∂qi
6: αu ← αu − k2 ∂(− log J)∂αu
7: end for
8: compute − log J as in Equation 10.
9: until [− log J] converged
10: initialize L[i] = 0 for all item i ∈ H
11: for all i exists in H do
12: L[i] = puqie−αu |ρu−Fi(t)|
13: end for
14: return top K items sorted according to the values in L
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4.5 Summary
In this chapter, we incorporate users’ tipping points with collaborative filtering recom-
mendation systems. In the first part of this section, we introduce two algorithms which
build the Bass model for each item and find the tipping points for users. In the second
part, we combine the Bass model and Tipping point with the KNN algorithm and cre-
ate the recommendation algorithm KNNtipp. The main idea of KNNtipp is to make the
recommendation based on the people who have the similar tipping points. Finally, we
also improve the naive SVD algorithm with tipping point and maturity level. The new






In this chapter, we report our experimental results to evaluate the effectiveness of our
proposed approaches. We compare the performance of our refined algorithms against 3
baseline algorithms consisting of:
• KNNuser: this algorithm recommends items that have been purchased by the k
nearest neighbors of the target user.
• SVDbasic: this algorithm implements the basic SVD and retains the first 50 singular
values for both the user vectors and item vectors to compute the users’ preferences.
The top k items ranked according to the target user’s preferences are recommend-
ed.
• SVDutility: this is the current state-of-the-art SVD-based recommendation algorith-
m that incorporates the theory of marginal net utility [39] to improve the perfor-
mance of the original SVD.
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5.2 Experiment Setup
In our experiment, we adopt two datasets.
(a). The first dataset is obtained by crawling 360buy.com which is an e-commerce
website focusing on the sales of electronic products. This dataset contains the sales
records from 1 January 2008 to 1 November 2011. Each record is of the form (u, i, t) de-
noting the users’ ID, items’ ID and purchase time. To exclude casual users who had very
few activities, a preprocessing step is carried out to filter out those users with less than 5
purchase records. After the preprocessing step, we have 153,842 users, 4,714 product-
s, and 1,085,748 records. The 360buy dataset mainly contains sales records which are
related with the electronic products.
(b). The second one is the sales records from a supermarket. This dataset contains
the sales records from 2 November 2008 to 31 December 2010. This dataset contains
1183558 records, 1216 users and 30224 products which are classified into 525 kinds.
Most of the sales records in supermarket dataset are related with the daily consumer
products such as food, drink and toiletries.
The distributions of users’ tipping points of these two datasets are shown in Figure
5-1 and 5-2. From these two figures, we will see that most of users’ tipping points are
located in the range from 0.1 to 0.6. However, compared with the distribution of 360buy
dataset, the distribution of supermarket dataset is more average.
To analyze the performance of our algorithms in different situations, we extract dif-
ferent datasets based on the characteristics of users and products as follows:
• Doriginal: this dataset contains all the sales records after preprocessing.
• Dinnovator: this dataset contains the sales records of users whose tipping points are
ranked among the first 20%.
• Dimitator: this dataset contains sales records of users whose tipping points are
ranked among the last 20%.
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value of users’ tipping points
Figure 5-2: Distribution of Users’ Tipping Points (supermarket dataset).
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• DnewProduct: this dataset contains sales records involving products whose maturity
are ranked among the first 20%.
All the datasets are sorted in increasing order of the purchase time.
Our evaluation metric is a recent but already widely accepted metric in e-commerce
domain known as the conversion rate. Conversion rate is defined as the ratio of the
number of visitors who change from casual content viewers or website visitors into the
real purchasers.
conversion rate =
number o f converted users
total number o f users
× 100%. (5.1)
A good recommendation system is one that achieves a high conversion rate. In our
experiments, if a user has purchased at least one item in the recommendation list, we
consider the user to be converted.
Recall recommendation algorithms require a learning phase to solve the minimiza-
tion problem. For this set of experiments, we divide these datasets into a training set
containing 90% of the sales records and a testing set containing the most recent 10%
of the sales records. For the SVD-based algorithms, besides the positive training points
with ru,i,t = 1, we also need to generate the negative training points with ru,i,t = -1. This
is done by randomly sampling 0.1% of the (u, i, t) tuples that do not appear in the sales
records.
5.3 Effect of Product Taxonomy on SVDtipp
In this set of experiments, we investigate the effect of product taxonomy on SVDtipp
algorithm. We implemented 3 versions of SVDtipp based on different levels of product
taxonomy. They are:
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• SVDproducttipp : each product is analyzed independently and has its own Bass model.
• SVDbrandtipp : all products with the same brand and category share one Bass model.
For example, in 360buy dataset, ipad1 and ipad2 are both Apple’s tablet comput-
ers, they are regarded as one and the number of ipad1’s purchasers are added to
the ipad2’s purchasers to obtain the maturity level of the brand. In supermarket
dataset, Nescafe Latte Ice Coffee and Nescafe Mocha Ice Coffee have the same
category(coffee) and brand(Nescafe). As a result, they are treated as the same one.
• SVDcategorytipp : products in same category share one Bass model. For example, IB-
M thinkpad, Fujitsu Lifebook, Apple Macbook Pro are all laptops and share one
single Bass model in 360buy dataset. Similar with the 360buy dataset, American
Coffee, Indo Coffee, Nescafe Coffee are all coffee and share the same Bass model
in supermarket dataset.
In the 360buy dataset, the classification of brands and categories is based on the o-
riginal classification in the e-commerce website. The supermarket dataset has already
classified products into 525 kinds and this classification is adopted in the following ex-
periments.
5.3.1 Experimental results of 360buy dataset





We observe that SVDbrandtipp clearly outperforms SVD
product
tipp . This indicates that products
with the same brand are usually regarded as the same by users and has similar response
to the level of their maturity level. However, the performance of SVDcategorytipp is the worst
indicating that classifying products at the category level is too coarse and users tend
to make further distinction among products with the same category. In our subsequent

























Figure 5-3: Effect of Product Taxonomy on SVDtipp (360buy)
5.3.2 Experimental results of supermarket dataset
In the supermarket dataset, we also conduct the experiment to check the effect of product
taxonomy. Different from the experimental results of 360buy dataset, the SVDproducttipp
has the best performance (Figure 5-4). Most of products in supermarket dataset are
daily consumer products. For daily consumer products, the choices of consumers are
usually affected by a tiny difference. For instance, Nescafe Latte Ice Coffee and Nescafe
Mocha Ice Coffee have the same category(coffee) and brand(Nescafe). However, in the
opinions of consumers, these two products are totally different for that they have the
different tastes. According to the experimental results, the daily consumer products are
more distinguishing from each other than the durable goods in product level. As a result,
it is better to build Bass modes for each product than other choices. In our following
experiments for supermarket dataset, we use SVDtipp to mean SVD
product
tipp .
5.4 Comparison with Baseline Algorithms





















Figure 5-4: Effect of Product Taxonomy on SVDtipp (supermarket)
5.4.1 Experimental results of 360buy dataset
Figure 5-5(a) shows the conversion rates of the KNN-based algorithms as we vary K
from 1 to 5. We observe that KNNtipp consistently outperforms KNNuser.
Figure 5-5(b) shows the conversion rates of the SVD-based algorithms as K varies
from 1 to 5. We observe that SVDtipp outperforms both SVDbasic and SVDutility by a
large margin. The results clearly indicate that product maturity plays a significant role
in capturing the purchase behavior of users and can improve the performance of recom-
mendation systems.
Finally, Figure 5-5(c) shows the conversion rates of KNNtipp compared to SVDtipp.
We observe that SVDtipp performs significantly better than KNNtipp. One possible rea-
son could be because in e-commerce domain, both users and products change frequently.
This may undermine the performance of KNNtipp. On the other hand, SVDtipp captures






































































(c) KNNtipp versus SVDtipp


































































(c) KNNtipp versus SVDtipp
Figure 5-6: Performance of algorithms on Doriginal (supermarket)
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5.4.2 Experimental results of supermarket dataset
In addition to the experiment for 360buy dataset, we also conduct the experiment for su-
permarket dataset. Figure 5-6(a) shows the comparison between KNNtipp and KNNuser.
Figure 5-6(b) shows the conversion rates of three SVD-based algorithms. The compari-
son between KNNtipp and SVDtipp is reflected in figure 5-6(c).
Similar with the experimental results of 360buy dataset, the ideas of products’ ma-
turity level and users’ tipping points improve the conversion rates of basic recommen-
dation algorithms. Experimental results prove that the proposed recommendation algo-
rithms are suitable for both durable goods and daily consumer goods. Although the new
proposed algorithms improve the conversion rates in both datasets, the improvement in
the supermarket dataset is not as obvious as the 360buy dataset. This is caused by the
different features between durable products and daily consumer products. For durable
products, the technological innovations and improvements are usually very rapid, espe-
cially for electronic products. However, for daily consumer products, the development
are usually relatively slow. As a result, the ideas of products’ maturity level and user-
s’ tipping points will make a bigger difference in 360buy dataset than the supermarket
dataset.
5.5 Effect of Product Maturity on the Recommendation
of New Products
In this chapter, we investigate the effect of incorporating product maturity for recom-
mendation of new products. We use the dataset DnewProduct for this set of experiments.
Compared with Doriginal, the products in DnewProduct are mostly still at the initial stage and
are far from reaching their full market potentials. Recommending these new products to
the correct users is vital as it will have a huge impact in increasing the sales volume of
these products.
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5.5.1 Experimental results of 360buy dataset
Figure 5-7 shows the conversion rates of the various algorithms on DnewProduct as we
vary K. We observe that both KNNtipp and SVDtipp outperform their respective baseline
algorithms. In particular, SVDtipp is able to correctly identify users who are likely to
purchase the new products. This is because when deciding a recommendation strategy
for the new products, SVDtipp gives greater weights to users whose tipping points are
smaller. This group of users tends to purchase based on their own preferences and hence












































Figure 5-7: Performance of algorithms in DnewProduct (360buy)
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5.5.2 Experimental results of supermarket dataset
The experiments for the supermarket dataset have the similar results with 360buy dataset.
Compared with the baseline algorithms, both KNNtipp and SVDtipp have a better perfor-
mance. The experimental results show that the innovators are the main consumers for
new products of daily consumer goods. For new products or brands, innovators are
more willing to adopt them than imitators. In the supermarket dataset, the new proposed
recommendation algorithms give more weights to innovators when make a recommen-
dation for new products. Just as the experimental results of 360buy dataset, the accurate














































Figure 5-8: Performance of algorithms in DnewProduct (supermarket)
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5.6 Conversion Rates of Innovators and Imitators
Next, we analyze the conversion rates among innovators and imitators as compared to
the general population.
5.6.1 Experimental results of 360buy dataset
Figure 5-9 shows the conversion rates of KNN-based algorithms and SVD-based algo-
rithms in Dinnovator respectively. We observe that the conversion rates for this group of
users are generally lower than that of the general population. This is expected because
users in this group tend to take risk and do not exhibit predictable behavior. In spite of
this, both KNNtipp and SVDtipp manage to improve the conversion rates of innovators
significantly over the baseline algorithms.
On the other hand, the trend is opposite when we investigate the performance of
these algorithms in Dimitator. Figures 5-10 shows that the conversion rates for this group
of users are generally higher than that of the general population. This suggests that
incorporating product maturity in recommendation systems is particularly effective in
converting users who are imitators.
In general, we found that SVD-based algorithms outperform KNN-based algorithms
in the e-commerce domain. Experiment results also confirm that Bass model works well
not only in the general population, but also in special groups such as the innovators and
imitators.
5.6.2 Experimental results of supermarket dataset
In the supermarket dataset, we also conduct the experiments about recommendation for
innovators and imitators.
Figure 5-11 shows that the conversion rates of algorithms when make a recommen-
dation for the innovators. According the experimental results, both the KNNtipp and





























































































Figure 5-10: Performance of algorithms in Dimitator (360buy)
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vators’ choices are changeable and hard to predict, the new proposed algorithms have a
good conversion rates for that they distinguish the new products from others which have
high maturity levels.
The conversion rates of imitators recommendation are reflected in figure 5-12. The
experimental results show that KNNtipp and SVDtipp have a more accurate recommen-
dation than the baseline algorithms. Different from the innovator recommendations, the
new proposed algorithms prefer the matured products to new products in imitator rec-
ommendations.
The experiment in supermarket dataset shows that the idea of user’s tipping point fits
the supermarket dataset well and improves the performance of basic recommendation
algorithms. The rules of maturity level and tipping points should be considered when
recommending for a broader range of products.
5.7 Analysis of the Recommendation
To verify that the improvement in performance is due to correctly identifying products
whose maturity stage closely match the users’ tipping points, we randomly inspect a s-
mall sample of users from 360buy dataset and supermarket dataset. Tables 5.1 and 5.2
show the list of inspected users, their respective tipping points, the products recommend-
ed with their maturity level, and the purchased products. A quick inspection shows that
KNNtipp has more recommended items that are purchased by the users and these items’
maturity levels are all close to the users’ tipping points respectively. This suggests that
tipping-aware recommendation is effective and can improve consumers’ satisfaction in
the long run. In addition, among the items recommended by KNNtipp in 360buy dataset,
User 1039 has a low tipping point indicating that s/he is an innovator while users 2785
and 1073 are likely to be imitators. Yet, for both categories of users, KNNtipp is able to
predict more accurately the items that users will purchase.


























































































Figure 5-12: Performance of algorithms in Dimitator (supermarket)
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the incorporation of product maturity. Tables 5.3 and 5.4 show the list of inspected users,
their respective tipping points, the products recommended with corresponding maturity
levels, and the purchased products.
We note that among the recommendation lists, the maturity levels of the recommend-
ed products are all close to the corresponding tipping points of the users. Furthermore,
none of the items recommended by SVDbasic is purchased by the users. On the other
hand, SVDtipp manages to successfully recommend items that are purchased by users
both in the innovator and imitator categories.
We also examine the recommendation lists by both KNN-based and SVD-based al-
gorithms generated over two different time points (see Table 5.5 and 5.6). We observe
that there are many overlapped products in the recommended lists by the two baseline
algorithms. On the other hand, the recommended lists by both KNNtipp and SVDtipp are
more diverse demonstrating that incorporating product maturity is able to increase the
diversity of the recommended items.
Table 5.1: Sample recommendations by KNN-based algorithms (360buy dataset)
User ID(tipping point) Recommendation list of KNNuser Recommendation list of KNNtipp Purchase list
1039(0.099) DELTA Smart450(0.308) G.SKILL DDR3 1600(0.107) FIRE-PAD mouse pad
HITACHI LIFESTUDIO(0.663) C-PAD CP630(0.098) ThinkPad X220i 4286-A37
G.SKILL DDR3 1600(0.107) kingston DataTraveler R400(0.105) G.SKILL DDR3 1600
DELL UltraSharp U2311H(0.610) ThinkPad X220i 4286-A37(0.074)
Razer DeathAdder mouse(0.229) Apple iPad 2 MC773CH/A(0.132)
1073(0.357) Canon PG-840(0.236) Seagate FA GoFlex(0.295) Kingston DDR3 1066
Rapoo nano3600(0.181) Microsoft IO1.1(0.416) SSK SHE072
HYUNDAI HYC-W500(0.243) Kingston DDR3 1066(0.336) Antec LANBOY AIR
CoolerMaster RC-K400(0.735) Epson T0331(0.388) Colorful C.A780H
G.SKILL DDR3 1600 4G(0.108) MIRAGES DDR3 1333(0.341) MIRAGES DDR3 1333
LIAN LI PC-Q07
6534(0.680) avec 29771(0.271) DELL Vostro3400(0.651) CoolerMaster RC-K400
jiasu Aocssion2(0.611) HUAWEI S7 Slim(0.623) CASIO FX-991ES
lenovo IdeaCentre B32r(0.114) CoolerMaster RC-K400(0.735) Epson S051090
CoolerMaster NotePal U2(0.718) DEEPCOOL N2000(0.703)
A4tech WM-100(0.462) Apacer AH326(0.597)
5.8 Summary
In this chapter, we empirically study the performance of proposed algorithms in this
thesis. At first, we preprocess our datasets and divide the datasets into different subsets
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Table 5.2: Sample recommendations by KNN-based algorithms (supermarket dataset)
User ID(tipping point) Recommendation list of KNNuser Recommendation list of KNNtipp Purchase list
2811(0.154) Bzee Liq Det Colour Care(0.203) Bzee Liq Det Colour Care(0.203) Nestle Omega Plus Pouch 700g
Maggi Chilli(0.512) Kraft Single(0.152) Bzee Liq Det Colour Care
Sin Mui Heng Char Siew Pau(0.104) Royal Heavy Weight(0.171) Royal Heavy Weight
Nestle Omega Plus UHT Milk(0.283) Lee Kum Kee Panda Bd Oyster(0.224) Lee Kum Kee Panda Bd Oyster
Magnolia Fresh Milk(0.487) La Vache Quirit Cheese Spread Light(0.093) ...
3902(0.648) Knife Cook.oil Pet(0.602) Darlie Double Action Mint 1(0.574) Darlie Double Action Mint 1
SCS Pure Creamer Butter(0.514) Knife Cook.oil Pet(0.602) Darlie Double Action Mint 2
Naturel Olive Spread W(0.872) Darlie Double Action Mint 2(0.621) Calbee Prawn Cracker Pepper
Cheeseng Double Pagoda Sesame Oil(0.213) Calbee Prawn Cracker Pepper(0.581) Bulla Butter Unsalt
Calbee Prawn Cracker Pepper(0.581) Naturel Pure Olive Oil Gb(0.398) ...
1842(0.821) J.Glade Scented Gel Apple(0.517) Gardenia Enriched White Bread Jumbo(0.758) Ski Divine F/yog. W.strawb
Frt Tree Fresh Chil B(0.238) Heinz Starkist Tuna(0.689) Kinder Bueno Regular
Delmonte UHT Prune Pet(0.566) Ibumie Migoreng(0.772) Ibumie Migoreng
Gardenia Jumbo(0.758) Essential Nuance Airy Light(0.863) Heinz Starkist Tuna
First Choice UHT Grapefruit(0.436) Calbee Hot and Spicy P/C(0.904) ...
Table 5.3: Sample recommendations by SVD-based algorithms(360buy dataset)
User ID(tipping point) Recommendation list of SVDbasic Recommendation list of SVDtipp Purchase list
3246(0.104) PCCOOLER F3(0.479) Huntkey DH6(0.106) Razer Naga Molten
Golden field S3008(0.403) Pioneer XD01(0.110) Philips 226CL2SB
Delta NX350(0.314) Philips 226CL2SB(0.122) ECOLA NBC-900PK
TT Qfan950(0.153) DeLUX MU408(0.176) Pioneer XD01
HANNSG HL227(0.362) Game Demon 2(0.137)
3214(0.397) Golden field S3008(0.422) Western Digital 320G(0.416) Logitech M505
Kingston DataTraveler G2 8GB(0.097) Greatwall M2032(0.375) Greatwall M2032
Seagate Raptor 2.5 500GB(0.283) HP C9362ZZ 850(0.445) HP RM455
G.SKILL DDR2 1333 2G(0.102) Logitech M505(0.387) Seagate 500G ST500DM002
Rapoo E6300(0.173) GIGABYTE GV-N430-1GI(0.335)
9353(0.739) Gateway FX6840-001C(0.414) Intel BOXDP67BGB3(0.763) Intel BOXDP67BGB3
cooskin NT011(0.283) MSI R6450 1GD3(0.680) Colorful Colorful450
Samsung ML-2956DW(0.374) Antec Mini P180(0.763) ADATA DDR3 1333
SONY VPCEH16EC(0.162) Segotep SG-703B(0.663) elixir DDR3 1333
NEWMEN MS-1010U(0.393) ADATA DDR3 1333(0.704)
Table 5.4: Sample recommendations by SVD-based algorithms(supermarket dataset)
User ID(tipping point) Recommendation list of SVDbasic Recommendation list of SVDtipp Purchase list
1011(0.375) Amocan Rendang Mutton 300g(0.306) Nescafe Gold Aroma(0.542) Pokka Green Tea Jasmine Tetra
Tulip Pork Luncheon Meat(0.813) Amocan Rendang Mutton 300g(0.306) NTUC F/p Tuna Chunks In Brine
NTUC F/p Tuna Chunks In Brine(0.124) Pokka Green Tea Jasmine Tetra(0.429) Nescafe Gold Aroma
Pokka Green Tea Jasmine Tetra(0.429) Fortune Soya Milk(0.419) Amocan Rendang Mutton
Sun Kee Mushroom Choice Whole(0.577) Narcissus Pork Leg w/Mushroom(0.334) Narcissus Pork Leg w/Mushroom
...
1901(0.577) Ntuc F/p Fresh Soya Milk(0.508) Ntuc F/p Fresh Soya Milk(0.508) Ntuc F/p Fresh Soya Milk
Tay Japanese Crispy Chicken(0.476) Glico Collon Choc 60g/65g(0.443) Calbee Prawn Cracker 85g
Fair Isle Hash Browns(0.142) Morinaga Green Apple(0.313) Golden Royal Rice
Myojo Bowl Seafood(0.412) Golden Royal Rice(0.642) Dodo Fresh Chilli Fish Ball
Chu Qian Yi Ding Sesame Oil(0.846) Maggi Assam Laksa(0.717) ...
3328(0.724) No Frills Enriched White Bread(0.726) Ntuc F/p Enriched White Bread(0.744) Sunshine Top 1 Enriched White Bread
Ntuc F/p Enriched White Bread(0.317) Ntuc F/p Wholemeal Bread(0.625) Lemnos Cheese Slices Reduced Fat
Gardenia Junior White Thick Slice(0.204) Nissin Cup Seafood(0.648) Ntuc F/p Wholemeal Bread
Ntuc F/p Wholemeal Bread(0.625) Dettol Hand Soap(0572) Fonyen Lotus Bun
UIC Antibacterial Refill Liquid(0.436) Fonyen Lotus Bun(0.709) ...
54
Table 5.5: Diversity of Products Recommended(360buy dataset)
Algorithm User ID Recommendation at t1 Recommendation at t2
KNNuser 1039 DELTA Smart450 DELTA Smart450
HITACHI LIFESTUDIO DELL UltraSharp U2311H
G.SKILL DDR3 1600 G.SKILL DDR3 1600
DELL UltraSharp U2311H HITACHI LIFESTUDIO
Razer DeathAdder mouse Kingston DDR3 1066
KNNtipp 1039 G.SKILL DDR3 1600 Dell I570R-786B
C-PAD CP630 kingston DataTraveler R400
kingston DataTraveler R400 G.SKILL DDR3 1600
ThinkPad X220i 4286-A37 TOSHIBA U2PG-016GT
Apple iPad 2 MC773CH/A SSK SHE072
SVDbasic 3246 PCCOOLER F3 PCCOOLER F
Golden eld S3008 Golden eld S3008
Delta NX350 TT Qfan950
TT Qfan950 Delta NX350
HANNSG HL227 HANNSG HL227
SVDtipp 3246 Huntkey DH6 Philips 226CL2SB
Pioneer XD01 Logitech C270
Philips 226CL2SB DeLUX MU408
DeLUX MU408 Game Demon 2
Game Demon 2 Dell Inspiron I560D
Table 5.6: Diversity of Products Recommended(supermarket dataset)
Algorithm User ID Recommendation at t1 Recommendation at t2
KNNuser 2811 Bzee Liq Det Colour Care Bzee Liq Det Colour Care
Maggi Chilli Maggi Chilli
Sin Mui Heng Char Siew Pau Sin Mui Heng Char Siew Pau
Nestle Omega Plus UHT Milk Nestle Omega Plus UHT Milk
Magnolia Fresh Milk Magnolia Fresh Milk
KNNtipp 2811 Bzee Liq Det Colour Care Bzee Liq Det Colour Care
Kraft Single Lee Kum Kee Panda Bd Oyster
Royal Heavy Weight Tay Japanese Crispy Chicken
Lee Kum Kee Panda Bd Oyster Kinder Joy T1
La Vache Quirit Cheese Spread Light Ayam Sardine Tomato Sauce Round
SVDbasic 1901 Ntuc F/p Fresh Soya Milk Ntuc F/p Fresh Soya Milk
Tay Japanese Crispy Chicken Tay Japanese Crispy Chicken
Fair Isle Hash Browns Fair Isle Hash Browns
Myojo Bowl Seafood Myojo Bowl Seafood
Chu Qian Yi Ding Sesame Oil Chu Qian Yi Ding Sesame Oil
SVDtipp 1901 Ntuc F/p Fresh Soya Milk Ntuc F/p Fresh Soya Milk
Glico Collon Choc 60g/65g Nescafe 3-1 Regular
Morinaga Green Apple Dodo Fresh Chilli Fish Ball
Golden Royal Rice Glico Collon Choc 60g/65g
Maggi Assam Laksa NTUC F/P Salt Reduced Margarine Spread
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based on their features. Then, we adopt the conversion rate as our evaluation matric.
Then, we check the effect of product taxonomy on the SVDtipp. After that, we compare
new proposed algorithms with the baseline algorithms in different situations. Finally, we
analyse the performance of proposed algorithms based on the experimental results.
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Chapter 6
Conclusion and Future Work
In this thesis, we have introduced a recommendation framework that incorporates the
user’s receptiveness to product maturity level into existing recommendation algorithm-
s. We utilized the established Bass model to determine the product maturity level at a
given time point. Based on the users’ past purchase history, we determined each us-
er’s tipping point to reflect his/her reaction to product maturity. We refined two widely
adopted recommendation algorithms to incorporate the effect of maturity level in rela-
tion to the user’s tipping point. Both algorithms, KNNtipp and SVDtipp, outperform their
respective baseline algorithms. We also studied the effect of maturity in relation to prod-
uct taxonomy, new products, innovator users and imitator users. Comprehensive sets
of experiments are performed on two real-world datasets. Results indicate that the pro-
posed framework significantly improves the conversion rates by up to 30% and achieves
recommendation diversity.
In our future work, we plan to consider two directions. Firstly, in the real world, there
exist many factors which can affect the users’ receptiveness to items. For instance, the
items’ prices and advertisements will have an influence on users’ choices. In the future,
we want to research the relations between these factors with users’ choices and incor-
porate these factors with the current recommendation algorithms. Secondly, with the
development of social networks, we can get more and more data sources about relation-
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ships among users. We plan to utilize users’ relationships to improve the performance
of current recommendation algorithms.
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