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FIXED POINTS OF MULTIPLICATIVE CONTRACTION
MAPPINGS ON MULTIPLICATIVE METRIC SPACES
MUTTALIP O¨ZAVS¸AR AND ADEM C. C¸EVIKEL
Abstract. In this paper, we first discussed multiplicative metric mapping by
giving some topological properties of the relevant multiplicative metric space.
As an interesting result of our discussions, we observed that the set of positive
real numbers R+ is a complete multiplicative metric space with respect to the
multiplicative absolute value function. Furthermore, we introduced concept of
multiplicative contraction mapping and proved some fixed point theorems of
such mappings on complete multiplicative metric spaces.
1. Introduction
Let X be a nonempty set. Multiplicative metric [1] is a mapping d : X×X → R
satisfying the following conditions:
(m1) d(x, y) > 1 for all x, y ∈ X and d(x, y) = 1 if and only if x = y,
(m2) d(x, y) = d(y, x) for all x, y ∈ X ,
(m3) d(x, z) ≤ d(x, y)·d(y, z) for all x, y, z ∈ X (multiplicative triangle inequality).
In Section 2, we investigate multiplicative metric space by remarking its topological
properties. It is well known that the set of positive real numbers R+ is not complete
according to the usual metric. To emphasize the importance of this study, we
should first note that R+ is a complete multiplicative metric space with respect
to the multiplicative metric. Furthermore, in Section 3, we introduce concept
of multiplicative contraction mapping and prove some fixed point theorems of
multiplicative contraction mappings on multipliactive metric spaces.
The study of fixed points of mappings satisfying certain contraction conditions
has many applications and has been at the centre of various research activities
[2, 3, 4, 5, 6, 7, 8, 9].
2. Multiplicative Metric Topology
We shall begin this section with the following examples, which will be used
throughout the paper:
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Example. Let Rn+ be the collection of all n-tubles of positive real numbers. Let
d∗ : Rn+ × Rn+ → R be defined as follows
d∗ (x, y) =
∣∣∣∣x1y1
∣∣∣∣
∗
·
∣∣∣∣x2y2
∣∣∣∣
∗
· · ·
∣∣∣∣xnyn
∣∣∣∣
∗
,
where x = (x1, ..., xn), y = (y1, ..., yn) ∈ Rn+ and | . |∗ : R+ → R+ is defined as
follows
|a|∗ =
{
a if a ≥ 1
1
a
if a < 1
Then it is obvious that all conditions of multiplicative metric are satisfied.
Note that this multiplicative metric is a generalization of the multiplicative metric
on R+ introduced in [1].
Example. Let a > 1 be a fixed real number. Then da : R
n × Rn → R defined by
da(x, y) := |x− y|a :=
n∏
i=1
∣∣∣∣a
xi
ayi
∣∣∣∣
∗
holds the multiplicative metric conditions.
Note that da satisfies the following relation:
n∏
i=1
∣∣∣∣a
xi
ayi
∣∣∣∣
∗
= a
n∑
i=1
|xi−yi|
.
One can extend this multiplicative metric to Cn by the following definition:
da (ω, z) = |ω − z|a = a
n∑
i=1
|ωi−zi|
.
The following proposition plays a key role in what follows.
Proposition 2.1. (Multiplicative reverse triangle inequality). Let (X, d) be a mul-
tiplicative metric space. Then we have the following inequality∣∣∣∣d(x, z)d(y, z)
∣∣∣∣
∗
≤ d(x, y)
for all x, y, z ∈ X.
Proof. By the multiplicative triangle inequality, it is seen that
(2.1)
d(x, z) ≤ d(x, y) · d(y, z)⇒ d(x, z)
d(y, z)
≤ d(x, y),
d(y, z) ≤ d(y, x) · d(x, z)⇒ 1
d(x, y)
≤ d(x, z)
d(y, z)
.
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Thus, by the definition of | . |∗ and (2.1), we have
1
d(x, y)
≤ d(x, z)
d(y, z)
≤ d(x, y)⇔
∣∣∣∣d(x, z)d(y, z)
∣∣∣∣
∗
≤ d(x, y).

Definition 2.2. (Multiplicative balls): Let (X, d) be a multiplicative metric space,
x ∈ X and ε > 1. We now define a set
Bε(x) = {y ∈ X | d(x, y) < ε} ,
which is called multiplicative open ball of radius ε with center x. Similarly, one
can describe multiplicative closed ball as
Bε(x) = {y ∈ X | d(x, y) ≤ ε} .
Example. Consider the multiplicative metric space (R+, d
∗). From the definition
of d∗, we can verify that multiplicative open ball of radius ε > 1 with center x0
appears as (x0
ε
, x0 · ε) ⊂ R+.
Definition 2.3. (Multiplicative interior point): Let (X, d) be a multiplicative
metric space and A ⊂ X . Then we call x ∈ A a multiplicative interior point of A
if there exists an ε > 1 such that Bε(x) ⊂ A. The collection of all interior points
of A is called multiplicative interior of A and denoted by int(A).
Definition 2.4. (Multiplicative open set): Let (X, d) be a multiplicative metric
space and A ⊂ X . If every point of A is a multiplicative interior point of A, i.e.,
A = int(A), then A is called a multiplicative open set.
Lemma 2.5. Let (X, d) be a multiplicative metric space. Each multiplicative open
ball of X is a multiplicative open set.
Proof. Let x ∈ X and Bε (x) be a multiplicative open ball. For y ∈ Bε (x), if we
let δ = ε
d(x,y)
and z ∈ Bδ(y), then d(y, z) < εd(x,y) , from which we conclude that
d(x, z) < d(x, y) · d(y, z) < ε.
This shows that z ∈ Bε (x), which means that Bδ(y) ⊂ Bε (x). Thus Bε (x) is
multiplicative open set. 
Lemma 2.6. Let (X, d) be a multiplicative metric space. Then X and ∅ are
multiplicative open sets.
Lemma 2.7. The union of any finite, countable or uncountable family of multi-
plicative open sets is also a multiplicative open set.
Lemma 2.8. The intersection of any finite family of multiplicative open sets is
also a multiplicative open set.
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Proof. Let B1 and B2 be two multiplicative open sets and y ∈ B1∩B2. Then there
are δ1, δ2 > 1 such that Bδ1(y) ⊂ B1 and Bδ2(y) ⊂ B2. Letting δ be the smaller of
δ1 and δ2, we conclude that Bδ(y) ⊂ B1 ∩B2. Hence the intersection of any finite
family of multiplicative open sets is a multiplicative open set. 
Theorem 2.9. Every multiplicative metric space is a topological space based on
the set of all multiplicative open sets.
Proof. By the results obtained until now, it is clear. 
Definition 2.10. Let (X, d) be a multiplicative metric space. A point x ∈ X is
said to be multiplicative limit point of S ⊂ X if and only if (Bε(x) \ {x}) ∩ S 6= ∅
for every ε > 1. The set of all multiplicative limit points of the set S is denoted
by S ′.
Definition 2.11. Let (X, d) be a multiplicative metric space. We call a set S ⊂ X
multiplicative closed in (X, d) if S contains all of its multiplicative limit points.
The following propositions can be easily proven by the definition of multiplicative
closed set:
Proposition 2.12. Let (X, d) be a multiplicative metric space and S ⊂ X. Then
S ∪ S ′ is a multiplicative closed set. This set is called multiplicative closure of the
set S, which is denoted by S.
Proposition 2.13. Let (X, d) multiplicative metric space and S ⊂ X. S is mul-
tiplicative closed if and only if X \ S, the complement of S, is multiplicative open.
Definition 2.14. (Multiplicative continuity): Let (X, dX) and (Y, dY ) be two mul-
tiplicative metric spaces and f : X → Y be a function. If f holds the requirement
that, for every ε > 1, there exists δ > 1 such that f(Bδ(x)) ⊂ Bε(f(x)), then we
call f multiplicative continuous at x ∈ X .
Example. Given a multiplicative metric space (X, d), define a multiplicative metric
on X ×X by
ρ((x1, x2), (y1, y2)) = d(x1, y1) · d(x2, y2).
Then the multiplicative metric d : X ×X → ([1,∞) , |.|∗) is multiplicative contin-
uous on X ×X . To show this, let (y1, y2), (x1, x2) ∈ X ×X . Since we have∣∣∣∣ d(y1, y2)d(x1, x2)
∣∣∣∣
∗
≤ d(x1, y1) · d(x2, y2),
it is clear that d is multiplicative continuous on X ×X .
Definition 2.15. (Semi-multiplicative continuity): Let (X, d) be a multiplicative
metric space, (Y, d) be a metric space and f : X → Y be a function. If f holds the
requirement that, for all ε > 0, there exists δ > 1 such that f(Bδ(x)) ⊂ Bε(f(x)),
then we call f semi-multiplicative continuous at x ∈ X . Similarly, a function
g : Y → X is also said to be semi-multiplicative continuous at y ∈ Y if it satisfies
a similar requirement.
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Example. Let f : (R+, |.|∗)→ (R, |.|) be a function defined as f(x) = ln(x).
Let ε > 0 and |ln(x)− ln(y)| < ε. If we let δ = eε, then we have
∣∣∣xy
∣∣∣∗ < δ, which
implies that f is semi-multiplicative continuous on R+.
Example. Let [a, b] ⊂ R and C∗[a, b] be the collection of all semi-multiplicative con-
tinuous functions from [a, b] to R+. Then the following mapping is a multiplicative
metric on C∗[a, b]:
d(f, g) = max
x∈[a,b]
∣∣∣∣f(x)g(x)
∣∣∣∣
∗
; f, g ∈ C∗[a, b].
Definition 2.16. (Multiplicative convergence): Let (X, d) be a multiplicative
metric space, (xn) be a sequence in X and x ∈ X . If for every multiplicative
open ball Bε(x), there exists a natural number N such that n ≥ N ⇒ xn ∈ Bε(x),
then the sequence (xn) is said to be multiplicative convergent to x, denoted by
xn →∗ x (n→∞).
Lemma 2.17. Let (X, d) be a multiplicative metric space, (xn) be a sequence in
X and x ∈ X. Then
xn →∗ x (n→∞) if and only if d(xn, x)→∗ 1 (n→∞).
Proof. Suppose that the sequence (xn) is multiplicative convergent to x. That is,
for every ε > 1, there is a natural number N such that d(xn, x) < ε whenever
n ≥ N . Thus we have the following inequality
1
ε
< d(xn, x) < 1 · ε for all n ≥ N.
This means |d(xn, x)|∗ < ε for all n ≥ N , which implies that the sequence d(xn, x)
is multiplicative convergent to 1.
It is clear to verify the converse. 
Lemma 2.18. Let (X, d) be a multiplicative metric space, (xn) be a sequence in
X. If the sequence (xn) is multiplicative convergent, then the multiplicative limit
point is unique.
Proof. Let x, y ∈ X such that xn →∗ x and xn →∗ y (n → ∞). That is, for
every ε > 1, there exists N such that, for all n ≥ N , we have d(xn, x) < √ε and
d(xn, y) <
√
ε. Then we have
d(x, y) ≤ d(xn, x) · d(xn, y) < ε
Since ε is arbitrary, d(x, y) = 1. This says x = y. 
Theorem 2.19. Let (X, dX) and (Y, dY ) be two multiplicative metric spaces, f :
X → Y be a mapping and (xn) be any sequence in X. Then f is multiplicative
continuous at the point x ∈ X if and only if f(xn) →∗ f(x) for every sequence
(xn) with xn →∗ x (n→∞).
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Proof. Suppose that f is multiplicative continuous at the point x and xn →∗ x.
From the multiplicative continuity of f , we have that, for every ε > 1, there exists
δ > 1 such that f (Bδ(x)) ⊂ Bε(f(x)). Since xn →∗ x (n → ∞), there exists
N such that n ≥ N implies xn ∈ Bδ(x). By virtue of the above inclusion, then
f(xn) ∈ Bε(f(x)) and hence f(xn)→∗ f(x) (n→∞).
Conversely, assume that f is not multiplicative continuous at x. That is, there
exists an ε > 1 such that, for each δ > 1, we have x′ ∈ X with dX(x′, x) < δ but
(2.2) dY (f(x
′), f(x)) ≥ ε.
Now, take any sequence of real numbers (δn) such that δn → 1 and δn > 1 for
each n. For each n, select x′ that satisfies the equation (3) and call this x′n. It is
clear that x′n →∗ x, but f(x′n) is not multiplicative convergent to f(x). Hence we
see that if f is not multiplicative continuous, then not every sequence (xn) with
xn →∗ x will yield a sequence f(xn) →∗ f(x). Taking the contrapositive of this
statement demonstrates that the condition is sufficient. 
Similarly, we can prove the following theorem.
Theorem 2.20. Let (X, dX) and (Y, dY ) be the usual metric space and multiplica-
tive metric space, respectively. Let f : X → Y be a mapping and (xn) be any
sequence in X. Then f is semi-multiplicative continuous at the point x ∈ X if and
only if f(xn)→∗ f(x) for every sequence (xn) with xn → x (n→∞).
Theorem 2.21. Let (X, d) be a multiplicative metric space and S ⊂ X. Then
(i) A point x ∈ X belongs to S if and only if there exists a sequence (xn) in S such
that xn →∗ x (n→∞).
(ii) The set S is multiplicative closed if and only if every multiplicative convergent
sequence in S has a multiplicative limit point that belongs to S.
Proof. (i) Let x ∈ S . If we consider a sequence (xn) with xn = x for all n, then
this is a sequence in S such that xn →∗ x. Let x ∈ S ′. Thus, for εn = 1 + 1n , we
have Bεn(x) ∩ S 6= ∅. By choosing xn ∈ Bεn(x) ∩ S, we can set a sequence (xn) in
S such that xn →∗ x (n→∞).
It is easy to prove the converse.
(ii) From (i), it is easily seen. 
Definition 2.22. Let (X, d) be a multiplicative metric space and (xn) be a se-
quence in X . The sequence is called a multiplicative Cauchy sequence if it holds
that, for all ε > 1, there exists N ∈ N such that d(xm, xn) < ε for m,n ≥ N .
Theorem 2.23. Let (X, d) be a multiplicative metric space and (xn) be a sequence
in X. The sequence is multiplicative convergent, then it is a multiplicative Cauchy
sequence.
Proof. Let x ∈ X such that xn →∗ x. Hence we have that for any ε > 1, there exist
a natural number N such that d(xn, x) <
√
ε and d(xm, x) <
√
ε for all m,n ≥ N .
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By the multiplicative triangle inequality, we get
d(xn, xm) ≤ d(xn, x) · d(x, xm) <
√
ε · √ε = ε,
which implies (xn) is a multiplicative Cauchy sequence. 
Theorem 2.24. (Multiplicative characterization of supremum) Let A be a nonempty
subset of R+.
Then s = supA if and only if
(i) a ≤ s for all a ∈ A
(ii) there exists at least a point a ∈ A such that | s
a
|∗ < ε for all ε > 1.
Proof. Let s = supA. Then from the definition of supremum, the condition (i) is
trivial. To prove the condition (ii), assume that there is an ε > 1 such that there
are no elements a ∈ A such that | s
a
|∗ < ε. If this is the case, then s
ε
is also an
upper bound for the set A. But this is impossible, since s is the smallest upper
bound for A.
To prove the converse, assume that the number s satisfies the conditons (i) and
(ii). By the condition (i), s is an upper bound for the set A. If s 6= supA, then
s > supA and ε = s
supA
> 1. By the condition (ii), there exists at least a number
a ∈ A such that | s
a
|∗ < ε. By the definition of the number ε, this means that
a > supA. This is impossible, hence s = supA. 
Similarly, we can prove the following theorem.
Theorem 2.25. (Multiplicative characterization of infimum) Let A be a nonempty
subset of R+.
Then m = inf A if and only if
(i) m ≤ a for all a ∈ A
(ii) there exists at least a point a ∈ A such that | a
m
|∗ < ε for all ε > 1.
Definition 2.26. Let (X, d) be a multiplicative metric space and A ⊂ X . The
set A is called multiplicative bounded if there exist x ∈ X and M > 1 such that
A ⊆ BM(x).
Theorem 2.27. A multiplicative Cauchy sequence is multiplicative bounded.
Proof. Let (X, d) be a multiplicative metric space and (xn) be a multiplicative
Cauchy sequence in it. The definition of multiplicative Cauchy sequence implies
that for ε = 2 > 1, there exists a natural number n0 such that d(xn, xm) < 2 for
all m,n ≥ n0. Hence if we set
M = max{2, d(x1, xn0), ..., d(xn0−1, xn0)},
then it is clear that d(xn, xn0) < M for all n ∈ N. Thus we have
d(xn, xm) ≤ d(xn, xn0) · d(xm, xn0) < M2 for all m,n ∈ N.
This says that the sequence is multiplicative bounded. 
8 MUTTALIP O¨ZAVS¸AR AND ADEM C. C¸EVIKEL
Theorem 2.28. Let (xn) and (yn) be multiplicative Cauchy sequences in a mul-
tiplicative metric space (X, d). The sequence (d(xn, yn)) is also a multiplicative
Cauchy sequence in the multiplicative metric space (R+, d
∗).
Proof. From the multiplicative reverse triangle inequality, we have
d∗ (d(xn,yn), d(xm, ym)) =
∣∣∣∣ d(xn,yn)d(xm, ym)
∣∣∣∣
∗
≤
∣∣∣∣ d(xn, yn)d(xm, yn)
∣∣∣∣
∗
.
∣∣∣∣ d(xm, yn)d(xm, ym)
∣∣∣∣
∗
≤ d(xn, xm) · d(yn, ym).
Since (xn) and (yn) are multiplicative Cauchy sequences, for any ε > 1, there
exists N ∈ N such that d(xn, xm) < √ε and d(yn, ym) < √ε for all n,m ≥ N . This
implies d∗ (d(xn,yn), d(xm, ym)) < ε for all n,m ≥ N , which says (d(xn, yn)) is a
multiplicative Cauchy sequence. 
Lemma 2.29. Let (X, d) be a multiplicative metric space and (xn) be a sequence
in X. Then (xn) is a multiplicative Cauchy sequence if and only if d(xn, xm) →∗
1 (m,n→∞).
Proof. Let (xn) be a multiplicative Cauchy sequence. Then, for every ε > 1, there
exists N such that d(xn, xm) < ε for all m,n ≥ N . Hence, from the definition
of |.|∗, we have |d(xn, xm)|∗ < ε whenever n,m ≥ N . This means d(xn, xm) →∗
1 (m,n→∞) in (R+, |.|∗).
It is easy to prove the sufficiency side of Lemma. 
Theorem 2.30. Let (X, d) be a multiplicative metric space. Let (xn) and (yn) be
two sequences in X such that xn →∗ x, yn →∗ y (n→∞), x, y ∈ X. Then
d(xn, yn)→∗ d(x, y) (n→∞).
Proof. Let xn →∗ x and yn →∗ y as n → ∞. That is, for all ε > 1, there exists
N ∈ N such that, for all n ≥ N , we have d(xn, x) <
√
ε and d(yn, y) <
√
ε. On
the other hand, by the multiplicative triangle inequality, we have
d(xn, yn) ≤ d(xn, x) · d(x, y) · d(yn, y),
d(x, y) ≤ d(xn, x) · d(xn, yn) · d(yn, y),
which imply
d(xn, yn)
d(x, y)
≤ d(xn, x) · d(yn, y),
d(x, y)
d(xn, yn)
≤ d(xn, x) · d(yn, y).
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Hence, from the definition of |.|∗, we have∣∣∣∣d(xn, yn)d(x, y)
∣∣∣∣
∗
≤ d(xn, x) · d(yn, y) < ε for all n ≥ N.
This says d(xn, yn)→∗ d(x, y) (n→∞) in (R+, |.|∗). 
Theorem 2.31. Let (xn) be a multiplicative Cauchy sequence in a multiplicative
metric space (X, d). If the sequence (xn) has a subsequence (xnk) such that xnk →∗
x ∈ X (nk →∞), then (xn)→∗ x (n→∞).
Proof. Let (xn) be multiplicative Cauchy sequence and ε > 1. Thus there exists
N ∈ N such that d(xn, xm) <
√
ε for m,n ≥ N . Let (xnk) be a subsequence of
(xn) such that xnk →∗ x. Then there exists k1 ∈ N such that d(xnk , x) <
√
ε for
all k ≥ k1. Morever, limk→∞ nk = ∞ implies that there exists k2 ∈ N such that
nk ≥ N for all k ≥ k2. Hence we have
d(xk, x) ≤ d(xk, xnk) · d(xnk , x) <
√
ε · √ε = ε for all k ≥ max{n, k1, k2}.
This shows xn →∗ x (n→∞). 
Lemma 2.32. Every sequence in R has a monotone subsequence.
Lemma 2.33. A monotone multiplicative bounded sequence in (R+, |·|∗) is multi-
plicative convergent.
Proof. WLOG, let (xn) be increasing multiplicative bounded sequence in R+ and
x = sup xn. Our claim is that xn →∗ x (n → ∞). By the multiplicative charac-
terization of supremum, for any ε > 1, there exists xn such that
∣∣xn
x
∣∣∗ < ε. Set
n = N . Then, by the monotonicity, xm > xN for all m > n. But as xm < x, this
implies that
∣∣xm
x
∣∣∗ < ε for all m > N . Thus xn →∗ x (n→∞). 
An immediate corollary of the results obtained until now is multiplicative coun-
terpart of the Bolzano-Weierstrass theorem in the classical analysis.
Corollary 2.34. (Multiplicative Bolzano-Weierstrass) A multiplicative bounded
sequence in (R+, |·|∗) has a multiplicative convergent subsequence.
Definition 2.35. We call a multiplicative metric space complete if every multi-
plicative Cauchy sequence in it is multiplicative convergent to x ∈ X .
Example. All the results obtained until now indicate that (R+, |·|∗) is complete.
Theorem 2.36. Let (X, d) be a complete multiplicative metric space and S ⊂ X.
Then (S, d) is complete if and only if S is multiplicative closed.
Proof. By Theorem 2.21 and Theorem 2.23, it is clear. 
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3. Fixed point theorems
Definition 3.1. Let (X, d) be a multiplicative metric space. A mapping f : X →
X is called multiplicative contraction if there exists a real constant λ ∈ [0, 1) such
that
d(f(x1), f(x2)) ≤ d(x1, x2)λ for all x, y ∈ X.
Now, based on the definition of multiplicative contraction, we introduce the
following Banach contraction principle for multiplicative metric spaces.
Theorem 3.2. Let (X, d) be a multiplicative metric space and let f : X → X be
a multiplicative contraction. If (X, d) is complete, then f has a unique fixed point.
Proof. Consider a point x0 ∈ X . Now we define a sequence (xn) in X such that
xn = fxn−1 for n = 1, 2, ... From the multiplicative contraction property of f , we
have
d(xn+1, xn) ≤ d(xn, xn−1)λ ≤ d(xn−1, xn−2)λ2 ≤ · · · ≤ d(x1, x0)λn.
Let m,n ∈ N such that m > n, then we get
d(xm, xn) ≤ d(xm, xm−1) · · · d(xn+1, xn)
≤ d(x1, x0)λm−1+···+λn
≤ d(x1, x0) λ
n
1−λ .
This implies that d(xm, xn)→∗ 1 (m,n→∞). Hence the sequence (xn) = (fnx0)
is multiplicative Cauchy. By the completeness of X , there is z ∈ X such that
xn →∗ z (n→∞). Moreover,
d(fz, z) ≤ d(fxn, fz) · d(fxn, z) ≤ d(xn, z)λ · d(xn+1, z)→∗ 1 (n→∞),
which implies d(fz, z) = 1. Therefore this says that z is a fixed point of f ; that
is, fz = z.
Now, if there is another point y such that fy = y, then
d(z, y) = d(fz, fy) ≤ d(z, y)λ.
Therefore d(z, y) = 1 and y = z. This implies that z is the unique fixed point of
f . 
Corollary 3.3. Let (X, d) be a complete multiplicative metric space. For ε with
ε > 1 and x0 ∈ X, consider the multiplicative closed ball Bε(x0). Suppose the
mapping f : X → X satisfies the contraction condition
d(fx, fy) ≤ d(x, y)λ for all x,y ∈ Bε(x0)
where λ ∈ [0, 1) is a constant and d(fx0, x0) ≤ ε1−λ. Then f has a unique fixed
point in Bε(x0).
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Proof. We only need to prove that Bε(x0) is complete and fx ∈ Bε(x0) for all
x ∈ Bε(x0). Suppose (xn) is a multiplicative Cauchy sequence in Bε(x0). Then
(xn) is also a multiplicative Cauchy sequence in X . By the completeness of X ,
there exists x ∈ X such that xn →∗ x. We have
d(x0, x) ≤ d(xn, x0) · d(xn, x) ≤ d(xn, x) · ε
Since xn →∗ x, d(xn, x)→∗ 1. Hence d(x0, x) ≤ ε, and x ∈ Bε(x0). It follows that
Bε(x0) is complete.
For every x ∈ Bε(x0),
d(x0, fx) ≤ d(fx0, x0) · d(fx0, fx) ≤ ε1−λ · d(x0, x)λ ≤ ε1−λ · ελ = ε.
Thus fx ∈ Bε(x0). 
Corollary 3.4. Let (X, d) be a complete multiplicative metric space. If a mapping
f : X → X satisfies for some positive integer n,
d(fnx, fny) ≤ d(x, y)λ for all x, y ∈ X,
where λ ∈ [0, 1) is a constant, then f has a unique fixed point in X.
Proof. From Theorem 3.2, fn has a unique fixed point z ∈ X . But fn(fz) =
f(fnz) = fz, so fz is also a fixed point of fn. Hence fz = z, z is a fixed point
of f . Since the fixed point of f is also fixed point of fn, the fixed point of f is
unique. 
Theorem 3.5. Let (X, d) be a complete multiplicative metric space. Suppose the
mapping f : X → X satisfies the contraction condition
d(fx, fy) ≤ (d(fx, x) · d(fy, y))λ for all x, y ∈ X,
where λ ∈ [0, 1
2
)
is a constant. Then f has a unique fixed point in X. And for
any x ∈ X, iterative sequence (fnx) converges to the fixed point.
Proof. Choose x0 ∈ X . Set x1 = fx0, x2 = fx1 = f 2x0, ..., xn+1 = fxn =
fn+1x0, ...
we have
d(xn+1, xn) = d(fxn, fxn−1) ≤ (d(fxn, xn) · d(fxn−1, xn−1))λ
= (d(xn+1, xn) · d(xn, xn−1))λ.
Thus we have
d(xn+1, xn) ≤ (d(xn, xn−1)) λ1−λ = d(xn, xn−1)h,
where h = λ
1−λ
. For n > m,
d(xn, xm) ≤ d(xn, xn−1) · d(xn−1, xn−2) · · · d(xm+1, xm)
≤ d(x1, x0)hn−1+hn−2+···+hm ≤ d(x1, x0) h
m
1−h
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This implies d(xn, xm) →∗ 1(n,m → ∞). Hence (xn) is a Cauchy sequence. By
the completeness of X , there is z ∈ X such that xn →∗ z (n→∞). Since
d(fz, z) ≤ d(fxn, fz) · d(fxn, z)
≤ (d(fxn, xn) · d(fz, z))λ · d(xn+1, z),
we have
d(fz, z) ≤ (d(fxn, xn)λ · d(xn+1, z)) 11−λ →∗ 1 (n→∞).
Hence d(fz, z) = 1. This implies fz = z. Finally, it is easy to show that the fixed
point of f is unique. 
Theorem 3.6. Let (X, d) be a complete multiplicative metric space. Suppose the
mapping f : X → X satisfies the contraction condition
d(fx, fy) ≤ (d(fx, y) · d(fy, x))λ for all x, y ∈ X,
where λ ∈ [0, 1
2
)
is a constant. Then f has a unique fixed point in X. And for
any x ∈ X, iterative sequence (fnx) converges to the fixed point.
Proof. Choose x0 ∈ X . Set x1 = fx0, x2 = fx1 = f 2x0, ..., xn+1 = fxn =
fn+1x0, ...
we have
d(xn+1, xn) = d(fxn, fxn−1) ≤ (d(fxn, xn−1) · d(fxn−1, xn))λ
≤ (d(xn+1, xn) · d(xn, xn−1))λ.
Thus we have
d(xn+1, xn) ≤ (d(xn, xn−1)) λ1−λ = d(xn, xn−1)h,
where h = λ
1−λ
. For n > m,
d(xn, xm) ≤ d(xn, xn−1) · d(xn−1, xn−2) · · · d(xm+1, xm)
≤ d(x1, x0)hn−1+hn−2+···+hm ≤ d(x1, x0) h
m
1−h
This implies d(xn, xm) →∗ 1(n,m → ∞). Hence (xn) is a Cauchy sequence. By
the multiplicative completeness of X , there is z ∈ X such that xn →∗ z (n→∞).
Since
d(fz, z) ≤ d(fxn, fz) · d(fxn, z)
≤ (d(fz, xn) · d(fxn, z))λ · d(xn+1, z),
≤ (d(fz, z) · d(xn, z) · d(xn+1, z))λ · d(xn+1, z)
we have
d(fz, z) ≤ ((d(xn+1, z) · d(xn, z))λ · d(xn+1, z)) 11−λ →∗ 1 (n→∞).
Hence d(fz, z) = 1. This implies fz = z. So z is a fixed point of f . Finally, it is
easy to show that the fixed point of f is unique. 
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Remark 3.7. Theorems 3.2, 3.5 and 3.6 carry some fixed point theorems of con-
traction mappings in metric spaces to multiplicative metric spaces.
We conclude with the following two examples:
LetX = {(x, 1) ∈ R2 : 1 ≤ x ≤ 2}∪{(1, x) ∈ R2 : 1 ≤ x ≤ 2}. Consider a mapping
d : X ×X → R defined by
d((a, b), (c, d)) =
(∣∣∣a
c
∣∣∣∗ ·
∣∣∣∣ bd
∣∣∣∣
∗) 1
3
Then (X, d) is a complete multiplicative metric space. Let f : X → X be a
mapping given as follows
f(x, 1) = (1,
√
x) and f(1, x) = (
√
x, 1)
Thus the mapping holds the following multiplicative contraction condition
d(f(a, b), f(c, d)) ≤ d((a, b), (c, d))λ for all (a, b), (c, d) ∈ X,
with constant λ = 1
2
∈ [0, 1). It is obvious that f has a unique fixed point
(1, 1) ∈ X .
If we let X = [0.1, 1], then X is a complete multiplicative metric space with
respect to the multiplicative metric |.|∗. Thus a mapping f : X → X defined as
f(x) = ex−1−
x
3
10 satisfies the following multiplicative contraction:
(3.1)
∣∣∣∣f(x)f(y)
∣∣∣∣
∗
≤
(∣∣∣∣xy
∣∣∣∣
∗)λ
for all x, y ∈ X,
where λ = 0.997. Finally, we can see that f has a unique fixed point 0.7411317711 ∈
X .
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