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Abstract
This paper deals with necessary conditions for optimal control problem governed by some semi-
linear parabolic differential equation which may be non-well-posed. State constrained problem is
considered. Finally, under some suitable assumptions, we obtain the existence of optimal pairs.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we study an optimal control problem of semilinear parabolic differential
equations which may have no global solution, or have more than one solution for each con-
trol. We call such systems non-well-posed systems and call the optimal control problems
governed by such systems non-well-posed optimal control problems. The problem of opti-
mal control of system governed by parabolic equations has been studied by many authors
✩ This work was supported by the National Natural Science Foundation of China (10161009).
* Corresponding author.
E-mail addresses: zhaochun@mailst.xjtu.edu.cn (C. Zhao), zhaoping@mailst.xjtu.edu.cn (P. Zhao).0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.06.043
376 C. Zhao et al. / J. Math. Anal. Appl. 300 (2004) 375–386(for instance [1–7]). However, all works mentioned above deal with the state equations
which is well posed.
In [9], Lions studied a non-well-posed optimal control problem where the state con-
straint is not involved, the control set is a Hilbert space and the cost functional is given
by
J (y,u)= 1
6
‖y − yd‖6L6(Q) +
N
2
‖u‖2
L2(Q)
and the state system reads
∂y
∂t
− y(x, t) = y3(x, t)+ u(x, t), in Q = Ω × (0, T ),
y(x, t) = 0, on Σ = ∂Ω × (0, T ),
y(x,0)= 0, in Ω.
Recently, G.S. Wang and L.J. Wang [11] have obtained maximum principle for state con-
strained control problems governed by some non-well-posed parabolic differential equa-
tions, where the cost functional is given by
J =
T∫
0
[
g(y)+ h(u)]dt .
However, in the current work, the cost functional
J =
∫
Q
l(x, t, y,u)dx dt
is more general. Thus we cannot use the method in [11] to obtain the maximum principle
for the current problems. Maximum principle for optimal control of non-well-posed elliptic
differential equations was discussed by G.S. Wang and L.J. Wang in [12].
In this paper, the technique used here is Ekeland variational principle and is different
from those used in [11], even though the basic idea is from [11]. We introduce a kind of new
penalty functional to transform the original optimal control problem (P ) into optimization
problem (P ε), and one can use the method in [1,2] to obtain the necessary conditions for
problem (P ε), and then the maximum principle for problem (P ) can be proved.
The purpose of this paper is to obtain optimality conditions in the form of Pontryagin’s
maximum principle. The existence of an optimal pair is assumed a priori. To be more
precise, we consider the following optimal control problem:
infJ (y,u)= inf
∫
Q
l
(
x, t, y(x, t), u(x, t)
)
dx dt (P )
over all (y,u) ∈ Y × U , such that
∂y
∂t
+ Ay + f (x, t, y(x, t))= u(x, t), in Q = Ω × (0, T ),
y(x, t) = 0, on Σ = ∂Ω × (0, T ),
y(x,0)= y0, in Ω
(1)
and
F(y) ∈ W. (2)
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open subset of Rn (n 3) with smooth boundary ∂Ω. We set aij ∈ C2(Ω) with aij = aji
for all x ∈ Ω , satisfying ∑ni,j=1 aij ξiξj  Λ∑ni=1 ξ2i for all ξi ∈ R, i = 1, . . . , n and
x ∈ Ω , where Λ > 0. Set
Ay = −
n∑
i,j=1
∂
∂xi
(
aij (x)
∂y(x, t)
∂xj
)
and define
Y = H 2,1(Q)∩ L2(0, T ;H 10 (Ω)),
where
H 2,1 =
{
y ∈ L2(Q): ∂y
∂t
,
∂y
∂xi
,
∂2y
∂xi∂xj
∈ L2(Q), i, j = 1, . . . , n
}
.
We set
H
2,1
2n
n+2
(Q) =
{
y ∈ L 2nn+2 (Q): ∂y
∂t
,
∂y
∂xi
,
∂2y
∂xi∂xj
∈ L 2nn+2 (Q), i, j = 1, . . . , n
}
.
Let U = {u ∈ L2(Q): ‖u‖L2(Q)  M , M > 0}, and define d(u, v) = τ ((x, t) ∈ Q:
u(x, t) = v(x, t)), where τ denotes the Lebesgue measure in Rn+1. Then (U,d) is com-
plete metric space (cf. [8]).
Throughout this paper, we make the following assumptions:
(H1) f :Ω × [0, T ] × R → R is continuous and f ′y(x, · , ·) is continuous in [0, T ] × R.
Moreover,∣∣f (x, t, y)∣∣ a1(x, t)+ b1|y|r1, ∀(x, t, y) ∈ Ω × [0, T ] ×R (3)
and ∣∣f ′y(x, t, y)∣∣ a˜1(x, t)+ b˜1|y|r1−1, ∀(x, t, y) ∈ Ω × [0, T ] ×R, (4)
where a1(x, t) ∈ L2(Q), a˜1(x, t) ∈ Ln(Q) with a1(x, t)  0 a.e. in Q, a˜1(x, t)  0
a.e. in Q, b1, b˜1 are two constants, r1 ∈ R with 1 r1  nn−2 .
(H2) l :Ω × [0, T ] × R × R → R is continuous and l′y :Ω × [0, T ] × R × R → R is
continuous. Moreover,∣∣l(x, t, y,u)∣∣+ ∣∣l′y(x, t, y,u)∣∣ a2(x, t)+ b2|y|r2,
∀(x, t, y,u) ∈ Ω[0, T ] ×R ×R, (5)
where 1 r2  n+2n−2 , a2(x, t) ∈ L
2n
n+2 (Q), a2(x, t) 0 a.e. in Q, b2  0 is constant.
(H3) Let X be Banach space with dual X∗ strictly convex, and F :L2(Q) → X is in the
class of C1. W ⊂ X is a closed and convex subset.
Let (y∗, u∗) be an optimal pair for problem (P ), i.e., (y∗, u∗) ∈ Y ×U and satisfies (1)
and (2); moreover, J (y∗, u∗) J (y,u) for all (y,u) ∈ Y ×U . In order to get the necessary
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following additional assumptions:
(H4) F ′(y∗)Dr × S − W × {0} has finite codimensionality for some r > 0, r > 0 in X ×
L2(Q), where
Dr =
{
z ∈ Y : ‖z‖Y  r, z(x,0)= 0
}
and
S =
{
h ∈ L2(Q): for all y ∈ Y with ‖y − y∗‖Y  r,
∃(z, v) ∈ Y ×U with ‖z‖Y  r such that z(x,0)= 0 and
∂z
∂t
+ Az + f ′y(x, t, y)z+ v − u∗ = h
}
.
It is clear that for each r > 0, Dr = ∅ and S = ∅ because 0 ∈ Dr and 0 ∈ S.
(H5) Let Uad = {(y,u) ∈ Y ×L2(Q): (y,u) satisfies (1) and (2)}.
l :Ω × [0, T ] × R × R → R is continuous and there exists constants c1 > 0 and
c2 > 0 such that
l(x, t, y,u) c1|y|2r3 + c2|u|2,
where r3 = nn−2 .
For each λ ∈ R, we define the Hamiltonian Hλ :Q×R ×R × R → R
Hλ(x, t, y,u,p) = λl(x, t, y,u)+ pu. (6)
From now on, we shall omit x, t in all function of x, t , if there is no ambiguity. The
main result in this paper is the following theorem.
Theorem 1.1. Suppose that (H1)–(H4) hold. Let (y∗, u∗) be optimal pair for problem (P ).
Then there exist a triplet (λ0, ϕ0,p) ∈ R ×X∗ ×H 2,12n
n+2
with (λ0, ϕ0) = 0 such that
− ∂p
∂t
+ Ap + f ′y
(
x, t, y∗(x, t)
)
p + λ0l′y(x, t, y∗, u∗)+ F ′(y∗)∗ϕ0 = 0,
in Q,
p(x, t) = 0, on Σ,
p(x,T ) = 0, in Ω,
(7)
〈
ϕ0,ψ − F(y∗)
〉
X∗,X  0 for all ψ ∈ W, (8)
Hλ0(x, t, y
∗, u∗,p) = min
v∈U Hλ0(x, t, y
∗, v,p), (9)
where
Hλ0(x, t, y,u,p) = λ0l(x, t, y,u)+ pu.
Moreover, if F ′(y∗)∗ is injective, then (λ0,p) = 0.
C. Zhao et al. / J. Math. Anal. Appl. 300 (2004) 375–386 379Remark. The solution p of (7) is understood in the following sense:∫
Q
p
[
∂q
∂t
+ Aq + f ′y
(
x, t, y∗(x, t)
)
q
]
dx dt +
∫
Q
λ0l
′
y(x, t, y
∗, u∗)q dx dt
+ 〈F ′(y∗)∗ϕ0, q〉L2(Q) = 0 for all q ∈ Y.
The existence of optimal pairs for problems (P ) is the following theorem:
Theorem 1.2. Suppose that (H1), (H3), (H5) hold. Then problem (P ) has at least one
solution in Uad.
This paper is organized as follows. Section 2 gives an approximating control process.
In Section 3, we prove the necessary conditions on optimality for the problem (P ) and the
existence of optimal pairs for problems (P ). Section 4 shows two examples.
2. The approximating control process
The following results are useful in discussing the approximating control problems.
Lemma 2.1. Let yε → y strongly in Y as ε → 0 and uε → u in U as ε → 0. Then
l(x, t, yε, uε) → l(x, t, y,u) strongly in L1(Q) as ε → 0.
Proof. By (H2), we have∫
Q
∣∣l(x, t, yε, uε)− l(x, t, y,u)∣∣dx dt

∫
Q
∣∣l(x, t, yε, uε)− l(x, t, y,uε)∣∣dx dt + ∫
Q
∣∣l(x, t, y,uε)− l(x, t, y,u)∣∣dx dt

∫
Q
|yε − y|[a2 + b2(|yε| + |y|)r2]dx dt + ∫
Qε
2
(
a2 + b2|y|r2
)
dx dt, (10)
where Qε = {(x, t) ∈ Q: uε = u}.
Since uε → u (ε → 0) in U , we get that τ (Qε) → 0 as ε → 0, where τ (Qε) denotes
the Lebesgue measure of set Qε in Rn+1. By (5) and Sobolev’s imbedding theorem, we
have that (a2 + b2|y|r2) ∈ L1(Q). We deduce that∫
Qε
2
(
a2 + b2|y|r2
)
dx dt → 0, ε → 0. (11)
Using Sobolev’s imbedding theorem, we obtain that for ε > 0 small enough:∥∥a2 + b2(|yε| + |y|)r2∥∥
L
2n
n+2 (Q)
 C and ‖yε − y‖
L
2n
n−2 (Q)
→ 0, ε → 0,
where C > 0 is independent of ε.
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l(x, t, yε, uε) → l(x, t, y,u) strongly in L1(Q) as ε → 0.
This completes the proof. 
Lemma 2.2. Let yε → y strongly in Y as ε → 0. Then f (x, t, yε) → f (x, t, y) strongly
in L2(Q) as ε → 0.
Proof. It is clear that∣∣f (x, t, yε)− f (x, t, y)∣∣= |yε − y| · hε(x, t),
where hε(x, t) =
∫ 1
0 f
′
y(x, t, y + θ(yε − y))dθ . By (H1), we have that
h2ε(x, t)
[˜
a1 + b˜1
(|y| + |yε|)r1−1]2.
Using Sobolev’s imbedding theorem, we get that {h2ε} is bounded in Ln/2(Q). Then by
Holder’s inequality, we obtain that∫
Q
∣∣f (x, t, yε)− f (x, t, y)∣∣2 dx dt  [∫
Q
|yε − y| 2nn−2 dx dt
] n−2
n
·
[∫
Q
|hε|n dx dt
] 2
n
.
Thus, we obtain that f (x, t, yε) → f (x, t, y) strongly in L2(Q) as ε → 0, which com-
pletes the proof. 
Lemma 2.3. Let yε → y strongly in Y as ε → 0 and uε → u in U as ε → 0. Then∫
Q
l′y(x, t, yε, uε)zdx dt →
∫
Q
l′y(x, t, y,u)zdx dt as ε → 0 ∀z ∈ Y.
Proof. Since yε → y strongly in Y as ε → 0 and uε → u in U , we have that
yε → y, uε → u a.e. in Q.
By (H2), we get that
l′y(x, t, yε, uε) → l′y(x, t, y,u) a.e. in Q. (12)
On the other hand, by (H2) and Sobolev’s imbedding theorem, we have that∥∥l′y(x, t, yε, uε)∥∥L2n/(n+2) C, (13)
where C is a constant independent of ε.
Since z ∈ Y ⊂ L 2nn−2 (Q), combined with (12) and (13), we obtain that∫
Q
l′y(x, t, yε, uε)zdx dt →
∫
Q
l′y(x, t, y,u)zdx dt,
which completes the proof. 
C. Zhao et al. / J. Math. Anal. Appl. 300 (2004) 375–386 381By the same argument as in [11], we have the following lemma.
Lemma 2.4. Let yε → y strongly in Y . Suppose that pε , p ∈ L2(Q) and that pε → p
weakly in L2(Q). Then there exists a subsequence of ε, still denoted by itself, such that∫
Q
pεf
′
y(x, t, yε)zdx dt →
∫
Q
pf ′y(x, t, y)zdx dt, ε → 0, ∀z ∈ Y.
3. The proof of the main results
In this section, we shall prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. With lose of generality, we may assume that J (y∗, u∗) = 0. Let
Z = {z ∈ Y : z(x,0) = 0}. Then the space Z is a Hilbert space endowed with the norm
of Y . We define the penalty functional on Y × U by
Lε(y,u) = Jε(y,u)+
∥∥y(x,0)− y0∥∥2L2(Q), (14)
where
Jε(y,u)=
{[(
J (y,u)+ ε)+]2 + d2W (F(y))
+
∥∥∥∥∂y∂t + Ay + f (x, t, y)− u
∥∥∥∥2
L2(Q)
}1/2
,
where dW(F(y)) denotes the distance of F(y) to W . If y ∈ Y , y(x,0) ∈ L2(Q) (cf. [9,10]).
Thus Lε(y,u) is well defined. By Lemmas 2.1 and 2.2, Lε is continuous on Y × U , and
there is Jε(y,u) > 0 for all (y,u) ∈ Y × U and
Lε(y
∗, u∗) = ε  inf(Lε(y,u))+ ε. (15)
Using Ekeland’s variational principle, for every ε > 0, there exists (yε, uε) ∈ Y × U
such that
‖yε − y∗‖2Y + d2(uε, u∗) ε (16)
and
Lε(yε, uε) Lε(y,u)+ √ε
[‖yε − y‖2Y + d2(u,uε)]1/2, ∀(y,u) ∈ Y ×U. (17)
Let (z, v) ∈ Z × U be fixed. By [8, Theorem 2.2 of Chapter 5], there exist measurable
subsets Eρε ⊂ Q, such that τ (Eρε ) = ρτ(Q). Let
yρε = yε + ρz and uρε =
{
uε, in Q \Eρε ,
v, in Eρε .
It is clear that uρε → uε (ρ → 0) in U . Then, by Lemmas 2.1–2.4, we have that
382 C. Zhao et al. / J. Math. Anal. Appl. 300 (2004) 375–386lim
ρ→0Jε(y
ρ
ε , u
ρ
ε ) = Jε(yε, uε), (18)
lim
ρ→0
1
ρ
{[(
J (yρε , u
ρ
ε )+ ε
)+]2 − [(J (yε, uε)+ ε)+]2}
= 2[J (yε, uε)+ ε]+
×
{∫
Q
l′y(x, t, yε, uε)zdx dt +
∫
Q
[
l(x, t, yε, v)− l(x, t, yε, uε)
]
dx dt
}
(19)
and
lim
ρ→0
1
ρ
[∥∥∥∥∂yρε∂t + Ayρε + f (x, t, yρε )− uρε
∥∥∥∥2
L2(Q)
−
∥∥∥∥∂yε∂t + Ayε + f (x, t, yε)− uε
∥∥∥∥2
L2(Q)
]
= 2
∫
Q
[
∂yε
∂t
+ Ayε + f (x, t, yε)− uε
]
×
[
∂z
∂t
+ Az + f ′y(x, t, yε)z + v − uε
]
dx dt . (20)
Since yρε (x,0)= yε(x,0), we have that∥∥yρε (x,0)− y0(x)∥∥2L2(Ω) − ∥∥yε(x,0)− y0(x)∥∥2L2(Ω) = 0.
By the same argument as in [8], we obtain that
−√ε[τ 2(Q)+ ‖z‖2Y ]1/2  J 2ε (yρε , uρε )− J 2ε (yε, uε)
ρ[Jε(yρε , uρε )+ Jε(yε, uε)] , (21)
lim
ρ→0 d
2
W
(
F(yρε )
)= d2W (F(yε))
and
lim
ρ→0
1
ρ
[
d2W
(
F(yρε )
)− d2W (F(yε))]= 2dW (F(yε))〈ξε,F ′(yε)z〉X∗,X, (22)
where ξε ∈ ∂dW(F (yε)) and
‖ξε‖X∗ =
{
1, if F(yε) /∈ W,
0, if F(yε) ∈ W. (23)
Let
λε =
[
J (yε, uε)+ ε
]+
/Jε(yε, uε),
ϕε = dW
(
F(yε)
)
ξε/Jε(yε, uε),
µε =
∫ [
l′y(x, t, yε, uε)z + l(x, t, yε, v) − l(x, t, yε, uε)
]
dx dt,
Q
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[
∂yε
∂t
+ Ayε + f (x, t, yε) − uε
]/
Jε(yε, uε).
It is obvious that pε ∈ L2(Q) and
λ2ε + ‖ϕε‖2X∗ + ‖pε‖2L2(Q) = 1. (24)
On the other hand, by (17)–(22) and by taking the limit for ρ → 0, we obtain that
−√ε[τ 2(Q)+ ‖z‖2Y ]1/2  λεµε + 〈ϕε,F ′(yε)z〉X∗,X
+
∫
Q
pε
[
∂z
∂t
+ Az + f ′y(x, t, yε)z + v − uε
]
dx dt . (25)
Taking v = uε in (25), we have that
−√ε[τ 2(Q)+ ‖z‖2Y ]1/2  λε ∫
Q
[
l′y(x, t, yε, uε)z
]
dx dt +
∫
Q
F ′(yε)∗ϕεzdx dt
+
∫
Q
pε
[
∂z
∂t
+ Az + f ′y(x, t, yε)z
]
dx dt,
∀z ∈ Z. (26)
By taking z = 0 in (25), we get that
−√ετ(Q) λε
∫
Q
[
l(x, t, yε, v) − l(x, t, yε, uε)
]
dx dt +
∫
Q
pε(v − uε)dx dt,
∀v ∈ U. (27)
(26) and (27) can be regarded as necessary conditions for (yε, uε).
Now, we shall prove necessary conditions for (y∗, u∗). By (24), we can find a subse-
quence of ε (still denoted by itself), such that
λε → λ0 as ε → 0, (28)
ϕε → ϕ0 weakly star in X∗ as ε → 0 (29)
and
pε → p weakly in L2(Q) as ε → 0 (30)
By (16), we get that
yε → y∗ strongly in Y, uε → u∗ in U as ε → 0. (31)
By (28)–(31) and Lemmas 2.3–2.4, passing to the limit as ε → 0 in (26) gives
λ0
∫
Q
l′y(x, t, y∗, u∗)zdx dt +
∫
Q
F ′(y∗)∗ϕ0zdx dt
+
∫
p
[
∂z
∂t
+ Az + f ′y(x, t, y∗)z
]
dx dt = 0 (32)Q
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ity, we get that
l′y(x, t, y∗, u∗) ∈ L2n/(n+2)(Q) and f ′y(x, t, y∗)p ∈ L2n/(n+2)(Q).
Thus by (32) and using the same argument as in [9], we infer that p ∈ H 2,12n
n+2
satisfies (7)
(cf. [9]).
By Lemmas 2.3 and 2.4, passing to the limit in (27) as ε → 0 gives
λ0
∫
Q
[
l(x, t, y∗, v) − l(x, t, y∗, u∗)]dx dt + ∫
Q
p(v − u∗)dx dt  0, ∀v ∈ U.
(33)
This inequality is equivalent to∫
Q
[
Hλ0(x, t, y
∗, v,p) − Hλ0(x, t, y∗, u∗,p)
]
dx dt  0. (34)
Now, by using Lebesgue’s point argument (see [8]), we obtain (9). On the other hand,
from the definitions of ϕε , we deduce〈
ϕε,ψ − F(yε)
〉
X∗,X  0, ∀ψ ∈ W. (35)
It follows from (31) and (H3) that〈
ϕε,ψ − F(y∗)
〉
X∗,X 
〈
ϕε,F (yε)− F(y∗)
〉
X∗,X → 0 as ε → 0. (36)
By (29) and by taking the limit for ε → 0 in (36), we get (8).
If (λ0, ϕ0) = 0, then the proof is completed. If not, we suppose that λ0 = 0. By (25) and
(36), we obtain that
−qε(z, v)
〈
ϕε,F
′(y∗)z − ψ + F(y∗)〉
X∗,X
+
∫
Q
pε
[
∂z
∂t
+Az + f ′y(x, t, yε)z + v − u∗
]
dx dt (37)
for all (z, v) ∈ Z × U and all ψ ∈ W , where
qε(z, v) = √ε
[
τ 2(Q)+ ‖z‖2Y
]1/2 + λεµε + 〈ϕε, [F ′(yε)− F ′(y∗)]z
+ F(yε)− F(y∗)
〉
X∗,X +
∫
Q
pε(u
∗ − uε)dx dt .
It follows from Lemmas 2.1 and 2.3 that for ε small enough, |µε|  C, where C is a
constant independent of ε and (z, v) ∈ Z ×U with ‖z‖ B , ∀B > 0.
On the other hand, λε → 0, we get that λεµε → 0 uniformly in {(z, v) ∈ Z × U :
‖z‖Y  r}, where r is given in (H4). Then by (28)–(31), we have that for ε → 0
qε(z, v) → 0 uniformly in
{
(z, v) ∈ Z ×U : z ∈ Dr
}
. (38)
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Thus for any h ∈ S, which is defined in (H4), and for ε small enough, there exists (zε, vε) ∈
Z ×U with ‖zε‖Y  r such that
∂zε
∂t
+Azε + f ′y(x, t, yε)zε + vε − u∗ = h. (39)
By (37) and (39), we obtain that
−qε(zε, vε)
〈
ϕε,F
′(y∗)z− ψ + F(y∗)〉
X∗,X +
∫
Q
pεhdx dt (40)
for all (ψ,h) ∈ W × S. Thus by (38), we have that
qε(zε, vε) → 0 uniformly in (ψ,h) ∈ W × S.
On the other hand, since λε → 0, it follows from (24) that there exists δ > 0 such that
1 ‖ϕε‖2X∗ + ‖pε‖2L2(Q)  δ > 0 (41)
for all ε small enough.
By (H4), F ′(y∗)Dr × S − W × {0} has finite codimensionality in X ×L2(Q). So does
F ′(y∗)Dr ×S −W ×{0}+ (F (y∗), 0). Thanks to [8, Lemma 3.6 of Chapter 4 ], it follows
from (29) and (38)–(41) that ϕ0 = 0. Thus
(λ0, ϕ0) = 0. (42)
Finally, in case [F ′(y∗)]∗ is injective, if (λ0,p) = 0 then it follows from (7) that
[F ′(y∗)]∗ϕ0 = 0, which shows that ϕ0 = 0. This contradicts to (42). So (λ0,p) = 0 in
this case.
This completes the proof. 
The proof of Theorem 1.2 is similar to that of Theorem 1.3 in [11], we omit it.
4. Examples
We shall give two examples of state equation, which is non-well-posed as follows:
∂y
∂t
− y(x, t) = y3(x, t)+ u(x, t), in Q = Ω × (0, T ),
y(x, t) = 0, on Σ = ∂Ω × (0, T ),
y(x,0)= 0, in Ω,
(43)
where Ω ∈ R3 is a bounded domain with smooth boundary. Let f (x, t) = −y3(x, t). One
can check that f satisfies the conditions in (H1). Let U = L2(Q), for each u ∈ U , system
(42) has in general no global solution. This is an non-well-posed system.
More generally, we may consider the following system:
∂y
∂t
+ Ay(x, t) = y(x, t)∣∣y(x, t)∣∣q−1 + u(x, t), in Q = Ω × (0, T ),
y(x, t) = 0, on Σ = ∂Ω × (0, T ),
y(x,0)= 0, in Ω,
(44)
where 1  q  n
n−2 , n  3. Let f (x, t, y) = −y(x, t)|y(x, t)|q−1; one can check that f
satisfies all conditions in (H1).
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