Abstract-Frequency-selective measurements with a spectrum analyzer are the most obvious means to accurately measure the power of a communication signal. In this paper, models for the spectrum analyzer and for the wideband code division multiaccess (WCDMA) signal are described. Based on these models, the analytic expressions for the probability density function (PDF) of the displayed signal have been derived for the different detection modes [sample, root mean square (rms) and positive-peak detection] of the spectrum analyzer. Based on these theoretical considerations, the dependence of the mean and standard deviation of the measured signal on the observation time of the detector has been examined, which showed a good agreement with the simulated results.
may have a large impact on the accuracy and even on the correctness if the measured results are not interpreted properly. It is thus of prime importance to understand how a certain communication signal is measured by a spectrum analyzer and how the different settings of the spectrum analyzer influence the behavior of the measured signal.
In a previous paper [11] , the authors have discussed the measurement issues that arise when mobile communication signals of the second generation (i.e., global system for mobile communications) are measured with a spectrum analyzer. Now that different operators have introduced the third-generation technology to provide an answer to the increasing number of subscribers and to the growing demand for bandwidth, the authors have extended the research to the measurement of the universal mobile telecommunications system (UMTS) signal. Analogous to [11] , the focus will be on the fundamental achievable accuracy on the measurement of a UMTS signal, without taking into account other relevant factors for the accuracy, like thermal noise of the measurement equipment or the use of power control. In this paper, analytical expressions for the probability distributions of the wideband code division multiaccess (WCDMA)-based UMTS signal, measured with a spectrum analyzer, will be developed. This approach allows to comprehend the measured signal and to analyze what the influence is of the different settings of the spectrum analyzer on the measurement result and its accuracy. It also identifies the underlying reasons for a certain behavior of the measured signal.
It should be noted, however, that for the application to CDMA signals, frequency-selective measurements do not provide as much information as vector signal analyzers or realtime spectrum analyzers, where the measured electromagnetic signal can be resolved in the code domain. The method described in this paper can be applied when this equipment is not available to measure the total power present in a WCDMA signal. On the other hand, the general applicability of spectrum analysis to every modulated signal and the lower cost of spectrum analyzers remain important advantages when using frequency-selective measurements for exposure assessment. This is also emphasized by the introduction of new measurement equipment, where portable spectrum analyzers are combined with isotropic-field probes to enable a quick analysis of the exposure situation, together with a characterization of the different sources.
In the first paragraph, the models that have been developed for simulations and for the derivation of the analytical models, 0018 -9456/$20.00 © 2006 IEEE both for the spectrum analyzer as for the WCDMA signal, will be discussed. In the next paragraph, the analytical expressions for the stochastic description of the measured signal will be derived for the different operation modes of the spectrum analyzer. Finally, the dependence of the mean and standard variation on the measuring period will be determined and compared for the different detector modes.
II. SIMULATION MODEL
Since it would not be feasible to execute simulations with signals in the radio-frequency domain due to the high sampling rate that would be necessary, the models for the spectrum analyzer and for the UMTS signal are translated into the lowpass representation, which enables the use of moderate sample times to perform the simulations, and provides a convenient way to describe the signal displayed on the spectrum analyzer.
A. Spectrum-Analyzer Model
The model that has been used for the spectrum analyzer is the same as the model developed in [11] : The signal entering the spectrum analyzer is first mixed with the local oscillator, which provides the sweeping frequency. Next, it is sent through an intermediate filter or a resolution filter with a half-power bandwidth RBW, subsequently is passed to an envelope detector, and finally is fed into the detector, which-depending on the detector mode of the spectrum analyzer-returns a sample value of the signal, the maximum or minimum that has occurred since the previous sample time, or the rms value of the signal over the previous interval. The lowpass representation of the signal after the envelope detector |s(t)| is mathematically given by
where r(t) is the lowpass representation of the signal entering the spectrum analyzer; v sw is the sweep rate of the spectrum analyzer and has been defined as the ratio of the frequency span ∆f sp to the sweep time T sw ; and σ t is the width of the resolution filter in the time domain. σ t is related to the width σ f , its dual in the frequency domain, and to the resolution bandwidth (RBW) by
To ensure that the resolution filter can reach the steady state, the sweep rate has to be limited to
where c is a constant, depending on the type of the spectrum analyzer. For an analog resolution filter, c is typically 2.5 [12] . Depending on the detector mode, the value displayed on the screen of the spectrum analyzer at the end of the kth measurement interval (or frequency bin) of length T s is given by
The noise floor of the spectrum analyzer can be taken into account by adding a white Gaussian noise to the input signal r(t). If the noise power has a power density of σ 2 n , the probability density function (PDF) of the noise signal before the envelope detector n s (t) will be a complex Gaussian distribution with mean (0, 0) and standard deviations on the real and imaginary part of σ 2
B. Model for the UMTS Signal
In UMTS, WCDMA is used as a multiaccess technique. For a general description of the WCDMA signal that is being used in UMTS, we refer to [13] . The actual parameters can be found in the standards from the 3rd Generation Partnership Project [14] - [17] . Since it is the purpose of this paper to provide insight in the behavior of a WCDMA signal measured with a spectrum analyzer, not all the features of the UMTS signal will be implemented, and thus, the discussed model will incorporate some important assumptions.
1) The chip stream is considered to be completely random, although it originates from the spreading and scrambling operation on a certain data stream. However, since the chip sequences are pseudorandom, the approximation of the chip stream as a completely random stream is acceptable. 2) Although power control is a very important property of the UMTS system, it is not included in this model. However, the model will be extended with power control during the future research.
The lowpass representation of the WCDMA signal is shown in Fig. 1 . For each channel j, a random chip stream at a rate of 3.84 Mcps is generated, the in-phase and quadrature chips are each multiplied with their respective channel gain (g j ) and summed together. The combined symbol is subsequently sent through a pulse-shaping filter (with frequency transfer function H PS (f )), whereupon the in-phase and quadraturephase branches are combined into the complex low-pass signal. Subsequent chips are mutually independent, as are the chips from different channels. The values of the chips are assumed to be equally probable between {1, −1}. The pulse-shaping filter H PS (f ) is given by [18] which is a root-raised cosine filter with a roll-off factor α = 0.22, and the chip period T c = 0.26 µs. Its time response will be denoted as h PS (t).
A convenient representation of the lowpass WCDMAsignal is
where φ
c,n denotes the phase of the nth chip pair (c
Q,n ) of the jth channel, and g j denotes the gain of the jth channel, as has been indicated in Fig. 1 . Each chip pair is assumed to be equally probable and mutually independent from the other chip pairs, which yields to the probability distribution of the phases of the chips
C. Measured WCDMA Signal
If the WCDMA signal, given by (6) , is measured by a spectrum analyzer, the signal after the envelope detector (1) can be written as
where the stochastic part of the signal |s(t)| is separated from the deterministic part, g j is the gain of the jth channel, and p n (t) denotes the contribution of the nth chip to the signal. It has been defined as
Since the argument v + t = O(T c ) and because the sweep rate is bounded by (3), the phase term 1/2 v sw (v + t ) 2 in the integral (9) can be neglected if T c < σ t . Then, the integral in expression (9) can be rewritten as the inverse Fourier transform of the pulse-shaping filter, multiplied with the resolution filter at the frequency under consideration f o = v sw nT c , yielding for the pulse contribution function
where H RB (f ) is the representation of the resolution filter in the frequency domain. If the used RBW is relatively small with respect to the width of the pulse-shaping filter, and the frequency under consideration is situated within the flat frequency part of
, this pulse contribution function p n (t) can be approximated as
which is, thus, a time-shifted and phase-rotated version of the time-domain representation of the resolution filter.
III. STATISTICAL MODELING
To derive the PDFs of the displayed measured signal (4), a brute-force technique is inappropriate: For the sample detector and low RBWs (e.g., 400 kHz), 15 different chips already contribute to the signal |s(t)| leading to 4 15 possible chip sequences that all have to be evaluated. In the case of multiple channels, the number of relevant chips grows linearly with the number of channels, and in the case of a positivepeak detector or rms detector, the chips occurring during the whole previous measurement interval should be known. The theoretical derivation of the statistical behavior is obviously a more appropriate method. In the following, we will develop the analytical expressions for the PDFs of the measured signal for the different detector modes.
A. Sampled Measured Signal
In the case of the sample detector, the measured signal s m (kT s ) = |s(kT s )| will not depend on the history of the signal before kT s , so the statistical description of the sample measurement is equivalent to this of |s(t)|. Let the random variables S r (t) and S i (t) denote, respectively, the real and imaginary part of s(t). To calculate the probability distribution function of the signal |s(t)|, the joint PDF of the real and imaginary part should be known. This joint PDF can be found by making a detour along the joint characteristic function
where p n,r (t) and p n,i (t) denote the real and imaginary part of p n (t), respectively. To obtain (13), the characteristic function of a sum of independent random variables has been written as the product of the characteristic functions of the individual random variables, which can easily be determined from the probabilities of the chips given by (7) . Using the exponential expansion for a cosine [19] cos
which is valid for x < π/2, the characteristic function Ψ S (u, v) can be approximated by
where the dependence of p n (t) on time has been omitted for legibility; the superscript (4) indicates that the terms in u and v will only be retained up to the fourth order. It can be observed that if the terms of the fourth order are also disregarded,
reduces to the joint characteristic function of two Gaussian variables. If there are multiple channels transmitted, the terms of the fourth order will be relatively less significant. As it was mentioned above, the approximation is only valid if the argument of the cosine is smaller than π/2. This means that the characteristic function will only be accurate close to the origin (u, v) = (0, 0). As it is demonstrated in the Appendix, for large RBWs, the subsequent pulse contribution functions show a large decay in magnitude [see (70)- (73)], and not all the "moment energy" of the characteristic function is concentrated around the origin. The presence of "moment energy" away from the origin results in local oscillations in the PDF and in the cumulative distribution function (CDF), which is equivalent to a more discrete behavior of the signal. If the measured signal level is comparable to the noise floor of the signal level, this discrete behavior will be less pronounced.
The PDF of the sampled signal after the envelope detector can be found by changing from rectangular to polar coordinates, both in the probability ((x, y) → (r, θ)) as in the moment domain ((u, v) → (q, φ)). The joint PDF of the magnitude r and the phase θ can be found by applying the inverse two-dimensional (2-D) Fourier transform on the characteristic function
The marginal distribution of |S(t)| can then be found by integrating over the phase
where J 0 (·) is the Bessel function of the first kind of zeroth order. Equation (18) can also be interpreted as r/(2π) 2 times the Hankel transform of the joint characteristic function in the polar domain, integrated over the angle. Transforming (15) to polar coordinates yields (19) , shown at the bottom of the page.
The integration of the characteristic function in the polar domain Ψ RΘ (q, φ) over the phase angle φ results in
with I 0 (·), the modified Bessel function of the first kind of zeroth order, and γ (4) (q)
. (21) The PDF of the sampled signal after the envelope detector |s(t)| is thus given by r/(2π) 2 times the Hankel transform of b (4) (q). If terms of order q 4 would have been neglected, the function γ (2) (q) would reduce to 0, and consequently, the function b (2) (q) would be approximated by a Gaussian form. Since the Hankel transform of a Gaussian function is given by the Rayleigh distribution, the second-order approximation of the
This could be expected since, for moderate RBWs, a large number of chips contribute to the signal after the resolution filter. Hence, the real and imaginary parts of the signal could in a first approach be described as two mutual independent Gaussian distributions and, thus, the signal after the envelope detector, which is fed into the sample detector, is described by the Rayleigh distribution. Substituting (11) into the parameter of the Rayleigh distribution (22), applying the Poisson sum formula on
which is, as it could be expected, proportional to the RBW of the signal and to the summed power of the different channels.
In Fig. 2 , the PDF of the measured sample distribution of the WCDMA signal used in UMTS (5-MHz wide), measured with a 400-kHz wide resolution filter, is shown, calculated both with brute-force techniques and with the approximations (22) and (18) . As it can be seen, the second-order distribution does not follow exactly the PDF predicted by the brute-force simulation. For larger levels r, the Rayleigh distribution overestimates the exact PDF, while the approximation of the fourth order remains valid.
If the noise is taken into account, the characteristic function (19) should be multiplied with an additional factor exp(−q 2 (σ 2 n √ πσ f /4)). The parameter of the Rayleigh distribution (23) will then be changed to
so that the contribution of the noise floor may be neglected if the spectral power density of the WCDMA signal is sufficiently stronger than the spectral power density of the noise.
B. RMS Measured Signal
To calculate the PDF of the signal measured with the rms detector, first, the statistical description of the mean-square (MS) signal s ms (kT s ) will be derived. Using notation (8) for the signal before the detector, the MS signal becomes
By using expression (9) for the pulse contribution functions p n (t), and changing the integration sequence, the integral in the expression above can be rewritten as
where w erf (·) is a window function determining which pulse functions p n (t) contribute to the MS signal. It has been defined as
and can be approximated by a rectangular window over the interval [0, 2T s ], provided that the inverse of the RBW is small compared to the measuring period T s . This window function provides the condition on the chips that contribute to the MS signal of the kth measuring interval
Analogous to the approximation of the pulse contribution function (10), the integral of the pulse contribution functions can be estimated by
If the frequencies ±{ n n }T c (v sw /2) are located in the flat frequency part of the pulse-shaping filter, the pulse-shaping filter H PS can be replaced by T c . The measured MS value is then given by
By introducing a new set of indexes (m = n + n , m = n − n ) (see also Fig. 3 ) and grouping the indexes of identical chips and channels, (30) can be rewritten as
where m should satisfy the condition 2(k − 1)T s < mT c < 2kT s and increases with 2 (as indicated in Fig. 3 ), whereas m runs over all integers; N s is the number of contributing chips and can be approximated by T s /T c . If the expected value of the MS value (30) is taken, the expected value reduces to the first term of (31), where the same channel is considered (j = j ) and m = 0
As it could be expected, the expected MS value is independent of the measuring period T s and proportional to the RBW as to the sum of squared gains.
To obtain the PDF of the MS value, again the detour along the characteristic function is made. First, the characteristic function Ψ Σ m (u) of the summation over m can be calculated. Since the phase differences between chips are mutually dependent, the characteristic function is the product of cosines 
where, again, (14) has been applied. Although, strictly speaking, it is not correct to consider the different sums over m as independent random variables, their mutual correlation will be very small for small index differences m and a large number of contributing chips. Moreover, because of the term exp(−m 2 T 2 c /4σ 2 t ), the contribution of more distant chip pairs will be lower, especially for larger RBWs. This means that the assumption that the different summations over m are mutually independent is acceptable. In accordance to these considerations, the characteristic function of the summation over m can be written as a product
where
. Analogously, the characteristic function of the MS signal can be derived by multiplying all characteristic functions Ψ Σ m (u) for the different channels. Again, the same objections are valid regarding to the independence of the variables. The fourth-order approximation of the characteristic function of the MS signal can thus be written as 
. If, as a first approximation, only the terms of second order are retained, the probability distribution of the measured MS signal can be approximated by a Gaussian random variable with mean
and standard variation
To obtain the last expression, the sums of A m are calculated with the Poisson sum formula and it is assumed that σ f 1/T c . The expected MS value is proportional to the RBW and the summed power of the channels and is independent of the measurement period. The standard deviation on the MS value decreases with √ T s and is proportional to the summed power of the channels. If the standard deviation on the MS value is considered relative to the mean value, it appears from (39) that the standard deviation is inversely proportional to the square root of the product of the measurement period and the RBW.
If again the contribution of the noise is taken into consideration, the MS value measured by the spectrum analyzer will be given by
since the contribution from the signal and the contribution of the white noise can be considered as uncorrelated. Accordingly, the mean and the standard deviation on the MS signal are given by 
where for the standard deviation on the noise, it has been assumed that the measurement interval of the bin T s is much longer than the answer of the resolution filter σ t . Hence, if noise is present, it will be impossible to distinguish the contribution of the white noise to the measured signal from the WCDMA signal.
Once the PDF of the MS measurement is known, the PDF of the rms value is easily derived
with F ms (r 2 ) as the CDF of the MS signal distribution.
C. Positive-Peak Signal
To calculate the PDF of the positive-peak signal, an analogous method to the one described in [20] 
where f RṘR (r,ṙ,r) is the joint PDF of the stochastic process R(t), andṘ(t) is its first-order, andR(t) its second-order derivative to time. As a consequence, the probability that an arbitrary peak ρ of the signal R(t) in the interval ]t 0 , t 1 ] lies above the level m is given by
which is the ratio of the expected number of maxima during the time interval ]t 0 , t 1 ], that are larger than m, to the expected total number of maxima within the same interval. Since the positive-peak detector operates on the signal after the envelope detector, the positive-peak signal is restrained on the lower side by 0, and thus,N max ]t 0 ,t 1 ] (0) denotes the expected total number of maxima.
To derive the PDF of the positive-peak signal, the peak process (or the interarrival times between two successive maxima) should be known, which is difficult to analyze. However, if the assumption is made that successive maxima are mutually independent, analogous to [20] , the problem can be easily solved. Let M ]t 0 ,t 1 ] be the maximum measured signal over the interval ]t 0 , t 1 ], then M ]t 0 ,t 1 ] is equal to the maximum of all the peaks ρ i that have occurred during the interval
If the period is sufficiently long, due to the law of large numbers, the number of maxima in the period will be equal, with probability 1, to its expected valueN max ]t 0 ,t 1 ] (0). Since it has been assumed that the peaks are mutually independent, the cumulative distribution of M ]t 0 ,t 1 ] is given by
(50)
The joint PDF of the signal, leaving the envelope detector and its first-and second-order derivatives to time, can be found in an analogous way to the calculation of the PDF of the sampled signal. The joint characteristic function in the Cartesian coordinates of the real and imaginary signals s r and s i , and their first and second derivativesṡr i ,sr i , respectively, is given by
with
where, again, the dotted functions denote the first-order time derivatives, and the double-dotted functions denote the secondorder time derivatives. Once more, the second-order approximation of this product series is an exponential function, yielding
where the second-order approximation was rewritten as the characteristic function of a six-dimensional multivariate Gaussian distribution with covariance matrix Γ. U is given by [uuü vvv]. The corresponding PDF then becomes
If the frequency under consideration f o = v sw nT c falls within the flat-frequency part of the pulse-shaping filter, the pulse contribution functions, and analogously their time-derivatives, can be approximated by (11). The covariance matrix can then be written as
The submatrices Γ r and Γ i are equal. They can be elaborated by using the Poisson sum formulas, and only retaining the terms independent of time (which can be done if σ f 1/T c ), yielding
It should be noted that if σ t is chosen as the new time basis, and the signal levels are normalized to the root of the expected
, a dimensionless distribution is obtained, independent of the chip rate or the RBW. From now on, these scaled variables will be indicated with a hat. The joint PDF of the signal after the envelope detector can be found by a transformation to polar coordinates. To calculate the functionp max (t,r), the marginal distribution fR˙RR(r, 0,r) has to be known as
where K 1/4 (·) is the modified Bessel function of the second kind of order 1/4. This normalized marginal distribution is independent of the RBW and the chip rate. Since the marginal distribution does not depend on time, the expected number of maxima with a level above the normalized valuem can be written as
withν(m) denoting the expected rate of maxima above a normalized levelm in a fixed time interval σ t . The cumulative distribution of the maximum can then be written as
where only the exponent depends on time.
For long observation periods, the levels of the observed maxima will be located at the tails of the probability distribution fR(r). This means that an accurate description of the tail distribution is essential to calculate the PDF of the positive-peak signal. This is achieved by also enclosing the fourth-order terms in the joint characteristic function for the real and imaginary parts of the signal (but not for their time derivatives). The inclusion of fourth-order terms involves the multiplication of the second-order approximation (56) with the function G(û,v), which is given by
The multiplication of the characteristic function with G(û,v) implies in the probability domain the convolution of the joint PDF with the inverse Fourier transform of G (û,v) . After transforming to the polar-coordinate system, the fourth-order approximation ofp max (r) is given bŷ
and γ (4) (ŝ) is analogous to (21) , but where the pulse-shaping functions are scaled to √ µ ms , and dually, the magnitudeŝ is multiplied with √ µ ms . In Fig. 4 , the functionν(m) is given for both the secondand fourth-order approximations (compared to simulations of the signal using the model described in Fig. 1 ). If longer observation periods T s are considered, the behavior of (64) will be determined by the values ofν(m) for largem, and thus the second-order approximation of the behavior will no longer be valid. On the other hand, if multiple channels are transmitted, the second-order approximation will be relatively better compared to the single-channel case. Once the average mean rate of maximaν(m) is known, the CDF can easily be derived from (64).
Considering the internal noise of the spectrum analyzer, the second-order approximation of the cumulative distribution for the positive-peak detector will still be given by (64), where the levels, however, have to be normalized to √ µ ms,noise = √ πσ f (T c j g 2 j + σ 2 n ), while the procedure to obtain the fourth-order approximation remains the same. This implies that the correction term for the fourth-order approximation will be relatively less important, and thus, the second-order approximation will be more accurate. 
IV. DISCUSSION
Now that the stochastic description of the WCDMA signal measured by a spectrum analyzer has been determined for the different detector modes, the behavior of the measured signals can be compared. As a summary, the dependence on the measurement period T s of the mean and standard deviation of the measured signal level, respectively, are given in Figs. 5 and 6, respectively, for the different detector modes of the spectrum analyzer. The resolution filter was chosen as 100 kHz. The levels have been normalized to the square root of the MS level T c j g 2 j /(2 √ πσ t ) and should be corrected with this level to obtain the correct power of the signal. The mean value of the sample detector is somewhat lower than the root of the MS level, and the standard deviation for the sample detector is the largest. The mean of the rms detector deviates slightly from 1 but approaches 1 for larger measurement periods T s ; the standard deviation of the rms detector decreases for larger measurement periods T s and is smaller than the standard deviation of both the sample as the positive-peak detector. For the positive-peak detector, the mean increases with larger measurement periods, but the standard deviation decreases. It should be noted that, although the standard deviation of the peak detector is for small measurement periods of the same order as the standard deviation of the sample detector, the relative width of the PDF of the positive-peak detector will be much smaller due to its higher mean level. For longer simulation periods, the relative standard deviation becomes even smaller.
The predicted mean values agree very well with the simulated means for all detectors. The agreement between simulated and predicted standard deviations is rather good. For the rms detector, there is some divergence for short time periods, while for the positive-peak detector, the difference increases for Fig. 5 . Comparison between the expected values of the distribution of the measured UMTS signal for the different detector modes of a spectrum analyzer as a function of the length of the measurement period Ts. The levels have been normalized to the square root of the expected MS level. The chosen sweep time was 500 ms, the frequency span was 6 MHz, and the RBW was 100 kHz. For the rms detector, only the second-order approximation is given, and for the sample and positive-peak detector, the values obtained with both the secondand fourth-order approximation are shown. Simulation results are also indicated as a reference. Fig. 6 . Comparison between the standard deviation of the distribution of the measured UMTS signal for the different detector modes of a spectrum analyzer. The levels have been normalized to the square root of the expected MS level as a function of the length of the measurement period Ts. The chosen sweep time was 500 ms, the frequency span was 6 MHz, and the RBW was 100 kHz. For the rms detector, only the second-order approximation is given, and for the sample and positive-peak detector, the values obtained with both the secondand fourth-order approximation are shown. Simulation results are also indicated as a reference.
larger measurement periods. The second-order approximation performs well for the sample and rms detector, while for the positive-peak detector, the inclusion of the fourth order is necessary to predict the mean value of the measured level.
From Fig. 5 , it appears that the mean rms level of the signal can be estimated from the mean level measured with the positive-peak detector through division of the measured positive-peak level with the value ofμ, given in Fig. 5 , for the positive-peak detector, at the appropriate measurement period T s . This may be useful if there is no rms detector present in the spectrum analyzer. Another application is the estimation of the maximum rms level that has occurred for a WCDMA signal where the power levels are changing rapidly compared to the measuring period. In this case, the maximum power level could be estimated from the level measured with the positive-peak detector (using the time period of the power variation as "measuring period"), while the value returned by the rms detector would underestimate the maximum power level. It can be noted that the uncertainty on the measurement value is higher for the rms level estimated from the positive-peak detector compared to the level measured by the rms detector. If the measured signal level of the WCDMA signal is of the same order of magnitude of the noise floor of the spectrum analyzer, the curve ofμ for the positive-peak detector will tend more towards the second-order approximation. Hence, the derivation of the rms level, from the positive-peak value with the fourth-order curve, will imply an overestimation of the real rms level. It should also be noted that in the presence of noise, the measured signal will behave as a noise-free signal with a power level equal to the sum of the signal and the noise power. If the spectral density of the internal noise would be known, it is possible to estimate the power density present in the WCDMA signal by subtracting the noise power density, provided that the WCDMA signal is sufficiently stronger than the noise floor of the spectrum analyzer.
V. CONCLUSION
In this paper, the authors have determined, for the different detector modes, the behavior of the WCDMA signal measured by a spectrum analyzer. Analytical expressions for the PDFs or CDFs have been derived and have provided insight in both the characteristics of the signal and the operation of a spectrum analyzer. From these analytical expressions, the dependence on the measuring period of the mean measured level and of its standard deviation has been calculated. From the comparison, it appears that the rms detector is preferred to estimate the power of the WCDMA signal since it delivers the smallest standard deviation. It has also been shown that the rms level can be estimated from a positive-peak measurement if one takes into account the measuring period, although a higher uncertainty on the result is associated with this method. This is useful in the case where no rms detector is present in the spectrum analyzer or if one wants to measure the maximum power of a WCDMA signal with rapidly changing power levels. If the noise floor has the same order of magnitude as the measured signal level, the behavior of the measured sample and rms level will behave as if the power density of the WCDMA signal is increased with the noise power density. In the case where multiple equivalent WCDMA channels are active, or when the noise floor cannot be neglected compared to the WCDMA signal level, the behavior of the measured positive-peak level will resemble more the measurement of the white noise.
which yields for the characteristic function
