Using business survey data, we estimate an ordered probit model to explain the occurrence of producer price increases and decreases in the French manufacturing industry. Our results show that changes in intermediate input prices are the main driver of producer price changes. Changes in firms' labor costs, their production level, or the producer price index of their industry contribute less to the occurrence of price changes. Moreover, when they face a change in their costs, firms adjust their prices upward more often and more rapidly than they do it downward, especially when the shock is perceived as permanent.
I. Introduction
R ECENT years have witnessed a tremendous amount of research aimed at characterizing and explaining price stickiness at the microlevel (see, among many others, Bils & Klenow, 2004; Kryvtsov, 2008, and Nakamura & Steinsson, 2008 , for the United States; Dhyne et al., 2006, and Vermeulen et al., 2007 , for the euro area; and Baudry et al., 2007, and Gautier, 2008, for France) .
However, while we now have a large amount of empirical evidence about how often and by how much prices change, we have many fewer elements to assess, at the microlevel, the discrepancy between these price variations and those we would expect if prices were fully flexible, given the frequency and magnitude of changes in firms' economic environment. Do firm prices react as fast and as fully as they should when costs, demand conditions, or competitors' prices change? Answering this question is not easy. Although the available microeconomic databases about consumer or producer prices contain lots of information about these prices, they often lack information about the main determining microeconomic factors of price changes: costs and demand changes. Some studies have concentrated on the reaction of individual prices to inflation, considered at either the macroeconomic or the industry level (see Sheshinski & Weiss, 1977 , 1983 Cecchetti, 1986; Lach & Tsiddon, 1992; and , more recently, Fougère, Le Bihan, & Gagnon, 2009 , among many others). Unfortunately, although these studies help in understanding how firms react to changes in their relative price, they do not tell much about how they respond to demand and cost shocks they may experience. Another line of research, initiated by Blinder (1991) , provides some answers to these questions, based on survey data. Indeed, Blinder (1991) and Blinder et al. (1998) investigate the pricing behavior of U.S. manufacturing firms, focusing in particular on their reaction to changes in costs or the demand for their product. Following this seminal work, several central banks of the Eurosystem have recently conducted surveys to shed light on the pricing behavior of manufacturing firms in the euro area (see Fabiani et al., 2006 Fabiani et al., , 2007 for the euro area, and Loupias & Ricart, 2006, for France; see also Hall, Walsh, & Yates, 2000 , for the United Kingdom, and Apel, Friberg, & Hallsten, 2005 , for Swedish firms). One of the main conclusions of these surveys is that firms indeed change their prices less often than what changes in their environment would dictate in the absence of adjustment costs.
The route we pursue here follows that initiated by Buckle and Carlson (2000) who used data from the quarterly business surveys conducted by the New Zealand Institute of Economic Research to assess, at the firm level, the influence of input costs and demand variations on price changes (see also Rupprecht, 2008 , for a recent study based on Swiss business survey data). Our approach can also be considered to be parent to the papers by Peltzman (2000) , Levy, Dutta, and Bergen (2002) , Davis and Hamilton (2004) , and, more recently, Stahl (2005) and Eichenbaum, Jaimovich, and Rebelo (2011) who, among others, consider the link between price changes and either costs, wages, or wholesale price variations at the microlevel. In the Banque de France business surveys, firms are interviewed every month about the evolution of their prices-that of their intermediate input prices as well as about variations in the orders they receive, in their production, and in their inventories. Besides their monthly periodicity, a distinctive feature of the data we use is the merging we have been able to make with another firm-level survey about labor costs run by the French Ministry of Labor. We are then in a position to assess in a quite detailed manner the impact on prices of the variations of intermediate input prices, of wages, of the firm production level, as well as that of the sectoral producer price inflation.
More precisely, we specify and estimate an ordered probit model close to that considered in Cecchetti (1986) aimed at explaining, at the microlevel, the occurrence of monthly producer price increases and decreases in the French manufacturing sector from 1998 to 2005. In other words, we aim at explaining changes in the extensive margin of price changes, the importance of which has been recently emphasized by, for example, Caballero and Engel (2007) . Our results show that changes in the price of intermediate inputs are the main driver of producer price changes. Observed variations in the firms' labor costs, their production level, and the producer price index also appear to increase the likelihood of a price change, but their influences seem to be of lesser importance for explaining producer price variations. We also show that estimating an unconstrained dynamic model (where current and past cost or demand changes do not necessarily have the same impact) allows improving the estimation results as compared to those associated with a standard state-dependent model à la Cecchetti.
The remainder of the paper is organized as follows. Section II presents our data set together with basic empirical facts about price changes and changes in firms' environment. Section III describes the model. Estimation results are presented and discussed in section IV. Section V concludes.
II. Changes in Prices versus Changes in Firms' Environment: Some Basic Facts
According to a survey conducted by the Banque de France in 2004 (Loupias & Ricart, 2006) , about 25% of French manufacturing firms, having faced demand or cost shocks in 2003, did not change their prices during that same year. The same conclusion can be drawn from other surveys conducted in the United States (Blinder et al., 1998) and in other countries in the euro area : firms may choose not to modify their prices even when their environment changes.
The same message is conveyed by our data, consisting of the series of the Banque de France monthly business surveys, merged with the ACEMO surveys, conducted by the French Ministry of Labor. 1 In what follows, we first present the data we use and then provide a description of the price variations and changes in firms' environment as observed in the French manufacturing industry.
A. Data Sources
Banque de France Business Surveys. The pooling of the monthly Banque de France manufacturing industry business surveys over the period January 1996 to December 2005 constitutes our core database. This sample covers a significant fraction of the French manufacturing industry. Over the period, it represents about 1.4 million workers, about one-third of total employment of the French manufacturing industry. The statistical unit is a specific product, defined at the four-digit NACE level, produced in a given establishment. About 300 products are considered.
The large majority of surveyed entities consists of firms with only one establishment and only one of its products (the most representative of its production) is asked about. The set of business surveys from January 1996 to December 2005 contains about 480,000 observations, corresponding to about 8,800 different firms. Indeed, due to the continuous updating of the sample because of entries and exits of firms in the sampled population, as well as changes in the sampling process (for example, some products may be discarded while others are included at some point in the period), the sample is not balanced. The average number of units interviewed is about 4,000 per month.
The data are essentially obtained through phone interviews conducted during the first week of each month. Firms are asked about the evolution of some key variables (product prices, intermediate input prices, production, orders received, employment) during the month before and the twelve months elapsed since the same month one year before. They are also asked about the level of their finished product stocks and that of their capacity utilization, as compared to a normal situation. Finally, three questions are asked about the expected evolution of the product price and those of the firm production and employment levels over the next few months.
We use the following main variables in this study: For each of these variables, the information available is qualitative. Seven possible values of the evolution are considered: a large decrease, a moderate decrease, a small decrease, no change, a small increase, a moderate increase, and a large increase. However, we have grouped them together and distinguish only between decreases, increases, and absence of change. 3 The main features of this database, as well as those of the data set used for estimating the model, are presented in section IIB.
The Data Set on Wages: ACEMO Survey. One important limitation of the Banque de France business survey is the absence of information about the evolution of the firm's labor cost. In order to circumvent this problem, we have obtained access to another survey, ACEMO, carried out by the French Ministry of Labor. 4 The population covered by this survey consists of establishments with at least ten employees in the 2 We have also used the available information about variations in the amount of orders received and in the level of inventories for the purpose of robustness checks.
3 Results obtained when considering five outcomes (moderate to large decrease, small decrease, no price change, small increase, moderate to large increase) are presented in Loupias and Sevestre (2010) . 4 For a thorough presentation of the ACEMO survey, see Heckel et al. (2008) . nonfarm business sector, including both the private sector and state-owned companies. Data are collected by a mailed survey at the end of every quarter from about 38,000 establishments. The files have been made available to us for the period starting with the last quarter of 1998 and ending with the fourth quarter of 2005.
The ACEMO survey collects information about the level of the monthly base wage associated with a specific job position, not a specific worker. The definition of wages includes the employees' social security contributions but excludes bonuses, allowances, and other forms of compensation. Then one can observe a wage change because the wage of the worker occupying the position has changed or because the position is given to another worker with a different wage. The survey asks firms about the monthly base wage of up to twelve job positions belonging to one of four occupational categories (manual workers, clerical workers, intermediate occupations, and managers). For establishments with several relevant job positions, we have computed an average evolution of the wage cost using the available information about the structure of total employment of the establishment. This provides a satisfactory evaluation of the evolution of the labor cost incurred by firms. Indeed, as Heckel, Le Bihan, and Montornès (2008) emphasized, the base wage is a relevant indicator of the firm's wage cost since in France, the base wage represents 77.9% of gross earnings. Furthermore, most bonuses (like an extra month's pay or holiday bonuses) constitute a fixed part of earnings and are linked to the base wage. Performance-related bonuses, which are disconnected from the base wage, represent only a small fraction (3.2%) of workers' earnings.
The quarterly periodicity of this survey raises an important issue because the data obtained from the Banque de France business surveys are monthly. Two options were available for matching the two data sets: keeping the monthly frequency and making some assumptions about the unobserved timing of wage changes within quarters; alternatively, aggregating the business surveys over time to the quarterly periodicity. The first option has been preferred because it allows us to study more thoroughly the dynamics of price adjustments. Then we have assumed that wage changes are more likely to occur during the first month of each quarter. Two justifications can be given to sustain this assumption. First, in France, the minimum wage was, until 2009, usually adjusted according to the CPI inflation every year in July (the first month of the third quarter). Consequently, not only workers paid at the minimum wage saw their wage increased in July but also those in the lowest part of the wage distribution. Also, many wage increases become effective on January 1 each year. Indeed, a recent survey conducted about wage-setting practices in France (Montornès & Sauner-Leroy, 2009) shows that more than 75% of wage changes occur during the first month of the quarter when they take place (see also Avouyi-Dovi, Fougère, & Gautier, 2009 ). It then seems not too strong an assumption to consider that in the absence of any other information, wage changes that occur during a given quarter do so in the first month of this quarter. 5
Producer Price Indices. The last important information we have used is the evolution of producer price indices at the industry level. In order to maximize the matching, these production price indices have been collected from the INSEE Web site using the two-digit NACE decomposition of the manufacturing industry. However, some indices were not available for the initial years of the period or are terminating before the end of 2005, the last year for which the other data are available.
B. The Econometric Sample
Our econometric database results from the merging of the three databases described above. Clearly the matching between the list of establishments surveyed in the Banque de France business surveys and that of establishments of the ACEMO survey is not perfect. Moreover, the absence of production price indices for some industries at some periods also induces a loss of observations when the matching is done. Finally, a further trimming of this data set had to be done due to the presence of some missing observations but also because of the need to discard observations corresponding to left-censored price spells. Indeed, our model assumes that price changes are triggered on the basis of the evolution of the cost and production variables since the previous price change. Then, all left-censored spells (that is, all observations corresponding to spells for which the first observation did not immediately follow a price change) had to be deleted. A last loss of observations was also induced by the restriction that we imposed that a given firm product had to be observed over at least ten periods.
We ended with a sample containing 50,679 observations, corresponding to 2,226 products from 2,001 firms observed over at least ten months during the period October 1998 to December 2005. Its main characteristics are presented below.
C. Changes in Prices and the Firms' Environment
Table 1 provides statistics about the frequency of changes of the main variables in our analysis. The main characteristics of the initial databases used to build our econometric sample have been preserved.
About 20% of producer prices change every month. This figure is comparable to those presented in other studies (Vermeulen et al., 2007; Gautier, 2008) . These changes are almost equally shared between increases and decreases, as well as between permanent and transitory changes (we define a change at month m as permanent when the firm already experienced another change in the same variable and in the same direction at month m − 1 or at month m − 2). Cost changes are slightly more frequent than price changes. The proportion of increases for wage changes is, unsurprisingly, quite high. Intermediate input price decreases are roughly equally perceived as transitory or permanent, while increases are significantly more often perceived as permanent. Because of the nature of the data, we do not make this distinction for wage changes. However, given that our wage measure refers to the base wage, it seems reasonable to consider that almost all wage changes are viewed by firms as permanent ones.
Production and orders behave very much in the same way. They vary quite frequently: on average, every month, more than 60% of firms experience changes in their production or orders levels. More than half of these changes are increases, and, here again, increases can predominantly be considered to be perceived as permanent changes, while decreases are equally split between permanent and transitory changes. Inventories vary less than production and orders. Changes in inventories appear to split almost equally both between increases and decreases and between permanent and transitory changes. 6 Finally, firms face almost continuous changes in the production price index in their industry. However, it is striking to observe that more than half of these changes are decreases.
A final interesting characteristic of these changes is about their degree of synchronization. We have computed the Fisher-Konieczny index of synchronization for each variable (see Fisher & Konieczny, 2000, and Dias et al., 2005) , based on their quarterly frequency of changes. 7 Cost changes appear to be more synchronized than price or production changes. The latter, together with orders and inventory changes, appear to be the least synchronized changes. 8 Table 2 provides a cross-comparison of the frequency of price changes with that of the occurrence of changes in firms' environment. We consider that a firm experienced a change in its environment as soon as the price of its intermediate inputs, its wage cost, or its production level changed during the month under review.
Most changes in the environment do not induce a price change (the probability of observing a price change given that the firm environment has changed is only 22%). Figure 1 shows the distribution of individual firms' average estimated probability to change their price given that their environment has changed. This distribution is strongly concentrated in low values: almost 30% of firms never change their price the same month as their environment has changed, and the probability of a change is less than 0.2 for more than 60% of firms. At the other end of the spectrum, firms with a very high probability of implementing a price change given that the environment has changed are very few (less than 5% have a probability of changing their price greater than 0.8).
Table 2 also shows that the likelihood of a price change is significantly higher after a cost variation than what it is after a change in production. Despite the fact that the occurrence of production changes is much more frequent than that of cost changes, prices change much more often after the occurrence of the latter than what they do after changes in production.
Finally, table 2 provides more details about the link between price changes and variations in costs. It appears that changes in the price of intermediate inputs are a much stronger driver of price changes than wage changes. Although wage changes occur almost as often as variations in intermediate input prices, the latter induce many more price changes than the former. Possible explanations of this discrepancy will be considered when we discuss the econometric results. Table 3 makes the distinction between increases and decreases. Here again, prices react more, both positively and negatively, to changes in the price of intermediate inputs than to changes in wages. At first glance, there does not seem to exist a very strong asymmetry in the reaction of prices to cost changes. Although the probability of observing a price increase when costs increase is slightly higher than that of observing a price decrease following cost decreases, the response of prices to such variations is not much different whether these variations are positive or negative. However, we shall see later that this symmetry does not hold when asymmetry is explicitly allowed for in the econometric model.
III. The Model: State-Dependent Pricing
The model we consider is a quite simple state-dependent pricing model, close in spirit to that proposed by Cecchetti (1986) and considered by Buckle and Carlson (2000) and, more recently, by Aucremanne and Dhyne (2005) , Dhyne et al. (2011), and Rupprecht (2008) . In this model, firms are assumed to possibly adjust their price in reaction to changes in their environment (such as variations in input costs or in demand). However, they do not necessarily proceed to such changes because they may find it too costly to frequently adjust their prices due to the existence of price adjustment costs, either physical or those associated with the reactions of their customers.
A. Theory
The Optimal Frictionless Price. The main incentive for a firm to change its effective price is the magnitude of the discrepancy between the optimal price P * it accounting for changes in its environment and the price that will be effective if no change is decided, that is, the price at time t − 1, P it−1 . We may expect that the likelihood of observing a price change is higher the larger this discrepancy is. Empirically, the problem we are facing is that the optimal frictionless price, P * it , is not observable. In order to circumvent this problem, it is necessary to model this optimal price in a way that allows expressing it as a function of observable variables.
We consider a firm selling its product on a market where monopolistic competition prevails. Assuming a constant price elasticity of demand, a (a < −1), profit maximization leads to the usual equality,
where Mc it is the marginal cost. We derive this marginal cost from a simple static Cobb-Douglas cost function,
where Q it represents the firm production level, w it represents the wage cost, iip it the price of intermediate inputs, and A i( j)t unobserved variables affecting costs. Then we get
Note that the impact on the price of each factor cost is proportional to its share in the total cost. We may thus expect a stronger impact of changes in intermediate input prices than of wage changes. Indeed, the share of intermediate input costs in total production of French manufacturing firms was about 70% in 2005, while that of labor costs was 20% (SESSI, 2008) .
The quantitative impact of production changes on prices is dependent on α, the inverse of the returns to scale. The closer to 1 these returns are, the smaller is the impact of production changes on prices.
Given the impossibility of estimating all the A i( j)t parameters without making any restriction, we assume that they can be decomposed into three multiplicative components: a firmspecific effect A i , a sector-specific effect B j , and a third term representing a sectoral (common) time-varying component of prices C jt . Because of the large number of time periods and sectors in our data (T is greater than 100, and the number of sectors is also quite large), estimating this last component would induce a large loss of degrees of freedom. However, Dhyne et al. (2011) show the strong correlation that exists between the sector-specific producer price indices and such an estimated common (sectoral) component in prices. We have decided to approximate this unobserved component by the sectoral producer price indices at the NACE2 level (PPI jt ). We then set C jt = PPI δ jt , where δ is a positive parameter.
The Desired Price Change. The main driver of price changes is the discrepancy between the optimal (frictionless) price P * it and the effective price at time t − 1, P it−1 , that is, in logarithm, the difference p * it − p it−1 (=ln(P * it /P it−1 )). Unfortunately, in our data, neither P * it nor the level of P it−1 is observed. However, along a price spell that started at time t 0 , one has
Then we have p * it − p it−1 = p * it − p it 0 . Moreover, assuming as usual in state-dependent pricing models that when firms decide to adjust their prices, they fully adjust to the optimal price level, p it 0 = p * it 0 , the desired price change (Δp d it ) can then be written as
where Δ s x represents the variation of x over the course of the spell and
with PPI the industry-level producer price index. Then,
The desired price change, which corresponds to the variation of the optimal price from the start of the spell, is thus a function of the cumulative changes in wages, price of intermediate inputs, production level, and sectoral inflation. In order to measure all of the variables in the same way, so their coefficients are comparable to each other, the monthly changes in these four variables have all been synthesized as one of the following outcomes: increase (+1), decrease (−1), or no change (0).
The Price Change Rule. The last step of the modeling relates to the rule that governs the firm price changes. This rule states that when the forgone profit due to the difference P it − P * it is large enough to offset the cost incurred when changing the price, the price is changed. The resulting econometric model is presented below.
B. The Econometric Model and Method
The price change rule stated above can be summarized as
where cum_ii_ price is the sum of monthly changes in input prices since the previous price change, cum_wage that of wage changes, cum_ prod that of production changes, and cum_sect_ price that of sectoral price changes. Dum euro,J02 is a dummy variable taking a value of 1 for observations dated January 2002 (euro cash changeover) and 0 otherwise; Dum euro,02 is a dummy variable taking a value of 1 for observations dated between July 2001 and June 2002, that is, six months before and six months after the Euro cash changeover. Along the same lines, we define Dum VAT ,A00 as a dummy variable for the decrease in the VAT rate that occurred in April 2000 and Dum VAT ,00 as a dummy variable for the months January to April of the same year. Indeed, for both the euro cash changeover and the VAT rate change, we suspect that their effect might have spread over several months. The model also allows heterogeneity in the thresholds q τi( j)t across years, industries, and products. More precisely we assume that
where the industry and time effects (resp. θ j and η t ) are fixed parameters to be estimated while μ i is a product-specific random effect, normally distributed and possibly correlated with the regressors. q τ , τ = 1, 2 are the threshold parameters.
Because our data have a panel structure, we can check for the possible existence of unobserved heterogeneity. We have then estimated our model both with and without unobserved heterogeneity. More important, besides the question of the possible existence of unobserved heterogeneity, one must consider the possibility that some regressors are endogenous. There are indeed several reasons that this may be the case. First, because of the nature of our data, it is most likely that the available statistical information is subject to measurement errors. In particular, our assumption about the calendar of wage changes does not strictly correspond to their real timing. Card and Sullivan (1988) have pointed out another reason that some regressors are quite likely to be endogenous. Their argument is that in state-dependent models, the value of a regressor that cumulates past values of a variable (such as past variations in wages) over the duration of a spell is clearly dependent on the firm's past decisions regarding the endogenous variable. Indeed, the less frequently a firm changes its price, the higher is the value of the cumulative sum of its past wage variations over a price spell, at least when these variations are of the same sign. Thus, the state-dependent regressors in the model may be endogenous. Finally, a last possible cause of endogeneity is the likely simultaneity of the firm decisions regarding its price, production level, and wages paid to its workers, which may induce some contemporeanous correlations between these variables.
In order to tackle these endogeneity problems, we adopt a combination of the approaches suggested by Rivers and Vuong (1988) and Wooldridge (2005) . That is, we include in the model the estimated residuals of the first-stage regressions of the state-dependent regressors on a set of instrumental variables, as suggested by Rivers and Vuong (1988) . More precisely, we first regress our state-dependent regressors (cum_ii_ price, cum_wage, cum_ prod and cum_sect_ price) on the lagged values (with lags 1 to 6) of the observed variations of the corresponding variables-the lagged values of the month-to-month changes of intermediate input prices (ii_ price it−k ), output ( prod it−k ), wages (wage it−k ), and the sectoral price index, that is, the sectoral inflation (sect_ price it−k ). Our instruments set also contains a set of industry and year dummies as well as dummies for the VAT change that occurred in April 2000 and the euro cash changeover in January 2002. The former instruments are nothing but the lagged first differences of the cumulative sum defining the state-dependent regressors. Intuitively, what we do here is quite similar to the now usual approach of instrumenting endogenous regressors in panel models by their own lagged first differences (see Arellano & Bover, 1995) . Moreover, six months is the average duration of the producer price spells in our sample (and in other data sets as well; see Gautier & Sevestre, 2006) . Then imposing a fixed number of lags in the first-stage regression whatever the duration of the spell is expected to break the dependence between the past price decisions and the value of these cumulated changes. Indeed, this means that we regress cumulated changes computed over spells lasting from 1 month to more All of the estimated models include industry-specific and year dummies. The last two models also include estimated first-step residuals to tackle the endogeneity of the state-dependent regressors à la Rivers-Vuong. The complete results are available in the online appendix. The marginal effects give the probability change associated with the occurrence of an increase in X (X going from 0 to 1); other variables are evaluated at the sample mean. than 24 months on the same set of the first six lagged values of the first differences of our regressors. Finally, in order to tackle further the endogeneity associated with the implicit dynamic nature of the model, we follow Wooldridge's (2005) suggestion and include the first individual observation of the dependent variable as a regressor in our model. 9 This should also help to weaken the correlation between the unobserved heterogeneity (if any) and the state-dependent regressors. Table 4 provides three sets of estimates of the statedependent model. The results in columns 1 to 4 show that ignoring the endogeneity of the state-dependent regressors leads to a strong underestimation of their impact on the probability of a price change. Columns 5 to 8 contain the estimates associated with the endogeneity treatment à la Rivers and Vuong (1988) , and columns 9 to 12 contain, following Wooldridge (2005) , a further treatment of the possible endogeneity that would be implied by the presence of unobserved heterogeneity.
IV. Econometric Results

A. Estimates of a Standard State-Dependent Model
The comparison of the estimates associated with the two methods either ignoring or accounting for the possible existence of unobserved heterogeneity indicates that the magnitude of this unobserved heterogeneity is quite limited. Indeed, the estimated ρ (representing the ratio of the individual effects variance to the total variance of the disturbances) 9 This approach has also been adopted by Aucremanne and Dhyne (2005) in a similar context. However, we stick here to the initial suggestion of Wooldridge and use the first available observation of the dependent variable as a supplementary regressor. This is possible because our convention for defining the start and the end of price spells is different from that used in Aucremanne and Dhyne (2005) . In our case, a price change terminates a price spell.
is rather small (about 0.13), and the estimated coefficients and standard errors do not change much from one setup to the other. This does not necessarily come as a surprise as we are modeling price changes here. While unobserved heterogeneity is certainly an important component of the variability of the product's price level, it is likely to be of a lesser importance when considering price changes. Indeed, the variables underlying this unobserved heterogeneity in levels, such as the product's differentiation, and the level of competition, are likely not to vary much from month to month. Their contribution to price variations may then be less important. However, the other justification we provided for the existence of product individual effects was a possible heterogeneity in the thresholds defining the different magnitudes of price changes. Our results then indicate that once industry differences are taken into account, the remaining unobserved heterogeneity of these thresholds across products within a given industry is not very important.
Coming to the main economic messages conveyed by these estimates, one can first observe that cumulated changes in the price of intermediate inputs are the main driver of price changes. According to the estimates provided in the last set of columns, an increase in intermediate input prices leads to an increase of 4.1 percentage points of the probability of a price increase (10.5% on average) and a decrease of 3.3 percentage points of that of a price decrease (8.4% on average). According to these estimates, the overall frequency of price changes is not very sensitive to variations in input costs. When they face an increase in these costs, more firms increase their prices, but an almost equivalent number of firms that otherwise would have lowered their price switch their decision to a price stability decision (see Baudry et al., 2007, who show also that this seems to be the case for consumer prices and Klenow and Kryvtsov, 2008 , who obtain the same result on U.S. data). However, this result is challenged by other estimates, which we present below.
The impact of cumulated changes in wages appears to be quite low and hardly significant. A first possible explanation might be that our econometric procedure does not solve the measurement problem we have with this variable, thus inducing a downward bias in the estimated coefficient. As the results presented in the next section will show, this is not the case. Another possible explanation of this low impact of wage changes on prices might be that the impact of wage variations on price changes cannot be represented by the standard state-dependent model that we consider here. This is a path we explore in the next section.
Variations in the production level of the firm have a significant but rather low impact on the likelihood of a price change. This result is in line with the descriptive statistics presented in section II: firms' prices are more reactive to cost changes than they are to production changes. A first explanation of this result lies in the observed differences of synchronization between production changes and cost changes (see table 1 ). Cost changes are more synchronized, and firms may then be less reluctant to change their price following a cost shock than after a demand shock because there is less uncertainty about other firms' decisions in the former case. Another explanation is simply that at the microeconomic level, returns to scale are, on average, almost constant in the manufacturing industry (Basu & Fernald, 1997) , and thus marginal costs do not vary much with the production level. Finally, the impact of variations in the sectoral price index also appears limited. This is likely to be a consequence of the almost continuous variation of these indices. Reacting to these changes would require firms to adjust their prices continuously, but this is considered to be too costly.
Finally, our estimates show a significant positive impact of the VAT change that occurred in April 2000. This result is at first sight a bit difficult to interpret as the VAT rate was lowered from 20.6% to 19.6%. However, this is likely to reflect the acceleration of producer price inflation that occurred in 2000, the year that followed the introduction of the euro in firms' financial transactions (1999) . Indeed, in 2000, the monthly frequency of price changes reached 25%, of which 18.5% were increases. On the contrary, the euro cash changeover of 2002 does not appear to have significantly affected producer prices.
B. Are Current and Recent Variations in the Environment
More Likely to Induce Price Changes?
In the model, it is implicitly assumed that the impact on price changes of each past variation of costs or production level is the same. Indeed, price changes occur depending on the value of the desired price change Δp d it , which we can write as
However, one can wonder whether more recent variations in costs or demand have a stronger impact on a firm's likelihood to change its prices. Indeed, if a past shock did not lead the firm to proceed to a price adjustment, the contribution of this shock for explaining a future price change is potentially of less importance. In other words, firms would discount past losses due to unadjusted prices. A possible rationalization of this behavior would be that despite the absence of adjustment of their prices to a shock, firms might well have proceeded to other kinds of adjustments, namely, quantity adjustment regarding their inputs, thus being able to partly offset the shock: shocks on input prices may lead to some input substitution, while shocks on demand may lead firms to adjust their inventories accordingly (see Aguirregabiria, 1999) . In order to check whether assuming a constant impact of past costs and production changes is a valid assumption, we have estimated a model where we do not impose this restriction. Thus, we have decomposed the desired price change Δp d it as
This model reduces to the standard state-dependent model presented above as long as all Ψ j 's equal unity. 10 The results that have been obtained are presented in table 5. 11 The main conclusions drawn from the previous results remain valid here: intermediate input price changes, are the most important driver of price changes, while changes in the production level still appear to have a modest impact.
Some differences with the previous estimates are, however, worthy of notice. First, the results obtained with this more flexible model show that wages do have a significant impact on the probability of seeing price changes. Indeed, an increase in wages raises the probability of a price increase by 3.9 percentage points and lowers the probability of a price decrease by 2.6 percentage points. This shows that wage changes do have an impact on price changes. Nevertheless, their influence remains much lower than that of intermediate input price changes. Indeed, an increase in the price of intermediate inputs raises the probability of a price increase by 55 percentage points, which is more than ten times the impact of the occurrence of a wage change. What can explain such a difference?
As the theoretical model predicts, the first explanation of this difference lies in the relative importance of these two factors in the total production cost. The share of intermediate All the estimated models include industry-specific and year dummies. The last two models also include estimated first-step residuals to tackle the endogeneity of the state-dependent regressors à la Rivers-Vuong. The complete results are available in the online appendix. The marginal effects give the probability change associated with the occurrence of an increase in X (X going from 0 to 1). Other variables are evaluated at the sample mean. input costs in total production of French manufacturing firms was about 70% in 2005, while that of labor cost was 20% (SESSI, 2008) . 12 It is then quite natural for even rather small shocks on intermediate input prices to have a stronger impact on prices than wage changes do. Second, the intermediate input price changes are, on average, of a larger magnitude than those of wages, thus leading to a higher likelihood to induce a price adjustment. Indeed, according to Heckel et al. (2008) , the average wage change in the French manufacturing industry was, for the period covered, slightly above 2.2%, while changes in intermediate good prices reported in Gautier (2008) were about 4%. Then, in terms of profit, the consequences of a delayed adjustment to changes in wages are less important than those of a variation in input prices. This makes it easier for firms to postpone a price change whenever a wage change occurs. Another difference may also play a role: intermediate input prices are essentially exogenous to the firm as well as more volatile and less easily predictable than wage changes. Firms would then more easily postpone the price adjustments induced by wage changes until they proceed to price changes induced by intermediate input price variations. This would explain why we observe so few price 12 Leith and Malley (2007) show that the same is true in the U.S. manufacturing industry.
changes when wages change but other costs remain stable (see table 2 ).
A last argument that may explain this limited impact of wage variations on prices is the possibility that firms will benefit from productivity improvements. Indeed, several studies have pointed to a limited sensibility of wages to productivity changes (see Biscourp, Dessy, & Fourcade, 2005; Cardoso & Portela, 2009; Guiso, Pistaferri, & Schivardi, 2005; and , more recently, Katay, 2008, and Fuss & Wintr, 2009) . It is also likely that some firms may partially offset the consequences of wage increases through the adjustment of their labor input (hours worked or number of employees; see Fuss, 2008) . Finally, other characteristics of input price and wage changes, such as their synchronization or their transitory or permanent duration, do not significantly differ and thus do not explain these results.
These new estimates also indicate that production changes affect prices with a lag. The current production variation is not significant, while the first two lags, as well as the remaining cumulated changes, are significant. Firms would react with some delay to production changes while they react more promptly to cost changes. Two explanations can be given for this result. First, firms might prefer not to react immediately to production level changes before they have assessed whether these changes are transitory or expected to last. Second, as the descriptive statistics provided in section II indicate, the synchronization of the production changes is quite low. Then, because of the uncertainty regarding their competitors' pricing decisions, firms may be reluctant to change their price too often or too early.
Finally, a last noticeable point relates to the impact of the sectoral producer price index variations. Indeed, although slightly decreasing over time, the time profile of the price reaction to these sectoral price changes (which firms consider to be an indicator of the average reaction of their competitors) is essentially constant. In other words, although estimating a more flexible model than the usual state-dependent model entails different conclusions about the impact of costs and production level changes, the two models lead to broadly similar conclusions regarding the impact of the sectoral inflation on price changes. Thus, these results tend to confirm the approach generally taken to study the impact of inflation on price changes (Cecchetti, 1986; Lach & Tsiddon, 1992; Fougère et al., 2007, among others) . It is also worth noticing that including sectoral price indices as well as time dummies amounts to disentengling idiosyncratic and common shocks. Indeed, the coefficients of the microeconomic variables can then be interpreted as measuring the impact of idiosyncratic shocks. 13 Our results thus invalidate one of the assumptions in Caplin and Spulber (1987) , as they tend to confirm the important role of idiosyncratic shocks for explaining price changes as emphasized, in a different context, though, by Mackowiak and Wiederholt (2009) .
The leading role of intermediate input price variations in explaining price changes and the secondary roles of wage changes, producer price variations, and production changes is robust. 14
C. Permanent Shocks, Transitory Shocks, and Asymmetries
Whether price adjustments in reaction to positive and negative shocks are symmetric is still an open issue (see Peltzman, 2000; Ray et al., 2006; Levy et al., 2008; Müller & Ray, 2007; Fabiani et al., 2006, and Loupias & Ricart, 2007) . Indeed, the existing literature does not come to a consensus on this question. The descriptive statistics provided at the beginning of this paper (see table 3) seemed to point to a quite limited degree of asymmetry in the conditional probability of price changes following cost shocks. In order to check the robustness of this statement, we have estimated a model in which we allow prices to react differently whether 13 We have also estimated two variants of the model: one where time dummies have been discarded, the other where both time dummies and the producer price index variations have been excluded. The estimation results, available in an online appendix, show that while discarding these variables from the model induces some slight changes in the estimation results, our conclusion about the secondary role of wage and production changes as a trigger of price changes remains.
14 This robustness has also been checked by estimating another variant of the model where we have replaced production variations by those in orders and in inventories. The complete results are provided in an online appendix. the observed variation in cost or production is positive or negative. The model also distinguishes between permanent and transitory shocks. Indeed, in an inflationary context, firms may consider that cost increases are more likely to be permanent than cost decreases. The estimation results are provided in table 6. 15 Permanent intermediate input cost increases induce price increases more frequently than temporary ones. This is an expected result as firms may reasonably anticipate that their competitors will also increase their prices when they observe repeated increases of their intermediate input prices. Indeed the degree of synchronization of input price increases is larger than that of price decreases (the Fisher Konieczny index equals 0.41 for the former versus 0.28 for the latter). However, our estimates also show that while transitory decreases in the input prices significantly raise (resp. lower) the likelihood of a price decrease (resp. increase), permanent decreases do not seem to trigger price decreases in a significant way. Nevertheless, a permanent decrease in the sectoral producer price index significantly raises the likelihood of a price decrease. These two results taken together seem to indicate that firms consider that permanent decreases in input prices are more likely to be common to all firms in their industry and thus to be incorporated in the evolution of prices at the sectoral level.
The impact of wage changes appears to be stronger here than previously estimated, in particular in the case of wage decreases that have a quite strong impact on the probability of a price change. This may be an indication that wage decreases are associated with a labor management policy whereby firms try to gain in competitiveness, which explains why, when wage costs are lowered, these gains are rapidly incorporated in prices. One must, however, keep in mind that such wage decreases are quite infrequent. Finally, our results also point to a strong asymmetry in the way prices are adjusted to the sectoral price inflation. Firms frequently adjust their prices when they observe an increase in their sectoral producer price index but do not seem to do so when this index decreases. This is not a surprise in an environment where, except for a few specific industries, inflation is positive. The need to lower prices is less stringent than to increase them when costs rise. It is also worth mentioning that, here again, the profile of the price reaction to sectoral price increases is quite flat. Finally, the estimated impact of the reaction of prices to production changes is hardly significant, thus confirming that production variations do not seem to play an important role in explaining price changes. However, further research is called by this result, which is not in total accordance with the survey results provided in Fabiani et al. (2006 Fabiani et al. ( , 2007 . 15 We also estimated models including expected variations of the price determinants for month t + 1. Although the expected production appears to have an impact on prices in one model, the estimation results are much less conclusive when we consider asymmetries and distinguish between permanent and transitory shocks. This lack of robustness led us to decide not to include these results in the paper. All the estimated models include industry-specific and year dummies. The model also includes estimated first-step residuals to tackle the endogeneity of the state-dependent regressors à la Rivers-Vuong. The complete results are available in the online appendix.
V. Conclusion
In order to evaluate the impact, at the microlevel, of changes in firms' environment (in terms of intermediate inputs prices, wages, demand, and sectoral prices) on their price decisions, we estimate several variants of a statedependent model explaining price increases and decreases. The corresponding ordered probit models are estimated using a sample of 2,001 firms from the French manufacturing sector observed between 1998 and 2005. Changes in the price of intermediate inputs are the main driver of producer price increases and decreases. Firms also react significantly to changes in their labor costs or in the producer price index of their industry, but their influence seems to be of lesser importance. Indeed, intermediate inputs represent about 70% of total costs against about 20% for wage costs; moreover, the magnitude of input price changes is, on average, significantly larger than those of wage changes or of producer price indices. Finally, production variations appear to have a limited impact on the likelihood of changing prices. The resulting ranking, by degree of importance, of the various factors explaining producer price changes is in line with that obtained from the various surveys conducted in the euro area (see Fabiani et al., 2006 Fabiani et al., , 2007 .
We also show that allowing for differences in the impact of current and past changes in the firms' environment on their price decisions improves estimation results. Finally, our results point to an asymmetry in price adjustments. When they face cost variations, firms appear to adjust their prices upward more often and more rapidly than they do downward. This is even more the case when the input price variation is considered to be permanent.
