We present results on the ballistic and diffusive behavior of the Langevin dynamics in a periodic potential that is driven away from equilibrium by a space-time periodic driving force, extending some of the results obtained by Collet and Martinez in [5]. In the hyperbolic scaling, a nontrivial average velocity can be observed even if the external forcing vanishes in average. More surprisingly, an average velocity in the direction opposite to the forcing may develop at the linear response level -a phenomenon called negative mobility. The diffusive limit of the non-equilibrium Langevin dynamics is also studied using the general methodology of central limit theorems for additive functionals of Markov processes. To apply this methodology, which is based on the study of appropriate Poisson equations, we extend recent results on pointwise estimates of the resolvent of the generator associated with the Langevin dynamics. Our theoretical results are illustrated by numerical simulations of a two-dimensional system.
Introduction
Nonequilibrium transport has attracted a lot of attention in recent years both in the mathematical physics and physics literature. It is by now well understood that simple low dimensional systems that are driven away from equilibrium can exhibit quite complicated behavior such as stochastic resonance [9] , directed transport [38] , absolute negative mobility [29] and giant enhancement of diffusion [39] . In particular, simple stochastic differential equations (SDEs) with space-time periodic coefficients have been proposed in recent years as models for Brownian motors. A natural question is whether SDEs with space-time mean zero coefficients can give rise to a nonzero effective drift. This question was studied in detail in [5] . The goal of this paper is to refine and extend the results obtained in this paper.
The long time dynamics of SDEs with space-time periodic coefficients is characterized by an effective drift, whereas fluctuations around the macroscopic directed transport are described by an effective Brownian motion with covariance matrix D. The rigorous mathematical analysis of such models is based on proving the law of large numbers (ergodic theorem) at the hyperbolic timescale [5] and a functional central limit theorem [37] at the diffusive timescale. These problems are closely related to the theory of homogenization for parabolic PDEs (and of the corresponding stochastic differential equations) with space-time dependent coefficients [1, Chapter 3] . Homogenization problems for Brownian motion in a space-time periodic potential were also studied in [10] .
On the other hand, nonequilibrium perturbations of systems at equilibrium can be used for calculating transport coefficients using linear response theory and the Green-Kubo formalism [25, 40] . Linear response theory can be rigorously analyzed for certain stochastic systems [22, 27, 18, 42] , and higher order corrections can also be obtained [26] . The rigorous analysis of linear response theory and of the Green-Kubo formalism is very closely related to homogenization theory, in particular the systematic use of Poisson equations for obtaining formulas for transport coefficients. As an example we mention [18] where the linear response theory/Poisson equation formalism for the Langevin dyanamics is used to calculate the shear viscosity coefficient.
Stochastic dynamics in a bistable potential under the influence of an external time periodic forcing can exhibit stochastic resonance, whereby the stochastic trajectories are tuned in an optimal way to the deterministic forcing [17] . Frequency resonance can also appear for periodic potentials and for the underdamped Langevin dynamics, and it can be used in order to optimize the effective drift.
In this paper we consider perturbations of the equilibrium Langevin dynamics, obtained by adding a space-time periodic external force. We consider a system evolving in a periodic medium. The microscopic configuration is (q, p) ∈ M×R d , where M is the unit cell of some periodic lattice (for simple cubic lattices, M = (LT) d where T = R\Z is the unit torus in dimension one). The equilibrium Langevin dynamics reads
We will consider the nonequilibrium dynamics obtained by adding a space-time periodic driving force :
In these equations, γ > 0 is the friction coefficient, Wt is a standard d-dimensional Brownian motion, the mass matrix M is a positive definite d × d matrix, and β = (kBT ) −1 is inversely proportional to the temperature and kB denotes Boltzmann's constant. Throughout this work, we will assume that Assumption 1. The potential V : M → R and the external force F : T T × M → R are smooth and M-periodic, and the external force is also time dependent with period T .
The dynamics (2) has been studied in detail for constant external forcings [42, 26] and for particular types of space-dependent forcings [18] . In this paper we will focus on spatiotemporal periodic external forcings. It can be proved that the dynamics (2) has a well-defined steady state (see Propositions 1 and 3). When η = 0 (so that the dynamics is (1)), this steady-state is given by the canonical measure µ(q, p) dq dp = 1 Z e −βH(q,p) dq dp,
where H(q, p) = V (q) + 1 2
is the Hamiltonian of the system. When the external force is constant, the systematic driving manifests itself through some average nonzero velocity in the system. When the external force is non-constant, and in particular when its space-time average vanishes, it is unclear whether a nontrivial average velocity can be observed. The surprising result by Collet and Martinez [5] is that, in fact, there is in general a nonzero average velocity even if the space-time average of the external force is zero. Our aim in this article is to refine and complete the results obtained in [5] where the case V = 0 was studied. In particular, we present a more detailed analysis of the problem of convergence to equilibrium for the dynamics (2), we show that this system can exhibit the phenomenon of absolute negative mobility, we analyze the phenomenon of mobility resonance for (2) and we prove a functional central limit theorem (homogenization theorem) for the particle position, under the diffusive rescaling. Our theoretical results are supported by numerical simulations.
Main results and organization of the paper
The main results of this work are the following.
(1) Proposition 4 shows that the linear response of the average velocity is generically nontrivial even if the external force vanishes in average (provided its time-average is non-gradient, see Remark 2). The results we obtain extend the ones presented in [5] , by taking into account a nonzero potential V and giving explicitly the expression of the average time dependent velocity in the system.
(2) Upon adding an appropriate constant force we are also able to find situations in which the average velocity and the average external force experienced by the system are in oppposite directions (see Section 3.2). This phenomenon therefore corresponds to a situation of negative mobility. We emphasize the fact that we observe negative mobility at the level of linear response. In the existing literature negative mobility has been observed at the nonlinear response level, for time-independent forcings; in particular, a subtle interplay between periodic and static forcings at low temperatures were needed for this effect to be observed [29] .
(3) Resonance effects for the average drift in (2) are studied in Section 3.3. We give mathematical properties of the amplitude of the time dependent response as a function of the period of the forcing, and present numerical results illustrating the phenomenon of resonance. To the best of our knowledge, these are the first results on such resonance effects for Langevin dynamics, while there are plenty of studies on the resonance of the average drift for overdamped Langevin dynamics, see for instance [9] .
(4) The effective diffusion obtained in a diffusive space-time scaling is studied in Section 4, for arbitrary forcing magnitudes η. We show in particular that the effective diffusion matrix varies at second order in η when the time average of the forcing is 0.
The rest of the paper is organized as follows. After studying the convergence of the dynamics to its (time dependent) stationary state in Section 2 for arbitrary perturbations η, we prove in Section 3 various results on the linear response of the average velocity, and finally consider the diffusive regime in Section 4. The proofs of the results presented in Sections 3 to 4 are gathered in Section 5. Numerical simulations for a simple two-dimensional potential, used to illustrate our findings are presented throughout the paper.
Convergence towards the nonequilibrium steady state
We first introduce some notation. We denote by
the extended phase-space. The (time dependent) generator of the process (2) is A0 + ηA1, with
We denote by A † 0 and A † 1 the adjoints of the generators (i.e. Fokker-Planck operators) on the space L 2 (E ). We also introduce the family of Lyapunov functions for n 1,
and the corresponding L ∞ norms on functions f (t, q, p) defined on E :
Finally, for an element t ∈ R, we denote by [t] the unique element of [0, T ) such that t − [t] ∈ T Z, i.e. the value of t modulo the period T .
The first convergence result shows that the process stabilizes around a limit cycle described by a time dependent (periodic) invariant measure.
Proposition 1 (Uniform convergence to a limit cycle). Fix η * > 0 and n 1. There exists a unique probability measure ψη(θ, q, p) on T T × M × R d and constants Cn, λn > 0 (depending on n and η * ) such that, for any initial distribution (q0, p0) and for any
where, for θ ∈ T T, the spatial average of f reads
f (θ, q, p) ψη(θ, q, p) dq dp.
The invariant distribution is smooth, positive (ψη(t, q, p) > 0 for all (t, q, p) ∈ E ) and satisfies the FokkerPlanck equation
Finally, it has has finite moments of order 2n uniformly in the time variable
Kn(q, p) ψη(θ, q, p) dq dp Rn < +∞,
and has uniform marginals in the time variable:
ψη(θ) = E ψη(θ, q, p) dq dp = 1 T .
Upon averaging in time, standard convergence results can be recovered, such as the following Law of Large Numbers, which will prove useful to study the effective diffusive behavior.
The invariant measure can be fully characterized in the linear response regime as a perturbation around the equilibrium measure µ defined in (3), for forcings sufficiently small. Let us emphasize that this result is perturbative, in contrast to the convergence statement given by Proposition 1. Similar results have been obtained for different stochastic systems in [23] .
Proposition 3 (Series expansion of the invariant measure for small forcings). There exists C, r > 0 such that, for |η| < r, the invariant measure is given by the following series expansion in η:
with E |̺m(t, q, p)| 2 µ(q, p) dq dp dt C r m , E ̺m(t, q, p) µ(q, p) dq dp dt = 0.
The functions ̺m are not explicitely known, but are defined as solutions of appropriate Poisson equations (see Section 5.2). The leading order correction ̺1 is particularly important since it governs the linear response.
3 Linear response of the velocity
General result
For a given perturbation strength, define the time dependent spatially averaged velocity
−1 p ψη(t, q, p) dq dp for any t ∈ [0, T ], and the associated linear response
To decompose V (t), we introduce the (unnormalized) Fourier modes on L 2 (T T)
and first decompose the real-valued external force as
with
Note that F−n = Fn (the bar indicating here complex conjugation).
The following result (proved in Section 5.3) shows that each time harmonic of the linear response of the time dependent velocity is directly proportional to the corresponding harmonic of the external force. We will use the notation
for the marginal density of the canonical measure in the position variables ( Z denotes the normalization constant), and, for a given operator A, consider the element Ap as the vector with components Api.
Proposition 4. The linear response of the time dependent spatially averaged velocity can be related to the external force as
where the position-dependent diffusion matrix reads
the expectation in the first equality being with respect to canonically distributed initial momenta p0, and for all realizations of the equilibrium Langevin dynamics (1) starting from (q, p0). In particular, the average (time-independent) velocity depends only on the component F0 of the external force:
Remark 1. Proposition 4 refines the results of [5] in two ways: (i) it gives and expression of V (t) and not only of its time average, and (ii) it highlights the fact that F0 solely determines whether the average velocity vanishes or not.
Remark 2 (The average velocity vanishes for gradient perturbations). When F (t, q) = F0(q) = −∇W (q), the process has an invariant measure whose explicit expression is known: it is the canonical measure associated with the potential energy function V + ηW . In this case, the average velocity should vanish. In fact, the average velocity V is zero as soon as the time-averaged external force is given by the gradient of a scalar function: F0(q) = −∇W (q), as can be seen from (13) . Indeed, with expectations taken for all initial conditions distributed according to the equilibrium steady state µ defined in (3) and for all realizations of the equilibrium Langevin dynamics (1),
where we have used the time-reversal invariance to go from the first to the second line (namely A * 0 = RA0R where Rϕ(q, p) = ϕ(q, −p), hence (e tA 0 ) * = Re tA 0 R). We now use the fact that, for any τ > 0,
The second expectation vanishes. For the first expectation we use the fact that, by ergodicity, the law of qτ has some limiting behavior whatever the choice of p0, so that
Numerical illustration
We illustrate the results from Proposition 4 with some numerical results. We consider a single particle of mass 1 in the two-dimensional potential
where q = (x, y). The numerical scheme is obtained by a Strang splitting between the Hamiltonian part and the fluctuation-dissipation part (including the nonequilibrium forcing). More precisely, denoting by (q n , p n ) approximations of (qn∆t, pn∆t) (to simplify the notation, we do not explicitly denote the dependence on η),
with α = e −γ∆t M −1 /2 and where G n , G n+1/2 are i.i.d. 2-dimensional Gaussian random vectors. We refer to [28] for a numerical analysis of the errors on the linear responses computed using this numerical scheme.
The average time dependent velocities V (t) are approximated at the times τi = i∆t ∈ [0, T ], for i = 1, . . . , I with I∆t = T . These approximations are numerically computed as longtime averages over trajectories (q n , p n )n=1,...,N of (15) (with N/I ∈ N) by considering velocities only at times τi, τi + T, τi + 2T, . . . :
The average, time-independent linear response V is then approximated by fitting the linear dependence of the average velocity
as a function of η using a least-square fit.
In the numerical experiments reported below, the numerical parameters are set to ∆t = 0.01, β = 1, γ = 1, and the dynamics was integrated over N = 4.5×10
9 time-steps. The maximum value of the forcing strength is ηmax = 1. We performed R = 100 independent simulations with equally spaced intermediate values ηmax/R, 2ηmax/R, . . . , ηmax.
We consider non-gradient external forcings of the form
with n ∈ N. The results are presented in Figure 1 . We tested the values n = 1, 2, 3, 4. nontrivial responses are obtained for four of them. In this simple example, the forcings in the x direction induce a first-order response in the x and y directions (not documented in the pictures of Figure 1 ; the response in the y direction roughly is 5 times smaller than the response in the x direction). 
Negative mobility
The physical interpretation of (13) is that a nontrivial velocity can be observed when the spatial modes of the position-dependent diffusion matrix D0(q) are excited by the external forcing. The aim of this section is to make this observation precise, and use it to construct situations in which a negative mobility is observed.
We can rewrite D0 as
where g(p) is the density of the Gaussian distribution (2π
and Φ0 is the unique solution of the Poisson equation
Note that the function Φ0 is time-independent. A priori we should consider the above equation as posed on E and look for Φ0 ∈ (L 2 (E ; µ)) d , but the existence of a time-independent solution (as given by Lemma 5) and the uniqueness of solutions, as given by Lemma 7, enable us to conclude that the time-dependence can be removed.
Since the matrix D0 is real, M-periodic and symmetric (by the same time-reversal argument as in Remark 2), it can be written as
where L * is the reciprocal lattice associated with the lattice L whose unit cell is M, and a0,L, b0,L are real d × d matrices. The following result (see Section 5.4 for the proof), combined with (17) , shows that there is in general a q-dependence in (19), i.e. D0(q) = D0,0. Upon decomposing F0 µ in Fourier series, the time-averaged external force F0 can be written in general as
The normalization is chosen such that F0,0 is the canonical average of F0. Mean zero forces are characterized by the condition
The space-time averaged linear response of the velocity reads, in view of (13),
This decomposition highlights the two mechanisms separately contributing to the mean velocity: (i) the response to a constant forcing with average F0,0, in which case the relevant diffusion matrix is a spatial average of the position dependent diffusion matrix D0(q); (ii) an additional contribution arising from a spatial resonance effect between two terms whose spatial averages vanish, namely the centered diffusion matrix D0(q) − D0,0 and the centered (with respect to the canonical measure) force F0(q) − F0,0 µ(q) −1 . Proposition 5 shows that it is possible to obtain a nontrivial velocity even when the external force vanishes on average, upon choosing an element K0 ∈ L * \{0} such that D0,K 0 = 0, and choosing for instance a forcing
In fact, the decomposition (20) then shows how to obtain a situation with negative mobility: pick a function F0 such that the second term on the righthand side of (20) (denoted by V res) is nonzero, and add then a not too large constant force F0,0 leading to a contribution V cst = D0,0F0,0 with
Numerical illustration
We now use the numerical algorithm presented in the previous section to study numerically a situation in which negative mobility at the linear response level appears. We consider the force
The parameters are chosen so that the linear response in the x direction is positive, while the average force in the same direction is negative. The average external force actually experienced by the system is estimated over trajectories (q n , p n )n=1,...,N of (15) 
Resonance of the frequency-dependent mobility
We consider now the dependence of the effective velocity V (t) on the period T of the external forcing. We restrict ourselves to monochromatic forcings at frequency ω = 2π/T :
In the sequel, we fix the force F1(q) = F −1(q) and only vary the frequency ω. From (11), it is clear that the linear response V (t) involves a linear response at a single frequeny ω:
with (recall (12))
Frequency resonance corresponds to a nonmonotonic behavior of the magnitude V (ω) of the linear response, which has some (local) maximal value for some frequency 0 < ωres < +∞. The existence of at least one maximizer in [0, +∞) is related to the fact that V has a definite value at ω = 0, and vanishes as ω → +∞, as stated by the following result (proved in Section 5.5).
Proposition 6. For any n 2, there exists a constant Cn > 0 and vectors ν1, . . . , νn−1 ∈ C d , such that, for all ω 1,
In particular, the vectorial amplitude V (ω) vanishes as ω → +∞.
This result does not however give any information on the existence of a local maximum of V (ω) for ω > 0. We therefore have to rely on numerical simulations.
Numerical illustration
We use the notation introduced in the previous section. To obtain the amplitude of the linear response, we consider R = 100 independent simulations with equally spaced intermediate values ηmax/R, 2ηmax/R, . . . , ηmax. For each simulation, we compute approximations of the time dependent average velocity vη(t) in a given direction (x or y) as given by (16), and perform a fast Fourier transform to extract the amplitude of the mode at frequency ω. The linear response of this quantity (computed using a least-square fit) gives the desired approximation of V (ω)x or V (ω)y. Figure 3 presents results on the resonance of the mobility obtained in the x direction for forcings of the form
with a friction γ = 0.1 and a maximal forcing strength ηmax = 0.5, the other numerical parameters being the same as in Section 3.1. The time-step was refined to ∆t = 0.001 instead of ∆t = 0.01 for periods T 1, and extended to ∆t = 0.025 for T 20. The computations show the existence of a resonance frequency around ω/(2π) ≃ 0.45. By Proposition 6, the decrease of the amplitude is at least of order ω −2 as ω → +∞ since ν1 = 0. Such a fast decay is difficult to observe numerically. To observe more easily the predicted decay of the amplitude, we consider the force
for which ν1 = 0. The numerical results presented in Figure 4 show two interesting features: the resonance peak corresponds to a global maximum of the amplitude, and a decay of order ω −1 can be observed at large frequencies, as predicted by Proposition 6. 
Longtime diffusive behavior
In the section we study the longtime diffusive behavior of the nonequilibrium dynamics (2); in particular we show that the diffusively rescaled particle position converges weakly to a Brownian motion with an appropriate diffusion matrix. This result is based on the well developed techniques for proving functional central limit theorems for additive functionals of Markov processes [20, 6, 4, 21] , in particular on the study of an appropriate Poisson equation and on the use of the martingale central limit theorem.
Bounds on the solution of the Poisson equation
In order to properly define the diffusion matrix, the fundamental ingredient is estimates on the solution of appropriate Poisson equations. One possible result is the following, which gives a polynomial control on derivatives of arbitrary order.
Proposition 7.
Consider a smooth function f with derivatives growing at most polynomially in p. Then, there exists a unique solution Φη to the Poisson equation (recall that the phase-space E is introduced in (4))
Φη(t, q, p) ψη(t, q, p) dt dq dp = 0.
Moreover, for any k 1 and η * > 0, there exists a real constant C > 0 and integers n, m, N 1 such that, for all η ∈ [−η * , η * ],
where ∂ l with l ∈ N 2d is a derivative of order at most k, i.e.
This result is proved in Section 5.6, as an extension of a technique first employed by Talay in [44] , which was recently carefully rewritten and extended in [24, Appendix A]. We emphasize the fact that the equation (24) is equipped with periodic boundary conditions in both t and q. The boundary condition for p is that Φη ∈ L 2 (ψη). We also remark that we do not need precise information on the invariant measure ψη -in particular, it need not be a perturbation of the invariant measure of the equilibrium dynamics µ.
Definition of the effective diffusion matrix
The behavior of the process depends in the long time limit on the space-time scaling. In the hyperbolic scaling where time and space are renormalized by the same factor, the behavior is determined by the average velocity
In general, as discussed in Section 3, this average velocity is not zero, and is of order ηV when η is small (see (57) below). The behavior of the process over longer times, in a diffusive space-time scaling, describes the deviations around the average velocity. We introduce for this study the process
The only difference between q η t and Q η t is that Qt is not reprojected in M by the periodization procedure, and hence can diverge as time passes. In the long time limit, Q η t drifts linearly as tVη. The diffusive behavior is captured by the centered process
considered in a diffusive space-time scaling: for any ε > 0,
We assume that the process starts at stationary initial conditions, namely (q η 0 , p η 0 ) ∼ ψη(0, q, p) dq dp. The stationarity assumption can be removed at the expense of additional technical difficulties. Introduce finally the following Poisson equation (well defined by Proposition 7)
We can then state the following convergence result.
Theorem 3. As ε → 0, the rescaled process Q η,ε t converges weakly on any finite time interval to the effective d-dimensional Brownian motion
with symmetric, positive definite covariance matrix Dη defined by its action on test vectors:
and initial conditions Q 0 ∼ ψη(q) dq, where
ψη(0, q, p) dp.
The proof of Theorem 3, based on the decomposition technique presented in [20] (see also [21] for an up-to-date account and further references) is quite standard. It is nonetheless provided in Section 5.7 for completeness. Note that a little more work would allow to obtain convergence rates, by slightly extending the approach from [12] . Related homogenization results for the overdamped dynamics with space-time periodic coefficients can be found in [10] .
Remark 4. Formal asymptotic expansions for the corresponding Fokker-Planck equation would lead to generally nonsymmetric homogenized diffusion matrix, whose symmetric part is the covariance matrix Dη. Indeed, when the microscopic dynamics is reversible, then the homogenized diffusion matrix is symmetric [35] . The homogenized diffusion matrix can be symmetric also for nonreversible dynamics, when additional symmetries are present [34] . The antisymmetric part can affect the homogenized dynamics when the homogenized diffusion matrix is space dependent. This would be the case if we considered locally periodic coefficients, as in [10] .
Remark 5 (Relationship to the position-dependent diffusion matrix). A simple computation (based on (56) below) shows that, when η = 0, the effective diffusion matrix D0 is related to the position dependent diffusion matrices D0(q) introduced in Proposition 4 as
The homogenization problem for the equilibrium dynamics is well studied and the properties of the diffusion tensor D0 (i.e. its scaling with respect to the friction coefficient) are understood, at least in one dimension [33, 13] .
Properties of the diffusion matrix for small forcings
A careful inspection of the expression of the effective diffusion shows that Dη = D0 + O(η 2 ) if the forcing has average 0 in time for all configurations q; whereas in general a first order response Dη = D0 + O(η) arises when the time average of the forcing is not trivial. This is made precise in the proposition below.
Proposition 8. There exists r > 0 such that, for |η| r and any direction ξ ∈ R d ,
where D0 is the effective diffusion of the equilibrium dynamics corresponding to η = 0 and D η,ξ is uniformly bounded for |η| r and |ξ| 1. When the external force has time average 0 for all configurations, namely when
then the first order correction vanishes: D1 = 0.
Numerical illustration
We now present numerical experiments illustrating the previous theoretical results. We solve numerically the Langevin dynamics (2), discretized with (15) for the potential (14) , so that we expect a coupling between the directions x and y. We calculate the drift vector and the diffusion matrix using empirical averages of trajectories generated by (15) . One could also, in principle, solve the stationary Fokker-Planck equation and the Poisson equation using a spectral method, as was done in [26, 36] for the equilibrium dynamics and for constant external forcings. Here we rely on Monte Carlo simulations. The drift vector and the diffusion matrix are respectively given by
and
We are interested both in the linear response regime η → 0 (for which we expect Dη → D0) and the behavior of Dη for large η. To estimate the drift coefficients and the diffusion tensor, we proceed by a multiple replica strategy. The system is initialized by positions and momenta (q 0 , p 0 ) distributed according to the nonequilibrium measure ψη(0, q, p) dq dp. In practice we run the dynamics (15) for a simulation time τneq sufficiently large for the system to converge towards the nonequilibrium steady-state.
For simplicity, we consider nonequilibrium forcings with general form F (t, q) = e βV (q) F0(q) cos(ωt).
In the example we considered, we picked F0 as given by (21) and chose either ω = 2π (time dependent forcing) or ω = 0 (time-independent forcing). To perform the computations, we fix a (large) number M of replicas and a simulation time τsim sufficiently large for the asymptotic diffusive regime to be attained. The drift coefficient and diffusion matrix are evaluated at time τsim by empirical averages. More precisely,
where the approximation of the unprojected position of the kth replica at time n∆t is
In the simulations reported below, we used M = 2.5 × 10 7 , τsim = 1500, τneq = 500, ∆t = 0.01, γ = 1, β = 1. Since we use a independent replica strategy, error bars are deduced from the empirical variance. They are not reported here since statistical errors are in all cases below 10% in relative accuracy. Figure 5 depicts the component of the diffusion matrix as a function of the forcing strength η. Figure 7 depicts the spectrum of the diffusion matrix as a function of η. As can be seen, the Dη,xx component increases much more than the other components as η becomes large. The Dη,yy component on the other hand remains almost stationary. A zoom on the small η variations of Dη,xx is presented in Figure 6 , together with a least-square fit of the form Dη,xx = D0,xx + aη + bη 2 .
The leading coefficient a is found to be more or less equal to 0 for time-dependent forcings, as predicted by Proposition 8. It is however also found to be more or less equal to 0 for the time-independent forcing under consideration. 
Proofs of our results

Proofs of Propositions 1 and 2
The idea of the proof is the following. We first start by establishing the convergence of the distribution of a sampled Markov chain obtained by considering the time-inhomogeneous process (2) at times nT (a standard idea, considered in [16] for instance). An invariant measure is then obtained by evolving the invariant measure of the sampled process over a period. 
The convergence result for the sampled Markov chain, with rates uniform in η, is based on the following two lemmas (proved at the end of this section). 
where B(X) are the Borel sets of X.
From the results of [11, 31] , we can then state the following uniform convergence result for the sampled chain.
Proposition 9. Fix η * > 0 and n 1. There exist λ, C > 0 and probability measures mη(q, p) dq dp such that, for any f ∈ L ∞ Kn and any
Moreover, the integration of the inequality (32) with respect to mη gives the moment estimate [11] ). In fact, these sampled chains generate the same evolution as the sampled chain defined above up to a time shift in the nonequilibrium forcing, i.e. upon replacing F (t, q) by F (θ + t, q). The exponential convergence (5) and the Law of Large Numbers (9) then follow upon defining
Properties of the invariant measure. Now that we have proved the exponential convergence to the steady-state, we characterize the invariant measure as the weak solution of an appropriate FokkerPlanck equation. Note that, for a smooth function f ,
Passing to the limit s = nT + θ with n → +∞ and θ ∈ T T, we see that
which gives (7) in the sense of distributions. The fact that ψη is smooth and that (7) actually holds pointwise is a consequence of the following lemma.
Lemma 4. The operators ∂t + A0 + ηA1 and −∂t
Proof. We use Hörmander's criterion, and present the proof for ∂t + A0 + ηA1. The proof for the adjoint of this operator is similar. Define X0 = ∂t + M −1 p T (∇q − γ∇p) − ∇V T ∇p + ηA1 and
These operators are chosen so that
In addition, denoting by [L1, L2] = L1L2 − L2L1 the commutator between two operators L1 and L2, a simple computation shows that
from which derivatives in the directions qj are recovered. Linear combinations with X0 and X1,i finally allow to recover ∂t, so that the Lie algebra generated by X0, X1,i and [X1,i, X0] is full.
Proof of the technical results. We conclude this section by giving the proofs of the technical lemmas used above.
Proof of Lemma 1. A simple computation shows that Note that the martingale G k is distributed according to a Gaussian with mean 0 and covariance M (1 − exp(−2γT M −1 ))/β, hence has finite moments of all orders; while a simple uniform bound on F k is for instance
Note first that
Now, introducing 0 < α = e −γT /m < 1 where
it holds
for any ε > 0, chosen so that α 2 (1 + ε) < 1. Denoting by F k the filtration induced by the Markov chain up to the kth step, it holds
Cε for some constant Cε > 0 which can be chosen to be independent on η ∈ [η * , η * ] (but depending on η * of course). This gives the result in the case n = 2.
For a general index n 2, we take the nth power of the bound (38) . The leading term is α 2n (1 + ε) n , which is still strictly smaller than 1 with the above choice of ε. Terms with odd powers of G k vanish when taking the expectation. The expectation of the remainder is a linear combination of terms (P η k ) 2k with k n − 1. Therefore,
, where P is a polynomial of degree at most 2(n − 1), with bounded, positive coefficients. As |P
This shows that, for any δ > 0, there exists C δ > 0 such that P(|P
Proof of Lemma 2.
We use the same strategy as in the proof of [28, Lemma 5] . Note first that it is sufficient to prove the result for Borel sets B = Bq × Bp ⊂ M where Bq ⊂ M while Bp ⊂ R dN . The idea is to relate the dynamics (2) to a Langevin dynamics without forces (i.e. ∇V + ηF = 0) for which it is not difficult to construct a minorizing measure. More precisely, a simple computation based on an equality similar to (35) shows that
with αT = exp(−γT M −1 ),
and where
is uniformly bounded by mT Fη (where Fη and m are defined in (36) and (37), respectively). The random variables G k , G k are correlated centered Gaussian random variables, independent of G l , G l for l = k. Their covariance reads
Therefore, in view of (35) and (39),
where
are uniformly bounded in norm by a constant R > 0 which depends only on pmax and η * . The proof is therefore concluded by defining the probability measure
with ZR > 0 and κ = (2π)
Proof of Lemma 3. To prove the smoothness of the transition kernel, we use the same argument as in the proof of [44, Lemma 2.2] and rewrite, thanks to a Girsanov formula, the nonequilibrium evolution (q η t , p η t ) solution of (2) in terms of the equilibrium evolution (q 0 t , p 0 t ) given by (1) . Starting from an initial condition (q0, p0) at time t = 0 and integrating over one period T , the Girsanov transform (see e.g. [19] ) shows that the law of (q η t , p η t ) is absolutely continuous with respect to the law of (q 0 t , p 0 t ) and that, for any bounded, measurable function f ,
Now, standard hypoellipticity results show that the random variable (q 0 T , p 0 T ) has a smooth density with respect to the Lebesgue measure dq dp on M × R d (see for instance the discussion in [41, Section 7] ). We conclude that (q η T , p η T ) also has a density density with respect to the Lebesgue measure. The positivity of the transition kernel can be proved using a standard control argument, see for instance [41, Section 6] or [30, 44] .
Proof of Proposition 3
The idea of the proof is to show, by a perturbative construction, the existence of a solution to the extended Fokker-Planck equation (7). Proposition 1 then gives the uniqueness. We follow the strategy summarized in [43] and already used in [18] . See also [23] Series expansions of the invariant measure. Instead of the flat space L 2 (E ), we consider as a reference space the Hilbert space H = L 2 (E , µ) ∩ {1} ⊥ , the space of functions f (t, q, p) such that E |f (t, q, p)| 2 µ(q, p) dq dp dt < +∞, E f (t, q, p) µ(q, p) dq dp dt = 0.
The Fokker-Planck equation (7) can be rewritten as
where adjoints are now taken on H. Formally,
To make this argument rigorous, we use two technical results (proved at the end of this section).
Lemma 5. The operator ∂t + A0 is invertible on H.
We conclude that A1(∂t+A0)
is therefore bounded on L 2 (E , µ). Moreover, a simple computation shows that Ran(A * 1 ) ⊂ H: indeed,
Therefore, the operator (−∂t + A * 0 ) −1 A * 1 is bounded on H. This proves the validity of (40) for |η| smaller than the spectral radius of (−∂t + A *
Proofs of technical results. We conclude this section with the proofs of Lemmas 5 and 6. We first recall the following result, which is a simple consequence from the results of [7, 15] .
Lemma 7. The operators iν +A0 are invertible on L 2 (M×R d , µ) for any ν = 0, with inverses uniformly bounded away from 0: For any ν * > 0, there exists C > 0 such that
C.
In addition, A0 is invertible on L 2 (M × R d , µ)\Ker(A0) with Ker(A0) = Span(1).
Proof of Lemma 5. Consider, for a given function g ∈ H, the equation (∂t + A0)f = g. We decompose f and g in Fourier series as
Therefore, (∂t + A0)f = g can be rewritten as
When n = 0, we use Lemma 7 to obtain fn = (inω + A0)
. This proves that ∂t + A0 has a bounded inverse on H.
Proof of Lemma 6. For a smooth function f defined on E , using the fact that the force F is uniformly bounded (since F (t, q) is smooth and its arguments belong the bounded set
, from which the conclusion easily follows.
Proof of Proposition 4
We first make precise the equation satisfied by the linear response term ̺1. From (40),
Decomposing both sides of the equation in Fourier series, we obtain
This equation is well posed for n = 0 in view of Lemma 7. For n = 0, it is also well posed since p T M −1 F0 has a vanishing average with respect to µ(q, p) dq dp.
Using the expression (42) of the first order correction in η of the invariant measure, the linear response of the average velocity is
,n(q, p) µ(q, p) dq dp
Fn) µ(q, p) dq dp
Fn(q) µ(q, p) dq dp.
At this stage, we would like to rewrite the inverse operators as time integrals of the semigroup, in order to introduce equilibrium correlations. This is possible in the H 1 (µ) norm for instance, thanks to hypocoercivity estimates (see [46] for general references). In particular, it is proved in [13] that there exist C, λ > 0 such that e
Ce −λs where
f (q, p) µ(q, p) dq dp = 0 .
This proves the following lemma.
Lemma 8. The following equality as operators on H 1 (µ) holds for any ν ∈ R:
Moreover, the operators (iν −A0) −1 are uniformly bounded on H 1 (µ), with a bound independent of ν ∈ R.
Using this result, and since M −1 p has all his components in H 1 (µ), we rewrite the linear response of the velocity as
This gives (11).
Proof of Proposition 5
Assume, by contradiction, that Φ0 does not depend on q so that Φ0 = Φ0(p) = (Φ0,1(p), . . . , Φ 0,d (p)). In this case,
Since
by definition of Φ0, the right-hand side of (43) does not depend on q. This means that ∇V (q)·∇Φi,0(p) = 0 for all (q, p), which is impossible since there exists q ∈ M with ∇V (q) = 0 and Φ0,i cannot be constant.
Proof of Proposition 6
The proof is an immediate consequence of the following lemma (upon replacing ψ by the components pi of p, and changing the sign of ω).
µ) for any 0 m n, and, for a frequency ω = 0, the unique solution ϕω of
Then, there exist a constant Cn > 0 and functions φ2, . . . , φn−1 such that, for all ω 1,
Proof. A simple computation shows that
The proof is concluded by setting
and φm = (−i) m A m−1 0 ψ for m = 2, . . . , n − 1.
Proof of Proposition 7
The first remark is that, by linearity, Φη is the sum of the solution of (24) with right-hand side f − f η (t) (see (6) for the definition of f η (t)) and
which corresponds to the solution of (24) with right-hand side f η (t) − E f (note that this function is, of course, mean zero over T T). In addition, Φη is bounded, and its spatial derivatives vanish. Without restriction of generality, we can therefore restrict our attention to the Poisson equation
Estimates on solutions of the above equation are obtained by generalizing a technique first employed by Talay in [44] , and recently carefully rewritten and extended in [24, Appendix A]. We briefly recall the beginning of the argument here in order to show that it can be extended to process with time-periodic drivings. The crucial estimate is the one provided by Lemma 10 below. Consider u0(t, q, p) = f (t, q, p) − f η (t), and define u(s) = e s(∂t+A 0 +ηA 1 ) u0, or equivalently u(s; t0, q0, p0) = Et 0 ,q 0 ,p 0 u0(ts, q 
The solutions of (46) for a given initial condition (t0, q0, p0) can be seen as the solutions of (2) started at time t0 rather than 0. The exponential convergence (33) (and its generalization for t0 = 0) implies that, for any n 1 and all initial conditions (t0, q0, p0),
An integration of this inequality from s = 0 to +∞ shows that the function
is a well defined, admissible solution of the Poisson equation (44) . In fact it is also the only one. This already gives, for some constant C > 0 depending only on n and η * , the following pointwise estimate:
Upon choosing l > 2n + d/2, we also obtain the following weighted L 2 exponential convergence from (47):
where we have introduced the polynomial weight
The idea of Talay in [44, Section 3.4] is to use appropriate mixed derivatives to obtain pointwise decay estimates for the derivatives of Φη, by first obtaining decay estimates in weighted L 2 spaces and then concluding by appropriate Sobolev embeddings. A key estimate to perform the computation is the following lemma (compare [24, Lemma A.6 
]).
Lemma 10. For a given linear operator L and k ∈ N (sufficiently large for all the integrals below to be well defined), there exists A k,η * 0 such that, for any α > 0 and any η ∈ [−η * , η * ],
Proof. The proof is based on the following computations:
where we have used
In addition, denoting by T † η the adjoint of Tη on the flat space L 2 (E ),
A simple computation shows that there exists A k,η * > 0 such that, for any η ∈ [−η * , η * ] (see the expression of T † 0 Π k in the proof of [28, Lemma 25] )
The inequality then follows by taking into account the extra factor e αs and integrating in time.
In the remainder of the proof, the constants may vary from line to line. To use Lemma 10, we will need the following commutators:
We then start by applying Lemma 10 with L = Id and α < 2λn, so that the right-hand side of inequality (51) is uniformly bounded in time in view of the estimate (50). This shows that
is uniformly bounded for s 0. We next consider Li = ∂q i − R∂p i for some real parameter R > 0, which mixes derivatives in q and p in order to retrieve some dissipation in the q direction (this was one seminal idea of hypocoercivity, as mentioned in the introduction of [46] ). Note that 
Lemma 10 together with (53) then shows that it is possible to choose R > 0 sufficiently large so that, upon increasing the value of K and choosing l > 2n ′ + d/2 (in view of the integral on the initial condition u(0; t, q, p) = f (t, q, p) − f η (t)),
Therefore, by integration (and upon changing K again), 
uniformly in s 0. The combination of (53) and (54) finally gives a control on ∇qu as
We can now use Lemma 10 with L = ∂p i or ∂q i (with a Cauchy-Schwarz inequality to treat the last term on the right-hand side of (51), namely the one involving the commutator) to conclude that
This is the extension of (50) taking into account first order derivatives. A similar bound for derivatives of arbitrary order is obtained by induction, as carefully presented in [24] . This allows to show that there exists l, m ∈ N and α > 0 such that ∂ k 1 (∂ k 2 u(s)Π l ) ∈ L 2 (E ) for any multi-indices k1, k2 with |k1| + |k2| kmax, with a L 2 norm exponentially decreasing as a function of s:
Sobolev embeddings then imply pointwise estimates of the form
from which (25) is obtained upon integrating in s (see (48)).
Proof of Theorem 3
We introduce a given test direction ξ ∈ R d to project the evolution onto, and consider the solutions Φη = (Φη,1, . The proof of the weak convergence to a Brownian motion is very standard: we prove the convergence of the finite dimensional laws using the martingale central limit theorem [21, 8] , as well as the tightness of the stochastic process, and conclude with [3, Theorem 7.1]. Alternatively, we could also follow the more quantitative approach from [12] (based on the use of an additional Poisson equation to get better control between ξ T Q η,ǫ t and the limiting process, projected onto ξ) in view of the good resolvent estimates provided by Proposition 7.
Tightness. Let us first prove the tightness by using Prohorov's theorem. It is sufficient to prove that, for any α > 0 and any τ > 0, 1 + |p| 2 ψη(t, q, p) dq dp − −− → 
