Discrete radar ambiguity problems  by Bonami, Aline et al.
Appl. Comput. Harmon. Anal. 23 (2007) 388–414
www.elsevier.com/locate/acha
Discrete radar ambiguity problems
Aline Bonami a, Gustavo Garrigós b, Philippe Jaming a,∗
a MAPMO-Fédération Denis Poisson, Université d’Orléans, BP 6759, F 45067 Orléans Cedex 2, France
b Universidad Autónoma de Madrid, Departamento de Matemáticas C-XV, Ciudad Universitaria Cantoblanco, 28049 Madrid, Spain
Received 30 August 2005; revised 7 March 2007; accepted 10 April 2007
Available online 25 April 2007
Communicated by Patrick Flandrin
Abstract
In this paper, we pursue the study of the radar ambiguity problem started in [Ph. Jaming, Phase retrieval techniques for radar am-
biguity functions, J. Fourier Anal. Appl. 5 (1999) 313–333; G. Garrigós, Ph. Jaming, J.-B. Poly, Zéros de fonctions holomorphes et
contre-exemples en théorie des radars, in: Actes des rencontres d’analyse complexe, Atlantique, Poitiers, 2000, pp. 81–104, avail-
able on http://hal.ccsd.cnrs.fr/ccsd-00007482]. More precisely, for a given function u we ask for all functions v (called ambiguity
partners) such that the ambiguity functions of u and v have same modulus. In some cases, v may be given by some elementary
transformation of u and is then called a trivial partner of u, otherwise we call it a strange partner. Our focus here is on two discrete
versions of the problem. For the first one, we restrict the problem to functions u of the Hermite class, u= P(x)e−x2/2, thus reduc-
ing it to an algebraic problem on polynomials. Up to some mild restriction satisfied by quasi-all and almost-all polynomials, we
show that such a function has only trivial partners. The second discretization, restricting the problem to pulse type signals, reduces
to a combinatorial problem on matrices of a special form. We then exploit this to obtain new examples of functions that have only
trivial partners. In particular, we show that most pulse type signals have only trivial partners. Finally, we clarify the notion of trivial
partner, showing that most previous counterexamples are still trivial in some restricted sense.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Phase retrieval problems arise naturally in the applied study of signals [8,11,17,28]. They are based on the ambi-
guity for the phase choice in a signal with fixed frequency amplitude. To be more precise, let us denote the Fourier
transform of u ∈ L1(R) (with the usual extension to L2(R)) by F
Fu(ξ)=
∫
R
u(x) eixξ dx, ξ ∈ R.
The phase retrieval problem then amounts to solving the following:
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A. Bonami et al. / Appl. Comput. Harmon. Anal. 23 (2007) 388–414 389Problem 1 (Phase retrieval). Given u ∈ L2(R), find all v ∈ L2(R) such that for all x ∈ R,∣∣Fu(x)∣∣= ∣∣Fv(x)∣∣. (1)
This problem admits always the trivial solutions v(x) = c u(x − α) and v(x) = cu(−x − α), where |c| = 1 and
α ∈ R.
In applied problems, one may usually further restrict the class of functions to which u and v should belong.
A typical example would be to ask for u and v to be compactly supported. In this case, there are usually many non-
trivial solutions and a complete description of them is available in terms of the zeros of the holomorphic functions
Fu and Fv (see [12,23,28] for a complete description of these solutions). For further information on phase retrieval
problems, we refer to these articles as well as [13], the surveys [17,20], the book [11] and references therein.
In this paper we shall deal with a different, although closely related type of phase retrieval problem, having its
origin in the analysis of radar signals. Following Woodward [30], a radar antenna emits a signal u ∈ L2(T) that is
reflected by a target and modified by Doppler effect. It then returns to the antenna where it is correlated by the emitted
signal, so that, under certain physical conditions (the so-called narrow-band approximation), the radar measures the
quantity:
A(u)(x, y)=
∫
R
u(t)u(t − x)eiyt dt, x, y ∈ R, (2)
and A(u) is called the radar ambiguity function of u. As usually happens, receivers are not able to read the phase, but
only the amplitude |A(u)(x, y)|, giving rise to the following radar ambiguity problem:
Problem 2 (Radar ambiguity). Let u ∈ L2(R), then find all v ∈ L2(R) such that∣∣A(u)(x, y)∣∣= ∣∣A(v)(x, y)∣∣, x, y ∈ R. (3)
Note that, for each x ∈ R, A(u)(x,·) = F[u(·)u(· − x)], so that Eq. (3) is actually a family of phase retrieval
problems as described in (1). Two functions u and v satisfying (3) are said to be (radar) ambiguity partners. The
reader may find a comprehensive historical introduction and further references to this problem in [12,21]. Properties
of A(u) that we may use in this paper can all be found there and in [2,26,29] (note that we slightly change the
normalization for A(u) from [2]).
It is not difficult to verify that trivial solutions to the equation in (3) are given by
v(t)= ceiβtu(t − α) and v(t)= ce−iβtu(−t − α), |c| = 1, α,β ∈ R. (4)
The first set of solutions corresponds to a unitary representation of the Heisenberg group, while the second is just a
composition with the isometry Zf (t)= f (−t). So, following [12], we say that u and v are trivial partners when they
satisfy (4). If u and v are ambiguity partners that are not trivial partners, we will say that they are strange partners
and in [5,9,12], examples of signals having strange partners are given. In the opposite direction, there exist signals for
which every ambiguity partner is trivial.
The aim of this paper is to get some insight on which functions may or may not have strange partners. To tackle this
problem we appeal to two different discrete (finite dimensional) versions of the problem, both being also of practical
interest.
The first discretization is the restriction of the problem to Hermite functions, that is to functions of the form
P(t)e−t2/2 where P is a polynomial. There are several reasons for this: first it was proposed by Wilcox in his pio-
neering paper [29], since it is a dense class of functions which are best localized in the time–frequency plane and are
thus well adapted for numerical analysis. Second, in some sense this class is “extremal” for the uncertainty principle,
so one can show that all solutions to Problem 2 are necessarily Hermite functions v(t) = Q(t)e−t2/2 for some poly-
nomial Q (except perhaps for trivial transformations; see [5] or Lemma 2.1 below). Finally, Hermite functions are of
theoretical importance for the problem considered. Indeed, Bueckner [4] associated to each function u ∈ L2(R) an
Hilbert–Schmidt operator Ku in a way that finding all solutions for the ambiguity problem for u amounts to finding all
functions v such that K∗uKu = K∗vKv . He then proved that Ku is of finite rank if and only if u is a Hermite function.
Moreover, the following conjecture was proposed:
390 A. Bonami et al. / Appl. Comput. Harmon. Anal. 23 (2007) 388–414Conjecture. (See [4].) If u is a Hermite function, then u has only trivial partners.
Indeed, Bueckner was considering the bilinear version of (3)∣∣A(u1, u2)∣∣= ∣∣A(v1, v2)∣∣, (5)
where A(u1, u2) is the bilinear functional associated with A(u). He proved that for almost every couple of functions
of the form
(u1, u2)=
(
P1(x)e
−x2/2,P2(x)e−x
2/2)
(P1,P2 polynomials), the solutions to (5) are trivial partners of (u1, u2). However, his techniques depend on a certain
criterion that excludes the quadratic case, and hence do not say anything about Problem 2.
In this paper we will prove, using a simple algebraic approach, the following result about ambiguity partners of
Hermite functions:
Theorem A. For almost all and quasi-all polynomials P , the function u(x)= P(x)e−x2/2 has only trivial partners.
Here almost all (respectively quasi-all) refers to Lebesgue measure (respectively Baire category) when one identi-
fies the set of polynomials of fixed degree n with Cn+1.
The problem has also been considered by de Buda [5], who obtained some partial results in an unpublished report
which unfortunately are not always complete. Although our approach shares some common features with his, it is
essentially distinct as we introduce a new argument by using the fact that A(u) has some factorization if u has non-
trivial partners. Some technical difficulties remain as our use of Bezout’s theorem forces us to assume that some
polynomial associated to u has only simple non-symmetric zeros in order to prove that u has only trivial partners.
The second class of functions we consider is the restriction to signals of pulse type
u(t)=
∞∑
j=−∞
ajH(t − j), x ∈ R, (6)
where H ∈ L2(T) has suppH ⊂ [0, 12 ], and {aj }j∈Z is a sequence of complex numbers (of finite support). This class
of functions is very common in radar signal design (see, e.g., [27, p. 285]). It also leads naturally to a discretization
of Problem 2. Indeed, a simple computation shows that, for all k ∈ Z, y ∈ R and k − 12  x  k + 12 , one has:
A(u)(x, y)=
(∑
j∈Z
ajaj−keijy
)
A(H)(x − k, y). (7)
This following discrete ambiguity problem was proposed in [9]:
Problem 3 (Discrete Radar Ambiguity Problem). Given a = {aj } ∈ 2(Z), find all sequences b ∈ 2(Z) such that, for
every k ∈ Z and y ∈ R,∣∣A(a)(k, y)∣∣= ∣∣A(b)(k, y)∣∣, (8)
where
A(a)(k, y)=
∑
j∈Z
ajaj−keijy .
Again, a sequence b, solution to (8), is called an ambiguity partner of a. It is easy to see that trivial solutions to
(8) are given by
bj = ceiβj aj−k and bj = ceiβj a−j−k, |c| = 1, β ∈ R, k ∈ Z.
Such solutions are again called trivial partners of a and solutions that are not of this type are called strange partners.
The main result of [9] shows that a finite sequence a = {aj } ∈ Cd+1 has only trivial partners, except perhaps for a’s in
a semialgebraic set of real codimension 1 in Cd+1 (see Theorem 4.3 below). This was done by adapting Bueckner’s
method to the Discrete Radar Ambiguity Problem, and then adapting a careful analysis to the obtained combinatorial
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solutions in the exceptional set. A few other points about such constructions, which were only announced in [9], are
proven here in full detail (see Section 4.3).
It was not investigated, however, how to translate these discrete results into uniqueness statements for the general
ambiguity problem, i.e. to Problem 2. This step is now different from the corresponding one for Hermite functions,
since the class of pulse type signals is not extremal for the uncertainty principle. In this paper, we introduce new
techniques for this class based on complex analysis and distribution theory, which allows us to prove the following
theorem:
Theorem B. Let 0 < η  13 , and let a = (a0, a1, . . . , aN) ∈ CN+1 that has only trivial partners. Then the pulse type
signal
u(t)=
N∑
j=0
ajχ[j,j+η](t)
has only trivial partners.
We do not know whether the condition η  1/3 is optimal. It was essential in the proof to ensure that v is also of
pulse type.
Next, we clarify the notion of trivial solutions. There are numerous phase retrieval problems in the literature and
we think that a natural definition of a trivial solution is to be a linear or anti-linear operator that associates to each
function a solution of the given phase retrieval problem. Using Theorem A, we will show that those trivial solutions
described in Eq. (4) are indeed the only trivial solutions in the previous sense:
Theorem C. The only linear (or anti-linear) bounded transformations T :L2(R)→ L2(R) so that∣∣A(T u)(x, y)∣∣= ∣∣A(u)(x, y)∣∣ for all u ∈ L2(R)
are those described in (4).
We do not know of an earlier proof of that simple fact. This theorem is also reminiscent of Wigner’s Unitary-
Antiunitary Theorem (see also, e.g., [19,22,24]) which can be stated as follows. Let T be an operator on a Hilbert
space H and assume that T preserves the modulus of the scalar product:∣∣〈T x,T y〉∣∣= ∣∣〈x, y〉∣∣ for all x, y ∈H.
Then T is of the form T x = ω(x)Ux where ω is a scalar valued function on H such that |ω(x)| = 1 and U is either
unitary or anti-unitary operator on H . Here we are in a slightly different situation and Wigner’s theorem cannot be
applied. It does nevertheless ask whether the (anti)linearity assumption in Theorem C may be removed.
Finally, we also consider a further restriction of the Discrete Ambiguity Problem by considering sequences in
2(Λ) for some λ ⊂ Z. This is natural since most of the known examples of signals with strange partners are of the
form
u(t)=
∑
j∈Λ
cjχ[0,η]+j ,
at least when Λ has “enough gaps” (see, e.g., [12]). Indeed, partners of u(t) can be easily obtained by multiplying each
cj by a unimodular constant exp(iωj ). Here we clarify the nature of these “gaps” in terms of arithmetic conditions
which appear in the classical theory of trigonometric series with gaps. More precisely, we assume that Λ is a B2 or
a B3-set (see Remark 3.7 for precise definitions). In particular, and as a consequence of our results we obtain the
following
Theorem D. Let u(t)=∑j∈Λ cjχ[0,η]+j . Then, if Λ is a B2-set, then for all real ωj ,
v(t)=
∑
j∈Λ
eiωj cjχ[0,η]+j
is a partner of u(t). Moreover, if 0 η 1 and if Λ is a finite B3-set these are all partners of u.3
392 A. Bonami et al. / Appl. Comput. Harmon. Anal. 23 (2007) 388–414Nevertheless, recall from [9] or formula (50) below, that already when Λ= {0,1,2,3} there exist exceptional cases
when strange solutions cannot be classified in terms of gaps.
The article is organized as follows. In the next section, we concentrate on the continuous problem for Hermite
functions, and we prove Theorem A. The following section is devoted to the characterization of trivial solutions, both
in the discrete case and in the continuous case. The last section is devoted to the case of pulse type signals. We start
by proving Theorem B and conclude by recalling and completing the main results of [9].
2. The ambiguity problem for Hermite functions
We now prove Theorem A. We will need a certain number of steps in the proof. The two first ones are mainly
due to de Buda [5] and [6]. In particular, de Buda has established the stability of the class of Hermite signals for the
ambiguity problem using an elementary proof (which is not complete in [5]). It can also be obtained as a consequence
of the uncertainty principle for ambiguity functions, as it is mentioned in [3].
2.1. Stability of Hermite functions for the ambiguity problem
Lemma 2.1. Let u(t) = P(t)e−t2/2, where P(t) is a polynomial. Then, except perhaps for a trivial transformation,
every ambiguity partner v of u is of the form v(t)=Q(t)e−t2/2, where Q(t) is a polynomial with degP = degQ.
Proof. Using the fact F(e−t2/2)(ξ)= √2πe−ξ2/2, an elementary computation shows
A(u)(x, y)= e−i xy2 P˜ (x, y)e− x
2+y2
4 ,
where P˜ (x, y) is a polynomial of 2 variables of total degree 2 degP (see, e.g., [29, Theorem 7.2] or (11) below). Then,∣∣A(v)(x, y)∣∣2 = ∣∣A(u)(x, y)∣∣2 = ∣∣P˜ (x, y)∣∣2 e− x2+y22 ,
so we can use the uncertainty principle in [3, Proposition 6.2] (see also [10]) to conclude v(t)=Q(t)eiωt e− (t−a)
2
2 , for
a polynomial Q and two real constants ω,a. We only need to show that degQ= degP , but this follows easily from∣∣A(v)(x, y)∣∣= ∣∣Q˜(x, y)∣∣e− x2+y24 = ∣∣P˜ (x, y)∣∣e− x2+y24 ,
and the fact 2 degQ= deg Q˜= deg P˜ = 2 degP . 
2.2. Reformulation of the ambiguity problem as an algebraic problem
Let us first give some notation that we will use in this section.
Notation. We say that a polynomial is monic when the coefficient of its term of higher degree is equal to 1.
For a polynomial Π ∈ C[Z], we will write Π∗ the polynomial given by Π∗(z)=Π(z¯).
For a polynomial Π of degree n, that is, Π ∈ Cn[Z], we write Πˇ(z) = (−1)nΠ(−z). Note that (Π ′)ˇ = (Πˇ)′. We
will thus write unambiguously Πˇ ′. Remark also that Πˇ is monic when Π is.
For Π,Ψ two polynomials, we write
{Π,Ψ }− =ΠΨˇ − ΠˇΨ, {Π,Ψ }+ =ΠΨˇ + ΠˇΨ. (9)
We shall prove that the ambiguity problem for Hermite functions is equivalent to an algebraic problem, which we
state now. For P ∈ Cn[Z], we define its ambiguity polynomial as the polynomial in two variables given by
AP (z,w) :=
n∑
m=0
1
m! P
(m)(z)P∗ (m)(w).
Note that AP =AQ if and only if there exists some unimodular constant c such that P = cQ.
The ambiguity problem for Hermite functions will then be reduced to the following one:
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the following identity:
AP (z,w)AP (−z,−w)=AQ(z,w)AQ(−z,−w). (10)
Again, our question is the following: Does there exist other partners than the trivial ones, given by cP and cPˇ ,
with c a unimodular constant?
We first prove the equivalence between the two problems.
Let us denote by
Hk(x)= (−1)kex2 d
k
dxk
(
e−x2
)
, k = 0,1,2, . . . ,
the Hermite polynomials. We recall that, with the normalizing constant γk = (√π2kk!) 12 , the system
ψk(x)= 1
γk
Hk(x)e
−x2/2, k = 0,1,2, . . . ,
is an orthonormal basis of L2(R), called the Hermite basis of L2.
Let B be the linear map on C[Z] defined by B(Hk)= 2k/2Zk (i.e. B is the Bargmann transform).
The equivalence between the two problems is given by the following lemma, which is essentially contained in [6].
Lemma 2.2. Let P and Q be two polynomials. Then Pe−t2/2 and Qe−t2/2 are ambiguity partners if and only if B(P )
and B(Q) are partners for the algebraic ambiguity problem.
Proof. First of all, an explicit computation gives the well-known formula (see, e.g., [29, Theorem 7.2])
A
(
Hje
−t2/2,Hke−t
2/2)(x, y)= Ljk(x/√2, y/√2 )e−(x2+y2)/4ei xy2 , (11)
where Lj,k is the Laguerre polynomial defined by
Lj,k(x, y)= γjγk
√
k!
j ! (x + iy)
j−k
k∑
=0
(
j
k − 
)
(−1)
!
(
x2 + y2), if j  k
(and Lj,k(x, y)= Lk,j (−x, y) if j < k). We can write this formula in a unified way as
Lj,k(x, y)=
√
π2j+k j !k!
j∧k∑
m=0
(x + iy)j−m(−x + iy)k−m
(j −m)!(k −m)!m! .
Thus, defining the new variable z = x + iy we have
A
(
Hje
−t2/2,Hke−t
2/2)(x, y)= √π j !k!( j∧k∑
m=0
2m
m!
zj−m(−z)k−m
(j −m)!(k −m)!
)
e−|z|2/4ei
xy
2
= √π j !k!
(
j∧k∑
m=0
2m
m!
∂m
∂tm
(
tj
j !
)∣∣∣∣
t=z
∂m
∂tm
(
tk
k!
)∣∣∣∣
t=−z
)
e−|z|2/4ei
xy
2 .
Now, consider the expansion of P and Q in terms of the basis of Hermite polynomials
P =
n∑
j=0
αjHj and Q=
n∑
j=0
βjHj (12)
with αn = 0, βn = 0. Then, calling P := B(P )=∑nj=0 αj2j/2Zj , and using the bilinearity of the operator A we have∣∣A(u)(x, y)∣∣= √π ∣∣∣∣∣
n∑ 1
m!P
(m)(
√
2z)P(m)(−√2z)
∣∣∣∣∣e−|z|2/4.
m=0
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n∑
m=0
1
m!P
(m)(z)P(m)(−z)
∣∣∣∣∣
2
=
∣∣∣∣∣
n∑
m=0
1
m!Q
(m)(z)Q(m)(−z)
∣∣∣∣∣
2
(13)
for all complex numbers z. Since two holomorphic polynomials in two complex variables z,w coincide when they
coincide for z = −w, this is equivalent to the identity(
n∑
m=0
1
m! P
(m)(z)P∗ (m)(w)
)(
n∑
m=0
1
m! P
(m)(−z)P∗ (m)(−w)
)
=
(
n∑
m=0
1
m! Q
(m)(z)Q∗ (m)(w)
)(
n∑
m=0
1
m! Q
(m)(−z)Q∗ (m)(−w)
)
. (14)
We recognize the algebraic ambiguity problem, which finishes the proof of the lemma. 
Remark 2.3. Note that the highest order coefficient in (14) is |αn|4 = |βn|4, so that |βn| = |αn|. Replacing Q by its
trivial partner Q˜= αn
βn
Q, we may thus assume that βn = αn. Then, using the homogeneity of Eq. (14), there is no loss
of generality to assume that βn = αn = 1.
2.3. Solution of the algebraic ambiguity problem in the generic case
Definition. By a generic polynomial P we mean a polynomial that has only simple roots and has no common root
with Pˇ , that is, P has only simple non-symmetric roots.
Of course, almost all and quasi-all polynomials are generic.
We will now prove the following theorem which implies Theorem A.
Theorem 2.4. Assume that the polynomial P is generic and let Q be a partner of P . Then Q is a trivial partner, that
is, there exists a unimodular constant c such that either Q= cP or Q= cPˇ .
The proof is divided into two steps. In the first one, we will directly use Eq. (14) to get substantial information
onQ. The second step will consist in exploiting the factorization thatA(P) would have ifQ were not a trivial partner.
First step. As explained in Remark 2.3, we can assume that P and Q are monic polynomials and write
P := Zn + p1Zn−1 + · · · + pn−1Z + pn, Q := Zn + q1Zn−1 + · · · + qn−1Z + qn.
Equation (14) can as well be written
APAPˇ =AQAQˇ.
Looking at AP ∈ C[Z,W ] as a polynomial in W with coefficients in C[Z], we can write
AP ≡PWn + (p¯1P + nP ′)Wn−1 +
(
p¯2P + (n− 1)p¯1P ′ + n(n− 1)2 P
′′
)
Wn−2
modulo terms of smaller degree. Looking at the coefficient of W 2n in (14), we get
PPˇ =QQˇ, (15)
which in particular implies that
P ′Pˇ +PPˇ ′ =Q′Qˇ+QQˇ′ (16)
and
P ′′Pˇ +PPˇ ′′ + 2P ′Pˇ ′ =Q′′Qˇ+QQˇ′′ + 2Q′Qˇ′.
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to
nP ′Pˇ ′ + p¯1(PPˇ ′ − PˇP ′)= nQ′Qˇ′ + q¯1(QQˇ′ − QˇQ′). (17)
The highest order term in this equation gives |q1| = |p1|.
From (15) we deduce that there exist two monic polynomials A and B such that
P =AB and Q=ABˇ. (18)
Let us further write
A := Zk + a1Zk−1 + · · · + ak and B := Zl + b1Zl−1 + · · · + al.
Then p1 = a1 + b1, q1 = a1 − b1 and |q1| = |p1| is equivalent to
a1b¯1 + a¯1b1 = 0. (19)
These relations, written for all possible decompositions of P as a product AB , is sufficient to prove that the set of
coefficients p1, . . . , pn is contained in a real analytic variety of codimension 1 in Cn, and imply Theorem A. We will
not give details for this reduction since we have more information, as stated in Theorem 2.4.
Note that, using the notations defined by (9), (17) may as well be written as
2a¯1AAˇ{B ′,B}− + 2b¯1BBˇ{A′,A}− + n{A′,A}−{B ′,B}− = 0. (20)
Remark that the condition {A′,A}− = 0, which may be written as well as A′A = Aˇ
′
Aˇ
, is equivalent to the fact that
Aˇ = A. If a1 is 0, then either {A′,A}− = 0, which means that Q = Pˇ , or 2b¯1BBˇ + n{B ′,B}− = 0. This last identity
is only possible when b1 = 0, and thus {B ′,B}− = 0. So Q= P . In particular, we have proved the following. At this
point, P is not necessarily generic.
Proposition 2.5. Assume that the polynomial P is such that p1 = 0. Let Q be a partner of P . Then Q is a trivial
partner, that is, there exists a unimodular constant c such that either Q= cP or Q= cPˇ .
We will now concentrate on the case when a1 and b1 are different from zero, and P (thus Q) is generic. As A
(respectively B) has no multiple or symmetric zeros, then AAˇ and {A′,A}− (respectively BBˇ and {B ′,B}−) are
mutually prime. Moreover, zeros of AAˇ and BBˇ are different. It follows from (20) that 2b¯1BBˇ + n{B ′,B}− can be
divided by AAˇ, while 2a¯1AAˇ + n{A′,A}− can be divided by BBˇ . So A and B have the same degree. We conclude
directly that there is a contradiction when n is odd. From now on, we assume that n= 2k. Then A and B have degree k.
Moreover, looking at terms of higher degree, we conclude that
n{B ′,B}− = 2b¯1(AAˇ−BBˇ). (21)
Differentiating (21), we obtain
2b¯1
({A′,A}+ − {B ′,B}+)= n{B ′′,B}−. (22)
We can exchange the roles of A and B in the previous identities. In particular, we get that
b¯1{A′,A}− + a¯1{B ′,B}− = 0.  (23)
Second step. We will now work with polynomials in two variables. For Π ∈ C[Z,W ], we define Πˇ as before, the
degree of a polynomial being taken as the total degree. Using the fact that AP AˇP =AQAˇQ, we know that there exists
a factorization with polynomials C,D in two variables, such that
AP = CD, AQ = CDˇ. (24)
1 The coefficient of W2n−1 only leads to Eq. (16).
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C ≡ C0Wα (modulo polynomials in W of lower degree),
D ≡D0Wβ (modulo polynomials in W of lower degree).
Then P = C0D0, whileQ= εC0Dˇ0, with ε = (−1)degD+degD0+β . The assumption that P is generic implies that there
is uniqueness in the factorization (18). So C0 is equal to A (up to a constant) and D0 is equal to B (up to a constant).
Exchanging the role of the two variables, we see that α = β = k. So ε = 1, and we can assume that C0 and D0 are
monic, so that C0 =A and D0 = B .
These considerations allow us to write
C(z,w)≡A(z)A∗(w)+C1(z)wk−1, D ≡ B(z)B∗(w)+D1(z)wk−1 (25)
(modulo polynomials in W of lower degree). Moreover, C1 and D1 have degree at most k − 1.
We shall now identify A1 and B1.
Writing AP as a product, we have that
AP (z,w)≡P(z)P∗(w)+
[
A(z)D1(z)+C1(z)B(z)
]
wn−1
(modulo polynomials in W of lower degree), whereas a direct computation, using the fact that P =AB shows that
AP (z,w)≡P(z)P∗(w)+ n
[
A(z)B ′(z)+A′(z)B(z)]wn−1
(modulo polynomials in W of lower degree). Comparing both expressions leads to
(nA′ −C1)B + (nB ′ −D1)A= 0. (26)
Our assumption on the zeros of P implies that A and B are mutually prime so that, using the information on the
degrees of C1,D1, we get that
C1 = nA′ and D1 = nB ′.
Symmetry considerations now imply that
C(z,w)≡A(z)A∗(w)+ 2A′(z)A′ ∗(w)+C2(z)wk−2,
D(z,w)≡ B(z)B∗(w)+ 2B ′(z)B ′ ∗(w)+D2(z)wk−2
(modulo polynomials in W of lower degree). Moreover, C2 and D2 have degree at most k − 2.
It then follows that
AP (z, z)≡P(z)P∗(w)+P ′(w)P ′ ∗(w)+
(
A(z)
[
(a¯1 − b¯1)B ′(z)+D2(z)
]
+B(z)[(b¯1 − a¯1)A′(z)+C2(z)]+ n2A′(z)B ′(z))wn−2
≡P(z)P∗(w)+P ′(z)P ′ ∗(w)+ n(n− 1)
2
(
A′′(z)B(z)+ 2A′(z)B ′(z)+A(z)B ′′(z))wn−2
(modulo polynomials in W of lower degree). It follows that
(a¯1 − b¯1)(AB ′ −A′B)+AF +BE + nA′B ′ = 0, (27)
where E := C2 − n(n−1)2 A′′ and F := D2 − n(n−1)2 B ′′. Exploiting the expressions of AQ, that is changing B into Bˇ
(thus also b1 into −b1 and F into Fˇ ), we get
(a¯1 + b¯1)(ABˇ ′ −A′Bˇ)+AFˇ + BˇE + nA′Bˇ ′ = 0. (28)
Let us multiply the left-hand side of (27) by Bˇ and the left-hand side of (28) by B , and take the difference. We obtain
that
A
(
a¯1{B ′,B}− − b¯1{B ′,B}+ + {F,B}−
)+A′(2b¯1BBˇ + n{B ′,B}+)= 0.
Using (21) and (23), we can write that
A′
(
2b¯1BBˇ + n{B ′,B}+
)= 2b¯1AA′Aˇ=A(b¯1{A′,A}+ − a¯1{B ′,B}−).
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F + n
2
B ′′,B
}
−
= 0.
Since B and Bˇ are mutually prime by assumption, this means that F = −n2B ′′.
We could as well prove that E = −n2A′′. If we compute the coefficient of the term of higher degree in the left-hand
side of (27), we obtain |a1|2 + |b1|2 + n, which cannot vanish. This concludes for the proof. 
Remark 2.6. We will need the following: for all integers n = m and a ∈ C, then ψn + aψm has only trivial partners
for the ambiguity problem (equivalently, Zn + aZm has only trivial partners for the algebraic ambiguity problem).
Indeed, for |n−m| 2 this is a consequence of Proposition 2.5. For |n−m| = 1, this follows directly from (15).
3. Trivial solutions and constructions of special strange partners
3.1. The discrete case
We refer to Problem 3 as Problem (P). In this setting, two sequences a and b are said to be discrete ambiguity
partners (or (P)-partners) whenever (8) holds.
We start by defining the dual problem of (P), when 2π -periodic functions, rather than sequences in Z, are consid-
ered. Here T = R/2πZ ≡ [0,2π), and for f ∈ L2(T) we let
fˆ (n)= 1
2π
2π∫
0
f (t) e−int dt, n ∈ Z.
In this way, one can write f (t) =∑n∈Z fˆ (n)eint in the usual L2(T) sense (and a.e.). We shall also identify L2(T)
with 2(Z) via the correspondence: f → {fˆ (n)}n∈Z. This gives the following equivalent formulation of (P).
(Pˆ) The Periodic Ambiguity Problem. For f ∈ L2(T) define the periodic ambiguity function by
Aˆ(f )(k, t)= 1
2π
2π∫
0
f (s)f (s − t)e−iks ds, (k, t) ∈ Z×T.
We want to find all g ∈ L2(T) such that∣∣Aˆ(f )(k, t)∣∣= ∣∣Aˆ(g)(k, t)∣∣ for all (k, t) ∈ Z×T.
Two functions f and g as above are called (Pˆ)-partners.
Note that f and g are Pˆ -partners if and only if the sequences of their Fourier coefficients {fˆ (n)} and {gˆ(n)} are
(P)-partners in the sense of (8) since Parseval’s formula gives
Aˆ(f )(k, t)=
∑
n∈Z
fˆ (n)fˆ (n− k)eint =A({fˆ (n)})(k, t). (29)
In the sequel, we will therefore write A(f ) instead of Aˆ(f ) to simplify the notation.
Let us give a precise definition of trivial solutions, as announced in the introduction. Intuitively these should
be simple transformations of the data function that always give solutions to the functional equation proposed. The
definition below, given for (Pˆ) easily adapts to other problems.
Definition. A trivial solution for (Pˆ) is a bounded linear operator R :L2(T) → L2(T) preserving (Pˆ)-partners, i.e.,
such that for every f ∈ L2(T), f and Rf are (Pˆ)-partners. We denote by T the semi-group of all such operators.
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Rhf (t)= eiβeiktf (t + α) and R˜hf (t)= eiβe−ikt f (−t + α).
Then Rh and R˜h are trivial solutions for (Pˆ). Note that Rh is a unitary representation of the periodized Heisenberg
group H, with the product defined by
h · h′ = (α, k,β) · (α′, k′, β ′)= (α + α′, k + k′, β + β ′ + k′α)
while as before R˜h = ZRh.
Let us prove that there are no other trivial solutions.
Proposition 3.1. Let R be a trivial solution for (Pˆ), then there exists h ∈ H such that, either R = Rh or R = R˜h. In
particular, T can be identified with the group {−1,1} ×H.
Proof. For n ∈ Z, let fn(t)= eint . Then, |A(fn)(k, t)| = δ0,k , where δ0,k is the usual Krönecker symbol. Moreover,∣∣A(Rfn)(k, t)∣∣=
∣∣∣∣∣∑
∈Z
R̂fn()R̂fn(− k)eit
∣∣∣∣∣= δ0,k
implies that there exists a unique m(n) such that R̂fn(m(n)) = 0, that is Rfn(t)= cneim(n)t with |cn| = 1. Note that, if
n1 = n2, then m(n1) and m(n2) are different. Indeed, if they were equal, the non-zero function g := cn2fn1 − cn1fn2
would have a zero radar ambiguity function, a clear contradiction.
We wish to show that either m(n)− n or m(n)+ n is a constant. Let us consider the test functions g(t) = ein1t +
ein2t , for distinct n1, n2 ∈ Z. Then Rg(t)= cn1eim(n1)t + cn2eim(n2)t , and therefore,∣∣A(g)(0, t)∣∣= ∣∣ein1t + ein2t ∣∣= ∣∣|cn1 |2eim(n1)t + |cn2 |2eim(n2)t ∣∣= ∣∣A(Rg)(0, t)∣∣.
This implies, |m(n1)−m(n2)| = |n1 − n2|, which is an isometry of the integers, and therefore of the form m(n)=
m(0)+ εn, with a constant ε = ±1. In particular, when ε = 1 we have
(Rfn)(t)= cneim(0)t fn(t). (30)
We shall show that actually R =Rh for some h ∈ H. The case ε = −1, then follows by replacing R by RZ.
So, assuming (30), let us establish the dependence of cn on n. Testing with hn(t) = eint + ei(n+1)t + ei(n+2)t , we
obtain∣∣A(hn)(1, t)∣∣= ∣∣1 + eit ∣∣= ∣∣1 + cncn+12cn+2eit ∣∣= ∣∣A(Rhn)(1, t)∣∣.
Therefore cn+1cn+2 = cncn+1. Writing cn = eiγ (n), this relation can be expressed as
γ (n+ 2)− γ (n+ 1)= γ (n+ 1)− γ (n)= · · · = γ (1)− γ (0) (mod 2π).
Hence, for some α ∈ T, we must have
γ (n)= α + γ (n− 1)= · · · = nα + γ (0) (mod 2π),
concluding that
(Rfn)(t)= c0einαeim(0)t fn(t)= c0eim(0)t fn(t + α).
Then, the linearity and boundedness of R give R =Rh, where h= (α,m(0), γ (0)). 
Remark 3.2. It is worthwhile to notice that, from the above proof, an anti-linear bounded operator R cannot preserve
(Pˆ)-partners. Indeed, in the last step of the proof one may test with a function f (t)= 1 + eit + ce2it , for |c| = 1. Then
|A(f )(1, t)| = |1 + ceit |, whereas if R were antilinear, |Aˆ(f )(1, t)| = |A(Rf )(1, t)| = |1 + c¯eit |. This excludes anti-
linear operators to give trivial solutions for (Pˆ).
A normalization remark. Let f ∈ L2(T) be a trigonometric polynomial. Then, up to a change f → eiktf , we may
assume that supp fˆ ⊂ {0, . . . ,N} for some integer N and that fˆ (0) = 0, fˆ (N) = 0. We then say that f ∈ PN .
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ambiguity problem to functions in PN when dealing with trigonometric polynomials.
Lemma 3.3. Let f ∈ L2(T) and let Λ= suppf . Then
suppA(f ) := {k: A(f )(k, t) is not identically 0}=Λ−Λ.
In particular, if f ∈PN for some N ∈ N, and if g is a (Pˆ)-partner of f then, up to replacing g by a trivial partner, we
may also assume that g ∈PN .
Proof. The nth Fourier coefficients of t → A(f )(k, t), namely fˆ (n)fˆ (n− k), will vanish unless n,n − k ∈ Λ, so
that suppA(f )=Λ−Λ.
If f ∈ PN then Λ ⊂ {0, . . . ,N}, thus suppA(f ) ⊂ {0, . . . ,N} − {0, . . . ,N} = {−N, . . . ,N}. Obviously
A(f )(−N, t) = fˆ (0)fˆ (N) = 0, A(f )(N, t) = fˆ (N)fˆ (0)eiNt = 0, thus suppA(f ) cannot be included in a smaller
interval.
Now, if g ∈ L2(T) is a (Pˆ )-partner of f , then Λ′ := supp gˆ is such that Λ′ −Λ′ is finite, thus Λ′ itself is finite.
Thus g is a trigonometric polynomial, thus we may assume that g ∈ PM for some M . The first part of the proof then
shows that M =N . 
Finally, it is obvious from the definition that if f ∈ PN with N = 0 or N = 1, then f has only trivial partners.
3.2. Restricted discrete problems
In this section we consider the discrete radar ambiguity problem (Pˆ ) restricted to the subspaces L2Λ(T). Recall that,
for Λ a subset of Z, this space consists of all functions f ∈ L2(T) with supp fˆ ⊂ Λ. The discrete radar ambiguity
problem may then be restricted in two ways:
The Ambiguity Problems in L2Λ(T). Given f ∈ L2Λ(T),
Pˆ Λ find all g ∈ L2(T) such that for all (k, t) ∈ Z×T∣∣A(f )(k, t)∣∣= ∣∣A(g)(k, t)∣∣ (PˆΛ)
and such a g will be called a PˆΛ-partner of f ;
Pˆ Λ,Λ find all g ∈ L2Λ(T) such that for all (k, t) ∈ Z×T∣∣A(f )(k, t)∣∣= ∣∣A(g)(k, t)∣∣. (PˆΛ,Λ)
Such a g will be called a PˆΛ,Λ-partner of f .
In other words, the PˆΛ-ambiguity problem is just the Pˆ -ambiguity problem for functions in L2Λ(T) whereas in the
PˆΛ,Λ-ambiguity problem one further seeks for the solutions of the Pˆ -ambiguity partners to be in L2Λ(T).
Restricted trivial solutions may now be defined in two natural ways:
• an operator R :L2Λ(T) → L2(T) such that, for every f ∈ L2Λ(T), f and g = Rf satisfy (PˆΛ) will be called a
PˆΛ-trivial solution;
• an operator R :L2Λ(T) → L2Λ(T) such that, for every f ∈ L2Λ(T), f and g = Rf satisfy (PˆΛ,Λ) will be called a
PˆΛ,Λ-trivial solution.
Of course, every PˆΛ,Λ-trivial solution is also a PˆΛ-trivial solution. The converse may not be true as the trivial
solutions R0,k,0 and R˜0,k,0 do not preserve L2Λ(T) in general. Note also that every trivial solution is a PˆΛ-trivial
solution. Again the converse may be false as the example below will show.
It is a remarkable fact that the more lacunary a sequence Λ is, the more trivial solutions the problem admits.
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Rc :L
2
Λ(T)→ L2Λ(T) by
Rcf (t)=
∑
n∈Λ
c(n)fˆ (n)eint , t ∈ T.
This operator is extended to L2(T) in the obvious way: Rceint = 0 if n /∈Λ.
Example. Let Λ = {2j }∞j=0. Then, any multiplier Rc is a trivial solution for (PˆΛ), but in general not for (Pˆ ). This is
due to the fact that Af (0, t)=ARcf (0, t), while∣∣Af (2k1 − 2k2 , t)∣∣= ∣∣fˆ (2k1)fˆ (2k2)∣∣= ∣∣ARcf (2k1 − 2k2 , t)∣∣,
for non-negative integers k1 = k2.
In general, we have the following result:
Proposition 3.4. Let Λ⊂ Z. An operator R :L2Λ(T)→ L2(T) is a (PˆΛ)-trivial solution if and only if it is of the form
R = SRc, where S ∈ T and c = {c(n)}n∈Λ is a sequence of unimodular constants satisfying
c(n1)c(n2)= c(n3)c(n4), whenever n1 − n2 = n3 − n4, ni ∈Λ, i = 1,2,3,4. (31)
Proof. The sufficiency is easy to check. Indeed, just notice that for R =Rc, using condition (31) one obtains∣∣A(Rf )(k, t)∣∣= ∣∣∣∣∣ ∑
n,n−k∈Λ
c(n)fˆ (n)c(n− k)fˆ (n− k)eint
∣∣∣∣∣= ∣∣A(f )(k, t)∣∣
since c(n)c(n− k) depends only on k and is of modulus 1.
For the necessity, it is easy to see that the operator R will act on the exponentials fn(t)= eint by
either Rfn(t)= c(n)eimtfn(t) or Rfn(t)= c(n)e−imtf−n(t),
for some m ∈ Z and |c(n)| = 1, n ∈ Λ. Indeed, the part of the proof of Proposition 3.1 to give (30) can be used here.
Factoring out the corresponding (PˆΛ)-trivial operator S =Rh or S = R˜h with h= (0,m,0) ∈ H, we may assume that
R =Rc. It remains to determine the relations in (31) among the c(n)’s.
Excluding the trivial cases, we have only to check (31) when n1 > n2 and n1 > n3 > n4. This leaves only two
possibilities:
Case 1. n2 = n3. Then testing with g(t)= ein1t + ein2t + ein4t , we obtain∣∣A(Rg)(n1 − n2, t)∣∣= ∣∣c(n1)c(n2)ein1t + c(n2)c(n4)ein2t ∣∣= ∣∣ein1t + ein2t ∣∣,
and consequently, c(n1)c(n2)= c(n2)c(n4).
Case 2. n2 = n3. Then, the nis are all different and we may test with h(t)= ein1t + ein2t + ein3t + ein4t , obtaining:∣∣A(Rh)(n1 − n3, t)∣∣= ∣∣ein1t + ein2t + hˆ(n3)hˆ(2n3 − n1)ein3t ∣∣.
Note that hˆ(2n3 − n1) = 0 only if 2n3 − n1 = n2 or n4. But the last choice implies n2 = n3, which is not possible. If
instead n3 − n1 = n2 − n3, then the previous case gives us the equality
c(n3)c(n1)= c(n2)c(n3).
Therefore∣∣A(Rh)(n1 − n3, t)∣∣= ∣∣c(n1)c(n3)(ein1t + ein3t)+ c(n2)c(n4)ein2t ∣∣= ∣∣ein1t + ein2t + ein3t ∣∣,
from which we obtain c(n1)c(n3)= c(n2)c(n4). When, on the contrary, hˆ(2n3 − n1)= 0, then the situation is simpler
since ∣∣A(Rh)(n1 − n3, t)∣∣= ∣∣c(n1)c(n3)ein1t + c(n2)c(n4)ein2t ∣∣= ∣∣ein1t + ein2t ∣∣,
leading to the same result. 
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a semi-group with the usual composition law, unless Λ= Z.
The previous proposition, translated into the language of the periodic radar ambiguity problem (Pˆ), guarantees the
existence of many strange solutions for every function in L2Λ(T), provided Λ has enough gaps. Further, we obtain the
following:
Corollary 3.5. The set of functions f ∈ L2(T) admitting strange solutions to (Pˆ) is dense in L2(T).
Proof. Consider, for every N  1, functions with Fourier transform supported in ΛN = {−N, . . . ,N}∪{3N +1}. It is
clear that
⋃∞
N=1 L2ΛN (T) is dense in L
2(T). Further, any function f ∈ L2ΛN (T) will have infinitely many (Pˆ)-strange
partners. Indeed, these are given by the (PˆΛ)-trivial solutions:
RcN f (t)=
N∑
n=−N
εfˆ (n)eint + ε′fˆ (3N + 1)ei(3N+1)t ,
for |ε| = |ε′| = 1. Since the multiplier cN = {c(−N) = · · · = c(N) = ε, c(3N + 1) = ε′} satisfies condition (iii) of
Proposition 3.4, we must have RcN ∈ TΛN , establishing our claim. 
Here is one more consequence of our proposition, generalizing the example given above. We exclude the case
Card(Λ)= 2 for which one easily knows all solutions to (Pˆ) or (PˆΛ).
Corollary 3.6. Let Λ ⊂ Z be such that Card(Λ) 3. Suppose that every n ∈ Λ + Λ can be written uniquely (up to
permutation) as n= n1 + n2, with n1, n2 ∈Λ. Then R :L2Λ(T)→ L2Λ(T) is a PˆΛ,Λ-trivial solution if and only if it is
of the form R =Rc with c ≡ {c(n)}n∈Λ ∈ TΛ.
Further, if f ∈ L2Λ(T) and Card(supp fˆ ) 3, then every solution to PˆΛ,Λ is given by Rcf , for some c ∈ TΛ.
In other words, this corollary states that the trivial solutions may be identified with TΛ and that, if f ∈ L2Λ(T) and
Card(supp fˆ ) 3, every solution to PˆΛ,Λ is a PˆΛ,Λ-trivial solution.
Proof. Under the assumption on Λ, condition (iii) of Proposition 3.4 always holds, since n1 − n2 = n3 − n4, for
ni ∈Λ implies n1 = n3 or n1 = n2. It follows that the (PˆΛ)-trivial solutions are all given by RcRα,k,β or by RcR˜α,k,β
for some (α, k,β) ∈ H and some c = {c(n)}n∈Λ ∈ (S1)Λ ≡ TΛ. Among these operators, the only ones that preserve
L2Λ(T) are RcR˜α,0,β = R˜c with c˜n = eiβ+inαcn.
We shall show that if g ∈ L2Λ(T) is a PˆΛ,Λ-partner of f , and Card(supp fˆ ) 3, then |fˆ (n)| = |gˆ(n)|, for all n ∈Λ.
This will imply that g =Rcf for some multiplier c ∈ TΛ and establish the corollary.
From the assumptions on Λ, it follows that |A(f )(k, t)| = |A(g)(k, t)| is a constant for each k ∈ Z. For instance,
if we fix n0 ∈ supp fˆ , then for every n ∈Λ \ {n0}, we get, for k = n0 − n = 0∣∣fˆ (n0)fˆ (n)∣∣= ∣∣aˆ(n0)gˆ(n)∣∣. (32)
Since Card(supp fˆ )  2, we must have gˆ(n0) = 0. Denoting z = fˆ (n0)gˆ(n0) , and using |A(f )(0, t)|2 = |A(g)(0, t)|2 we
obtain:∣∣∣∣∣∣∣fˆ (n0)∣∣2ein0t + ∑
n=n0
∣∣fˆ (n)∣∣2eint ∣∣∣∣∣
2
=
∣∣∣∣∣ 1|z|2 ∣∣fˆ (n0)∣∣2ein0t + |z|2 ∑
n=n0
∣∣fˆ (n)∣∣2eint ∣∣∣∣∣
2
.
Thus both trigonometric polynomials have same coefficients so that either |z| = 1 (which is what we wish), or∣∣fˆ (n0)∣∣4 = |z|4
∣∣∣∣∣∑
λ=λ0
∣∣fˆ (n)∣∣2eint ∣∣∣∣∣.
Since Card(supp fˆ ) 3, we see that the latter cannot happen, so that |z| = 1. The corollary then follows from (32). 
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extensively studied by Erdös and various collaborators (see, e.g., [7]), as well as their generalization, the Bk-sets,
where sums of two integers are replaced by sums of k integers. One may show that a subset Λ of {1, . . . ,N} that is
a Bk set has size at most CardΛ CN1/k and this bound is sharp [7]. A survey on the subject may be found on M.
Koluntzakis’ web page (see also [15,16]). Bk-sets are particular examples of Λ(2k)-sets for trigonometric series [25].
The two-dimensional version of these sets, contained in the lattice Z2, also appears in the study of certain phase
retrieval problems arising from crystallography [8].
When the gaps of Λ are even larger, we will now prove that the problem PˆΛ has only trivial solutions. To do so,
we will need the following lemma which may be well known.
Lemma 3.8. Let Λ,Λ′ ⊂ Z and assume that every n ∈ Λ + Λ + Λ can be written uniquely up to permutation as
n = n1 + n2 + n3 with n1, n2, n3 ∈ Λ. Assume further that Λ′ −Λ′ = Λ−Λ, then Λ′ = Λ−m or Λ′ = m−Λ for
some m ∈ Z.
Proof. Without loss of generality, we may assume that 0 ∈Λ,Λ′. Now, if m ∈Λ′ \ {0}, we may write m= m− 0 =
n1 −n2 for some n1, n2 ∈Λ. Assume that we may write m= n′1 −n′2 with n′1, n′2 ∈Λ, then n1 +n′2 +0 = n′1 +n2 +0.
The property of Λ together with m = 0 then implies that n′1 = n1 and n′2 = n2. It follows that every m ∈Λ′ \ {0} may
be written in a unique way as m= nm − n˜m with nm = n˜m ∈Λ.
Further, fix m0 ∈ Λ′ \ {0} and write m0 = n0 − n˜0 with n0 = n˜0 ∈ Λ. Then, for m ∈ Λ′ \ {0,m0}, as m − m0 ∈
Λ′ − Λ′ = Λ − Λ, there exist n = n˜ ∈ Λ such that m − m0 = n − n˜. It follows that nm + n˜0 + n˜ = n˜m + n0 + n.
As m = 0, we get n˜m = nm and as m = m0, we get n˜ = n. The condition on Λ then implies that either (nm, n˜0, n˜) =
(n0, n, n˜m) or (nm, n˜0, n˜)= (n, n˜m,n0). In the first case, m= nm − n˜m = n0 − n˜m ∈ n0 −Λ while in the second case
m= nm − n˜m = nm − n˜0 ∈Λ− n˜0.
It is now enough to prove that, for a given Λ′, only one of these cases may occur.
If CardΛ′  2 this is trivial. If CardΛ′ = 3, the uniqueness of the decomposition 0 = m = nm − n˜m implies that,
if m ∈ (Λ− n˜0)∩ (n0 −Λ) then m=m0. We may thus assume that CardΛ′  4.
Let m = m˜ ∈ Λ′ \ {0,m0} and assume that we may write m = n0 − n and m˜ = n˜ − n˜0 with n, n˜ ∈ Λ. Again, as
Λ′ −Λ′ = Λ−Λ, there exists n1 = n2 such that m− m˜ = n1 − n2. It follows that n0 + n˜0 + n2 = n+ n˜+ n1. The
property of Λ with n1 = n2 then implies that only four cases may occur:
(n0, n˜0, n2)= (n,n1, n˜), (n0, n˜0, n2)= (n1, n˜, n),
(n0, n˜0, n2)= (˜n, n1, n) or (n0, n˜0, n2)= (n1, n, n˜).
The two first cases are respectively excluded with m = 0, i.e. n0 = n, and m˜ = 0, i.e. n˜0 = n˜. The two last cases are
respectively excluded with m˜ =m0, i.e. n0 = n˜, and m =m0, i.e. n˜0 = n. This concludes the proof of the lemma. 
Sets Λ satisfying the condition of the lemma are usually called B3-sets. See Remark 3.7 above.
Corollary 3.9. Let Λ ⊂ Z be a B3-set. Then every solution to PˆΛ is a trivial solution, that is if f ∈ L2Λ(T), then the
solutions to (Pˆ) are all given by SRcf , for c ∈ TΛ, S ∈ T .
Proof. Without loss of generality, we assume 0 ∈ supp fˆ and Card(supp fˆ )  3. Note that, since Λ satisfies the
assumptions in Corollary 3.6, all the solutions to (PˆΛ,Λ) are given by Rcf .
We shall show that if g is a (Pˆ)-partner of f , then supp Ŝg ⊂Λ, for some S ∈ T . This will imply that f and Sg are
(PˆΛ,Λ)-partners, and hence g = S−1Rcf .
We denote Λf = supp fˆ and Λg = supp gˆ. As f and g are ambiguity partners, A(f ) and A(g) have same support
and, with Lemma 3.3 this implies that Λf −Λf = Λg −Λg . From Lemma 3.8, we get that either Λg = Λf −m or
Λg =m−Λf for some m ∈ Z.
In the first case, it suffices to define S ∈ T by Sg(t) = e−imtg(t) while in the second case we consider Sg(t) =
eimtg(−t). We then have supp Ŝg ⊂ supp fˆ and, hence, f and Sg are (PˆΛ,Λ)-partners. The proof of the corollary is
then complete. 
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to the ambiguity problem, as they were defined for the continuous case (3) in [12]. In the periodic situation, the
question can be asked as follows:
(Pˆr ) The Restricted Ambiguity Problem. For f ∈ L2(T), find all g ∈ L2(T) for which there is some family of
unimodular constants ηk such that, for all (k, t) ∈ Z×T
Aˆ(f )(k, t)= ηkAˆ(g)(k, t). (33)
Two functions f and g as above are called restricted partners.
We have the following result:
Corollary 3.10. Let f ∈ L2(T) and Λ = supp fˆ . Then, all the restricted partners of f are of the form Rcf , with
Rc ∈ TΛ, that is c is a sequence of unimodular constants supported in Λ that satisfies (31).
Proof. It is clear that for each Rc ∈ TΛ, with Λ= supp fˆ , then Rcf is a restricted partner of f . Indeed, (33) holds with
ηk = c(n)c(n− k), which by (31) does not depend on n ∈ Λ. Conversely, Equality (33) for k = 0 implies |fˆ (n)| =
|gˆ(n)| for all n ∈ Z. Thus, g ∈ L2Λ(T) and g = Rcf for a sequence of unimodular constant c = {c(n)}n∈Λ. It remains
to show that condition (iii) in Proposition 3.4 holds. But this once more follows from (33), since for general values of
k ∈Λ−Λ, have ηk = c(n)c(n− k), for all n,n− k ∈Λ. 
3.3. The continuous case
The definition of trivial solutions immediately adapts to the continuous radar ambiguity problem: a trivial solution
to the continuous radar ambiguity problem is a linear or anti-linear continuous operator T on L2(R) such that for
every u ∈ L2(R), u and T u are ambiguity partners. We have the following description of these operators:
Proposition 3.11. The trivial solutions of the continuous radar ambiguity are the operators of the form T u(t) =
ceiωtu(ε(t − a)) with c ∈ T, ε = ±1, ω,a ∈ R.
Proof. Let T be a trivial solution and let ψn be the Hermite basis. According to Remark 2.6, ψn, ψn +ψk have only
trivial partners. Thus, for every n, there exists cn ∈ T, εn = ±1, ωn,an ∈ R such that
T ψn(t)= cneiωntψn
(
εn(t − an)
)= cnεnneiωntψn(t − an).
We want to prove that these constants do not depend on n: an = a0,ωn = ω0 and either cnεnn = c0 or cnεnn = (−1)nc0.
If this is the case, then respectively T ψn(t) = c0eiω0tψn(t − a0) or T ψn(t) = c0eiω0tψn(−t + a0). By density of the
span of the ψns, linearity and continuity of T , it follows that T u(t)= c0eiω0t u(ε1(t − a0)) for all u ∈ L2, as desired.
To do so, take n = k and note that by additivity of T ,
T (ψn +ψk)= T ψn + T ψk = cne−a2n/2εnnHn(t − an)e(an+iωn)t−t
2/2 + cke−a2k /2εkkHk(t − ak)e(ak+iωk)t−t
2/2.
On the other hand, ψn + ψk has only trivial partners, thus there exists constants ck,n ∈ T, εk,n = ±1, ωk,n, ak,n ∈ R
such that
T (ψn +ψk)= ck,ne−a2k,n/2
[
εnk,nHn(t − a)+ εkk,nHk(t − a)
]
e(ak,n+iωk,n)t−t2/2.
Comparing the growth at ±∞ and ±i∞ in these two expressions, we get that the exponential parts have to be the
same, that is
an + iωn = ak + iωk = ak,n + iωk,n
so that ak,n = an = ak and ωk,n = ωn = ωk , i.e. for every n, an = a0 and ωn = ω0 as desired. We are then left with
cnε
n
nHn(t − a0)+ ckεkHk(t − a0)= ck,nεn Hn(t − a0)+ ck,nεk Hk(t − a0).k k,n k,n
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both even then this reduces further to cn = ck,n = ck , i.e. for every n even, cn = c0. If n and k are both odd, we
get cnεn = ck,nεk,n = ckεk , i.e. for every n odd, cnεn = c1ε1. Finally, if n = 0, k = 1 we get c0 = c1,0 and c1ε1 =
c1,0ε1,0. There are thus two alternatives, either ε1,0 = 1 or ε1,0 = −1. In the first case, c1ε1 = c0 and then T ψn(t) =
c0eiω0tψn(t − a0). In the second case c1ε1 = −c0 so that cnεnn = (−1)nc0 and T ψn(t) = c0eiω0tψn(−t + a0) as
desired. 
4. Pulse type signals
4.1. The stability of pulse type signals for the ambiguity problem
The main result in this section can be stated as follows:
Theorem 4.1. Let 0 < η  13 and u(t) =
∑N
j=0 ajχ[j,j+η](t) for some (a0, a1, . . . , aN) ∈ CN+1. Then (modulo a
trivial transformation) every solution v(t) ∈ L2(R) of the ambiguity problem (3) is necessarily of the form v =∑N
j=0 bjχ[j,j+η], for some (b0, b1, . . . , bN) ∈ CN+1.
This theorem may be seen as an “uncertainty principle” for pulse type signals, in analogy to Lemma 2.1 for Hermite
signals. The techniques we use here, however, are different, containing ideas from phase retrieval and various limiting
arguments. The role of η  13 is crucial in the proof, and one may conjecture that 13 is critical to obtain such an
uncertainty principle.
The following elementary lemma will be used in the sequel.
Lemma 4.2. Let u,v be Lebesgue measurable functions and [a, b] ⊂ R. Assume that for almost all x ∈ [a, b], and
almost every t ∈ R, u(t)v(t + x)= 0. Then, if t0 ∈ suppu we have v(t)= 0 for almost every t ∈ t0 + [a, b].
Proof. Consider the set
A= {(t, x) ∈ R× [a, b] | u(t) v(t + x) = 0}.
By Tonelli’s theorem and the assumption in the lemma
|A| =
∫
[a,b]
∣∣{t ∈ R | u(t) v(t + x) = 0}∣∣dx = 0.
Without loss of generality, we shall assume t0 = 0. For 0 < ε < b−a2 , let Uε = {t ∈ (−ε, ε) | u(t) = 0} and Vε = {x ∈[a + ε, b− ε] | v(x) = 0}. As 0 ∈ suppu, for every ε > 0, |Uε|> 0.
Consider the set Aε =⋃t∈Uε {t} × (Vε − t) and note that
Aε ⊂
{
(t, x) ∈Uε × [a, b] | u(t) v(t + x) = 0
}⊂A.
Since |A| = 0, it follows that Aε is measurable in R2 and |Aε| = 0. Thus, using again Tonelli’s theorem
|Aε| =
∫
Uε
|Vε − t |dt = |Uε||Vε| = 0.
As |Uε|> 0 this implies that |Vε| = 0 for every ε > 0, thus |x ∈ [a, b] | v(x) = 0| = 0. 
Proof of Theorem 4.1. We shall assume a0aN = 0. Let v ∈ L2(R) be an ambiguity partner of u, that is∣∣F−1(vv(· − x) )(y)∣∣= ∣∣F−1(uu(· − x) )(y)∣∣= N∑
k=−N
∣∣Aa(k, y)∣∣∣∣∣∣ sin(η − |x − k|)y/2y/2
∣∣∣∣χ[−η,η](x − k), (34)
for all x, y ∈ R. We need to show that v is a pulse function of the same type as u. This will be obtained directly from
(34) in various steps. To begin with we recall that, modulo a trivial transformation, we must have
conv(suppv)= conv(suppu)= [0,N + η] (35)
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functions in x and y.
Step 1. A bound for the support of v.
From (34) it is clear that, for every x ∈ [η,1 − η] + Z,
v(·)v(· + x)= u(·)u(· + x)= 0 a.e. (36)
Since 0 ∈ suppv, we conclude from Lemma 4.2 that v(x) = 0, for almost every x ∈ [η,1 − η] + Z. Thus, there are
some smallest intervals Ij = [lj , rj ] ⊂ j + [−η,η], j = 0, . . . ,N , so that
suppv ⊂
N⋃
j=0
Ij =
N⋃
j=0
[lj , rj ]. (37)
Observe that l0 = 0 and rN =N +η by (35). Further, we claim that our assumption η 13 actually implies rj − lj  η.
Indeed, we already know this for I0 = [0, r0] ⊂ [0, η]. Let us now show it for I1 = [l1, r1] ⊂ [1 − η,1 + η]. Since
l1 ∈ suppv, we can use again Lemma 4.2 and (36) to conclude
v(l1 + x)= 0, for almost every x ∈ [η,1 − η],
or equivalently, v vanishes in l1 + [η,1 − η]. Now, this interval cannot be strictly contained in [l1, r1] because the
latter has length not exceeding 2η and the former (with left extreme l1 + η) has length 1 − 2η  η. Therefore, by the
minimality of I1 we must necessarily have l1 + η r1, which gives our claim. One proceeds similarly with the other
intervals Ij .
In particular, we have shown that
suppv ⊂
N⋃
j=0
Ij ⊂
N⋃
j=0
[lj , lj + η].
Observe that we cannot exclude the possibility that some Ij may be empty. In this case, there is no loss in considering
lj = rj = j .
Step 2. The phase retrieval problem.
Let us now fix k ∈ {0, . . . ,N} and x ∈ k + (−η,η). We then study (35) as the phase retrieval problem∣∣F[v(·) v(· − x)](y)∣∣= ∣∣F[u(·) u(· − x)](y)∣∣= ∣∣Aa(k, y)∣∣∣∣∣∣ sin(η − |x − k|)y/2y/2
∣∣∣∣. (38)
By Walther’s theorem ([28] or [12, Theorem 2]), the solution to this problem is necessarily of the form
F[v(·) v(· − x)](y)= eiα(x)eiβ(x)yAa(k, y) sin(η − |x − k|)y/2
y/2
Gx(y), (39)
where α(x),β(x) are real functions, and Gx is a unimodular function of the form
Gx(y)=
∏
z∈Jx
(1 − y
z
)e
y
z
(1 − y
z
)e
y
z
,
for some set of (non-real) complex numbers Jx . The set Jx is a subset of the complex zeros of z →F[u(·)u(· − x)](z).
The effect of Gx is to take these zeros into their complex conjugates (the so called zero-flipping).
Since z → sin(η−|x−k|)z/2
z/2 has only real zeros, flipping may only occur in the set Zk of non-real zeros of z →Aa(k, z) (where as usual, zeros are repeated according to multiplicity). We can partition Zk = Ix ∪ Jx , with Jx the
subset of zeros that “flip” in (38).
Our first claim is that, for each k = 0, . . . ,N , Jx (and thus Gx ) are actually independent of x ∈ k+ (−η,η). Indeed,
given one such x0 one notices that the holomorphic function Fx (z)=F[v(·) v(· − x0)](z) is not identically zero, and0
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of multiplicities m(z,Fx)=m(z,Fx0), for all |x − x0|< ε provided ε = ε(x0, z) > 0 is small enough.
Proceeding as before for every x0, an easy compactness-connectedness argument gives m(z,Fx) = m(z,Fk) for
all x ∈ k + (−η,η). Finally, repeating this argument with all zeros z ∈ Z(Fk) one concludes Jx = Jk for all x ∈
k + (−η,η). We will then write Gk =Gx for such x.
Step 3. Determination of the support of v(·)v(· − x).
Let us now go back to (39) and define the bounded function
Uˆx(y)= eiα(x) eiβ(x)yAa(k, y)Gk(y), (40)
so that Ux is a tempered distribution satisfying, for all x ∈ k + (−η,η),
v(·) v(· − x)=Ux ∗ χ[− η−|x−k|2 , η−|x−k|2 ]. (41)
Next, we define another distribution U˜k bŷ˜Uk(y)=Aa(k, y)Gk(y),
so that, for x ∈ k + (−η,η),
U˜k = e−iα(x)Ux
(· + β(x)). (42)
Let us emphasize that, in this identity, U˜k does not depend on x. Now, if we consider k = 0 and fix x ∈ [0, η) we must
have, using step 1,
N⋃
j=0
[lj + x, lj + η] ⊃ suppv(·)v(· − x)= suppUx ∗ χ[− η−x2 , η−x2 ]
= supp(U˜0 ∗ χ[− η−x2 , η−x2 ])+ β(x). (43)
Now, as v(·) v(· − x) is supported in [0,N + η], z → F[v(·) v(· − x)](z) is entire of exponential type at most N + η
(for any x). It follows that β is a bounded function and thus we may find a sequence xm ↗ η so that β(xm) has some
limit, say β+.
Next recall the following elementary fact: for every distribution U ∈ S ′ we have
1
2δ
U ∗ χ−(δ,δ) →U
when δ → 0 with convergence in S ′.
Then, letting xm → η in (43) we easily obtain
supp U˜0 ⊂
N⋃
j=0
{lj + η} − β+.
Further, observe that ̂˜U0 is bounded (and hence cannot be a polynomial), which necessarily implies
U˜0 =
N∑
j=0
γj δlj+η−β+ , (44)
for some complex numbers γj , j = 0, . . . ,N . Thus, we conclude that, if x ∈ (−η,η),
Ux = eiα(x)
N∑
j=0
γj δlj+η+β(x)−β+ , (45)
and therefore
v(·) v(· − x)= eiα(x)
N∑
j=0
γjχ[− η−|x|2 , η−|x|2 ]+lj+η+β(x)−β+ . (46)
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We begin by showing that γ0γN = 0. Indeed, we test (46) with x = 0, and using the property that 0 ∈ suppv, we
find a smallest integer j0 ∈ {0, . . . ,N} such that
0 ∈
[
−η
2
,
η
2
]
+ lj0 + η+ β(0)− β.
We claim that j0 = 0. If not we must have 3η2 +β(0)−β < 0 (since l0 = 0), and thus β(0)−β <− 3η2 . But now, since
N + η ∈ suppv we also have
N + η η
2
+ lN + η+ β(0)− β < 3η2 + lN −
3η
2
= lN ,
which is a contradiction (since rN = N + η ∈ suppv). Thus, j0 = 0, which forces γ0 = 0. A completely symmetrical
argument gives γN = 0.
Next, we shall determine explicitly the function β(x) in (39). Recall from (43) that
suppv(·)v(· − x)⊂
{⋃N
j=0[x + lj , lj + η], if x ∈ [0, η),⋃N
j=0[lj , lj + η + x], if x ∈ (−η,0].
Since γ0γN = 0, we see from the (46) that the extreme points − η−|x|2 + l0 +η+β(x)−β+, η−|x|2 + lN +η+β(x)−β+
must belong to suppv(·) v(· − x). Therefore, if x ∈ [0, η), x + l0 − η−x2 + l0 + η + β(x)− β+ so that
−η− x
2
 β(x)− β+,
and η−|x|2 + lN + η + β(x)− β+  lN + η so that
β(x)− β+ −η − x2 .
Thus, we conclude β(x)= β+ − η−x2 , x ∈ [0, η). Proceeding symmetrically with x ∈ (−η,0] one extends this identity
to all x ∈ (−η,η). In conclusion, going back to Eq. (46) with x = 0 we have shown that
|v|2 = eiα(0)
N∑
j=0
γj χ[lj ,lj+η].
Next we shall determine explicitly the values of lj . As we said in step 1, there is no loss in assuming lj = j when
γj = 0. We will prove that we must also have lj = j when γj = 0. Indeed, we already know that l0 = 0. Moreover,
when γj = 0 we know from step 1 that
[lj , lj + η] ⊂ j + [−η,η],
from which it follows j − η  lj  j . Assume by contradiction that for one such j we have j − η  lj  j − ε, for
some 0 < ε < η. Then we can select
x = lj − (η− ε) ∈ (j − 1)+ [η,1 − η],
so that by (36) it holds v(·)v(· − x) = 0, a.e. Now, when t ∈ [lj , lj + ε] we also have t − x ∈ [η − ε, η] ⊂ [0, η], and
therefore, for t ∈ [lj , lj + ε],
v(t) v(t − x)= γjγ0 = 0,
which is a contradiction. Thus, we have proven
|v|2 = eiα(0)
N∑
γjχ[j,j+η], (47)
j=0
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v(·)v(· − x)= eiα(x)
N∑
j=0
γjχ[− η−|x|2 , η−|x|2 ]+j+ x+η2 . (48)
Step 5. Determination of the phase of v.
From (47) we conclude that there are numbers b0, . . . , bN  0, and a function t → φ(t) real such that
v(t)= eiφ(t)
N∑
j=0
bjχ[j,j+η].
Observe that we can modify v in a null set so that this equality holds in all points t ∈ R. We want to show that the
phase φ(t) is constant in each interval [j, j + η] for which bj = 0. When x ∈ [0, η), using the expression in (48) we
see that
v(·)v(· − x)= eiα(x)
N∑
j=0
γj χ[x,η]+j = ei(φ(t)−φ(t−x))
N∑
j=0
|bj |2 χ[x,η]+j .
Since by (47) eiα(0)γj  0, we must have
α˜(x)≡ α(x)− α(0)= φ(t)− φ(t − x) (mod 2π)
whenever x ∈ [0, η), t ∈ [x,η] + j and bj = 0. Choosing t = x + j we see that φ(x + j) = α˜(x)+ φ(j) (mod 2π ),
and therefore
α˜(x)= α˜(t)− α˜(t − x) (mod 2π), x, t, t − x ∈ [0, η).
This is equivalent to
α˜(t + x)= α˜(t)+ α˜(x) (mod 2π), when x, t, t + x ∈ [0, η),
which by continuity of α˜ (by (39)) implies α˜(t)= ωt , t ∈ [0, η), for some real number ω. Thus, modulo 2π , φ(t+j)=
φ(j)+ωt , t ∈ [0, η), so calling b˜j = ei(φ(j)−ωj)bj we conclude
v(t)= eiωt
N∑
j=0
b˜j χ[j,j+η].
Therefore we have shown that, modulo a trivial transformation, v is a signal of pulse type of the same form as u,
concluding the proof of the theorem. 
4.2. Rareness of pulse signals with non-trivial partners
Contrary to Section 3, from now on it will be more convenient to study the Discrete Radar Ambiguity Problem (P)
for sequences rather than the Periodic Radar Ambiguity Problem (Pˆ). Let us first note that there is no difficulty to
transpose Proposition 3.1 to this context. Note that the trivial solutions are generated by the two representations of
the periodized Heisenberg group H = T×T×Z on 2(Z) given as follows. For h= (β,ω, l) ∈ H and a = (aj )j∈Z ∈
2(Z), define b = Sha by
bj = eiβ+ijωaj−l ,
and b˜ = S˜ha by
b˜j = eiβ+ijωa−j−l .
Further, when looking for partners of a finite sequence a, we may replace a by a trivial partner and assume that
a = (a0, . . . , aN) for some integer N and that a0aN = 0. We will then write a ∈ S(N). Transposing Lemma 3.3 from
trigonometric polynomials to finite sequences, every partner of a may then also be assumed to be in S(N).
In view of Theorem 4.1, the study of Problem 3 for pulse type signals of finite length is then reduced to the
following finite dimensional ambiguity problem, where N is a fixed positive integer.
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We will now use the following notation.
Notation. If b is a trivial ambiguity partner of a, we write b ≡ a. If b  a (b a partner of a) but b ≡ a, we call b a
strange partner of a and write b ∼ a.
The goal is to describe the class of all signals a which only admit trivial partners b. Several results in this direction
have already appeared in [9], which we describe now. We shall denote the complementary of the searched class by
E(N)= {a ∈ S(N): a admits strange partners}.
It is easy to see that E(N) = ∅ for N = 0,1,2. The main result in [9] establishes that for larger values of N this set
cannot be too large.
Theorem 4.3. For every N  3, E(N) is a non-empty semi-algebraic variety of real dimension at most 2N + 1.
We recall that a semi-algebraic variety is a set defined by polynomial equalities and/or inequalities. The theorem
says that E(N) has this structure, and moreover is contained in a real algebraic variety (i.e., finite unions of polynomial
zero sets) of real dimension 2N + 1. This implies that E(N) has Lebesgue measure 0 in CN+1 and is also thin in the
Baire sense.
Corollary 4.4. For every N  0, quasi-all and almost all elements of S(N) have only trivial partners.
A full description of E(N) for N = 3,4 can be found in [9]. In particular, E(3) contains sequences with all aj = 0,
j = 0,1,2,3. This shows that sequences with strange partners do not necessarily have to contain “gaps,” a remarkable
fact in view of the results in Section 3. In [9], a general argument showing the non-emptiness of E(N) for N  3 was
only sketched. The object of the next section is to prove it in full detail.
4.3. Construction of strange partners
A simple way to construct strange ambiguity partners when N = 2K+1 is odd is as follows: take α = (α0, . . . , αK)
be any sequence of length K . A direct computation of their ambiguity functions shows that for λ ∈ C, the sequences
ak =
{
αp when k = 2p,
λαp when k = 2p + 1 and bk =
{
λαp when k = 2p,
αp when k = 2p + 1 (50)
are ambiguity partners. In general, these are non-trivial partners (see [9, p. 102]). Since this method is restricted to N
odd, we will now describe another method that gives elements of E(N) as soon as N  4.
First recall from [9] that when a ∈ S(N) one can reformulate (49) as an equivalent combinatorial problem on
matrices. Namely, if we let Ka be the matrix with entries
dj,k =
{
a j+k
2
a j−k
2
if j, k have same parity,
0 else,
then we have the following
Proposition 4.5. Two sequences a, b ∈ S(N) are ambiguity partners if and only if
K∗aKa =K∗bKb.
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a20
a1.a0 0 a1.a0
a2.a0 0 a21 0 a2.a0
a3.a0 0 a1.a2 0 a1.a2 0 a3.a0
a4.a0 0 a1.a3 0 a22 0 a1.a3 0 a4.a0
a5.a0 0 a1.a4 0 a2.a3 0 a2.a3 0 a1.a4 0 a5.a0
a1.a5 0 a2.a4 0 a23 0 a2.a4 0 a1.a5
a2.a5 0 a3.a4 0 a3.a4 0 a2.a5
a3.a5 0 a24 0 a3.a5
a4.a5 0 a4.a5
a25
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(non-written elements of that matrix are 0).
We shall make use of the Kronecker product of matrices, which for A and B = [bi,j ]1i,jn is the matrix defined
by blocks as
A⊗B =
⎡⎢⎢⎢⎣
Ab1,1 Ab1,2 . . . Ab1,n
Ab2,1 Ab2,2 . . . Ab2,n
...
...
. . .
...
Abn,1 Abn,2 . . . Abn,n
⎤⎥⎥⎥⎦ .
This product has the following elementary properties:
– (A⊗B)∗ =A∗ ⊗B∗,
– (A⊗B)(C ⊗D)= (AC)⊗ (BD).
We shall compute the Kronecker product of two ambiguity matrices Ka and Kb and show that it corresponds to the
ambiguity matrix of a new sequence c produced by a certain product rule involving a and b. This turns out to produce
many natural examples of sequences with strange partners.
For this, it is convenient to change the way to enumerate the entries of such matrices, by introducing the following
“lattice coordinates”: let γ = [−1 11 1] and Γ = γZ2 be a sub-lattice of Z2. Given N  1 we consider the subset of
entries ΓN = {
[−1 1
1 1
][m
l
]
: 0m, l N}. If a = (a0, a1, . . . , aN) ∈ CN+1, then Ka is supported in ΓN and
(Ka)i,j = ama if
[
l
i
j
]
=
[−1 1
1 1
][
m

]
: 0m, N.
Thus, Ka is completely determined by the matrix K˜a[m,] := (Ka)i,j when
[ i
j
]= γ [m ].
Lemma 4.6. Let a = (a0, . . . , aN) and b = (b0, . . . , bM) be two finite sequences with associated polynomials P(z)=∑N
k=0 akzk , Q(z)=
∑M
k=0 bkzk . Consider the polynomial P(z)Q(zN+1)=
∑K
k=0 ckzk and let c = (c0, . . . , cK). Then
the ambiguity matrix Kc is supported in ΓN + (N + 1)ΓM and satisfies
K˜c
[
i + (N + 1)m, j + (N + 1)]= bmbaiaj . (51)
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Proof. As noted before
K˜c
[
i + (N + 1)m, j + (N + 1)]= ci+(N+1)mcj+(N+1).
Now by construction of c, the only non-null coefficients are ci+(N+1)m = aibm for 0 i N and 0mM . This
gives (51). To justify the drawing observe that the submatrix with coordinates in ΓN + (N + 1)γ
[m

]
is precisely
bmbKa |ΓN , which as m and  moves fills each of the parallelograms in the picture. 
Lemma 4.7. Let a = (a0, . . . , aN) and b = (b0, . . . , bM) be two finite sequences with associated polynomials
P(z) = ∑Nk=0 akzk , Q(z) = ∑Mk=0 bkzk . Consider this time the polynomial P(z)Q(z2N+1) = ∑Kk=0 ckzk and let
c = (c0, . . . , cK). Then the ambiguity matrix of c is Kc =Ka ⊗Kb .
Proof. Applying the previous lemma to P˜ (z)=∑2Nk=0 a˜kzk where{
a˜i = ai if 0 i N,
a˜i = 0 if N  i  2N,
we see that
suppKc ⊂ suppKa˜ + (2N + 1) suppKb.
Since Ka˜ vanishes in Γ2N \ ΓN , we actually have
suppKc ⊂ suppKa + (2N + 1) suppKb.
If we regard Ka as a square (2N +1)-matrix, this implies that Kc can be written as a collection of disjoint consecutive
square blocks {Ka + (2N + 1)
[ i
j
]
:
[ i
j
] ∈ suppKb}. Next, if we take [ ij ] = γ [m ] ∈ suppKb ⊂ ΓM , then by the
previous lemma the value of Kc in the corresponding block is precisely
bmbKa|ΓN .
This shows Kc =Ka ⊗Kb as asserted. 
A sequence c constructed from a and b as in the statement of Lemma 4.7 will be denoted by c = a ⊗ b. Recall also
that a  b means that a and b are ambiguity partners as in (49).
Corollary 4.8. Let a, b, a′, b′ be four finite sequences. If a  a′ and b  b′, then a ⊗ b  a′ ⊗ b′.
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K∗a′⊗b′Ka′⊗b′ = (Ka′ ⊗Kb′)∗(Ka′ ⊗Kb′)
= (K∗a′ ⊗K∗b′)(Ka′ ⊗Kb′)= (K∗a′Ka′)⊗ (K∗b′Kb′)
= (K∗aKa)⊗ (K∗bKb)=K∗a⊗bKa⊗b.
Thus, a ⊗ b  a′ ⊗ b′ as asserted. 
This corollary enables us to construct sequences a ∈ S(N) with strange partners, as soon as N  4.
Example. Let a = (1,2), b = (1,2) and b′ = (2,1), then a ⊗ b  a ⊗ b′. But
a ⊗ b = (1,2,0,2,4) whereas a ⊗ b′ = (2,4,0,1,2)
so that a ⊗ b and a ⊗ b′ are not trivial partners and a ⊗ b ∈ E(4). Moreover, applying the above construction to
a = (1,2,0, . . . ,0) regarded as sequence in CN+1, we obtain a sequence a ⊗ b ∈ S(2N + 2), which shows that
E(2N + 2) = ∅ for all N  1.
Example. Other examples can be produced by iterating this process. For instance, consider the sequence c associated
with the polynomial
R(z)=
J∏
j=0
(
αj + βj z3j
)
.
Non-trivial ambiguity partners can be obtained by selecting a collection of j ’s and replacing the corresponding factors
in the polynomial by αj + cjβj z3j or βj + cjαj z3j , with |cj | = 1. It is possible to show (although harder) that these
are all the possible ambiguity partners of c. Observe finally that these kind of examples are of a different nature than
those in Proposition 3.4.
As an application we obtain the following remarkable result.
Corollary 4.9. The set of all functions u ∈ L2(R) having strange ambiguity partners in the sense of (3) is dense
in L2(R).
Proof. Let f ∈ L2(R), which we may assume with ‖f ‖ 1. Given 0 < ε < 1 we can find fc with compact support
such that ‖f − fc‖< ε. Suppose that suppfc ⊂ [−R4 , R4 ].
Further, taking a = (1, ε), b = (1, ε) and b′ = (ε,1), then a ⊗ b  a ⊗ b′. But
a ⊗ b = (1, ε,0, ε, ε2) whereas a ⊗ b′ = (ε, ε2,0,1, ε)
so that the pulse type signals
u(t)=
∑
(a ⊗ b)jfc(t −Rj) and v(t)=
∑
(c⊗ b)jfc(t −Rj)
are non-trivial ambiguity partners and
‖f − u‖ ‖f − fc‖ +
(
2ε + ε2)‖fc‖ 7ε. 
5. Conclusion
The radar ambiguity problem is a difficult and still widely open problem. In this paper we have concentrated in
the most common classes of signals (Gaussian and rectangular pulses), and shown how to tackle such cases with real
and complex analysis methods, and also with algebraic approaches. We are still unable to say much about the general
case, but the originality of our methods may be useful when studying similar problems in the phase retrieval literature.
For Hermite functions, we rediscover a conjecture from the 70s which is stronger than the uncertainty principle
for ambiguity functions in Section 2.1. We are almost certain that Hermite functions must have only trivial partners.
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side, our proof becomes technically very complicate when dealing with other cases, and new ideas may be necessary.
In the case of pulse type signals, we have both the rareness of functions with strange partners, some criteria to have
only trivial solutions (see [9]) and various ways to construct functions that have strange partners. On the other hand,
we are unable to attack the discrete problem, that is Problem (8), for general sequences with infinite length. We know
that sequences with strange partners are dense (as well as those with only trivial partners), but it seems likely to us
that they must be “small” in a suitable sense (such as Baire category), although we still lack of evidence for this.
Note also that more general classes would be of interest for instance compactly supported functions (see [12] for
some results) and functions of the form P(x)e−x2/2 with P an entire function of order <1. For the later, note that
our techniques do not allow to say anything since we always start with the highest order coefficient of P when P is a
polynomial (it may be shown that every ambiguity partner is of the same form).
Let us conclude by mentioning that this paper only deals with the narrow band case, so that some physical restric-
tions are assumed on the signal. If these assumptions are lifted, as is the case, e.g., for a sonar, then the radar does no
longer measure A(u), but the so-called wide-band ambiguity function which is linked to the wavelet transform in the
same way as the narrow-band ambiguity function is linked to the short-time Fourier transform. We refer to [1,12,14,
18] for a presentation of the physics and mathematics of the wide-band ambiguity function. Of course, measurement
is again phase-less so that there is also a “wide-band radar ambiguity problem.” This problem is still widely open,
but [12] contains some results for what may be called “logarithmic pulse-type signals.” It is likely that some of the
techniques developed in this paper may also be useful for the wide-band case.
Acknowledgments
Research partially financed by European Commission Harmonic Analysis and Related Problems 2002–2006 IHP
Network (Contract Number: HPRN-CT-2001-00273—HARP). The second author is also supported by Programa
Ramón y Cajal and grants MTM2004-00678 (MEC, Spain) and SIMUMAT S-0505/ESP-0158. The authors are grate-
ful to the anonymous referees for carefully reading the manuscript and mentioning the importance of the wide-band
case.
References
[1] L. Auslander, I. Gretner, Wide-band ambiguity functions and the ax + b group, in: Signal Processing, Part I, Signal Processing Theory, in:
Math. Appl., vol. 22, 1990, pp. 1–12.
[2] L. Auslander, R. Tolimieri, Radar ambiguity functions and group theory, SIAM J. Math Anal. 16 (1985) 577–601.
[3] A. Bonami, B. Demange, Ph. Jaming, Hermite functions and uncertainty principles for the Fourier and the windowed Fourier transforms, Rev.
Mat. Iberoamericana 19 (2003) 23–55.
[4] H.F. Bueckner, Signals having the same ambiguity functions, Technical Report 67-C-456, General Electric, Research and Development Center,
Schnectady, NY, 1967.
[5] R. de Buda, Signals that can be calculated from their ambiguity function, IEEE Trans. Inform. Theory I T16 (1970) 195–202.
[6] R. de Buda, An algorithm for computing a function from the modulus of its ambiguity function, unpublished.
[7] P. Erdös, P. Turán, On a problem of Sidon in additive number theory and some related problems, J. London Math. Soc. 166 (1941) 212–215.
[8] P. Fernández Gallardo, La convergencia de las series de Fourier y su conexión con la cristalografía, Ph.D. thesis, Universidad Autónoma de
Madrid, 1997.
[9] G. Garrigós, Ph. Jaming, J.-B. Poly, Zéros de fonctions holomorphes et contre-exemples en théorie des radars, in: Actes des rencontres
d’analyse complexe, Atlantique, Poitiers, 2000, pp. 81–104, available on http://hal.ccsd.cnrs.fr/ccsd-00007482.
[10] K. Gröchenig, G. Zimmermann, Hardy’s theorem and the short-time Fourier transform of Schwartz functions, J. London Math. Soc. (2) 63
(2001) 205–214.
[11] N.E. Hurt, Phase Retrieval and Zero Crossing (Mathematical Methods in Image Reconstruction), Math. Appl., Kluwer Academic, Dordrecht,
1989.
[12] Ph. Jaming, Phase retrieval techniques for radar ambiguity functions, J. Fourier Anal. Appl. 5 (1999) 313–333.
[13] Ph. Jaming, M. Kolountzakis, Reconstruction of functions from their triple correlations, New York J. Math. 9 (2003) 149–164.
[14] Q.T. Jiang, Rotation invariant ambiguity functions, Proc. Amer. Math. Soc. 126 (1998) 561–567.
[15] M. Kolountzakis, The density of Bh[g] sequences and the minimum of dense cosine sums, J. Number Theory 56 (1996) 4–11.
[16] M. Kolountzakis, Some applications of probability to additive number theory and harmonic analysis, in: Number Theory (New York, 1991–
1995), Springer, New York, 1996, pp. 229–251.
[17] M.V. Klibanov, P.E. Sacks, A.V. Tikhonravov, The phase retrieval problem, Inverse Problems 11 (1995) 1–28.
[18] W. Lawton, Analytic signals and radar processing, in: Wavelet Applications VI, in: SPIE Proceedings, vol. 3723, 1999, pp. 215–222.
414 A. Bonami et al. / Appl. Comput. Harmon. Anal. 23 (2007) 388–414[19] J.S. Lomont, P. Mendelson, The Wigner unitary–antiunitary theorem, Ann. of Math. (2) 78 (1963) 548–559.
[20] R.P. Millane, Phase retrieval in crystallography and optics, J. Opt. Soc. Am. A 7 (1990) 394–411.
[21] W. Moran, Mathematics of radar, in: Twentieth Century Harmonic Analysis—A Celebration (Il Ciocco, 2000), in: NATO Sci. Ser. II Math.
Phys. Chem., vol. 33, Kluwer Academic, Dordrecht, 2001, pp. 295–328.
[22] L. Molnár, An algebraic approach to Wigner’s unitary–antiunitary theorem, J. Austral. Math. Soc. Ser. A 65 (1998) 354–369.
[23] J. Rosenblatt, Phase retrieval, Comm. Math. Phys. 95 (1984) 317–343.
[24] J. Rätz, On Wigner’s theorem: Remarks, complements, comments, and corollaries, Aequationes Math. 52 (1996) 1–9.
[25] W. Rudin, Trigonometric series with gaps, J. Math. Mech. 9 (1960) 203–227.
[26] W. Schempp, Harmonic Analysis on the Heisenberg Nilpotent Lie Group, with Applications to Signal Theory, Longman, 1986.
[27] H.L. van Trees, Detection, Estimation and Modulation Theory. Part III. Radar–Sonar Signal Processing and Gaussian Signals in Noise, J. Wiley
& Sons, New York, 1971.
[28] A. Walter, The question of phase retrieval in optics, Opt. Acta 10 (1963) 41–49.
[29] C.H. Wilcox, The synthesis problem for radar ambiguity functions, MRC Tech. Summary Report 157 (1960); republished in: R. Blahut, W.
Miller, C. Wilcox (Eds.), Radar and Sonar Part I, in: Math. Appl., vol. 32, Springer, New York, 1991, pp. 229–260.
[30] P.M. Woodward, Probability and Information Theory with Applications to RADAR, Pergamon, London, 1953.
