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Resumo
Nosso primeiro objetivo e´ provar o teorema de Weierstrass sobre a aproximac¸a˜o
por polinoˆmios, de func¸o˜es cont´ınuas definidas em intervalos fechados e com valores reais, e
depois o teorema de Stone - Weierstrass, uma forma generalizada do teorema de aproximac¸a˜o
de Weierstrass descoberto por Stone, que e´ um instrumento indispensa´vel na topologia e na
ana´lise moderna.
Em seguida, apresentamos as a´lgebras de Banach, onde estudamos os elementos
regulares e singulares, divisores topolo´gicos de zero, o espectro, a fo´rmula do raio espectral,
o radical e a sua semi - simplicidade.
O conjunto C?(X) de todas as func¸o˜es complexas limitadas e cont´ınuas definidas em
um espac¸o topolo´gico X, e´ a a´lgebra de Banach mais simples entre as de maior interesse para
no´s. No desenvolvimento do nosso trabalho, utilizamos o fato que C?(X) e´ tambe´m uma B?
- a´lgebra comutativa. Os u´ltimos resultados principais no nosso trabalho sa˜o os seguintes :
(1). O teorema de Gelfand - Neumark, o qual diz que cada B? - a´lgebra comutativa
A e´ ideˆntica a` B? - a´lgebra comutativa C?(XA), onde XA e´ um espac¸o compacto de Hausdorff
constru´ıdo atrave´s da estrutura interna de A.
(2). O teorema de Banach - Stone, o qual afirma que dois espac¸os compactos de
Hausdorff X e Y sa˜o homeomorfos se, somente se, as a´lgebras de func¸o˜es correspondentes
C?(X) e C?(Y ) sa˜o isomorfas.
v
Abstract
Our first aim is to prove the theorem of Weierstrass on the approximation by polyno-
mials of continuous real functions defined on closed intervals and then the Stone - Weierstrass
theorem, a generalized form of the Weierstrass approximation theorem discovered by Stone,
which is an indispensable tool in topology and modern analysis.
We next present Banach algebras, in which we begin a study of regular and singular
elements, topological divisors of zero, the spectrum, the formula for the spectral radius, the
radical and semi - simplicity.
The set C?(X) of all bounded continuous complex functions defined on a topological
space X is the simplest of the really interesting Banach algebras. The development of this
work lead us to establish that C?(X) is also a commutative B? - a´lgebra. The last principal
results in our work are the following :
(1). The Gelfand - Neumark theorem, which says that every commutative B? -
algebra A is essentially identical with the commutative B? - a´lgebra C?(XA), where XA is
built out of the inner structure of A.
(2). The Banach - Stone theorem, which states that two compact Hausdorff spaces
X and Y are homeomorphic if only if their corresponding function algebras C?(X) and C?(Y )
are isomorphic.
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Introduc¸a˜o
O objetivo principal deste trabalho e´ estudar o teorema de Gelfand - Neumark e o
teorema de Banach - Stone.
O teorema de Gelfand - Neumark diz que cada B?− a´lgebra comutativa A e´ essen-
cialmente ideˆntica ao conjunto C?(XA) de todas as func¸o˜es complexas limitadas e cont´ınuas,
definidas em XA, onde XA e´ um espac¸o compacto de Hausdorff constru´ıdo atrave´s da es-
trutura interna de A. Na demonstrac¸a˜o deste teorema, a aplicac¸a˜o do teorema de Stone
- Weierstrass complexo e´ indispensa´vel, o qual, enta˜o, sera´ apresentado e demonstrado no
Cap´ıtulo 1. Para o estudo de uma B?− a´lgebra comutativa, e´ necessa´rio ter um conheci-
mento de a´lgebras de Banach e as suas involuc¸o˜es, apresentado nos Cap´ıtulo 2 e Cap´ıtulo 3.
Finalmente, aproveitando o estudo realizado nos cap´ıtulos precedentes, provamos o teorema
de Banach - Stone, no Cap´ıtulo 4.
O trabalho se divide, assim, em quatro cap´ıtulos. Apresentamos inicialmente, no
Cap´ıtulo 1, o teorema de aproximac¸a˜o de Weierstrass e depois estenderemos o resultado para
um espac¸o compacto de Hausdorff arbitra´rio. Dessa maneira, chegamos a estudar e demon-
strar os teoremas de Stone - Weierstrass real e complexo. Ao final deste primeiro cap´ıtulo,
apresentamos tambe´m o teorema de Stone - Weierstrass estendido.
Para identificar uma B?− a´lgebra comutativa A com outra B?− a´lgebra comutativa
C?(XA), e´ essencial encontrar uma aplicac¸a˜o bijetora que preserva toda estrutura assumida
em A. Na demonstrac¸a˜o deste teorema, a aplicac¸a˜o de Gelfand desempenha este papel im-
portante. No Cap´ıtulo 2, ale´m de apresentarmos a definic¸a˜o de a´lgebras de Banach e alguns
exemplos, estudamos principalmente a fo´rmula do raio espectral e a semi - simplicidade
destas a´lgebras que constituem partes essenciais para desenvolver a aplicac¸a˜o de Gelfand,
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conservar a norma e a estrutura alge´brica de A.
No Cap´ıtulo 3, com os resultados obtidos nos Cap´ıtulo 1 e Cap´ıtulo 2, comec¸amos
propriamente a demonstrac¸a˜o do teorema de Gelfand - Neumark. Inicialmente, apresenta-
mos a aplicac¸a˜o de Gelfand e demonstramos que o espac¸o compacto de Hausdorff XA pode
ser constru´ıdo atrave´s da estrutura interna de A. Depois estudaremos as a´lgebras de Banach
auto - adjuntas, que possuem como principal caracter´ıstica o fato da aplicac¸a˜o de Gelfand
ser bijetora. Pore´m, esta estrutura na˜o e´ ainda suficiente para o nosso propo´sito. Para
suprir esta deficieˆncia apresentamos as involuc¸a˜o, as quais possibilitam definir B?− a´lgebra
comutativa e tornar a aplicac¸a˜o de Gelfand um ?− isomorfismo isome´trico e sobrejetor.
O objetivo do Cap´ıtulo 4 e´ apresentar o teorema de Banach - Stone, o qual diz que
dois espac¸os compactos de Hausdorff X e Y sa˜o homeomorfos se, somente se, as a´lgebras de
func¸o˜es correspondentes C?(X) e C?(Y ) sa˜o isomorfas. A parte mais dif´ıcil da demonstrac¸a˜o
deste teorema e´ identificar um espac¸o compacto de Hausdorff X com o espac¸o dos ideais
maximais de C?(X), dificuldade esta resolvida no primeiro teorema do referido cap´ıtulo.
Cap´ıtulo 1
Aproximac¸a˜o
Neste cap´ıtulo, nosso trabalho esta´ concentrado no famoso teorema de aproximac¸a˜o
de Weierstrass. Primeiramente provamos esse teorema e depois duas formas do teorema de
Stone - Weierstrass, que tratam separadamente de func¸o˜es reais e de complexas. Finalmente,
apresentamos o teorema de compactificac¸a˜o de espac¸os localmente compactos de Hausdorff
e voltamos a estender o teorema de Stone - Weierstrass neste contexto.
1.1 O teorema de aproximac¸a˜o de Weierstrass
Seja p(x) = a0 + a1x+ · · ·+ anxn um polinoˆmio com coeficientes reais, definido em
um intervalo fechado [a, b]. E´ claro que tal polinoˆmio e´ uma func¸a˜o cont´ınua real e que o
limite uniforme de qualquer sequ¨eˆncia de tais polinoˆmios e´ tambe´m uma func¸a˜o cont´ınua
real. O teorema de aproximac¸a˜o de Weierstrass afirma que o rec´ıproco tambe´m e´ verdadeiro,
isto e´, qualquer func¸a˜o cont´ınua real definida em [a, b] e´ o limite uniforme de certa sequ¨eˆncia
de polinoˆmios. Esta afirmac¸a˜o e´ equivalente a dizer que tal func¸a˜o pode ser aproximada
uniformemente, pelos polinoˆmios, com qualquer grau de precisa˜o dado.
Teorema 1.1.1 (O teorema de aproximac¸a˜o de Weierstrass). Seja f uma func¸a˜o real
cont´ınua definida em um intervalo fechado [a, b]. Enta˜o, dado ² > 0, existe um polinoˆmio p
com coeficientes reais tal que |f(x)− p(x)| < ², para todo x em [a, b].
Demonstrac¸a˜o. Consideremos os dois casos seguintes: (1). a = b. Se p(x) = f(a) enta˜o
|f(x)− p(x)| = |f(a)− f(a)| = 0 < ². (2). a 6= b. Sem perda de generalidade, suponhamos
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que a < b. Observamos que
x ∈ [a, b]⇐⇒ x′ = x− a
b− a ∈ [0, 1].
Enta˜o a aplicac¸a˜o cont´ınua h definida por
h : [0, 1] −→ [a, b]
x′ 7−→ x = (b− a)x′ + a
e´ uma aplicac¸a˜o bijetora de [0,1] sobre [a,b]. Logo, g = f ◦ h e´ uma func¸a˜o real cont´ınua
definida em [0, 1] e temos que
g(x′) = f ◦ h(x′) = f(x).
Se nosso teorema for provado no caso em que a = 0 e b = 1, enta˜o para essa func¸a˜o real
cont´ınua g definida em [0, 1], existira´ um polinoˆmio p′ definido em [0, 1], tal que, para todo
x′ em [0, 1],
|g(x′)− p′(x′)| < ².
Se expressarmos essa desigualdade em termo de x, obteremos que, para todo x em [a, b],∣∣∣∣f(x)− p′(x− ab− a)
∣∣∣∣ < ².
Definindo p(x) = p′(
x− a
b− a ), teremos que, para todo x em [a, b],
|f(x)− p(x)| < ².
Assim, estara´ provado este teorema no caso geral. Portando, basta prova´-lo supondo a = 0
e b = 1. Seja n um nu´mero natural. O polinoˆmio Bn(x) definido por
Bn(x) =
n∑
k=0
(n
k
)
xk(1− x)n−kf
(k
n
)
e´ chamado de polinoˆmio de Bernstein associado a f . Provaremos que existe um polinoˆmio
de Bernstein Bn(x) que satisfaz as condic¸o˜es do teorema. Pelo teorema binomial
n∑
k=0
(n
k
)
xk(1− x)n−k = [x+ (1− x)]n = 1 (1.1)
Se diferenciamos (1.1) em relac¸a˜o a x, temos que
n∑
k=0
(n
k
)
[kxk−1(1− x)n−k − (n− k)xk(1− x)n−k−1] =
n∑
k=0
(n
k
)
xk−1(1− x)n−k−1(k − nx) = 0,
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e multiplicando por x(1− x), obtemos
n∑
k=0
(n
k
)
xk(1− x)n−k(k − nx) = 0. (1.2)
Se diferenciamos (1.2) em relac¸a˜o a x, temos
n∑
k=0
(n
k
)
[−nxk(1− x)n−k + xk−1(1− x)n−k−1(k − nx)2] = 0. (1.3)
Aplicando (1.1) em (1.3), temos que
n∑
k=0
(n
k
)
xk−1(1− x)n−k−1(k − nx)2 = n;
e multiplicando por x(1− x), obtemos
n∑
k=0
(n
k
)
xk(1− x)n−k(k − nx)2 = nx(1− x),
e dividindo por n2 aos dois lados, vem
n∑
k=0
(n
k
)
xk(1− x)n−k
(
x− k
n
)2
=
x(1− x)
n
. (1.4)
As expresso˜es (1.1) e (1.4) sera˜o instrumentos essenciais para mostrar que f(x) e´ uniforme-
mente aproximada por Bn(x) quando n for suficientemente grande. Agora nossa demon-
strac¸a˜o comec¸a realmente. De (1.4), vemos que
f(x)−Bn(x) =
n∑
k=0
(n
k
)
xk(1− x)n−k
[
f(x)− f
(k
n
)]
.
Da´ı
|f(x)−Bn(x)| ≤
n∑
k=0
(n
k
)
xk(1− x)n−k
∣∣∣f(x)− f(k
n
)∣∣∣. (1.5)
Como f e´ uniformemente cont´ınua em [0, 1], dado ² > 0, existe δ > 0 tal que∣∣∣∣x− kn
∣∣∣∣ < δ =⇒ ∣∣∣∣f(x)− f(kn)
∣∣∣∣ < ²2 .
Agora considerando x fixo e arbitra´rio, separamos a soma do lado direito de (1.5) em duas
partes denotadas por
∑
e
∑′
de modo que
|f(x)−Bn(x)| ≤
∑(n
k
)
xk(1− x)n−k
∣∣∣f(x)− f(k
n
)∣∣∣︸ ︷︷ ︸∑ +
∑(n
k
)
xk(1− x)n−k
∣∣∣f(x)− f(k
n
)∣∣∣︸ ︷︷ ︸∑′ ,
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onde
∑
e´ a soma de todos os termos em que k e´ tal que
∣∣∣∣x− kn
∣∣∣∣ < δ e ∑′ e´ a soma de todos
os termos em que k e´ tal que
∣∣∣∣x− kn
∣∣∣∣ ≥ δ. Observamos que,em ∑, como∣∣∣∣x− kn
∣∣∣∣ < δ,
enta˜o ∣∣∣∣f(x)− f(kn)
∣∣∣∣ < ²2
e, assim, usando (1.1) tambe´m, temos que
∑
<
∑(n
k
)
xk(1− x)n−k
( ²
2
)
<
²
2
n∑
k=0
(n
k
)
xk(1− x)n−k = ²
2
.
Logo ∑
<
²
2
. (1.6)
Como f e´ limitada, pois e´ cont´ınua no compacto [0, 1], existe M > 0 tal que |f(x)| ≤ M
para todo x em [0, 1]. Logo∑′ ≤∑(n
k
)
xk(1− x)n−k(M +M) = 2M
∑(n
k
)
xk(1− x)n−k︸ ︷︷ ︸∑′′ ,
denotada a u´ltima soma acima por
∑′′ . Todos os k, em ∑′ , sa˜o tais que |x − k
n
| ≥ δ, logo
|x− k
n
|2 = (x− k
n
)2 ≥ δ2. Assim, usando (1.4) tambe´m, temos que
δ2
∑′′ ≤∑(n
k
)
xk(1− x)n−k
(
x− k
n
)2
≤
n∑
k=o
(n
k
)
xk(1− x)n−k
(
x− k
n
)2
=
x(1− x)
n
.
Por isso, ∑′′ ≤ x(1− x)
δ2n
.
Como o valor ma´ximo de x(1− x) para todo x em [0, 1] e´ 1
4
, enta˜o
∑′′ ≤ 1
4δ2n
<
1
δ2n
<
²
4M
quando n >
4M
δ2²
.
Portanto ∑′ ≤ 2M∑′′ < 2M ²
4M
=
²
2
,
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∑′
<
²
2
. (1.7)
Por (1.6) e (1.7), temos que, para todo x em [0, 1],
|f(x)−Bn(x)| < ².
Assim, nosso teorema esta´ demonstrado completamente. ¤
Observamos que o conjunto C[a, b] de todas as func¸o˜es cont´ınuas f : [a, b] −→ R e´ um espac¸o
me´trico com relac¸a˜o a` distaˆncia
d(f, g) = sup{|f(x)− g(x)| : a 6 x 6 b}.
Consequentemente o teorema de aproximac¸a˜o de Weierstrass afirma que os polinoˆmios for-
mam um subespac¸o denso de C[a, b].
1.2 Os teoremas de Stone - Weierstrass
Na sec¸a˜o anterior, vimos que os polinoˆmios sa˜o densos em C[a, b], para qualquer
intervalo fechado e limitado [a, b]. Nosso propo´sito desta sec¸a˜o e´ substituir [a, b] por um
espac¸o compacto de Hausdorff X arbitra´rio e fazer uma afirmac¸a˜o similar sobre C(X,R).
Uma dificuldade natural e´ que na˜o tem significado falar de polinoˆmios em X. Pore´m, este
obsta´culo vai desaparecer quando identificarmos o conjunto P de todos os polinoˆmios em
[a, b] com o conjunto de todas as func¸o˜es definidas em [a, b] geradas por {1, x}, onde 1, x sa˜o
as func¸o˜es definidas por 1(t) = 1 e x(t) = t, para todo t em [a, b]. Apo´s essa identificac¸a˜o,
podemos considerar P como uma suba´lgebra de C[a, b] contendo {1, x}. Como o fecho de
uma suba´lgebra e´ tambe´m uma suba´lgebra, temos que P e´ uma suba´lgebra fechada de
C[a, b] contendo {1, x} e que esta´ contida em cada suba´lgebra fechada que comtem 1 e x.
Logo, pelo Teorema de aproximac¸a˜o de Weierstrass, temos que C[a, b] e´ igual a qualquer
suba´lgebra fechada que conte´m {1, x}. Afirmar que uma suba´lgebra de C[a, b] conte´m {1, x}
e´ equivalente a dizer que ela conte´m uma func¸a˜o constante na˜o nula e separa pontos. Portanto
temos uma nova maneira de enunciar o teorema de aproximac¸a˜o de Weierstrass : Se A e´ uma
suba´lgebra fechada de C[a, b] que conte´m uma func¸a˜o constante na˜o nula e separa pontos,
enta˜o A e´ igual a C[a, b].
Para obter um resultado ana´logo em C(X,R) introduzimos os seguintes conceitos
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e resultados. Um reticulado L e´ um conjunto parcialmente ordenado, no qual cada par de
elementos tem o supremo e o ı´nfimo. Se x, y ∈ L, denotamos por x ∨ y o supremo de x e y,
e por x ∧ y o ı´nfimo de x e y. Um subreticulado de L e´ um subconjunto na˜o vazio L1 de L
tal que se x, y ∈ L1, enta˜o x ∨ y, x ∧ y ∈ L1.
C(X,R) e´ um conjunto parcialmente ordenado sob a relac¸a˜o ≤ definida por f ≤ g
se f(x) ≤ g(x) para todo x ∈ X. Observamos que f ∨ g, f ∧ g sa˜o as func¸o˜es cont´ınuas reais,
onde, para todo x ∈ X,
(f ∨ g)(x) = max{f(x), g(x)};
(f ∧ g)(x) = min{f(x), g(x)}.
Portanto C(X,R) e´ um reticulado. Os teoremas desta sec¸a˜o esta˜o baseados nos dois lemas
seguintes :
Lema 1.2.1. Seja X um espac¸o compacto de Hausdorff com mais de um ponto. Um sub-
reticulado fechado L de C(X,R) e´ igual a C(X,R) se satisfaz a seguinte propriedade : se x
e y sa˜o pontos diferentes de X e a e b sa˜o dois nu´meros reais quaisquer, enta˜o existe uma
func¸a˜o f em L tal que f(x) = a e f(y) = b.
Demonstrac¸a˜o. Como L ⊂ C(X,R) e´ imediato, basta provar que C(X,R) ⊂ L. Dado
f ∈ C(X,R), provaremos que f ∈ L. Como L e´ fechado, temos L = L e, por conseguinte,
sera´ suficiente provar que f ∈ L. Enta˜o, dado ² > 0, provaremos que existe uma func¸a˜o
g ∈ L tal que ‖ f − g ‖ < ², ou seja, para todo z em X, | f(z) − g(z) | < ². Fixamos
x em X arbitra´rio. Seja y ∈ X e y 6= x. Por hipo´tese, existe uma func¸a˜o fy ∈ L tal que
fy(x) = f(x) e fy(y) = f(y). Seja
Gy = {z : fy(z) < f(z) + ²}.
Observamos que Gy e´ um aberto de X contendo x e y, pois Gy = (fy − f)−1(−∞, ²),
onde fy − f e´ uma func¸a˜o cont´ınua de C(X,R) e (−∞, ²) e´ um aberto de R contendo 0.
Logo {Gy : y ∈ X e y 6= x} e´ uma cobertura aberta de X. Como X e´ compacto, existe
uma subcobertura finita, ou seja, existem G1, G2, . . . , Gn em {Gy : y ∈ X e y 6= x} tais
que X = G1 ∪ G2 ∪ · · · ∪ Gn. Sejam f1, f2, . . . , fn as func¸o˜es de L que correspondem a
G1, G2, . . . , Gn. Definimos
gx = f1 ∧ f2 ∧ · · · ∧ fn.
Cap.1 Aproximac¸a˜o 7
Como L e´ reticulado e fi ∈ L, para todo i em {1, 2, . . . , n}, temos que gx ∈ L. Observamos
que, para todo z em X,
gx(z) < f(z) + ². (1.8)
De fato , dado z ∈ X, como X = G1 ∪ G2 ∪ · · · ∪ Gn, obtemos que z esta´ em algum
Gi = {z : fi(z) < f(z) + ²}, onde 1 ≤ i ≤ n. Logo fi(z) < f(z) + ². Como, pela definic¸a˜o de
gx, gx ≤ fi, temos que gx(z) < f(z) + ². Agora consideramos o conjunto Hx definido por
Hx = {z : gx(z) > f(z)− ²}.
Observamos queHx e´ um aberto deX contendo x, poisHx = (f−gx)−1(−∞, ²), f−gx e´ uma
func¸a˜o cont´ınua de C(X,R) e (−∞, ²) e´ um aberto de R contendo 0. Logo {Hx : x ∈ X}
e´ uma cobertura aberta de X. Como X e´ compacto, existe uma subcobertura finita, ou
seja, existem H1, H2, · · · , Hm em {Hx : x ∈ X} tais que X = H1 ∪ H2 ∪ · · · ∪ Hm. Sejam
g1, g2, . . . , gm as func¸o˜es de L que correspondem a H1, H2, . . . , Hm. Definimos
g = g1 ∨ g2 ∨ · · · ∨ gm.
Como L e´ reticulado e gi ∈ L, para todo i em {1, 2, . . . ,m}, temos g ∈ L. Observamos que,
para todo z em X,
g(z) > f(z)− ². (1.9)
De fato , dado z em X, como X = H1 ∪ H2 ∪ · · · ∪ Hm, obtemos que z esta´ em algum
Hi = {z : gi(z) > f(z)− ²}, onde 1 ≤ i ≤ m. Logo, gi(z) > f(z)− ². Como, pela definic¸a˜o
de g, g ≥ gi, temos que g(z) > f(z)− ². E´ claro que, para todo z em X ,
g(z) < f(z) + ², (1.10)
pois, por (1.8), vimos que gi(z) < f(z) + ², para todo i em {1, 2, . . . ,m} e, pela definic¸a˜o de
g, g(z) = max{gi(z) : 1 ≤ i ≤ m}. Por (1.9) e (1.10), temos que f(z)− ² < g(z) < f(z) + ²
para todo z em X. ¤
Lema 1.2.2. Seja X um espac¸o compacto de Hausdorff. Enta˜o cada suba´lgebra fechada de
C(X,R) e´ tambe´m um subreticulado fechado de C(X,R).
Demonstrac¸a˜o. Seja A uma suba´lgebra fechada de C(X,R). Sejam f, g ∈ A, queremos
provar que f ∨ g, f ∧ g ∈ A. Sabemos que
f ∨ g = f + g+ | f − g |
2
e f ∧ g = f + g− | f − g |
2
.
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Como A e´ uma a´lgebra, basta provar que se f ∈ A enta˜o | f | ∈ A. Por hipo´tese, sabemos
que A e´ fechada, ou seja, A = A. Assim, sera´ suficiente provar que | f | ∈ A, ou seja, dado
² > 0, provaremos que existe g ∈ A tal que ‖ |f | − g ‖< ², ou seja, ∣∣|f(x)| − g(x)∣∣ < ² para
todo x em X. Como f ∈ A ⊂ C(X,R), temos que f e´ limitada, pois X e´ compacto. Logo
existe M > 0 tal que | f(x) |≤M para todo x em X. Seja h a func¸a˜o cont´ınua definida para
todo t em [−M,M ] por
h(t) = | t | .
Pelo Teorema 1.1.1 ( o teorema de aproximac¸a˜o de Weierstrass), sabemos que existe um
polimoˆnio p′ tal que |h(t) − p′(t)| = ∣∣ |t| − p′(t) ∣∣ < ²/2 para todo t em [−M,M ]. Em
particular, tomando t = 0, temos que
∣∣|0|−p′(0)∣∣< ²/2, ou seja, | p′(0) |< ²/2. Seja c = p′(0),
o termo constante de p′. Seja p(x) = p′(x)− c, logo temos que p e´ um polinoˆmio com termo
constante nulo. Assim, dado t ∈ [−M,M ], resulta que ∣∣ |t| − p(t) ∣∣= ∣∣ |t| − p′(t) + c ∣∣ ≤∣∣ |t| − p′(t) ∣∣+|p′(0)| < ²/2+ ²/2 = ². Logo ∣∣ |t| − p(t) ∣∣ < ² para todo t em [−M,M ]. Como
f(x) ∈ [−M,M ] para todo x em X, temos que
∣∣∣|f(x)| − p(f(x))∣∣∣< ². Observamos que
p
(
f(x)
)
= 0 + a1[f(x)] + · · ·+ an[f(x)]n
= 0 + (a1f)(x) + · · ·+ (anfn)(x)
=
(
a1f + · · ·+ anfn
)
(x).
Como f ∈ A e A e´ uma a´lgebra, temos que a1f + · · · + anfn ∈ A. Logo basta tomar
g = a1f + · · ·+ anfn. Assim, o nosso lema esta´ demonstrado. ¤
Teorema 1.2.3 (O teorema de Stone - Weierstrass real). Sejam X um espac¸o compacto
de Hausdorff e A uma suba´lgebra fechada de C(X,R) que separa pontos e conte´m uma func¸a˜o
constante na˜o nula. Enta˜o A e´ igual a C(X,R).
Demonstrac¸a˜o. (1). Se X possui somente um ponto, enta˜o C(X,R) so´ conte´m func¸o˜es
constantes. Por hipo´tese, sabemos que A possui uma func¸a˜o constante na˜o nula f e A e´
uma a´lgebra. Logo α · f ∈ A, para todo α em R. Segue que A conte´m todas as func¸o˜es
constantes, e assim A = C(X,R). (2). Se X possui mais do que um ponto, enta˜o como
A e´ uma suba´lgebra fechada de C(X,R), pelo lema 1.2.2, temos que A e´ um subreticulado
fechado de C(X,R). Logo, pelo lema 1.2.1, basta provar que se x 6= y em X e a, b ∈ R, enta˜o
existe f ∈ A tal que f(x) = a e f(y) = b. Como A separa pontos, existe g ∈ A tal que
g(x) 6= g(y). Definimos f em X por
f(z) = a
g(z)− g(y)
g(x)− g(y) + b
g(z)− g(x)
g(y)− g(x)
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para todo z em X. Logo f ∈ A pois g ∈ A e A e´ uma a´lgebra, f(x) = a e f(y) = b. ¤
Agora estudaremos o caso das func¸o˜es complexas, ou melhor, as condic¸o˜es que garan-
tam uma suba´lgebra fechada de C(X,C) ser igual a C(X,C). Primeiramente, veremos um
exemplo que mostra que as condic¸o˜es do teorema 1.2.3 na˜o sa˜o suficientes para o caso com-
plexo.
Exemplo 1.2.4. Seja D = {z ∈ C : |z| ≤ 1}, o disco fechado unita´rio no plano complexo.
Seja B = {f ∈ C(D,C) | f : ◦D −→ C e´ anal´ıtica}. Enta˜o B e´ uma suba´lgebra fechada
de C(D,C). Isto sera´ usado no cap´ıtulo 2.
(1). B e´ uma suba´lgebra fechada de C(D,C). Dados f, g ∈ C(D,C) e α ∈ C,
sabemos que f + g, f · g e α · f sa˜o cont´ınuas em D e sa˜o anal´ıticas em ◦D. Logo B e´ uma
suba´lgebra de C(D,C). Agora falta provar que B e´ fechado, ou seja, B = B. Dado f ∈ B,
provaremos que f ∈ B. De fato, f ∈ B ⊂ C(D,C), logo sera´ suficiente provar que f seja
anal´ıtica em
◦
D. Como f ∈ B, existe uma sequ¨eˆncia (fn)+∞n=1 ⊂ B tal que fn −→ f . Logo
fn −→ f uniformemente sobre todos os subconjuntos compactos de
◦
D. Seja T um caminho
triangular em
◦
D, logo T e´ compacto. Segue - se fn −→ f uniformemente em T , logo temos
que ∫
T
f = lim
n→+∞
∫
T
fn.
Como fn ∈ B e´ anal´ıtica em
◦
D e T e´ um caminho fechado em
◦
D, temos que
∫
T
fn = 0.
Portanto
∫
T
f = 0 para qualquer caminho triangular T . Logo, pelo Teorema de Morera,
temos que f e´ anal´ıtica em
◦
D. Assim, temos que f ∈ B. Logo B e´ fechado.
(2). B separa pontos e conte´m uma func¸a˜o constante na˜o nula. De fato, B conte´m a func¸a˜o
f(z) = z, logo B separa pontos, e e´ claro que B conte´m todas as func¸o˜es constantes.
(3). B 6= C(D,C). Seja f a func¸a˜o complexa definida por f(z) = z para todo z em D. E´
claro que f ∈ C(D,C). Mas, f 6∈ B, pois f na˜o e´ anal´ıtica em ◦D. Dado z◦ ∈
◦
D,
f ′(z◦) = lim
z→z◦
f(z)− f(z◦)
z − z◦
= lim
z→z◦
z − z◦
z − z◦
= lim
z→z◦
(x+ iy)− (x◦ + iy◦)
(x+ iy)− (x◦ + iy◦)
= lim
z→z◦
(x− x◦) + i(y◦ − y)
(x− x◦) + i(y − y◦) . (∗)
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Fazendo z −→ z◦ quando z pertence a` reta Rez = x◦, temos
(∗) = lim
z→z◦
(y◦ − y)i
(y − y◦)i = −1.
Fazendo z −→ z◦ quando z pertence a` reta Imz = y◦, segue que
(∗) = lim
z→z◦
x− x◦
x− x◦ = 1.
Portanto f(z) = z na˜o e´ deriva´vel em todo z ∈ ◦D.
Agora lembramos que se f e´ uma func¸a˜o complexa definida em um espac¸o topolo´gico
X, enta˜o sua func¸a˜o conjugada f e´ definida por f(x) = f(x). Logo podemos definir a parte
real R(f) e a parte imagina´ria I(f) de modo que
R(f) =
f + f
2
e I(f) =
f − f
2i
.
Obtemos que R(f) e I(f) sa˜o func¸o˜es reais e f = R(f) + iI(f).
Teorema 1.2.5 (O teorema de Stone - Weierstrass complexo). Sejam X um espac¸o
compacto de Hausdorff e A uma suba´lgebra fechada de C(X,C) que separa pontos, conte´m
uma func¸a˜o constante na˜o nula e conte´m a func¸a˜o conjugada de cada um de seus membros.
Enta˜o A e´ igual a C(X,C).
Demonstrac¸a˜o. Primeiramente, vamos provar as duas afirmac¸o˜es seguintes:
(1). As func¸o˜es reais de A formam uma suba´lgebra fechada B de C(X,R).
(2). B = C(X,R).
(1a). B e´ suba´lgebra de C(X,R). Sejam f, g ∈ B, α ∈ R e x ∈ X. Como A e´ a´lgebra, e´
claro que f + g ∈ A e ainda (f + g)(x) = f(x) + g(x) ∈ R. Logo f + g ∈ B. α · f ∈ A.
E (α · f)(x) = α · f(x) ∈ R, logo α · f ∈ B. E f · g ∈ A, (f · g)(x) = f(x) · g(x) ∈ R,
logo f · g ∈ B. Portanto B e´ suba´lgebra de C(X,R). (1b). B e´ fechada em C(X,R). Dado
f ∈ B, provaremos que f ∈ B. Como f ∈ B, existe uma sequ¨eˆncia (fn)+∞n=1 ⊂ B ⊂ A tal que
fn −→ f . Como A e´ fechada, e´ claro que f ∈ A. Agora falta provar que f e´ uma func¸a˜o real.
Seja x ∈ X, temos que fn(x) −→ f(x), ou seja, R(fn)(x)+ iI(fn)(x) −→ R(f)(x)+ iI(f)(x).
Logo R(fn)(x) −→ R(f)(x) e I(fn)(x) −→ I(f)(x). Como fn ∈ B, temos que I(fn)(x) = 0
para todo n ∈ N. Logo I(f)(x) = 0 para todo x em X. Logo f e´ uma func¸a˜o real. Portanto
f ∈ B. (2). B = C(X,R). De (1), sabemos que B e´ uma suba´lgebra fechada de C(X,R).
Pelo Teorema 1.2.3, basta provar que B separa pontos e conte´m uma func¸a˜o constante na˜o
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nula. (2a). B separa pontos. Dados x 6= y em X, provaremos que existe g ∈ B tal que
g(x) 6= g(y). Por hipo´tese, Como A separa pontos, existe f ∈ A tal que f(x) 6= f(y), isto e´,
R(f)(x) + iI(f)(x) 6= R(f)(y) + iI(f)(y), ou seja, R(f)(x) 6= R(f)(y) ou I(f)(x) 6= I(f)(y).
Sabemos que
R(f) =
f + f
2
e I(f) =
f − f
2i
.
Como A e´ a´lgebra e conte´m a func¸a˜o conjugada de cada uma de sua func¸a˜o, temos que
R(f) =
f + f
2
∈ A e I(f) = f − f
2i
∈ A
sa˜o func¸o˜es reais. Logo R(f) ∈ B e I(f) ∈ B. Portanto basta tomar g = R(f) ou g = I(f).
(2b). B conte´m uma func¸a˜o constante na˜o nula. Por hipo´tese, A conte´m uma func¸a˜o
constante na˜o nula g, logo sua func¸a˜o conjugada g e´ tambe´m uma func¸a˜o constante na˜o
nula. Como A e´ uma a´lgebra, temos que g · g = |g|2 ∈ A e e´ uma func¸a˜o real. Logo g · g =
|g|2 ∈ B que e´ uma func¸a˜o constante na˜o nula pois g e g o sa˜o. Agora nossa demonstrac¸a˜o
comec¸a realmente. Como A ⊂ C(X,C) e´ imediato, basta provar que C(X,C) ⊂ A, ou
seja, dado f ∈ C(X,C), provaremos que f ∈ A. Sabemos que f = R(f) + iI(f), onde
R(f), I(f) ∈ C(X,R). Pelas afirmac¸o˜es acima , temos que C(X,R) = B e B ⊂ A, logo
R(f), I(f) ∈ A. Como A e´ uma a´lgebra, temos R(f) + iI(f) ∈ A, ou seja, f ∈ A. ¤
Estas duas verso˜es de Stone - Weierstrass esta˜o entre os resultados mais impor-
tantes da ana´lise moderna. Sem os quais teoremas dos u´ltimos cap´ıtulos seriam dificilmente
demonstrados.
1.3 Espac¸os localmente compactos de Hausdorff
Nesta sec¸a˜o, nossa atenc¸a˜o esta´ voltada para espac¸os localmente compactos de Haus-
dorff. O principal fato sobre tais espac¸os e´ que eles podem ser adequadamente mergulhados
em espac¸os compactos de Hausdorff.
Sejam X um espac¸o localmente compacto de Hausdorff com sua topologia τX e ∞
um elemento que na˜o esta´ em X. Denotamos por X∞ o conjunto X ∪ {∞}, ou seja,
X∞ = X ∪ {∞}.
Definimos uma topologia τ em X∞ de modo que seus abertos sa˜o os seguintes :
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1. U , onde U ∈ τX .
2. X∞\K, onde K e´ compacto de X.
Provaremos que τ e´ de fato uma topologia em X∞ (1). φ ∈ τ pois φ ∈ τX e X∞ ∈ τ .
(2). Provaremos que Vi ∈ τ, i ∈ I =⇒
⋃
i∈I Vi ∈ τ. Dado i ∈ I, como Vi ∈ τ , temos que
Vi ∈ τX ou Vi = X∞\Ki para algum compacto Ki de X. Sejam J1 = {i ∈ I : Vi ∈ τX} e
J2 = {i ∈ I : Vi = X∞\Ki, onde Ki e´ compacto de X}. Logo temos que
∪i∈IVi =
(∪i∈J1Vi)∪(∪i∈J2Vi).
Denotamos U = ∪i∈J1Vi.Observamos que ∪i∈J2Vi = ∪i∈J2(X∞\Ki) = ∪i∈J2Kci = (∩i∈J2Ki)c =
X∞\ ∩i∈J2 Ki = X∞\K, onde K = ∩i∈J2Ki, que e´ compacto. Portanto
∪i∈IVi = (∪i∈J1Vi) ∪ (∪i∈J2Vi)
= U ∪ (X∞\K)
= (U ∪X∞) ∩ (U ∪Kc)
= X∞ ∩ (U c ∩K)c
= X∞\(K\U) ∈ τ,
pois K\U e´ compacto. (3). Provaremos que U, V ∈ τ =⇒ U ∩ V ∈ τ. (a). Se U, V ∈ τX ,
enta˜o U ∩ V ∈ τX . Logo U ∩ V ∈ τ . (b). Se U = X∞\K1 e V = X∞\K2, onde K1, K2 sa˜o
compactos de X, enta˜o U ∩ V = (X∞\K1)∩(X∞\K2)= X∞\K1 ∪K2 ∈ τ, pois K1 ∪K2 e´
compacto. (c). Se U ∈ τX e V = X∞\K, enta˜o U ∩ V = U ∩ (X∞\K) = U ∩ (X\K) ∈ τX ,
pois U ∈ τX e X\K ∈ τX , uma vez que K e´ um fechado de X por ser compacto num espac¸o
de Hausdorff. Logo U ∩ V ∈ τ . Por (1), (2) e (3), obtemos que τ e´ uma topologia em X∞.
Agora provaremos que (X, τX) e´ um subespac¸o topolo´gico de (X∞, τ), ou seja, {U ∩
X : U ∈ τ} = τX . (1). τX ⊂ {U ∩ X : U ∈ τ}. Se U ∈ τX , enta˜o U ∈ τ e U = U ∩ X.
(2). {U ∩ X : U ∈ τ} ⊂ τX . Dado V = U ∩ X com U ∈ τ , tais que : (a). Se U ∈ τX ,
enta˜o V = U ∩ X = U ∈ τX . (b). Se U = X∞\K, onde K e´ compacto de X, enta˜o
V = U ∩X = (X∞\K) ∩X = X\K ∈ τX . Por (1) e (2), temos que {U ∩X : U ∈ τ} = τX ,
ou seja, (X, τX) e´ um subespac¸o topolo´gico de (X∞, τ).
Esse espac¸o topolo´gico (X∞, τ) tem as seguintes propriedades : (1). X∞ e´ compacto.
Seja {Gi : i ∈ I} uma cobertura aberta de X∞. Sejam i ∈ I,Gi ∈ τX ou Gi = X\K, onde
K e´ subconjunto compacto de X. Como {Gi : i ∈ I} e´ uma cobertura aberta de X∞, existe
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G◦ ∈ {Gi : i ∈ I} tal que ∞ ∈ G◦. Observamos que, contendo ∞, G◦ 6∈ τX . Logo
G◦ = X\K◦,
onde K◦ e´ subconjunto compacto de X. Ja´ vimos que (X, τX) e´ subespac¸o topolo´gico de
(X∞, τ). Por conseguinte, temos que {Gi ∩X : i ∈ I} e´ uma cobertura aberta de X. Logo
{Gi ∩ K◦ : i ∈ I} e´ uma cobertura aberta de K◦. Como K◦ e´ compacto, possui uma
subcobertura finita, ou seja, existem G1 ∩K◦, G2 ∩K◦, . . . , Gn ∩K◦ tais que
K◦ =
(
G1 ∩K◦
)∪(G2 ∩K◦)∪ · · · ∪ (Gn ∩K◦).
Logo
X∞ = X∞\K◦ ∪K◦
= G◦ ∪K◦
= G◦ ∪
(
G1 ∩K◦
)∪(G2 ∩K◦)∪ · · · ∪ (Gn ∩K◦)
⊂ G◦ ∪ ∪{Gi : 1 ≤ i ≤ n}.
Portanto {G◦, G1, . . . , Gn} e´ uma subcobertura finita de X∞. Logo X∞ e´ compacto.(2). X∞
e´ de Hausdorff. Sejam x 6= y em X∞. (a). Se x ∈ X e y ∈ X, como, por hipo´tese, X e´
de Hausdorff, existem U, V abertos de X, logo U, V ∈ τ com U ∩ V = φ tais que x ∈ U e
y ∈ V . Portanto X∞ e´ de Hausdorff. (b). Se x ∈ X e y = ∞, como, por hipo´tese, X e´
localmente compacto, existe uma vizinhanc¸a G de x cujo fecho G e´ compacto. Logo G e
X∞\G sa˜o abertos de X∞ tais que G ∩ (X∞\G) = φ, x ∈ G e ∞ ∈ X∞\G. Portando X∞ e´
de Hausdorff.
Assim, conclu´ımos que o espac¸o X∞ associado ao espac¸o localmente compacto de
Hausdorff X e´ um espac¸o compacto de Hausdorff chamado de compatificac¸a˜o de um ponto
de X e ∞ e´ dito o ponto no infinito.
Teorema 1.3.1. Sejam X um espac¸o localmente compacto de Hausdorff, K um subespac¸o
compacto de X e G uma vizinhanc¸a de K que na˜o e´ igual a X. Enta˜o existe uma func¸a˜o
cont´ınua f de X em [0, 1] tal que f(K) = 1 e f(X\G) = 0.
Demonstrac¸a˜o. Seja X∞ uma compatificac¸a˜o de um ponto de X. Sendo um espac¸o com-
pacto de Hausdorff segue que X∞ e´ normal, e K e X∞\G sa˜o fechados disjuntos de X∞.
Enta˜o, pelo Lema de Urysohn, existe uma func¸a˜o cont´ınua g : X∞ −→ [0, 1] tal que g(K) = 1
e g(X∞\G) = 0. Tomamos f = g|X . Logo f satisfaz as condic¸o˜es do teorema. ¤
O teorema de Stone - Weierstrass estendido 14
Este teorema 1.3.1 e´ um instrumento importante na teoria de medida e integrac¸a˜o
em espac¸os localmente compactos de Hausdorff.
1.4 O teorema de Stone - Weierstrass estendido
Seja X um espac¸o localmente compacto de Hausdorff. Nosso propo´sito nesta sec¸a˜o
e´ generalizar o teorema de Stone - Weierstrass neste contexto.
Diremos que uma func¸a˜o real ou complexa definida em X se anula no infinito, se
dado ² > 0, existe um subespac¸o compacto K de X tal que |f(x)| < ², para todo x em X\K.
Observamos que se X e´ compacto, enta˜o qualquer func¸a˜o definida em X se anula no infinito.
Denotamos por C?(X,R) o conjunto de todas as func¸o˜es cont´ınuas e limitadas f :
X −→ R e por C◦(X,R) o conjunto de todas as func¸o˜es reais cont´ınuas definidas em X
que se anulam no infinito. C?(X,C) e C◦(X,C) sa˜o definidos de modo similar. Se f ∈
C◦(X,R) ou f ∈ C◦(X,C), dado ² > 0, existe um compacto K de X tal que |f(x)| < ²
para todo x em X\K e, ale´m disso, f e´ limitada em K. Portanto f e´ limitada em X.
Logo C◦(X,R) ⊂ C?(X,R) e C◦(X,C) ⊂ C?(X,C). Quando X e´ compacto, pela observac¸a˜o
no para´grafo precedente, obtemos que C◦(X,R) = C?(X,R) = C(X,R) e C◦(X,C) =
C?(X,C) = C(X,C).
Lema 1.4.1. C◦(X,R) e C◦(X,C) sa˜o suba´lgebras fechadas de C?(X,R) e C?(X,C), respec-
tivamente.
Demonstrac¸a˜o. (1). C◦(X,R) e C◦(X,C) sa˜o fechadas em C?(X,R) e C?(X,C). Primeira-
mente provaremos que C◦(X,R) e´ fechado em C?(X,R), ou seja, C◦(X,R) = C◦(X,R). Como
C◦(X,R) ⊃ C◦(X,R) e´ imediato, basta provar que C◦(X,R) ⊂ C◦(X,R). Se f ∈ C◦(X,R),
dado ² > 0, existe g ∈ C◦(X,R) tal que ‖ f − g ‖< ²/2. Logo |f(x)− g(x)| < ²/2 para todo
x em X. Como g se anula no infinito, existe um compacto K de X tal que |g(x)| < ²/2
para todo x em X\K. Logo |f(x)| = |f(x)− g(x) + g(x)| ≤ |f(x)− g(x)| + |g(x)| < ² para
todo x em X\K e f ∈ C◦(X,R). De modo ana´logo, podemos concluir que C◦(X,C) e´ fechado
em C?(X,C). (2). C◦(X,R) e C◦(X,C) sa˜o suba´lgebras de C?(X,R) e C?(X,C). Primeira-
mente provaremos que C◦(X,R) e´ suba´lgebra de C?(X,R). Sejam f, g ∈ C◦(X,R) e α ∈ R.
(a).f + g ∈ C◦(X,R). Dado ² > 0, como f, g ∈ C◦(X,R), existem K1, K2 : compactos de X
tais que|f(x)| < ²/2 para todo x em X\K1 e |g(x)| < ²/2 para todo x em X\K2. Tomamos
K = K1∩K2 : compacto deX. Logo temos que |(f+g)(x)| = |f(x)+g(x)| ≤ |f(x)|+|g(x)| <
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² para todo x em X\K. Portanto f + g ∈ C◦(X,R). (b). α · f ∈ C◦(X,R), α 6= 0, pois α = 0
e´ o´bvio. Dado ² > 0, como f ∈ C◦(X,R), existe K : um subespac¸o compacto de X tal que
|f(x)| < ²/|α| para todo x em X\K. Logo |(αf)(x)| = |α·f(x)| = |α|·|f(x)| < |α|·²/|α| = ².
Portanto α · f ∈ C◦(X,R). (c). f · g ∈ C◦(X,R). Dado ² > 0, como f, g ∈ C◦(X,R), exis-
tem K1, K2 : subespac¸os compactos de X tais que |f(x)| <
√
² para todo x em X\K1, e
|g(x)| < √² para todo x em X\K2. Tomamos K = K1 ∩ K2 : um compacto de X. Logo
temos que |(f · g)(x)| = |f(x) · g(x)| = |f(x)| · |g(x)| < ² para todo x em X\K. Portanto
f · g ∈ C◦(X,R). Por (a), (b) e (c), e como C◦(X,R) na˜o e´ vazio, pois conte´m a func¸a˜o nula,
resulta que C◦(X,R) e´ uma suba´lgebra de C?(X,R). De modo similar, podemos obter que
C◦(X,C) e´ uma suba´lgebra de C?(X,C). ¤
Lema 1.4.2. C◦(X,R) coincide com conjunto de todas as restric¸o˜es a X das func¸o˜es em
C?(X∞,R) que se anulam em ∞. De modo similar, C◦(X,C) e´ igual ao conjunto de todas
as restric¸o˜es a X das func¸o˜es em C?(X∞,C) que se anulam em ∞.
Demonstrac¸a˜o. Primeiramente provaremos o caso de func¸o˜es reais, ou seja,
{f |X : f ∈ C?(X∞,R) e f(∞) = 0} = C◦(X,R).
(1). {f |X : f ∈ C?(X∞,R) e f(∞) = 0} ⊂ C◦(X,R). Seja f ∈ C?(X∞,R) com f(∞) = 0.
Provaremos que f |X ∈ C◦(X,R). Como f e´ cont´ınua em ∞ e f(∞) = 0, dado ² > 0, existe
G : um aberto de X∞ contendo ∞ tal que, para todo x em G,
|f(x)| < ². (1.11)
Pela definic¸a˜o da topologia deX∞, temos que G = X∞\K, ondeK e´ um subespac¸o compacto
de X. Por (1.11), temos que |f(x)| < ² para todo x em X∞\K. Logo
∣∣f |X(x)∣∣< ² para todo
x em X\K. Portanto f |X ∈ C◦(X,R). (2). {f |X : f ∈ C?(X∞,R) e f(∞) = 0} ⊃ C◦(X,R).
Seja g ∈ C◦(X,R), provaremos que existe f ∈ C?(X∞,R) e f(∞) = 0 tal que g = f |X .
Definimos
f(x) =
{
g(x), x ∈ X
0, x =∞.
Agora, basta provar que f ∈ C?(X∞,C). Como g e´ limitada e cont´ınua em X, so´ falta provar
que f e´ cont´ınua em ∞. De fato, como g ∈ C◦(X,R), dado ² > 0, existe K : subespac¸o
compacto de X tal que |g(x)| < ² para todo x em X\K. Logo |f(x)| < ² para todo x em
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X∞\K, onde, pela definic¸a˜o da topologia de X∞, X∞\K e´ um aberto de X∞ contendo ∞.
Portanto, f e´ cont´ınua em ∞. Por (1) e (2), temos que
{f |X : f ∈ C?(X∞,R) e f(∞) = 0} = C◦(X,R).
De modo similar, obtemos o mesmo resultado no caso de func¸o˜es complexas, ou seja,
{f |X : f ∈ C?(X∞,C) e f(∞) = 0} = C◦(X,C).
¤
Os lemas acima sa˜o a base para demonstrar os dois teoremas seguintes conhecidos
como teoremas de Stone - Weierstrass estendidos.
Teorema 1.4.3. Seja X um espac¸o localmente compacto de Hausdorff e seja A uma suba´lgebra
fechada de C◦(X,R) que separa pontos e que, para cada ponto em X, conte´m uma func¸a˜o
que na˜o se anula nele. Enta˜o, A e´ igual a C◦(X,R).
Demonstrac¸a˜o. Seja X∞ a compatificac¸a˜o de um ponto de X. Pelo lema 1.4.2, podemos
estender cada func¸a˜o f em A a uma func¸a˜o f˜ em C?(X∞,R) de modo que
f˜(x) =
{
f(x), x ∈ X
0, x =∞.
Denotamos por A◦ o conjunto de todas extenso˜es de elementos de A, ou seja,
A◦ = {f ∈ C?(X∞,R) : f |X ∈ A e f(∞) = 0}.
A hipo´tese do teorema implica que A◦ e´ uma suba´lgebra fechada de C?(X∞,R) que separa
pontos. Seja
A1 = {f + c : f ∈ A◦ e c e´ uma func¸a˜o constante em C?(X∞,R)}.
Observamos que (a). A1 e´ fechado em C?(X∞,R). Seja f ∈ A1, provaremos que f ∈ A1.
Como f ∈ A1, existe uma sequ¨eˆncia (fn)+∞n=1 em A1 tal que fn −→ f. Como fn ∈ A1,
fn = gn+cn, onde gn ∈ A◦ e cn e´ uma func¸a˜o constante em C?(X∞,R). Enta˜o, gn+cn −→ f .
Logo, gn(∞) + cn(∞) −→ f(∞). Como gn(∞) = 0, temos que cn(∞) −→ f(∞). Como cn e´
uma func¸a˜o constante, temos que cn −→ f(∞). Agora, observamos que f − f(∞) ∈ A◦. De
fato, gn = (gn + cn)− cn −→ f − f(∞), e portanto f − f(∞) ∈ A◦. Logo, A1 e´ fechado em
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C?(X∞,R). (b). A1 e´ uma suba´lgebra de C?(X∞,R). Sejam f, g ∈ A1 e α ∈ R. Logo, existem
f◦, g◦ ∈ A◦ e c◦, d◦ : func¸o˜es constantes em C?(X∞,R) tais que f = f◦ + c◦ e g = g◦ + d◦.
Provaremos que (i). f + g ∈ A1. De fato, f + g = (f◦ + g◦) + (c◦ + d◦). Como A◦ e´ uma
a´lgebra, temos que f◦+g◦ ∈ A◦. E e´ claro que c◦+d◦ e´ uma func¸a˜o constante em C?(X∞,R).
Logo, f + g ∈ A1. (ii). α · f ∈ A1. De fato, α · f = α(f◦ + c◦) = αf◦ + αc◦. Como A◦ e´ uma
a´lgebra, temos que αf◦ ∈ A◦. E e´ claro que αc◦ e´ uma func¸a˜o constante em C?(X∞,R). Logo,
α ·f ∈ A1. (iii). f ·g ∈ A1. De fato, f ·g = (f◦+c◦) ·(g◦+d◦) = f◦g◦+c◦f◦+d◦g◦+c◦d◦. Como
A◦ e´ uma a´lgebra, temos que f◦g◦+c◦f◦+d◦g◦ ∈ A◦. E e´ claro que c◦d◦ e´ uma func¸a˜o constante
em C?(X∞,R). Logo, f · g ∈ A1. Por (i), (ii) e (iii), temos que A1 e´ uma suba´lgebra de
C?(X∞,R). (c). A1 separa pontos. Sejam x 6= y em X∞. Como A◦ separa pontos e A◦ ⊂ A1,
existe f ∈ A◦ ⊂ A1 tal que f(x) 6= f(y). Logo, A1 separa pontos. (d). A1 conte´m uma
func¸a˜o constante na˜o nula. Isto e´ imediato, pois a func¸a˜o nula pertence a A◦. Por (a), (b),
(c) e (d), resulta que A1 e´ uma suba´lgebra fechada de C(X∞,R) = C?(X∞,R) que separa
pontos e conte´m uma func¸a˜o constante na˜o nula. Pelo teorema de Stone - Weierstrass, temos
que A1 = C(X∞,R) = C?(X∞,R). A seguir, observamos que
A◦ = {f ∈ C?(X∞,R) : f |X ∈ A e f(∞) = 0} = {f ∈ C?(X∞,R) : f(∞) = 0}.
De fato, A◦ = {f ∈ C?(X∞,R) : f |X ∈ A e f(∞) = 0} ⊂ {f ∈ C?(X∞,R) : f(∞) = 0} e´
imediato. Basta provar que A◦ ⊃ {f ∈ C?(X∞,R) : f(∞) = 0}. Seja f ∈ C?(X∞,R) com
f(∞) = 0. Como ja´ vimos que A1 = C?(X∞,R), temos que f ∈ A1. Logo f = f◦ + c◦, onde
f◦ ∈ A◦ e c◦ e´ uma func¸a˜o constante em C?(X∞,R). Enta˜o 0 = f(∞) = f◦(∞) + c◦(∞).
Logo, c◦(∞) = 0. Assim, obtemos que c◦ = 0 e´ a func¸a˜o nula e, enta˜o f = f◦ ∈ A◦. Portanto
A◦ = {f ∈ C?(X∞,R) : f(∞) = 0}.
Assim, podemos concluir que A e´ o conjunto das restric¸o˜es a X de todas as func¸o˜es em
C?(X∞,R) que se anulam em ∞. Pelo Lema 1.4.2, temos que A e´ igual a C◦(X,R). ¤
Teorema 1.4.4. Seja X um espac¸o localmente compacto de Hausdorff e seja A uma suba´lgebra
fechada de C◦(X,C) que separa pontos , conte´m a func¸a˜o conjugada de cada um de seus
membros,e que, para cada ponto em X, conte´m uma func¸a˜o que na˜o se anula nele. Enta˜o A
e´ igual a C◦(X,C).
Demonstrac¸a˜o. De modo ana´logo a demonstrac¸a˜o do teorema anterior. ¤
Cap´ıtulo 2
A´lgebras de Banach
2.1 A definic¸a˜o e alguns exemplos
Uma a´lgebra de Banach e´ um espac¸o de Banach complexo, que e´ tambe´m uma
a´lgebra com identidade 1, e na qual a multiplicac¸a˜o de anel esta´ relacionada com a norma
da seguinte maneira :
(1). ‖ xy ‖≤‖ x ‖‖ y ‖;
(2). ‖ 1 ‖= 1.
Por (1), observamos que, em uma a´lgebra de Banach qualquer, se xn −→ x e yn −→ y, enta˜o
xnyn −→ xy. De fato, ‖ xnyn − xy ‖=‖ xn(yn − y) + (xn − x)y ‖ ≤ ‖ xn ‖‖ yn − y ‖ + ‖
xn−x ‖‖ y ‖−→ 0, pois (xn)+∞n=1 e´ convergente, logo e´ limitada, enta˜o (‖ xn ‖)+∞n=1 e´ limitada,
e por hipo´tese, temos que ‖ yn − y ‖−→ 0 e ‖ xn − x ‖−→ 0.
Uma suba´lgebra de Banach de uma a´lgebra de Banach A e´ uma suba´lgebra fechada
de A que conte´m 1. As suba´lgebras de Banach de A sa˜o subconjuntos de A que sa˜o elas
mesmas a´lgebras de Banach com respeito a`s mesmas operac¸o˜es alge´bricas, a` mesma identi-
dade e a` mesma norma.
As a´lgebras de Banach de maior interesse para no´s sa˜o descritas nos seguintes ex-
emplos. Elas podem ser classificadas, de modo geral, como a´lgebras de func¸o˜es, a´lgebras
de operadores, ou a´lgebras de grupo, de acordo com a multiplicac¸a˜o definida pontualmente,
pela composic¸a˜o ou pela convoluc¸a˜o, respectivamente.
Exemplo 2.1.1. O conjunto C?(X) de todas as func¸o˜es complexas, cont´ınuas e limitadas,
definidas em um espac¸o topolo´gico X e munido da norma do supremo e´ uma a´lgebra de
Banach. C?(X) = C?(X,C), pois no cap´ıtulo 1, havia func¸o˜es com valores reais e complexas.
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A partir de cap´ıtulo 2, so´ usa contradomı´nio complexo.
(1). C?(X) e´ uma a´lgebra com identidade 1. (i). (C?(X),+) e´ um grupo comutativo.
Se f, g ∈ C?(X) definimos f + g ∈ C?(X) de modo que, para todo x ∈ X,
(f + g)(x) = f(x) + g(x).
Observamos que (i1). Dados f, g, h ∈ C?(X), temos que (f + g) + h = f + (g + h) e
f+g = g+f. (i2). Existe 0 ∈ C?(X), onde 0(x) = 0 para todo x ∈ X, tal que f+0 = f para
todo f ∈ C?(X). (i3). Para cada f ∈ C?(X), existe −f ∈ C?(X), onde (−f)(x) = −f(x)
para todo x ∈ X, tal que f + (−f) = 0. Portanto (C?(X),+) e´ um grupo comutativo.
(ii). (C?(X),+, ·) e´ um anel com identidade 1. Por (i), vimos que (C?(X),+) e´ um grupo
comutativo. Se f, g ∈ C?(X) definimos f · g = fg ∈ C?(X) de modo que, para todo x ∈ X,
(fg)(x) = f(x)g(x).
Observamos que (ii1). Sejam f, g, h ∈ C?(X), f(gh) = (fg)h; f(g + h) = fg + fh e (f +
g)h = fh + gh. (ii2). Existe 1 ∈ C?(X), onde 1(x) = 1, para todo x ∈ X, tal que f1 = f ,
para todo f ∈ C?(X). Portanto (C?(X),+, ·) e´ um anel com identidade 1. (iii). (C?(X),+, ·)
e´ um espac¸o vetorial. Por (i), vimos que (C?(X),+) e´ um grupo comutativo. Se f ∈ C?(X)
e α ∈ C, definimos α · f = αf ∈ C?(X) de modo que, para todo x ∈ X,
(αf)(x) = αf(x).
Dados f, g ∈ C?(X), e α, β ∈ C, temos que
(iii1). α(f + g) = αf + αg;
(iii2). (α+ β)f = αf + βf ;
(iii3). (αβ)f = α(βf);
(iii4). 1f = f.
Portanto (C?(X),+, · ) e´ um espac¸o vetorial. (iiii). (C?(X),+, ·, · ) e´ uma a´lgebra com identi-
dade 1. Como (C?(X),+, · ) e´ um anel com identidade 1, (C?(X),+, · ) e´ um espac¸o vetorial,
e dados f, g ∈ C?(X) e α ∈ C, temos que
α(fg) = (αf)g = f(αg),
conclu´ımos que (C?(X),+, ·, · ) e´ uma a´lgebra com identidade 1.
A definic¸a˜o e alguns exemplos 20
(2). (C?(X), ‖ . ‖) e´ um espac¸o de Banach. Definimos uma norma ‖ . ‖ em C?(X)
de modo que
‖ f ‖= sup{|f(x)| : x ∈ X}.
Provaremos que C?(X) e´ completo em relac¸a˜o a` norma. Seja (fn)+∞n=1 uma sequ¨eˆncia de
Cauchy em C?(X). Dado ² > 0, existe n(²) ∈ N tal que, para todo n,m ≥ n(²),
‖ fn − fm ‖< ²,
isto e´,
sup{|fn(x)− fm(x)| : x ∈ X} < ².
Logo, para cada x ∈ X arbitra´rio, temos que, para todo n,m ≥ n(²),
|fn(x)− fm(x)| < ². (2.1)
Consequntemente (fn(x))
+∞
n=1 e´ uma sequ¨eˆncia de Cauchy em C. Como C e´ completo, temos
que limn→+∞ fn(x) ∈ C. Definimos uma func¸a˜o f de X em C por
f(x) = lim
n→+∞
fn(x).
Provaremos que (fn)
+∞
n=1 converge a f em relac¸a˜o a` norma e que f ∈ C?(X). Por (2.1),
fixando n e fazendo m −→ +∞, temos que,
|fn(x)− fm(x)| −→ |fn(x)− f(x)|.
Logo podemos concluir que, para todo n ≥ n(²),
|fn(x)− f(x)| ≤ ².
Como x e´ arbitra´rio, temos que, para todo n ≥ n(²),
sup{|fn(x)− f(x)| : x ∈ X} ≤ ².
Isto mostra que (fn)
+∞
n=1 converge a f uniformemente sobreX. Como (fn)
+∞
n=1 e´ uma sequ¨eˆncia
de func¸o˜es cont´ınuas e limitadas, temos que o seu limite f e´ cont´ınua e limitada. Logo
f ∈ C?(X) e
‖ fn − f ‖≤ ²
para todo n ≥ n(²). Assim, (fn)+∞n=1 converge a f no espac¸o normado C?(X). Portanto C?(X)
e´ completo em relac¸a˜o a` norma em C?(X), ou seja, (C?(X), ‖ . ‖) e´ um espac¸o de Banach.
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(3). A multiplicac¸a˜o de anel de C?(X) esta´ relacionada com a norma da seguinte
maneira : (i). ‖ fg ‖≤‖ f ‖‖ g ‖ . De fato, seja x ∈ X,
|(fg)(x)| = |f(x)g(x)|
= |f(x)||g(x)|
≤ sup
x∈X
|f(x)| sup
x∈X
|g(x)|
= ‖ f ‖‖ g ‖ .
Logo, supx∈X |(fg)(x)| ≤‖ f ‖‖ g ‖, ou seja, ‖ fg ‖≤‖ f ‖‖ g ‖ . (ii).‖ 1 ‖= 1. De fato, isto
e´ imediato, pois 1(x) = 1, para todo x em X. Por (1), (2) e (3), concluimos que C?(X) e´
uma a´lgebra de Banach.
Exemplo 2.1.2. Seja D = {z ∈ C : |z| ≤ 1}, o disco fechado unita´rio no plano complexo.
Enta˜o B = {f ∈ C?(D) | f : ◦D −→ C e´ anal´ıtica} e´ uma a´lgebra de Banach, chamada
a´lgebra do disco.
Pelo Exemplo 2.1.1, C?(D) e´ uma a´lgebra de Banach e no Exemplo 1.2.4, vimos que
B e´ uma suba´lgebra fechada de C?(D). Logo B e´ uma a´lgebra de Banach.
Exemplo 2.1.3. Seja E um espac¸o de Banach complexo na˜o trivial. Enta˜o o conjunto B(E)
de todos os operadores em E e munido da norma ‖ T ‖= sup{‖ T (x) ‖ : ‖ x ‖≤ 1}, para
todo T ∈ B(E), e´ uma a´lgebra de Banach.
(1). B(E) e´ uma a´lgebra com identidade 1. (i). (B(E),+) e´ um grupo comutativo.
Sejam T, S ∈ B(E), definimos T + S ∈ B(E) de modo que, para todo x ∈ E,
(T + S)(x) = T (x) + S(x).
Observamos que (i1). Dados T, S, U ∈ B(E), temos que (T + S) + U = T + (S + U) e
T + S = S + T . (i2). Existe 0 ∈ B(E), onde 0(x) = 0, para todo x ∈ E, tal que T + 0 = T ,
para todo T ∈ B(E). (i3). Para cada T ∈ B(E), existe −T ∈ B(E), onde (−T )(x) = −T (x),
para todo x ∈ E, tal que T + (−T ) = 0. Portanto (B(E),+) e´ um grupo comutativo.
(ii). (B(E),+, ◦) e´ um anel com identidade 1. Por (i), vimos que (B(E),+) e´ um grupo
comutativo. Sejam T,H ∈ B(E), definimos T ◦ S ∈ B(E) de modo que, para todo x ∈ E,
(T ◦ S)(x) = T (S(x)).
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Observamos que (ii1). Dados T, S, U ∈ B(E), T ◦ (S ◦ U) = (T ◦ S) ◦ U ;T ◦ (S + U) =
T ◦ S + T ◦ U e (T + S) ◦ U = T ◦ U + S ◦ U. (ii2). Existe 1 ∈ B(E), onde 1(x) = x, para
todo x ∈ E, tal que T ◦ 1 = T , para todo T ∈ B(E). Portanto, (B(E),+, ◦) e´ um anel com
identidade 1. (iii). (B(E),+, ·) e´ um espac¸o vetorial. Por (i), vimos que (B(E),+) e´ um
grupo comutativo. Sejam T ∈ B(E) e α ∈ C, definimos α · T ∈ B(E) de modo que, para
todo x ∈ E,
(α · T )(x) = αT (x).
Observamos que, dados T, S ∈ B(E), e α, β ∈ C, temos que
(iii1). α · (T + S) = α · T + α · S;
(iii2). (α + β) · T = α · T + β · T ;
(iii3). (αβ) · T = α · (β · T );
(iii4). 1 · T = T.
Portanto (B(E),+, ·) e´ um espac¸o vetorial. (iiii). (B(E),+, ◦, ·) e´ uma a´lgebra com identi-
dade 1. Como (B(E),+, ◦) e´ um anel com identidade 1, (B(E),+, ·) e´ um espac¸o vetorial,
e dados T, S ∈ B(E) e α ∈ C, temos que
α · (T ◦ S) = (α · T ) ◦ S = T ◦ (α · S).
Portanto, (B(E),+, ◦, ·) e´ uma a´lgebra com identidade 1.
(2). (B(E), ‖ . ‖) e´ um espac¸o de Banach. Definimos uma norma ‖ . ‖ em B(E) de
modo que
‖ T ‖= sup{‖ T (x) ‖ : ‖ x ‖≤ 1}.
Provaremos que B(E) e´ completo em relac¸a˜o a` norma. Seja (Tn)+∞n=1 uma sequ¨eˆncia de Cauchy
em B(E). Dado ² > 0, existe n(²) ∈ N tal que, para todo n,m ≥ n(²),
‖ Tn − Tm ‖< ². (2.2)
Logo, para cada x ∈ E arbitra´rio, temos que, para todo n,m ≥ n(²),
‖ Tn(x)− Tm(x) ‖=‖ (Tn − Tm)(x) ‖≤‖ Tn − Tm ‖‖ x ‖< ² ‖ x ‖ .
Logo observamos que (Tn(x))
+∞
n=1 e´ uma sequ¨eˆncia de Cauchy em E. Como E e´ completo,
temos que limn→+∞ Tn(x) ∈ E. Definimos uma func¸a˜o T de E em E de modo que, para
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todo x ∈ E
T (x) = lim
n→+∞
Tn(x).
Provaremos que (a).T e´ linear. De fato, para todo x, y ∈ E e α ∈ C, temos que
T (x+ αy) = lim
n→+∞
Tn(x+ αy)
= lim
n→+∞
(Tn(x) + αTn(y))
= lim
n→+∞
Tn(x) + α lim
n→+∞
Tn(y)
= T (x) + αT (y).
(b).T e´ cont´ınua em E. Por (2.2), temos que, para todo n,m ≥ n(²),
‖ Tm − Tn ‖< ².
Logo, para todo n,m ≥ n(²), temos que
| ‖ Tm ‖ − ‖ Tn ‖ | <‖ Tm − Tn ‖< ².
Logo, obtemos que (‖ Tn ‖)+∞n=1 e´ uma sequ¨eˆncia de Cauchy em R. Como R e´ completo,
temo que (‖ Tn ‖)+∞n=1 converge a um nu´mero real. Logo (‖ Tn ‖)+∞n=1 e´ limitada, enta˜o
supn∈N ‖ Tn ‖< +∞. Observamos que, para todo x ∈ E,
‖ T (x) ‖=‖ limn→+∞ Tn(x) ‖= limn→+∞ ‖ Tn(x) ‖≤ supn∈N ‖ Tn(x) ‖
≤ supn∈N(‖ Tn ‖‖ x ‖) = (supn∈N ‖ Tn ‖) ‖ x ‖ .
Logo, T e´ cont´ınua em E. (c). (Tn)
+∞
n=1 converge a T em relac¸a˜o a` norma em B(E). Por
(2.2), temos que, para todo n,m ≥ n(²),
‖ Tn − Tm ‖< ².
Agora, com n fixado, fazendo m −→ +∞, temos que
|Tn(x)− Tm(x)| −→ |Tn(x)− T (x)|.
Logo, para todo n ≥ n(²) e todo x ∈ E com ‖ x ‖≤ 1, temos que
|Tn(x)− T (x)| ≤ ².
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Logo, para todo n ≥ n(²),
‖ Tn − T ‖≤ ².
O que mostra que (Tn)
+∞
n=1 converge a T em relac¸a˜o a` norma em B(E). Portanto, por (a),
(b), e (c), obtemos que T ∈ B(E) e Tn −→ T em relac¸a˜o a` norma em B(E). Logo, B(E) e´
um espac¸o de Banach.
(3). A multiplicac¸a˜o ◦ de B(E) esta´ relacionada com a norma da seguinte maneira:
(i). ‖ T ◦ S ‖≤‖ T ‖‖ S ‖ . De fato,
‖ T ◦ S ‖ = sup{‖ (T ◦ S)(x) ‖:‖ x ‖≤ 1}
= sup{‖ T (S(x)) ‖:‖ x ‖≤ 1}
≤ sup{‖ T ‖‖ S(x) ‖:‖ x ‖≤ 1}
= ‖ T ‖ sup{‖ S(x) ‖:‖ x ‖≤ 1}
= ‖ T ‖‖ S ‖ .
(ii).‖ 1 ‖= 1, Sabemos que 1(x) = x, para todo x em E. De fato,
‖ 1 ‖ = sup{‖ 1(x) ‖:‖ x ‖≤ 1}
= sup{‖ x ‖:‖ x ‖≤ 1}
= 1.
Por (1), (2) e (3), conclu´ımos que B(E) e´ uma a´lgebra de Banach.
Exemplo 2.1.4. Seja H um espac¸o de Hilbert na˜o trivial. Enta˜o, o conjunto B(H) munido
da norma ‖ T ‖= sup{‖ T (x) ‖ : ‖ x ‖≤ 1}, para todo T ∈ B(H), e´ uma a´lgebra de Banach.
De fato, isto e´ um caso especial do Exemplo 2.1.3.
Definic¸a˜o 2.1.5. Uma suba´lgebra de B(H) e´ dita auto - adjunta se ela conte´m o adjunto
de cada um de seus membros. Uma suba´lgebra de Banach de B(H) que e´ auto - adjunta e´
chamada de C? - a´lgebra . Uma C? - a´lgebra que e´ fechada na topologia fraca de operadores
e´ chamada de W ? - a´lgebra.
Observac¸a˜o 2.1.6. A topologia fraca de operadores em B(H) e´ a topologia fraca gerada por
todas as func¸o˜es de forma T −→ (Tx, y), isto e´, essa topologia e´ a mais fraca tal que todas
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essas func¸o˜es sa˜o cont´ınuas. Observamos que
|(Tx, y)− (T◦x, y)| = |(T − T◦)x, y)|
≤ ‖ (T − T◦)x ‖‖ y ‖
= ‖ T − T◦ ‖‖ x ‖‖ y ‖ .
Portanto, todas as func¸o˜es T −→ (Tx, y) sa˜o cont´ınuas em B(H) em relac¸a˜o a` norma. Logo
essa topologia e´ mais fraca do que a topologia da norma usual, e seus conjuntos fechados
sa˜o tambe´m fechados na topologia da norma usual. E´ claro que uma C? - a´lgebra e´ uma
suba´lgebra fechada de B(H). Se ela e´ fechada tambe´m na topologia fraca de operadores,
enta˜o e´ chamada de W ? - a´lgebra.
Exemplo 2.1.7. Seja G = {x1, x2, . . . , xn} um grupo finito. Enta˜o, o conjunto L1(G) de
todas as func¸o˜es complexas definidas em G e munido da norma ‖ f ‖ = ∑ni=1 |f(xi)| para
todo f ∈ L1(G) e´ uma a´lgebra Banach chamada a´lgebra de grupo.
(1). L1(G) e´ uma a´lgebra com identidade 1. (i). (L1(G),+) e´ um grupo comutativo.
Sejam f, g ∈ L1(G), definimos f + g ∈ L1(G) de modo que, para todo x ∈ G,
(f + g)(x) = f(x) + g(x).
Observamos que (i1). Dados f, g, h ∈ L1(G), temos que (f + g) + h = f + (g + h) e
f + g = g + f. (i2). Existe 0 ∈ L1(G), onde 0(x) = 0 para todo x ∈ G, tal que f + 0 = f
para todo f ∈ L1(G). (i3). Para cada f ∈ L1(G), existe −f ∈ L1(G), onde (−f)(x) = −f(x)
para todo x ∈ G, tal que f + (−f) = 0. Portanto (L1(G),+) e´ um grupo comutativo. (ii).
(L1(G),+, ·) e´ um espac¸o vetorial. Por (i), vimos que (L1(G),+) e´ um grupo comutativo.
Sejam f ∈ L1(G) e α ∈ C, definimos α · f = αf ∈ L1(G) de modo que, para todo x ∈ G,
(αf)(x) = αf(x).
Observamos que, dados f, g ∈ L1(G), e α, β ∈ C, temos que
(ii1). α(f + g) = αf + αg;
(ii2). (α + β)f = αf + βf ;
(ii3). (αβ)f = α(βf);
(ii4). 1f = f.
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Portanto (L1(G),+, ) e´ um espac¸o vetorial. (iii). (L1(G),+, ∗) e´ um anel com identidade.
Por (i), vimos que (L1(G),+) e´ um grupo comutativo. Agora definiremos uma multiplicac¸a˜o
∗ em L1(G). Temos que
δi(xj) =
{
1, se i = j
0, se i 6= j.
e´ uma func¸a˜o em L1(G), onde 1 ≤ i, j ≤ n. Dado f ∈ L1(G), seja αj o valor de f em xj,
1 ≤ j ≤ n, isto e´ ,
αj = f(xj),
observamos que
f =
n∑
j=1
αjδj,
pois, para todo xk ∈ G,
n∑
j=1
(αjδj)(xk) = α1δ1(xk) + . . .+ αkδ1(xk) + . . .+ αnδ1(xk)
= α10 + . . .+ αk1 + . . .+ αn0
= αk
= f(xk).
Como cada func¸a˜o f em L1(G) e´ a soma de essas n func¸o˜es δj com 1 ≤ j ≤ n, para definir uma
multiplicac¸a˜o ∗ em L1(G), basta defini-la nestas n func¸o˜es. Enta˜o, aproveitando tambe´m a
operac¸a˜o definida no grupo G, definiremos ∗ de seguinte modo. Fixamos i, j ∈ {1, 2, . . . , n}.
Como G e´ um grupo, temos que xixj = xk, onde k ∈ {1, 2, . . . , n}. Assim, obtemos que
(i, j) −→ k e´ uma aplicac¸a˜o sobrejetora de {1, 2, . . . , n} × {1, 2, . . . , n} sobre {1, 2, . . . , n}.
Logo definimos ∗ em L1(G) de modo que
δi ∗ δj = δ(i,j) = δk.
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Enta˜o, dados f, g ∈ L1(G), onde f =
∑n
i=1 αiδi e g =
∑n
j=1 βjδj, temos que
f ∗ g =
n∑
i=1
αiδi ∗
n∑
j=1
βjδj
=
n∑
i=1
n∑
j=1
αiβj δi ∗ δj
=
( ∑
(i,j)=1
αiβj
)
δ1 +
( ∑
(i,j)=2
αiβj
)
δ2 + · · ·+
( ∑
(i,j)=n
αiβj
)
δn
=
n∑
w=1
γwδw,
onde,
γw =
∑
(i,j)=w
αiβj,
ou seja,
γw =
∑
xixj=xw
αiβj.
f ∗ g e´ dita a convoluc¸a˜o de f e g. Seja xk ∈ G, temos que
f ∗ g(xk) =
n∑
w=1
γwδw(xk)
= γ1δ1(xk) + . . .+ γkδk(xk) + . . .+ γnδn(xk)
= γ10 + . . .+ γk1 + . . .+ γn0
= γk
=
∑
(i,j)=k
αiβj
=
∑
(i,j)=k
f(xi)g(xj)
=
∑
xixj=xk
f(xi)g(xj)
=
n∑
j=1
f(xkx
−1
j )g(xj).
Agora observamos que (iii1). (f ∗ g) ∗ h = f ∗ (g ∗ h) para todos f, g, h ∈ L1(G). De fato,
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seja xk ∈ G,
[(f ∗ g) ∗ h](xk) =
∑
xixj=xk
(f ∗ g)(xi)h(xj)
=
∑
xixj=xk
[ ∑
xtxs=xi
f(xt)g(xs)
]
h(xj)
=
∑
xixj=xk
∑
xtxs=xi
f(xt)g(xs)h(xj);
e
[f ∗ (g ∗ h)](xk) =
∑
xtxi=xk
f(xt)(g ∗ h)(xi)
=
∑
xtxi=xk
f(xt)
[ ∑
xsxj=xi
g(xs)h(xj)
]
=
∑
xtxi=xk
∑
xsxj=xi
f(xt)g(xs)h(xj).
Portanto, (f ∗ g)∗h = f ∗ (g ∗h). (iii2). f ∗ (g+h) = f ∗ g+ f ∗h e (f + g)∗h = f ∗h+ g ∗h
para todos f, g, h ∈ L1(G). De fato,
f ∗ (g + h) =
( n∑
i=1
αiδi
)
∗
( n∑
j=1
βjδj +
n∑
j=1
µjδj
)
=
n∑
i=1
αiδi ∗
[ n∑
j=1
(βj + µj)δj
]
=
n∑
w=1
γwδw,
onde,
γw =
∑
(i,j)=w
αi(βj + µj)
=
∑
(i,j)=w
αiβj +
∑
(i,j)=w
αiµj.
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Por outro lado,
f ∗ h+ g ∗ h =
( n∑
i=1
αiδi
)
∗
( n∑
j=1
βjδj
)
+
( n∑
i=1
αiδi
)
∗
( n∑
j=1
µjδj
)
=
n∑
w=1
( ∑
(i,j)=w
αiβj
)
δw +
n∑
w=1
( ∑
(i,j)=w
αiµj
)
δw
=
n∑
w=1
( ∑
(i,j)=w
αiβj +
∑
(i,j)=w
αiµj
)
δw
=
n∑
w=1
γwδw.
Portanto, f ∗ (g+ h) = f ∗ g+ f ∗ h. De modo similar, temos que (f + g) ∗ h = f ∗ h+ g ∗ h.
(iii3). L1(G) tem a identidade sob a multiplicac¸a˜o ∗. Como G = {x1, x2, . . . , xn} e´ um
grupo finito. Seja x1 a identidade do grupo G, ou seja x1xj = xjx1 = xj, para todo xj ∈ G.
Provaremos que δ1 e´ a identidade de L1(G) sob a multiplicac¸a˜o ∗, ou seja, provaremos que,
para todo f ∈ L1(G),
f ∗ δ1 = δ1 ∗ f = f.
De fato, seja xk ∈ G, lembrando que x1 e´ a identidade de G, temos que
(f ∗ δ1)(xk) =
∑
xsxj=xk
f(xs)δ1(xj)
=
n∑
j=1
f(xkx
−1
j )δ1(xj)
= f(xkx
−1
1 )δ1(x1) + f(xkx
−1
2 )δ1(x2) + · · ·+ f(xkx−1n )δ1(xn)
= f(xkx
−1
1 )1 + f(xkx
−1
2 )0 + · · ·+ f(xkx−1n )0
= f(xkx
−1
1 )
= f(xkx1)
= f(xk).
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Logo, f ∗ δ1 = f. Por outro lado, temos que
(δ1 ∗ f)(xk) =
∑
xsxt=xk
δ1(xs)f(xt)
=
n∑
s=1
δ1(xs)f(x
−1
s xk)
= δ1(x1)f(x
−1
1 xk) + δ1(x2)f(x
−1
2 xk) + · · ·+ δ1(xn)f(x−1n xk)
= 1f(x−11 xk) + 0f(x
−1
2 xk) + · · ·+ 0f(x−1n xk)
= f(x−11 xk)
= f(x1xk)
= f(xk).
Logo δ1 ∗ f = f. Assim, resulta que x1 e´ a identidade do grupo G =⇒ δ1 e´ a identidade de
L1(G) sob a multiplicac¸a˜o ∗. Portanto, temos que (L1(G),+, ∗) e´ um anel com identidade.
(iiii).(L1(G),+, ∗, ·) e´ uma a´lgebra com identidade. Como (L1(G),+, ∗) e´ um anel com
identidade, (L1(G),+, ·) e´ um espac¸o vetorial, e temos que, dados f, g ∈ L1(G) e µ ∈ C,
µ · (f ∗ g) = (µ · f) ∗ g = f ∗ (µ · g),
ou seja,
µ(f ∗ g) = (µf) ∗ g = f ∗ (µg),
De fato, seja xk ∈ G,
µ(f ∗ g)(xk) = µ
[ n∑
j=1
f(xkx
−1
j )g(xj)
]
=
n∑
j=1
µf(xkx
−1
j )g(xj)
= [(µf) ∗ g](xk).
Logo, µ(f ∗ g) = (µf) ∗ g. De modo similar, temos que µ(f ∗ g) = f ∗ (µg). Portanto
µ(f ∗ g) = (µf) ∗ g = f ∗ (µg). Logo (L1(G),+, ∗, ·) e´ uma a´lgebra com identidade.
(2). (L1(G), ‖ . ‖) e´ um espac¸o de Banach.
Definimos uma norma ‖ . ‖ em L1(G) de modo que
‖ f ‖ =
n∑
i=1
|f(xi)|.
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Provaremos que L1(G) e´ completo em relac¸a˜o a` norma. Seja (fk)
+∞
k=1 uma sequ¨eˆncia de
Cauchy em L1(G). Dado ² > 0, existe n(²) ∈ N tal que, para todo k,m ≥ n(²), toms que
‖ fk − fm ‖< ²
n
,
isto e´,
n∑
i=1
|fk(xi)− fm(xi)| < ²
n
.
Logo, para todos k,m ≥ n(²), toms que,
|fk(xi)− fm(xi)| < ²
n
. (2.3)
Logo observamos que (fk(xi))
+∞
k=1 uma sequ¨eˆncia de Cauchy em C. Como C e´ completo,
temos que limk→+∞ fk(xi) ∈ C. Definimos uma func¸a˜o f de G em C de modo que, para todo
xi ∈ G,
f(xi) = lim
k→+∞
fk(xi).
E´ claro que f ∈ L1(G). Provaremos que (fk)+∞k=1 converge a f em relac¸a˜o a` norma. Por (2.3),
com k fixado, fazendo m −→ +∞, temos que,
|fk(xi)− fm(xi)| −→ |fk(xi)− f(xi)|.
Logo podemos concluir que, para todo k ≥ n(²),
|fk(xi)− f(xi)| ≤ ²
n
,
ou seja, para todo k ≥ n(²),
n∑
i=1
|fk(xi)− f(xi)| ≤ ².
Logo, para todo k ≥ n(²),
‖ fk − f ‖≤ ².
O que mostra que (fk)
+∞
k=1 converge a f em relac¸a˜o a` norma em L1(G). Portanto L1(G) e´
completo em relac¸a˜o a` norma , ou seja, (L1(G), ‖ . ‖) e´ um espac¸o de Banach.
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(3). A multiplicac¸a˜o ∗ de L1(G) esta´ relacionada com a norma da seguinte maneira:
(i). ‖ f ∗ g ‖≤‖ f ‖‖ g ‖ . De fato,
‖ f ∗ g ‖ =
n∑
k=1
|(f ∗ g)(xk)|
=
n∑
k=1
|
n∑
j=1
f(xkx
−1
j )g(xj)|
≤
n∑
k=1
n∑
j=1
|f(xkx−1j )||g(xj)|
=
n∑
j=1
n∑
k=1
|f(xkx−1j )||g(xj)|
=
n∑
j=1
|g(xj|
n∑
k=1
|f(xkx−1j )|
=
n∑
j=1
|g(xj)| ‖ f ‖
= ‖ f ‖
n∑
j=1
|g(xj)|
= ‖ f ‖‖ g ‖ .
(ii).|1| = 1. Como ja´ vimos que se x1 e´ a identidade do grupo G, enta˜o δ1 e´ a identidade de
L1(G) sob ∗. Assim, 1 = δ1. Enta˜o
‖ 1 ‖=‖ δ1 ‖=
n∑
j=1
|δ1(xj)| = 1.
Por (1), (2) e (3), conclu´ımos que L1(G) e´ uma a´lgebra de Banach.
Exemplo 2.1.8. Seja G = {. . . ,−2,−1, 0, 1, 2, . . .} o grupo aditivo dos inteiros. A sua
a´lgebra de grupo L1(G) e´ o conjunto de todas as func¸o˜es complexas f definidas em G tais
que
∑+∞
n=−∞ |f(n)| converge. A norma e´ definida por
‖ f ‖=
+∞∑
n=−∞
|f(n)|,
e a convoluc¸a˜o de f e g e´ dada por
(f ∗ g)(n) =
+∞∑
m=−∞
f(n−m)g(m).
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Ha´ muitos exemplos de a´lgebras de Banach ale´m dos descritos acima. Nossa atenc¸a˜o
a partir daqui vai ser concentrada em C?(X),mas a teoria geral que desenvolveremos e´ sempre
aplica´vel a todas.
2.2 Elementos regulares e singulares
Seja A uma a´lgebra de Banach. Um elemento x ∈ A e´ dito regular se existe x−1 ∈ A
tal que xx−1 = x−1x = 1. Se x na˜o e´ regular, enta˜o e´ dito singular. Denotamos o conjunto
de elementos regulares de A por G e o seu complementar, o conjunto de elementos singulares
de A, por S. E´ claro que G conte´m 1 e e´ um grupo, e S conte´m 0. Alguns resultados
importantes dependem dos cara´teres de G e S. Seguindo as notac¸o˜es acima, estudaremos os
teoremas seguintes:
Teorema 2.2.1. Cada elemento x de A tal que ‖ x − 1 ‖ < 1 e´ regular e o seu inverso e´
dado pela fo´rmula x−1 = 1+
∑+∞
n=1(1− x)n.
Demonstrac¸a˜o. Seja r =‖ x − 1 ‖. Logo r < 1. Temos que, pela propriedade da a´lgebra
de Banach A,
‖ (1− x)n ‖ ≤ ‖ 1− x ‖n= rn.
Como 0 ≤ r < 1, a se´rie geome´trica ∑+∞n=1 rn converge. Logo ∑+∞n=1 ‖ (1 − x)n ‖ converge,
isto e´, a se´rie das reduzidas da sequ¨eˆncia ( ‖ (1 − x)n ‖ )+∞n=1 converge. Assim, (Sn)+∞n=1 e´
convergente, onde Sn =‖ (1 − x)1 ‖ + ‖ (1 − x)2 ‖ + . . .+ ‖ (1 − x)n ‖ . Logo, (Sn)+∞n=1
e´ uma sequ¨eˆncia de Cauchy em R. Assim, dado ² > 0, existe n(²) ∈ N tal que, para todo
n,m ≥ n(²),
|Sn − Sm| < ²,
isto e´,
| ‖ (1− x)m+1 ‖ + ‖ (1− x)m+2 ‖ + . . .+ ‖ (1− x)n ‖ | < ²,
n∑
k=m+1
‖ (1− x)k ‖< ². (2.4)
Observamos que (Wk)
+∞
k=1 e´ uma sequ¨eˆncia de Cauchy em A, onde Wk = (1−x)1+(1−x)2+
. . .+ (1− x)k. De fato, por (2.4), dado ² > 0, para todo n,m ≥ n(²), temos que
‖ Wn −Wm ‖ = ‖
n∑
k=m+1
(1− x)k ‖ ≤
n∑
k=m+1
‖ (1− x)k ‖< ².
Elementos regulares e singulares 34
Como A e´ completo, temos que
lim
k→+∞
Wk = lim
k→+∞
( k∑
n=1
(1− x)n
)
=
+∞∑
n=1
(1− x)n ∈ A.
Definimos um elemento y em A de modo que
y = 1+
+∞∑
n=1
(1− x)n.
Observamos que
y − xy = (1− x)y
= (1− x)[1+
+∞∑
n=1
(1− x)n]
= (1− x) + (1− x)
+∞∑
n=1
(1− x)n
= (1− x) +
+∞∑
n=2
(1− x)n
=
+∞∑
n=1
(1− x)n
= y − 1.
Logo xy = 1. De modo similar, temos que yx = 1. Portanto, x e´ um elemento regular de A
e o seu inverso x−1 = y = 1+
∑+∞
n=1(1− x)n. ¤
Teorema 2.2.2. G e´ um conjunto aberto, e S e´ um conjunto fechado.
Demonstrac¸a˜o. Seja x◦ ∈ G. Provaremos que existe r > 0 tal que se ‖ x− x◦ ‖< r, enta˜o
x ∈ G. Como x◦ ∈ G, existe x−1◦ ∈ G tal que x◦x−1◦ = x−1◦ x◦ = 1. Tomamos r = 1‖x−1◦ ‖ .
Observamos que, se ‖ x− x◦ ‖< r, enta˜o
‖ x−1
◦
x− 1 ‖ = ‖ x−1
◦
(x− x◦) ‖ ≤ ‖ x−1◦ ‖‖ x− x◦ ‖ < 1.
Pelo Teorema 2.2.1, temos que x−1
◦
x ∈ G. Como x◦ ∈ G e G e´ um grupo, obtemos
x = x◦(x
−1
◦
x) ∈ G.
Portanto G e´ um conjunto aberto em A. Logo, S e´ um conjunto fechado em A. ¤
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Teorema 2.2.3. A aplicac¸a˜o x −→ x−1 de G em G e´ cont´ınua, e e´ portanto um homeo-
morfismo de G sobre G.
Demonstrac¸a˜o. Sejam x◦ ∈ G e x ∈ G, x 6= x◦ tais que
‖ x− x◦ ‖< 1
2 ‖ x−1
◦
‖ .
Logo,
‖ x−1
◦
x− 1 ‖ = ‖ x−1
◦
(x− x◦) ‖ ≤ ‖ x−1◦ ‖‖ x− x◦ ‖ <
1
2
.
Pelo Teorema 2.2.1, x−1
◦
x ∈ G e x−1x◦ = (x−1◦ x)−1 = 1+
∑+∞
n=1(1− x−1◦ x)n. Conclu´ımos que
‖ x−1 − x−1
◦
‖ = ‖ (x−1x◦ − 1)x−1◦ ‖
≤ ‖ x−1
◦
‖‖ x−1x◦ − 1 ‖
= ‖ x−1
◦
‖‖
+∞∑
n=1
(1− x−1
◦
x)n ‖
≤ ‖ x−1
◦
‖
+∞∑
n=1
‖ 1− x−1
◦
x ‖n
= ‖ x−1
◦
‖‖ 1− x−1
◦
x ‖
+∞∑
n=0
‖ 1− x−1
◦
x ‖n
=
‖ x−1
◦
‖‖ 1− x−1
◦
x ‖
1− ‖ 1− x−1
◦
x ‖
< 2 ‖ x−1
◦
‖‖ 1− x−1
◦
x ‖
≤ 2 ‖ x−1
◦
‖2‖ x− x◦ ‖ .
Assim, a aplicac¸a˜o x −→ x−1 de G em G e´ cont´ınua. Logo, aplicando x−1 nesta aplicac¸a˜o,
temos que a aplicac¸a˜o, x−1 −→ x de G em G e´ cont´ınua, e a aplicac¸a˜o x −→ x−1, e´
claramente bijetora. Portanto x −→ x−1 e´ um homeomorfismo de G sobre G. ¤
Um elemento regular x em A pode tornar - se singular numa suba´lgebra de Banach
A′ de A. Por outro lado, um elemento singular em A pode tornar -se regular numa a´lgebra
A′′ que conte´m A como suba´lgebra. Na pro´xima sec¸a˜o, estudaremos certos elementos em A
que sa˜o singulares e mantem - se singulares com respeito a` toda ampliac¸a˜o poss´ıvel de A.
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2.3 Divisores topolo´gicos de zero
Um elemento z em uma a´lgebra de Banach A e´ chamado divisor topolo´gico de zero,
se existe uma sequ¨eˆncia (zn)
+∞
n=1 em A tal que ‖ zn ‖= 1 para todo n ∈ N, e zzn −→ 0 ou
znz −→ 0. Denotamos por Z o conjunto de todos os divisores topolo´gicos de zero. Seguindo
as notac¸o˜es da sec¸a˜o anterior, veremos os teoremas seguintes :
Teorema 2.3.1. Z e´ um subconjunto de S.
Demonstrac¸a˜o. Seja z um elemento de Z e seja (zn)
+∞
n=1 uma sequ¨eˆncia em A tal que
‖ zn ‖= 1, para todo n ∈ N, e (sem perda de generalidade) zzn −→ 0. Provaremos que
z ∈ S. Suponhamos, por absurdo, que z /∈ S. Logo z ∈ G e existe z−1 ∈ G tal que
zz−1 = z−1z = 1. Pela continuidade da multiplicac¸a˜o da a´lgebra de Banach A, temos que
z−1(zzn) −→ z−10. Logo zn −→ 0, o que contradiz ‖ zn ‖ = 1, para todo n ∈ N. Portanto
z ∈ S. ¤
Teorema 2.3.2. A fronteira de S e´ um subconjunto de Z.
Demonstrac¸a˜o. Seja z ∈ ∂S. Provaremos que existe uma sequ¨eˆncia (zn)+∞n=1 em A tal que
‖ zn ‖= 1, para todo n ∈ N, e zzn −→ 0 ou znz −→ 0. Como z ∈ ∂S, temos que z ∈ S ∩Sc.
Pelo Teorema 2.2.2, sabemos que S e´ fechado. Logo z ∈ S ∩ Sc, ou seja, z ∈ S ∩G. Enta˜o,
existe uma sequ¨eˆncia (rn)
+∞
n=1 em G tal que
rn −→ z.
Observamos que (r−1n )
+∞
n=1 e´ uma sequ¨eˆncia ilimitada, pois se (r
−1
n )
+∞
n=1 fosse limitada, teriamos
que r−1n z − 1 = r−1n (z − rn) −→ 0. Logo, existiria n(²) ∈ N tal que, para todo n ≥ n(²),
‖ r−1n z − 1 ‖ < 1. Pelo Teorema 2.2.1, r−1n z seria um elemento regular. Como rn ∈ G,
teriamos que z = rn(r
−1
n z) ∈ G, absurdo. Sem perda de generalidade podemos supor que
‖ r−1n ‖−→ +∞.
Agora definimos uma sequ¨eˆncia (zn)
+∞
n=1 em A por
zn =
r−1n
‖ r−1n ‖
.
E´ claro que ‖ zn ‖= 1, para todo n ∈ N, e que
zzn =
zr−1n
‖ r−1n ‖
=
1+ (z − rn)r−1n
‖ r−1n ‖
=
1
‖ r−1n ‖
+ (z − rn)zn −→ 0.
Logo, z ∈ Z. ¤
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Suponhamos que A seja uma suba´lgebra de Banach de uma a´lgebra de Banach A′.
Se um elemento e´ um divisor topolo´gico de zero em A, enta˜o, pela definic¸a˜o, ele e´ tambe´m
um divisor topolo´gico de zero em A′ sendo pelo Teorema 2.3.1, singular em A′. Portanto
podemos concluir que os divisores topolo´gicos de zero em A sa˜o os elementos singulares que
sa˜o permanentemente singulares em respeito a` toda ampliac¸a˜o poss´ıvel de A. E pelo Teorema
2.3.2, sabemos que, apesar de que, numa ampliac¸a˜o de A, S pode perder seus elementos,
mas ∂S nunca perde.
2.4 O espectro
Sejam A uma a´lgebra de Banach e x ∈ A. Definimos o espectro de x, denotado por
σ(x), como o seguinte subconjunto do plano complexo:
σ(x) = {λ ∈ C : x− λ1 e´ singular }.
Para indicar que o espectro de x depende tambe´m de A, denotamos σA(x).
Observac¸a˜o 2.4.1. σ(x) e´ fechado em C.
Demonstrac¸a˜o. A func¸a˜o gx de σ(x) em A definida por gx(λ) = x − λ1 e´ cont´ınua, pois
‖ (x − λ1) − (x − λ◦1) ‖=‖ (λ◦ − λ)1 ‖= |λ◦ − λ|. Como, pelo Teorema 2.2.2, S e´ fechado
em A, temos que σ(x) = g−1x (S) e´ fechado em C. ¤
Observac¸a˜o 2.4.2. σ(x) e´ subconjunto do disco fechado {z ∈ C : |z| ≤ ‖ x ‖}.
Demonstrac¸a˜o. Dado λ ∈ σ(x), suponhamos, por absurdo, que |λ| >‖ x ‖. Enta˜o,
‖ 1 − (1 − x
λ
) ‖< 1. Logo, pelo Teorema 2.2.1, 1 − x
λ
e´ regular, e enta˜o x − λ1 e´ regular, o
que e´ imposs´ıvel. ¤
O conjunto resolvente de x, denotado por ρ(x), e´ o complementar de σ(x) em C.
Pelas observac¸o˜es acima, sabemos que ρ(x) e´ um subconjunto aberto do plano complexo que
conte´m {z ∈ C : |z| >‖ x ‖}.
Definic¸a˜o 2.4.3. O resolvente de x e´ a func¸a˜o definida de ρ(x) em A por
x(λ) = (x− λ1)−1.
Observac¸a˜o 2.4.4. O resolvente de x e´ uma func¸a˜o cont´ınua em ρ(x).
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Demonstrac¸a˜o. Temos que
x(λ) = g ◦ h(λ),
onde h e´ a func¸a˜o de ρ(x) em G definida por
h(λ) = x− λ1,
e g e´ uma func¸a˜o de G em A definida por
g(x) = x−1.
Pela demonstrac¸a˜o da Observac¸a˜o 2.4.1, sabemos que h e´ cont´ınua em ρ(x), e pelo Teorema
2.2.3, obtemos que g e´ cont´ınua em G. Portanto, x = g ◦ h e´ cont´ınua em ρ(x). ¤
Observac¸a˜o 2.4.5. Quando |λ| −→ +∞, temos que x(λ) −→ 0.
Demonstrac¸a˜o. Temos que
x(λ) = (x− λ1)−1 = 1
λ
(
x
λ
− 1)−1.
Quando |λ| −→ +∞, temos que 1
λ
−→ 0, e x
λ
−1 −→ −1. Como, pelo Teorema 2.2.3, g(x) =
x−1 e´ uma func¸a˜o cont´ınua em G, temos que g(x
λ
− 1) −→ g(−1). Logo, (x
λ
− 1)−1 −→ −1.
Assim, 1
λ
(x
λ
− 1)−1 −→ 0, ou seja, x(λ) −→ 0. ¤
Agora observamos que
x(λ) = x(λ)(x− µ1)x(µ)
= x(λ)(x− λ1+ λ1− µ1)x(µ)
= [1+ (λ− µ)x(λ)]x(µ)
= x(µ) + (λ− µ)x(λ)x(µ).
Logo
x(λ)− x(µ) = (λ− µ)x(λ)x(µ).
A equac¸a˜o acima e´ chamado a equac¸a˜o resolvente.
Teorema 2.4.6. σ(x) na˜o e´ vazio.
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Demonstrac¸a˜o. Seja f : A −→ C linear e cont´ınua, isto e´, um funcional arbitra´rio em A′.
Como f e´ linear, pela equac¸a˜o resolvente, temos que
f(x(λ)− x(µ)) = f((λ− µ)x(λ)x(µ)),
f(x(λ))− f(x(µ)) = (λ− µ)f(x(λ)x(µ)).
Definimos h(λ) = f(x(λ)). Enta˜o temos que
h(λ)− h(µ)
λ− µ = f(x(λ)x(µ)).
Logo
h′(µ) = lim
λ−→µ
f(x(λ)x(µ))
= f( lim
λ−→µ
x(λ)x(µ))
= f(x(µ)2).
Pela Observac¸a˜o 2.4.3, temos que f e x sa˜o func¸o˜es cont´ınuas. Logo a func¸a˜o derivada h′ e´
cont´ınua em ρ(x). Observamos que, para todo λ ∈ ρ(x),
0 ≤ |h(λ)| = |f(x(λ))| ≤‖ f ‖‖ x(λ) ‖ .
Logo
lim
|λ|→+∞
0 ≤ lim
|λ|→+∞
|h(λ)| ≤‖ f ‖ lim
|λ|→+∞
‖ x(λ) ‖ .
Pela Observac¸a˜o 2.4.4, temos que lim|λ|→+∞ |h(λ)| = 0. Assim, obtemos que, dado ² > 0,
existe R > 0 tal que, para todo |λ| > R,
|h(λ)| < ².
Por outro lado existe m > 0 tal que, para todo |λ| ≤ R,
|h(λ)| < m,
pois h e´ cont´ınua e {λ ∈ C : |λ| ≤ R} e´ compacto. Portanto, para todo λ ∈ ρ(x),
|h(x)| < max{²,m}.
Logo h e´ limitada em ρ(x). Suponhamos por absurdo que σ(x) e´ vazio. Logo ρ(x) = C e
conclu´ımos que h : C −→ C e´ holomorfa e limitada em C. Pelo teorema de Liouville, temos
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que h e´ constante. Como ja´ vimos que lim|λ|→+∞ |h(λ)| = 0, temos que h = f ◦ x e´ a func¸a˜o
nula. Logo, resulta que, para f ∈ A′ arbitra´rio, f(x(λ)) = 0 para todo λ ∈ C. Lembramos
um teorema de Hahn - Banach : Se N e´ um espac¸o normado e x◦ e´ um vetor na˜o nulo em
N , enta˜o existe um funcional f em N ′ tal que f(x◦) =‖ x◦ ‖ e ‖ f ‖= 1. Seja λ ∈ C = ρ(x),
temos que x(λ) 6= 0, pois x(λ) e´ um elemento regular em A. Pelo teorema enunciado acima,
temos que existe f ∈ A′ tal que f(x(λ)) =‖ x(λ) ‖ 6= 0, o que e´ uma contradic¸a˜o. Portanto,
σ(x) na˜o e´ vazio. ¤
Definic¸a˜o 2.4.7. Uma a´lgebra de divisa˜o e´ uma a´lgebra com identidade, na qual qualquer
elemento na˜o nulo e´ regular.
Teorema 2.4.8. Se A e´ uma a´lgebra de Banach que e´ tambe´m uma a´lgebra de divisa˜o, enta˜o
A e´ igual ao conjunto de todos os mu´ltiplos escalares da identidade.
Demonstrac¸a˜o. Provaremos que A = {λ1 : λ ∈ C}. Como A ⊃ {λ1 : λ ∈ C} e´
imediato, basta provar que A ⊂ {λ1 : λ ∈ C}. Dado x ∈ A. Suponhamos que, para todo
λ ∈ C, x 6= λ1. Logo x − λ1 6= 0. Como A e´ uma a´lgebra de divisa˜o, temos que x − λ1 e´
regular. Logo, ρ(x) = C, ou seja, σ(x) e´ vazio, o que contradiz o Teorema 2.4.6. Portanto
existe λ ∈ C tal que x = λ1. Logo A = {λ1 : λ ∈ C}. ¤
Observac¸a˜o 2.4.9. Uma a´lgebra de Banach A que e´ tambe´m uma a´lgebra de divisa˜o e´
isometricamente isomorfa a C.
Demonstrac¸a˜o. Seja T a func¸a˜o de A em C definida por T (λ1) = λ. Enta˜o T e´ bijetora,
e´ isomorfismo e |T (λ1)| = |λ| = |λ| ‖ 1 ‖=‖ λ1 ‖ . Resulta que uma a´lgebra de Banach que
e´ uma a´lgebra de divisa˜o coincide com o plano complexo C. ¤
Teorema 2.4.10. Se 0 e´ o u´nico divisor topolo´gico de zero em uma a´lgebra de Banach A
enta˜o A = C.
Demonstrac¸a˜o. Provaremos que A e´ uma a´lgebra de divisa˜o. Seja x ∈ A. Como o plano
complexo C e´ um espac¸o topolo´gico conexo, os u´nicos subconjuntos abertos e fechados sa˜o
φ e C. Pela Observac¸a˜o 2.4.2, σ(x) =
◦
σ(x) ∪ ∂σ(x) e´ um subconjunto do disco fechado
{z : |z| ≤ ‖ x ‖}, logo σ(x) 6= C. Ale´m disso, σ(x) na˜o e´ vazio e e´ fechado. Portanto, existe
λ ∈ ∂σ(x) = σ(x) ∩ ρ(x) = σ(x) ∩ ρ(x). Como λ ∈ σ(x), enta˜o x− λ1 ∈ S. Como λ ∈ ρ(x),
existe uma sequ¨eˆncia (λn)
+∞
n=1 em ρ(x) tal que λn −→ λ. Sendo a func¸a˜o g : ρ(x) −→ G
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definida por g(x) = x− λ1 cont´ınua, temos que g(λn) −→ g(λ). Logo, x− λn1 −→ x− λ1.
Como (x − λn1)+∞n=1 e´ uma sequ¨eˆncia em G, temos que o limite x − λ1 ∈ G. Resulta que
x− λ1 ∈ S ∩G = S ∩G = ∂S. Portanto
λ ∈ ∂σ(x) =⇒ x− λ1 ∈ ∂S. (2.5)
Logo, pelo Teorema 2.3.2, x− λ1 e´ um divisor topolo´gico de zero. Por hipo´tese, temos que
x − λ1 = 0, ou seja, x = λ1. Logo, se x 6= 0 enta˜o x e´ regular. Portanto A e´ uma a´lgebra
de divisa˜o. Pela Observac¸a˜o 2.4.9, A = C. ¤
Teorema 2.4.11. Seja A uma a´lgebra de Banach. Se a norma em A satisfaz a inequac¸a˜o
‖ xy ‖≥ k ‖ x ‖‖ y ‖ para alguma constante positiva k, e todos os x, y ∈ A, enta˜o A = C.
Demonstrac¸a˜o. Seja Z o conjunto de todos os divisores topolo´gicos de zero em A. Se
z ∈ Z, existe uma sequ¨eˆncia (rn)+∞n=1 em A tal que ‖ rn ‖= 1, para todo n ∈ N, e (sem perda
de generalidade) zrn −→ 0. Logo, dado ² > 0, existe n(²) ∈ N tal que ‖ zrn ‖< ². Por
hipo´tese, existe k > 0 tal que k ‖ z ‖‖ rn ‖≤‖ zrn ‖< ². Logo k ‖ z ‖=‖ kz ‖< ². Como ² e´
arbitra´rio, temos que kz = 0. Logo, z = 0. Portanto 0 e´ o u´nico divisor topolo´gico de zero.
Pelo teorema anterior, temos que A = C. ¤
Teorema 2.4.12. Se A e´ uma suba´lgebra de Banach de uma a´lgebra de Banach A′, enta˜o
os espectros de um elemento x em A, com respeito a A e A′, verificam seguintes relaco˜es:
(1). σA′(x) ⊂ σA(x); (2). ∂σA(x) ⊂ ∂σA′(x).
Demonstrac¸a˜o. Sejam SA e SA′ os conjuntos de todos os elementos singulares em A e A
′,
e ZA e ZA′ os conjuntos de todos os divisores topolo´gicos de zero em A e A
′. Provaremos
que (1). σA′(x) ⊂ σA(x). Se x − λ1 e´ singular em A′, enta˜o x − λ1 e´ singular em A.
Logo λ ∈ σA′(x) =⇒ λ ∈ σA(x). Portanto σA′(x) ⊂ σA(x). (2). ∂σA(x) ⊂ ∂σA′(x). Seja
λ ∈ ∂σA(x). Provaremo que λ ∈ ∂σA′(x) = σA′(x)∩ρA′(x) = σA′(x)∩ρA′(x). Primeiramente
provaremos que λ ∈ σA′(x). Como λ ∈ ∂σA(x), por (2.5), temos que x − λ1 ∈ ∂SA. Logo,
Pelo Teorema 2.3.2, x − λ1 ∈ ZA. Enta˜o x − λ1 ∈ ZA′ . Pelo Teorema 2.3.1, x − λ1 ∈ SA′ .
Logo λ ∈ σA′(x). Agora falta provar λ ∈ ρA′(x). De fato, como λ ∈ ∂σA(x) = σA(x) ∩ ρA(x)
e ρA(x) ⊂ ρA′(x), pois, por(1), temos que (σA′(x))c ⊃ (σA(x))c. Logo temos que λ ∈ ρA′(x).
Portanto λ ∈ σA′(x) ∩ ρA′(x) = ∂σA′(x). Logo ∂σA(x) ⊂ ∂σA′(x). ¤
A fo´rmula do raio espectral 42
O teorema anterior afirma que, em geral, o espectro de um elemento encolhe quando
a a´lgebra de Banach que conte´m este elemento amplia. Pore´m, durante a ampliac¸a˜o da
a´lgebra de Banach, a fronteira do espectro deste elemento nunca perde os seus membros.
Veremos um exemplo deste fenoˆmeno.
Exemplo : Sejam D = {z ∈ C : |z| ≤ 1}, o disco unita´rio fechado no plano complexo e
B = {f ∈ C?(D) | f : ◦D −→ C e´ anal´ıtica} a a´lgebra do disco. Se f ∈ B, pelo teorema
do mo´dulo ma´ximo,
max{|f(z)| : z ∈ D} = max{|f(z)| : z ∈ ∂D}.
Como f e´ limitada, o seu valor ma´ximo e´ igual ao supremo, e temos
sup{|f(z)| : z ∈ D} = sup{|f(z)| : z ∈ ∂D}.
Sendo a norma em C?(D) definida por ‖ f ‖= sup{|f(z)| : z ∈ D}, como B e´ suba´lgebra de
Banach de C?(D), resulta que
‖ f ‖= sup{|f(z)| : z ∈ D} = sup{|f(z)| : z ∈ ∂D}.
Assim, podemos identificar B com o conjunto de todas as restric¸o˜es de f ∈ B a ∂D, denotado
por A. Sabemos que C?(∂D), denotado por A′, e´ uma a´lgebra de Banach que conte´m A.
Seja f ∈ A definida por f(z) = z, para todo z ∈ ∂D. Provaremos que (a). σA(f) = D
e (b). σA′(f) = ∂D. (a1). σA(f) ⊃ D. Dado λ ∈ D, provaremos que λ ∈ σA(f), ou
seja, f − λ1 e´ singular em A. Suponhamos por absurdo que f − λ1 e´ regular em A. Como
(f − λ1)(z) = z − λ, para todo z ∈ ∂D, temos que g = G|∂D(z) = 1z−λ , para todo z ∈ ∂D, e´
o seu inverso. Logo G ∈ C?(D), onde, G(z) = 1
z−λ
, para todo z ∈ D. Logo, λ /∈ D, absurdo!
(a2).σA(f) ⊂ D. Seja λ ∈ σA(f). Provaremos que λ ∈ D. Suponhamos por absurdo que
λ /∈ D. Como λ ∈ σA(f), enta˜o f−λ1 e´ singular em A. Mas, f−λ1 tem o seu inverso g ∈ A,
onde g(z) = 1
z−λ
, para todo z ∈ ∂D, absurdo! Portanto, σA(f) ⊂ D. (b1). σA′(f) ⊂ ∂D.
Seja λ ∈ σA′(f). Provaremos que λ ∈ ∂D. Como λ ∈ σA′(f), enta˜o f − λ1 e´ singular em A′,
onde f −λ1(z) = z−λ para todo z ∈ ∂D. Logo g /∈ A′, onde g(z) = 1
z−λ
, para todo z ∈ ∂D.
Portanto, λ ∈ ∂D. (b2). ∂D ⊂ σA′(f). Seja λ ∈ ∂D. Provaremos que λ ∈ σA′(f), ou seja,
f − λ1 e´ singular em A′, onde (f − λ1)(z) = z − λ, para todo z ∈ ∂D. Como λ ∈ ∂D, g
na˜o e´ cont´ınua em ∂D, onde g(z) = 1
z−λ
para todo z ∈ ∂D, logo g /∈ A′. Portanto f − λ1 e´
singular em A′, ou seja, λ ∈ σA′(f).
Resulta que quando A amplia a A′, temos que D, o espectro de f , encolhe para ∂D,
conservado a sua fronteira.
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2.5 A fo´rmula do raio espectral
Sejam A uma a´lgebra de Banach e x ∈ A. O raio espectral de x, denotado por r(x),
e´ definido por
r(x) = sup{|λ| : λ ∈ σA(x)}.
A fo´rmula do raio espectral e´ dada no Teorema 2.5.3 abaixo, e o nosso propo´sito nesta sec¸a˜o
e´ prova´ - la. Primeiramente estudaremos o lema seguinte :
Lema 2.5.1. σ(xn) = σ(x)n.
Demonstrac¸a˜o. Sejam λ um nu´mero complexo na˜o nulo e p(z) = zn−λ um polinoˆmio com
coeficientes complexos. Pelo teorema fundamental da a´lgebra, existem λ1, λ2, . . . , λn ∈ C tais
que zn−λ = (z−λ1)(z−λ2) · · · (z−λn). Observamos que o conjunto P de todos os polinoˆmios
em C pode ser identificado como o conjunto de todas as func¸o˜es geradas por {1, x}, Portanto
temos que
xn − λ1 = (x− λ11)(x− λ21) · · · (x− λn1).
Vamos provar primeiramente que :
xn − λ1 e´ singular ⇐⇒ x− λi1 e´ singular, para pelo menos um i ∈ {1, 2, . . . , n}.
Primeiramente provaremos que xn − λ1 e´ singular =⇒ x− λi1 e´ singular, para pelo menos
um i ∈ {1, 2, . . . , n}. Suponhamos, por absurdo, que x − λi1 fosse regular para todo i ∈
{1, 2, . . . , n}. Enta˜o existiria yi ∈ A tal que yi(x − λi1) = (x − λi1)yi = 1, para todo
i ∈ {1, 2, . . . , n}. Assim, (xn − λ1)ynyn−1 · · · y1 = ynyn−1 · · · y1(xn − λ1) = 1. Logo xn − λ1
na˜o seria singular, o que e´ absurdo! Agora provaremos que, para pelo menos um i ∈
{1, 2, . . . , n}, x− λi1 e´ singular =⇒ xn− λ1 e´ singular. Sabemos que xn− λ1 = (x− λi1)w,
onde w ∈ A. Se y ∈ A arbitra´rio, enta˜o (xn−λ1)y = (x−λi1)wy. Como x−λi1 e´ singular,
temos que (x − λi1)wy 6= 1. Logo resulta que (xn − λ1)y 6= 1 para todo y ∈ A, ou seja,
xn − λ1 e´ singular.
Agora, usando a afirmac¸a˜o acima, comec¸a realmente a demonstrac¸a˜o do lema.
Primeiramente provaremos que σ(xn) ⊂ σ(x)n. Seja λ ∈ σ(xn). Logo xn − λ1 e´ singu-
lar. Pela afirmac¸a˜o acima, x − λi1 e´ singular, para pelo menos um i ∈ {1, 2, . . . , n}. Logo
λi ∈ σ(x), λni ∈ σ(x)n, ou seja, λ = λni ∈ σ(x)n. Portanto σ(xn) ⊂ σ(x)n. Agora provaremos
que σ(x)n ⊂ σ(xn). Se λ ∈ σ(x), enta˜o x−λ1 e´ singular e λn ∈ σ(x)n. Pela afirmac¸a˜o acima,
temos que xn − λn1 e´ singular. Logo λn ∈ σ(xn). Portanto σ(x)n ⊂ σ(xn). ¤
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Observac¸a˜o 2.5.2. r(x)n = r(xn).
Demonstrac¸a˜o. Primeiramente provaremos que
(
sup{|λ| : λ ∈ σ(x)})n= sup{|λ|n : λ ∈ σ(x)}.
(1).
(
sup{|λ| : λ ∈ σ(x)})n≤ sup{|λ|n : λ ∈ σ(x)}. Seja α = sup{|λ|n : λ ∈ σ(x)}. Logo,
para todo λ ∈ σ(x), temos que |λ|n ≤ α, |λ| ≤ α 1n . Logo sup{|λ| : λ ∈ σ(x)} ≤ α 1n .
Portanto,
(
sup{|λ| : λ ∈ σ(x)})n≤ α = sup{|λ|n : λ ∈ σ(x)}. (2). sup{|λ|n : λ ∈ σ(x)} ≤(
sup{|λ| : λ ∈ σ(x)})n. Seja β = sup{|λ| : λ ∈ σ(x)}. Logo, para todo λ ∈ σ(x), temos que
|λ| ≤ β, |λ|n ≤ βn. Logo temos que sup{|λ|n : λ ∈ σ(x)} ≤ βn = (sup{|λ| : λ ∈ σ(x)})n. De
(1) e (2), temos que
(
sup{|λ| : λ ∈ σ(x)})n= sup{|λ|n : λ ∈ σ(x)}. Agora, lembrando que
σ(x)n = σ(xn), temos que
(r(x))n =
(
sup{|λ| : λ ∈ σ(x)})n
= sup{|λ|n : λ ∈ σ(x)}
= sup{|λ|n : λn ∈ σ(x)n}
= sup{|λn| : λn ∈ σ(xn)}
= sup{|µ| : µ ∈ σ(xn)}
= r(xn).
¤
Teorema 2.5.3. r(x) = limn→+∞ ‖ xn ‖ 1n .
Demonstrac¸a˜o. Pela Observac¸a˜o 2.4.2, σ(x) ⊂ {z ∈ C : |z| ≤‖ x ‖}. Logo, temos que
r(xn) ≤‖ xn ‖ . Pela observac¸a˜o acima, obtemos que (r(x))n ≤ ‖ xn ‖, r(x) ≤ ‖ xn ‖ 1n .
Agora, para completar a demonstrac¸a˜o, basta provar que se a e´ um nu´mero real tal que
r(x) < a, enta˜o ‖ xn ‖ 1n≤ a para todo n ∈ N, com excec¸a˜o de um nu´mero finito de n. De fato,
provado isto, teremos que , dado a = r(x) + ²
2
, onde ²
2
> 0, enta˜o | ‖ xn ‖ 1n −r(x)| ≤ ²
2
< ²
para todo n ∈ N, com excec¸a˜o de um nu´mero finito de n. Logo r(x) = limn→+∞ ‖ xn ‖ 1n .
Como σ(x) ⊂ {z ∈ C : |z| ≤‖ x ‖}, temos que se |λ| >‖ x ‖ enta˜o λ ∈ ρ(x) e x − λ1 e´
regular. Observamos que |λ| >‖ x ‖, ou seja, ‖ x
λ
‖< 1, enta˜o ‖ 1 − (1 − x
λ
) ‖< 1. Pelo
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Teorema 2.2.1, temos que 1− x
λ
e´ regular, e
(1− x
λ
)−1 = 1+
+∞∑
n=1
(1− (1− x
λ
))n
= 1+
+∞∑
n=1
(
x
λ
)n
= 1+
+∞∑
n=1
xn
λn
.
Considerando o resolvente de x, obtemos que
x(λ) = (x− λ1)−1
= λ−1(
x
λ
− 1)−1
= −λ−1(1− x
λ
)−1
= −λ−1[1+ +∞∑
n=1
xn
λn
]
. (2.6)
Seja f ∈ A′ um funcional arbitra´rio. Enta˜o, por (2.6), temos que, para todo |λ| >‖ x ‖,
f(x(λ)) = −λ−1[f(1) + +∞∑
n=1
f(
xn
λn
)
]
= −λ−1[f(1) + +∞∑
n=1
f(xn)λ−n
]
. (2.7)
Onde f(x(λ)) e´ uma func¸a˜o anal´ıtica na regiaˆo |λ| > r(x), pois |λ| > r(x) =⇒ λ ∈ ρ(x), e
(2.7) e´ a sua expressa˜o de Laurent. Seja α um nu´mero real arbitra´rio tal que r(x) < a < α.
Enta˜o
∑+∞
n=1 f(
xn
αn
) converge. Logo (f( x
n
αn
))+∞n=1 e´ uma sequ¨eˆncia limitada. Como f ∈ A′ e´
arbitra´rio, aplicando o teorema de limitac¸a˜o uniforme, temos que ( x
n
αn
)+∞n=1 e´ uma sequ¨eˆncia
limitada, isto e´, existe K > 0 tal que, para todo n ∈ N,
‖ x
n
αn
‖≤ K,
‖ xn ‖ 1n≤ K 1nα.
Como limn→+∞ K
1
n = 1, e α < a, temos que K
1
nα ≤ a para todo n ∈ N suficientemente
grande. Portanto ‖ xn ‖ 1n≤ a para todo n ∈ N, com excec¸a˜o de um nu´mero finito de n.
Logo a demonstrac¸a˜o esta´ completa. ¤
A aplicac¸a˜o desta fo´rmula do raio espectral aparecera´ no pro´ximo cap´ıtulo.
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2.6 Radical e semi - simplicidade
Nesta sec¸a˜o, estudaremos a semi - simplicidade de uma a´lgebra de Banach A. Para
isso, e´ necessa´rio o conceito de radical de A, o qual baseia - se numa ana´lise detalhada dos
ideais de A. Lembramos que um ideal I em A e´ definido pelas seguintes propriedades :
(1). I e´ um subespac¸o vetorial de A.
(2). i ∈ I =⇒ xi ∈ I, para todo x ∈ A.
(3). i ∈ I =⇒ ix ∈ I, para todo x ∈ A.
Se I satisfaz as condic¸o˜es (1) e (2) [ou as condic¸o˜es (1) e (3)], e´ chamado de um ideal
esquerdo (ou um ideal direito). Assim, um ideal e´ dito tambe´m um ideal bilateral. E´ claro
que, quando A e´ comutativa, ideal esquerdo, ideal direito e ideal bilateral (ideal) coincidem.
Agora, dizemos que x e´ regular esquerdo se existe y ∈ A tal que yx = 1; se x na˜o e´ regular
esquerdo, e´ chamado de singular esquerdo. Elementos regulares direitos e singulares direitos
sa˜o definidos de modo similar. Se x ∈ A e´ regular esquerdo e tambe´m regular direito, enta˜o
existem y, z ∈ A tais que yx = 1 e xz = 1, logo
y = y1 = y(xz) = (yx)z = 1z = z.
O que mostra que x e´ regular e x−1 = y = z.
Um ideal esquerdo (direito) maximal e´ definido de modo similar ao ideal maximal,
ou seja, um ideal esquerdo (direito) maximal e´ um ideal esquerdo (direito) pro´prio que na˜o
esta´ contido em outro ideal esquerdo (direito) pro´prio. Uma aplicac¸a˜o do lema de Zorn
mostra que um ideal esquerdo (direito) pro´prio qualquer esta´ sempre mergulhado em um
ideal esquerdo (direito) maximal. Como o ideal zero {0} e´ um ideal esquerdo (direito)
pro´prio, enta˜o o conjunto de todos os ideais esquerdos (direitos) maximais em A na˜o e´ vazio.
Agora definimos o radical R de A como a intersec¸a˜o de todos os ideais esquerdos maximais
em A, denotado por ∩MLI, isto e´, R = ∩MLI.
Observac¸a˜o 2.6.1. O radical R de A e´ um ideal esquerdo pro´prio.
Demonstrac¸a˜o. Pela definic¸a˜o do radical R de A, temos que R = ∩i∈IMi, onde Mi e´ ideal
esquerdo maximal. De fato, temos que (1). R e´ um subespac¸o vetorial de A. Dados x, y ∈ R
e α ∈ C, provaremos que x + αy ∈ R. Como x, y ∈ R, enta˜o x, y ∈ Mi, para todo i ∈ I.
Como Mi e´ ideal esquerdo maximal, e portanto e´ espac¸o vetorial, temos que x + αy ∈ Mi
para todo i ∈ I. Assim x + αy ∈ ∩i∈IMi = R. (2). R e´ um ideal esquerdo. Como ja´ vimos
que R e´ um subespac¸o vetorial de A, basta provar que r ∈ R =⇒ xr ∈ R para todo x ∈ A.
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Como r ∈ R = ∩i∈IMi, temos que r ∈ Mi para todo i ∈ I. Como Mi e´ um ideal esquerdo,
enta˜o xr ∈ Mi para todo x ∈ A. Logo xr ∈ ∩i∈IMi = R. (3). R e´ um ideal pro´prio. Como
1 /∈ Mi, para todo i ∈ I, enta˜o, 1 /∈ ∩i∈IMi = R. Logo R e´ um ideal pro´prio. Por (1), (2) e
(3), temos que R e´ um ideal esquerdo pro´prio. ¤
De modo similar, temos a seguinte observac¸a˜o :
Observac¸a˜o 2.6.2. Seja ∩MRI a intersec¸a˜o de todos os ideais direitos maximais, enta˜o
∩MRI e´ um ideal direito pro´prio.
Os seguintes lemas mostrara˜o que, na verdade, ∩MLI = ∩MRI.
Lema 2.6.3. Se r e´ um elemento de R, enta˜o 1− r e´ regular esquerdo.
Demonstrac¸a˜o. Suponhamos por absurdo que 1− r e´ singular esquerdo. Seja
L = A(1− r) = {x− xr : x ∈ A}.
Dados x−xr, y−yr ∈ L, onde x, y ∈ A, e α ∈ C, temos que (1). L e´ um subespac¸o vetorial de
A. De fato, temos que (x−xr)+(y−yr) = (x+y)−(x+y)r ∈ L, e α(x−xr) = αx−αxr ∈ L,
pois como x, y ∈ A e A e´ uma a´lgebra, enta˜o x + y, αx ∈ A. (2). L e´ um ideal esquerdo.
Vimos ja´ que L e´ um subespac¸o vetorial. Dado z ∈ A, temos que z(x− xr) = zx− zxr ∈ L,
pois como x ∈ A e A e´ uma a´lgebra, enta˜o zx ∈ A. Portanto L e´ um ideal esquerdo. (3). L e´
um ideal esquerdo pro´prio. Como 1− r e´ singular esquerdo, enta˜o , para todo y ∈ A, temos
que y(1 − r) 6= 1. Logo y − yr 6= 1 para todo y ∈ A. Enta˜o 1 /∈ L. (4). L conte´m 1 − r.
Isto e´ imediato, pois 1 ∈ A. Por (1), (2), (3) e (4), conclu´ımos que L e´ um ideal esquerdo
pro´prio que conte´m 1− r. Pelo lema do Zorn, existe M : um ideal esquerdo maximal em A
tal que L ⊂M. Logo
1− r ∈M. (2.8)
Como, por hipo´tese, r ∈ R = ∩i∈IMi, onde Mi e´ um ideal esquerdo maximal em A, temos
que r ∈Mi para todo i ∈ I. Em particular,
r ∈M. (2.9)
Logo, por (2.8) e (2.9), temos que 1 = (1− r) + r ∈M, absurdo! Portanto resulta que
r ∈ R =⇒ 1− r e´ regular esquerdo.
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¤
Lema 2.6.4. Se r e´ um elemento de R, enta˜o 1− r e´ regular.
Demonstrac¸a˜o. O Lema 2.6.3 ja´ provou que 1− r e´ regular esquerdo. Enta˜o existe s ∈ A
tal que s(1− r) = 1. Logo s e´ regular direito, e s− sr = 1. Logo
s = 1+ sr = 1− (−s)r.
Como r ∈ R e R e´ um ideal esquerdo, temos que (−s)r ∈ R. Pelo Lema 2.6.3, obtemos que
1 − (−s)r e´ regular esquerdo, ou seja, s e´ regular esquerdo. Resulta que s e´ regular com o
seu inverso 1− r. Logo 1− r e´ regular. ¤
Lema 2.6.5. Se r e´ um elemento de R, enta˜o 1− xr e´ regular para todo x ∈ A.
Demonstrac¸a˜o. Como r ∈ R e R e´ um ideal esquerdo, temos que, para todo x ∈ A,
xr ∈ R. Pelo Lema 2.6.4, obtemos que 1− xr e´ regular para todo x ∈ A. ¤
Lema 2.6.6. Se r e´ um elemento com a propriedade de que 1−xr e´ regular para todo x ∈ A,
enta˜o r pertence a R.
Demonstrac¸a˜o. Suponhamos por absurdo que r /∈ R. Enta˜o existe M : um ideal esquerdo
maximal tal que r /∈M . Seja
M + Ar = {m+ xr : m ∈M e x ∈ A}.
Observamos que dados m1 + x1r,m2 + x2r ∈ M + Ar, onde m1,m2 ∈ M e x1, x2 ∈ A,
e α ∈ C,(1). M + Ar e´ um subespac¸o vetorial. De fato, (m1 + x1r) + (m2 + x2r) =
(m1 + m2) + (x1 + x2)r ∈ M + Ar, pois m1 + m2 ∈ M e x1 + x2 ∈ A. Ale´m disso,
α(m1 + x1r) = αm1 + αx1r ∈ M + Ar, pois αm1 ∈ M e αx1 ∈ A. (2). M + Ar e´ um
ideal esquerdo. Como ja´ vimos que M + Ar e´ um espac¸o vetorial, e temos que, para todo
y ∈ A, y(m1 + x1r) = ym1 + yx1r ∈ M + Ar, pois ym1 ∈ M e yx1 ∈ A, conclu´ımos que
M +Ar e´ um ideal esquerdo. (3). M +Ar conte´m M e r. Isto e´ imediato, pois 0 ∈ A, logo
M + 0 = M ⊂ M + Ar. Como 0 ∈ M e 1 ∈ A, temos que 0 + 1r = r ∈ M + Ar. Por (1),
(2) e (3), resulta que M + Ar e´ um ideal esquerdo que conte´m M e r. Como M e´ um ideal
esquerdo maximal e M ⊂ M + Ar, temos que M + Ar = A. Como 1 ∈ A, existe m ∈ M e
x ∈ A tal que m+ x = 1. Logo m = 1− xr. Por hipo´tese, sabemos que 1− xr e´ regular, ou
seja, m ∈ M e´ regular, absurdo! Pois e´ imposs´ıvel obter um elemento regular em um ideal
pro´prio. Portanto r ∈ R. ¤
Cap.2 A´lgebras de Banach 49
Pela definic¸a˜o do radical R de A, temos que
R = ∩MLI.
Pelo lema 2.6.5 e lema 2.6.6, temos que
R = {r : 1− xr e´ regular para todo x ∈ A}.
Logo, resulta que
∩MLI = {r : 1− xr e´ regular para todo x ∈ A}. (2.10)
Se definimos o radical R′ de A de modo que R′ = ∩MRI, e aplicamos todos os lemas acima
aos ideais direitos maximais, temos que
∩MRI = {r : 1− rx e´ regular para todo x ∈ A}. (2.11)
Agora, provaremos que os conjuntos ∩MLI e ∩MRI sa˜o iguais. Por simetria, basta provar
o seguinte lema :
Lema 2.6.7. Se 1− xr e´ regular, enta˜o 1− rx tambe´m e´ regular.
Demonstrac¸a˜o. Como 1 − xr e´ regular, existe s = (1 − xr)−1 ∈ A tal que (1 − xr)s =
s(1− xr) = 1. Logo
−1+ (1− xr)s = 0,
r[−1+ (1− xr)s]x = 0,
1+ r[−1+ (1− xr)s]x = 1,
1− rx+ rsx− rxrsx = 1,
(1− rx) + (1− rx)rsx = 1,
(1− rx)(1+ rsx) = 1.
Por outro lado,
(1+ rsx)(1− rx) = 1− rx+ rsx− rsxrx
= 1+ r(−1+ s− sxr)x
= 1+ r[−1+ s(1− xr)︸ ︷︷ ︸
=1
]x
= 1.
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Resulta que
(1− rx)(1+ rsx) = (1+ rsx)(1− rx) = 1.
Logo 1− rx e´ regular. ¤
Conclu´ımos que, apesar de que, pela definic¸a˜o, R = ∩MLI, de fato, ∩MLI e ∩MRI sa˜o o
mesmo conjunto. Resumimos todos os resultados no
Teorema 2.6.8. O radical R de A e´ igual a cada um de quatro conjuntos em (2.10) e (2.11),
e portanto e´ um ideal bilateral pro´prio.
Definic¸a˜o 2.6.9. Uma a´lgebra de Banach A e´ dita semi - simples, se o seu radical e´ igual
ao ideal zero {0}, isto e´, se x ∈ A e x 6= 0, enta˜o existe M : um ideal esquerdo maximal tal
que x /∈M.
Observac¸a˜o 2.6.10. Se I e´ um ideal qualquer (esquerdo, direito ou bilateral), enta˜o I e´ um
ideal do mesmo tipo (esquerdo, direito ou bilateral).
Demonstrac¸a˜o. Provaremos que se I e´ um ideal esquerdo, enta˜o I e´ um ideal esquerdo.
Os outros dois casos podem ser provados de modo similar. (1). I e´ um subespac¸o vetorial.
Dados i, j ∈ I e α ∈ C, provaremos que i+ j ∈ I e αi ∈ I. Como i, j ∈ I, existem sequ¨eˆncias
(in)
+∞
n=1 e (jn)
+∞
n=1 em I tais que in −→ i e jn −→ j. Como I e´ um ideal esquerdo e in, jn ∈ I,
temos que in + jn, αin ∈ I. Logo existem sequ¨eˆncias (in + jn)+∞n=1 e (αin)+∞n=1 em I tais que
in + jn −→ i+ j e αin −→ αi. Logo temos que i+ j, αi ∈ I. (2). I e´ um ideal esquerdo. Ja´
vimos que I e´ um subespac¸o vetorial. Basta provar que i ∈ I =⇒ xi ∈ I para todo x ∈ A.
Como i ∈ I, existe uma sequ¨eˆncia (in)+∞n=1 tal que in −→ i. Logo, dado x ∈ A, temos que
xin −→ xi. Como I e´ um ideal esquerdo e in ∈ I, temos que xin ∈ I. Assim, existe uma
sequ¨eˆncia (xin)
+∞
n=1 em I tal que xin −→ xi. Logo xi ∈ I. Por (1) e (2), resulta que se I e´
um ideal esquerdo, enta˜o I e´ um ideal esquerdo. ¤
Observac¸a˜o 2.6.11. Se I e´ um ideal pro´prio, enta˜o I e´ um ideal pro´prio.
Demonstrac¸a˜o. Como I e´ um ideal pro´prio, temos que I e´ um ideal e I ⊂ S, onde S e´ o
conjunto de todos os elementos singulares. Logo, I ⊂ S = S. Portanto, 1 /∈ I. Logo, I e´ um
ideal pro´prio. ¤
Teorema 2.6.12. Cada ideal esquerdo maximal em A e´ fechado.
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Demonstrac¸a˜o. Seja L um ideal esquerdo maximal em A. Suponhamos por absurdo que
L na˜o e´ fechado. Logo, L $ L. Pelas observac¸o˜es 2.6.10 e 2.6.11, temos que L e´ um ideal
esquerdo pro´prio, o que contradiz a maximalidade de L. Logo, L e´ fechado. ¤
Teorema 2.6.13. O radical R de A e´ um ideal bilateral pro´prio fechado.
Demonstrac¸a˜o. Pelo Teorema 2.6.8, temos que o radical R de A e´ um ideal bilateral
pro´prio. Basta provar que R e´ fechado. Como R = ∩i∈IMi, onde cada Mi e´ um ideal
esquerdo maximal em A. Pelo teorema 2.6.12, temos que Mi e´ fechado para todo i ∈ I.
Logo temos que ∩i∈IMi = R e´ fechado. ¤
Teorema 2.6.14. Se I e´ um ideal bilateral pro´prio fechado de A, enta˜o a a´lgebra quociente
A/I munida da norma ‖ x+ I ‖= inf{‖ x+ i ‖: i ∈ I} e´ uma a´lgebra de Banach.
Demonstrac¸a˜o. (1). A/I e´ uma a´lgebra com identidade. (i). A/I e´ um grupo comutativo.
Dados x+ I, y + I ∈ A/I, definimos (x+ I) + (y + I) ∈ A/I de modo que,
(x+ I) + (y + I) = (x+ y) + I.
Observamos que (i1). Dados x+I, y+I, z+I ∈ A/I temos que [(x+I)+(y+I)]+(z+I) =
(x+ I) + [(y+ I) + (z + I)] e (x+ I) + (y+ I) = (y+ I) + (x+ I). (i2). Existe 0+ I ∈ A/I,
onde 0 e´ o elemento zero de A, tal que (x + I) + (0 + I) = x + I para todo (x + I) ∈ A/I.
(i3). Para cada x + I ∈ A/I, existe −x + I ∈ A/I, tal que (x + I) + (−x + I) = 0 + I.
Portanto A/I e´ um grupo comutativo. (ii). A/I e´ um anel com identidade . Por (i), vimos
que A/I e´ um grupo comutativo. Dados x+ I, y + I ∈ A/I, definimos (x+ I)(y + I) ∈ A/I
de modo que
(x+ I)(y + I) = xy + I.
Observamos que (ii1). Dados x+ I, y + I, z + I ∈ A/I, temos que (x+ I)[(y + I)(z + I)] =
(x+ I)[(y + I)(z + I)]; (x+ I)[(y + I) + (z + I)] = (x+ I)(y + I) + (x+ I)(z + I) e [(x+
I) + (y + I)](z + I) = (x + I)(z + I) + (y + I)(z + I). (ii2). Existe 1 + I ∈ A/I, onde 1 e´
identidade de A, tal que (x + I)(1 + I) = (1 + I)(x + I) = x + I para todo x + I ∈ A/I.
Portanto A/I e´ um anel com identidade 1. (iii). A/I e´ um espac¸o vetorial. Por (i), vimos
que A/I e´ um grupo comutativo. Dados x+ I ∈ A/I e α ∈ C, definimos α(x+ I) ∈ A/I de
modo que
α(x+ I) = αx+ I.
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Observamos que, dados x+ I, y + I ∈ A/I, e α, β ∈ C, temos que
(iii1). α[(x+ I) + (y + I)] = α(x+ I) + α(y + I);
(iii2). (α + β)(x+ I) = α(x+ I) + β(x+ I);
(iii3). (αβ)(x+ I) = α[β(x+ I)];
(iii4). 1(x+ I) = x+ I.
Portanto A/I e´ um espac¸o vetorial. (iiii). A/I e´ uma a´lgebra com identidade. Como A/I
e´ um anel com identidade, e tambe´m e´ um espac¸o vetorial, e dados x + I, y + I ∈ A/I e
α ∈ C, temos que
α[(x+ I)(y + I)] = [α(x+ I)](y + I) = (x+ I)[α(y + I)].
Conclu´ımos que A/I e´ uma a´lgebra com identidade. (2). (A/I, ‖ . ‖) e´ um espac¸o de Banach.
Definimos uma norma ‖ . ‖ em A/I de modo que
‖ x+ I ‖= inf{‖ x+ i ‖: i ∈ I}.
Provaremos que a norma acima esta´ bem definida. (a). ‖ x + I ‖≥ 0 e´ imediato. (b).
Provaremos que ‖ x + I ‖= 0 =⇒ x + I = 0 + I. Como ‖ x + I ‖= 0, isto e´, inf{‖
x + i ‖: i ∈ I} = 0. Para cada n ∈ N, como 1
n
> 0, 1
n
na˜o e´ uma cota inferior do conjunto
{‖ x + i ‖: i ∈ I}. Logo existe x + in ∈ x + I tal que ‖ x + in ‖< 1n . Portanto, existe uma
sequ¨eˆncia (‖ x + in ‖)+∞n=1 em R tal que ‖ x + in ‖−→ 0. Logo −in −→ x. Como (−in)+∞n=1 e´
uma sequ¨eˆncia em I, temos que x ∈ I. Por hipo´tese, temos que I e´ fechado. Logo x ∈ I = I.
Assim, x+ I = I = 0+ I. (c). Provaremos que ‖ (x+ I) + (y + I) ‖≤‖ x+ I ‖ + ‖ y + I ‖
para todo x+ I, y+ I ∈ A/I. Dado ² > 0, logo inf{‖ x+ i ‖: i ∈ I} =‖ x+ I ‖<‖ x+ I ‖ + ²
2
.
Assim, existe ix ∈ I tal que ‖ x + ix ‖<‖ x + I ‖ + ²2 . De modo similar, temos que existe
iy ∈ I tal que ‖ y + iy ‖<‖ y + I ‖ + ²2 . Logo ‖ (x + I) + (y + I) ‖=‖ (x + y) + I ‖=
inf{‖ x + y + i ‖: i ∈ I} = inf{‖ x + y + i + i′ ‖: i, i′ ∈ I} ≤‖ x + y + ix + iy ‖≤‖
x + ix ‖ + ‖ y + iy ‖<‖ x + I ‖ + ‖ y + I ‖ +². Como ² > 0 e´ arbitra´rio, temos que
‖ (x+ I) + (y+ I) ‖≤‖ x+ I ‖ + ‖ y+ I ‖. (d). Provaremos que ‖ α(x+ I) ‖= |α| ‖ x+ I ‖
para todo x + I ∈ A/I e α ∈ C. (i). Se α = 0, e´ claro que ‖ α(x + I) ‖= |α| ‖ x + I ‖= 0.
(ii). Se α 6= 0, ‖ α(x + I) ‖=‖ αx + I ‖= inf{‖ αx + i ‖: i ∈ I} = inf{‖ α(x + i/α ‖: i ∈
I} = inf{|α| ‖ x+ i/α ‖: i ∈ I} = |α| inf{‖ x+ i′ ‖: i′ ∈ I} = |α| ‖ x+ I ‖ . Por (a), (b), (c)
e (d), resulta que a norma ‖ . ‖ esta´ bem definida. Agora provaremos que A/I e´ completo
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em relac¸a˜o a` norma. Primeiramente lembramos que uma sequ¨eˆncia de Cauchy e´ convergente
⇐⇒ ela tem uma subsequ¨eˆncia convergente. Seja (xn + I)+∞n=1 uma sequ¨eˆncia de Cauchy em
A/I. Dado k ∈ N, existe n(k) ∈ N tal que, para todos n,m ≥ n(k),
‖ (xm + I)− (xn + I) ‖< 1
2k
.
Podemos tomar (nk)
+∞
k=1 estritamente crescente tal que
‖ (xnk + I)− (xnk+1 + I) ‖<
1
2k
.
Provaremos que (xnk + I)
+∞
k=1 e´ uma subsequ¨eˆncia convergente. Para facilitar a notac¸a˜o,
denotamos xnk = xk. Enta˜o, para todo k ∈ N, temos que ‖ (xk + I)− (xk+1 + I) ‖< 12k . Em
particular, tomando k = 1, temos que ‖ (x1+I)−(x2+I) ‖< 12 , ou seja, inf{‖ (x1−x2)+i ‖:
i ∈ I} = inf{‖ x1 − x2 + i− i′ ‖: i, i′ ∈ I} = inf{‖ (x1 + i)− (x2 + i′) ‖: i, i′ ∈ I} < 12 . Logo,
existe i1, i2 ∈ I tal que ‖ (x1 + i1)− (x2 + i2) ‖< 12 . Denotamos x1 + i1 = y1 e x2 + i2 = y2.
Logo ‖ y1− y2 ‖< 12 . De modo similar, temos que ‖ yk − yk+1 ‖< 12k para todo k ∈ N. Agora
provaremos que (yk)
+∞
k=1 e´ uma sequ¨eˆncia de Cauchy em A. Dado ² > 0, suponhamos m < n.
Enta˜o temos que
‖ ym − yn ‖ = ‖ (ym − ym+1) + (ym+1 − ym+2) + · · ·+ (yn−1 − yn) ‖
≤ ‖ ym − ym+1 ‖ + ‖ ym+1 − ym+2 ‖ + · · ·+ ‖ yn−1 − yn ‖
<
1
2m
+
1
2m+1
+ · · ·+ 1
2n
=
1
2m
(1− 1
2n−m
)
1− 1
2
<
1
2m−1
.
Portanto, dado ² > 0, existe m− 1 ∈ N tal que ² > 1
2m−1
. Enta˜o, para todos n,m > m− 1,
temos que ‖ ym − yn ‖< 12m−1 < ². Logo (yk)+∞k=1 e´ uma sequ¨eˆncia de Cauchy em A. Como A
e´ completa, temos que limk−→+∞ yk = y ∈ A. Observamos que ‖ (xk + I)− (y + I) ‖= inf{‖
(xk + i) − (y + i′) ‖: i, i′ ∈ I} ≤‖ (xk + ik) − (y + 0) ‖=‖ yk − y ‖−→ 0. Logo temos que
xk+ I −→ y+ I. Portanto (xk+ I)+∞k=1 e´ uma subsequ¨eˆncia convergente. Logo a sequ¨eˆncia de
Cauchy original em A/I e´ convergente, ou seja, A/I e´ completo em relac¸a˜o a` norma dada.
Conclu´ımos que (A/I, ‖ . ‖) e´ um espac¸o de Banach. (3). A multiplicac¸a˜o de anel de A/I
esta´ relacionada com a norma da seguinte maneira : (i). ‖ (x+I)(y+I) ‖≤‖ x+I ‖‖ y+I ‖ .
Radical e semi - simplicidade 54
De fato,
‖ (x+ I)(y + I) ‖ = ‖ xy + I ‖
= inf{‖ xy + i ‖: i ∈ I}
≤ inf{‖ (x+ i1)(y + i2) ‖: i1, i2 ∈ I}
≤ inf{‖ x+ i1 ‖‖ y + i2 ‖: i1, i2 ∈ I}
= [inf{‖ x+ i1 ‖: i1 ∈ I}][inf{‖ x+ i2 ‖: i2 ∈ I}]
= ‖ x+ I ‖‖ y + I ‖ .
(ii). ‖ 1+ I ‖= inf{‖ 1+ i ‖: i ∈ I} ≤‖ 1 ‖= 1. Logo ‖ 1+ I ‖≤ 1. Por outro lado, usando
(i) acima, temos que ‖ 1 + I ‖=‖ (1 + I)2 ‖≤‖ 1 + I ‖2 . Logo 1 ≤‖ 1 + I ‖. Portanto
‖ x+ I ‖= 1. Por (1), (2) e (3), conclu´ımos que A/I e´ uma a´lgebra de Banach. ¤
Teorema 2.6.15. A/R e´ uma a´lgebra de Banach semi - simples.
Demonstrac¸a˜o. Como o radical R e´ um ideal bilateral pro´prio fechado, pelo teorema
anterior, sabemos que A/R e´ uma a´lgebra de Banach. Basta provar que A/R e´ semi - simples.
Sabemos que a aplicac¸a˜o x −→ x + R de A sobre A/R e´ um homomorfismo sobrejetor.
Veremos que M e´ um ideal esquerdo maximal de A ⇐⇒ {x + R : x ∈ M} e´ um ideal
esquerdo maximal de A/R. Primeiramente provaremos que M e´ um ideal esquerdo maximal
de A =⇒ {x + R : x ∈ M} e´ um ideal esquerdo maximal de A/R. (1). {x + R : x ∈ M} e´
um ideal esquerdo. Dados x+ R, y + R ∈ {x+ R : x ∈ M}, α ∈ C e z + R ∈ A, temos que
(x + R) + (y + R) = (x + y) + R ∈ {x + R : x ∈ M}, α(x + R) = αx ∈ {x + R : x ∈ M},
e (z + R)(x + R) = zx + R, pois x, y ∈ M e M e´ um ideal esquerdo de A. Logo temos que
x+y ∈M,αx ∈M e zx ∈M . (2). {x+R : x ∈M} e´ um ideal pro´prio. Como M e´ um ideal
pro´prio, temos que 1 /∈M. Logo 1+R /∈ {x+R : x ∈M}. Enta˜o {x+R : x ∈M} e´ um ideal
pro´prio. (3). {x+R : x ∈M} e´ um ideal esquerdo maximal. Suponhamos por absurdo que
{x+R : x ∈M} na˜o e´ um ideal esquerdo maximal. Logo existe J = {x+R : x ∈ I} : um ideal
esquerdo maximal de A/R tal que {x+R : x ∈M} $ J $ A/I. E´ imediato que I e´ um ideal
esquerdo pro´prio que conte´m M , o que contradiz a maximalidade de M . Agora, por outro
lado, provaremos que {x+R : x ∈M} e´ um ideal esquerdo maximal de A/I =⇒M e´ um ideal
esquerdo maximal de A. (1). M e´ um ideal esquerdo. Dados x, y ∈M,α ∈ C e z ∈ A, temos
que (x+R)+(y+R) = (x+y)+R ∈ {x+R : x ∈M}, α(x+R) = αx+R ∈ {x+R : x ∈M}
e (z + R)(x + R) = zx + R ∈ {x + R : x ∈ M}. Logo x + y, αx e zx ∈ M. (2). M e´ um
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ideal pro´prio. Como {x + R : x ∈ M} e´ um ideal esquerdo maximal de A/I, temos que
1+M /∈ {x+R : x ∈M}. Logo 1 /∈M. (3).M e´ um ideal esquerdo maximal. Suponhamos
por absurdo que M na˜o e´ maximal. Enta˜o existe I : um ideal esquerdo maximal de A tal
que M $ I $ A. Logo e´ imediato que {x + R : x ∈ I} e´ um ideal pro´prio de A/I que
conte´m {x + R : x ∈ M}, o que contradiz a maximalidade de {x + R : x ∈ M}. Portanto
M e´ um ideal esquerdo maximal de A. Enta˜o conclu´ımos que {x + R : x ∈ M} e´ um
ideal esquerdo maximal de A/I ⇐⇒ M e´ um ideal esquerdo maximal de A. Seja (Mi)i∈I
a classe de todos os ideais esquerdos maximais de A. Pelo resultado acima, temos que
({x+R : x ∈Mi})i∈I e´ a classe de todos os ideais esquerdos maximais de A/I. Provaremos
que ∩i∈I{x + R : x ∈ Mi} = {0 + R}. Como ∩i∈I{x + R : x ∈ Mi} ⊃ {0 + R} e´ imediato,
basta provar que ∩i∈I{x+R : x ∈Mi} ⊂ {0+R}. Dado a+R ∈ {x+R : x ∈Mi} para todo
i ∈ I, provaremos que a+R = 0+R = R, ou seja, a ∈ R. Como a+R ∈ {x+R : x ∈Mi}
para todo i ∈ I, a ∈ Mi para todo i ∈ I, isto e´, a ∈ ∩i∈IMi = R. Portanto resulta que
∩i∈I{x + R : x ∈ Mi} = {0 + R} e´ o ideal zero de A/I, ou seja, A/I e´ uma a´lgebra de
Banach semi - simples. ¤
No pro´ximo cap´ıtulo, estudaremos a´lgebras de Banach comutativas, nas quais os
ideais sa˜o sempre bilaterais e o radical e´ simplesmente a intersecc¸a˜o de ideais maximais.
Cap´ıtulo 3
A´lgebras de Banach comutativas
O conjunto C?(X) de todas as func¸o˜es complexas cont´ınuas e limitadas, definidas
em um espac¸o topolo´gico X, e´ a a´lgebra de Banach mais simples entre aquelas de maior
interesse para no´s. Nosso propo´sito neste cap´ıtulo, e´ provar o famoso teorema de Gelfand -
Neumark, o qual diz que cada a´lgebra de Banach A de certo tipo e´ essencialmente ideˆntica
a C?(XA), onde XA e´ um espac¸o compacto de Hausdorff constru´ıdo atrave´s da estrutura
interna de A.
3.1 A aplicac¸a˜o de Gelfand
Seja A uma a´lgebra de Banach comutativa arbitra´ria.
Teorema 3.1.1. Se M e´ um ideal maximal em A enta˜o a a´lgebra de Banach A/M e´ uma
a´lgebra de divisa˜o, e portanto e´ igual a a´lgebra de Banach C dos nu´meros complexos. O
homomorfismo natural x −→ x + M de A sobre A/M = C associa cada elemento x ∈ A
um nu´mero complexo x(M) definido por x(M) = x +M, e a aplicac¸a˜o x −→ x(M) tem as
seguintes propriedades :
(1). (x+ y)(M) = x(M) + y(M);
(2). (αx)(M) = αx(M);
(3). (xy)(M) = x(M)y(M);
(4). x(M) = 0⇐⇒ x ∈M ;
(5). 1(M) = 1;
(6). |x(M)| ≤‖ x ‖ .
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Demonstrac¸a˜o. Como A e´ comutativa, temos que M e´ um ideal bilateral pro´prio fechado.
Pelo Teorema 2.6.14, A/M e´ uma a´lgebra de Banach. Como M e´ um ideal maximal, temos
que A/M e´ um corpo. Enta˜o A/M e´ uma a´lgebra de divisa˜o. Portanto, pelo Teorema
2.4.8, A/M e´ igual ao conjunto de todos os mu´ltiplos escalares da identidade, ou seja, dado
x +M ∈ A/M, onde x ∈ A, existe λ ∈ C tal que x +M = λ(1 +M); Consequentemente
usando o isomorfismo isome´trico de A/M sobre C definido por x +M = λ(1 +M) −→ λ,
temos que A/M = C. Logo identificamos x+M = λ. Do homomorfismo natural x −→ x+M
de A sobre A/M e do isomorfismo isome´trico x +M = λ(1 +M) −→ λ de A/M sobre C,
resulta que a aplicac¸a˜o x −→ x(M) de A sobre C definida por x(M) = x + M tem as
seguintes propriedade : (1). (x + y) + M = (x + M) + (y + M) = x(M) + y(M); (2).
(αx)(M) = αx +M = α(x +M) = αx(M); (3). (xy)(M) = xy +M = (x +M)(y +M) =
x(M)y(M); (4). x(M) = 0 ⇐⇒ x +M = 0(1 +M) = 0 +M ⇐⇒ x − 0 = x ∈ M ; (5).
1(M) = 1+M = 1(1+M). Logo 1(M) = 1; (6). |x(M)| =‖ x+M ‖= inf{‖ x+m ‖: m ∈
M} ≤‖ x+ 0 ‖=‖ x ‖ . ¤
SejaM o conjunto de todos os ideais maximais de A. Dado x ∈ A, denotamos por
x̂ a func¸a˜o definida em M por x̂(M) = x(M), e por Â = {x̂ : x ∈ A}. Munindo M da
topologia fraca gerada por todas as x̂, este espac¸o topolo´gicoM e´ dito o espac¸o dos ideais
maximais, e a aplicac¸a˜o x −→ x̂ de A sobre Â e´ dita a aplicac¸a˜o de Gelfand.
Teorema 3.1.2. A aplicac¸a˜o de Gelfand x −→ x̂ e´ um homomorfismo de norma - decres-
cente (e portanto e´ cont´ınua) de A em C?(M) com as seguintes propriedades :
(1). A imagem Â de A e´ uma suba´lgebra de C?(M) que separa pontos de M e conte´m a
identidade de C?(M).
(2). O radical R de A e´ igual ao conjunto de todos os elementos x tais que x̂ = 0, e portanto
x −→ x̂ e´ um isomorfismo ⇐⇒ A e´ semi - simples.
(3). Um elemento x em A e´ regular ⇐⇒ x /∈ M para todo M ∈ M ⇐⇒ x(M) 6= 0 para
todo M ∈M.
(4). Se x e´ um elemento de A, enta˜o o espectro de x e´ igual a` imagem da func¸a˜o x̂, e o raio
espectral de x e´ igual a` norma de x̂, isto e´, σ(x) = x̂(M), e r(x) =‖ x̂ ‖ .
Demonstrac¸a˜o. Denotamos por g : A −→ C?(M) a aplicac¸a˜o de Gelfand definida por
g(x) = x̂. Pela definic¸a˜o da topologia de M, temos que x̂ e´ cont´ınua. Ale´m disso, pelo
Teorema 3.1.1, item (6), |x̂(M)| = |x(M)| ≤‖ x ‖ para todo M ∈ M, implica que x̂
e´ limitada. Portanto x̂ ∈ C?(M), ou seja, a aplicac¸a˜o de Gelfand g esta´ bem definida.
A aplicac¸a˜o de Gelfand 58
Agora, observamos que (a). g(x + y) = x̂+ y, g(x) = x̂ e g(y) = ŷ. Dado M ∈ M,
temos que x̂+ y(M) = (x + y)(M) = x(M) + y(M) = x̂(M) + ŷ(M) = (x̂ + ŷ)(M).
Logo x̂+ y = x̂ + ŷ, ou seja, g(x + y) = g(x) + g(y). (b). g(αx) = α̂x, e αg(x) = αx̂.
Dado M ∈ M, temos que α̂x(M) = (αx)(M) = αx(M) = αx̂(M). Logo α̂x = αx̂,
ou seja, g(αx) = αg(x). (c). g(xy) = x̂y, g(x) = x̂ e g(y) = ŷ. Dado M ∈ M, temos
que x̂y(M) = xy(M) = x(M)y(M) = x̂(M)ŷ(M) = (x̂ŷ)(M). Logo x̂y = x̂ŷ, ou seja,
g(xy) = g(x)g(y). (d). Como ja´ vimos que |x̂(M)| = |x(M)| ≤‖ x ‖ para todo M ∈ M,
temos que ‖ g(x) ‖=‖ x̂ ‖= sup{|x̂(M)| : M ∈ M} ≤‖ x ‖ para todo x ∈ A. Portanto, ja´
que g e´ linear, temos que g e´ cont´ınua. Por (a), (b), (c) e (d), resulta que a aplicac¸a˜o de
Gelfand g : x −→ x̂ e´ um homomorfismo de norma - decrescente de A em C?(M), e tem
as seguintes propriedades : (1).(1.a). Â e´ uma suba´lgebra de C?(M). Dados x̂, ŷ ∈ Â, com
x, y ∈ A, e α ∈ C, provaremos que x̂ + ŷ ∈ Â, αx̂ ∈ Â e x̂ŷ ∈ Â. De fato, isto e´ imediato,
pois ja´ vimos que x̂ + ŷ = x̂+ y, αx̂ = α̂x e x̂ŷ = x̂y; e x + y ∈ A,αx ∈ A e xy ∈ A,
pois A e´ uma a´lgebra. (1.b). Â separa pontos de M. Dados M1 6= M2, provaremos que
existe x ∈ A tal que x̂(M1) 6= x̂(M2). Como M1 6= M2, enta˜o existe x ∈ A tal que x ∈ M1,
mas x /∈ M2. Logo, pelo Teorema 3.1.1, item (4), temos que 0 = x̂(M1) 6= x̂(M2) 6= 0.
(1.c). Â conte´m a identidade de C?(M). Provaremos que existe x ∈ A tal que x̂(M) = 1
para todo M ∈ M. Pelo Teorema 3.1.1, item (5), temos que 1̂(M) = 1(M) = 1 para todo
M ∈ M. Logo, 1̂ ∈ Â e´ a identidade de C?(M). (2). O radical R = {x ∈ A : x̂ = 0},
e x −→ x̂ e´ um isomorfismo ⇐⇒ A e´ semi - simples. (2.a). R = {x ∈ A : x̂ = 0}.
De fato, x ∈ A, x̂ = 0 ⇐⇒ x̂(M) = 0 para todo M ∈ M ⇐⇒ x(M) = 0 para todo
M ∈ M ⇐⇒ x ∈ M para todo M ∈ M ⇐⇒ x ∈ ∩M∈MM = R. (2.b). x −→ x̂ e´
um isomorfismo ⇐⇒ A e´ semi - simples. Primeiramente provaremos que x −→ x̂ e´ um
isomorfismo =⇒ A e´ semi - simples. Sabemos que 0̂ = 0, pois, para todo M ∈ M,0 ∈ M,
e portanto 0(M) = 0̂(M) = 0. Por hipo´tese, x −→ x̂ e´ um isomorfismo. Logo x −→ x̂ e´
injetora. Enta˜o, x̂ = 0̂ =⇒ x = 0, resulta que 0 e´ o u´nico elemento que esta´ no conjunto
{x ∈ A, x̂ = 0} = R. Logo R = {0} : o ideal zero. Obtemos que A e´ semi - simples. Agora,
provaremos que A e´ semi - simples =⇒ x −→ x̂ e´ um isomorfismo. Por hipo´tese, temos que
R = {0}. Como ja´ sabemos que x −→ x̂ e´ um homomorfismo, basta provar que x −→ x̂ e´
injetora. Observamos que x̂ = ŷ =⇒ x̂− ŷ = 0 =⇒ x̂− y = 0 =⇒ x−y ∈ {x ∈ A : x̂ = 0} =
R = {0} =⇒ x− y = 0 =⇒ x = y. Logo x −→ x̂ e´ injetora. (3).x ∈ A e´ regular ⇐⇒ x /∈M
para todo M ∈ M ⇐⇒ x̂(M) 6= 0 para todo M ∈ M. Primeiramente provaremos que
x /∈ M para todo M ∈ M ⇐⇒ x̂(M) 6= 0 para todo M ∈ M. Isto e´ imediato, pois, pelo
Cap.3 A´lgebras de Banach comutativas 59
Teorema 3.1.1, item (4), temos que x̂(M) = x(M) = 0 ⇐⇒ x ∈ M. Agora, provaremos que
x ∈ A e´ regular ⇐⇒ x /∈ M para todo M ∈ M. Primeiramente provaremos que x ∈ A e´
regular =⇒ x /∈ M para todo M ∈ M. Como x ∈ A e´ regular, existe y ∈ A tal que xy = 1.
E´ imediato que x /∈M para todo M ∈M, pois 1 /∈M . Agora provaremos que x /∈M para
todo M ∈ M =⇒ x e´ regular. Basta provar que x e´ singular =⇒ existe M ∈ M tal que
x ∈ M. Afirmamos que Ax = {yx : y ∈ A} e´ um ideal pro´prio que conte´m x, pois dados
y1, y2 ∈ A,α ∈ C e z ∈ A, temos que y1x + y2x = (y1 + y2)x ∈ Ax;α(y1)x = (αy1)x ∈
Ax, z(y1x) = (zy1)x ∈ Ax,1x = x ∈ Ax e 1 /∈ Ax, pois x e´ singular. Logo existe M : um
ideal maximal de A tal que x ∈ Ax ⊂M. (4). Se x ∈ A, enta˜o σ(x) = x̂(M), e r(x) =‖ x̂ ‖ .
(4.a). Se x ∈ A, enta˜o σ(x) = x̂(M). De fato, λ ∈ σ(x) ⇐⇒ x − λ1 e´ singular ⇐⇒ existe
M ∈ M tal que x − λ1 ∈ M ⇐⇒ (x − λ1)(M) = x̂− λ1(M) = 0 ⇐⇒ (x̂ − λ1̂)(M) =
x̂(M) − λ1̂(M) = 0 ⇐⇒ λ = x̂(M) ⇐⇒ λ ∈ x̂(M). (4.b). Se x ∈ A, enta˜o r(x) =‖ x̂ ‖ .
Pela definic¸a˜o, temos que r(x) = sup{|λ| : λ ∈ σ(x)}. Como ja´ vimos que σ(x) = x̂(M),
temos que r(x) = sup{|λ| : λ ∈ σ(x)} = sup{|x̂(M)| : M ∈M} =‖ x̂ ‖ . ¤
Definic¸a˜o 3.1.3. Um funcional multiplicativo em A e´ um funcional na˜o nulo que pertence
ao conjunto A′ dos funcionais em A e satisfaz a condic¸a˜o adicional f(xy) = f(x)f(y) para
todo x, y ∈ A.
Observac¸a˜o 3.1.4. Se M ∈ M enta˜o fM : A −→ C definido por fM(x) = x(M) e´ um
funcional multiplicativo.
Demonstrac¸a˜o. (a). fM e´ linear. Dados x, y ∈ A e α ∈ C, temos que fM(x + y) =
(x + y)(M) = x(M) + y(M) = fM(x) + fM(y) e fM(αx) = (αx)(M) = αx(M) = αfM(x).
(b). fM e´ cont´ınua. De fato, pelo Teorema 3.1.1, item (6), temos que |fM(x) − fM(y)| =
|x(M)− y(M)| = |(x− y)(M)| ≤‖ x− y ‖ . (c). fM(xy) = fM(x)fM(y). De fato, fM(xy) =
xy(M) = x(M)y(M) = fM(x)fM(y). (d). fM na˜o e´ funcional nulo. ComoM ∈M e´ um ideal
pro´prio, existe x ∈ A\M. Logo, pelo Teorema 3.1.1, item (4), temos que fM(x) = x(M) 6= 0.
Por (a), (b), (c) e (d), conclu´ımos que fM e´ um funcional multiplicativo. ¤
Lema 3.1.5. Se f1 e f2 sa˜o funcionais multiplicativos em A que teˆm o mesmo nu´cleo M ,
enta˜o f1 = f2.
Demonstrac¸a˜o. Provaremos que f1 = αf2, e depois α = 1. Como M $ A, pois f1 e f2
na˜o sa˜o nulos, existe x◦ ∈ A\M. Logo f2(x◦) 6= 0. Dado x ∈ A. Se β = f2(x)f2(x◦) , temos que
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f2(x−βx◦) = 0. Logo x−βx◦ ∈M. Enta˜o existem ∈M tal que x = βx◦+m.Observamos que
f1(x) = f1(βx◦+m) = βf1(x◦)+f1(m) = βf1(x◦)+0 = βf1(x◦) =
f2(x)
f2(x◦)
f1(x◦) =
f1(x◦)
f2(x◦)
f2(x).
Logo, f1 = αf2, com α =
f1(x◦)
f2(x◦)
. Agora, provaremos que α = 1. Se x ∈ A\M , temos que
α[f2(x)]
2 = αf2(x
2) = f1(x
2) = [f1(x)]
2 = [αf2(x)]
2 = α2[f2(x)]
2. Logo α = α2. Enta˜o
α(α− 1) = 0. Obtemos que α = 0 ou α = 1. Como f1 = αf2 na˜o e´ um funcional nulo, segue
que α = 1. ¤
Teorema 3.1.6. M −→ fM e´ uma aplicac¸a˜o bijetora do conjunto de todos os ideais maxi-
mais deM sobre o conjunto de todos os funcionais multiplicativos.
Demonstrac¸a˜o. (i). Provaremos que a aplicac¸a˜o M −→ fM e´ injetora. Sejam M1 6= M2.
Sem perda de generalidade, podemos supor que existe x ∈ M1, mas x /∈ M2. Pelo Teorema
3.1.1, item (4), temos que x(M1) = 0 e x(M2) 6= 0. Logo fM1(x) = x(M1) 6= x(M2) = fM2(x).
Enta˜o fM1 6= fM2 . (ii). Provaremos agora que a aplicac¸a˜o e´ sobrejetora. Dado f ∈ A′, seja
M = {x ∈ A : f(x) = 0} o nu´cleo de f . Afirmamos que M e´ um ideal maximal em
A. De fato, (a).M e´ um ideal. Dados x, y ∈ M,α ∈ C, e z ∈ A, temos que f(x + y) =
f(x) + f(y) = 0 + 0 = 0; f(αx) = αf(x) = α · 0 = 0; e f(zx) = f(z)f(x) = f(z)0 = 0.
Logo x + y, αx, zx ∈ M. (b). M e´ um ideal pro´prio. De fato, como f na˜o e´ funcional nulo,
existe x ∈ A\M tal que f(x) 6= 0. Logo M 6= A. (c). M e´ um ideal maximal. Suponhamos,
por absurdo, que M na˜o e´ um ideal maximal. Enta˜o existe I : um ideal maximal em A tal
que M $ I $ A. Logo f(I) e´ um ideal na˜o trivial em C. (c1). f(I) e´ um ideal. Dados
f(x), f(y) ∈ f(I), com x, y ∈ I, e β ∈ C, temos que f(x) + f(y) = f(x + y) ∈ f(I), pois
x+ y ∈ I, e βf(x) = f(βx) ∈ f(I), pois βx ∈ I. (c2). f(I) 6= {0}, pois se f(I) = {0}, enta˜o
I = M e´ uma contradic¸a˜o. (c3). f(I) 6= C. Como I e´ um ideal pro´prio, existe x ∈ A\I.
Afirmamos que f(x) /∈ f(I). Suponhamos, por absurdo, que f(x) ∈ f(I). Logo f(x) = f(y)
para algum y ∈ I. Enta˜o f(x− y) = 0. Logo x− y ∈ M , e temos que x = (x− y) + y ∈ I,
o que e´ absurdo! Portanto, f(I) e´ um ideal na˜o trivial em C. Lembramos que se R e´ um
anel comutativo com identidade, enta˜o R e´ um corpo ⇐⇒ R na˜o tem ideal na˜o trivial.
Logo temos que C na˜o e´ um corpo, absurdo! Portanto M e´ um ideal maximal em A, ou
seja, M ∈ M. Assim, pela Observac¸a˜o 3.1.4, temos que fM e´ um funcional multiplicativo.
Observamos que fM e f teˆm o mesmo nu´cleo, ou seja, {x ∈ A : fM(x) = 0} = M, pois, pelo
Teorema 3.1.1, item (4), temos que fM(x) = x(M) = 0⇐⇒ x ∈M. Resulta que f e fM sa˜o
funcionais multiplicativos que teˆm o mesmo nu´cleo. Pelo lema anterior, temos que fM = f.
¤
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Observac¸a˜o 3.1.7. ‖ fM ‖= 1, para todo M ∈M.
Demonstrac¸a˜o. De fato, |fM(x)| = |x(M)| ≤‖ x ‖ para todo x ∈ A. Logo, ‖ fM ‖≤ 1.
Por outro lado, |fM(x)| ≤‖ fM ‖‖ x ‖ para todo x ∈ A. Em particular, tomando x = 1,
temos que 1 = |1(M)| = |fM(1)| ≤‖ fM ‖‖ 1 ‖=‖ fM ‖ . Logo 1 ≤‖ fM ‖ . ¤
Como a aplicac¸a˜o M −→ fM e´ bijetora, podemos identificar o conjunto M com o
conjunto de todos os funcionais multiplicativos, ou seja, M = fM . Logo, podemos considerar
M como um subconjunto de A′, ou seja,M = {f ∈ A′ : f e´ um funcional multiplicativo} =
{fM ∈ A′ : M ∈M}.
Lembramos que S? = {f ∈ A′ :‖ f ‖≤ 1}, a bola fechada unita´ria de A′, e´ um
espac¸o compacto de Hausdorff com respeito a` topologia fraca estrela, ou seja, a topologia
mais fraca tal que cada Fx, com x ∈ A, e´ cont´ınuo, onde o funcional Fx : S? −→ C, e´ definido
por Fx(f) = f(x). Como ‖ fM ‖= 1, para todo fM ∈ M, temos que M e´ subconjunto de
S?.
Observac¸a˜o 3.1.8. A topologia induzida emM pela topologia fraca estrela em S? coincide
com a topologia fraca gerada por todas as x̂, com x ∈ A.
Demonstrac¸a˜o. Primeiramente lembramos que, dado X, um conjunto munido da topolo-
gia fraca gerada por uma famı´lia de func¸o˜es fi : X −→ Xi(i ∈ I), e dado Y ⊂ X, enta˜o a
topologia induzida em Y coincide com a topologia fraca gerada pela famı´lia das restric¸o˜es
fi|Y : Y −→ Xi(i ∈ I). Como em S? colocamos a topologia fraca gerada por todos os
funcionais Fx : S
? −→ C, basta provar que Fx|M = x̂. De fato, dado fM ∈M,
Fx|M(fM) = fM(x) = x(M) = x̂(M).
Como ja´ identificamos M = fM , obtemos que Fx|M = x̂. ¤
Portanto, podemos considerar que o espac¸o topolo´gicoM munido da topologia fraca
gerada por todas as x̂ e´ tambe´m um subespac¸o topolo´gico de S?, o qual e´ um espac¸o compacto
de Hausdorff. Logo temos queM e´ um espac¸o de Hausdorff.
Teorema 3.1.9. O espac¸o dos ideais maximaisM e´ um espac¸o compacto de Hausdorff.
Demonstrac¸a˜o. Como ja´ vimos queM e´ um espac¸o de Hausdorff, basta provar queM e´
um subconjunto fechado de S?. Seja X o subespac¸o de S? definido por
X = ∩x,y∈A{f : f ∈ S? e f(xy)− f(x)f(y) = 0}.
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E´ imediato que X =M∪ {f◦}, onde f◦ e´ o funcional nulo. Observamos que
X = ∩x,y∈A{f : f ∈ S? e f(xy)− f(x)f(y) = 0}
= ∩x,y∈A{f : f ∈ S? e Fxy(f)− Fx(f)Fy(f) = 0}
= ∩x,y∈A{f : f ∈ S? e (Fxy − FxFy)(f) = 0}
= ∩x,y∈A(Fxy − FxFy)−1({0})
Como {0} e´ fechado em C e Fxy − FxFy e´ cont´ınua em S?, temos que X e´ fechado em S?.
Sabemos que F1 e´ cont´ınua em X =M∪{f◦}. Observamos que F1(fM) = fM(1) = 1(M) =
1 para todo fM ∈ M, e F1(f◦) = f◦(1) = 0. Logo, como {1} e´ fechado em C, temos que
M = F−11 ({1}) e´ fechado em X. Enta˜o M = X ∩ F , onde F e´ um subconjunto fechado
em S?. Como ja´ vimos que X e´ fechado em S?, temos queM e´ fechado em S?. Como S? e´
um espac¸o compacto, temos queM e´ um espac¸o compacto. Portanto resulta queM e´ um
espac¸o compacto de Hausdorff. ¤
O resultado dos Teoremas 3.1.2 e 3.1.9 constitui o teorema chamado de representac¸a˜o
de Gelfand. Essencialmente, este teorema nos diz que cada a´lgebra de Banach comutativa
semi - simples e´ isomorfa a` uma a´lgebra de func¸o˜es complexas cont´ınuas em um espac¸o
compacto de Hausdorff adequado. Em geral, a aplicac¸a˜o de Gelfand x −→ x̂ na˜o preserva
as normas, e ale´m disso, Â 6= C?(M). Na pro´xima sec¸a˜o, removeremos estas deficieˆncias.
3.2 Aplicac¸a˜o da fo´rmula do raio espectral
Continuamos nosso estudo de uma a´lgebra de Banach comutativa arbitra´ria A, e da
aplicac¸a˜o de Gelfand x −→ x̂ de A sobre a suba´lgebra Â de C?(M). O primeiro teorema
nesta sec¸a˜o nos oferece uma maneira simples de preservar as normas.
Teorema 3.2.1. As seguintes condic¸o˜es sa˜o equivalentes :
(1). ‖ x2 ‖=‖ x ‖2 para todo x ∈ A.
(2). r(x) =‖ x ‖ para todo x ∈ A.
(3). ‖ x̂ ‖=‖ x ‖ para todo x ∈ A.
Demonstrac¸a˜o. Provaremos que (1) =⇒ (2). Dado x ∈ A afirmamos que ‖ x2k ‖=‖ x ‖2k
para todo k ∈ N. Por induc¸a˜o, (i). Quando k = 1, por (1), temos que ‖ x2 ‖=‖ x ‖2 .
(ii). Suponhamos que, para k = n, ‖ x2n ‖=‖ x ‖2n . Provaremos que ‖ x2n+1 ‖=‖ x ‖2n+1 .
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De fato ‖ x2n+1 ‖=‖ x2·2n ‖=‖ (x2)2n ‖=‖ x2 ‖2n= [(‖ x ‖)2]2n =‖ x ‖2n+1 . Lembrando a
fo´rmula do raio espectral r(x) = limn−→+∞ ‖ xn ‖ 1n e usando o resultado acima, temos que
r(x) = lim
n−→+∞
‖ xn ‖ 1n= lim
n−→+∞
‖ x2n ‖ 12n = lim
n−→+∞
(‖ x ‖2n) 12n = lim
n−→+∞
‖ x ‖=‖ x ‖ .
A seguir, provaremos que (2) =⇒ (1). Pela Observac¸a˜o 2.5.2, temos que r(x)n = r(xn).
Em particular, tomando n = 2, temos que r(x)2 = r(x2). Por (2), resulta que ‖ x ‖2=
r(x)2 = r(x2) =‖ x2 ‖ . Agora provaremos que (2) =⇒ (3). Pelo Teorema 3.1.2, temos que
‖ x̂ ‖= r(x). Por (2), temos que r(x) =‖ x ‖. Logo ‖ x̂ ‖=‖ x ‖. Agora, falta provar (3)
=⇒ (2). Pelo Teorema 3.1.2, temos que ‖ x̂ ‖= r(x). Por (3), temos que ‖ x̂ ‖=‖ x ‖. Logo
r(x) =‖ x ‖ . ¤
Agora, elaboraremos uma maneira para garantir que o fecho de Â e´ igual a C?(M),
ou seja, Â = C?(M).
Definic¸a˜o 3.2.2. A e´ dita auto - adjunta se, para cada x ∈ A, existe y ∈ A tal que
ŷ(M) = x̂(M), para todo M ∈M, onde x̂(M) e´ a func¸a˜o conjugada de x̂(M).
Teorema 3.2.3. Se A e´ auto - adjunta, enta˜o Â e´ denso em C?(M).
Demonstrac¸a˜o. Como M e´ um espac¸o compacto de Hausdorff, pelo Teorema 1.2.5 (o
teorema de Stone - Weierstrass complexo), basta provar que (1). Â e´ uma suba´lgebra (
claramente fechada) de C?(M); (2). Â separa pontos deM e conte´m uma func¸a˜o constante
na˜o nula; (3). Â conte´m a func¸a˜o conjugada de cada um de seus membros. Primeiramente
provaremos (1). Sejam f, g ∈ Â e α ∈ C. Observamos que (i). como f, g ∈ Â, existem
(x̂n)
+∞
n=1, (ŷn)
+∞
n=1 ⊂ Â, com xn, yn ∈ A, para todo n ∈ N, tais que x̂n −→ f e ŷn −→ g. Logo
x̂n + ŷn −→ f + g, pois ‖ (f + g) − (x̂n + ŷn) ‖= (‖ (f − x̂n) + (g − ŷn) ‖≤‖ f − x̂n ‖ + ‖
g − ŷn ‖−→ 0. Como ja´ vimos que x̂n + ŷn = x̂n + yn ∈ Â, para todo n ∈ N, temos que
existe (x̂n + yn)
+∞
n=1 ⊂ Â tal que ̂(xn + yn) −→ f + g. Logo f + g ∈ Â. (ii). αx̂n −→ αf ,
pois ‖ αf − αx̂n ‖= |α| ‖ f − x̂n ‖−→ 0. Como ja´ vimos que αx̂n = α̂xn, para todo n ∈ N,
temos que existe (α̂xn)
+∞
n=1 ⊂ Â tal que α̂xn −→ αf. Logo αf ∈ Â. (iii). x̂nŷn −→ fg, pois
‖ fg − x̂nŷn ‖=‖ f(g − ŷn) + (f − x̂n)ŷn ‖≤‖ f ‖‖ g − ŷn ‖ + ‖ f − x̂n ‖‖ ŷn ‖−→ 0, pois
(‖ ŷn ‖)+∞n=1 l´imitada. Como ja´ vimos que x̂nŷn = x̂nyn, para todo n ∈ N, temos que existe
(x̂nyn)
+∞
n=1 ⊂ Â tal que x̂nyn −→ fg. Logo fg ∈ Â. Por (i), (ii), e (iii), resulta que Â e´ uma
suba´lgebra de C?(M). (2). e´ imediato pois, pelo Teorema 3.1.2, temos que Â ⊂ Â separa
pontos deM e conte´m a identidade de C?(M), que e´ claramente uma func¸a˜o constante na˜o
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nula. Agora provaremos (3). Seja f ∈ Â. Existe (x̂n)+∞n=1 ⊂ Â, com xn ∈ A para todo
n ∈ N, tal que x̂n −→ f . Logo x̂n −→ f , pois ‖ f − x̂n ‖= sup{|(f − x̂n)(M)| : M ∈ M} =
sup{|f(M)−x̂n(M)| : M ∈M} = sup{|f(M)−x̂n(M)| : M ∈M} = sup{|f(M)− x̂n(M)| :
M ∈ M} = sup{|f(M) − x̂n(M)| : M ∈ M} =‖ f − x̂n ‖−→ 0. Como, por hipo´tese, A e´
auto - adjunta, para cada xn ∈ A, n ∈ N, existe yn ∈ A tal que ŷn(M) = x̂n(M) = x̂n(M)
para todo M ∈M. Portanto resulta que ŷn ∈ Â e ŷn = x̂n −→ f. Logo f ∈ Â. ¤
Com os resultados obtidos no dois teoremas acima, temos que
Teorema 3.2.4. Se A e´ auto - adjunta e ‖ x2 ‖=‖ x ‖2, para todo x ∈ A, enta˜o a aplicac¸a˜o
de Gelfand x −→ x̂ e´ um isomorfismo isome´trico de A sobre C?(M).
Demonstrac¸a˜o. (a). A aplicac¸a˜o de Gelfand x −→ x̂ e´ isome´trica. Por hipo´tese, temos
que ‖ x2 ‖=‖ x ‖2 para todo x ∈ A. Logo, pelo Teorema 3.2.1, temos que ‖ x̂ ‖=‖ x ‖
para todo x ∈ A. (b). A aplicac¸a˜o de Gelfand x −→ x̂ e´ isomorfismo. Pelo Teorema 3.1.2,
temos que x −→ x̂ e´ isomorfismo ⇐⇒ A e´ semi - simples, ou seja, R = {0}. Suponhamos,
por absurdo, que existe x ∈ R e x 6= 0. Logo ‖ x ‖> 0. Mas, ‖ x ‖=‖ x̂ ‖= sup{|x̂(M)| :
M ∈ M} = sup{|x(M)| : M ∈ M} = 0, pois x ∈ R = ∩M∈MM e x ∈ M ⇐⇒ x(M) = 0.
O que e´ uma contradic¸a˜o. (c). A aplicac¸a˜o de Gelfand x −→ x̂ e´ sobrejetora, ou seja,
Â = C?(M). Pelo Teorema 3.2.3, temos que Â = C?(M). Basta provar que Â e´ fechado em
C?(M), isto e´ Â = Â. Dado f ∈ Â, existe uma sequ¨eˆncia (x̂n)+∞n=1 ⊂ Â, com xn ∈ A, para
todo n ∈ N, tal que x̂n −→ f. Primeiramente provaremos que existe x ∈ A tal que xn −→ x.
Como (x̂n)
+∞
n=1 ⊂ Â, com xn ∈ A para todo n ∈ N, e´ uma sequ¨eˆncia convergente, logo e´ de
Cauchy. Enta˜o, dado ² > 0, existe n(²) ∈ N tal que, para todo n,m ≥ n(²), ‖ x̂n − x̂m ‖< ².
Logo ‖ x̂n − x̂m ‖=‖ ̂xn − xm ‖=‖ xn − xm ‖< ². Assim, obtemos que (xn)+∞n=1 ⊂ A e´ uma
sequ¨eˆncia de Cauchy. Como A e´ completo, temos que existe x ∈ A tal que xn −→ x. A seguir
provaremos que f = x̂. De fato, ‖ f − x̂ ‖=‖ f − x̂n + x̂n − x̂ ‖≤‖ f − x̂n ‖ + ‖ x̂n − x̂ ‖=‖
f − x̂n ‖ + ‖ x̂n − x ‖=‖ f − x̂n ‖ + ‖ xn − x ‖−→ 0. Resulta que limn−→+∞ ‖ f − x̂ ‖= 0.
Logo, ‖ f − x̂ ‖= 0, ou seja, f = x̂. Portanto f ∈ Â. Por (a), (b) e (c), conclu´ımos que a
aplicac¸a˜o de Gelfand x −→ x̂ e´ um isomorfismo isome´trico de A sobre C?(M). ¤
Neste teorema a simplicidade da a´lgebra de Banach comutativa A na˜o provem da sua
estrutura interna. Na pro´xima sec¸a˜o consertaremos esta insatisfac¸a˜o e, ao mesmo tempo,
elaboraremos uma conexa˜o ı´ntima com a´lgebras de operadores, a`s quais o resultado final
deste cap´ıtulo sera´ aplicado.
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3.3 Involuc¸o˜es em a´lgebras de Banach
Uma a´lgebra de Banach A e´ chamada de ?− a´lgebra de Banach se ela tem uma
involuc¸a˜o, isto e´, se existe uma aplicac¸a˜o x −→ x? de A em A com as seguintes propriedades:
(1). (x+ y)? = x? + y?;
(2). (αx)? = αx?;
(3). (xy)? = y?x?;
(4). x?? = x.
Observac¸a˜o 3.3.1. A involuc¸a˜o x −→ x? e´ bijetora, 0? = 0 e 1? = 1.
Demonstrac¸a˜o. (a). A involuc¸a˜o x −→ x? e´ bijetora. (a1). A involuc¸a˜o x −→ x? e´
injetora. Se x 6= y, provaremos que x? 6= y?. Suponhamos por absurdo que existe x, y ∈ A
tais que x 6= y e x? = y?. Logo x?? = y??. Pela propriedade da involuc¸a˜o, item (4), temos
que x = y, o que e´ uma contradic¸a˜o. (a2). A involuc¸a˜o x −→ x? e´ sobrejetora. De fato,
dado x ∈ A, existe x? ∈ A tal que (x?)? = x?? = x. (b). 0? = 0 e 1? = 1. De fato,
0+x? = x? = (0+x)? = 0?+x?. Logo 0? = 0. Por outro lado, 1? = 11? = 1??1? = (11?)? =
(1?)? = 1?? = 1. Logo 1? = 1. ¤
Definic¸a˜o 3.3.2. Seja A uma ?− a´lgebra de Banach
(1). O elemento x? e´ chamado de adjunto de x.
(2). Uma suba´lgebra B de A e´ dita auto - adjunta se x? ∈ B, para cada x ∈ B.
(3). Se A′ e´ tambe´m uma ?− a´lgebra de Banach e f e´ um isomorfismo de A sobre
A′, enta˜o f e´ chamado de ?− isomorfismo se ele conserva a involuc¸a˜o, isto e´, f(x?) = f(x)?.
Naturalmente, queremos que a involuc¸a˜o em uma ?− a´lgebra de Banach esteja rela-
cionada com a norma. Se vale a propriedade ‖ x? ‖=‖ x ‖, para cada x ∈ A, enta˜o a
involuc¸a˜o e´ cont´ınua. De fato, se xn −→ x, enta˜o
‖ x?n − x? ‖=‖ (xn − x)? ‖=‖ xn − x ‖,
e dai segue que x?n −→ x?.
Definic¸a˜o 3.3.3. Uma ?− a´lgebra de Banach que tem a propriedade ‖ x?x ‖=‖ x ‖2 e´
chamada de B?− a´lgebra.
Observac¸a˜o 3.3.4. Se A e´ uma B?− a´lgebra, enta˜o ‖ x ‖=‖ x? ‖ e ‖ x?x ‖=‖ x? ‖‖ x ‖,
para todo x ∈ A.
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Dado x ∈ A, temos que ‖ x2 ‖=‖ x?x ‖≤‖ x? ‖‖ x ‖. Logo ‖ x ‖≤‖ x? ‖, para
todo x ∈ A. Em particular, tomando x? ∈ A, temos que ‖ x? ‖≤‖ x?? ‖=‖ x ‖ . Portanto
‖ x ‖=‖ x? ‖ e, por conseguinte, temos que ‖ x?x ‖=‖ x ‖2=‖ x ‖‖ x ‖=‖ x? ‖‖ x ‖ .
Algumas a´lgebras de Banach descritas na sec¸a˜o 2.1 sa˜o tambe´m ?− a´lgebras de
Banach com respeito a`s involuc¸o˜es naturais.
Exemplo 3.3.5. Se X e´ um espac¸o topolo´gico enta˜o C?(X) e´ uma B?− a´lgebra comutativa
com a involuc¸a˜o definida por f ?(x) = f(x).
(1). C?(X) e´ comutativa, ou seja, fg = gf para todo f, g ∈ C?(X). Dado x ∈ X,
temos que
(fg)(x) = f(x)g(x) = g(x)f(x) = (gf)(x).
Logo C?(X) e´ comutativa. (2). f −→ f ? e´ uma involuc¸a˜o. Dado x ∈ X, temos que
(f + g)?(x) = (f + g)(x) = f(x) + g(x) = f(x) + g(x) = f ?(x) + g?(x) = (f ? + g?)(x).
Logo (f + g)? = f ? + g?. Analogamente, dado x ∈ X, temos que
(αf)?(x) = (αf)(x) = αf(x) = αf(x) = αf ?(x) = (αf ?)(x).
Logo (αf)? = αf ?. Dado x ∈ X, temos que
(fg)?(x) = (fg)(x) = f(x)g(x) = f(x) g(x) = f ?(x)g?(x) = g?(x)f ?(x) = (g?f ?)(x).
Logo (fg)? = g?f ?. Dado x ∈ X, temos que
f ??(x) = f ?(x) = f(x) = f(x).
Logo f ?? = f. (3). ‖ f ‖2=‖ f ?f ‖ . De fato,
‖ f ?f ‖ = sup{|(f ?f)(x)| : x ∈ X}
= sup{|f ?(x)f(x)| : x ∈ X}
= sup{|f(x)f(x)| : x ∈ X}
= sup{|f(x)|2 : x ∈ X}
= (sup{|f(x)| : x ∈ X})2
= ‖ f ‖2 .
Por (1), (2) e (3), temos que C?(X) e´ uma B?− a´lgebra comutativa.
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Observac¸a˜o 3.3.6. A a´lgebra do disco, com a aplicac¸a˜o definida por f ?(z) = f(z), na˜o e´
uma ?− a´lgebra de Banach. Seja f definida por f(z) = z que pertence a` a´lgebra do disco.
Pela demonstrc¸a˜o do exemplo 1.2.4, sabemos que f ?(z) = f(z) = z na˜o e´ anal´ıtica em
◦
D e
portanto na˜o pertence a` a´lgebra do disco.
Exemplo 3.3.7. Se H e´ um espac¸o de Hilbert na˜o trivial enta˜o B(H) e´ uma B?− a´lgebra.
A operac¸a˜o de adjuntos T −→ T ? serve como involuc¸a˜o.
Provamos que a operac¸a˜o de adjuntos T −→ T ? e´ uma involuc¸a˜o e ‖ T ?T ‖=‖ T ‖2.
(1). T −→ T ? e´ uma involuc¸a˜o. (1a). (T1 + T2)? = T ?1 + T ?2 . Sabemos que (Tx, y) = (x, T ?y)
para todo x, y ∈ H. Enta˜o temos que
(x, (T1 + T2)
?y) = ((T1 + T2)x, y)
= (T1x+ T2x, y)
= (T1x, y) + (T2x, y)
= (x, T ?1 y) + (x, T
?
2 y)
= (x, T ?1 y + T
?
2 y)
= (x, (T ?1 + T
?
2 )y).
Assim, para cada y ∈ H, temos que (x, (T1+T2)?y−(T ?1 +T ?2 )y) = 0 para todo x ∈ H. Como
0 e´ o u´nico elemento que e´ ortogonal a todos os elementos, temos que (T1+T2)
?y = (T ?1 +T
?
2 )y
para todo y ∈ H. Logo (T1 + T2)? = T ?1 + T ?2 . (1b). (αT )? = αT ?. De fato,
(x, (αT )?y) = ((αT )x, y)
= (α(Tx), y)
= α(Tx, y)
= α(x, T ?y)
= (x, (αT ?)y).
Logo, pelo mesmo processo acima, temos que (αT )? = αT ?. (1c). (T1T2)
? = T ?2 T
?
1 . De fato,
(x, (T1T2)
?y) = ((T1T2)x, y)
= (T1(T2x), y)
= (T2x, T
?
1 y)
= (x, T ?2 (T
?
1 y))
= (x, (T ?2 T
?
1 )y).
Involuc¸o˜es em a´lgebras de Banach 68
Logo (T1T2)
? = T ?2 T
?
1 . (1d). T
?? = T . De fato,
(x, T ??y) = (x, (T ?)?y)
= (T ?x, y)
= (y, T ?x)
= (Ty, x)
= (x, Ty).
Logo T ?? = T. (2). ‖ T ?T ‖=‖ T ‖2 . Em primeiro lugar, provaremos que ‖ T ‖=‖ T ? ‖ .
temos que
‖ T ?y ‖2 = (T ?y, T ?y)
= (TT ?y, y)
≤ ‖ TT ?y ‖‖ y ‖
≤ ‖ T ‖‖ T ?y ‖‖ y ‖ .
Enta˜o ‖ T ?y ‖≤‖ T ‖‖ y ‖ para todo y ∈ H. Logo ‖ T ? ‖≤‖ T ‖ para todo T ∈ B(H). Em
particular, tomando T ? ∈ B(H), temos que ‖ T ‖=‖ (T ?)? ‖=‖ T ?? ‖≤‖ T ? ‖ . Portanto
‖ T ‖=‖ T ? ‖ . Agora, provaremos que ‖ T ?T ‖=‖ T ‖2 . Temos que
‖ T ?T ‖≤‖ T ? ‖‖ T ‖=‖ T ‖‖ T ‖=‖ T ‖2 .
Por outro lado, temos que ‖ Tx ‖2= (Tx, Tx) = (x, T ?(Tx)) = (x, (T ?T )x) ≤‖ x ‖‖
(T ?T )x ‖≤‖ T ?T ‖‖ x ‖2 . Enta˜o ‖ Tx ‖2≤‖ T ?T ‖‖ x ‖2, ‖ Tx ‖≤
√
‖ T ?T ‖ ‖ x ‖ . Logo
‖ T ‖≤
√
‖ T ?T ‖, ou seja, ‖ T ‖2≤‖ T ?T ‖ . Portanto temos que ‖ T ?T ‖=‖ T ‖2 . Por (1)
e (2), temos que B(H) e´ uma B?− a´lgebra.
Exemplo 3.3.8. Toda C?− a´lgebra de B(H) e´ tambe´m uma B?− a´lgebra. Lembramos que
uma C?− a´lgebra (Definic¸a˜o 2.1.5) e´ uma suba´lgebra de Banach auto - adjunta de B(H).
Isto e´ imediato, pois T −→ T ? e´ uma involuc¸a˜o, pelo Exemplo 3.3.7.
Exemplo 3.3.9. A a´lgebra do grupo L1(G) do grupo finito G e´ uma
?− a´lgebra de Banach
com a involuc¸a˜o definida por f ?(xi) = f(x
−1
i ) e ‖ f ? ‖=‖ f ‖ .
(1). f −→ f ? e´ uma involuc¸a˜o. (1a). (f + g)? = f ? + g?. Dado xi ∈ G, temos que
(f+g)?(xi) = (f + g)(x
−1
i ) = f(x
−1
i ) + g(x
−1
i ) = f(x
−1
i )+g(x
−1
i ) = f
?(xi)+g
?(xi) = (f
?+g?)(xi).
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Logo (f + g)? = f ? + g?. (1b). (αf)
? = αf ?. Dado xi ∈ G, temos que
(αf)?(xi) = (αf)(x
−1
i ) = αf(x
−1
i ) = αf(x
−1
i ) = αf
?(xi) = (αf
?)(xi).
Logo (αf)? = αf ?. (1c). (fg)
? = g?f ?. Dado xi ∈ G, temos que
(fg)?(xi) = (fg)(x
−1
i )
=
n∑
j=1
f(x−1i x
−1
j )g(xj)
=
n∑
j=1
f(x−1i x
−1
j )g(xj);
Por outro lado,
(g?f ?)(xi) =
n∑
j=1
g?(xix
−1
j )f
?(xj)
=
n∑
j=1
g(xix
−1
j )
−1 f(x−1j )
=
n∑
j=1
g(xjx
−1
i )f(x
−1
j )
=
n∑
j=1
f(x−1j )g(xjx
−1
i )
=
n∑
j=1
f(x−1i xix
−1
j )g(xjx
−1
i )
=
n∑
j=1
f(x−1i (xjx
−1
i︸ ︷︷ ︸
xk
)−1)g(xjx
−1
i︸ ︷︷ ︸
xk
)
=
n∑
k=1
f(x−1i x
−1
k )g(xk).
Logo (fg)? = g?f ?. (1d). f
?? = f. Dado xi ∈ G, temos que
f ??(xi) = f ?(x
−1
i ) = f((x
−1
i )
−1) = f(xi).
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Logo f ?? = f. (2). ‖ f ‖=‖ f ? ‖ . De fato,
‖ f ‖ =
n∑
i=1
|f(xi)|
=
n∑
j=1
|f(x−1j )|
=
n∑
j=1
|f(x−1j )|
=
n∑
j=1
|f ?(xj)|
= ‖ f ? ‖ .
Por (1) e (2), temos que L1(G) e´ uma
?− a´lgebra com a propriedade ‖ f ‖=‖ f ? ‖ .
Definic¸a˜o 3.3.10. Seja A uma ?− a´lgebra de Banach
(1). x e´ dito auto - adjunto se x = x?.
(2). x e´ dito normal se xx? = x?x.
(3). x e´ chamado de projec¸a˜o se x2 = x.
Teorema 3.3.11. Se x e´ um elemento normal em uma B?− a´lgebra, enta˜o ‖ x2 ‖=‖ x ‖2 .
Demonstrac¸a˜o. Temos que
‖ x2 ‖=‖ xx ‖≤‖ x ‖‖ x ‖=‖ x ‖2 .
Por outro lado, temos que
‖ x? ‖2‖ x ‖2= (‖ x? ‖‖ x ‖)2 =‖ x?x ‖2=‖ (x?x)?x?x ‖=‖ x?xx?x ‖=
‖ x?x?xx ‖=‖ (x?)2x2 ‖=‖ (x2)?x2 ‖=‖ (x?)2 ‖‖ x2 ‖≤‖ x? ‖2‖ x2 ‖ .
Logo temos que ‖ x ‖2≤‖ x2 ‖ . Portanto ‖ x2 ‖=‖ x ‖2 . ¤
O Teorema 3.3.11, mostra que existe uma conexa˜o ı´ntima entre B?− a´lgebras e
a´lgebra de operadores em espac¸o de Hilbert.
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3.4 O teorema de Gelfand - Neumark
Nesta sec¸a˜o, apresentaremos o teorema de Gelfand - Neumark que e´ a forma final
do Teorema 3.2.4.
Teorema 3.4.1. Se A e´ uma B?− a´lgebra comutativa enta˜o a aplicac¸a˜o de Gelfand x −→ x̂
e´ um ?− isomorfismo isome´trico de A sobre a B?− a´lgebra comutativa C?(M).
Demonstrac¸a˜o. Pelo Exemplo 3.3.5, sabemos que C?(M) e´ uma B?− a´lgebra comutativa
com a involuc¸a˜o natural definida por f ?(M) = f(M), para todo M ∈ M. Como, por
hipo´tese, A e´ uma B?− a´lgebra comutativa, existe uma involuc¸a˜o x −→ x? de A sobre A.
Como A e´ comutativa, segue que xx? = x?x, para todo x ∈ A. Logo cada x ∈ A e´ normal.
Pelo Teorema 3.3.11, temos que ‖ x2 ‖=‖ x ‖2, para todo x ∈ A. Agora, provaremos que
A e´ auto - adjunta. Dado x ∈ A, provaremos que existe y ∈ A tal que ŷ(M) = x̂(M),
para todo M ∈ M. Tomamos y = x?, e agora, falta provar que x̂?(M) = x̂(M), para todo
M ∈ M. Se isso for provado, ale´m de que A sera´ auto - adjunta, a aplicac¸a˜o de Gelfand
x −→ x̂ conservara´ a involuc¸a˜o. De fato, denotamos por g a aplicac¸a˜o de Gelfand x −→ x̂.
Lembrando que, em C?(M), a involuc¸a˜o natural e´ definida por f ?(M) = f(M), para todo
M ∈M. Dado M ∈M, temos que
g(x)?(M) = (x̂)?(M) = x̂(M) = x̂?(M) = g(x?)(M).
Logo g(x)? = g(x?). Pelo Teorema 3.2.4, isto implicara´ que a aplicac¸a˜o de Gelfand e´ um
?− isomorfismo isome´trico de A sobre C?(M). Portanto, para completar a demonstrac¸a˜o do
teorema, basta provar que x̂?(M) = x̂(M) para todo M ∈ M. Primeiramente, provaremos
que se x e´ auto - adjunto, ou seja, x = x?, enta˜o x̂(M) e´ real para todoM ∈M. Suponhamos
por absurdo que existe M ∈M tal que x̂(M) = α+ iβ, com β 6= 0. Seja
y =
x− α1
β
.
Afirmamos que
M? = {m? : m ∈M}
e´ um ideal maximal em A, ou seja, M ? ∈M. Temos que
y? = (
x− α1
β
)? = (
1
β
)(x? − α1?) = 1
β
(x− α1) = y.
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Logo y e´ outo - adjunto, e
ŷ(M) = (
x̂− α1
β
)(M) =
1
β
[x̂(M)− α1̂(M)] = 1
β
(α + iβ − α) = i.
Logo ŷ(M) = i. Observamos que
ŷ(M)− i = 0 =⇒ ŷ(M)− i1̂(M) = 0 =⇒ (ŷ − i1)(M) = 0 =⇒ (y − i1)(M) = 0.
Pelo Teorema 3.1.1, item(4), temos que y−i1 ∈M. Logo (y−i1)? ∈M?, e (y−i1)?(M?) = 0.
Logo
(y − i1)?(M?) = (y? + i1)(M ?) = (y + i1)(M ?) = 0.
Observamos que
(y + i1)(M ?) = (ŷ + i1)(M ?) = (ŷ + i1̂)(M ?) = ŷ(M ?) + i = 0.
Logo ŷ(M ?) = −i. Seja K > 0 um nu´mero positivo. Temos que
( ̂y − iK1)(M ?) = (ŷ − iK1̂)(M ?) = ŷ(M ?)− iK = i− iK = −i(1+K).
Logo
|( ̂y − iK1)(M ?)| = | − i(1 +K)| =
√
(1 +K)2 = 1 +K. (3.1)
Pelo Teorema 3.1.1, item (6), temos que
|( ̂y − iK1)(M ?)| = |(y − iK1)(M ?)| ≤ ‖ y − iK1 ‖ . (3.2)
Por (3.1) e (3.2), temos que
1 +K ≤ ‖ y − iK1 ‖ . (3.3)
De modo similar, temos que ̂(y + iK1)(M ?) = i(1 +K), e
1 +K ≤ ‖ y + iK1 ‖ . (3.4)
Por (3.3) e (3.4), temos que
(1 +K)2 ≤ ‖ y − iK1 ‖‖ y + iK1 ‖
= ‖ (y + iK1)? ‖‖ y + iK1 ‖
= ‖ (y + iK1)?(y + iK1) ‖
= ‖ (y − iK1)(y + iK1) ‖
= ‖ y2 +K21 ‖
≤ ‖ y2 ‖ +K2.
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Logo 1 + 2K ≤‖ y2 ‖, absurdo!, pois K e´ arbitra´rio. Portanto, x̂(M) e´ real para todo
M ∈M. Agora, provaremos que, para todo M ∈M, x̂?(M) = x̂(M). Sejam y = (x+ x?)/2
e z = (x− x?)/(2i). Temos que
y? = (
x+ x?
2
)? =
1
2
(x? + x??) =
1
2
(x+ x?) = y.
Logo y e´ auto - adjunto. De modo similar, temos que z? = z, ou seja, z e´ auto - adjunto.
Observamos que x = y + iz. Logo x? = (y + iz)? = y? − iz? = y − iz. Seja M ∈ M, temos
que
x̂?(M) = ŷ − iz(M) = ŷ(M)−iẑ(M) = ŷ(M)−iẑ(M) = ŷ(M) + iẑ(M) = ŷ + iz(M) = x̂(M).
Finalmente, provaremos a afirmac¸a˜o : M ? = {m? : m ∈ M} e´ um ideal maximal em A, ou
seja, M ? ∈ M. (1). M ? e´ um ideal em A. Sejam m?1,m?2 ∈ M? com m1,m2 ∈ M,α ∈ C e
y ∈ A. Observamos que (i). m?1 +m?2 = (m1 +m2)? ∈ M?; (ii). αm?1 = (αm1)? ∈ M?; (iii).
ym?1 = y
??m?1 = (m1y
?)? ∈ M?. Logo M ? e´ um ideal. (2). M ? e´ um ideal pro´prio em A. De
fato, como 1 /∈ M , temos que 1 = 1? /∈ M ?. Logo M ? e´ um ideal pro´prio em A. (3). M ? e´
um ideal maximal em A. Suponhamos por absurdo que M ? na˜o e´ maximal. Existe J : um
ideal maximal em A tal que M ? $ J $ A. Logo existe y ∈ J mas y /∈M ?. Como y = (y?)?,
temos que y? /∈M . Afirmamos que
M + y?A = {m+ y?x : m ∈M,x ∈ A}
e´ um ideal pro´prio que conte´m M e y?. Se essa afirmac¸a˜o for provada, teremos que M $
M + y?A. O que contradiz a maximalidade de M . Portanto M ? e´ um ideal maximal em A.
(3a). M + y
?A e´ um ideal em A. Sejam m1 + y
?x1,m2 + y
?x2 ∈M + y?A com m1,m2 ∈M
e x1, x2 ∈ A;α ∈ C e z ∈ A. Temos que (i). (m1 + y?x1) + (m2 + y?x2) = (m1 + m2) +
y?(x1 +x2) ∈M + y?A. (ii). α(m1 + y?x1) = αm1 + y?αx1 ∈M + y?A. (iii). z(m1 + y?x1) =
zm1 + y
?zx1 ∈M + y?A. Logo M + y?A e´ um ideal em A. (3b). M + y?A e´ um ideal pro´prio
em A. Suponhamos por absurdo que M + y?A na˜o e´ pro´prio, enta˜o existe m ∈ M e x ∈ A
tal que m + y?x = 1. Logo (m + y?x)? = 1? = 1, m? + x?y = 1. Assim, x?y = 1 − m?.
Como y ∈ J , e J e´ um ideal, temos que x?y ∈ J , ou seja, 1−m? ∈ J. Como m ∈M , temos
que m? ∈ M? $ J. Logo m? ∈ J. Portanto (1−m?) +m? ∈ J , isto e´, 1 ∈ J , absurdo! (3c).
M + y?A conte´m M e y?. Isto e´ imediato. Como 0 ∈ A, temos que M ⊂ M + y?A. Como
0 ∈M e 1 ∈ A, temos que y? = 0+ y?1 ∈M + y?A. ¤
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Ja´ sabemos que se X e´ um espac¸o compacto de Hausdorff enta˜o C?(X) e´ uma B?−
a´lgebra comutativa. O teorema demonstrado acima, que e´ chamado de teorema de repre-
sentac¸a˜o de Gelfand - Neumark, nos diz que uma B?− a´lgebra comutativa e´ abstratamente
ideˆntica a C?(X), onde X e´ um espac¸o compacto de Hausdorff adequado.
Cap´ıtulo 4
Algumas a´lgebras de Banach
comutativas especiais
4.1 Ideais em C?(X) e o teorema de Banach - Stone
Sejam X um espac¸o compacto de Hausdorff e a B?− a´lgebra comutativa C?(X). Se
M e´ o espac¸o dos ideais maximais em C?(X), enta˜o o objetivo desta sec¸a˜o e´ mostrar que
M pode ser identificado com X e que a aplicac¸a˜o de Gelfand e´ a aplicac¸a˜o identidade de
C?(X). Primeiramente observamos que a cada x ∈ X corresponde o ideal pro´prio Mx em
C?(X) definido por
Mx = {f ∈ C?(X) : f(x) = 0}.
Observamos que (1). Mx e´ um ideal em C?(X). Dados f, g ∈ Mx, α ∈ C e h ∈ C?(X),
temos que (i). f + g ∈ C?(X) e (f + g)(x) = f(x) + g(x) = 0 + 0 = 0. Logo f + g ∈ Mx.
(ii). αf ∈ C?(X) e (αf)(x) = αf(x) = α0 = 0. Logo αf ∈ Mx. (iii). h · f ∈ C?(X)
e (h · f)(x) = h(x)f(x) = h(x)0 = 0. Logo h · f ∈ Mx. (2). Mx e´ um ideal pro´prio
em C?(X). Seja In a identidade de C?(X), ou seja, In(y) = 1 para todo y ∈ X. Enta˜o
In(x) = 1 6= 0. Logo In /∈ Mx, e Mx e´ um ideal pro´prio em C?(X). (3). Mx e´ um ideal
maximal em C?(X). Suponhamos, por absurdo, que Mx na˜o e´ maximal em C?(X). Enta˜o
existe J ⊂ C?(X) : um ideal maximal tal que Mx $ J $ C?(X). Logo existe f ∈ J , mas
f /∈Mx, ou seja, f(x) 6= 0. Denotamos f(x) por β, isto e´, β = f(x). Logo f−βIn ∈Mx, pois
(f − βIn)(x) = f(x)− βIn(x) = β − β1 = 0. Como Mx ⊂ J, enta˜o f − βIn ∈ J. Como f ∈ J
e J e´ um ideal maximal, temos que −f ∈ J. Logo (f − βIn) + (−f) ∈ J, isto e´, −βIn ∈ J.
Como J e´ um ideal, temos que (1/−β)(−βIn) ∈ J . Logo In ∈ J , absurdo! Por (1), (2) e
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(3), resulta que Mx e´ realmente um ideal maximal em C?(X), ou seja, Mx ∈M.
Podemos definir uma aplicac¸a˜o x −→Mx de X emM. Primeiramente provaremos
que a aplicac¸a˜o x −→ Mx de X em M e´ injetora. Sejam x 6= y. Por hipo´tese, X e´ um
espac¸o compacto de Hausdorff, logo e´ normal e T1. Assim, {x} e {y} sa˜o dois fechados
disjuntos de X. Pelo lema de Urysohn, existe f : X −→ [0, 1] cont´ınua, tal que f(x) = 0
e f(y) = 1. Logo f ∈ Mx, mas f /∈ My. Portanto Mx 6= My. A seguir provaremos que a
aplicac¸a˜o x −→ Mx e´ sobrejetora. Dado M ∈ M, provaremos que existe x ∈ X tal que
Mx = M. Como M e Mx sa˜o ideais maximais em C?(X), temos que M ⊂Mx ⇐⇒M = Mx.
Assim, basta provar que existe x ∈ X tal que f(x) = 0 para todo f ∈M . Suponhamos, por
absurdo, que, para cada x ∈ X, existe f ∈ M tal que f(x) 6= 0. Como f e´ cont´ınua, existe
uma vizinhanc¸a Ux de x em X tal que f(y) 6= 0 para todo y ∈ Ux. Logo {Ux : x ∈ X} e´ uma
cobertura aberta deX. ComoX e´ compacto, existe uma subcobertura finita, ou seja, existem
U1, U2, . . . , Un ∈ {Ux : x ∈ X} tais que X = U1 ∪ U2, · · · ∪ Un. Sejam f1, f2, . . . , fn ∈M que
correspondem a U1, U2, . . . , Un. Definimos
g =
n∑
i=1
fi · fi =
n∑
i=1
|fi|2.
Como M e´ um ideal e fi ∈ M , para todo i ∈ {1, 2, . . . , n}, temos que g ∈ M . Observamos
que g(x) > 0 para todo x ∈ X. De fato, para cada x ∈ X, existe Ui, onde i ∈ {1, 2, . . . , n}, tal
que x ∈ Ui. Logo fi(x) 6= 0 e |fi(x)|2 > 0. Portanto g(x) =
∑n
i=1 |fi(x)| > 0. Assim, podemos
tomar uma aplicac¸a˜o h definida por h(x) = 1/g(x) para todo x ∈ X. Como g e´ cont´ınua e
limitada e X e´ compacto, h e´ cont´ınua e limitada, ou seja, h ∈ C?(X) e h · g = g · h = In.
Como g ∈M eM e´ um ideal maximal, temos que h·g ∈M. Logo In ∈M, absurdo! Portanto
a aplicac¸a˜o x −→ Mx e´ sobrejetora de X sobre M. Logo podemos identificar X com M,
ou seja, x = Mx. Agora, dado x ∈ X, provaremos que f(Mx) = f(x). Pela demonstrac¸a˜o do
Teorema 3.1.1, temos o diagrama a seguir :
C?(X) −→ C?(X)/Mx −→ C
f 7−→ f +Mx
q
λ(In +Mx) 7−→ λ = f(Mx).
Enta˜o, para provar f(Mx) = f(x), basta provar que f(x) = λ. Pelo diagrama acima,
temos que f + Mx = λ(In + Mx). Enta˜o existem g, h ∈ Mx tais que f + g = λ(In + h).
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Enta˜o (f + g)(x) = [λ(In + h)](x), f(x) + g(x) = λ[In(x) + h(x)]. Logo f(x) = λ, pois
g(x) = h(x) = 0 e In(x) = 1. Portanto temos que f(Mx) = f(x). Pela definic¸a˜o de f̂ ,
temos que f̂(Mx) = f(Mx). Enta˜o resulta que f̂(Mx) = f(x). Como ja´ identificamos X
comM atrave´s da aplicac¸a˜o bijetora x −→ Mx, temos que f̂ = f. Ale´m disso, como, pelo
Teorema 3.4.1, a aplicac¸a˜o de Gelfand f −→ f̂ e´ bijetora de C?(X) sobre C?(M), temos que
C?(M) = C?(X). Agora provaremos que a topologia em X coincide com a topologia gerada
por todos os f ∈ C?(X). Sejam τ a topologia de X e τw a topologia fraca gerada por todos
os f ∈ C?(X). Provaremos que τ = τw. Como τw ⊂ τ vale sempre, basta provar τ ⊂ τw.
Seja U ∈ τ e seja x ∈ U , logo x /∈ X\U que e´ fechado. Como X e´ completamente regular,
pois, por hipo´tese, e´ espac¸o compacto de Hausdorff, existe f : X −→ [0, 1] cont´ınua tal que
f(x) = 0 e F (X\U) = {1}. Seja Vx = {y ∈ X : f(y) < 1} = f−1[0, 1) ∈ τw. De fato,
[0, 1] = [0, 1] × [0, 0] e´ um subespac¸o topolo´gico de C = R × R e [0, 1) = [0, 1) × [0, 0] e´ um
aberto de [0, 1], pois (−1, 1) × (−2, 2) e´ um aberto de C = R × R e [0, 1) = [0, 1) × [0, 0] =
(−1, 1) ∩ [0, 1] × (−2, 2) ∩ [0, 0] = (−1, 1) × (−2, 2) ∩ [0, 1] × [0, 0]. Como f : X −→ [0, 1] e´
cont´ınua, temos que f−1[0, 1) ∈ τw. Logo x ∈ Vx = f−1[0, 1) ⊂ U , pois f(x) = 0 < 1; e se
existe y ∈ Vx mas y /∈ U , enta˜o y ∈ X\U. Logo f(y) = 1 e´ uma contradic¸a˜o. Como, para
cada x ∈ U, existe Vx ∈ τw tal que x ∈ Vx ⊂ U. Logo U = ∪x∈UVx ∈ τw. Logo τ ⊂ τw.
Portanto a topologia em X coincide com a topologia gerada por todos os f ∈ C?(X). Como,
na sec¸a˜o 3.1, sabemos que emM colocamos a topologia fraca gerada por todos os f̂ ∈ C?(M)
, e agora temos que f = f̂ , e a aplicac¸a˜o de Gelfand f −→ f̂ e´ bijetora, podemos considerar
que X e M sa˜o dois espac¸os topolo´gicos coincidentes. Resumimos todos os resultados no
seguinte teorema.
Teorema 4.1.1. Seja X um espac¸o compacto de Hausdorff e M o espac¸o dos ideais max-
imais na B?− a´lgebra comutativa C?(X). Enta˜o, cada x ∈ X corresponde ao ideal maximal
Mx definido por Mx = {f ∈ C?(X) : f(x) = 0}, e x −→ Mx e´ uma aplicac¸a˜o bijetora de X
sobre M. Se essa aplicac¸a˜o e´ usada para identificar M com X, enta˜o M e X sa˜o espac¸os
topolo´gicos coincidentes, C?(M) e C?(X) sa˜o coincidentes, e a aplicac¸a˜o de Gelfand f −→ f̂
e´ a aplicac¸a˜o identidade de C?(X).
A ide´ia principal deste teorema e´ que ideais maximais em C?(X) correspondem, de
modo natural, a pontos de X. Agora, estendemos essa ide´ia para obter uma caracterizac¸a˜o
similar de ideais pro´prios fechados em C?(X). Sejam X um espac¸o compacto de Hausdorff e
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F um conjunto fechado na˜o vazio de X. Definimos
I(F ) = {f ∈ C?(X) e f(F ) = 0}.
Observamos que (1). I(F ) e´ um ideal em C?(X). Dados f, g ∈ I(F ), α ∈ C e h ∈ C?(X).
Temos que, dado x ∈ F , (i). f + g ∈ C?(X), e (f + g)(x) = f(x) + g(x) = 0 + 0 = 0. Enta˜o
(f + g)(F ) = 0. Logo f + g ∈ I(F ). (ii). αf ∈ C?(X), e (αf)(x) = αf(x) = α0 = 0. enta˜o
(αf)(F ) = 0. Logo αf ∈ I(F ). (iii). h·f ∈ C?(X), e (h·f)(x) = h(x)f(x) = h(x)0 = 0. Enta˜o
(h · f)(F ) = 0. Logo h · f ∈ I(F ). Portanto I(F ) e´ um ideal em C?(X). (2). I(F ) e´ um ideal
pro´prio. Seja In a identidade de C?(X), logo In(F ) = {1} 6= {0}. Portanto In /∈ I(F ), e enta˜o
I(F ) e´ um ideal pro´prio. (3). I(F ) e´ fechado de C?(X). Provaremos que I(F ) = I(F ). Dado
f ∈ I(F ), provaremos que f ∈ I(F ). Como f ∈ I(F ), existe uma sequ¨eˆncia (fn)+∞n=1 ⊂ I(F )
tal que fn −→ f. Seja x ∈ F, temos que 0 = fn(x) −→ f(x). Enta˜o f(x) = 0. Logo f ∈ I(F ).
Por (1), (2) e (3), resulta que I(F ) e´ um ideal pro´prio fechado em C?(X). Podemos definir uma
aplicac¸a˜o F −→ I(F ) da classe de todos os fechados na˜o vazios de X no conjunto de todos os
ideais pro´prios fechados em C?(X). Provaremos que a aplicac¸a˜o F −→ I(F ) e´ injetora. Dados
F1 6= F2, sem perda de generalidade, podemos supor que existe x ∈ F1 com x /∈ F2. Por
hipo´tese, X e´ um espac¸o compacto de Hausdorff e portanto e´ completamente regular. Enta˜o
existe f : X −→ [0, 1] cont´ınua tal que f(F2) = {0} e f(x) = 1. Logo f ∈ I(F2) e f /∈ I(F1).
Enta˜o I(F1) 6= I(F2). Agora, provaremos que a aplicac¸a˜o F −→ I(F ) e´ sobrejetora. Seja I
um ideal pro´prio fechado em C?(X). Se I = {0 : a func¸a˜o nula } o ideal zero, tomamos que
F = X, logo I(F ) = I(X) = {f ∈ C?(X) : f(X) = {0}} = {0 : a func¸a˜o nula } = I. Se I
na˜o e´ o ideal zero, definimos
F = {x ∈ X : f(x) = 0 para todo f ∈ I}.
Provaremos que F e´ um subconjunto fechado na˜o vazio de X. De fato, F = ∩f∈I{x ∈ X :
f(x) = 0} = ∩f∈If−1({0}). Como {0} e´ fechado de C temos que F e´ fechado de X. Como
I e´ um ideal pro´prio, existe Mx : um ideal maximal de C?(X) tal que I ⊂ Mx := {f ∈
C?(X) : f(x) = 0}. Enta˜o f(x) = 0 para todo f ∈ I. Portanto x ∈ F. Logo F 6= φ. Agora,
provaremos que I(F ) = I. Como I ⊂ I(F ) e´ imediato, pois dado f ∈ I, f(x) = 0 para todo
x ∈ F, logo f ∈ I(F ), basta provar que I(F ) ⊂ I. Seja f ∈ I(F ). Como I(F ) e I sa˜o ideais,
ambos conte´m 0 : a func¸a˜o nula. Portanto, suponhamos f 6= 0. Primeiramente provaremos
que se f se anula em um aberto G de X que conte´m F , enta˜o f ∈ I. Como G e´ aberto de
X, enta˜o G′ = X\G e´ fechado de X. Logo G′ e´ compacto, pois X e´ compacto. Como f 6= 0
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e f(G) = {0}, temos que G 6= X. Logo G′ 6= φ. Dado x ∈ G′ = X\G, temos que x /∈ F.
Logo existe g ∈ I tal que g(x) 6= 0. Como g e´ cont´ınua, existe Ux: uma vizinhanc¸a de x tal
que g(y) 6= 0 para todo y ∈ Ux. Logo Ux ∩ G′ e´ um aberto de G′ contendo x. Enta˜o temos
que {Ux ∩ G′ : x ∈ G′} e´ uma cobertura aberta de G′. Como G′ e´ compacto, existe uma
subcobertura finita, ou seja, existem U1∩G′, U2∩G′, . . . , Un∩G′ ∈ {Ux∩G′ : x ∈ G′} tais que
G′ = ∪ni=1{Ui∩G′}. Sejam g1, g2, . . . , gn ∈ I que correspondem a U1∩G′, U2∩G′, . . . , Un∩G′.
Definimos
g◦ =
n∑
i=1
gigi =
n∑
i=1
|gi|2.
Como gi ∈ I para todo i ∈ {1, 2, . . . , n}, e I e´ um ideal, temos que g◦ ∈ I; e para todo x ∈ G′,
g◦(x) > 0. Enta˜o podemos tomar uma aplicac¸a˜o h◦ : G
′ −→ R definida por h◦(x) = 1/g◦(x)
para todo x ∈ G′. Logo h◦ e´ limitada, pois e´ cont´ınua num compacto G′. Enta˜o existem
a, b ∈ R tal que h◦ : G′ −→ [a, b] e´ cont´ınua. ComoX e´ normal, poisX e´ um espac¸o compacto
de Hausdorff, G′ e´ fechado de X, e h◦ : G
′ −→ [a, b] e´ cont´ınua, pelo teorema de extensa˜o
de Tietze, h◦ pode ser estendido a uma func¸a˜o cont´ınua h : X −→ [a, b]. Logo h ∈ C?(X) e
g◦ · h ∈ I, pois g◦ ∈ I e I e´ um ideal. Observamos que f = f(g◦ · h). De fato, se x ∈ G′,
temos que f(g◦ · h)(x) = f(x)(g◦ · h)(x) = f(x)g◦(x)1\g◦(x) = f(x). Se x ∈ X\G′ = G,
temos que f(g◦ · h)(x) = 0(g◦ · h)(x) = 0 = f(x). Como g◦ · h ∈ I, e I e´ ideal, temos que
f(g◦ · h) ∈ I, ou seja, f ∈ I. Agora, voltamos ao caso geral, provaremos se f ∈ I(F ), f 6= 0,
enta˜o f ∈ I. Dado ² > 0. Sejam K = {x : |f(x)| ≤ ²/2}, e L = {x : |f(x)| ≥ ²}. Observamos
que K e L sa˜o dois fechados disjuntos de X. De fato, e´ claro que K e L sa˜o disjuntos. Como
K = |f |−1[0, ²/2] e L = |f |−1[²,+∞); e [0, ²/2] e [²,+∞) sa˜o fechados de R, temos que K e
L sa˜o fechados de X. E´ imediato que K 6= φ, pois f(F ) = {0}. Como f 6= 0, existe x ∈ X
tal que |f(x)| > 0. Logo L 6= φ se ² for suficientemente pequeno. Enta˜o escolhemos ² > 0
suficientemente pequeno tal que K e L sa˜o dois fechados disjuntos na˜o vazios de X. Como
X e´ normal, pois e´ um espac¸o compacto de Hausdorff, temos que, pelo lema de Uryshon,
existe g : X −→ [0, 1] cont´ınua tal que g(K) = {0} e g(L) = {1}. Definimos h = f · g.
Observamos que
‖ f − h ‖=‖ f − f · g ‖=‖ f(1− g) ‖≤ ².
De fato, ‖ f − h ‖= sup{|(f − h)(x)| : x ∈ X} = sup{|f(1 − g)|(x) : x ∈ X}. Se x ∈ K,
enta˜o |f(1 − g)|(x) = |f(x)(1 − 0)| = |f(x)| ≤ ²/2 < ². Se x ∈ L, enta˜o |f(1 − g)|(x) =
|f(x)(1− 1)| = 0 < ². Se x ∈ X\K ∪ L, enta˜o |f(1− g)|(x) = |f(x)(1− g(x))| ≤ |f(x)| < ².
Portanto ‖ f − h ‖≤ ². Seja G = {x ∈ X : |f(x)| < ²/3}. Observamos que (1). G e´ aberto
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de X que conte´m F . De fato, G = |f |−1[0, ²/3) e |f | : X −→ [0,+∞) e´ cont´ınua. Como
[0, ²/3) = (−²/3, ²/3)∩ [0,+∞) e´ aberto de [0,+∞), temos que G e´ aberto de X. Se x ∈ F,
enta˜o f(x) = 0, e |f(x)| = 0 < ²/3, logo x ∈ G. Portanto F ⊂ G. (2). h se anula em G.
De fato, para todo x ∈ G, h(x) = (f · g)(x) = f(x)g(x) = f(x)0 = 0. Por (1) e (2), resulta
que h se anula em um aberto G de X que conte´m F . Logo h ∈ I. Portanto, para cada
² > 0 suficientemente pequeno, existe h ∈ I tal que ‖ f − h ‖≤ ². Logo f ∈ I. Como I e´
fechado, temos que f ∈ I. Portanto a aplicac¸a˜o F −→ I(F ) e´ bijetora. Resumimos todos os
resultados no
Teorema 4.1.2. Seja X um espac¸o compacto de Hausdorff. A cada subconjunto fechado
na˜o vazio F de X, corresponde um ideal pro´prio fechado I(F ) em C?(X) definido por I(F ) =
{f ∈ C?(X) : f(F ) = {0}} e F −→ I(F ) e´ uma aplicac¸a˜o bijetora da classe de todos os
fechados na˜o vazios de X sobre o conjunto de todos os ideais pro´prios fechados em C?(X).
Obtemos como consequ¨eˆncia deste Teorema 4.1.2 o seguinte resultado.
Teorema 4.1.3. Se X e´ um espac¸o compacto de Hausdorff, enta˜o cada ideal fechado em
C?(X) e´ a intersec¸a˜o de ideais maximais que o conte´m.
Demonstrac¸a˜o. Seja I um ideal fechado em C?(X). Provaremos que I = ∩{M : M ∈
M e I ⊂ M}. Se I = C?(X), enta˜o {M : M ∈ M e I ⊂ M} = φ, e e´ claro que ∩φ =
C?(X) = I. Se I e´ um ideal pro´prio fechado em C?(X), pelo Teorema 4.1.2, existe F , um
subconjunto fechado na˜o vazio de X, tal que I = I(F ). E´ imediato que I ⊂ ∩{M : M ∈
M e I ⊂ M}. Enta˜o basta provar que I ⊃ ∩{M : M ∈ M e I ⊂ M}. Suponhamos, por
absurdo, que existe g ∈ C?(X) tal que g ∈ ∩{M : M ∈ M e I ⊂ M}, mas g /∈ I = I(F ).
Logo existe x ∈ F tal que g(x) 6= 0. Observamos que o ideal maximal Mx = {f : f ∈
C?(X) e f(x) = 0} conte´m I. Enta˜o g ∈Mx e ∴ g(x) = 0, o que e´ uma contradic¸a˜o. ¤
Pelo Teorema 4.1.1, podemos identificar um espac¸o compacto de Hausdorff X com
o espac¸oM dos ideais maximais de C?(X). Como ideais maximais em C?(X) sa˜o objetos de
natureza puramente alge´brica, segue que X e´ totalmente determinado, tanto como conjunto
quanto como espac¸o topolo´gico, pela estrutura alge´brica de C?(X). A partir desta observac¸a˜o,
temos o teorema seguinte.
Teorema 4.1.4 (O teorema de Banach - Stone). Dois espac¸os compactos de Hausdorff
X e Y sa˜o homeomorfos ⇐⇒ as a´lgebras C?(X) e C?(Y ) sa˜o isomorfas.
Cap.4 Algumas a´lgebras de Banach comutativas especiais 81
Demonstrac¸a˜o. Primeiramente provaremos que se dois espac¸os compactos de Hausdorff
X e Y sa˜o homeomorfos enta˜o as a´lgebras C?(X) e C?(Y ) sa˜o isomorfas. Consideramos o
homeomorfismo H : X −→ Y . Se f ∈ C?(X) enta˜o f ◦ H−1 ∈ C?(Y ). De fato, f ◦ H−1 e´
cont´ınua, pois f e H−1 sa˜o cont´ınuas, e f ◦ H−1 e´ limitada, pois f e´ limitada. Definimos
T : C?(X) −→ C?(Y ) por T (f) = f ◦H−1. Observamos que (1). T e´ injetora. Dados f1 6= f2
provaremos que T (f1) 6= T (f2). Como f1 6= f2, existe x ∈ X tal que f1(x) 6= f2(x). Como H
e´ bijetora, existe o u´nico y ∈ Y tal que H−1(y) = x. Logo f1(H−1(y)) 6= f2(H−1(y)), isto e´,
(f1 ◦H−1)(y) 6= (f2 ◦H−1)(y). Logo f1 ◦H−1 6= f2 ◦H−1, ou seja, T (f1) 6= T (f2). (2). T e´
sobrejetora. Dado g ∈ C?(Y ), provaremos que existe f ∈ C?(X) tal que T (f) = g, ou seja,
f ◦H−1 = g. De fato, basta tomar f = g ◦H. Logo f ∈ C?(X) e f ◦H−1 = g. (3). T e´ um
homomorfismo. Dados f1, f2 ∈ C?(X) e α ∈ C, temos que (3a). T (f1 + f2) = T (f1) + T (f2).
Dado y ∈ Y, temos que
[T (f1 + f2)](y) = [(f1 + f2) ◦H−1](y)
= (f1 + f2)(H
−1(y))
= f1(H
−1(y)) + f2(H
−1(y))
= (f1 ◦H−1)(y) + (f2 ◦H−1)(y)
= [(f1 ◦H−1) + (f2 ◦H−1)](y)
= [T (f1) + T (f2)](y).
Logo T (f1 + f2) = T (f1) + T (f2). (3b). T (αf1) = αT (f1). De fato, dado y ∈ Y , temos que
[T (αf1)](y) = (αf1 ◦H−1)(y)
= (αf1)(H
−1(y))
= αf1(H
−1(y))
= α(f1 ◦H−1)(y)
= αT (f1)(y).
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Logo T (αf1) = αT (f1). (3c). T (f1f2) = T (f1)T (f2). Dado y ∈ Y, temos que
[T (f1f2)](y) = [(f1f2) ◦H−1](y)
= (f1f2)(H
−1(y))
= f1(H
−1(y))f2(H
−1(y))
= (f1 ◦H−1)(y)(f2 ◦H−1)(y)
= [(f1 ◦H−1)(f2 ◦H−1)](y)
= [T (f1)T (f2)](y).
Logo T (f1f2) = T (f1)T (f2). Por (1), (2) e (3), resulta que T e´ um isomorfismo sobrejetor, e
∴ C?(X) e C?(Y ) sa˜o isomorfas. A seguir provaremos que se as a´lgebras C?(X) e C?(Y ) sa˜o
isomorfas esta˜o os espac¸os compactos de Hausdorff X e Y sa˜o homeomorfos. Sejam MX
e MY os espac¸os dos ideais maximais de C?(X) e C?(Y ), respectivamente. Como C?(X)
e C?(Y ) sa˜o isomorfas, existe T : C?(X) −→ C?(Y ) um isomorfismo sobrejetor. Assim, se
Mx ∈MX enta˜o T (Mx) ∈MY . Provaremos que a aplicac¸a˜oMx −→ T (Mx) deMX emMY
e´ bijetora. (a). A aplicac¸a˜o Mx −→ T (Mx) e´ injetora. Dados Mx1 6= Mx2 , provaremos que
T (Mx1) 6= T (Mx2). Suponhamos, por absurdo, que T (Mx1) = T (Mx2). Como T e´ bijetora,
temos que T−1[T (Mx1)] = T
−1[T (Mx2)]. Logo Mx1 = Mx2 , o que e´ uma contradic¸a˜o. (b). A
aplicac¸a˜o Mx −→ T (Mx) e´ sobrejetora. Dado My ∈ MY , provaremos que existe Mx ∈ MX
tal que T (Mx) = My. De fato, basta tomar Mx = T
−1(My). Logo Mx ∈MX e T (Mx) = My.
Por (a) e (b), temos que a aplicac¸a˜o Mx −→ T (Mx) e´ bijetora. Pelo Teorema 4.1.1, sabemos
que existe y ∈ Y tal que T (Mx) = My. Vejamos o diagrama embaixo :
X −→ MX −→ MY −→ Y
x 7−→ Mx 7−→ T (Mx)
q
My 7−→ y.
Como, pelo Teorema 4.1.1, temos que as aplicac¸o˜es x −→ Mx e My −→ y sa˜o bijetoras,
resulta que x −→ y e´ uma aplicac¸a˜o bijetora de X sobre Y . Logo podemos identificar X
com Y , ou seja, X ∼= Y . Enta˜o, dado x ∈ X, lembrando que a aplicac¸a˜o x −→ Mx −→
T (Mx) = My −→ y e´ bijetora e o diagrama do Teorema 4.1.1, consideramos o diagrama a
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seguir :
C?(X) −→ C?(X)/Mx −→ C ←− C?(Y )/My ←− C?(Y )
f −→ f +Mx T (f) +My ←− T (f)
q q
α(Ix +Mx) −→ α β ←− β(Iy +My)
q q
f(x) T (f)(y)
Provaremos que f(x) = T (f)(y). Pelo diagrama acima, basta provar que α = T (f)(y). Como
f+Mx = α(Ix+Mx), temos que T (f+Mx) = T [α(Ix+Mx)]. Como T e´ um isomorfismo, temos
que T (f)+T (Mx) = α[T (Ix)+T (Mx)]. Logo T (f)+My = α(Iy+My), e existem g1, g2 ∈My
tal que T (f) + g1 = α(Iy + g2). Logo (T (f) + g1)(y) = α[(Iy + g2)(y)], T (f)(y) + g1(y) =
α[Iy(y)+g2(y)]. Logo T (f)(y) = α, pois g1(y) = g2(y) = 0, e Iy(y) = 1. Portanto resulta que
f(x) = T (f)(y). Como ja´ identificamos X com Y , resulta que f = T (f). Sabemos que, pela
demonstrac¸a˜o do Teorema 4.1.1, a topologia de X coincide com a topologia fraca gerada por
todas as f ∈ C?(X), e a topologia de Y coincide com a topologia fraca gerada por todas as
T (f) ∈ C?(Y ). Como f = T (f) e, por hipo´tese, a aplicac¸a˜o f −→ T (f) e´ bijetora, temos
que X e Y sa˜o dois espac¸os topolo´gicos coincidentes. Como a aplicac¸a˜o x −→ y e´ bijetora
de X sobre Y , e X e Y sa˜o dois espac¸os topolo´gicos coincidentes, segue que x −→ y e´ um
homeomorfismo de X sobre Y , ou seja, X e Y sa˜o homeomorfos. ¤
Notas Histo´ricas
Nossa apresentac¸a˜o tem seguido o livro de G. F. Simmons[9]. A seguir indicamos as
origens dos resultados apresentados aqui.
Cap´ıtulo 1
O teorema de aproximac¸a˜o de Weierstrass(Teorema 1.1.1) foi provado em 1885 por
Weierstrass[10]. O teorema de Stone - Weierstrass(Teorema 1.2.3) foi provado primeiramente
por M. H. Stone[7]. Veja Tambe´m Stone[8].
Cap´ıtulo 2
A Observac¸a˜o 2.4.9 foi publicada(sem demonstrac¸a˜o) por Mazur[5].
Cap´ıtulo 3
?− a´lgebras de Banach, tanto comutativas quanto na˜o comutativas, foram discutidas
primeiramente, sob certas hipo´teses especiais, por Gelfand e Neumark[3]. Em particular, eles
obtiveram o teorema de Gelfand - Neumark(Teorema 3.4.1).
Cap´ıtulo 4
O primeiro resultado relativo ao Teorema 4.1.4 foi dado por Banach[1. p.170]. Ele
provou que, quandoX e Y sa˜o espac¸os me´tricos compactos, uma isometria entre C(X) e C(Y )
implica um homeomorfismo entre X e Y . Stone[7] generalizou este resultado para o caso de
espac¸os compactos arbitra´rios. O teorema 4.1.4, cujas hipo´teses na˜o envolvem me´tricas nos
ane´is, foi dado por Gelfand e Kolmogoroff[4], a demonstrac¸a˜o apresentada no texto e´ deles.
Este teorema e´ proveniente dos resultados mencionados acima, dados por Banach e Stone, e
do fato que isomorfismo implica isometria.
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