This paper describes and compares several methods for computing stationary probability distributions of Markov chains. The main linear algebra problem consists of computing an eigenvector of a sparse, non-symmetric, matrix associated with a known eigenvalue. It can also be cast as a problem of solving a homogeneous, singular linear system. We present several methods based on combinations of Krylov subspace techniques, single vector power iteration/relaxation procedures and acceleration techniques. We compare the performance of these methods on some realistic problems.
Introduction
It is often possible to represent the behavior of a physical system by describing all the di erent states which the system can occupy and by indicating how the system moves from one state to another in time. If the future evolution of the system depends only on the current state of the system and not on the past history, the system may be represented by a Markov process. Examples of the use of Markov processes may be found extensively throughout the biological, physical and social sciences as well as in business and engineering. When the state space is discrete, the term Markov chain is usually employed.
The information we would like to obtain from the system is a knowledge of the probabilities of being in a given state or set of states at a certain time after the system becomes operational. Often this time is taken to be su ciently long that all in uence of the initial starting state has been erased. The probabilities thus obtained are referred to as the long-run or stationary probabilities.
For a homogeneous, continuous time Markov chain (CTMC) with n states, it may be shown (Kleinrock, 1975 , for example) that,
where Q is an n n matrix whose elements q ij denote the rate of transition of the chain from state i to state j and , a vector of length n, is the stationary probability vector; i.e. i is the probability of the Markov chain being in state i at statistical equilibrium. The vector may be obtained by applying equation solving techniques to the homogeneous system of equations (1).
Note that the vector is a row vector. We shall adopt the convention that all probability vectors are row vectors. All other vectors will be considered to be column vectors unless speci cally stated otherwise. Equation (1) may also be written as
where P = Q t + I and the desired probability vector now appears as the eigenvector corresponding to a unit eigenvalue of P. If t is chosen su ciently small then P is a stochastic matrix. For irreducible Markov chains, the unit eigenvalue of P is the one with largest real part. The matrix Q is called the transition rate matrix, or the in nitesimal generator of the Markov chain, while the matrix P is called the transition probability matrix.
Before discussing speci c algorithms, we would like to say a few words on the potential di culty inherent in the problems to be solved. Nonsymmetric eigenproblems can be so sensitive to variations in the original data, namely the matrix P, that any procedure to approximate eigenvalues or eigenvectors of P may encounter serious di culties. We examine here the particular case of the unit eigenvalue of P.
The sensitivity of a given eigenvalue i of P to perturbations is usually measured by its condition number which is de ned as the inverse of the cosine of the angle between its corresponding right and left eigenvectors y i and z i , i.e., c( i ) = kz i kky i k j(z i ; y i )j :
In practice this means that a small perturbation to P, of norm , may disturb the eigenvalue i by as much as c( i ) . In the situation of interest to us, the right eigenvector is known to be (1; 1; :::; 1) T and the left eigenvector consists of non-negative components. As a result we can show that c( i ) p n. The eigenvalue is therefore well-conditioned in general.
The condition number for the eigenvector y i involves the reduced resolvent S( i ), de ned as the inverse of the restriction of P ? i I to fz i g ? , the subspace orthogonal to the left eigenspace associated with i , (Chatelin, 1984, p. 17): c(y i ) = kS( i )k:
Though not apparent from the de nition, the condition number for the eigenvector is implicitly related to that for the eigenvalues of P, (Wilkinson, 1965) . Moreover, it is easy to show (Chatelin, 1984) from the de nition that c(y i ) max j6 =i 1 j j ? i j :
A consequence of the above inequality is that a poor separation of the unit eigenvalue from the other eigenvalues will cause poor conditioning for the associated eigenvectors. Unfortunately, in Markov chain models, situations frequently arise in which there is a cluster of eigenvalues very close to the unit eigenvalue. This happens, for example, when the system is nearly completely decomposable, (Courtois, 1977 ). An added di culty caused by the poor separation of the unit eigenvalue is a slow rate of convergence. This may render standard matrix iterative methods intolerably slow. In this paper we discuss a variety of methods of computing the stationary probability vector of large Markov chains. For small dense matrices the method of choice for solving linear systems of equations is the LU decomposition and for computing eigenvalues/eigenvectors, it is the well-known QR algorithm. However, as the problem sizes increase these standard methods, or any method intended for dense problems, becomes uneconomical. Moreover, the standard methods do not bene t fully from the sparsity of P.
After a brief discussion of the advantages and disadvantages of direct versus iterative methods in section 1, we discuss, in section 2, direct methods based on sparse implementations of LU decompositions. In section 3, we direct our attention to single vector iteration methods, such as the power method, Gauss-Seidel, etc. In the same section, we also discuss preconditioning precedures. In section 4, we turn to projection techniques such as the method of Arnoldi and GMRES, again combined with preconditioning procedures. Finally, in section 5, we provide details on the results obtained when these methods are used to solve large Markov chains that arise from three realistic modelling experiments.
One class of method not discussed in this paper is that of aggregation/disaggregation (also sometimes referred to as iteration and aggregation), (Cao and Stewart, 1985; Chatelin and Miranker, 1984; Koury et al., 1984; Schweitzer and Kindle, 1986; Takahashi, 1975; and Vantilborgh, 1985) . There is a great number and variety of these methods as evidenced by the di erent approaches presented at a recent workshop on the numerical solution of Markov chains, . They are not covered in this paper primarily due to space limitations.
Iterative and Direct Solution Methods
Iterative methods of one type or another are by far the most commonly used methods for obtaining the stationary probability vector from either the stochastic transition probability matrix or from the in nitesimal generator. There are several important reasons for this choice. First, an examination of the iterative methods usually employed shows that the only operation in which the matrices are involved, are multiplications with one or more vectors, or with preconditioners. These operations do not alter the form of the matrix and thus compact storage schemes, which minimize the amount of memory required to store the matrix and which in addition are well suited to matrix multiplication, may be conveniently implemented. Since the matrices involved are usually large and sparse, the savings made by such schemes can be considerable. One such sparse storage scheme, and the one used in implementing the iterative procedures in this study, is the compressed sparse row format (Du , 1986) . In this scheme only the non-zero elements, their column indices and an index to the beginning of each row is kept. With direct equation solving methods, the elimination of one non-zero element of the matrix during the reduction phase often results in the creation of several non-zero elements in positions which previously contained zero. This is called ll-in and not only does it make the organization of a compact storage scheme more di cult, since provision must be made for the deletion and the insertion of elements, but in addition, the amount of ll-in can often be so extensive that available memory is quickly exhausted. A successful direct method must incorporate a means of overcoming these di culties.
Iterative methods have other advantages. Use may be made of good initial approximations to the solution vector and this is especially bene cial when a series of related experiments is being conducted. In such circumstances the parameters of one experiment often di er only slightly from those of the previous; many will remain unchanged. Consequently, it is to be expected that the solution to the new experiment will be close to that of the previous and it is advantageous to use the previous result as the new initial approximation. If indeed there is little change, we should expect to compute the new result in relatively few iterations. Notice that, if only some of the elements change, it may be possible to recuperate part of the reduction associated with direct methods, and this is especially so when the altered elements are contained in the last few rows that are reduced. However, when the Markov chain is derived from models, such as queueing network models, in which small alterations in the values of some parameters modify elements in diverse locations of the in nitesimal generator, little bene t can be extracted from previous work, other than to use the decomposation as incomplete factors in preconditioned iterative methods.
An iterative process may be halted once a prespeci ed tolerance criterion has been satis-ed, and this may be relatively lax. For example, it may be wasteful to compute the solution of a mathematical model correct to full machine precision when the model itself contains errors of the order of 5-10%. A direct method is obligated to continue until the nal speci ed operation has been carried out.
And lastly, with iterative methods, the matrix is never altered and hence the build-up of rounding error is, to all intents and purposes, non-existent.
Iterative methods have the disadvantage that they often require a long time to converge to the desired solution. More advanced iterative techniques such as the method of Arnoldi, have helped to alleviate this problem but much research still remains to be done, particularly in estimating a priori, the number of iterations, and hence the time, required for convergence. Direct methods have the advantage that an upper bound on the time required to obtain the solution may be determined before the calculation is initiated. More important, for certain classes of problems, direct methods often result in a much more accurate answer being obtained in less time. Since iterative method will in general require less memory than direct methods, direct methods can only be recommended if they obtain the solution in less time. Unfortunately, it is often di cult to predict when a direct solver will be more e cient than an iterative solver.
Direct Methods and Markov Chains
We are concerned with obtaining the stationary probability vector from the equations:
(Throughout this paper, we shall let e denote a vector whose elements are all equal to 1, and e i denote a vector whose elements are all zero, except the i th , which is equal to 1.) To apply direct methods to equation (2), we rewrite this as
and in both cases we need to solve a homogeneous system of n linear equations in n unknowns.
Since the determinant of a matrix is equal to the product of its eigenvalues and since Q and (I ? P) both possess a zero eigenvalue, the singularity of Q (and I ? P) and hence the existence of a non-trivial solution, follows. It is known that if the matrix Q is irreducible, there exists lower and upper triangular matrices L and U such that Q T = LU:
This LU decomposition is not unique. It is called the Doolittle decomposition if the diagonal elements of L are set to 1, and the Crout decomposition if the diagonal elements of U are set to 1. The upper triangular matrix that results from performing Gaussian elimination is the same as the matrix U obtained from the Doolittle decomposition.
Once an LU decomposition has been determined, a forward substitution step followed by a backward substitution is usually su cient to determine the solution of the system of equations. For example, suppose we are required to solve Ax = b with det(A) 6 = 0 and b 6 = 0 and suppose further that the decomposition A = LU is available so that LUx = b. By setting Ux = z, the vector z may be obtained by forward substitution on Lz = b, since both L and b are known quantities. The solution x may subsequently be obtained from Ux = z by backward substitution since by this time both U and z are known quantities.
However, in the case of the numerical solution of Markov chains, the system of equations, Q = 0, is homogeneous, i.e. b = 0, and the coe cient matrix is singular. In this case, the nal row of U (if the Doolittle decomposition has been performed) is equal to zero. Proceeding as indicated above for the non-homogeneous case, we have Q T x = (LU)x = 0: (7) If we now set Ux = z and attempt to solve Lz = 0 we nd that, since L is non-singular, we must have z = 0. Let us now proceed to the back substitution on Ux = z = 0 when u nn = 0. It is evident that we may assign any non-zero value to x n , say x n = , and then determine, by simple back-substitution, the remaining elements of the vector x in terms of . We have x i = c i for some constants c i ; i = 1; 2; :::; n, and c n = 1. Thus the solution obtained depends on the value of . There still remains one equation that the elements of a probability vector must satisfy, namely that the sum of the probabilities must be one. Consequently, normalizing the solution obtained from solving Ux = 0 so that the conservation of probability condition holds, yields the desired unique stationary probability vector corresponding to the in nitesimal generator Q.
An alternative approach to this use of the normalization equation is to replace the last equation of the original system with e = 1. If the Markov chain is irreducible, this will ensure that the coe cient matrix is non-singular. Furthermore, the system of equations will no longer be homogeneous (since the right hand side is now e n ), and so the solution may be computed without problem.
Of course, it is not necessary to replace the last equation of the system by the normalization equation. Indeed, any equation could be replaced. However, this is generally undesirable, for it will entail more numerical computation. For example, if the rst equation is replaced, the rst row of the coe cient matrix will contain all ones and the right hand side will be e 1 . The rst consequence of this is that during the forward substitution stage, the entire sequence of operations must be performed to obtain the vector z; whereas if the last equation is replaced, it is simply possible to read o the solution immediately, i.e. z 1 = z 2 = :::z n?1 = 0 and z n = 1. The second and more damaging consequence is that substantial ll-in will occur since a multiple of the rst row which contains all ones must be added to all remaining rows and a cascading e ect will undoubtedly occur in all subsequent reduction steps.
Inverse Iteration
Inverse iteration is the method of choice for the direct solution of Q = 0. Although this may sound rather like a contradiction in terms, we shall see that inverse iteration, when applied to an in nitesimal generator matrix Q to obtain the stationary probability vector requires only a single iteration to determine at least as accurately as any of the aforementioned direct methods. In fact, this method simply reduces to the standard LU decomposition method with special treatment of the zero pivot and the right-hand side vector.
Consider an iterative scheme based on the relation x (k) = (Q T ? I) ?1 x (k?1) :
(8) Let x (0) be an arbitrary column vector that can be written as a linear combination of the right-hand eigenvectors of Q T ; i.e.
where the vectors v i are the right eigenvectors of the matrix Q T corresponding to the eigenvalues i ; i.e Q T v i = i v i ; i = 1; 2; :::; n: (10) Then
(12) for 1 r n. Consequently, if for all i 6 = r, j r ? j << j i ? j convergence to the eigenvector v r is rapid since ( r ? )=( i ? )] k will rapidly tend to zero. If = r , then the summation in equation (12) is zero and the eigenvector v r will be obtained to full machine precision in a single iteration.
Note that when implementing inverse iteration, there is no need to explicitly form the inverse of the shifted matrix (Q T ? I). Instead, the approach to be adopted is to solve the set of linear equations
This is obviously identical to the original formulation in equation (8) should be replaced by a small value . This should be chosen as the smallest representable number such that 1 + > 1 on the particular computer being used. After one iteration, this approach results in a vector which when normalized yields a very accurate eigenvector. In our particular case we are looking for the right eigenvector corresponding to the zero eigenvalue of Q T . Therefore, letting = 0 in the iteration formula, we get
(13) and thus we are simply required to solve Q T x (1) = x (0)
Note that choosing x (0) = e n reduces the amount of computation involved. With the Doolittle decomposition, the iteration reduces to the back substitution step Ux (1) = 1 e n ;
An appropriate normalization of x (1) will yield the stationary probability vector, i.e.
The stability of methods for determining LU decompositions in solving general systems of equations, Ax = b, depends on the growth factor, , (Wilkinson, 1965) . If A (k) denotes the matrix obtained after k steps of Gaussian elimination, with A (1) = A, then = max ijk ja (k) ij j max ij ja ij j :
Observe that this measures the maximum increase in the size of the elements during the decomposition and that 1; hence the term growth factor. The purpose of pivoting is to prevent the growth factor from becoming too large and bounds have been computed when both complete and partial pivoting are used, (Wilkinson, 1965) . However, when solving Markov chains using a direct LU decomposition, it is not necessary to pivot for stability. The results in Funderlic et al. (1982) show that = 1 when solving Q = 0 without pivoting. In other words, there is no growth factor. The method is said to be unconditionally stable, (Stewart, 1973; pp. 148-158) .
Before leaving the subject of stability, we would like to draw attention to the implementations of backward Gaussian elimination in Grassmann et al. (1985) and Sheskin (1985) . In these implementations the diagonal elements are obtained by summing the o -diagonal elements rather than performing one subtraction for it is known that subtractions can sometimes lead to large errors.
Compact Storage Schemes for Direct Methods
Frequently the matrices generated from Markov models are too large to permit regular twodimensional arrays to be used to store them in computer memory. Since these matrices are usually sparse, it is economical, and indeed necessary, to use some sort of packing scheme whereby only the non-zero elements and their positions in the matrix are stored. One of the most commonly used storage schemes for sparse matrices is the row sparse compact storage, sometimes referred to as the a; ja; ia scheme (Du , 1986) . This involves the use of a real array A(1 : NZ) containing the non-zero elements of the matrix, stored row-wise, an integer array JA(1 : NZ) containing the column positions of the corresponding elements in the real array A, and nally a pointer integer array IA(1 : N + 1) the i-th element of which points to the beginning in the arrays A and JA of the consecutive rows.
When a direct equation solving method is to be applied, provision usually must be made to include elements which become non-zero during the reduction and somewhat less important to remove elements which have been eliminated. If memory locations are not urgently required, the easiest way of removing an element is to set it to zero without trying to recuperate the words which were used to store the element and its location pointers. To include an element into the storage scheme, either some means of appending this element to the end of the storage arrays must be provided, or else su cient space must be left throughout the arrays so that ll-in can be accommodated as and when it occurs. The rst usually requires the use of link pointers and is most useful if the non-zero elements are randomly dispersed throughout the matrix, while the second is more useful if the pattern of non-zero elements is rather regular. If the non-zero elements lie close to the diagonal, then bandwidth schemes may be e ective, (Du , 1986) .
When applying direct equation solving methods such as Gaussian elimination, it is usually assumed that the complete set of linear equations has already been derived and that the entire coe cient matrix is stored somewhere in the computer memory, albeit in a compact form. The reduction phase begins by using the rst equation to eliminate all non-zero elements in the rst column of the coe cient matrix from column position 2 through n. More generally, during the i th reduction step, the i th equation is used to eliminate all non-zero elements in the i th column from positions (i + 1) through n. It is known that the pivot elements are always non-zero, and thus the reduction will not break down.
However, since we are responsible for both the initial generation of the system of equations and for its solution, it is possible to envisage an alternative approach, and one which has several advantages over the traditional method outlined above. Assume, as is usually the case, that the coe cient matrix can be derived row by row. Then, immediately after the second row has been obtained, it is possible to eliminate the element in position (2,1) by adding a multiple of the rst row to it. This process may be continued so that when the i-th row of the coe cient matrix is generated, rows 1 through (i ? 1) have been derived and are already reduced to upper triangular form. The rst (i ? 1) rows may therefore be used to eliminate all non-zero elements in row i from column positions (i; 1) through (i; i ? 1), thus putting it into the desired triangular form. Note that since this reduction is performed on Q T , it is the columns of the in nitesimal generator that are required to be generated one at a time and not its rows.
This method has a distinct advantage in that once a row has been generated in this fashion, no more ll-in will occur into this row. It is suggested that a separate storage area be reserved to hold temporarily a single unreduced row. The reduction is performed in this storage area. Once completed, the reduced row may be compacted into any convenient form and appended to the rows which have already been reduced. In this way no storage space is wasted holding subdiagonal elements which, due to elimination, have become zero, nor in reserving space for the inclusion of additional elements. The storage scheme should be chosen bearing in mind the fact that these rows will be used in the reduction of further rows and also later in the algorithm during the back-substitution phase.
Since the form of the matrix will no longer be altered, the e cient storage schemes which are used with many iterative methods can be adopted. Note that this approach can not be used for solving general systems of linear equations because it inhibits a pivoting strategy from being implemented. It is valid when solving irreducible Markov chains since pivoting is not required in order that the LU decomposition of an in nitesimal generator matrix Q T be performed in a stable manner.
Later in this paper, we report on our computational experience with a direct method programmed according to the guidelines given above. Speci cally, we implemented a sparse inverse iteration algorithm called GE (for Gaussian Elimination). This program accepts the transpose of a transition rate matrix which is stored in the usual row compact form (Du , 1986) . It extracts each row of Q T one at a time, expands this row into a vector of length n and performs reductions on it by adding multiples of previously reduced rows. When the reduction is completed, the reduced row is compacted once again and appended to previously reduced rows. The multipliers are not kept. As is shown later, this method works extremely well for small and medium sized problems (less than 2,500 states), but it requires too much memory when large problems are involved. We also experimented with the software package MA28, but its performance was always inferior to that of GE. The reason is that GE was designed uniquely for Markov chain problems, while MA28 was designed as a general purpose sparse linear equation solver. In a wide variety of other problems, MA28 has been used very successfully (Ng, 1989) . We stress that GE should not be used to solve systems of equations which require pivoting.
3 Single vector iterations
The power method
The simplest iteration method for computing the dominant eigenvector of a matrix A is the single vector iteration x (k+1) = 1 (k) Ax (k) where (k) is a normalizing factor, typically the component of the vector Ax (k) that has the largest modulus. One problem with this simple scheme is that its rate of convergence can be very slow. The convergence factor for the dominant eigenvalue 1 is given by 2 = 1 , where 2 is the subdominant eigenvalue. In situations where the eigenvalues cluster around 1 , as is the case for nearly decomposable systems, the convergence can be unacceptably slow.
For our situation the matrix of interest A is P T . Since we know that the matrix has row sums equal to 1 and has 1 as the dominant eigenvalue, we can safely skip the normalizing factor and the above iteration takes the form
Gauss-Seidel iteration and Successive Overrelaxation
Relaxation schemes are based on the decomposition Q T = D ? E ? F where D is the diagonal of Q T , ?E is the strict lower part of Q T and ?F its strict upper part. The Gauss-Seidel iteration then takes the form
(19) This corresponds to correcting the j-th component of the current approximate solution, for j = 1; 2; ::n, i.e., from top to bottom, by making the j-th component of the residual vector equal to zero. To denote speci cally the direction of solution this is sometimes referred to as forward Gauss-Seidel. A backward Gauss-Seidel iteration takes the form (20) and corresponds to correcting the components from bottom to top.
Note that convergence of the above (forward) iteration is governed by the spectral radius of (D ? E) ?1 F. Convergence may sometimes be improved by using the alternative splitting
which leads to the iteration, called successive overrelaxation, (SOR)
A backward SOR relaxation may also be written. For many problems there exist some value of ! which provides the best possible convergence rate. The resulting optimal convergence rate can be a considerably improvement over Gauss-Seidel. The choice of an optimal, or even a reasonable, value for ! has been the subject of much study, especially for problems arising in the numerical solution of partial di erential equations (Young, 1971) . Although some results have been obtained for certain classes of matrices, little is available at present for arbitrary non-symmetric linear systems.
As a general rule, it is best to use a forward iterative method when the preponderance of the elemental mass is to be found below the diagonal for in this case, the iterative method essentially works with the inverse of the lower triangular portion of the matrix and intuitively, the closer this is to the inverse of the entire matrix, the faster the convergence. On the other hand, the backward iterative schemes work with the inverse of the upper triangular portion and these methods work best when the non-zero mass lies above and on the diagonal. We point out that some specialized counter examples exist which makes the above recommendations only rules of thumb.
Some limited information is available on the e ect of the ordering of the state space on the convergence of these iterative methods. Examples are available in which Gauss-Seidel works extremely well for one ordering but not at all for an opposing ordering, (Mitra, 1988) . In these examples the magnitude of the non-zero elements appears to have little e ect on the speed of convergence. It appears that an ordering that in some sense preserves the direction of probability ow works best, (Mitra, 1988) .
SSOR Iteration
The Symmetric Successive Overrelaxation method (SSOR) (Young, 1971) consists of following a relaxation sweep from top down by a relaxation sweep from bottom up. Thus, the case ! = 1 corresponding to a SGS (Symmetric Gauss Seidel) scheme would be as follows:
(23) while for arbitrary !, it is:
The main attraction of SSOR schemes is that the iteration matrix is similar to a symmetric matrix when the original matrix Q T is symmetric. This situation rarely occurs in Markov chain models. SSOR does however, help to reduce poor convergence behavior that results from a badly ordered state space.
Preconditioned power iterations
As was already mentioned the power method can be extremely slow to converge when the subdominant eigenvalue is very close to one. The relaxation schemes described above typi-cally have a better convergence rate. This means that the iteration matrices corresponding to these schemes have an eigenvalue 2 farther away from 1 than the original matrix.
Preconditioning is a technique whereby the original system of equations is modi ed in such a way that the solution is unchanged but the distribution of the eigenvalues is better suited for iterative methods. In a general context, a preconditioning technique consists of replacing a system Ax = b by a modi ed system such as M ?1 Ax = M ?1 b. Here M is a preconditioning matrix for which the solution of Mx = y is inexpensive. When A is singular and b is zero, the method turns out to be equivalent to the power method applied to the matrix (I ? M ?1 A).
We have seen that for the numerical solution of Markov chain problems, the power method may be written as
Here preconditioning involves premultiplying the matrix Q T with a matrix M ?1 , generally chosen so that M approximates Q T but is such that its LU decomposition can be e ciently determined. In this case, the iteration matrix, (I ?M ?1 Q T ) has one unit eigenvalue and the remaining eigenvalues are (hopefully) all close to zero, leading to a rapidly converging iterative procedure. In this paper we refer to such methods as preconditioned power iterations, or xed point iterations.
3.5 Gauss-Seidel, SOR and SSOR preconditionings A look at (19) reveals an interesting connection with the power method. We can rewrite (19) as
Comparing this with equation (18), we observe that the above iteration is simply the power method applied to the matrix
Thus (D ? E) performs the role of the preconditioning matrix M. As a result we may view the Gauss-Seidel method as a preconditioned power iteration. It is an attempt to reduce 2 , without changing the eigenvector. The solution to the above system is identical with that of the original one. Its rate of convergence, on the other hand, may be substantially faster than that of the original problem. For this reason we will refer to the system (28) as the Gauss-Seidel preconditioned version of Q T x = 0. Similarly one can de ne an SOR preconditioning and an SSOR preconditioning.
ILU preconditioning
By far the most popular preconditioning techniques are the incomplete LU factorization techniques. These are sometimes also referred to as \combined direct-iterative" methods. Such methods are composed of two phases. First we start out by initiating an LU decomposition of Q T . At various points in the computation, non-zero elements may be omitted according to various rules. Some possibilities are discussed in the following paragraphs. In all cases, instead of arriving at an exact LU decomposition, what we obtain is of the form Q T = LU ? E where E, called the remainder, is expected to be small in some sense. When this has been achieved, the \direct" phase of the computation is completed. In the second phase, this (incomplete) factorization is incorporated into an iterative procedure by writing Q T x = (LU ? E)x = 0 and then using LUx (k+1) = Ex (k) or equivalently
as the iteration scheme. Note that this is the same as solving the preconditioned (from the left) system of equations U ?1 L ?1 Q T x = 0 by the power method.
In this paper we report on the numerical results obtained with three di erent incomplete factorizations. The rst has been widely discussed and found to be successful especially when applied to systems of equations that arise in the solution of elliptic partial di erential equations. Given the matrix Q T , this ILU factorization consists of performing the usual Gaussian Elimination factorization and dropping any ll-in during the process. In other words, Q T = LU + E (29) where L is unit lower triangular, U is upper triangular, and L+U has the same zero structure as the matrix Q T . This is referred to as ILU(0) or IC(0), for Incomplete Choleski, in the symmetric case.
If we denote by NZ(Q) the set of all pairs (i; j) for which q ij 6 = 0, then a formal description of the ILU(0) algorithm applied to a matrix Q is as follows. Note that the diagonal elements of U are not stored since they are known implicitly to be unity. l ik u kj * If (i j) then l ij = s * If (i<j) then u ij = s=l ii ILU(0) is known to exist for non-singular M-matrices (Meijerink and van der Vorst, 1977) . It may also be shown to exist for the matrix Q (and Q T ), by trivially extending the results in Axelsson and Barker (1984) , page 42.
The second incomplete factorization that we studied is a threshold based scheme. Here the decomposition proceeds in a manner similar to that described for the GE method of section 2.2. However, after a row of the matrix has been reduced and before that row is recompacted and stored, each non-zero element is examined. If the absolute value of any element in the row is less than a prespeci ed threshold, then it is replaced by zero. Similarly, if any of the multipliers formed during the reduction are less than the threshold, they are dropped from further consideration. The only exception to this drop threshold are the diagonal elements which are kept no matter how small they become. We refer to this incomplete factorization technique as ILUTH.
The nal type of incomplete factorization which we examined, is based on a realization that only a xed amount of memory may be available to store the incomplete factors, L and U, so only a xed number of non-zero elements are kept in each row. These are usually chosen to be the largest in magnitude. The algorithm proceeds in the same way as ILUTH. When a row has been reduced, a search is conducted to nd the K largest elements in absolute value. This search is conducted over both the multipliers and the non-zero elements to the right of the diagonal element. As before, the diagonal elements are kept regardless of their magnitude. In our experiments, this incomplete factorization is referred to as ILUK.
Although the above three ILU factorizations are the only ones we considered, there are other possibilities. For example, some ILU-based methods make use of the symmetric zero structure of a matrix (Funderlic and Plemmons, 1984) . In other words, LU is the exact decomposition of the symmetric non-zero portion of the matrix. W = LU is chosen as w ij = q ji if q ij q ji 6 = 0; w ij = 0 otherwise; and now standard symmetric ordering schemes, such as those available in SPARSPAK, can be modi ed and used quite e ectively. However, we believe that ILU0, ILUTH and ILUK will be the most e ective for Markov chain problems.
Projection Techniques

General projection processes
The basic idea of projection techniques is quite simple. They consist of approximating the exact solution from a sequence of approximations which are taken from small dimension subspaces. These projection steps are repeated until convergence is reached. The various projection methods di er in the way the subspaces are selected and on how the approximations are extracted from them. Therefore a basic projection step is de ned formally with two objects: a subspace K of dimension m from which the approximation is to be selected and another subspace L that will set the constraints that are necessary to extract the approximation from K. The constraints most commonly used are orthogonality type constraints. 
If a good initial guess x 0 to the system is known, then we may seek a correction to x 0 such that x 0 + is a solution, i.e., A(x 0 + ) = b. As a result, if we set r 0 b ? Ax 0 , the projection step must applied to the system A = r 0 ;
to compute the unknown vector . Note that what we have just described is a basic projection step. As was already mentioned, most methods require a sequence of such steps, in which the most recent approximation is used as an initial guess. Therefore, a general projection algorithm is as follows: 
The early projection methods proposed for linear systems involved mostly one-dimensional projection processes. For example for symmetric positive de nite matrices the well-known steepest descent algorithm consists of taking L = K at every step, and choosing K to be the (one-dimensional) subspace spanned by the current residual vector, r = b ? Ax. From the previous expressions, we immediately see that the corresponding iteration takes the form x x + r where = krk 2 =(Ar; r):
Here, and in what follows, we adopt the usual notation, (s; r), to represent the inner product r T s.
Denoting the exact solution by x , an important property of the steepest descent algorithm relates to the function f(x) = 1 opposite to that of the gradient of f and it is well known that this represents the direction of greatest rate of reduction for f. It can be easily shown that each iteration of the algorithm takes a step in this favorable direction and minimizes the above A-norm of the error in this direction (hence the name`steepest descent' algorithm).
This optimality property is shared by many of the projection methods in the symmetric positive de nite case. For example, the conjugate gradient algorithm minimizes the Anorm of the error in the so-called Krylov subspace spanfr; Ar; : : :; A m?1 rg. Generally, for matrices that are symmetric positive de nite, it can be shown that the optimality property just mentioned is true whenever L = K, i.e., in this situation the A-norm of the error is minimized in the subspace K. For nonsymmetric problems, taking L = K does not entail any such optimality property. In fact the A-norm may be degenerate if A is not positive de nite. In this case a common alternative is to de ne projection methods that attempt to minimize the 2-norm of the residual vector, b ? Ax, instead of the A-norm of the error. One such method is the GMRES algorithm (Saad and Schultz, 1986 ) which will be described in Section 5.4.
Projection methods for the eigenvalue problem Ax = x can be de ned similarly. Here, we seek an approximate eigenvalue 2 C and an approximate eigenvector x 2 K such that the residual vector Ax ? x is orthogonal to a subspace L.
Writing This is then referred to as an orthogonal projection process.
The minimum assumptions that must be made in order for these projection processes to be feasible are that W T AV be non-singular for linear systems and that W T V be nonsingular for eigenvalue problems. We point out that we are free to take either of the two viewpoints: eigenvalue problem or linear systems. The only potential problem is that for the linear systems approach, the original linear system is homogeneous (b = 0) and this may cause some di culties when de ning the projected problem.
We next describe a few of these approaches and discuss how preconditioning can be incorporated.
Subspace Iteration
One of the simplest methods for computing invariant subspaces is the so-called subspace iteration methods well-known to structural engineers. In its simplest form the subspace iteration can be described as follows: (see Jennings and Stewart, 1981 and Stewart, 1976 The above algorithm utilizes the matrix A only to compute successive matrix by vector products w = Av, so sparsity can be exploited. However, it is known to be a slow method, often much slower than some of the alternatives to be described next. In fact a more satisfactory alternative is to use a Chebyshev-Subspace iteration: step 2 is replaced by X = t k (A)V 0 , where t k is obtained from the Chebyshev polynomial of the rst kind of degree k, by a linear change of variables. The three-term recurrence of Chebyshev polynomial allows to compute a vector w = t k (A)v at almost the same cost as A k v. Performance can be dramatically improved. Details on implementation and some experiments are described in Saad (1984) .
Arnoldi's method
A second technique used in the literature is Arnoldi's method (Arnoldi, 1951; Saad, 1980) which is an orthogonal projection process onto K m = spanfv 1 As m increases, the eigenvalues of H m that are located in the outmost part of the spectrum start converging towards corresponding eigenvalues of A. In practice, however, one di culty with the above algorithm is that as m increases, cost and storage increase rapidly. One solution is to use the method iteratively: m is xed and the initial vector v 1 is taken at each new iteration as a linear combination of some of the approximate eigenvectors. Moreover, there are several ways of accelerating convergence by preprocessing v 1 by a Chebyshev iteration before restarting, i.e., by taking v 1 = t k (A)z where z is again a linear combination of eigenvectors.
A technique related to Arnoldi's method is the non-symmetric Lanczos algorithm (Parlett et al., 1985; Cullum and Willoughby, 1984) which delivers a non-symmetric tridiagonal matrix instead of a Hessenberg matrix. Unlike Arnoldi's process, this method requires multiplications by both A and A T at every step. On the other hand it has the advantage of requiring little storage (5 vectors). Although no comparisons of the performances of the Lanczos and the Arnoldi type algorithms have been made, the Lanczos methods are usually recommended whenever the number of eigenvalues to be computed is large which does not correspond to the situation under consideration.
GMRES for singular systems
In this section we adopt the viewpoint that we are trying to solve the homogeneous system
As before, we assume that Q is singular and that equation (36) has a non-trivial solution.
We now show how to use standard Krylov subspace methods to solve (36). We start by describing the GMRES algorithm for solving the more common linear system Ax = b: (37) in which A is non-singular. GMRES is a least squares procedure for solving ( (Saad and Schultz, 1985) .
A brief description of the GMRES algorithm follows. Details can be found in Saad and Schultz (1986) .
Algorithm: GMRES Each outer loop of the above algorithm, i.e., the loop consisting of steps 2, 3, and 4, is divided in two main stages. The rst stage is an Arnoldi step and consists of building a basis of the Krylov subspace K m . The second consists of nding in the a ne space x 0 + K m the approximate solution x m which minimizes the residual norm. This is found by solving the least squares problem of size m+1 of step 3, whose coe cient matrix is the upper Hessenberg matrix H m .
In practice one may compute progressively the QR factorization of the matrix H j for j = 1; : : : m of stage 2 and this allows to obtain the residual norm of the corresponding approximate solution x k at every step without having to compute x k , (Saad and Schultz, 1986) . As a result one can stop as soon as the desired accuracy is achieved.
GMRES is theoretically equivalent to GCR (Elman, 1982) and to ORTHODIR (Hageman and Young, 1981) but is less costly both in terms of storage and arithmetic (Saad and Schultz, 1986) . Moreover, it can be shown that, in exact arithmetic, the method cannot break down although it may be very slow or even stagnate in cases when the symmetric part of the matrix is not positive de nite.
We now go back to the situation of singular systems of the form (36). In the case where the right-hand side b is zero and the matrix A is singular in (37), the above algorithm can be used as is to compute the approximate solution of (36) for the matrix A = Q T . The only condition is to take x 0 6 = 0 to avoid a break down in the rst step. From what was said earlier, the algorithm will compute an approximate solution by attempting to minimize kQ T xk 2 over the a ne subspace x 0 + spanfr 0 ; Q T r 0 ; :::; (Q T ) m?1 r 0 g which is typically of dimension m when r 0 = Q T x 0 is non-zero. Thus whenever x 0 6 = 0 one can expect the method to work without any di erence with the non-homogeneous case. It is subject to the same conditions of breakdown as the usual GMRES algorithm for general linear systems: the only possible cases of break-down is when the initial vector r 0 has minimal degree not exceeding m ? 1 with respect to Q T . In this case K m becomes invariant under Q T and the algorithm stops prematurely, delivering the exact solution. However, this happens very rarely in practice.
Preconditioned Arnoldi and GMRES Algorithms
Preconditioning techniques can also be used to improve the convergence rates of Arnoldi's method and GMRES. This typically amounts to replacing the original system (36) by, for example, the system, M ?1 Q T x = 0 (40) where M is a matrix such that M ?1 w is inexpensive to compute for any vector w.
Thus in both the Arnoldi and the GMRES case, we only need to replace the original matrix Q T in the corresponding algorithm by the preconditioned matrix M ?1 Q T . We may also precondition from the right, i.e., we may replace Q T by Q T M ?1 thus solving a system of the form Q T M ?1 z = 0. We should note that the solution to the original problem is M ?1 z, which requires a solve with M at the end of a projection loop. On the other hand the computation of the initial residual Q T x 0 = Q T M ?1 Mx 0 does not require such a solve, in contrast with left preconditioning. Thus both versions require the same number of matrixvector products and M-solves.
If M = LU then the preconditioning can also be split between left and right, by replacing the original matrix by the preconditioned matrix L ?1 Q T U ?1 .
Numerical tests
In this section we report on some numerical tests to compare the methods described in this paper. We consider three realistic test problems arising from three di erent applications. The tables at the end of this paper present the results obtained when di erent numerical solution procedures were used to solve these queueing models. The tests were conducted on a Ardent Titan superworskation with two processors using double precision. The compiler optimization option used was always -O3, i.e., the highest.
Before examining the examples and the results, we would like to comment on the accuracy of the results obtained. For iterative schemes, the stopping criterion was based on the residual Q, where is the most recent approximation, and not on the norm of the di erences of two consecutive iterates. In order to be able to compare the accuracy obtained with all the methods, this residual is again computed by all of the methods, once a solution has been obtained. This means that the comparison for accuracy resulting from di erent methods on the same problem is consistent.
Note, however, that residuals are not su cient to estimate the number of signi cant digits in the solution. Observe that in table 1, the residual norm is not always less than 10 ?10 , the tolerance requested of the method. For example, using SOR with ! = 1:5, the residual after the maximum number of iterations permitted (1000) is 0.140E-03. This should not be taken to mean that the computed solution is correct to three decimal places. In fact, in this particular example, an examination of the queue length distributions shows that the computed probability vector has no decimal places of accuracy. The reason is that this problem is somewhat ill-conditioned, and a small residual does not necessarily indicate a small error in the solution. We cross-validated all our results and it was found that in the tables that follow, the answers obtained are indeed correct when the method converges in less than the maximum number of iterations. This may be explained by noting that the condition numbers are always less than 10 +5 and the residuals are never greater than 10 ?10 . This guarantees at least 5 correct decimal places of accuracy. In actual fact, we generally found around 8 correct decimal digits. No conclusions should be drawn about the accuracy of the solution in other cases (i.e. when the algorithm failed to satisfy the residual requirement in less than the maximum number of iterations). Note that this does not exclude the possibility of having some decimal digits correct when the maximum number is attained, as indeed is the case of example 1 using SOR with ! = 1:9. The reader is simply urged to use caution in interpreting results in instances in which the maximum number of iterations was reached. A queue of requests is associated with each device and the scheduling is assumed to be FCFS (First Come First Served). When a command is generated, the user at the terminal remains inactive until the system responds. Symbolically, a user having generated a command enters the CPU queue. The behavior of the process in the system is characterized by a compute time followed either by a page fault, after which the process enters the SM queue, or an input/output ( le request) in which case the process enters the FD queue. Processes which terminate their service at the SM or FD queue return to the CPU queue. Symbolically, completion of a command is represented by a departure of the process from the CPU to the terminals.
The degree of multiprogramming at any time is given by = n 0 +n 1 +n 2 , where n 0 ; n 1 and n 2 are respectively the number of processes in the CPU, SM and FD queues at that moment. If ( 0 ( )) ?1 is the mean service time at the CPU when the degree of multiprogramming is , then the probabilities that a process leaving the CPU will direct itself to the SM device or to the FD device are respectively given by p 1 ( ) = ( 0 q( )) ?1 and p 2 ( ) = ( 0 r( )) ?1 , where q( ) is the mean compute time between page faults, and r( ) is the mean compute time between i/o requests. The probability that the process will depart from the CPU queue to the terminals is given by p 0 ( ) = ( 0 c( )) ?1 = 1 ? p 1 ( ) ? p 2 ( ), where c( ) is the mean compute time of a process.
The parameter q may be represented as the Belady-Kuehner lifetime function, (Belady and Kuehner, 1969) , which for a process executing in memory space m is given by q = (m) k , where depends on the processing speed as well as on program characteristics, and k depends both on program locality and on the memory management strategy. If it is assumed that the total primary memory available is of size M and that it is equally shared among processes currently executing in the system, then q( ) = (M= ) k .
In order to perform the numerical analysis the model parameters were assigned speci c values. The mean compute time between page faults q( ), was obtained by setting = 0:01; M = 128, and k = 1:5 so that p 1 0 = (q( )) ?1 = 100( =128) 1:5 . The mean compute time between two i/o requests r( ), was taken as 20 msec. so that p 2 0 = 0:05, and the mean compute time of a process, c( ) was taken equal to 500 msec giving p 0 0 = 0:002. The mean think time of a user at a terminal was estimated to be of the order of ?1 = 10 secs, the mean service time of the SM was taken as ?1 1 = 5 msec and that of the FD to be ?1 2 = 30 msec.
The model was solved for 20 users in the system, yielding a stochastic matrix of order 1,771 with 11,011 non-zero elements and also for the case of 50 users, yielding a matrix of order 23,426 with 156,026 non-zero elements.
It should be noted that this model is not amenable to solution by analytic techniques, since the CPU service time distribution depends on the degree of multiprogramming , i.e. on the sum of the number of processes in three distinct queues.
Results for Example 1
We now begin our examination of the results of example 1. The GE method requires the least amount of time, but the largest amount of additional memory. This is what we should expect.
The SOR and SSOR methods do not perform satisfactorily at all. This is because the matrix is nearly completely decomposable into 21 components, yielding 21 eigenvalues pathologically close to unity.
The only xed point iteration scheme that is successful is when a threshold based preconditioner is used, with a threshold value of = 10 ?4 . Here the time is about four times as long as GE but the additional memory requirement is 20 percent that of GE.
The method of Arnoldi fails completely to converge. However, PCARN (Preconditioned Arnoldi) works rather well for all preconditioners and, at least for this example, appears to provide the best processing time/memory trade-o . In fact, in all of the tests, this method is the only one that never failed to yield satisfactory results. We shall see that in one case it had not quite converged in the maximum number of iterations, but even here, the method was in the process of converging.
Preconditioned GMRES performs satisfactory for all but a few cases. Its performance using the ILUK preconditioner is very similar to that of PCARN. In other cases it performs less well than PCARN.
Finally, GMRES preconditioned with SOR fails completely.
Only a selected few methods were applied to the solution of the larger instance of this model, (with 50 customers and a stochastic matrix of order 23,426 with 156,026 non-zero elements). In this case, the parameters of PCARN and GMRES were chosen so that the additionally memory is roughly equivalent for all preconditioners. PCARN with either ILU0 or ILUK appear to be the winners.
We were interested in nding out how the methods would compare when this example was not NCD. So we arti cially adjusted the parameters of the model to ensure this would not happen, (by setting the mean think time, = :01 and p 1 0 = 1). Tables 3 and 4 give the results obtained under these circumstances. Note that all the methods now work, for all cases, and it becomes extremely di cult to choose a best method.
Example 2: A Telecommunications Model.
The model in the gure below has been used to determine the e ect of impatient telephone customers on a computerized telephone exchange (Boyer et al., 1988) . In this model a request is made by a customer for service. The customer is prepared to wait for a certain period of time to get a reply. If at the end of that period, the reply has not arrived, the customer may either give up and leave the network or else wait for some period of time before trying again. Station S2 represents a node dedicated to a special processing task and required by all customers. These customers are processed by a single server according to a processor sharing discipline. Each customer possesses a limited amount of patience which is de ned as an upper bound on its service duration; when his patience is exhausted, the customer simply gives up processing.
This impatient customer may simply quit the network (with a xed probability, 1 ? h; otherwise it joins an in nite server station S1 where it remains for a certain period, called the thinking time, and then re-joins station S2 for another attempt.
A state of this network may be described by the pair (i; j) where i, (respectively j) is the number of customers in station S1, (respectively S2) When j 1, the probability of a service completion in S2 between t and t + dt is dt a departure due to impatience between t and t + dt is j dt. When i 1, the probability of a departure from S1 between t and t + dt is i dt. External arrivals to S2 are assumed to be Poisson at rate A To obtain a nite Markov chain, we assume that K1 is the maximum number of customers permitted in station S1 and K2 is the maximum permitted in S2. Customers arriving to a full station are lost. In the model, it is important to choose values of K1 and K2 large enough so that the probability of saturation is negligible, say less than 10 ?10 . This truncation of the state space will therefore have little e ect and the resulting steady state probabilities may be taken as an accurate approximation of those of the in nite capacity network.
The following are realistic values as taken from the various reports of Boyer and his colleagues. A = 0:6; = 1:0; = 0:05; h = 0:85 and = 5:0. They are the values which we used in our experiments. The values of K1 and K2 were varied to obtain matrices of di erent order. First we set K1 = 10 and K2 = 220 which gave a stochastic matrix of order 2,431 with 11,681 non-zero elements and secondly we used the values 30 and 550 respectively, which resulted in 17,081 states and 84,211 non-zero elements.
Results for Example 2
Tables 5 and 6 below show the results obtained for this example.
On both the large and the small example, the method of Gaussian elimination performs exceptionally well from the point of view of computation time. More surprisingly, the amount of additional memory required was smaller than that needed by the preconditioned Arnoldi and GMRES for the smaller case. It was less than twice that needed by these methods for the larger case. For this example, GE must be considered the method of choice. A close investigation of the transition matrix shows that it has a rather narrow bandwidth structure which, as we have already discussed, is ideal for the GE method.
Once again the SOR methods are not very successful. An examination of the results does however show that some small number of digits of accuracy have been obtained which indicates that given su cient iterations these methods might indeed converge.
The xed point iterations succeed, by and large, in obtaining the correct solution in under the maximum number of iterations permitted, but the time taken is very long when compared to GE.
The method of Arnoldi fails completely. However the preconditioned Arnoldi provides the only competition for GE. In an about face for iterative methods, they require more additional memory than GE.
For two sets of parameters, the preconditioned GMRES methods are comparable with PCARN. However, in the other cases they fail. PCARN must be considered to the more robust. GMRES preconditioned with SOR and SSOR is not any more successful.
The same type of comments can be made about the results obtained for the larger model. The only modi cation is that in two cases, the xed point iterations become more competitive with the preconditioned Arnoldi. 5.3 Example 3: A Multi-Class, Finite Bu er, Priority System. This model, like model number 2, is also taken from the telecommunications literature. The model consists of a single service center at which two identical servers provide service to two di erent classes of customer. The service rates may di er for each class ( 1 and 2 , but both are exponentially distributed. The arrival processes of the two classes is not exponential. It has often been observed that teletra c is rather bursty in nature and to take this into e ect, hyper-exponential interarrival times with large coe cients of variance have been associated with these arrival processes.
Class-one customers are assumed to have a high priority. An arriving class-one customer is inserted in the queue before all class-two customers. An idle server will only serve a classtwo customer if there are no class-one customers waiting. However, once a server begins to provide service to a class-two customer, it will continue to serve that customer even if a classone customers arrives and is forced to wait; in other words, the service is non-preemptive.
The e ect of the limited capacity bu er is to restrict the number of customers that can enter the system. Class-two customers that arrive to a full bu er are simply lost. If the bu er is full and contains both class-one and class-two customers, an arriving class-one customer will displace a class two-customer. This class two-customer is therefore lost. A class-one customer that arrives to a system that is full of class one-customers is lost. Figure 3 represents, schematically, this model. A six-component vector is required to represent any state of the Markov chain which underlies this model. Components 1 and 2 may be used to denote the phase of the arrival process for each of the two classes respectively. Similarly, components 3 and 4 may be used to represent the number of customers of class 1 and class 2 that are already in the system. Components 5 and 6 may be used to indicate the condition of the two servers (viz: idle, serving a class 1 customer, serving a class 2 customer). Since the bu er is nite, only a nite number of states will be generated. As in the other two examples, we generated two di erent sizes of Markov chains from this model. First we set the bufer size to 16, which generated 1,940 states and 12,824 non-zero elements. Second we set the bu er size to 50 and obtained a matrix of order 19,620 with 131,620 non-zero elements.
The following values for the parameters indicated on the gure were obtained from Perros (1990) , as representative of values currently used by teletra c specialists. 1 = :00138; 2 = :0000000076; p = :9999, 1 = :00396; 2 = :000000018; q = :999995, 1 = 0:002222; 2 = 0:002222.
Results for Example 3
Tables 7 and 8 below show the results obtained for this example.
This example shows the GE method in its worst light. The time is greater than that of most of the preconditioned Arnoldi and GMRES methods. Worse than that, its additional memory requirements are an order of magnitude greater. This matrix is not as well structured as that of example 2 and consequently a lot of ll-in occurs. Once again the (S)SOR methods fail to converge. The same thing happens when they are used as preconditioners for GMRES. Preconditioned Arnoldi and GMRES perform best, with the sole exception of the ILU0 preconditioner and GMRES. The xed point iteration method also fails when this preconditioner is used. It also fails when the preconditioner used if that obtained when only the largest ve elements per row are kept.
In the larger example, the xed point iteration method performs well. Observe however, the rather large amount of additional memory needed when a threshold of 10 ?3 is used in ILUTH. We would like to point out that although PCARN failed to satisfy the tolerance criteria in less that 1000 iterations, it had in fact almost converged.
An interesting observation may be made about preconditioners based on the results presented in tables 7 and 8. When the ILUTH preconditioner is used with PCARN or GMRES (see table 7) or with FXPTIT (see table 8) a \better" preconditioner obtained using = 0:001 performs less well than the preconditioner obtained with = 0:01. With the smaller threshold value we normally expect that, in the incomplete decomposition of Q T into LU + E, E will be smaller. However, because this example is ill-conditioned, U ?1 L ?1 is not necessarily closer to the inverse of Q T than the decomposition obtained with the larger threshold. We conclude that, for NCD problems, a smaller remainder in an incomplete factorization does not necessarily yield a better preconditioner. We have observed that in cases like this, when a very small threshold is speci ed, the residual will drop steeply after the rst iteration but will not improve substantially beyond that. Most often the residual oscillates around the value it acquires after the rst iteration.
This example, like example 1, is also nearly completely decomposable. If we proceed as we did with example 1 and modify the parameters to make it non-NCD, we get the results that are in tables 9 and 10. In this case all of the iterative methods behave satisfactorily.
Conclusion
In this paper we explored a wide variety of methods for the numerical solution of Markov chains. We tested these methods on three realistic problems. The question now arises as to which method is to be recommended to our readers? Unfortunately our results do not support the hypothesis that a single \black box" method is available. When the state space is small, or even for moderately sized problems in which the non-zero elements lie close to the diagonal, then a direct method such as Gaussian elimination should be chosen. However, in other cases, the issue is not so clear. When the matrix is reasonably well conditioned all of the methods perform more or less satisfactorily. When the matrix becomes NCD then there is a smaller choice. If forced to make a recommendation, the most robust method appears to be Preconditioned Arnoldi. It is often the fastest, and in all cases tested either converged within the speci ed number of iterations or was at least close to converging when the maximum was reached. None of the other methods can make this claim. Moreover, note that for the large problems, the preprocessing time to compute the ILUK and ILUTH incomplete factorizations can be high and even often far exceeds the time required in the iteration phase. It is possible that our implementations of the ILUK and ILUTH preprocessing phase could be improved. In obtaining these incomplete factorizations, a full vector is used to reduce each row. The threshold operations and the search for the k maximum elements are performed over this vector from the rst to the last non-zero position. If the reduced row contains many zeros, some savings could result by rst compacting the row.
We did not cover every possible solution method in this paper. Simultaneous iteration methods were not included because our experience over several years indicates that this is inferior to Arnoldi. The Bi-Conjugate Gradient method and the Conjugate gradient squared method, methods which have had much success in other domains, (Radicati and Robert, 1987) . were not included. In fact in our initial study, we programmed both these methods but found them unsatisfactory. Both failed to converge when applied to NCD problems and in other cases they performed less well than the methods examined in this report. Potentially competitive alternatives include the techniques based on polynomial acceleration of Arnoldi's method such as a hybrid Chebyshev-Arnoldi algorithm (Saad, 1984) . As a general rule however, we observe that the preconditioner makes a bigger di erence than the acceleration procedure itself. Thus, in many cases there is hardly any di erence between the performance of GMRES and PCARN when ILUTH is used with a small tolerance. When the preconditioner is excellent then the number of iterations required for convergence is very small and we expect that whichever iterative procedure is used, it will remain small. TOTAL TIME: Total running time for method on Ardent-Titan computer. SET-UP TIME: Time taken to compute preconditioner, if applicable. ITER. TIME: Time to perform "ITERS" iterations of the method.
NOTATION FOR TABLES
FLOPS:
The number of oating point operations performed by method.
ADDITIONAL MEMORY:
The amount of memory required by the algorithm in excess of the original matrix and a single vector.
ITERS:
The number of iterations performed by the method. An asterisk before this number means that it is the maximum number of iterations permitted.
RESIDUAL NORM:
The two norm of the product of the computed solution and transition rate matrix. The caption under each table indicates the order of the matrix N, and the number NZ of non-zero elements that it contains. 
