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Abstract
We introduce delta-graphic matroids, which are matroids whose bases form graphic delta-
matroids. The class of delta-graphic matroids contains graphic matroids as well as cographic
matroids and is a proper subclass of the class of regular matroids. We give a structural charac-
terization of the class of delta-graphic matroids. We also show that every forbidden minor for the
class of delta-graphic matroids has at most 48 elements.
1 Introduction
Bouchet [2] introduced delta-matroids which are set systems admitting a certain exchange axiom,
generalizing matroids. Oum [15] introduced graphic delta-matroids as minors of binary delta-matroids
having line graphs as their fundamental graphs. He proved that bases of graphic matroids form graphic
delta-matroids. It follows from the fact on delta-matroids that the class of matroids whose bases form
graphic delta-matroids is closed under taking dual and minors, and therefore it contains both graphic
matroids and cographic matroids. We introduce delta-graphic matroids as matroids whose bases form
a graphic delta-matroid.
Graphic delta-matroids are precisely binary delta-matroids whose fundamental graphs are pivot-
minors of line graphs [15] and therefore one can define delta-graphic matroids as binary matroids whose
fundamental graphs are pivot-minors of line graphs. See Section 2 for the definition of pivot-minors.
Our first theorem provides a structural characterization of delta-graphic matroids. A wheel graph
W is a graph having a vertex s adjacent to all other vertices such that W \ s is a cycle. In a wheel
graph, a spoke is an edge incident with s and a rim edge is an edge which is not a spoke.
Theorem 1.1. Let M be a connected matroid. Then M is delta-graphic if and only if M is obtained
from the cycle matroid of a minor of a wheel graph by gluing graphic matroids along rim edges with
2-sum and cographic matroids along spokes with 2-sum.
It follows that the class of delta-graphic matroids includes graphic matroids, cographic matroids,
and the 2-sum of a graphic matroid and a cographic matroid. Furthermore, delta-graphic matroids
are regular. Later we will see that not all regular matroids are delta-graphic.
As a side remark, there is a class of delta-matroids called regular delta-matroids, see [10, Chapter
6]. As regular matroids are precisely matroids whose bases form regular delta-matroids , there are
many open problems regarding regular delta-matroids extending theorems on regular matroids [10,
Page 66].
Our second theorem discusses forbidden minors for the class of delta-graphic matroids. Since
delta-graphic matroids are binary, by the well-quasi-ordering theorem for binary matroids announced
by Geelen, Gerards, and Whittle [11], there exists a finite list of binary forbidden minors for the class
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of delta-graphic matroids. Together with U2,4, there exists a finite list of forbidden minors for the class
of delta-graphic matroids. However, their theorem does not provide an explicit list or an upper bound
on the size of forbidden minors. We prove that each forbidden minor for the class of delta-graphic
matroids has at most 48 elements. With a finer but longer analysis, it may be possible to find an
explicit list of forbidden minors.
Theorem 1.2. If M be a matroid which is minor-minimally not delta-graphic, then |E(M)| ≤ 48.
We remark that it is unknown whether the list of forbidden minors for the class of graphic delta-
matroids is finite. Oum [16] conjectured that graphs are well-quasi-ordered under the pivot-minor
relation and if this conjecture holds, then the list of forbidden minors for the class of graphic delta-
matroids is finite.
This paper is organized as follows. In Section 2, we review some terminologies and results about
graphs, matroids, and delta-matroids. In Section 3, we characterize grafts defining delta-graphic
matroids. In Section 4, we describe the structure of delta-graphic matroids. We describe the canon-
ical tree decomposition of connected delta-graphic matroid and prove Theorem 1.1 in Section 5. In
Section 6, we prove Theorem 1.2.
2 Preliminaries
In our paper, graphs may have parallel edges or loops. A graph is simple if it has no loops and no
parallel edges. All graphs in this paper will be finite. Given a set A of vertices, a path P is an A-path
if V (P ) ∩A is the set of endpoints of P .
For a graph G, contracting an edge e in G is deleting e and identifying both ends of e in G. We
denote a graph obtained by contracting e in G by G/e. A minor of a graph G is a graph obtained
from G by deleting and contracting edges. For two sets A,B, let A△B = (A \B) ∪ (B \ A).
2.1 Matroids
We call M = (E,B) a matroid if E = E(M) is a finite set and B is a collection of subsets of E
satisfying the following:
(i) B 6= ∅.
(ii) If B1, B2 ∈ B and x ∈ B1−B2, then there is an element y ∈ B2−B1 such that (B1−{x})∪{y} ∈
B.
An element of B is called a base of M . We denote the set of bases of M by B(M). Subsets of bases
are called independent in M . A subset of E is dependent in M if it is not independent in M . A
circuit is a minimally dependent set. An element e of M is a loop if {e} is dependent in M . For a set
X ⊆ E(M), the rank rM (X) of X in M is the size of a maximal independent subset of X.
The dual matroid M∗ of M is a matroid on the same ground set E such that B(M∗) = {E −B :
B ∈ B(M)}. A coloop of M is a loop of M∗. Let e be an element of M . A set D is a cocircuit of M
if D is a circuit of M∗. A hyperplane of M is a complement of a cocircuit of M . A matroid M \ e
on E − {e} obtained by deleting e from M is defined by B(M \ e) = {B ⊆ E − {e} : B ∈ B(M)}. A
matroid M/e on E − {e} obtained by contracting e from M is defined by (M∗ \ e)∗. A minor of M
is a matroid obtained by a sequence of deletions and contractions from M . A class M of matroids is
minor-closed if M ∈ M implies that M contains all minors of M . A matroid N is a forbidden minor
for a minor-closed class M if N is not in M but all proper minors of N are in M.
The cycle matroid M(G) of a graph G is a matroid on E(G) such that F ⊆ E(G) is a base if and
only if F is a maximal edge set which does not contain a cycle. A matroid M is graphic if M =M(G)
for a graph G. A matroid is cographic if it is the dual matroid of a graphic matroid.
Lemma 2.1 (Whitney; see Oxley [17, Theorem 5.3.1]). Let G be a 3-connected graph and H be a
loopless graph without isolated vertices. If M(G) is isomorphic to M(H), then G is isomorphic to H.
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A matroid M is representable over a field F if there exists a matrix A over F whose column vectors
are indexed by E such that B is the set of subsets X ⊆ E corresponding to bases of the column space
of A. If so, then M is represented by a matrix A over F. A matroid M is binary if it is representable
over GF (2) and is regular if it is representable over every field. The Fano matroid F7 is the matroid
represented by a matrix A7 over GF (2) where
A7 =

1 0 0 1 0 1 10 1 0 1 1 0 1
0 0 1 0 1 1 1

 .
Theorem 2.2 (Tutte [22]). A binary matroid M is regular if and only if M has no minor isomorphic
to F7 or F
∗
7 .
The connectivity function λM of a matroidM maps a subset X of E to λM (X) = rM (X)+rM (E−
X) − rM (E). A partition (X,Y ) of E is a k-separation if λM (X) < k and min{|X|, |Y |} ≥ k. For
n > 1, a matroid M is n-connected if it has no k-separation for all k < n. Let R10, R12 be matroids
represented by matrices A10, A12 over GF (2), respectively, where
A10 =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 1 0 0 1
1 1 1 0 0
0 1 1 1 0
0 0 1 1 1
1 0 0 1 1

 ,
A12 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 1 1 0 0 0
1 1 0 1 0 0
1 0 0 0 1 0
0 1 0 0 0 1
0 0 1 0 1 1
0 0 0 1 1 1


.
The following lemma is going to be used for proving Theorem 1.2.
Lemma 2.3 (Seymour [19, (14.2)]). Let M be a 3-connected regular matroid. Then M is graphic or
cographic, or M has a minor isomorphic to R10 or R12.
For two matroids M1, M2 with E(M1) ∩ E(M2) = {e}, the 2-sum of M1 and M2 is a matroid
M1⊕2M2 on E(M1)△E(M2) such that B(M1⊕2M2) = {B1△B2△{e} : B1 ∈ B(M1), B2 ∈ B(M2), e ∈
B1△B2}. The following lemmas are elementary facts about a 2-sum operation of matroids.
Lemma 2.4 (see Oxley [17, Proposition 7.1.21]). Both M and N are isomorphic to minors of M⊕2N .
Lemma 2.5 (see Oxley [17, Proposition 7.1.22 (ii)]). Let M , N be matroids with |E(M)|, |E(N)| ≥ 2.
Then M ⊕2 N is connected if and only if both M and N are connected.
For matroids M1, . . . ,Mk, we simply denote M1 ⊕2 M2 ⊕2 · · · ⊕2 Mk by
k⊕
2
i=1
Mi.
Tree decomposition of matroids. The concept of the tree decomposition of matroids is introduced
by Cunningham and Edmonds [7].
A matroid-labelled tree is a pair (T, ρ) of a tree T and a map ρ mapping each node of T to a
matroid such that, for all u 6= v ∈ V (T ),
• if u and v are joined by an edge e of T , then E(ρ(u)) ∩ E(ρ(v)) = {e} and e is neither a loop
nor a coloop of ρ(u) and ρ(v),
• if u, v are not adjacent, then E(ρ(u)) ∩E(ρ(v)) = ∅.
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For a matroid-labelled tree (T, ρ) and a subtree S of T with V (S) = {v1, . . . , vn}, let ρ(S) =
ρ(v1)⊕2 ρ(v2)⊕2 · · · ⊕2 ρ(vn). We remark that a subtree always has at least one vertex.
A pair of vertices {u, v} of a matroid-labelled tree (T, ρ) is bad if both ρ(u) and ρ(v) are uniform
matroids of rank 1 or are uniform matroids of corank 1.
Let (T, ρ) be a matroid-labelled tree and e = uv be an edge of T . We define (T, ρ)/e as a matroid-
labelled tree (T/e, ρ∗) such that
ρ∗(x) =
{
ρ(x) if x ∈ V (T ) \ {u, v},
ρ(u)⊕2 ρ(v) otherwise.
A tree decomposition of a connected matroid M is a matroid-labelled tree (T, ρ) such that the
following hold:
• E(M) =
⋃
v∈V (T )
E(ρ(v)) \ E(T ).
• For v ∈ V (T ), |E(ρ(v))| ≥ 3 unless |E(M)| < 3, in which case |V (T )| = 1.
• M = ρ(T ).
A canonical tree decomposition of a connected matroid M is a tree decomposition (T, ρ) which
satisfies the following:
• For each v ∈ V (T ), ρ(v) is 3-connected or ρ(v) is isomorphic to U1,n or Un−1,n for some n ≥ 3.
• There is no bad adjacent pair of vertices of T .
Theorem 2.6 (Cunningham and Edmonds [7, Theorem 18]). Every connected matroid has a canonical
tree decomposition (T, ρ). Moreover, T is unique up to relabelling edges.
The following lemma is immediate from the fact that the dual of the 2-sum of matroids is the
2-sum of their duals [17, Proposition 7.1.22 (i)].
Lemma 2.7 (see Oxley [17, Lemma 8.3.8]). Let (T, ρ) be a canonical tree decomposition of a connected
matroid M and ρ∗ is a map from V (T ) to the class of all matroids such that ρ∗(v) = ρ(v)∗. Then
(T, ρ∗) is a canonical tree decomposition of M∗.
Lemma 2.8. Let M be a connected matroid with a canonical tree decomposition (T, ρ). If S is a
subtree of T , then ρ(S) is isomorphic to a minor of M with a canonical tree decomposition (S, ρ|V (S)).
Proof. We proceed by induction on |V (T )| − |V (S)|. It is trivial when V (T ) = V (S). If |V (T )| −
|V (S)| = 1, let v be a vertex in V (T ) \ V (S). Since S is connected, v is a leaf of T . Let N := ρ(v).
Then M = ρ(T ) = ρ(T \ v)⊕2 N and, by Lemma 2.4, ρ(T \ v) is isomorphic to a minor of M
Suppose that |V (T )| − |V (S)| > 1. Let v be a leaf of T which is not in V (S). By the induction
hypothesis, ρ(S) is isomorphic to a minor of ρ(T \ v) and ρ(T \ v) is isomorphic to a minor of M .
Therefore ρ(S) is isomorphic to a minor of M . It is easy to check that (S, ρ|V (S)) is a canonical tree
decomposition of ρ(S).
Lemma 2.9. Let M , N , N ′ be matroids and E(M) ∩E(N) = {e}. If N ′ is a minor of N containing
e such that e is neither a loop nor a coloop of N ′, then M ⊕2 N
′ is a minor of M ⊕2 N .
Proof. SinceN ′ is a minor of N containing e and e is neither a loop nor a coloop of N ′, soN ′ = N\C/D
for disjoint sets C,D ⊆ E(N)\{e} andM⊕2N
′ is well defined. We may assume that D is independent
in N . Now we show that B(M ⊕2 N
′) = B((M ⊕2 N) \ C/D).
For each B ∈ B(M ⊕2 N
′), there exist B1 ∈ B(M) and B2 ∈ B(N
′) such that B = B1△B2△{e}.
Since B2 ∈ B(N\C/D), we have B2∪D ∈ B(N) and B2∩C = ∅. Hence B∩C = ∅, B∪D ∈ B(M⊕2N),
and therefore B ∈ B((M ⊕2 N) \ C/D).
Conversely, let B ∈ B((M ⊕2 N) \ C/D). Then B ∩ C = ∅ and B ∪D ∈ B(M ⊕2 N). So there
exist B1 ∈ B(M) and B2 ∈ B(N) such that B ∪D = B1△B2△{e}. Then B = B1△(B2 \D)△{e} and
B2 \D ∈ B(N
′). Therefore, B ∈ B(M ⊕2 N
′).
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Graph minors and matroid minors. We introduce some useful facts about graph minors and
matroid minors.
Lemma 2.10 (Hall [13]). Every 3-connected simple nonplanar graph is isomorphic to K5 or has a
minor isomorphic to K3,3.
The following lemma is due to Brylawski, which proved for matroids and we state the analogue of
this lemma for graphs. See Theorem 5.1 in [8].
Lemma 2.11 (Brylawski [6]). Let G be a 2-connected loopless graph and H be a 2-connected loopless
minor of G. If e ∈ E(G) \E(H), then G/e or G \ e is loopless 2-connected and contains a minor H.
Lemma 2.12 (folklore; see Oxley [17, Proposition 4.3.6]). Let M be a matroid with |E(M)| ≥ 3.
Then M is connected if and only if M has a circuit or a cocircuit containing X for each subset X of
E(M) with |X| = 3.
Lemma 2.13 (Bixby and Coullard [1]). Let M be a 3-connected matroid and N be a 3-connected
minor of M with |E(N)| ≥ 4. If e ∈ E(M) \ E(N), then there exists a 3-connected minor N ′ of M
such that e ∈ E(N ′), |E(N ′) \ E(N)| ≤ 4, and N is a minor of N ′.
Lemma 2.14 (Oxley [18, Corollary 3.7]). LetM be a 3-connected binary matroid such that r(M), r(M∗) ≥
3. If x, y, z are distinct elements of E(M), then M has a minor isomorphic to M(K4) using x, y, z.
Lemma 2.15 (Truemper [20]). Let M be a 3-connected matroid and N be a 3-connected minor of
M . Then there are 3-connected matroids M0,M1, . . . ,Mn such that M0 = N , Mn = M , and Mi is a
minor of Mi+1 with |E(Mi+1)| − |E(Mi)| ≤ 3 for each i ∈ {0, . . . , n − 1}.
Lemma 2.15 implies the following corollary for graphs.
Lemma 2.16. Let G be a simple 3-connected graph and H be a simple 3-connected minor of G. Then
there are simple 3-connected graphs G0, G1, . . . , Gn such that G0 = G, Gn = H, and Gi is a minor of
Gi+1 with |E(Gi+1)| − |E(Gi)| ≤ 3 for each i ∈ {0, . . . , n− 1}.
See Oxley’s book [17] for more about matroids.
2.2 Delta-matroids
Bouchet [2] introduced delta-matroids. A delta-matroid is a pair (V,F) of a finite set V and a collection
F of subsets of V satisfying the following:
(i) F 6= ∅.
(ii) If X,Y ∈ F and x ∈ X△Y , then there is y ∈ X△Y such that X△{x, y} ∈ F.
An element of F is called a feasible set.
For a delta-matroid M = (V,F) and a subset X of V , we can obtain a new delta-matroid M△X =
(V,F△X) from M such that F△X = {F△X : F ∈ F}. This operation is called twisting.
If there is a feasible subset of V \ X, then we can obtain a new delta-matroid by deleting X as
M \X = (V \X,F \X) where F \X = {F ∈ F : F ∩X = ∅}. A delta-matroid N is a minor of a
delta-matroid M if N = M△X \ Y for some subsets X,Y of V . A delta-matroid N is equivalent to
M if N =M△X for a subset X of V .
Let V be a finite set. For a V ×V symmetric or skew-symmetric matrix A over a field F andX ⊆ V ,
let A[X] be an X×X submatrix of A. Let F(A) = {X ⊆ V : A[X] is nonsingular}. Bouchet [3] proved
that (V,F(A)) is a delta-matroid. A delta-matroid is representable over a field F if it is a delta-matroid
whose set of feasible sets is F(A)△X for a skew-symmetric or symmetric matrix A over F and a subset
X of V .
A delta-matroid is binary if it is representable over GF (2). A delta-matroid is even if |X△Y | is
even for all feasible sets X and Y . For an even delta-matroid M = (V,F) and a feasible set F of M,
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the fundamental graph of M with respect to F is a simple graph GM,F on V such that uv is an edge
if and only if F△{u, v} ∈ F. Let AG be the adjacency matrix of G over GF (2).
LetM = (V,F) be a delta-matroid. A partition (V1, V2) of V is a separation ofM if V1, V2 6= ∅ and
there exist delta-matroidsM1 = (V1,F1) andM2 = (V2,F2) such that F = {F1∪F2 : F1 ∈ F1, F2 ∈ F2}.
A delta-matroid M is connected if it has no separation. If (V1, V2) is a separation of M , then it is
a separation of every delta-matroid equivalent to M [5, Proposition 3]. Hence, ifM is connected, then
every delta-matroid equivalent to M is connected. A matroids is connected if and only if its bases
form a connected delta-matroid.
Lemma 2.17 (Geelen [10, Lemma 3.5]). Let M = (V,F) be an even delta-matroid, let F ∈ F, and let
uv ∈ E(GM,F ). Then, for x, y ∈ V \ {u, v}, the following hold:
(1) ux ∈ E(GM,F ) if and only if vx ∈ E(GM,F△{u,v}).
(2) If x /∈ NGM,F (u) ∪NGM,F (v), then xy ∈ E(GM,F ) if and only if xy ∈ E(GM,F△{u,v}).
Proof. Since (1) is obvious, it remains to prove (2). By twisting, we may assume that F = ∅. For the
forward direction, suppose that xy ∈ E(GM,F ), x /∈ NGM,F (u) ∪ NGM,F (v). Then {x, y}, {u, v} ∈ F
and there exists z ∈ {x, y}△{u, v} such that {u, v}△{x, z} ∈ F. Since ux, vx /∈ E(GM,F ) and M is
even, z = y and {x, y, u, v} ∈ F. So xy ∈ E(GM,F△{u,v}). Conversely, suppose that {x, y, u, v} ∈ F.
Then there exists z′ ∈ ∅△{x, y, u, v} such that {x, z′} ∈ F. Since ux, vx /∈ E(GM,F ) and M is even,
z′ = y. So xy ∈ E(GM,F ).
Lemma 2.18 (Bouchet [5]). For an even delta-matroid M = (V,F) and a nonempty proper subset X
of V , the following are equivalent:
(i) (X,V \X) is a separation of M .
(ii) There is no edge between X and V \X in GM,F for some F ∈ F.
(iii) There is no edge between X and V \X in GM,F for all F ∈ F.
Proof. The proof is slightly modified from Cunningham’s proof in Geelen’s ph.D thesis [10].
We first prove that (i) implies (ii). By twisting, we may assume that ∅ ∈ F. Since (i) holds, there
are delta-matroids M1 = (X,F1) and M2 = (V \X,F2) such that F = {F1 ∪ F2 : F1 ∈ F1, F2 ∈ F2}.
Suppose that there exist x ∈ X, y ∈ V \ X such that xy ∈ E(GM,∅). Then F
′ := {x, y} ∈ F. By
the construction of F1 and F2, we have {x} ∈ F1 and ∅ ∈ F2. Hence {x} ∈ F, contradicting our
assumption that M is even. So (ii) holds.
We now show that (ii) implies (iii). Let S = {F ∈ F : there is no edge between X and V \X in GM,F }.
By (ii), there exists F ∈ S. Suppose that (iii) does not hold. Then there exists F ′ ∈ F \ S. Among
all such sets, we choose F ′ with minimum |F△F ′|. Choose x ∈ F△F ′. Then there is an element
y ∈ F△F ′ such that x 6= y and F ′△{x, y} ∈ F. Since |F△(F ′△{x, y})| < |F△F ′|, F ′△{x, y} ∈ S
and therefore xy ∈ E(GM,F ′△{x,y}). By symmetry, we may assume that x, y ∈ X. Since F
′ /∈ S,
there exist u ∈ X, v ∈ V \X such that uv ∈ E(GM,F ′). If u ∈ {x, y}, then let u = x without loss of
generality. Then, by Lemma 2.17, vy ∈ E(GM,F ′△{x,y}), contradicting our assumption. Therefore we
may assume that in GM,F ′ , x, y have no neighbors in V \X. Then v /∈ NGM,F ′ (x) ∪ NGM,F ′ (y) and,
by Lemma 2.17, uv ∈ E(GM,F ′△{x,y}), contradicting our assumption. So (iii) holds.
So it remains to prove that (iii) implies (i). Let F1 = {F1 ⊆ F : F1 ⊆ X} and F2 = {F2 ⊆ F : F2 ⊆
V \X}. Suppose that there is no edge between X and V \X in GM,F for all F ∈ F. By twisting, we can
assume that ∅ is feasible. Suppose that there exist F1, F2 ∈ F such that (F1∩X)∪ (F2 ∩ (V \X)) /∈ F.
Among such pairs, we choose F1, F2 such that |(F1△F2) ∩X| is minimum. Since (F1△F2) ∩X 6= ∅,
there exists x ∈ (F1△F2) ∩X. So there is y ∈ F1△F2 such that F2△{x, y} ∈ F. So xy ∈ E(GM,F2)
and y ∈ X by (iii). However, |F1△(F2△{x, y})| < |F1△F2| and (F1 ∩ X) ∪ (F2 ∩ (V \ X)) =
(F1∩X)∪ ((F2△{x, y})∩ (V \X)) ∈ F, which is a contradiction. So {F1∪F2 : F1 ∈ F1, F2 ∈ F2} ⊆ F.
If there exists F ∈ F such that F ∩X /∈ F or F ∩ (V \X) /∈ F, we choose a minimal set F among
all such sets. Observe that F ∩X,F ∩ (V \X) 6= ∅. We choose x1 ∈ F ∩X. Then there exists y1 ∈ F
such that F ′ := F△{x1, y1} ∈ F. SinceM is even, x1 6= y1 and x1y1 ∈ E(GM,F ). By (iii), y1 ∈ F ∩X.
6
Since F ′ ( F , we have F ′∩(V \X) ∈ F by the minimality assumption of F . Therefore, F ∩(V \X) ∈ F
and, by symmetry, F ∩X ∈ F, contradicting our assumption. Hence F ⊆ {F1∪F2 : F1 ∈ F1, F2 ∈ F2}.
Let M1 = (V,F1) and M2 = (V,F2). Then M1 and M2 are delta-matroids and (V, V \ X) is a
separation of M .
The theorem due to Holzmann, Norton, and Tobey [12] implies the following lemma, which is
mentioned in some papers [10, page 15], [12].
Lemma 2.19 (folklore). Let M1,M2 be matroids on E. If M1 is connected and B(M1)△X = B(M2)
for some X ⊆ E, then X = φ or X = E. In other words, M1 =M2 or M1 =M
∗
2 .
Proof. Choose F ∈ B(M1) such that F ∩X is maximal. Then, |F ∩X| = rM1(X). For all F
′ ∈ B(M1),
|F ′ ∩X| =
1
2
(|F ′|+ |X| − |F ′△X|) =
1
2
(|F | + |X| − |F△X|) = |F ∩X| since |F△X| = |F ′△X|. So,
if r := r(M1), then rM1(E −X) = r− rM1(X) and rM1(E)− rM1(X)− rM1(E −X) = 0. Since M1 is
connected, X = φ or X = E.
Pivoting. For a finite set V and a symmetric or skew-symmetric V × V matrix
A =
X Y( )
X α β
Y γ δ
,
if A[X] = α is nonsingular, then let
A ∗X =
X Y( )
X α−1 α−1β
Y −γα−1 δ − γα−1β
.
This operation is called pivoting. Tucker [21] proved that when A[X] is nonsingular, A ∗ X[Y ] is
nonsingular if and only if A[X△Y ] is nonsingular for each subset Y of V . Hence if M = (V,F(A))
and X is a feasible set of M , then M△X = (V,F(A ∗X)).
For a simple graph G and an edge uv ∈ E(G), a graph G ∧ uv is obtained from G by pivoting
an edge uv if it is obtained from G by pivoting {u, v} in AG. A pivot-minor of a simple graph G is
a graph obtained from G by applying pivoting and vertex deletion repeatedly. The following result
gives a relation between minors of delta-matroids and pivot-minors of graphs.
Lemma 2.20 (Bouchet [3]). Let M be an even binary delta-matroid. Then, a simple graph G is a
pivot-minor of a fundamental graph of M if and only if G is a fundamental graph of a minor of M .
Twisted matroids. A twisted matroid N is a delta-matroid such that N = (E,B△X) for some
matroid M = (E,B) and some set X ⊆ E.
Let us first see that every (delta-matroid) minor of a twisted matroid is a twisted matroid. It is
enough to prove that, if N ′ = N△X \ {e} for a matroid N = (E,B) and a set X ⊆ E, then N ′ is
a twisted matroid. We may assume that e /∈ X by replacing N with N∗ and X with E \ X. Then
N ′ = N△X \ {e} = (N \ e)△X.
The following lemma characterizes twisted matroids. We remark that Bouchet [4] proved this
lemma for even matroids.
Lemma 2.21 (Geelen [10, Theorem 3.11]). Let M = (V,F) be a delta-matroid. Then the following
are equivalent:
• M is a twisted matroid.
• There exists F ∈ F such that GM,F is bipartite.
• GM,F is bipartite for all F ∈ F.
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Duchamp characterize a twisted matroid with respect to forbidden (delta-matroid) minors.
Lemma 2.22 (Duchamp [9]). An delta-matroid M = (V,F) is a twisted matroid if and only if it has
no minor isomorphic to the following delta-matroids:
1. D1 = ({1}, {φ, {1}}).
2. MK3 = ({1, 2, 3}, {φ, {1, 2}, {1, 3}, {2, 3}}).
Graphic delta-matroids. Oum [15] introduced graphic delta-matroids. Let G = (V,E) be a graph
and T be a subset of the set of vertices of G. A subgraph H of G is called a T-spanning subgraph of
G if V (G) = V (H) and for each component C of H, either
(i) |V (C) ∩ T | is odd, or
(ii) V (C) ∩ T = ∅ and G[V (C)] is a component of G.
A graft is a pair (G,T ) of a graph G and a subset T of the set of vertices of G. A set F of edges
of G is feasible in (G,T ) if it is the edge set of a T -spanning forest of G. Let G(G,T ) = (E(G),F)
where F is the set of all feasible sets of (G,T ). Oum [15] proved that G(G,T ) is an even binary
delta-matroid. A delta-matroid M is graphic if there exist a graft (G,T ) and a subset X of E(G) such
that M = G(G,T )△X.
For a graft (G,T ) and an edge e of G, let (G,T )\e = (G\e, T ). This operation is called a deletion
of an edge e in a graft (G,T ). For an isolated vertex v of G, let (G,T ) \ v be (G \ v, T \ {v}). This is
a deletion of a vertex v. Also we define (G,T )/e to be (G/e, T ′) where T ′ is described as follows. Let
e∗ be the vertex of G/e obtained by contracting both ends u, v of e. Then
T ′ =
{
(T \ {u, v}) ∪ {e∗} if exactly one of u or v is in T ,
T \ {u, v} otherwise.
This operation is a contraction of e in a graft (G,T ). A graft (G′, T ′) is a minor of a graft (G,T ) if
(G′, T ′) is obtained from (G,T ) by a sequence of deletions and contractions. Oum [15] proved minors
of graphic delta-matroids are graphic. Let κ(G,T ) be the number of components of G having no
vertices in T . An edge e is a T-bridge of a graft (G,T ) if κ(G \ e, T ) > κ(G,T ). An edge e = uv is a
T -tunnel of a graft (G,T ) if V (C) ∩ T = {u, v} for the component C of G containing e.
Lemma 2.23 (Oum [15, Proposition 8]). Every feasible set of G(G,T ) contains an edge e if and only
if e is a T -bridge.
Lemma 2.24 (Oum [15, Proposition 9]). Let (G,T ) be a graft. For an edge e of G, we have
G((G,T ) \ e) =
{
G(G,T ) \ {e} if e is not a T -bridge,
G(G,T )△{e} \ {e} otherwise.
Lemma 2.25 (Oum [15, Proposition 10]). No feasible set of G(G,T ) contains an edge e if and only
if e is a loop or a T -tunnel.
Lemma 2.26 (Oum [15, Proposition 11]). Let (G,T ) be a graft. For an edge e of G, let e∗ be a vertex
obtained by contracting e. Then we have
G((G,T )/e) =
{
G(G,T )△{e} \ {e} if e is neither a T -tunnel nor a loop,
G(G,T ) \ {e} otherwise.
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3 Delta-graphic matroids and grafts
A matroid M is delta-graphic if there exist a graft (G,T ) and a subset X of E(G) such that B(M) =
F(G(G,T ))△X. The following lemma implies that the class of delta-graphic matroids is minor-closed.
Lemma 3.1. If a matroid M is delta-graphic, then M∗ is delta-graphic.
Proof. There exist a graft (G,T ) and a subset X of E(G) such that B(M) = F(G(G,T ))△X. Then
B(M∗) = F(G(G,T ))△(E(G) \X) and so M∗ is delta-graphic.
Lemma 3.2. If a matroid M is delta-graphic, then every (matroid) minor of M is delta-graphic.
Proof. Let M be a delta-graphic matroid. Then there exist a graft (G,T ) and a subset X of E(G)
such that B(M) = F(G(G,T ))△X. By Lemma 3.1, it is enough to show thatM \e is delta-graphic for
each edge e of G. We may assume that e is not a coloop because otherwise M \ e =M/e = (M∗ \ e)∗,
e is a loop of M∗, and e is not a coloop of M∗. Then, we have
B(M \ e) = F(G(G,T ))△X \ {e} =
{
(F(G(G,T )) \ {e})△X if e /∈ X,
(F(G(G,T ))△{e} \ {e})△(X△{e}) if e ∈ X.
Let us consider the case when e /∈ X first. Since e is not a coloop of M , e is not a T -bridge by
Lemma 2.23. Then, B(M \ e) = F(G((G,T ) \ e))△X by Lemma 2.24.
If e ∈ X, since e is not a coloop of M , e is neither a T -tunnel nor a loop by Lemma 2.25. So
B(M \ e) = F(G((G,T )/e))△(X△{e}) by Lemma 2.26.
Lemma 3.3. Let G be a graph and T be a subset of V (G). If |T | ≤ 2, then G(G,T ) is the cycle
matroid of a graph G′ where
G′ =
{
G if |T | ≤ 1,
(G+ e)/e where e is an edge joining two vertices in T if |T | = 2.
Proof. It is trivial when |T | ≤ 1. If |T | = 2, then F is an edge set of a T -spanning forest of G if and
only if F ∪ {e} is a base of M(G+ e). The conclusion follows easily.
Lemma 3.4. Let G be a graph with no isolated vertices and T be a subset of V (G). If G(G,T ) is
connected, then G is connected.
Proof. Suppose that G is disconnected. Then there is a partition (X,Y ) of V (G) such that X,Y 6= ∅
and there is no edge between X and Y . Let G1 = G[X], G2 = G[Y ], T1 = T ∩ X, T2 = T ∩ Y .
Then E(G) = E(G1) ∪ E(G2) and E(G1) ∩ E(G2) = ∅. Since G has no isolated vertices, we have
E(G1), E(G2) 6= ∅. We show that F(G(G,T )) = {F1 ∪ F2 : F1 ∈ F(G(G1, T1)), F2 ∈ F(G(G2, T2))}.
Let F1 be an edge set of a T1-spanning forest and F2 be an edge set of a T2-spanning forest.
Then, it is obvious that F1 ∪ F2 is the set of edges of a T -spanning forest. Conversely, let F be an
edge set of a T -spanning forest. Then F1 = F ∩ E(G1) is a set of edges of a T1-spanning forest and
F2 = F ∩ E(G2) is a set of edges of a T2-spanning forest. Then, (E(G1), E(G2)) is a separation of
G(G,T ), contradicting our assumption.
Recall that, in Lemma 2.22,MK3 is a delta-matroid defined by ({1, 2, 3}, {φ, {1, 2}, {1, 3}, {2, 3}}).
Let ∆1 = (K3, V (K3)), ∆2 = (K1,3, V (K1,3)), ∆3 = (K1,3, S) where S is the set of vertices of degree
1 in K1,3.
Lemma 3.5. For a graft (G,T ) with no isolated vertices, G(G,T ) = (E(G),F) is equivalent to MK3
up to isomorphism if and only if (G,T ) is isomorphic to one of ∆1, ∆2, ∆3.
Proof. Let us prove the forward direction because the backward direction is trivial. Suppose that
G(G,T )△X isMK3 for a setX ⊆ {1, 2, 3}. We deduce that |E(G)| = 3 and F△X = {∅, {1, 2} , {2, 3} , {1, 3}}.
If |X| is even, then F = {∅, {1, 2} , {2, 3} , {1, 3}} and F = {{1} , {2} , {3} , {1, 2, 3}} otherwise. We
may assume that G has no isolated vertices. Since MK3 is connected, G(G,T ) is connected and, by
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Lemma 3.4, G is connected. Since {1, 2, 3} ∈ F or {{1, 2}, {1, 3}, {2, 3}} ⊆ F, G cannot contain loops
or parallel edges. So G is simple and is isomorphic to one of K3, P4, K1,3.
If F = {∅, {1, 2} , {2, 3} , {1, 3}}, then T = V (G) because ∅ is feasible. It is easy to check that
F(G(P4, V (P4))) is not isomorphic to F. So (G,T ) is not isomorphic to (P4, V (P4)). So (G,T ) is
isomorphic to (K3, V (K3)) or (K1,3, V (K1,3)).
If F = {{1} , {2} , {3} , {1, 2, 3}}, then G cannot be isomorphic to K3 since {1, 2, 3} is a feasible set.
So G is isomorphic to P4 or K1,3. If |T | ≤ 2, then by Lemma 3.3, G(G,T ) is a matroid, contradicting
the fact that F has feasible sets of different size. Observe that |T | is odd because {1, 2, 3} is feasible.
Hence |T | = 3 and we can check that G is isomorphic to K1,3 and T = S where S is the set of vertices
of degree 1 in K1,3. Therefore (G,T ) is isomorphic to (K1,3, S).
Lemma 3.6. Let (G,T ) be a graft and u be a vertex of G. If there exist distinct vertices u1, u2, u3 ∈
T \ {u} and three internally disjoint paths P1, P2, P3 from u to u1, u2, u3 respectively, then (G,T ) has
a minor isomorphic to ∆2 or ∆3.
Proof. For each i ∈ {1, 2, 3}, choose a vertex vi in (V (Pi) ∩ T )\{u} such that dPi(u, vi) is minimum
and let P ′i be a subpath of Pi from u to vi. Let Ei := E(P
′
i ) and ei be an edge of E(P
′
i ) which is
incident with u for i ∈ {1, 2, 3}. By deleting all edges in E(G) \ (E1 ∪ E2 ∪ E3) and contracting all
edges in (E1 ∪E2 ∪E3) \ {e1, e2, e3}, we get a minor isomorphic to ∆2 if u ∈ T and ∆3 otherwise.
Lemma 3.7. Let G be a graph and T be a subset of V (G). If G is 3-connected and |T | ≥ 3 then
(G,T ) has a minor isomorphic to ∆2 or ∆3.
Proof. Let w be a vertex of G such that |T \{w} | ≥ 3. For a set A = {v1, v2, v3} ⊆ T \{w}, there exist
3 internally disjoint paths P1, P2, P3 from w to v1, v2, v3 by the theorem of Menger. The conclusion
follows by Lemma 3.6.
Let G = (V,E) be a graph and T be a subset of V . A cyclic decomposition of (G,T ) is a pair
(H,B), where H is a bipartite graph whose maximum degree is at most 2 and B = {Bx : x ∈ V (H)}
is a collection of subsets of V satisfying the following:
(C1)
⋃
x∈V (H)
Bx = V .
(C2) If u, v ∈ V are adjacent in G, then there is a vertex x of H such that {u, v} ⊆ Bx.
(C3) For distinct x, y ∈ V (H), Bx ∩ By ⊆ T and |Bx ∩ By| is equal to the number of edges joining
x, y in H.
(C4) For all x ∈ V (H), |T ∩Bx| ≤ 2.
For a cyclic decomposition (H,B) of (G,T ) and B ∈ B, G[B] is a bag of (H,B).
Lemma 3.8. If a graft (G,T ) has a cyclic decomposition, then every minor of (G,T ) also has a cyclic
decomposition.
Proof. Suppose that (G,T ) has a cyclic decomposition (H,B). It is enough to show that both (G,T )\e
and (G,T )/e have cyclic decompositions for every e ∈ E(G). Given e = uv ∈ E(G), it is obvious that
(G,T ) \ e has a cyclic decomposition (H,B).
So it remains to show that (G,T )/e = (G/e, T ∗) has a cyclic decomposition. Let e∗ be a vertex
obtained by contracting e. Let z be a vertex of H such that {u, v} ⊆ Bz. For all x ∈ V (H), let
B′x =
{
(Bx \ {u, v}) ∪ {e
∗} if {u, v} ∩Bx 6= ∅,
Bx otherwise.
and B′ be a set {B′x : x ∈ V (H)}.
If {u, v} * T , then it is easy to check that (H,B′) is a cyclic decomposition of (G,T )/e = (G/e, T ∗).
So we can assume that u, v ∈ T and e∗ /∈ T ∗. Now we do some case analysis.
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If z is an isolated vertex in H, (H,B′) is a cyclic decomposition of (G,T )/e obviously.
Suppose that z has degree 1 in H. Let y be a neighbor of z in H. We may assume that u ∈
By ∩ Bz by symmetry. Let f = yz ∈ E(H) and f
∗ be a vertex obtained by contracting f in H. Let
Bf∗ = (By ∪Bz ∪ {e
∗}) \ {u, v}.
We claim that (H/f,B ∪ {Bf∗} \ {By, Bz}) is a cyclic decomposition of (G,T )/e. It is trivial
to check (C1). Since NG/e(e
∗) ⊆ Bf∗ , (C2) holds. (C3) holds since Bx ∩ By = Bx ∩ Bf∗ for all
x ∈ V (H) \ {y, z}. Also (C4) holds trivially.
It remains to consider the case when z is a vertex of degree 2 in H. If z is incident with parallel
edges e1, e2, then let y be a neighbor of z in H. Then H[{y, z}] is a component of H which is a cycle of
length 2. Let H ′ be a graph ((V (H)\{y, z})∪{z′}, E(H)\{e1, e2}) and Bz′ = (By∪Bz∪{e
∗})\{u, v}.
Then (H ′, (B \ {By, Bz}) ∪ {Bz′}) is a cyclic decomposition of (G,T )/e.
Now if z has two distinct neighbors x, y, then Bx ∩ By ∩ Bz is empty because otherwise H has
C3 by (C3), contradicting to the condition that H is bipartite. We may assume that u ∈ Bx ∩ Bz
and v ∈ By ∩ Bz by symmetry. Let f1 = xz ∈ E(H) and f2 = yz ∈ E(H). Also let f
∗ be a
vertex obtained by contracting edges f1, f2 in H and Bf∗ = (Bx ∪ By ∪ Bz ∪ {e
∗}) \ {u, v}. Then
(H/{f1, f2}, (B ∪ {Bf∗}) \ {Bx, By, Bz}) is a cyclic decomposition of (G,T )/e. So we prove this
lemma.
A cyclic decomposition (H,B) of a graft (G,T) is nice if the following hold.
(N1) G[Bu] is connected for all u ∈ V (H).
(N2) If |Bv ∩ T | ≤ 1 for a vertex v ∈ V (H), then v is an isolated vertex of H.
Lemma 3.9. Let G be a graph and T be a subset of V (G). If a graft (G,T ) has a cyclic decomposition,
then (G,T ) has a nice cyclic decomposition.
Proof. Among all cyclic decompositions with the minimum number of disconnected bags, we choose
a cyclic decomposition (H,B) with minimum |B| = |V (H)|. We will show that (H,B) is a nice cyclic
decomposition of (G,T ). Let t be the number of disconnected bags of (H,B).
Suppose that t ≥ 1. Let u be a vertex of H such that G[Bu] is disconnected. Then, for a positive
integer m, let C0, . . . , Cm be components of G[Bu]. Let k be the number of components of G[Bu]
which intersects with
⋃
v 6=uBv. By relabelling components, we may assume that V (Ci)∩
⋃
v 6=uBv 6= ∅
for all 0 ≤ i < k and V (Ci) ∩
⋃
v 6=uBv = ∅ if i ≥ k. Let H
′ be a graph obtained from H by adding
isolated vertices u1, . . . , um and B
′ be a set {B′x : x ∈ V (H)} such that, for all x ∈ V (H
′),
B′x =


V (C0) if x = u,
V (Ci) if x = ui for 1 ≤ i ≤ m,
Bx otherwise.
If k ≤ 1, then (H ′,B′) is a cyclic decomposition of (G,T ) with the number of disconnected bags less
than t, contradicting our assumption. Therefore, we may assume that k ≥ 2 and degH(u) = 2 by (C4).
This implies that k = 2 and |V (C0)∩
⋃
v 6=uBv| = |V (C1)∩
⋃
v 6=uBv| = 1. Let x ∈ V (C0)∩
⋃
v 6=uBv and
y ∈ V (C1)∩
⋃
v 6=uBv. Since H is bipartite, there is a unique vertex w of H such that y ∈ V (C1)∩Bw.
By (C3), there is an edge e = uw in H. Let H ′′ = (H ′\e) + g where g is an edge joining u1 and w.
Then (H ′′,B′) is a cyclic decomposition of (G,T ) with less than t disconnected bags, contradicting
our assumption. So t = 0 and (H,B) satisfies (N1).
Now we show that (H,B) satisfies (N2). Suppose that there is a vertex v ofH such that |Bv∩T | ≤ 1
and degH(v) ≥ 1. Suppose that degH(v) = 2 and NH(v) = {u, u
′} for vertices u, u′ of H. If u = u′,
which means that v is joined by two parallel edges, then by (C3), |T∩Bv| ≥ |Bu∩Bv| = 2, contradicting
our assumption. So u 6= u′. Since |Bv ∩ T | ≤ 1, by (C3), Bu ∩ Bu′ ∩ Bv 6= ∅ and H[{u, u
′, v}] is a
cycle of length 3, contradicting the condition that H is bipartite. So degH(v) = 1. Let u ∈ NH(v).
Let H ′ = H \ v and, for all z ∈ V (H ′), let
B′′z =
{
Bu ∪Bv if z = u,
Bz otherwise.
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and let B′′ := {B′′x : x ∈ V (H
′)}. Then (H ′,B′′) is a cyclic decomposition of (G,T ). However,
|B′′| < |B|, contradicting our assumption.
Lemma 3.10. Let G be a connected graph and T be a subset of V (G) such that |T | ≥ 3. If G has a
cycle containing at least 3 vertices of T and (G,T ) has no minor isomorphic to ∆1,∆2,or ∆3, then
(G,T ) has a nice cyclic decomposition (H,B) such that H is an even cycle of length at least 4.
Proof. Let C be a cycle of G containing at least 3 vertices of T .
Claim 1. C contains all vertices in T .
Proof. If not, then there exists x ∈ T \V (C). Let y be a vertex of C such that dG(x, y) is minimum and
P1 be a shortest path from x to y. Since |V (C)∩T | ≥ 3, there exist two vertices a, b ∈ (V (C)∩T )\{y}.
Let P2, P3 be internally disjoint subpaths of C from y to a, b, respectively. Since P1, P2, P3 are internally
disjoint paths from y to x, a, b ∈ T , by Lemma 3.6, (G,T ) has a minor isomorphic to ∆2 or ∆3,
contradicting our assumption. Hence every vertex of T is in C. 
We also know that |V (C) ∩ T | is even, because otherwise (G,T ) has a minor isomorphic to ∆1.
For k ≥ 2, let v1, v2, . . . , v2k be all vertices of V (C)∩T in the cyclic order of C. By Claim 1, we know
that T = {v1, . . . , v2k}. Let v2k+1 := v1 and, for i ∈ {1, 2, . . . , 2k}, let Yi be a path from vi to vi+1 in
C such that no internal vertex is in T .
Claim 2. For every V (C)-path P , V (C) ∩ V (P ) ⊆ V (Yi) for some 1 ≤ i ≤ 2k.
Proof. Suppose that there is a V (C)-path P such that V (C) ∩ V (P ) * V (Yi) for all 1 ≤ i ≤ 2k. Let
x, y be ends of P and u, v be two vertices of T \ {x} nearest to x in C. Let Q1, Q2 be two internally
disjoint subpaths of C from x to u, v, respectively. Since {x, y} * V (Yi) for all 1 ≤ i ≤ 2k, y /∈ V (Q1)
and y /∈ V (Q2). There exists w ∈ T \ (V (Q1) ∪ V (Q2)) because |T | ≥ 4. Let Q3 be a subpath of C
from y to w which does not intersect with Q1 or Q2. Let Q
′
3 be a path wQ3yPx. Then, by applying
Lemma 3.6 to Q1, Q2, Q
′
3, we get a minor isomorphic to ∆2 or ∆3, contradicting our assumption. 
For a positive integer m, let X1,X2, . . . ,Xm be components of G \ V (C). Since G is connected,
NG(V (Xi)) ⊆ V (C) is nonempty for 1 ≤ i ≤ m. By Claim 2, for every 1 ≤ i ≤ m, there is 1 ≤ j ≤ 2k
such that NG(V (Xi)) ⊆ V (Yj).
For 1 ≤ i ≤ 2k, let
Ai =
{
{1 ≤ j ≤ m : NG(V (Xj)) ⊆ V (Y1)} if i = 1,
{1 ≤ j ≤ m : NG(V (Xj)) ⊆ V (Yi)} \
⋃i−1
p=1Ap otherwise.
Let H = x1 · · · x2kx1 be a cycle of length 2k and B = {Bxi := V (Yi) ∪
⋃
j∈Ai
V (Xj) : 1 ≤ i ≤ 2k}.
We claim that (H,B) is a nice cyclic decomposition of (G,T ). By Claim 2, (C1) holds. Claim
2 implies that {Ai : 1 ≤ i ≤ 2k} is a partition of {1, . . . ,m}. So each component of G \ V (C) is
contained in a unique Bxi for 1 ≤ i ≤ 2k. So Bxi ∩ Bxj ⊆ V (Yi) ∩ V (Yj) ⊆ T and (C3) holds. Since
|Bi ∩ T | = {vi, vi+1} for all 1 ≤ i ≤ 2k, we can check that (C4) hold easily. To show (C2), let u, v
be adjacent vertices of G. If u, v ∈ V (C), it is obvious that u, v ∈ V (Yi) ⊆ Bxi for some 1 ≤ i ≤ 2k.
So we may assume that u /∈ V (C). Then u ∈ V (Xi) for some 1 ≤ i ≤ m. Then there is 1 ≤ j ≤ 2k
such that i ∈ Aj. So u and all neighbors of u are in Bxj . Hence {u, v} ⊆ Bxj . So (C2) holds. By the
construction of (H,B), (N1) and (N2) hold obviously. So (H,B) is a nice cyclic decomposition.
Lemma 3.11. Let G be a connected graph and T be a subset of V (G) such that |T | ≥ 3. If (G,T )
has no minor isomorphic to ∆1,∆2,or ∆3 and every cycle of G contains at most 2 vertices of T , then
(G,T ) has a nice cyclic decomposition (H,B) such that H is a path of length at least 1.
Proof. First, we prove the following claim.
Claim 1. There is a path P such that T ⊆ V (P ).
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Proof. Let P be a path with both ends w1, w2 in T and maximum |V (P )∩T |. If there is a vertex x in
T \V (P ), then choose a vertex y of P whose dG(x, y) is minimum. Let Q be a shortest path from x to
y. By the choice of P , y 6= w1 and y 6= w2. Let Q1, Q2 be paths of P0 from y to w1, w2, respectively.
Then, by applying Lemma 3.6 to Q,Q1, Q2, we get a minor isomorphic to ∆2 or ∆3, contradicting our
assumption. 
Let P be a path containing all vertices of T and x1, . . . , xn be all vertices of T in the linear order
of P for n ≥ 3. For 1 ≤ i ≤ n− 1, let Yi be a subpath of P from xi to xi+1.
Claim 2. For every V (P )-path H, V (P ) ∩ V (H) ⊆ V (Yi) for some 1 ≤ i ≤ n− 1.
Proof. Let y1, y2 be ends of V (H) and Q be the subpath of P from y1 to y2. Suppose that there is
a vertex v in (V (Q) \ {y1, y2}) ∩ T . We may assume that dP (x1, y1) < dP (x1, y2). If y1 = x1 and
y2 = xn, then Q = P and a cycle C = x1PxnHx1 contains all vertices of T , contradicting assumption
that no cycle contains more than 3 vertices in T . So we can assume y1 6= x1. Then we apply Lemma
3.6 to paths Q1 = x1Py1, Q2 = y1Pv,Q3 = y1Hy2Pxn and get a minor isomorphic to ∆2 or ∆3,
contradicting our assumption. Hence, Q has no internal vertex in T . Therefore, y1, y2 ∈ V (Yi) for
some 1 ≤ i ≤ n− 1. 
For an integer m ≥ 1, let X1, · · · ,Xm be components of G \V (P ). Since G is connected, we know
that ∅ 6= NG(V (Xi)) ⊆ V (P ) for every i ∈ {1, . . . ,m}. By Claim 2, for every 1 ≤ i ≤ m, there is
1 ≤ j ≤ n− 1 such that NG(V (Xi)) ⊆ V (Yj).
For 1 ≤ i ≤ n− 1, let
Ai =
{
{1 ≤ j ≤ m : NG(V (Xj)) ⊆ V (Y1)} if i = 1,
{1 ≤ j ≤ m : NG(V (Xj)) ⊆ V (Yi)} \
⋃i−1
p=1Ap otherwise.
Let H = z1 · · · zn−1 be a path of length n−2 and B = {Bzi := V (Yi)∪
⋃
j∈Ai
V (Xj) : 1 ≤ i ≤ n−1}.
We claim that (H,B) is a nice cyclic decomposition of (G,T ). By Claim 2, (C1) holds. Claim 2
implies that {Ai : 1 ≤ i ≤ n − 1} is a partition of {1, . . . ,m}. So each component of G \ V (P ) is
contained in a unique Bzi for 1 ≤ i ≤ n− 1. So Bzi ∩Bzj ⊆ V (Yi)∩ V (Yj) ⊆ T and (C3) holds. Since
|Bi ∩ T | = {xi, xi+1} for all 1 ≤ i ≤ n − 1, we can check that (C4) hold easily. We show that (C2)
holds. Let u, v be adjacent vertices of G. If u, v ∈ V (P ), it is obvious that u, v ∈ V (Yi) ⊆ Bzi for
some 1 ≤ i ≤ n − 1. So we may assume that u /∈ V (P ). Then u ∈ V (Xi) for some 1 ≤ i ≤ m. So u
and all neighbors of u are contained in Bzj for 1 ≤ j ≤ n− 1. So {u, v} ⊆ Bzj and (C2) holds. By the
construction of (H,B), (N1) and (N2) hold obviously. So (H,B) is a nice cyclic decomposition.
Let C be the class of all matroids M such that B(M) = F(G(G,T ))△X for a graft (G,T ) and
X ⊆ E(G) where (G,T ) admits a nice cyclic decomposition (H,B) with an even cycle H of length at
least 4.
Also let P be the class of all matroids M such that B(M) = F(G(G,T ))△X for a graft (G,T ) and
X ⊆ E(G) where (G,T ) admits a nice cyclic decomposition (H,B) with a path H of length at least 1.
Lemma 3.12. Let (G,T ) be a graft admitting a cyclic decomposition (H,B). Then (G,T ) does not
contain a minor isomorphic to ∆1, ∆2, or ∆3.
Proof. By Lemma 3.8, it is enough to show that ∆1, ∆2, and ∆3 do not have cyclic decompositions.
Suppose that ∆1 = (K3, V (K3)) has a cyclic decomposition (H,B). Let V (K3) = {u, v, w}. By
(C2), there exist vertices x, y, z of H such that {u, v} ⊆ Bx, {v,w} ⊆ By, {u,w} ⊆ Bz. By (C4),
{u, v} = Bx, {v,w} = By, {u,w} = Bz. By (C3), xyzx is a cycle of length 3 in H, contradicting the
fact that H is bipartite. So ∆1 has no cyclic decomposition.
Let S = {u, v, w} be the set of leaves of K1,3 and s be the internal vertex of K1,3.
Suppose that ∆2 = (K1,3, V (K1,3)) has a cyclic decomposition (H,B). By (C2), there exist vertices
x, y, z of H such that {s, u} ⊆ Bx, {s, v} ⊆ By, {s,w} ⊆ Bz. By (C4), {s, u} = Bx, {s, v} = By,
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{s,w} = Bz. By (C3), xyzx is a cycle of length 3 in H, contradicting the fact that H is bipartite. So
∆2 has no cyclic decomposition.
Suppose that ∆3 = (K1,3, S) has a cyclic decomposition (H,B). By (C2), there exist vertices x,
y, z of H such that {s, u} ⊆ Bx, {s, v} ⊆ By, {s,w} ⊆ Bz. Since Bx ∩By = Bx ∩Bz = By ∩Bz * T ,
by (C3), x = y = z. So V (K1,3) ⊆ Bx, contradicting (C4). So ∆3 has no cyclic decomposition.
Proposition 3.13. Let M be a connected graphic delta-matroid such that M = G(G,T )△X for a
graft (G,T ) and X ⊆ E(G) and G has no isolated vertices. Then, M is a twisted matroid if and only
if at least one of the following holds:
(G1) |T | ≤ 2.
(G2) (G,T ) admits a nice cyclic decomposition (H,B) with an even cycle H of length at least 4.
(G3) (G,T ) admits a nice cyclic decomposition (H,B) with a path H of length at least 1.
Proof. First, we prove the backward direction. If |T | ≤ 2, then by Lemma 3.3, G(G,T ) = M(G′) for
some graph G′ and therefore M is a twisted matroid. If (2) or (3) holds, then (G,T ) has a cyclic
decomposition. So by Lemma 3.12, (G,T ) has no minor isomorphic to ∆1, ∆2, or ∆3. By Lemma 3.5,
G(G,T ) has no (delta-matroid) minor equivalent to MK3. Since G(G,T ) is even [15], it has no minor
isomorphic to D1. Therefore, by Lemma 2.22, G(G,T ) is a twisted matroid and so is M .
Now let us prove the forward direction. SinceM is a twisted matroid, G(G,T ) is a twisted matroid.
Since M is connected, G(G,T ) is connected. So by Lemma 3.4, G is connected. Since G(G,T ) is a
twisted matroid, by Lemma 2.22, (G,T ) has no (delta-matroid) minor equivalent to MK3. Hence, by
Lemma 3.5, (G,T ) has no minor isomorphic to ∆1, ∆2, ∆3.
Suppose that |T | ≥ 3. If G has a cycle containing at least 3 vertices of T , then, by Lemma 3.10,
(G,T ) admits a nice cyclic decomposition (H,B) with an even cycle H of length at least 4. If G
has no cycle containing at least 3 vertices of T , then, by Lemma 3.11, (G,T ) admits a nice cyclic
decomposition (H,B) with a path H of length at least 1.
Proposition 3.14. A matroid M is delta-graphic if and only if every component of M is one of the
following matroids:
(1) graphic or cographic matroids,
(2) matroids in C,
(3) matroids in P.
Proof. Since the backward direction is obvious, we prove the forward direction. Let M be a delta-
graphic matroid. Since every component of M is also delta-graphic, we may assume that M is
connected. There is a graft (G,T ) such that B(M) = G(G,T )△X for some X ⊆ E(G). We may
assume that G has no isolated vertices. Since M is a twisted matroid and a graphic delta-matroid, by
Proposition 3.13, (G1), (G2), or (G3) holds. Since (G2) or (G3) implies (2) or (3), we may assume
that |T | ≤ 2. By Lemma 3.3, G(G,T ) = M(G′) for a graph G′. Since B(M) = G(G,T )△X =
B(M(G′))△X andM is connected, M =M(G′) orM =M∗(G′) by Lemma 2.19. HenceM is graphic
or cographic.
4 Structure of delta-graphic matroids
In this chapter, we aim to describe the structure of delta-graphic matroids.
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Figure 1: The graph W6.
4.1 Structure of matroids in C
We will describe the structure of all matroids in C from the cycle matroid of wheel graphs by gluing
graphic or cographic matroids with 2-sum operation. The wheel graph of order k + 1 is a graph
Wk on the vertex set {s, t1, . . . , tk} with an edge set {ei : 1 ≤ i ≤ 2k} where, for 1 ≤ i ≤ k,
e2i−1 := titi+1, e2i := sti+1 and tk+1 := t1. The vertex s is a center of Wk. An edge of Wk is a spoke
if it is incident with a center and is a rim edge otherwise. See Figure 1.
Proposition 4.1. Let k ≥ 2 be an integer and (G,T ) be a graft with a nice cyclic decomposition
(H,B) such that H is an even cycle 1, 2, 3, . . . , 2k, 1 and B = {Bi : 1 ≤ i ≤ 2k}. For i ∈ {1, 2, . . . , 2k},
let Gi = G[Bi] and ui be the vertex in Bi ∩ Bi+1 where B2k+1 := B1. Let G˜i be a graph obtained
from Gi by adding an edge ei = ui−1ui where u0 := u2k.
Let MH,B :=M(Wk)⊕2M(G˜1)⊕2M
∗(G˜2)⊕2M(G˜3)⊕2M
∗(G˜4)⊕2 · · · ⊕2M(G˜2k−1)⊕2M
∗(G˜2k)
where the edge ei ∈ E(Wk) is identified with the edge ei in E(G˜i) for 1 ≤ i ≤ 2k. Then,
F(G(G,T )) = B(MH,B)△
k⋃
i=1
E(G2i).
Since (H,B) is nice, Gi is connected for each i. For each i ∈ {1, . . . , 2k}, a set X ⊆ E(Gi) is
attached if X is the set of edges of a spanning tree of Gi and X is detached if X is the set of edges of
a spanning forest with 2 components, each having exactly one vertex in {ui−1, ui}.
Lemma 4.2. Let k, (G,T ), Gi, G˜i be given as in Proposition 4.1. Let 1 ≤ i ≤ 2k be an integer. For
a subset X of E(Gi), the following hold:
(1) X is attached if and only if X is a base of M(G˜i).
(2) X is detached if and only if X ∪ {ei} is a base of M(G˜i).
Proof. The conclusion follows easily from the definition.
Lemma 4.3. Let k, (G,T ), Gi, G˜i, M
H,B be given as in Proposition 4.1. A set B is a base of MH,B
if and only if there exist sets F1, F2, . . . , F2k such that
(1) Fi is a base of M(G˜i) for each 1 ≤ i ≤ 2k,
(2) B =
⋃2k
i=1(Fi \ {ei})△
⋃k
i=1E(G2i),
(3) {ei : ei /∈ Fi}△{e2, e4, . . . , e2k} is a base of M(Wk).
Proof. For 1 ≤ i ≤ 2k, let Bi := B(M(G˜i)) if i is odd and Bi := B(M
∗(G˜i)) otherwise. If B
is a base of MH,B, then there exist Xi ∈ Bi for each i ∈ {1, . . . , 2k} and X ∈ B(M(Wk)) such that
B = X△X1△· · ·△X2k△E(Wk) and X = {ei : ei /∈ Xi}. So B =
⋃2k
i=1(Xi\{ei}). For each 1 ≤ i ≤ 2k,
let
Fi =
{
Xi if i is odd,
E(G˜i) \Xi if i is even.
Then (1) holds obviously. Since X2i \ {e2i} = (F2i \ {e2i})△E(G2i) for all 1 ≤ i ≤ k, (2) holds. (3)
holds because X = {ei : ei /∈ Xi} = {ei : ei /∈ Fi}△{e2, e4, . . . , e2k}.
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Conversely, suppose that there are F1, F2, . . . , F2k satisfying (1), (2), and (3). For each 1 ≤ i ≤ 2k,
let
Xi =
{
Fi if i is odd,
E(G˜i) \ Fi if i is even.
Then, by (1), Xi ∈ Bi for each i. By (3), X := {ei : ei /∈ Fi}△{e2, e4, . . . , e2k} = {ei : ei /∈ Xi} ∈
B(M(Wk)). So B = (X1 \ {e1}) ∪ · · · ∪ (X2k \ {e2k}) = X△X1△· · ·△X2k△E(Wk) is a base of
MH,B.
Lemma 4.4. Let (G,T ) be a graft with a cyclic decomposition (H,B) such that H is connected. If G′
is a 2-connected subgraph of G,
(1) V (G′) ⊆ Bv for some v ∈ V (H), or
(2) H is an even cycle and G′ contains a path of G[Bv ] joining two vertices of Bv ∩ T for every
v ∈ V (H).
Proof. Since deleting edges does not change a cyclic decomposition, we may assume that E(G) =
E(G′). We first claim that (1) holds if H is a path. Let H = v1v2 · · · vℓ be a path. Then, for each
1 ≤ k ≤ ℓ − 1, either V (G′) ⊆
⋃
1≤i≤k Bvi or V (G
′) ⊆
⋃
k<i≤ℓBvi . For 1 ≤ k ≤ ℓ − 1, we orient an
edge vkvk+1 from vk to vk+1 if V (G
′) ⊆
⋃
k<i≤ℓBvi and from vk+1 to vk otherwise. Then there is a
vertex vi of H with no outgoing edges. This implies that V (G
′) ⊆ Bvi and (1) holds.
Now suppose that H is an even cycle and (2) does not hold. Then there is a vertex v of H such that
G′ does not contains a path of G[Bv ] joining two vertices of Bv∩T . Then there is a partition (X,Y ) of
Bv, each part having a vertex of T such that there is no edge between X and Y . Let NH(v) = {x, y}
and H ′ be a path obtained from H\v by adding vertices x′, y′ such that NH′(x
′) = {x}, NH′(y
′) = {y}.
Let B′ = (B\{Bv})∪{Bx′ , By′} where Bx′ = X and By′ = Y . Then (H
′,B′) is a cyclic decomposition
of (G,T ). Since H ′ is a path and Bx′ , By′ ⊆ Bv, by the previous claim, (1) holds.
Lemma 4.5. Let (G,T ) be a graft with a cyclic decomposition (H,B). Let x ∈ V (H) and u,v be
vertices in
⋃
y 6=xBy. If P is a path from u to v such that E(P ) ∩ E(G[Bx]) 6= ∅, then |Bx ∩ T | = 2
and P contains a path of G[Bx] joining two vertices of Bx ∩ T .
Proof. Let P := v1 · · · vℓ for ℓ ≥ 2 where v1 := u, vℓ := v. Then V (P ) ∩ Bx 6= ∅ and let i = min{k ∈
{1, . . . , ℓ} : vk ∈ Bx} and j = max{k ∈ {1, . . . , ℓ} : vk ∈ Bx}. Since E(P ) ∩ E(G[Bx]) 6= ∅, i 6= j.
We first claim that vi ∈ T . It is trivial from (C3) when i = 1. So we may assume that i > 1. Since
vi−1 /∈ Bx, by (C2), vi−1, vi ∈ By for some y ∈ V (H) \ {x}. So vi ∈ Bx ∩ By ⊆ T by (C3). Similarly,
vj ∈ T . By (C3) and (C4), Bx ∩ T = {vi, vj} and Q = viPvj is a subpath of P joining two vertices of
Bx ∩ T in G[Bx].
Lemma 4.6. Let (G,T ) be a graft with a cyclic decomposition (H,B) where H is connected. For a
subgraph G′ of G, let
SG′ = {v ∈ V (H) : |Bv ∩ T | = 2 and G
′ contains a path of G[Bv ] joining two vertices of Bv ∩ T}
and TG′ = {v ∈ V (H) : V (G
′) ∩Bv 6= ∅}. If G
′ is connected, then
(1) H[SG′ ] is connected, and
(2) if SG′ = ∅, then TG′ is a clique of size at most 2 in H.
Proof. Suppose that H[SG′ ] is disconnected. Let x, y be vertices of H which are contained in different
components of H[SG′ ]. Choose vertices u, v of G
′ and a path P = w1w2 · · ·wn from u = w1 to v = wn
such that u ∈ Bx, v ∈ By and |V (P )| is minimum. By (C3), Bx∩By = ∅ and u 6= v. For 1 ≤ i ≤ n−1,
by (C2), there is a bag Bzi containing wi, wi+1 for some zi ∈ V (H). Since |V (P )| is minimum, we
have w2 /∈ Bx and wn−1 /∈ By. So z1 6= x, zn−1 6= y, and u ∈ Bx ∩Bz1 , v ∈ By ∩Bzn−1 . By (C3), x is
adjacent to z1 and y is adjacent to zn−1. For 1 ≤ i ≤ n− 1, either zi = zi+1 or zi, zi+1 are adjacent in
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H by (C3). By Lemma 4.5, zi ∈ SG′ for all 1 ≤ i ≤ n− 1. So there is a path from x to y in H[SG′ ],
contradicting our assumption.
To show (2), suppose that TG′ is not a clique of H. Then there are x, y ∈ TG′ such that x, y are
not adjacent in H. Let u ∈ V (G′) ∩ Bx, v ∈ V (G′) ∩ By. Since x, y are not adjacent in H, by (C3),
Bx ∩ By = ∅. Let P = v1v2 · · · vn be a path G
′ from u = v1 to v = vn. There is an edge vjvj+1
which is not contained in E(G[Bx]) ∪ E(G[By]) because Bx ∩ By = ∅. By (C2), there is a vertex
w ∈ V (H) \ {x, y} such that {vj , vj+1} ⊆ Bw. By Lemma 4.5, w ∈ SG′ , contradicting our assumption
that SG′ = ∅. Since H is bipartite, TG′ is a clique of size at most 2.
Lemma 4.7. Let k, (G,T ), Gi, G˜i be given as in Proposition 4.1. A set F is a feasible set of G(G,T )
if and only if there exist sets F1, . . . , F2k such that
(1) Fi ∈ B(M(G˜i)) for each 1 ≤ i ≤ 2k,
(2) F =
⋃k
i=1(Fi \ {ei}),
(3) {ei : ei /∈ Fi}△{e2, e4, . . . , e2k} is a base of M(Wk).
Proof. Suppose that there are F1, . . . , F2k satisfying (1), (2), and (3). We show that F =
⋃2k
i=1(Fi \
{ei}) is a feasible set of G(G,T ). For i ∈ {1, . . . , 2k}, let F
′
i := Fi \ {ei}. Let D := {ei : ei /∈
Fi}△{e2, e4, . . . , e2k} and Γ = (V (G), F ) be a spanning subgraph of G. We claim that Γ is a T -
spanning forest. By (1) and Lemma 4.2, for each i ∈ {1, . . . , 2k}, F ′i is attached or detached. For
i ∈ {1, . . . , 2k}, if F ′i is detached, then let Xi, Yi be edge sets of components of a subgraph Hi =
(V (Gi), F
′
i ) containing ui−1, ui respectively.
Suppose that Γ contains a cycle C. If F ′i is attached for all i ∈ {1, . . . , 2k}, then, by Lemma 4.2,
ei /∈ F
′
i = Fi for all i ∈ {1, . . . , 2k} and D = {e1, e3, . . . , e2k−1} is an edge set of a cycle of Wk,
contradicting (3). Therefore, by Lemma 4.4, V (C) ⊆ Bi for some i ∈ {1, . . . , 2k}. By (1), E(C) * Fi.
So there is an edge e = xy ∈ E(C) such that e /∈ Fi. So there is j 6= i such that e ∈ Fj and
x, y ∈ Bi ∩ Bj. By (C3), H is an even cycle of length 2, contradicting our assumption that k ≥ 2.
Therefore Γ is a forest.
It remains to show that |V (G′) ∩ T | is odd for each component G′ of Γ. By Lemma 4.6, H[SG′ ] is
connected and if SG′ = ∅, then TG′ is a clique of size at most 2 in H. Suppose that SG′ = ∅. Since
F ′i is attached or detached for all i ∈ {1, . . . , 2k}, every component of Γ contains a vertex of T . So
|TG′ | = 2 and G
′ = Xi+1 ∪ Yi for some i ∈ {1, . . . , 2k}. Therefore, we deduce that |V (G
′) ∩ T | = 1 if
SG′ = ∅. If SG′ 6= ∅, then P := H[SG′ ] is a path because Γ is a forest. By rotational symmetry, we can
assume that P is a path from 1 or 2. If P is a path 1, 2, . . . , n for some 1 ≤ n < 2k, then F ′i is attached
and E(G′)∩E(Hi) = F
′
i for all i ∈ {1, . . . , n} and F
′
n+1, F
′
2k are detached and E(G
′)∩E(H2k) = Y2k,
E(G′) ∩ E(Hn+1) = Xn+1. We show that |V (G
′) ∩ T | = n+ 1 is odd. Suppose that n is odd. Then,
by Lemma 4.2, ei /∈ Fi for all i ∈ {1, . . . , n} and en+1 ∈ Fn+1, e2k ∈ F2k. Therefore, D contains
{e1, e3, . . . , en, en+1, e2k} which is an edge set of a cycle, contradicting (3).
If P is a path 2, 3, . . . , n for 2 ≤ n ≤ 2k, then F ′i is attached and E(G
′) ∩ E(Hi) = F
′
i for all
i ∈ {2, . . . , n} and F ′1, F
′
n+1 are detached and E(G
′) ∩ E(H1) = Y1, E(G
′) ∩ E(Hn+1) = Xn+1. We
show that |V (G′) ∩ T | = n is odd. Suppose that n is even. Then, by Lemma 4.2, ei /∈ Fi for all
i ∈ {2, . . . , n} and e1 ∈ F1, en+1 ∈ Fn+1. So D ∩ {e1, e2, e4, . . . , en, en+1} = ∅. So D is an edge set of
a disconnected subgraph of Wk, contradicting (3).
Conversely, suppose that F is an edge set of a T -spanning forest H of G. For each 1 ≤ i ≤ 2k,
let F ′i = F ∩ E(Gi) and Hi = (V (Gi), F
′
i ). Since G is connected and H is a T -spanning forest, every
component of H contains a vertex in T . By (C3), there is no component of Hi avoiding T . Since
|Bi∩T | = 2, F
′
i should be either attached or detached. Let Fi := F
′
i if F
′
i is attached and Fi := F
′
i∪{ei}
if F ′i is detached. If F
′
i is detached, then let Xi, Yi be edge sets of components of Hi containing ui−1,
ui respectively.
Trivially, (2) holds. By Lemma 4.2, (1) holds. So it remains to prove (3). Let D := {ei : ei /∈
Fi}△{e2, e4, . . . , e2k} and Z = (V (Wk),D) be a subgraph ofWk. We wish to show that Z is a spanning
tree of Wk. Suppose that Z contains a cycle.
If Z has a cycle containing the center, then let C be a shortest cycle among all cycles containing
the center. Then C is an induced cycle. By rotational symmetry, we may assume that E(C) =
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Figure 2: Two graphs Π8 and Π9.
{e1, e3, . . . , e2n−1} ∪ {e2n, e2k} for some 1 ≤ n < k. Since E(C) ⊆ D and D ∩ {e2, . . . , e2(n−1)} = ∅,
by Lemma 4.2, F ′2n, F
′
2k are detached and F
′
i is attached for each 1 ≤ i ≤ 2n − 1. So Y2k ∪ F
′
1 ∪ F
′
2 ∪
· · · ∪ F ′2n−1 ∪ X2n is an edge set of a component X of H. However, |V (X) ∩ T | = 2n ≡ 0 (mod 2),
contradicting our assumption.
So E(C) = {e1, e3, . . . , e2k−1} if Z contains a cycle C. Then F
′
2j−1 is attached for each 1 ≤ j ≤ k.
Since Z does not contain a cycle containing the center, |D ∩ {e2, e4, . . . , e2k}| ≤ 1. So all but at most
one of F ′1, . . . , F
′
2k is attached and H has a component containing all vertices of T , contradicting our
assumption. Therefore, Z is a forest.
It remains to prove that Z is connected. If Z is not connected, then there exists a component P
not containing the center s ofWk. Then P is a connected subgraph of a cycleWk\s. Since Z is a forest
and P is connected, P is a path. By rotational symmetry, let E(P ) = {e1, e3, . . . , e2n−1} for some
n < k. By Lemma 4.2, F ′2n+1, F
′
2k−1 are detached and F
′
i is attached for all i ∈ {1, . . . , 2n} ∪ {2k}.
Therefore, Y2k−1 ∪ F
′
2k ∪ F
′
1 ∪ · · · ∪ F
′
2n ∪X2n+1 is a component Y of H and |V (Y ) ∩ T | = 2n+ 2 ≡ 0
(mod 2), contradicting our assumption. Therefore, Z is connected.
Proof of Proposition 4.1. Obvious from Lemma 4.3 and Lemma 4.7.
4.2 Structure of matroids in P
For a positive integer k ≥ 2, let
Πk =
{
W⌊k
2
⌋+1/ek+1 if k is odd,
W⌊k
2
⌋+1 \ ek+1/ek+2 if k is even.
Proposition 4.8. Let ℓ ≥ 2 be an integer and (G,T ) be a graft with a nice cyclic decomposition
(H,B) such that H is a path 1, 2, . . . , ℓ and B = {Bi : 1 ≤ i ≤ ℓ}. For i ∈ {1, . . . , ℓ}, let Gi = G[Bi].
For i ∈ {1, . . . , ℓ− 1}, let ui be the vertex in Bi ∩Bi+1 and u0 be the vertex in (T ∩B1) \B2 and uℓ
be the vertex in (T ∩Bℓ) \Bℓ−1. Let G˜i be a graph obtained from Gi be adding an edge ei = ui−1ui.
Let
MH,B =
{
M(Πℓ)⊕2 M(G˜1)⊕2 M
∗(G˜2)⊕2 M(G˜3)⊕2 M
∗(G˜4)⊕2 · · · ⊕2 M(G˜ℓ) if ℓ is odd,
M(Πℓ)⊕2 M(G˜1)⊕2 M
∗(G˜2)⊕2 M(G˜3)⊕2 M
∗(G˜4)⊕2 · · · ⊕2 M
∗(G˜ℓ) if ℓ is even
where ei ∈ E(Πℓ) is identified with ei in E(G˜i) for 1 ≤ i ≤ ℓ. Then,
F(G(G,T )) = B(MH,B)△
⌊ ℓ
2
⌋⋃
i=1
E(G2i)
Proof. Suppose that ℓ is odd. Let ℓ = 2n − 1 for some n ≥ 2. Let G˜ = G+ fℓ+1 where fℓ+1 is a new
edge joining u0, uℓ. Let Gℓ+1 be a graph with V (Gℓ+1) = {u0, uℓ} and E(Gℓ+1) = {fℓ+1}. Then (G˜, T )
has a nice cyclic decomposition (H˜, B˜) such that H˜ is an even cycle obtaining from H by adding a
vertex ℓ + 1 adjacent to 1, ℓ and B˜ = B ∪ {Bℓ+1} where Bℓ+1 := {u0, uℓ}. Let G˜ℓ+1 be a graph on
{u0, uℓ} with 2 parallel edges eℓ+1, fℓ+1.
Since fℓ+1 is not a T -bridge of (G˜, T ), G(G,T ) = G(G˜ \ fℓ+1, T ) = G(G˜, T ) \ fℓ+1. We observe that
(M(Wn)⊕2 M
∗(G˜ℓ+1))/fℓ+1 =M(Wn/eℓ+1). Hence, by Proposition 4.1, we have
F(G(G,T )) =
(
B(M H˜,B˜)△
n⋃
i=1
E(G2i)
)
\ fℓ+1 = B(M
H˜,B˜/fℓ+1)△
n−1⋃
i=1
E(G2i).
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Note that
M H˜,B˜/fℓ+1 = (M(Wn)⊕2 M(G˜1)⊕2 · · · ⊕2 M(G˜ℓ)⊕2 M
∗(G˜ℓ+1))/fℓ+1
=M(Wn/eℓ+1)⊕2 M(G˜1)⊕2 · · · ⊕2 M(G˜ℓ)
=M(Πℓ)⊕2 M(G˜1)⊕2 · · · ⊕2 M(G˜ℓ) =M
H,B.
Suppose that ℓ is even. Then ℓ = 2n for n ≥ 1. Let G˜ be a graph obtained from G by adding a vertex
uℓ+1 adjacent to uℓ. Let fℓ+1 = uℓuℓ+1, T˜ = T∪{uℓ+1} andGℓ+1 be a graph with V (Gℓ+1) = {uℓ, uℓ+1}
and E(Gℓ+1) = {fℓ+1}. Then (G˜, T˜ ) has a nice cyclic decomposition (H˜, B˜) such that H˜ is a path
obtained from H by adding a vertex vℓ+1 adjacent to vℓ and B˜ = B∪{Bℓ+1} where Bℓ+1 := {uℓ, uℓ+1}.
Let G˜ℓ+1 is a graph on {uℓ, uℓ+1} with 2 parallel edges eℓ+1, fℓ+1.
Since fℓ+1 is not a T˜ -bridge of (G˜, T˜ ), F(G(G,T )) = F(G(G˜ \ fℓ+1, T˜ )) = F(G(G˜, T˜ )) \ fℓ+1. We
observe that (M(Wn+1/eℓ+2) ⊕2 M(G˜ℓ+1)) \ fℓ+1 = M(Wn+1 \ eℓ+1/eℓ+2). Hence, by the first case,
we have
F(G(G,T )) =
(
B(M H˜,B˜)△
n⋃
i=1
E(G2i)
)
\ fℓ+1 = B(M
H˜,B˜ \ fℓ+1)△
n⋃
i=1
E(G2i)
where
M H˜,B˜ \ fℓ+1 = (M(Wn+1/eℓ+2)⊕2 M(G˜1)⊕2 · · · ⊕2 M
∗(G˜ℓ)⊕2 M(G˜ℓ+1)) \ fℓ+1
=M(Wn+1 \ eℓ+1/eℓ+2)⊕2 M(G˜1)⊕2 · · · ⊕2 M
∗(G˜ℓ)
=M(Πℓ)⊕2 M(G˜1)⊕2 · · · ⊕2 M
∗(G˜ℓ) =M
H,B.
So we finish the proof.
For a graft (G,T ), a T -separation is a pair (G1, G2) of subgraphs of G such that the following
hold:
• G1 ∪G2 = G, E(G1) ∩ E(G2) = ∅.
• min{|E(G1)|, |E(G2)|} ≥ 1.
• T = V (G1) ∩ V (G2) and |T | = 2.
A vertex v of G is a T -cutvertex if κ(G,T ) < κ(G \ v, T \ {v}).
Lemma 4.9. Let G be a graph with |E(G)| ≥ 2 and no isolated vertices and T be a subset of V (G).
Then G(G,T ) is connected if and only if G is connected and has no loops, no T -separations, and no
T -cutvertices.
Proof. We first prove the forward direction. Suppose that M := G(G,T ) = (E(G),F) is connected.
By Lemma 3.4, G is connected. If G has a loop e, then there is no feasible set containing e and
therefore ({e}, E(G) \ {e}) is a separation of M , contradicting our assumption. So G has no loops.
Suppose that G has a T -separation for T = {u, v}. Then, by Lemma 3.3, G(G,T ) =M(G′) where
G′ = (G + e)/e and e = uv. Since G′ has a cut-vertex or a loop, G(G,T ) = M(G′) is disconnected,
contradicting our assumption. So G has no T -separations.
If G has a T -cutvertex v, then there is a partition (X,Y ) of V (G) \ {v} such that X, Y 6= ∅,
Y ∩ T = ∅, and there is no edge between X, Y . Let GX := G[X ∪ {v}], GY := G[Y ∩ {v}],
TX = T ∩ (X ∪ {v}), TY = T ∩ (Y ∪ {v}). We show that (E(GX ), E(GY )) is a separation of G(G,T ).
For each F ∈ F, let H = (V (G), F ). Then H[Y ∪{v}] is a spanning tree of GY since G is connected
and |TY | ≤ 1. Obviously, H[X ∪ {v}] is a TX-spanning forest of GX . So F ⊆ {FX ∪ FY : FX , FY ∈
F, FX ⊆ E(GX), FY ⊆ E(GY )}. It is easy to see that {FX ∪ FY : FX , FY ∈ F, FX ⊆ E(GX), FY ⊆
E(GY )} ⊆ F. Therefore (E(GX ), E(GY )) is a separation of G(G,T ), contradicting our assumption.
So G has no T -cutvertices.
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For the backward direction, suppose that G is connected and has no loops, no T -separations, and
no T -cutvertices. If |T | ≤ 1, then G(G,T ) = M(G) is connected because G has no cut-vertices. If
T = {u, v}, then by Lemma 3.3, G(G,T ) = M(G′) where G′ = (G + e)/e and e = uv. Since G has
no T -separation, there is no edge in G parallel to e. Let e∗ be a vertex of G′ obtained from G by
contracting e. Since G has neither a loop nor an edge parallel to e, G′ has no loop. Suppose that
G′ has a cut-vertex w. Then w = e∗ otherwise w is a T -cutvertex of G. Let (X,Y ) be a partition
of V (G′) \ {w} such that X,Y 6= ∅ and there is no edge between X and Y . Let GX := G[X ∪ T ]
and GY = G[Y ∪ T ]. Then (GX , GY ) is a T -separation of G, contradicting our assumption. So
G(G,T ) =M(G′) is connected. So we may assume that |T | ≥ 3.
Let M := G(G,T ) = (E(G),F). By Lemma 2.18, it is enough to prove that, whenever e, f ∈ E(G)
have a common end v, they are contained in same component of GM,F for some F ∈ F.
If there is a cycle C containing e, f in G, then let P := C \ f and H be a spanning tree of G
containing P . Let F1 = E(H). If |T | is odd, then F1, F1△{e, f} ∈ F and so e, f are adjacent in
GM,F1 . Therefore we may assume that |T | is even. If T ∩ (V (H) \ V (P )) 6= ∅, then we can choose an
edge g ∈ E(H) \ E(P ) such that H ′ = H \ g induces two components T1, T2 so that |V (T1) ∩ T | = 1
and V (T1) ∩ V (C) = ∅. Let F2 = E(H \ g). Then F2, F2△{e, f} ∈ F and e, f are adjacent in GM,F2 .
So we may assume that T ⊆ V (P ). Let P = x1x2 · · · xn where e = xn−1xn. Let i = min{k : xk ∈
T} and g′ = xixi+1. Since |T | ≥ 3, g
′ 6= e. Let F3 := E(H \ g
′). Then we know that F3 ∈ F. If
xn /∈ T , then we can observe that F3△{e, f} ∈ F. So e, f are in same component of GM,F3 . Therefore
we assume that xn ∈ T . Let j = max{k : k < n, xk ∈ T} and g
′′ = xj−1xj . Since |T | ≥ 3 and |T |
is even, |T | ≥ 4 and so g′′ 6= g′. Then we know that F3△{e, g
′′}, F3△{f, g
′′} ∈ F. So e, f are in the
same component of GM,F3 .
Hence we can assume that there is no cycle containing both e and f . Then v is a cut-vertex of
G. Let C1, . . . , Cm be all components of G \ v. Then, for each i ∈ {1, . . . ,m}, V (Ci) ∩ T 6= ∅ because
otherwise v is a T -cutvertex. Let e = vx, f = vy. Without loss of generality, we may assume that
x ∈ V (C1), y ∈ V (C2). For each i ∈ {1, . . . ,m}, let Ti := V (Ci) ∩ T and Hi be a Ti-spanning forest
of Gi. Let Fi := E(Hi) for i ∈ {1, . . . ,m} and F := F1 ∪ F2 ∪ · · · ∪ Fm. If v ∈ T , then F ∈ F and
F△{e, f} = F ∪ {e, f} ∈ F. So e, f are adjacent in GM,F . If v /∈ T , then F
′ = F ∪ {e} ∈ F and
F ′△{e, f} = F ∪ {f} ∈ F. So e, f are adjacent in GM,F ′ .
Now we are ready to characterize the structure of connected delta-graphic matroids.
Proposition 4.10. A matroid M is connected and delta-graphic if and only if
(1) M or M∗ is connected and graphic, or
(2) M or M∗ is isomorphic to MH,B for a graft (G,T ) such that G is connected and has no loops,
no T -separations, no T -cutvertices and (G,T ) admits a nice cyclic decomposition (H,B) where
H is an even cycle of length at least 4 or a path of length at least 1.
Proof. The backward direction follows from Propositions 3.14, 4.1, and 4.8 and Lemma 4.9. For the
forward direction, suppose that (1) does not hold. Then by Proposition 3.14, we may assume that
M ∈ C or M ∈ P. It is enough to show that (2) holds.
If M ∈ C, then B(M) = F(G(G,T ))△X for a graft (G,T ) and X ⊆ E(G) where (G,T ) has a nice
cyclic decomposition (H,B) with an even cycle H = 1, 2, . . . , 2k, 1 and k ≥ 2. Since M is connected,
G has no loops, no T -separations, no T -cutvertices by Lemma 4.9. By Proposition 4.1, F(G(G,T )) =
B(MH,B)△
⋃k
i=1E(G[B2i]). So B(M) = B(M
H,B)△X ′ for a set X ′ = X△
⋃k
i=1E(G[B2i]). Since M
is connected, M is isomorphic to MH,B or (MH,B)∗ by Lemma 2.19.
Now suppose that M ∈ P. Then B(M) = F(G(G,T ))△X for a graft (G,T ) and X ⊆ E(G)
where (G,T ) has a nice cyclic decomposition (H,B) with a path H = 1, 2, . . . , ℓ and ℓ ≥ 2. Since
M is connected, G has no loops, no T -separations, no T -cutvertices by Lemma 4.9. By Propo-
sition 4.8, F(G(G,T )) = B(MH,B)△
⋃⌊ ℓ
2
⌋
i=1E(G[B2i]). So B(M) = B(M
H,B)△X ′ for a set X ′ =
X△
⋃⌊ ℓ
2
⌋
i=1E(G[B2i]). SinceM is connected, M is isomorphic toM
H,B or (MH,B)∗ by Lemma 2.19.
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5 Tree decomposition of delta-graphic matroids
In this section, we describe the structure of delta-graphic matroids which are not 3-connected. For
that, we will use the tree decomposition of matroids in Section 2.
Lemma 5.1. Let M be a connected matroid with a canonical tree decomposition (T, ρ) and P be a
path of T from u to v with length at least 2 such that every internal vertex of P has degree 2 in T .
Let eu, ev be edges of P incident with u, v, respectively and N be a matroid obtained from ρ(v) by
relabelling an element ev to eu. If (T
′, ρ′) is a matroid-labelled tree such that T ′ is obtained from
T \ (V (P ) \ {u, v}) by adding an edge eu joining u and v and
ρ′(x) =
{
ρ(x) if x ∈ V (T ′) \ {v},
N if x = v,
then ρ′(T ′) is a minor of M . In addition, the canonical tree decomposition of ρ′(T ′) is (T ′, ρ′)/eu if
the pair {u, v} is bad and (T ′, ρ′) otherwise.
Proof. Let Tu, Tv be components of T \ (V (P ) \ {u, v}) containing u, v, respectively. Let M1 = ρ(Tu),
M2 = ρ(P \ {u, v}), and M3 = ρ(Tv). Then M = M1 ⊕2 M2 ⊕2 M3. Since M2 is connected, there is
a circuit C in M2 containing eu and ev. Then M
′
2 = M2 \ (E(M2) \ C)/(C \ {eu, ev}) is a minor of
M2. By Lemma 2.9, M
′
2 ⊕2 M3 is a minor of M2 ⊕2 M3 and so M
′ =M1 ⊕2 M
′
2 ⊕2 M3 is a minor of
M1 ⊕2 M2 ⊕2 M3.
LetM ′3 be the matroid obtained fromM3 by relabelling an element ev to eu. ThenM
′
2⊕2M3 =M
′
3.
So M ′ = ρ′(T ′) is a minor of M .
It is easy to check that (T ′, ρ′) is a canonical tree decomposition of ρ′(T ′) if the pair {u, v} is not
bad. If the pair {u, v} is bad, then (T ′, ρ′)/eu is a canonical tree decomposition of ρ
′(T ′) because
U1,m ⊕2 U1,n = U1,m+n−2 and Um−1,m ⊕2 Un−1,n = Um+n−3,m+n−2 for m,n ≥ 2.
Let G be the class of graphic matroids and G∗ be the class of cographic matroids. If T is a tree,
e ∈ E(T ), and v ∈ V (T ), then we define Te(v) to be the component of T \ e not containing v.
Lemma 5.2. Let M be a connected matroid. Then the following are equivalent:
(1) There exists a graft (G,T ) with a nice cyclic decomposition (H,B) such that M or M∗ is iso-
morphic to MH,B and H is isomorphic to P2, P3, or C4.
(2) M is a 2-sum of a graphic matroid and a cographic matroid.
Proof. We will first prove that (1) implies (2). By taking dual, we may assume that M is isomorphic
to MH,B. Let us start with the case that H is a path. Let H = 1, . . . , ℓ+1 be a path of length ℓ. For
i ∈ {1, . . . , ℓ+ 1}, let Gi be a graph obtained from G[Bi] by adding an edge ei joining two vertices of
Bi ∩ T and
Mi =
{
M(Gi) if i is odd,
M∗(Gi) if i is even.
If ℓ = 1, then we haveMH,B =M(Π2)⊕2M1⊕2M2 = (M(Π2)⊕2M1)⊕2M2. SinceM(Π2) = U1,2,
M(Π2)⊕2 M1 is graphic and M
H,B is a 2-sum of a graphic matroid and a cogrpahic matroid.
If ℓ = 2, then MH,B = M(Π3) ⊕2 M1 ⊕2 M2 ⊕2 M3 = (M(Π3) ⊕2 M1 ⊕2 M3) ⊕2 M2. Since
M(Π3) = U1,3, M(Π3) ⊕2 M1 ⊕2 M3 is graphic and M
H,B is a 2-sum of a graphic matroid and a
cographic matroid.
Now it remains to check the case that H = 1, 2, 3, 4, 1 is a cycle of length 4. For i ∈ {1, . . . , 4}, let
Gi be a graph obtained from G[Bi] by adding an edge ei joining two vertices of Bi ∩ T and
Mi =
{
M(Gi) if i is odd,
M∗(Gi) if i is even.
Then MH,B =M(W2)⊕2 M1 ⊕2 M2 ⊕2 M3 ⊕2 M4. It is easy to observe that M(W2) = N1 ⊕2 N2
such that N1 is isomorphic to U1,3 with {e1, e3} ⊆ E(N1) and N2 is isomorphic to U2,3 with {e2, e4} ⊆
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E(N2). So M
H,B = (N1 ⊕2 M1 ⊕2 M3) ⊕2 (N2 ⊕2 M2 ⊕2 M4) and N1 ⊕2 M1 ⊕2 M3 is graphic and
N2 ⊕2 M2 ⊕2 M4 is cographic. So M
H,B is a 2-sum of a graphic matroid and a cographic matroid.
Now we show (2) implies (1). Suppose that M = M(G1) ⊕2 M
∗(G2) for graphs G1 and G2. We
may assume that G1 and G2 have no isolated vertices. We may assume that E(G1) ∩ E(G2) = {e}.
Since M is connected, M(G1) and M
∗(G2) are connected by Lemma 2.5. Then, for i ∈ {1, 2}, Gi is
2-connected or is isomorphic to a graph with 2 vertices and parallel edges. Hence G1 \ e and G2 \ e
are connected. Let x1, y1 be ends of e in G1 and x2, y2 be ends of e in G2. Let G be a graph obtained
from the union of G1 \e and G2 \e by identifying x1 with x2 and T := {x1, y1, y2}. Let H be a path of
length 1 on the vertex set {1, 2}. Let B1 := V (G1), B2 := V (G2), and B = {B1, B2}. Because G1 \ e
and G2 \ e are connected, (H,B) is a nice cyclic decomposition of (G,T ) and M =M
H,B.
Lemma 5.3. Let M be a connected matroid. Then M =M1⊕2M2 such that M1 ∈ G, M2 ∈ G
∗ if and
only if M ∈ G∪G∗ or M has a canonical tree decomposition (T, ρ) which satisfies one of the following:
(1) There is an edge e of T such that for two components T1, T2 of T \ e, ρ(T1) ∈ G and ρ(T2) ∈ G
∗.
(2) There is a vertex v of T such that
(i) ρ(v) is isomorphic to U1,m or Um−1,m for some m ≥ 3,
(ii) for each component C of T \ v, ρ(C) ∈ G ∪ G∗, and
(iii) there are distinct components C1, C2 of T \ v such that ρ(C1) ∈ G and ρ(C2) ∈ G
∗.
Proof. To prove the forward direction, suppose thatM =M1⊕2M2 /∈ G∪G
∗ forM1 ∈ G andM2 ∈ G
∗.
Then M1 /∈ G
∗,M2 /∈ G, and |E(M1)|, |E(M2)| ≥ 3. Let E(M1)∩E(M2) = {e}. Since M is connected,
both M1 and M2 are connected by Lemma 2.5. Hence, by Theorem 2.6, M1 and M2 have canonical
tree decompositions. For i ∈ {1, 2}, let (Ti, ρi) be a canonical tree decomposition of Mi and xi be a
vertex of Ti such that e ∈ E(ρ(xi)). Then ρ(T1) = M1 ∈ G and ρ(T2) = M2 ∈ G
∗. Let (T ′, ρ′) be a
matroid-labelled tree such that T ′ is obtained from T1 ∪T2 by adding an edge e joining x1 and x2 and
ρ′(x) =
{
ρ1(x) if x ∈ V (T1),
ρ2(x) if x ∈ V (T2).
If a pair {x1, x2} is not bad, then (T, ρ) := (T
′, ρ′) is a canonical tree decomposition of M and (T, ρ)
satisfies (1). If {x1, x2} is bad, then (T, ρ) := (T
′, ρ′)/e is a canonical tree decomposition.
Now we show that (T, ρ) satisfies (2). Let v be a vertex of T obtained by contracting e. Then
ρ(v) is isomorphic to U1,m or Um−1,m for m ≥ 3 and so (i) holds. For each component C of T \ v,
since C is a subtree of T1 or T2, ρ(C) is isomorphic to a minor of ρ(T1) or ρ(T2) by Lemma 2.8. So
ρ(C) ∈ G ∪ G∗ and (ii) holds. Moreover, for each i ∈ {1, 2}, Ti is not a single vertex xi otherwise
M ∈ G ∪ G∗. Therefore, for each i ∈ {1, 2}, there is a component Ci of T \ v which is a subtree of
Ti \ xi. So (iii) holds because ρ(C1) ∈ G and ρ(C2) ∈ G
∗.
Now we prove the converse. IfM ∈ G∪G∗, then M is isomorphic toM⊕2U1,2 and U1,2 ∈ G∩G
∗. If
(1) holds, then M = ρ(T ) = ρ(T1)⊕2 ρ(T2) and so M is a 2-sum of a graphic matroid and a cographic
matroid.
Suppose that (2) holds. By taking dual, we may assume that ρ(v) is a uniform matroid with rank
1. By (ii), (iii) of (2), there exists a partition (X,Y ) of E(ρ(v)) such that |X|, |Y | ≥ 1, ρ(Te(v)) ∈ G
for each e ∈ X ∩ E(T ), and ρ(Tf (v)) ∈ G
∗ for each f ∈ Y ∩ E(T ). Let X ∩ E(T ) = {e1, e2, . . . , em}
and let Y ∩E(T ) = {f1, f2, . . . , fn}. Let N1 be a uniform matroid of rank 1 on X ∪ {g} and N2 be a
uniform matroid of rank 1 on Y ∪ {g}. Then ρ(v) = N1⊕2N2 and so M = (N1 ⊕2 ρ(Te1(v))⊕2 · · · ⊕2
ρ(Tem(v)))⊕2 (N2⊕2 ρ(Tf1(v))⊕2 · · ·⊕2 ρ(Tfn(v))), N1⊕2 ρ(Te1(v))⊕2 · · ·⊕2 ρ(Tem(v)) is graphic, and
N2 ⊕2 ρ(Tf1(v))⊕2 · · · ⊕2 ρ(Tfn(v)) is cographic.
For a matroidM , a subset C of E(M) is a circuit-hyperplane ofM if C is a circuit and a hyperplane
of M .
A canonical tree decomposition (T, ρ) of a connected matroid M is a wheel decomposition if there
is a vertex v of T , called a hub, such that the following hold:
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(W1) ρ(v) is isomorphic to M(Wk) for some k ≥ 3.
(W2) There exists a circuit-hyperplane C of ρ(v) such that for every component X of T \ v and the
edge eX joining v and a vertex of X,
(a) ρ(X) ∈ G if eX ∈ C,
(b) ρ(X) ∈ G∗ if eX /∈ C.
We remark that C is the set of rim edges.
Lemma 5.4. If a connected matroid M admits a wheel decomposition, then so does M∗.
Proof. The conclusion follows from the fact that the complement of a circuit-hyperplane of M(Wk) is
a circuit-hyperplane of M∗(Wk) which is isomorphic to M(Wk).
Lemma 5.5. A connected matroid M has a wheel decomposition if and only if there is a graft (G,T )
with a nice cyclic decomposition (H,B) such thatM or M∗ is isomorphic toMH,B and H is isomorphic
to C2k for some k ≥ 3.
Proof. To prove the backward direction, suppose that H = 1, 2, . . . , 2k, 1 is an even cycle for some
k ≥ 3. For each 1 ≤ i ≤ 2k, let Gi be a graph obtained from G[Bi] by adding an edge ei joining two
vertices of T ∩Bi and let
Mi =
{
M(Gi) if i is odd,
M∗(Gi) if i is even.
By Lemma 5.4, we can assume that M = MH,B = M(Wk) ⊕2 M1 ⊕2 M2 ⊕2 · · · ⊕2 M2k by
taking dual. Let E(M(Wk)) = {e1, e2, . . . , e2k} and C := {e1, e3, . . . , e2k−1} be the set of rim edges
of M(Wk). Since M is connected, Mi is connected for each i ∈ {1, 2, . . . , 2k} by Lemma 2.5. Let
A = {1 ≤ i ≤ 2k : |E(Mi)| ≥ 3}. For each i ∈ A, let (Ti, ρi) be a canonical tree decomposition of Mi
and let vi be a vertex of V (Ti) such that ei ∈ ρi(vi). Let (T, ρ) be a matroid-labelled tree such that
T is obtained from
⋃
i∈A Ti by adding a new vertex u and edges ei = uvi for all i ∈ A and
ρ(v) =
{
M(Wk) if v = u,
ρi(v) if v ∈ V (Ti) for some i ∈ A.
Since ρ(u) =M(Wk) is 3-connected, (T, ρ) is a canonical tree decomposition of ρ(T ) which is isomor-
phic to MH,B. We claim that (T, ρ) is a wheel decomposition with a hub u. Obviously, (W1) holds.
Observe that C is a circuit-hyperplane of M(Wk). For each component X of T \ u, X = Ti for some
i ∈ A. So ρ(X) = ρ(Ti) for each i. If ei ∈ C, then i is odd and ρ(Ti) = Mi ∈ G. If ei /∈ C, then i is
even and ρ(Ti) =Mi ∈ G
∗. So (W2) holds.
To prove the forward direction, let (T, ρ) is a wheel decomposition of M with a hub v. Then
ρ(v) =M(Wk) for some k ≥ 3. Let E(M(Wk)) = {e1, e2, . . . , e2k} and C := {e1, e3, . . . , e2k−1} be the
circuit-hyperplane of M(Wk). Let A = {1 ≤ i ≤ 2k : ei ∈ E(T )}. For each i ∈ {1, 2, . . . , 2k}, let Mi
be a matroid ρ(Tei(v)) if i ∈ A and U1,2 containing ei if i /∈ A. By (W2), there is a connected graph
Gi such that
M(Gi) =
{
Mi if i is odd,
M∗i if i is even.
Then M is isomorphic to M(Wk) ⊕2 M1 ⊕2 M2 ⊕2 · · · ⊕2 M2k. For each i ∈ {1, 2, . . . , 2k}, since
Mi is connected, Gi is 2-connected or isomorphic to a graph with 2 vertices and parallel edges and
therefore Gi \ ei is connected. For each i ∈ {1, 2, . . . , 2k}, let xi, yi be ends of ei in Gi. Let G be a
graph obtained from the graph (G1 \ e1) ∪ (G2 \ e2) ∪ · · · ∪ (G2k \ e2k) by identifying yi, xi+1 for each
1 ≤ i ≤ 2k − 1, and identifying x1, y2k and let T = {x1, x2, . . . , x2k}. Let H = 1, 2, . . . , 2k, 1 be an
even cycle of length 2k and let Bi = V (Gi) for each i ∈ {1, 2, . . . , 2k}. Let B = {Bi : 1 ≤ i ≤ 2k}.
Then (H,B) is a nice cyclic decomposition of (G,T ) and M is isomorphic to MH,B.
A canonical tree decomposition (T, ρ) of a connected matroid M is a fan decomposition if T has a
path P of length at least 1, called a spine, such that the following hold:
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(F1) For each v ∈ V (P ), ρ(v) is a uniform matroid of rank 1 or corank 1.
(F2) For an edge e /∈ E(P ) incident with v ∈ V (P ),
(a) ρ(Te(v)) ∈ G if v is an internal node of P and ρ(v) has corank 1,
(b) ρ(Te(v)) ∈ G
∗ if v is an internal node of P and ρ(v) has rank 1, and
(c) ρ(Te(v)) ∈ G ∪ G
∗ otherwise.
(F3) For an end vertex v of P , if degT (v) = |E(ρ(v))|, then there exist distinct edges e1, e2 incident
with v such that e1, e2 /∈ E(P ), ρ(Te1(v)) ∈ G, and ρ(Te2(v)) ∈ G
∗.
Lemma 5.6. If a connected matroid M admits a fan decomposition, then so does M∗.
Proof. The conclusion follows easily from Lemma 2.7.
Lemma 5.7. A connected matroid M has a fan decomposition if and only if M or M∗ is isomorphic
to MH,B for a graft (G,T ) admitting a nice cyclic decomposition (H,B) such that H is a path of length
at least 3.
Proof. Let us prove the backward direction first. Let H = 1, 2, . . . , ℓ be a path for ℓ ≥ 4. For each
i ∈ {1, 2, . . . , ℓ}, let Gi be a graph obtained from G[Bi] by adding an edge ei joining two vertices of
Bi ∩ T and let
Mi =
{
M(Gi) if i is odd,
M∗(Gi) if i is even.
Then, by Lemma 5.6, we can assume that M =MH,B =M(Πℓ)⊕2 M1 ⊕2 M2 ⊕2 · · · ⊕2 Mℓ by taking
dual. Let T ′ be a path graph on the vertex set {u1, u2, . . . , uℓ−2} and fi = uiui+1 for 1 ≤ i ≤ ℓ − 3.
For i ∈ {1, . . . , ℓ− 2}, let
Ei =


{e1, e2, f1} if i = 1,
{fi−1, fi, ei+1} if 1 < i < ℓ− 2,
{fℓ−3, eℓ−1, eℓ} if i = ℓ− 2.
and let ρ′(ui) be the uniform matroid on Ei of rank 1 if i is odd and of rank 2 if i is even.
Then (T ′, ρ′) is a canonical tree decomposition of M(Πℓ). By Lemma 2.5, Mi is connected for
each i ∈ {1, 2, . . . , ℓ} because M is connected. For i ∈ {1, 2, . . . , ℓ}, let (Ti, ρi) be a canonical tree
decomposition of Mi and vi be a vertex of Ti such that ei ∈ E(ρi(vi)). Let (T
′′, ρ′′) be a matroid-
labelled tree such that T ′′ is obtained from (
⋃ℓ
i=1 Ti) ∪ T
′ by adding edges
ei =


u1v1 if i = 1,
ui−1vi if 2 ≤ i ≤ ℓ− 1, and
uℓ−2vℓ if i = ℓ.
and
ρ′′(v) =
{
ρ′(v) if v ∈ V (T ′),
ρi(v) if v ∈ V (Ti) for some i ∈ {1, 2, . . . , ℓ}.
Let A = {ei ∈ E(T
′′) : a pair of ends of ei is bad in (T
′′, ρ′′)}. Then (T, ρ) := (T ′′, ρ′′)/A is a canonical
tree decomposition of M . We claim that (T, ρ) is a fan decomposition with a spine T ′ = u1u2 · · · uℓ−2.
For each i ∈ {1, . . . , ℓ− 2}, ρ(ui) is a uniform matroid of rank 1 or corank 1. So (F1) holds.
For an edge e /∈ E(T ′) incident with ui, Te(ui) is a component of Tj \ vj for some j and, by
Lemma 2.8, ρ(Te(ui)) is isomorphic to a minor of ρ(Tj) ∈ G∪G
∗, which implies that ρ(Te(ui)) ∈ G∪G
∗.
Moreover, if ui is an internal node and ρ(ui) is a uniform matroid of rank 1, then i is odd and
ρ(Te(ui)) is a minor of ρ(Ti+1) ∈ G
∗. Therefore, ρ(Te(ui)) ∈ G
∗. If ui is an internal node and ρ(ui) is
a uniform matroid of corank 1, then i is even and ρ(Te(ui)) is a minor of ρ(Ti+1). Since ρ(Ti+1) ∈ G,
ρ(Te(ui)) ∈ G. Hence (F2) holds.
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So it remains to prove that (F3) holds. By symmetry, it is enough to show for u1. Suppose that
degT (u1) = |E(ρ(u1))|. For i ∈ {1, 2}, let gi = ei if the pair {u1, vi} is not bad in T
′′. If the pair
{u1, vi} is bad, then let gi be an edge in Ti incident with vi. Such an edge exists because otherwise
degT (u1) < |E(ρ(u1))|. Both g1 and g2 are incident with u1 in T .
For each i ∈ {1, 2}, Tgi(u1) is a subtree of Ti, and by Lemma 2.8, ρ(Tgi(u1)) is a minor of ρ(Ti).
Therefore, ρ(Tg1(u1)) ∈ G and ρ(Tg2(u1)) ∈ G
∗. So (F3) holds.
To prove the forward direction, let (T, ρ) be a fan decomposition of M . Then there is a path
P = u1u2 · · · uℓ for ℓ ≥ 2 such that (F1), (F2), and (F3) holds. Let fi := uiui+1 for i ∈ {1, 2, . . . , ℓ−1}.
By taking dual, for each i ∈ {1, 2, . . . , ℓ}, we may assume that ρ(ui) is a rank-1 uniform matroid if i
is odd and a corank-1 uniform matroid if i is even.
By (F2) and (F3), for j ∈ {1, ℓ}, there is a partition (Xj , Yj) of E(ρ(uj)) \ E(P ) such that
|Xj |, |Yj | ≥ 1, ρ(Te(uj)) ∈ G for each e ∈ Xj ∩ E(T ) and ρ(Tf (uj)) ∈ G
∗ for each f ∈ Yj ∩ E(T ). For
i ∈ {1, . . . , ℓ+ 2}, let
Γi =


X1 if i = 1,
Y1 if i = 2,
E(ρ(ui−1)) \ {fi−2, fi−1} if 2 < i < ℓ+ 1,
Xℓ if i ≥ ℓ+ 1 and i is odd,
Yℓ if i ≥ ℓ+ 1 and i is even.
and Γ′i = Γi ∩E(T ) = {e
i
1, . . . , e
i
mi}. For i ∈ {1, 2, . . . , ℓ+2}, let Ni be a uniform matroid on Γi∪{ei}
such that Ni has corank 1 if min{i, ℓ + 1} ∈ {k : 2 ≤ k ≤ ℓ + 1 and k is odd} and rank 1 otherwise.
Let Mi = Ni ⊕2 ρ(Tei
1
(ui)) ⊕2 · · · ⊕2 ρ(Teimi
(ui)). By (F2) and definitions of X1, Y1, Xℓ, and Yℓ, we
have Mi ∈ G if i is odd and Mi ∈ G
∗ if i is even. For each i ∈ {1, 2, . . . , ℓ + 2}, there is a connected
graph Gi such that
M(Gi) =
{
Mi if i is odd,
M∗i if i is even.
For i ∈ {1, . . . , ℓ}, let N ′i be a uniform matroid such that
E(N ′i) =


{f1, e1, e2} if i = 1,
{fi−1, ei+1, fi} if 2 ≤ i ≤ ℓ− 1, and
{fℓ−1, eℓ+1, eℓ+2} if i = ℓ.
andN ′i has rank 1 if i is odd and corank 1 otherwise. It is straightforward to check thatN
′
1⊕2· · ·⊕2N
′
ℓ =
M(Πℓ+2). Moreover, for i ∈ {1, . . . , ℓ},
ρ(ui) =


N ′1 ⊕2 N1 ⊕2 N2 if i = 1,
N ′i ⊕2 Ni+1 if 1 < i < ℓ,
N ′ℓ ⊕2 Nℓ+1 ⊕2 Nℓ+2 if i = ℓ
and therefore,
M = ρ(T ) =
ℓ⊕
2
i=1

ρ(ui)⊕2 mi⊕
2
j=1
ρ(Teij
(ui))


= (N ′1 ⊕2 · · · ⊕2 N
′
ℓ)⊕2 (N1 ⊕2 · · · ⊕2 Nℓ+2)⊕2
ℓ⊕
2
i=1

 mi⊕
2
j=1
ρ(Tei
j
(ui))


= (N ′1 ⊕2 · · · ⊕2 N
′
ℓ)⊕2 M1 ⊕2 · · · ⊕2 Mℓ+2 =M(Πℓ+2)⊕2 M1 ⊕2 · · · ⊕2 Mℓ+2.
Since Mi is connected, Gi is loopless 2-connected or isomorphic to a graph with 2 vertices and
parallel edges and therefore Gi \ei is connected. For each i ∈ {1, 2, . . . , ℓ+2}, let xi, yi be ends of ei in
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Gi. Let G be a graph obtained from the graph (G1 \ e1)∪ (G2 \ e2)∪ · · · ∪ (Gℓ+2 \ eℓ+2) by identifying
yi and xi+1 for each i ∈ {2, . . . , ℓ+ 1} and T := {x1, x2, . . . , xℓ+2}. Let H = 1, 2, . . . , ℓ + 2 be a path
of length ℓ + 1 ≥ 3 and let Bi = V (Gi) for each i ∈ {1, 2, . . . , ℓ + 2}. Let B = {Bi : 1 ≤ i ≤ ℓ + 2}.
Then (H,B) is a nice cyclic decomposition of (G,T ) and M =MH,B.
Proposition 5.8. A connected matroid M /∈ G ∪ G∗ is delta-graphic if and only if its canonical tree
decomposition (T, ρ) satisfies at least one of the following:
(T1) There is an edge e of T such that for two components T1, T2 of T \ e, ρ(T1) ∈ G and ρ(T2) ∈ G
∗.
(T2) There is a vertex v of T such that
(i) ρ(v) is isomorphic to U1,m or Um−1,m for some m ≥ 3,
(ii) for each component C of T \ v, ρ(C) ∈ G ∪ G∗, and
(iii) there are distinct components C1, C2 of T \ v such that ρ(C1) ∈ G and ρ(C2) ∈ G
∗.
(T3) (T, ρ) is a wheel decomposition.
(T4) (T, ρ) is a fan decomposition
Proof. The conclusion follows from Proposition 4.10 and Lemmas 5.2, 5.3, 5.5, 5.7.
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. The forward direction follows from Proposition 4.10. Let us prove the backward
direction. Let M be a connected matroid obtained from the cycle matroid N of a minor of a wheel
graph by gluing graphic matroids along rim edges with 2-sum and cographic matroids along spokes
with 2-sum. By relabelling edges, we may assume that N = M(Wk) \ X/Y for k ≥ 3 and some
X,Y ⊆ E(Wk). Let M
′ be a matroid such that M ′ \X/Y =M . Then M ′ is obtained fromM(Wk) by
gluing graphic matroids along rim edges with 2-sum and cographic matroids along spokes with 2-sum.
So M ′ is connected and let (T, ρ) be a canonical tree decomposition of M ′. Then (T, ρ) is a wheel
decomposition and therefore M ′ is delta-graphic by Proposition 5.8. Since M is a minor of M ′, M is
delta-graphic by Lemma 3.2.
From Theorem 1.1 and facts that every graphic or cographic matroid is regular [17, Proposition
5.1.2] and the class of regular matroids is closed under taking 2-sum [17, Corollary 7.1.26], we can
observe that every delta-graphic matroid is regular.
6 Forbidden minors for the class of delta-graphic matroids
In this section, we will show Theorem 1.2, stating every forbidden minor for the class of delta-graphic
matroids has at most 48 elements.
Lemma 6.1. A 3-connected matroid M is delta-graphic if and only if M is graphic or cographic.
Proof. Obviously, it is enough to prove the forward direction. Suppose that M /∈ G ∪ G∗. By Propo-
sition 5.8, the canonical tree decomposition (T, ρ) of M satisfies one of (T1), (T2), (T3), and (T4).
Since M is 3-connected, |V (T )| = 1 and (T, ρ) should satisfy (T3). Then M should be isomorphic to
Wm for m ≥ 3, contradicting our assumption that M /∈ G ∪ G
∗.
Since R10 is 3-connected and neither graphic nor cographic, by Lemma 6.1, R10 is not delta-graphic
but is regular [17].
Lemma 6.2. A 3-connected matroid M is delta-graphic if and only if it does not have a minor
isomorphic to one of F7, F
∗
7 , R10, R12.
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Proof. Since F7, F
∗
7 , R10, R12 are 3-connected and neither graphic nor cographic, they are not delta-
graphic by Lemma 6.1. So M is not delta-graphic by Lemma 3.2.
Suppose that M is a 3-connected matroid which is not delta-graphic. Then M is neither graphic
nor cographic by Lemma 6.1. If M is not regular, then M has a minor isomorphic to F7 or F
∗
7 by
Theorem 2.2. If M is regular, then M has a minor isomorphic to R10 or R12 by Lemma 2.3.
Lemma 6.3. Let M be a connected matroid with a canonical tree decomposition (T, ρ). If M is not
delta-graphic, then ρ(v) ∈ G ∪ G∗ for every vertex v ∈ V (T ) or M has a minor isomorphic to one of
F7, F
∗
7 , R10, R12.
Proof. Suppose that there is a vertex v ∈ V (T ) such that ρ(v) /∈ G ∪ G∗. Then ρ(v) is 3-connected.
By Lemma 6.1, ρ(v) is not delta-graphic. By Lemma 6.2, ρ(v) has a minor isomorphic to one of F7,
F ∗7 , R10, R12.
Lemma 6.4. Let M be a connected matroid with a canonical tree decomposition (T, ρ). If M is
minor-minimally not delta-graphic, then ρ(v) /∈ G ∩ G∗ for every leaf v of T .
Proof. Suppose that ρ(v) ∈ G ∩ G∗ for some leaf v of T . Since M is not delta-graphic, |V (T \ v)| ≥ 1.
Then ρ(T \ v) is a delta-graphic matroid with a canonical tree decomposition (T \ v, ρ|V (T\v)). Let
T ′ := T \ v and u be a vertex of T which is adjacent to v. If ρ(T ′) ∈ G∪G∗, then M = ρ(T ′)⊕2 ρ(v) ∈
G ∪ G∗, contradicting our assumption. Hence, by Proposition 5.8, (T ′, ρ|V (T ′)) satisfies one of (T1),
(T2), (T3), (T4).
If (T ′, ρ|V (T ′)) satisfies (T1), then there is an edge e ∈ E(T
′) such that, for two components T ′1, T
′
2
of T ′ \ e, ρ(T ′1) ∈ G and ρ(T
′
2) ∈ G
∗. Let T1, T2 be components of T \ e such that T1 contains T
′
1.
Then T ′1 = T1 or T
′
2 = T2. If T
′
1 = T1, then ρ(T2) = ρ(v) ⊕2 ρ(T
′
2) ∈ G
∗. If T ′2 = T2, then ρ(T1) =
ρ(v) ⊕2 ρ(T
′
1) ∈ G. So (T, ρ) satisfies (T1) and M is delta-graphic, contradicting our assumption.
Suppose that (T ′, ρ|V (T ′)) satisfies (T2). There is a vertex w of T
′ such that
(i) ρ(w) is isomorphic to U1,m or Um−1,m for some m ≥ 3,
(ii) for each component C of T ′ \ w, ρ(C) ∈ G ∪ G∗, and
(iii) there are distinct components C1, C2 of T
′ \ w such that ρ(C1) ∈ G and ρ(C2) ∈ G
∗.
If u = w, then it is obvious that (T, ρ) satisfies (T2). Suppose that u 6= w. Then there is a
component C ′ of T ′ \ w containing u. Let C = T [V (C ′) ∪ {v}]. Then C is a component of T \ w and
ρ(C) = ρ(C ′) ⊕2 ρ(v). So ρ(C) ∈ G if ρ(C
′) ∈ G and ρ(C) ∈ G∗ if ρ(C ′) ∈ G∗. Hence (T, ρ) satisfies
(T2), contradicting our assumption.
Suppose that (T ′, ρ|V (T\v)) satisfies (T3). Let x ∈ V (T
′) be the hub. If u = x, then (T, ρ) is also
a wheel decomposition with the hub x. So we may assume that u 6= x. Let X ′ be a component of
T ′ \ x containing u and eX′ be an edge of T
′ joining x and a vertex of X ′. By (W2), ρ(x) has a
set C which is a circuit-hyperplane such that ρ(X ′) ∈ G if eX′ ∈ C and ρ(X
′) ∈ G∗ otherwise. Let
X = T [V (X ′) ∪ {v}]. Then X is a component of T \ x and ρ(X) = ρ(X ′)⊕2 ρ(v). Hence ρ(X) ∈ G if
ρ(X ′) ∈ G and ρ(X) ∈ G∗ if ρ(X ′) ∈ G∗. So (T, ρ) is a wheel decomposition with the hub x and (T3)
holds, contradicting our assumption.
Now it remains to consider when (T ′, ρ|V (T\v)) satisfies (T4). Let P be the spine. Suppose that
u ∈ V (P ). Let e1 := uv. If degT (u) 6= |E(ρ(u))|, obviously (T, ρ) is also a fan decomposition
with the spine P . If degT (u) = |E(ρ(u))|, then T
′ has an edge e2 /∈ E(P ) incident with u. Since
ρ(Te1(u)) ∈ G∩G
∗ and ρ(Te2(u)) ∈ G∪G
∗, (F3) holds and (T, ρ) is a fan decomposition with the spine
P .
So we may assume that u /∈ V (P ). Let X ′ be a component of T ′ \ V (P ) containing u and let
e be an edge joining w ∈ V (P ) and a vertex of X ′. Let X = T [X ′ ∪ {v}]. Then X = Te(w) and
ρ(X) = ρ(X ′) ⊕2 ρ(v). So ρ(X) ∈ G if ρ(X
′) ∈ G and ρ(X) ∈ G∗ if ρ(X ′) ∈ G∗. So (T, ρ) is a fan
decomposition with the spine P , contradicting our assumption.
For matroid-labelled trees (T, ρ), (T, ρ′), we say that (T, ρ) is equivalent to (T, ρ′) if the following
hold for each vertex v of T :
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(i) ρ(v) ∈ G if and only if ρ′(v) ∈ G.
(ii) ρ(v) ∈ G∗ if and only if ρ′(v) ∈ G∗.
(iii) ρ(v) is a uniform matroid of rank 1 if and only if ρ′(v) is a uniform matroid of rank 1.
(iv) ρ(v) is a uniform matroid of corank 1 if and only if ρ′(v) is a uniform matroid of corank 1.
(v) For k ≥ 3, ρ(v) is isomorphic to M(Wk) if and only if ρ
′(v) is isomorphic to M(Wk).
(vi) ρ(v) is 3-connected if and only if ρ′(v) is 3-connected.
Lemma 6.5. Let M be a connected matroid with a canonical tree decomposition (T, ρ) and, for each
vertex v ∈ V (T ), let Nv be a connected minor of ρ(v) such that E(Nv) ∩E(T ) = E(ρ(v)) ∩E(T ) and
E(Nv) ∩ E(T ) has neither loops nor coloops in Nv. Let (T, ρ
′) be a matroid-labelled tree such that
ρ′(v) = Nv for each v ∈ V (T ). If (T, ρ
′) is equivalent to (T, ρ), then ρ′(T ) is delta-graphic if and only
if ρ(T ) is delta-graphic.
Proof. The backward direction is obvious. So we prove the forward direction. If |E(Nv)| < 3 for some
v ∈ V (T ), then Nv is isomorphic to U1,2 because Nv is connected and E(Nv)∩E(T ) has neither loops
nor coloops. Since (T, ρ) is equivalent to (T, ρ′), ρ(v) is also isomorphic to U1,2 and by the definition
of a tree decomposition, |V (T )| = 1 and M is isomorphic to U1,2. So M = ρ(T ) = ρ
′(T ) = U1,2.
So we can assume that |E(Nv)| ≥ 3 for each v ∈ V (T ). Then (T, ρ
′) is a canonical tree decomposi-
tion of ρ′(T ) because (T, ρ′) is equivalent to (T, ρ). Obviously, M ∈ G∪G∗ if ρ′(T ) ∈ G∪G∗. Therefore
we may assume that ρ′(T ) /∈ G ∪ G∗. Then, by Proposition 5.8, (T, ρ′) satisfies at least one of (T1),
(T2), (T3), or (T4).
It is obvious that (T, ρ) satisfies (T1), (T2), (T3) if (T, ρ′) satisfies (T1), (T2), (T3), respectively.
Suppose that (T, ρ′) satisfies (T4) and let P be the spine of (T, ρ′). We claim that (T, ρ) is a fan
decomposition with the spine P . Obviously, (F1) and (F2) hold. Let v be an end vertex of P in T .
If |E(ρ(v))| = |E(ρ′(v))|, then (F3) obviously holds for (T, ρ). If not, ρ′(v) is a proper minor of ρ(v)
and |E(ρ(v))| > |E(ρ′(v))| ≥ degT (v). So (F3) holds.
Let K ′3,3 be a simple graph such that K
′
3,3 \ e = K3,3 for some edge e.
Lemma 6.6. Let G be a 3-connected simple nonplanar graph and e be an edge of G. Then, G has a
minor H containing e such that H is isomorphic to K5, K3,3, or K
′
3,3.
Proof. If G is isomorphic to K5, then it is done with H = G. So we may assume that G is not
isomorphic to K5 and by Lemma 2.10, G has a minor H isomorphic to K3,3.
We prove that if a 2-connected graph G has a minor H isomorphic to K3,3 and e is an edge of
G, then G has a minor which contains e and is isomorphic to K3,3 or K
′
3,3. We proceed by induction
on |E(G)|. If |E(G)| ≤ 10, then G is a K3,3-subdivision or is isomorphic to K
′
3,3. So we may assume
that |E(G)| > 10. Then there is an edge f ∈ E(G) \ (E(H) ∪ {e}) and by Lemma 2.11 and induction
hypothesis, G/f or G \ f contains a minor H ′ which contains e and is isomorphic to K3,3 or K
′
3,3.
Hence G contains a minor H ′.
Lemma 6.7. For a 3-connected non-cographic and graphic matroid M and a nonempty subset X of
E(M), M has a 3-connected minor N with |E(N)| ≤ 4|X| + 6 such that N is non-cographic and
contains X.
Proof. We use induction on k = |X|. The case when k = 1 is done by Lemma 6.6. Now we may assume
that k > 1. Let e be an element of X. Then by the induction hypothesis, there is a non-cographic
3-connected minor N such that X \ {e} ⊆ E(N) and |E(N)| ≤ 4(|X| − 1) + 6.
If e ∈ E(N), then it is done. If e ∈ E(M) \ E(N), then by Lemma 2.13, there is a 3-connected
minor N ′ of M containing e such that |E(N ′) \ E(N)| ≥ 4, and N is a minor of N ′. Then N ′ is
non-cographic and contains X and |E(N ′)| ≤ |E(N)| + 4 ≤ 4|X|+ 6.
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Lemma 6.8. Let M be a connected matroid with a canonical tree decomposition (T, ρ). If M is
minor-minimally not delta-graphic and is not 3-connected, then, for each vertex v of T , the following
hold:
(i) If ρ(v) /∈ G ∩ G∗, then |E(ρ(v))| ≤ 4 degT (v) + 6.
(ii) If ρ(v) is a uniform matroid of rank 1 or corank 1, then |E(ρ(v))| = degT (v) or |E(ρ(v))| = 3.
Proof. First we prove (i). By Lemma 6.3, M has a minor isomorphic to one of F7, F
∗
7 , R10, or R12 or
ρ(v) ∈ G∪ G∗ for each v ∈ V (T ). Since M is not 3-connected and minor-minimally not delta-graphic,
M has no minor isomorphic to one of F7, F
∗
7 , R10, or R12 by Lemma 6.1. So ρ(v) ∈ G ∪ G
∗ for each
v ∈ V (T ). Suppose that ρ(v) /∈ G∩G∗ for some v. Then ρ(v) ∈ G \G∗ or ρ(v) ∈ G∗ \G. By duality, we
may assume that ρ(v) ∈ G \ G∗. Suppose that |E(ρ(v))| > 4 degT (v) + 6. Then, by Lemma 6.7, ρ(v)
has a non-cographic proper minor H containing E(ρ(v)) ∩E(T ). Let
ρ1(u) =
{
ρ(u) if u 6= v,
H if u = v.
Then (T, ρ1) is equivalent to (T, ρ), and by Lemma 6.5, ρ1(T ) is not delta-graphic, contradicting the
minimality of M . So |E(ρ(v))| ≤ 4 degT (v) + 6.
Now it is enough to show (ii). By duality, we may assume that ρ(v) is a uniform matroid of corank
1. If degT (v) < |E(ρ(v))| and |E(ρ(v))| ≥ 4, then there is an element e ∈ E(ρ(v)) \ E(T ). Observe
that ρ(v)/e is a uniform matroid of corank 1 such that |E(ρ(v)/e)| ≥ 3. Let
ρ2(u) =
{
ρ(u) if u 6= v,
ρ(v)/e if u = v.
Since (T, ρ2) is equivalent to (T, ρ), by Lemma 6.5, M/e is not delta-graphic, contradicting the mini-
mality of M . We remark that (T, ρ2) is not equivalent to (T, ρ) if |E(ρ(v)/e)| < 3.
Lemma 6.9. Let M be a connected matroid with a canonical tree decomposition (T, ρ). If M is minor-
minimally not delta-graphic and is not 3-connected, then ρ(v) is isomorphic to M(K5), M(K3,3),
M(K ′3,3), M
∗(K5), M
∗(K3,3), or M
∗(K ′3,3) for each leaf v of T .
Proof. By Lemma 6.4, ρ(v) /∈ G ∩ G∗. By duality, we may assume that ρ(v) ∈ G \ G∗. Then ρ(v) is
isomorphic to M(G) for a 3-connected nonplanar simple graph. Let e be the edge of T incident with
v. Then by Lemma 6.6, ρ(v) has a minor N which contains e and is isomorphic to M(K5), M(K3,3),
or M(K ′3,3). Then, for each w ∈ V (T ), let
ρ′(w) =
{
ρ(w) if w 6= v,
N if w = v.
Since (T, ρ′) is equivalent to (T, ρ), by Lemma 6.5, ρ′(T ) is not delta-graphic. By the minimality of
M , M = ρ′(T ) and ρ(v) = N .
Lemma 6.10. Let M be a connected matroid with a canonical tree decomposition (T, ρ) which is
minor-minimally not delta-graphic. Let e = xy be an edge of T . If ρ(Te(y)) ∈ G ∪ G
∗, then x is a leaf
of T .
Proof. By Lemma 6.4, ρ(Te(y)) /∈ G ∩ G
∗. So by duality, we may assume that ρ(Te(y)) ∈ G \ G
∗. If
ρ(Te(x)) ∈ G∪G
∗, then M ∈ G∪G∗ or (T, ρ) satisfies (T1). So by Proposition 5.8, M is delta-graphic,
contradicting our assumption. So ρ(Te(x)) /∈ G ∪ G
∗. Suppose that x is not a leaf of T . Then there is
a leaf u 6= x in Te(y). Let f be an edge incident with u and N be a matroid obtained from ρ(u) by
relabelling f to e. Since u ∈ V (Te(y)) is a leaf, by Lemma 6.4, ρ(u) /∈ G∩G
∗. Since ρ(u) is isomorphic
to a minor of ρ(Te(y)) by Lemma 2.8, we have ρ(u) ∈ G \ G
∗, and therefore N ∈ G \ G∗. Let T ′ be a
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tree obtained from T [{u} ∪ V (Te(x))] by adding an edge e joining u and y and, for each w ∈ V (T
′),
let
ρ′(w) =
{
ρ(w) if w ∈ V (T ′) \ {u},
N if w = u.
Then, by Lemmas 2.8 and 5.1, ρ′(T ′) is isomorphic to a minor of M . So ρ′(T ′) is delta-graphic. Since
N /∈ G ∩ G∗, {u, y} is not bad and (T ′, ρ′) is a canonical tree decomposition of ρ′(T ′) by Lemma 5.1.
Obviously, ρ′(T ′e(y)) = ρ
′(u) ∈ G \ G∗.
Since T ′e(u) = Te(x) and ρ(Te(x)) /∈ G∪G
∗, we have ρ′(T ′) /∈ G∪G∗. So by Proposition 5.8, (T ′, ρ′)
satisfies at least one of (T1), (T2), (T3), and (T4).
Suppose that (T ′, ρ′) satisfies (T1). Then there is an edge f ∈ E(T ′) such that ρ′(T ′1) ∈ G, ρ
′(T ′2) ∈
G∗ for two components T ′1, T
′
2 of T
′ \ f .
Since ρ′(u) ∈ G \ G∗ and ρ′(T ′2) ∈ G
∗, we have u ∈ V (T ′1). Let T1 = T [V (T
′
1) ∪ V (Te(y))]. Then T1
and T ′2 are components of T \ f such that ρ(T1) ∈ G and ρ(T
′
2) ∈ G
∗. So (T, ρ) satisfies (T1) and M is
delta-graphic by Proposition 5.8, contradicting our assumption.
Suppose that (T ′, ρ′) satisfies (T2). Then there is a vertex v of T ′ such that
(i) ρ′(v) is isomorphic to U1,m or Um−1,m for some m ≥ 3,
(ii) for each component C of T ′ \ v, ρ′(C) ∈ G ∪ G∗, and
(iii) there are distinct components C1, C2 of T
′ \ v such that ρ′(C1) ∈ G and ρ
′(C2) ∈ G
∗.
Let X ′ be a component of T ′ \ v containing u. Since ρ′(u) /∈ G∗, we have ρ′(X ′) ∈ G. Let X :=
T [V (X ′) ∪ V (Te(y))]. Then X is a component of T \ v and ρ(X) ∈ G. So (T, ρ) satisfies (T2) and M
is delta-graphic by Proposition 5.8, contradicting our assumption.
If (T ′, ρ′) satisfies (T3), let z be the hub. Let Y ′ be a component of T ′ \ z containing u. Since
ρ′(u) /∈ G∗, we have ρ′(Y ′) ∈ G. Let Y = T [V (Y ′) ∪ V (Te(y))]. Then Y is a component of T \ z
and ρ(Y ) ∈ G. So (T, ρ) satisfies (T3) and M is delta-graphic by Proposition 5.8, contradicting our
assumption.
If (T ′, ρ′) satisfies (T4), then let P be the spine. Since ρ(u) /∈ G ∩ G∗, we have u /∈ V (P ).
Let Z ′ be a component of T ′ \ V (P ) containing u. Since ρ′(u) /∈ G∗, we have ρ′(Z ′) ∈ G. Let
Z = T [V (Z ′) ∪ V (Te(y))]. Then Z is a component of T \ z and ρ(Z) ∈ G. Therefore (T, ρ) satisfies
(T4) and M is delta-graphic, contradicting our assumption.
6.1 Excluding tripods
A matroid M is a tripod if M = M1 ⊕2 M2 ⊕2 M3 for 3-connected matroids M1, M2, M3 such that
|E(M1) ∩E(M2)| = |E(M2) ∩E(M3)| = 1, E(M1) ∩E(M3) = ∅, and
(i) M1,M3 ∈ G \ G
∗ and M2 ∈ G
∗ \ G, or
(ii) M1,M3 ∈ G
∗ \ G and M2 ∈ G \ G
∗.
Observe that a canonical tree decomposition of a tripod M = M1 ⊕2 M2 ⊕2 M3 is a pair (T, ρ) such
that T is a path v1v2v3 of length 2 and ρ(vi) =Mi for each i ∈ {1, 2, 3}.
Lemma 6.11. No tripod is delta-graphic.
Proof. The conclusion follows from Lemma 5.8.
For a tree T and vertices x, y of T , let Tx,y be the path of T from x to y.
For a connected matroid M with a canonical tree decomposition (T, ρ), a triple (u, v, w) of distinct
vertices of T is flexible if v ∈ V (Tu,w) and one of the following hold:
(i) ρ(u), ρ(w) ∈ G \ G∗ and ρ(v) ∈ G∗ \ G.
(ii) ρ(u), ρ(w) ∈ G∗ \ G and ρ(v) ∈ G \ G∗.
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Lemma 6.12. Let M be a connected matroid with a canonical tree decomposition (T, ρ) which is
minor-minimally not delta-graphic. If M has a flexible triple, then |E(M)| ≤ 30.
Proof. Let (u, v, w) be a flexible triple of M . By taking dual, we can assume that ρ(u), ρ(w) ∈ G \ G∗
and ρ(v) ∈ G∗ \G. Let P := Tu,w. By Lemma 2.8, ρ(P ) is isomorphic to a minor ofM with a canonical
tree decomposition (P, ρ|V (P )). Let eu, ew be edges of P incident with u, w, respectively. Let f1, f2
be edges of P which are incident with v such that f1 ∈ E(Tu,v) and f2 ∈ E(Tv,w). Let N be a matroid
obtained from ρ(v) by relabelling f1 by eu and f2 by ew. Let P
′ = uvw be a path graph and
ρ′(x) =
{
ρ(x) if x ∈ {u,w},
N if x = v.
By Lemma 5.1, ρ(P ) has a minor ρ′(P ′) with a canonical tree decomposition (P ′, ρ′). By Lemma 6.11,
ρ′(P ′) is a tripod and is not delta-graphic. Since M is minor-minimally not delta-graphic, M =
ρ′(P ′) = ρ(u) ⊕2 N ⊕2 ρ(w). Observe that ρ(u), ρ(w), N /∈ G ∩ G
∗, degP ′(u) = degP ′(w) = 1, and
degP ′(v) = 2. So by Lemmas 6.8 and 6.9, |E(ρ(u))|, |E(ρ(w))| ≤ 10 and |E(ρ(v))| ≤ 14. Therefore,
|E(M)| = |E(ρ(u))| + |E(ρ(w))| + |E(ρ(v))| − 4 ≤ 30.
Lemma 6.13. Let M be a connected matroid with a canonical tree decomposition (T, ρ) which is
minor-minimally not delta-graphic. If there is no flexible triple, then |E(M)| ≤ 12 or ρ(v) ∈ G ∩ G∗
for every internal vertex v of T .
Proof. If M has a minor isomorphic to one of F7, F
∗
7 , R10, and R12, then |E(M)| ≤ 12 by minimality
of M . So we may assume that M has no minor isomorphic to one of F7, F
∗
7 , R10, and R12.
Suppose that there is an internal vertex v of T such that ρ(v) /∈ G∩G∗. By Lemma 6.3, ρ(v) ∈ G∪G∗
and, by duality, we may assume that ρ(v) ∈ G \ G∗. If there are distinct components X1,X2 of T \ v
such that ρ(X1), ρ(X2) /∈ G, then there are u ∈ V (X1), w ∈ V (X2) such that ρ(u), ρ(w) /∈ G. Then
by Lemma 6.3, ρ(u), ρ(w) ∈ G∗ \ G. Hence (u, v, w) is a flexible triple, contradicting our assumption.
Since M /∈ G, there is a unique component X of T \ v such that ρ(X) /∈ G. Let e be an edge of T
joining v and a vertex v′ of X. Since ρ(Te(v
′)) ∈ G, by Lemma 6.10, v is a leaf of T , contradicting our
assumption.
6.2 Excluding H-matroids and H ′-matroids
x1
v1
y1
v2
x2
y2
(i)
x1
v1
y1
v
v2
x2
y2
(ii)
Figure 3: (i) H-graph. (ii) H ′-graph.
A connected matroid with a canonical tree decomposition (T, ρ) is a H-matroid if T is a H-graph
in Figure 3 and (T, ρ) satisfies the following:
(h1) One of ρ(v1), ρ(v2) is neither a uniform matroid of rank 1 nor a uniform matroid of corank 1.
(h2) ρ(x1), ρ(x2) ∈ G \ G
∗ and ρ(y1), ρ(y2) ∈ G
∗ \ G.
A connected matroid with a canonical tree decomposition (T, ρ) is a H ′-matroid if T is a H ′-graph
in Figure 3 and (T, ρ) satisfies the following:
(H1) ρ(v) is neither a uniform matroid of rank 1 nor a uniform matroid of corank 1.
(H2) ρ(x1), ρ(x2) ∈ G \ G
∗ and ρ(y1), ρ(y2) ∈ G
∗ \ G.
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Lemma 6.14. No H-matroid is delta-graphic and no H ′-matroid is delta-graphic.
Proof. Let M be a H-matroid or a H ′-matroid with a canonical tree decomposition (T, ρ). Suppose
that M is delta-graphic. Since M /∈ G ∪ G∗, by Proposition 5.8, (T, ρ) satisfies at least one of (T1),
(T2), (T3), and (T4). By (h1) and (h2) or (H1) and (H2), T has no adjacent vertices u, v such that
ρ(u) and ρ(v) are uniform matroids of rank 1 or corank 1. So (T, ρ) does not satisfy (T4). For each
e ∈ E(T ), there is a component C ′ of T \ e such that {x1, y1} ⊆ V (C
′) or {x2, y2} ⊆ V (C
′). Hence
ρ(C ′) /∈ G ∪ G∗ and (T, ρ) does not satisfy (T1), (T2), and (T3), contradicting our assumption.
Let M be a connected matroid with a canonical tree decomposition (T, ρ). Then a vertex v of T
is a core if ρ(v) ∈ G∩G∗, ρ(v) is neither a uniform matroid of rank 1 nor a uniform matroid of corank
1, and it satisfies one of the following:
(R1) There are distinct components X1, X2 of T \ v such that ρ(X1), ρ(X2) /∈ G ∪ G
∗.
(R2) There is exactly one component X of T \ v such that ρ(X) /∈ G ∪ G∗ and there are components
Y1, Y2 of T \ v such that ρ(Y1) ∈ G \ G
∗ and ρ(Y2) ∈ G
∗ \ G.
Lemma 6.15. Let M be a connected matroid with |E(M)| ≥ 3. Then, for each set X ⊆ E(M) with
|X| = 3, M has a minor on X isomorphic to U1,3 or U2,3.
Proof. By Lemma 2.12, there is a subset C of E(M) which is a circuit or a cocircuit of M containing
X. If C is a circuit, then M \ (E(M) \C)/(C \X) is a minor on X which is isomorphic to U2,3. If C
is a cocircuit, then M/(E(M) \ C) \ (C \X) is a minor on X which is isomorphic to U1,3.
Lemma 6.16. Let M be a 3-connected binary matroid with |E(M)| ≥ 3. Then M is isomorphic to
U1,3 or U2,3, or r(M), r
∗(M) ≥ 3.
Proof. SinceM is connected, M has no loops and no coloops. So if |E(M)| = 3, then M is isomorphic
to U1,3 or U2,3. So we may assume that |E(M)| ≥ 4.
Since M is 3-connected, M has no circuit of size 2. Hence every subset of E(M) with size at most
2 is independent. If r(M) = 2, then M is isomorphic to U2,n for n ≥ 4, contradicting our assumption
that M is binary. So r(M) ≥ 3. By duality, we also have r∗(M) ≥ 3.
Lemma 6.17. Let M be a connected matroid which is minor-minimally not delta-graphic with a
canonical tree decomposition (T, ρ). If (T, ρ) has a core v, then |E(M)| ≤ 40.
Proof. If (T, ρ) has a flexible triple, then |E(M)| ≤ 30 by Lemma 6.12. So we may assume that
(T, ρ) has no flexible triples. By Lemma 6.13, we may assume that ρ(x) ∈ G ∩ G∗ for each internal
vertex x. Suppose that a core v satisfies (R1) and let X, Y be components of T \ v such that
ρ(X), ρ(Y ) /∈ G∪G∗. Then T has leaves x1, y1 ∈ V (X) and x2, y2 ∈ V (Y ) such that ρ(x1), ρ(x2) ∈ G\G
∗
and ρ(y1), ρ(y2) ∈ G
∗\G by Lemmas 6.3 and 6.4. Let P1 := Tx1,y1 and P2 := Tx2,y2 . For each i ∈ {1, 2},
let Qi be a shortest path from v to Pi and let vi ∈ V (Pi) be an end of E(Qi). Then vi /∈ {xi, yi}
because xi, yi are leaves of T .
For each i ∈ {1, 2}, let ei, fi be edges of Pi incident with xi, yi respectively and let gi, g
′
i, g
′′
i be
edges incident with vi such that gi ∈ E(Tvi,xi), g
′
i ∈ E(Tvi,yi), and g
′′
i ∈ E(Tv,vi). Let h1 ∈ E(Q1),
h2 ∈ E(Q2) be edges incident with v.
For each i ∈ {1, 2}, let Ni be a matroid obtained from ρ(vi) by relabelling gi, g
′
i, g
′′
i to ei, fi, hi
respectively. Let T ′ be the H ′-graph in Figure 3 and, for each w ∈ V (T ′), let
ρ′(w) =
{
ρ(w) if w ∈ V (T ′) \ {v1, v2},
Ni if w = vi for some i ∈ {1, 2}.
By Lemmas 2.8 and 5.1, ρ′(T ′) is isomorphic to a minor of ρ(T ). For each i ∈ {1, 2}, since Ni is
connected, by Lemma 6.15, Ni has a minor N
′
i on {ei, fi, hi} which is isomorphic to U1,3 or U2,3.
Moreover, since ρ(v) is neither a uniform matroid of rank 1 nor a uniform matroid of corank 1,
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Figure 4: (m,k)-bench
r(ρ(v)), r∗(ρ(v)) ≥ 3 by Lemma 6.16. Hence by Lemma 2.14, ρ(v) has a minor N isomorphic to
M(K4) using h1 and h2. So, for each vertex w ∈ V (T
′), let
ρ′′(w) =


ρ′(w) if w ∈ V (T ′) \ {v, v1, v2},
N ′i if w ∈ {v1, v2},
N if w = v.
Then ρ′′(T ′) is isomorphic to a minor of M which is the H ′-matroid. By Lemma 6.14 and the
minimality of M , M is isomorphic to ρ′′(T ′). Therefore, by Lemmas 6.8 and 6.9,
|E(M)| =
∑
w∈{x1,x2,y1,y2}
|E(ρ(w))| + |E(N ′1)|+ |E(N
′
2)|+ |E(N)| − 12 ≤ 40.
Suppose that a core v satisfies (R2) and let X be a component of T \ v such that ρ(X) /∈ G ∪ G∗
and Y1, Y2 be components of T \ v such that ρ(Y1) ∈ G \ G∗, ρ(Y2) ∈ G∗ \ G. Then, by Lemmas 6.3
and 6.4, T has leaves x1, y1 ∈ V (X), x2 ∈ V (Y1), and y2 ∈ V (Y2) such that ρ(x1), ρ(x2) ∈ G \ G
∗ and
ρ(y1), ρ(y2) ∈ G
∗ \ G. Let P1 := Tx1,y1 , P2 := Tv,x2 and P3 := Tv,y2 . Let Q be a shortest path from
v to P1 and v1 ∈ V (P1) is an end of Q. Then v1 /∈ {x1, y1} because x1, y1 are leaves of T . For each
i ∈ {1, 2}, let ei, fi be edges of T incident with xi, yi respectively. Let v2 = v and for each i ∈ {1, 2},
let gi, g
′
i, g
′′
i be edges incident with vi such that gi ∈ E(Q), g
′
i ∈ E(Tvi,xi), and g
′′
i ∈ E(Tvi,yi) and Ni
be a matroid obtained from ρ(vi) by relabelling gi, g
′
i, g
′′
i to e := g1, ei, fi respectively. Let T
′ be the
H-graph in Figure 3 and for w ∈ V (T ′), let
ρ′(w) =
{
ρ(w) if w ∈ V (T ′) \ {v1, v2},
Ni if w = vi for some i ∈ {1, 2}.
By Lemmas 2.8 and 5.1, ρ′(T ′) is isomorphic to a minor of ρ(T ). SinceN1 is connected, by Lemma 6.15,
there is a minor N ′1 on {e, e1, f1} which is isomorphic to U1,3 or U2,3. Moreover, since N2 is neither
a uniform matroid of rank 1 nor a uniform matroid of corank 1, r(N2), r
∗(N2) ≥ 3 by Lemma 6.16.
Hence by Lemma 2.14, N2 has a minor N
′
2 isomorphic to M(K4) using e, e2, and f2. So, for each
vertex w ∈ V (T ′), let
ρ′′(w) =
{
ρ′(w) if w ∈ V (T ′) \ {v1, v2},
N ′i if w = vi for some i ∈ {1, 2},
Then ρ′′(T ′) is isomorphic to a minor ofM which is theH-matroid. By Lemma 6.14 and the minimality
of M , M is isomorphic to ρ′′(T ′). Therefore by Lemmas 6.8 and 6.9,
|E(M)| =
∑
w∈{x1,x2,y1,y2}
|E(ρ(w))| + |E(N ′1)|+ |E(N
′
2)| − 10 ≤ 40− 1 = 39.
6.3 Excluding (m, k)-benches
For m ≥ 3 and 1 < k < m, an (m,k)-bench is a tree obtained from a path v1v2 · · · vm of length m− 1
by adding vertices x1, y1 adjacent to v1, adding vertices xm, ym adjacent to vm, and adding a vertex
w adjacent to vk. See Figure 4.
A connected matroid M with a canonical tree decomposition (T, ρ) is an (m,k)-bench for m ≥ 3
and 1 < k < m if T is an (m,k)-bench and (T, ρ) satisfies the following:
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(L1) For each i ∈ {1, . . . ,m}, ρ(vi) is a uniform matroid of rank 1 or corank 1.
(L2) ρ(x1), ρ(xm) ∈ G \ G
∗ and ρ(y1), ρ(ym) ∈ G
∗ \ G.
(L3) ρ(w) ∈ G \ G∗ if r(ρ(vk)) = 1 and ρ(w) ∈ G
∗ \ G if r∗(ρ(vk)) = 1.
Lemma 6.18. No (m,k)-bench is delta-graphic.
Proof. Let M be an (m,k)-bench with a canonical tree decomposition (T, ρ). Suppose that M is
delta-graphic. By (L2), M /∈ G ∪ G∗ and so by Lemma 5.8, (T, ρ) satisfies at least one of (T1), (T2),
(T3), and (T4). For each e ∈ E(T ), there is a component C of T \ e such that {x1, y1} ⊆ V (C)
or {xm, ym} ⊆ V (C). So ρ(C) /∈ G ∪ G
∗ and (T, ρ) does not satisfy (T1), (T2), or (T3). Suppose
that (T, ρ) satisfy (T4) with a spine P . Then by (F1) and (F2), P = v1v2 · · · vm and ρ(w) ∈ G if
r∗(ρ(vk)) = 1 and ρ(w) ∈ G
∗ if r(ρ(vk)) = 1, contradicting (L3). So (T, ρ) does not satisfy (T4),
contradicting our assumption.
Lemma 6.19. Let M be a connected matroid with a canonical tree decomposition (T, ρ) which is
minor-minimally not delta-graphic. If ρ(v) is a uniform matroid of rank 1 or corank 1 for each
internal vertex v, then |E(M)| ≤ 47.
Proof. If M is 3-connected, then M has a minor isomorphic to one of F7, F
∗
7 , R10, R12 by Lemma 6.2
and |E(M)| ≤ 12 by minimality of M . So we may assume that M is not 3-connected.
If M has a flexible triple, then |E(M)| ≤ 30 by Lemma 6.12. So we may assume that M has no
flexible triples. By Lemma 6.3, ρ(v) ∈ G ∪ G∗ for each v ∈ V (T ). By Lemma 6.4, ρ(v) /∈ G ∩ G∗ for
each leaf v of T . Let X be the set of internal vertices of T and let P = v1v2 · · · vm be a longest path
of T [X]. Let ei = vivi+1 for i ∈ {1, . . . ,m− 1}. Then m ≥ 3 because otherwise M ∈ G ∪ G
∗ or (T, ρ)
satisfies (T2) or (T4), implying that M is delta-graphic, contradicting our assumption.
By taking dual, we may assume that r(ρ(v1)) = 1. Since P is a longest path, each vertex not in P
but adjacent to an end of P is a leaf of T . There are leaves x1, y1 ∈ NT (v1) such that ρ(x1) ∈ G\G
∗ and
ρ(y1) ∈ G
∗ \G because otherwise by Lemma 6.3, Te1(v2) ∈ G∪G
∗ and v1 is a leaf of T by Lemma 6.10,
contradicting our assumption. Similarly, there are leaves xm, ym ∈ NT (vm) such that ρ(xm) ∈ G \ G
∗
and ρ(ym) ∈ G∗ \ G.
Since (T, ρ) does not satisfy (T4), there exist k ∈ {2, . . . ,m − 1} and an edge e /∈ E(P ) incident
with vk such that Te(vk) /∈ G
∗, r(ρ(vk)) = 1, or Te(vk) /∈ G, r
∗(ρ(vk)) = 1. By Lemmas 6.3 and 6.4,
there is a leaf w ∈ V (Te(vk)) of T such that ρ(w) ∈ G\G
∗ if Te(vk) /∈ G
∗ and ρ(w) ∈ G∗\G if Te(vk) /∈ G.
Let P1 := Tvk,w and e, f be edges of P1 incident with w, vk respectively. Let
k− =
{
k − 1 if k ≡ 1 (mod 2),
k otherwise
and
k+ =
{
k + 1 if k ≡ m (mod 2),
k otherwise.
Observe that k− 6= 1 and k+ 6= m. Let e′ = e1, f
′ = ek−−1, f
′′ = ek+ , e
′′ = em−1. Let T1 be a minimal
subtree of T containing {w, x1, xm, y1, ym} and let T
′ be a tree obtained from T1 by contracting edges
in {ei : 2 ≤ i < k
− − 1 or k+ ≤ i < m− 1} ∪ (E(P1) \ {e}).
If k− = k − 1, then let Nk−1 be a matroid obtained from ρ(vk−1) by relabelling f
′ to e′. If
k+ = k + 1, then let Nk+1 be a matroid obtained from ρ(vk+1) by relabelling f
′′ to e′′. Let Nk
be a matroid obtained from ρ(vk) by relabelling f
′ to e′ if f ′ ∈ E(ρ(vk)), relabelling f
′′ to e′′ if
f ′′ ∈ E(ρ(vk)), and relabelling f to e. For each z ∈ V (T
′), let
ρ′(z) =
{
ρ(z) if z ∈ V (T ′) \ {vk− , vk, vk+},
Ni if z = vi and k
− ≤ i ≤ k+.
By Lemmas 2.8 and 5.1, ρ′(T ′) is isomorphic to a minor of ρ(T ) and ρ′(T ′) is isomorphic to a
(3 + (k+ − k−), 2 + (k − k−))-bench which is not delta-graphic by Lemma 6.18. By the minimality
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of M , ρ′(T ′) is isomorphic to M . By Lemma 6.8, for each z ∈ Z := {v1, vm} ∪ {vi : k
− ≤ i ≤ k+},
|E(ρ(z))| = 3 because degT ′(z) ≤ 3. Therefore, by Lemma 6.8 and 6.9,
|E(M)| =
∑
z∈{x1,y1,xm,ym,w}
|E(ρ(z))| +
∑
z∈Z
|E(ρ(z))| − (14 + 2(k+ − k−))
≤ 50 + 3(3 + (k+ − k−))− (14 + 2(k+ − k−)) = 50− 5 + (k+ − k−) ≤ 47.
A connected matroid M is starlike if M has a canonical tree decomposition (T, ρ) such that
• T is isomorphic to K1,4 with an internal vertex v and leaves x1, x2, x3, x4,
• ρ(v) ∈ G∩ G∗ and ρ(v) is neither a uniform matroid of rank 1 or a uniform matroid of corank 1,
and
• ρ(x1), ρ(x2) ∈ G \ G
∗ and ρ(x3), ρ(x4) ∈ G
∗ \ G.
Lemma 6.20. Let M be a connected matroid which is minor-minimally not delta-graphic. Then, M
is starlike or |E(M)| ≤ 47.
Proof. Let (T, ρ) be a canonical tree decomposition of M . If (T, ρ) has a flexible triple or a core, then
|E(M)| ≤ 40 by Lemmas 6.12 and 6.17. So we may assume that M has no flexible triples or cores. So
by Lemma 6.13, ρ(v) ∈ G ∩ G∗ for every internal vertex v. If ρ(v) is a uniform matroid of rank 1 or
corank 1 for each internal vertex v of T , then by Lemma 6.19, |E(M)| ≤ 47. Therefore we can assume
that T has an internal vertex v such that ρ(v) is neither a uniform matroid of rank 1 nor a uniform
matroid of corank 1.
Let X1, . . . ,Xm be the components of T \v and let C1 = {Xi : ρ(Xi) /∈ G
∗} and C2 = {Xi : ρ(Xi) /∈
G}. Since v is not a leaf, by Lemma 6.10, |C1|, |C2| ≥ 2. We have |C1 ∩ C2| ≤ 1 because otherwise
(R1) hold and v is a core. Since (R2) does not hold, we have C1 ∩C2 = ∅ and therefore ρ(X) ∈ G∪G
∗
for each component X of T \ v.
By Lemma 6.10, every component Xi of T \ v has only one vertex xi. Therefore, T is isomorphic
to K1,m. For each i ∈ {1, . . . ,m}, let ei be an edge vxi in T .
Suppose that |C1| ≥ 3. By symmetry, we may assume that X1,X2 ∈ C1. Let T1 = T \ x1 and
ρ1 := ρ|V (T1). By Lemma 2.8, ρ(T1) is isomorphic to a minor ofM with a canonical tree decomposition
(T1, ρ1). So ρ(T1) is delta-graphic. Since |C1 \ {X1}|, |C2| ≥ 2, ρ(T1) /∈ G ∪ G
∗ and (T1, ρ1) does not
satisfy (T1). Since there is no vertex u such that ρ(u) is a uniform matroid of rank 1 or corank 1,
(T1, ρ1) satisfies neither (T2) nor (T4). Therefore (T1, ρ1) is a wheel decomposition with the hub v.
So ρ(v) is isomorphic to M(Wk) for some k ≥ 3 and there is a circuit-hyperplane C of ρ(v) such
that for i ∈ {2, . . . ,m}, Xi ∈ C1 if ei ∈ C and Xi ∈ C2 if ei /∈ C. If e1 ∈ C, then (T, ρ) is a wheel
decomposition and, by Proposition 5.8, M is delta-graphic, contradicting our assumption. So e1 /∈ C.
Now let T2 = T \ x2 and ρ2 = ρ|V (T2). Then, by Lemma 2.8, ρ(T2) is a delta-graphic matroid with
a canonical tree decomposition (T2, ρ2). By the same reason, (T2, ρ2) is a wheel decomposition with
the hub v. Since ρ(v) is isomorphic to M(Wk), if k ≥ 4, then ρ(v) has a unique circuit-hyperplane C.
This contradicts (W2) because e1 /∈ C and X1 ∈ C1. So k = 3 and m ≤ 5 because E(ρ(v)) contains
an edge joining x2 and v in T .
If m = 5, then |C1 \ {X2}| = 2, |C2| = 3 and ρ(v) has a circuit-hyperplane D such that for,
i ∈ {1, 3, 4, 5, 6}, ei ∈ D if Xi ∈ C1 and ei /∈ D if Xi ∈ C2. Then there is a unique element
e ∈ E(ρ(v)) \ {e1, e3, e4, e5, e6} ⊆ D and therefore e2 = e ∈ D. So (T, ρ) is a wheel decomposition,
contradicting our assumption and therefore, m ≤ 4.
Since |C2| ≥ 2, we have |C1| ≤ 2, contradicting our assumption. So |C1| = 2 and, similarly,
|C2| = 2 and therefore M is starlike.
Lemma 6.21. Let M be a connected matroid with a canonical tree decomposition (T, ρ) which is
starlike and is minor-minimally not delta-graphic. If v is the internal vertex of T and N is a 3-
connected proper minor of ρ(v) containing E(T ), then N is isomorphic to M(Wk) for some k ≥ 3.
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Proof. Let N be a 3-connected proper minor of ρ(v) containing E(T ) and, for each vertex w ∈ V (T ),
let
ρ′(w) =
{
ρ(w) if w ∈ V (T ) \ {v},
N if w = v.
Then ρ′(T ) is a proper minor of M with a canonical tree decomposition (T, ρ′) and so is delta-
graphic. Since ρ′(T ) is starlike, ρ′(T ) /∈ G ∪ G∗ and (T, ρ′) does not satisfy (T1), (T2), or (T4). So
by Proposition 5.8, (T, ρ′) is a wheel decomposition and therefore N isomorphic to M(Wk) for some
k ≥ 3.
For graphs G and G′, G is obtained from G′ by 1-bridging if, for a vertex v and an edge e = xy of
G′ which is not incident with v, G is obtained from G′ \ e by adding a vertex u joining v, x, and y.
Moreover, G is obtained from G′ by 2-bridging, if, for two distinct edges e1 = x1y1, e2 = x2y2 of
G′, G is obtained from G′ \ {e1, e2} by adding vertices u1, u2 such that NG(u1) = {u2, x1, y1} and
NG(u2) = {u1, x2, y2}.
Lemma 6.22 (Kelmans [14]). Let G and H be simple 3-connected graphs. Then G contains an H-
subdivision as a subgraph if and only if G can be obtained from H by a finite sequence of adding an
edge, 1-bridging, and 2-bridging.
Lemma 6.23. Let G be a planar graph with an edge e = ab such that G/e is isomorphic to Wn for
some n ≥ 4 and degG(a),degG(b) ≥ 3. Let X be a subset of E(G) \ {e} with |X| = 4. Then G has a
minor H containing X ∪ {e} such that H/e is isomorphic to Wm for some m ≤ 7 and both ends of e
has degree at least 3.
Proof. We proceed by induction on |E(G)|. We may assume that n ≥ 8. Recall that t1, t2, . . ., tn, s
are the vertices of Wn and tn+1 := t1 and, for each i ∈ {1, . . . , n}, e2i−1 = titi+1 and e2i = sti+1. By
relabelling edges, we may assume that G/e =Wn.
Since degG(a),degG(b) ≥ 3, the vertex of Wn obtained by contracting e is the center s. Hence
G \ {a, b} is a cycle C and (NG(a) ∪ NG(b)) \ {a, b} = V (C), and NG(a) ∩ NG(b) = ∅. It is easy to
check that G is 3-connected. For two vertices x, y ∈ NG(a) \ {b}, if each subpath of C from x to
y has a neighbor of b in G, then G has a minor isomorphic to K3,3, contradicting our assumption.
So C[NG(a) \ {b}] and C[NG(b) \ {a}] are paths. By symmetry, we may assume that NG(a) \ {b} =
{t1, t2, . . . , tk} and NG(b) \ {a} = {tk+1, . . . , tn} for some 2 ≤ k ≤ n− 2. For each i ∈ {1, 2, . . . , n}, let
Ai = {e2i−1, e2i}.
By symmetry, we may assume that k ≥ n − k. Then k ≥ 4. If k ≥ 6, then there exists i ∈
{1, . . . , k− 1} such that Ai ∩X = ∅ because |X| = 4. Let G
′ = G \ e2i/e2i−1. Then G
′/e is isomorphic
toWn−1 with degG′(a),degG′(b) ≥ 3. So by induction hypothesis, G
′ has a minorH containing X∪{e}
such that H/e is isomorphic to Wm for some m ≤ 7 and both ends of e have degree at least 3 and so
does G.
Hence we may assume that k ∈ {4, 5} and n − k ≥ 8 − 5 = 3. Since |X| = 4, there exists
j ∈ {1, . . . , n} such that Aj ∩X = ∅. Let G
′ = G \ e2j/e2j−1. Then G
′/e is isomorphic to Wn−1 with
degG′(a),degG′(b) ≥ 3. So by induction hypothesis, G
′ has a minor H containing X ∪ {e} such that
H/e is isomorphic toWm for some m ≤ 7 and both ends of e have degree at least 3 and so does G.
Lemma 6.24. Let G be a simple 3-connected graph which is isomorphic to a graph obtained from Wn
for some n ≥ 4 by adding an edge, 1-bridging, or 2-bridging. If G is not isomorphic to a wheel graph
and X is a subset of E(G) with |X| = 4, then G has a simple 3-connected minor H containing X such
that H is not isomorphic to a wheel graph and |E(H)| ≤ 16.
Proof. We prove by induction on |E(G)|. We may assume that |E(G)| > 16. By relabelling edges, we
may assume that G is a graph obtained from Wn by adding an edge, 1-bridging, or 2-bridging.
Recall that t1, t2, . . ., tn, s are the vertices of Wn and tn+1 := t1. For i ∈ {1, 2, . . . , n}, let
Ai = {titi+1, sti+1}.
If G is obtained from Wn by adding an edge e = xy, then x, y 6= s because G is simple. By
symmetry, we may assume that x = t1 and y = tk for 3 ≤ k ≤
n
2 + 1. Then, since |X| = 4 and n ≥ 8,
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there exists j ∈ {3, . . . , n} such that Aj ∩ X = ∅. Let G
′ = G/tjtj+1 \ stj+1. Then G
′ is a simple
3-connected graph containing X which is isomorphic to a graph obtained from Wn−1 by adding an
edge. By induction hypothesis, G′ has a simple 3-connected minor H containing X such that H is not
isomorphic to a wheel graph and |E(H)| ≤ 16 and so does G.
If G is obtained from Wn by 1-bridging for a vertex v and an edge e = xy which is not incident
with v, then v 6= s since G is not isomorphic to a wheel graph. By symmetry, we may assume that
v = t1. Let e ∈ Ah for some h ∈ {1, . . . , n}. Then there exists j ∈ {1, . . . , n} \ {1, h, n} such that
Aj ∩X = ∅ because n ≥ 8 and |X| = 4. Let G
′ = G/tjtj+1 \ stj+1. Then G
′ is a simple 3-connected
graph containing X which is isomorphic to a graph obtained fromWn−1 by 1-bridging. So by induction
hypothesis, G′ has a simple 3-connected minor H containing X such that H is not isomorphic to a
wheel graph and |E(H)| ≤ 16 and so does G.
Now suppose that G is obtained fromWn by 2-bridging for two edges f , g. By rotational symmetry,
we may assume that f ∈ A1 and g ∈ Ak for some k ∈ {1, 2, . . . , n}. Then, there exists j ∈ {1, 2, . . . , n}\
{1, k} such that Aj ∩X = ∅ since |X| = 4 and n ≥ 7. Let G
′ = G/tjtj+1 \ stj+1. Then G
′ is a simple
3-connected graph containing X which is isomorphic to a graph obtained from Wn−1 by 2-bridging.
So by induction hypothesis, G′ has a simple 3-connected minor H containing X such that H is not
isomorphic to a wheel graph and |E(H)| ≤ 16 and so does G.
Lemma 6.25. Let G be a simple 3-connected planar graph which is not isomorphic to a wheel graph
and X be a subset of E(G) with |X| = 4. If G has a minor which contains X and is isomorphic to
a wheel graph, then there is a simple 3-connected minor H of G containing X such that |E(H)| ≤ 16
and H is not isomorphic to a wheel graph.
Proof. Let W be a minor of G which contains X and is isomorphic to a wheel graph with maximum
|V (W )|. By relabelling edges, we may assume that W = Wn for some n ≥ 3. If n = 3, then
by Lemma 2.16, there is a simple 3-connected minor H of G such that W3 is a minor of H and
|E(H)| ≤ |E(W3)|+ 3 ≤ 9. By maximality of W3, H is not isomorphic to a wheel.
So we may assume that n ≥ 4. Let s be the center of Wn. Since Wn is a minor of G containing X,
there is a function α that maps V (Wn) to vertex-disjoint connected subgraphs of G and maps each
edge xy of Wn to an edge joining α(x) and α(y) in G such that α(xy) ∈ X if and only if xy ∈ X. We
choose α with minimum
∑
v∈V (Wn)
|E(α(v))|. Then, for every vertex v of Wn, α(v) is a tree and
every leaf of α(v) is an end of α(e) for some edge e of Wn. (1)
So the number of leaves of α(v) is at most degWn(v) for each v ∈ V (Wn). Therefore, for each vertex
v 6= s of Wn, α(v) is a subdivision of a star.
Let T be a connected subgraph of G whose edge set is
⋃
v∈V (Wn)
E(α(v)) ∪
⋃
xy∈E(Wn)
α(xy).
Suppose that α(s) has two vertices u1, u2 such that degT (u1), degT (u2) ≥ 3. Let g be an edge of a
path of α(s) from u1 to u2. LetH
′ be a graph obtained from T by contracting (
⋃
v∈V (Wn)
E(α(v)))\{g}.
Since G is planar, H ′ is planar. Since H ′/g = Wn, there are two ends a, b of g such that H
′ \ {a, b}
is a cycle C, (NH′(a) ∪NH′(b)) \ {a, b} = V (C), and NH′(a) ∩NH′(b) = ∅. By (1) and the fact that
degT (u1),degT (u2) ≥ 3, we have degH′(a),degH′(b) ≥ 3. Therefore, by Lemma 6.23, G has a minor
H containing X ∪ {g} such that H/g is isomorphic to Wm for m ≤ 7 and both ends of g have degree
at least 3. This graph H is what we are looking for because H is 3-connected and |E(H)| ≤ 15.
So α(s) has at most 1 vertex v such that degT (v) ≥ 3. Then T is a subdivision of Wn.
Then, by Lemma 6.22, there is a simple 3-connected minor F of G which is obtained from Wn by
adding an edge, 1-bridging, or 2-bridging. Since Wn is a largest minor containing X isomorphic to a
wheel graph, F is not isomorphic to a wheel graph. So by Lemma 6.24, F has a simple 3-connected
minor H containing X such that H is not isomorphic to a wheel graph and |E(H)| ≤ 16.
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. Let (T, ρ) be a canonical tree decomposition of M . By Lemma 6.20, M is
starlike or |E(M)| ≤ 47. Suppose that M is starlike. Let v be the internal vertex of T and x1, x2,
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x3, x4 be leaves of T . Suppose that ρ(v) is isomorphic to M(Wk) for some k ≥ 3. If k ≤ 4, then, by
Lemma 6.9, we have
|E(M)| =
4∑
i=1
|E(ρ(xi))|+ |E(ρ(v))| − 8 ≤ 40 + 8− 8 = 40.
So we may assume that k ≥ 5. Then there is a minor N of ρ(v) containing E(T ) such that N is
isomorphic to M(Wk−1). For each vertex w of T , let
ρ1(w) =
{
ρ(w) if w ∈ V (T ) \ {v},
N if w = v.
Then ρ1(T ) is a proper minor of M and is delta-graphic. Since (T, ρ1) is starlike, ρ1(T ) /∈ G ∪ G
∗ and
(T, ρ1) does not satisfy (T1), (T2), or (T4). So by Lemma 5.8, (T, ρ1) is a wheel decomposition and
so is (T, ρ), which implies that M is delta-graphic, contradicting our assumption.
So ρ(v) is not isomorphic to a wheel graph. For each i ∈ {1, 2, 3, 4}, let ei = vxi. Since ρ(v) is not
isomorphic to U1,3 or U2,3, we have r(ρ(v)), r
∗(ρ(v)) ≥ 3 by Lemma 6.16. So by Lemma 2.14, ρ(v) has
a minor N1 containing e1, e2, e3 isomorphic to M(K4). Then, by applying Lemma 2.13, ρ(v) has a
3-connected minor N2 containing E(T ) such that N1 is a minor of N2 and |E(N2)| ≤ 6 + 4 = 10. If
|E(ρ(v))| ≤ 16, then we have
|E(M)| =
4∑
i=1
|E(ρ(xi))|+ |E(ρ(v))| − 8 ≤ 40 + 16− 8 = 48.
Suppose that |E(ρ(v))| > 16. Then N2 is a proper minor of ρ(v). So by Lemma 6.21, N2 is isomorphic
to a wheel matroid.
Let G be a simple 3-connected planar graph such that M(G) = ρ(v) and G′ be a simple 3-
connected minor of G with M(G′) = N2. Since N2 is 3-connected, G
′ is isomorphic to a wheel graph
by Lemma 2.1. So by Lemma 6.25, G has a simple 3-connected minor G′′ containing E(T ) such
that |E(G′′)| ≤ 16 and G′′ is not isomorphic to a wheel graph. So ρ(v) has a proper minor M(G′′)
containing E(T ) which is not isomorphic to a wheel graph, contradicting Lemma 6.21.
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