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Abstract To cope with the increasing complexity of developing and maintaining modern (software) systems,
multiple abstractions (models) of the same system can be established and used to allow different domain ex-
perts to collaborate and contribute their respective expertise. This divide-and-conquer, model-based approach
requires, however, support for a concurrent engineering process, i.e., providing a means of checking, restoring,
and ensuring the consistency of all involved and concurrently maintained models. The task of providing such
support is often referred to as consistency management.
Although there exist various approaches to consistency management and numerous (industrial) case stud-
ies described in the literature on bidirectional transformations (bx), there is currently no uniform description
of diverse but related industrial applications of model synchronisation and other forms of consistency man-
agement. This makes it challenging to detect similarities and differences related to requirements, constraints,
applied techniques and tools. It is thus difficult to compare and transfer knowledge gained from (successful)
projects to other bx approaches or even other bx tools for the same general approach.
In this paper, therefore, we propose a description language for envisioned scenarios in the problem domain
of consistency management, as well as a complementary description language for solution strategies in terms
of method fragments and method patterns in the solution domain of Model-Driven Engineering (MDE). Our
work is inspired by previous research in the bx and MDE communities, and is also based on our collective
experience from over ten years of investigating a series of application scenarios in the industry automation
section together with Siemens AG as an industrial partner.
We use our proposed description languages to discuss a series of application scenarios that are diverse but
all require varying forms of support for consistency management. By using a common notation and focusing
only on aspects directly related to consistency management, we are able to abstract from project-specific
details and uniformly describe how consistency management is required and can be currently supported in
the industry automation sector. Based on this formal and macroscopic view of the projects, we provide a
systematic discussion of our experience and results applying Triple Graph Grammars (TGGs) as a concrete bx
approach in the industry automation domain.
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Description Languages for Consistency Management Scenarios
1 Introduction and Motivation
The development and maintenance of increasingly complex software systems often
requires a suitable decomposition of the system into multiple abstractions (models),
which can be concurrently maintained by experts in their respective domains. Such a
concurrent engineering process can be well supported by model-based approaches
and techniques, especially approaches to ensure that the consistency of all related
models, representing views of the same system, can be maintained via suitable change
propagation and synchronisation. Numerous, diverse approaches to consistency ma-
nagement exist and are currently being actively researched and compared in the
bidirectional transformations (bx) community [8, 36]. Involved communities in bx
include databases (view-update problem, schema evolution), software engineering
(model synchronisation, conformance checking), and programming language devel-
opment (bidirectionalisation, coupled transformations).
Especially in a Model-Driven Engineering (MDE) context, Triple Graph Grammars
(TGGs) [35] have often been used for consistency maintenance in various industrial
applications [4, 17, 18, 34]. While this is certainly encouraging, it is currently challeng-
ing to detect similarities and fundamental differences in the ways TGGs have been
applied to handle consistency management. The situation is even more critical for case
studies using other bx approaches. This lack of a uniform, high-level but still precise
description of application scenarios prevents the reuse and transfer of developed
strategies and lessons learnt in these diverse projects to new projects. Having a priori
knowledge about how to apply bx technology is indeed crucial, as an a posteriori
refactoring of, e.g., unidirectional model transformations to utilise a bx language, is
typically infeasible in practice. This situation effectively hinders the application and
impact of bx technology in practice.
Depicted in figure 1, our first contribution (presented in section 2), is to suggest a
description language that can be used to provide a macroscopic view on projects with
varying requirements for consistency management in the problem domain. Inspired
by and extending Stevens’ work on describing networks of bx [37] we propose to
define a transformation context specifying model types and consistency relations, and
a transformation schema representing a basic pattern that all networks of models must
adhere to. Based on this, it is then possible to describe typical resolution paths for
the application scenario that specify how consistency is to be restored. Using this
solution independent and technology agnostic description language, we present four
different application scenarios of consistency management in the industry automation
domain, investigated over the span of almost ten years in an ongoing cooperation
together with Siemens AG as our industrial partner. The first project (completed),
Concurrent Model-Driven Automation Engineering (CMDAE) [30, 34], is in the domain
of automation engineering, the second project (also completed), Concurrent Manufac-
turing Engineering (CME) [2], in the domain of manufacturing engineering, the third
(ongoing as of 2017), A Graph-Grammar-Based Approach to Bidirectional Traceability of
Related Models (GraTraM), in the domain of computer-aided engineering. The fourth
project is a project proposal based on research in the quality assurance domain [38].
7:2
A. Anjorin, E. Yigitbas, E. Leblebici, A. Schürr, M. Lauder, M. Witte
Transformation Context
Transformation Schema
Resolution Paths
CME
Industry Automation MDE, TGG-Based BX
Transformation Context
Transformation Schema
Resolution Paths
CME
Transformation Context
Transformation Schema
Resolution Paths
CME
Transformation Context
Transformation Schema
Resolution Paths
CMDAE
Application Scenarios
MS MT
 S  TSYNC
M 0S M
0
T
Method Fragments
MS MT
 S  TSYNC
M 0S M
0
T
MS MT
 S  TSYNC
M 0S M
0
T
SYNC
MS MT
 S  TSYNC
;;
SYNC
M 0S M
0
T
 0S  
0
T
M 00S M
00
T
 00S  
00
T
SYNC
MS MT
 S  TSYNC
;;
SYNC
M 0S M
0
T
 0S  
0
T
M 00S M
00
T
 00S  
00
T
SYNC
MS MT
 S  TSYNC
;;
SYNC
M 0S M
0
T
 0S  
0
T
M 00S M
00
T
 00S  
00
T
Method Patterns
Method Base
Sect. 2 Sect. 3
Solution DomainProblem Domain
Solution Strategies
Situation-Specific 
Method for CMDAE
Situation-Specific 
Method for CMDAE
Situation-Specific 
Method for CMDAE
Situation-Specific 
Method for CMDAE
Sect. 4
Figure 1 Overview of the rest of the paper
Our second contribution (presented in section 3), is to propose a complementary
description language for method fragments and method patterns used to realise MDE-
based solution strategies. Our approach to describing solution strategies is based on
method engineering, which is a discipline concerned with the systematic development
and adaptation of methods [5]. A method is a description of how to systematically
perform an endeavour and comprises a process together with relevant artefacts, roles,
tools, and relationships between these elements on varying levels of granularity [19].
The main idea we apply (see figure 1), is to enable a modular construction of methods
for consistency management scenarios by supplying a method base consisting of
reusable atomic building blocks (method fragments), and construction guidelines on
how to combine and assemble these fragments (method patterns) [19].
By providing a uniform description of all these diverse projects in the problem and
solution domains, we are able to provide a discussion of project results in section 4
and identify current limitations and the primary potential of our applied TGG-based
approach; by abstracting from project and tool-specific (technical) details we believe
our contribution is comprehensible and accessible to other (bx) researchers, promoting
a comparison and transfer of knowledge and insights to other approaches and domains.
In the rest of the paper, we give an overview of related work in section 5, and
conclude in section 6 with a brief outlook on future work.
2 Describing Consistency Management Scenarios in the Problem Domain
In the following, we present our first project in section 2.1 and introduce our description
language at the same time. This ensures that all formal definitions are directly followed
by illustrative examples from the application scenario. Sections 2.2, 2.3, and 2.4 then
present all other projects using the same description language. To keep this paper
focussed, we are only able to provide a simplified view in each case, omitting many
details and complexities discussed in the referenced literature for each project.
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2.1 Concurrent Model-Driven Automation Engineering (CMDAE)
We commenced our research cooperation with Siemens AG by investigating howmodel-
driven techniques can support the engineering of complex plants and machinery in
the domain of automation engineering and manufacturing engineering (collectively
referred to as the domain of industry automation in this paper).
The development of complex automation systems cuts across multiple engineering
domains and requires the concurrent usage of different engineering tools. As the data
exchange between such tools is often based on separate documents and meetings, a
seamless integration of engineering models is required to increase the efficiency and
effectiveness of the development process.
The case study investigated in the CMDAE research project was the development
and maintenance of an automated storage and retrieval machine as part of a high-bay
warehouse system [30, 34]. In this case study in the domain of automation engi-
neering, the complete system specification is decomposed into three types of models:
(i) Location Oriented Structure (LOS) models, representing the physical composition
of a specific plant, (ii) Hardware Configuration (HC) models describing the logical
interconnections between these components, and (iii) Software Models (SM), the
actual programming of automation devices in a language called Statement List.
The LOS is specified in IEC standard 81346. According to this standard, a plant is
decomposed into different components, which may contain each other or be physically
wired via ports. This information can be modelled using an engineering tool such as
Comos ET.1
To model hardware centric information in the HC, the tool Simatic Step72 can be
used, which also supports the development of Programmable Logic Controllers (PLCs).
The HC contains abstract information regarding for example the type of a processor
or communication module, while neglecting physical details such as the actual size or
weight. Furthermore, these modules may communicate via logical connections, which
do not necessarily reflect the actual physical wirings in the LOS.
The LOS, HC, and SM are mutually dependent on each other. For example, a change
of an automation device in the HC due to performance requirements must be reflected
in the bill of materials (a list of the raw materials and quantities of each required
to manufacture an end product) of the electrical cabinet in the LOS. Analogously, a
change of the device terminals in the LOS for optimised cabinet layout requires a
change of the input/output signals used in control functions in the SM.
To formalise such a synchronisation scenario comprising multiple (types of) models
and different consistency relations between them, we shall be using graphs and
“arrows” between graphs based on the following standard definition (cf. e.g., [12]).
1 http://w3.siemens.com/mcms/plant-engineering-software/en/Pages/Default.aspx?&L=1 (ac-
cessed 23.03.2018)
2 http://w3.siemens.com/mcms/simatic-controller-software/en/step7/pages/default.aspx (ac-
cessed 23.03.2018)
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Definition 1 (Graphs and Graph Morphisms)
A graph G = (E,V, src, trg) consists of a finite set E of edges, a finite set V of nodes, and
two total functions src : E → V and trg : E → V that assign every edge its source and
target nodes, respectively. Given graphs G = (E,V, src, trg) and G′ = (E′,V ′, src′, trg′), a
(partial) graph morphism f : G→ G′ is a structure preserving pair of (partial) functions
( fE : E → E′, fV : V → V ′), i.e., fE; src′ = src; fV , and fE; trg = trg; fV , where ; is a
composition operator such that ( f ; g)(x) := g( f (x)) for functions f , g with suitable
(co-)domains. Given graph morphisms f = ( fE , fV ), g = (gE , gV ), ; is a composition
operator for graph morphisms such that f ; g := ( fE; gE , fV ; gV ).
A graph monomorphism is a graph morphism f = ( fE , fV ) with injective functions fE , fV .
A transformation context is used to capture the types of models involved and the
consistency relations between them. While this can be a hypergraph in general [37],
our definition is simplified for the binary case as this suffices for all our projects:
Definition 2 (Binary Transformation Context)
A binary transformation context C is a graph whose nodes represent model types, and
whose edges represent binary consistency relations between model types.
Figure 2 depicts two diagrams: above a formal graph diagram with graphs as objects
and graph morphisms as arrows, and below a diagram that introduces a suitable visual
concrete syntax for our description language and exemplifies all defined concepts with
the concrete CMDAE application scenario. In the graph diagram, monomorphisms
such as s are depicted as “harpoon” arrows. Let us concentrate for the moment on the
transformation context C, which is depicted for the CMDAE application scenario to the
far left of the diagram in concrete syntax. Note that there are dashed arrows connecting
all abstract concepts (in this particular case C) to their concrete counterparts below.
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Figure 2 Transformation context C with schema S, and a concrete network N with an
authoritative sub-network A for the CMDAE application scenario.
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The CMDAE transformation context consists of the three model types already dis-
cussed previously (LOS, HC, SM) depicted as circles with labels. In addition, consistency
relations LOSToHC, and HCToSM are used to pair consistent LOS and HC, and HC and
SM models, respectively. Finally, two consistency relations LOSMerge and HCMerge are
used to capture a notion of consistency between LOS and HC models of the same type.
Note that while the edges in a transformation context are formally directed with a
“source” and “target” model type, this is only used in practice to be able to sometimes
refer to a “forward” and “backward” direction. We thus represent consistency relations
as undirected labelled edges in our concrete syntax. As an additional (informal) ex-
tension to transformation contexts, we suggest to depict the different roles involved as
horizontal swimlanes in the concrete syntax, containing all model types and models
primarily maintained by the designated role: for the CMDAE transformation context,
three different roles Electrical Engineer, Automation Engineer and Software Engineer
are involved in the application scenario.
For a given transformation context C , we find it helpful to provide a transformation
schema S used to fix a general “shape” or pattern that captures all possible concrete
models and relations to other models. This is formalised with the following definition:
Definition 3 (Transformation Schema)
A transformation schema for a given transformation context C is a graph S together with
a graph morphism c : S→ C .
Figure 2 depicts in the middle the schema for the CMDAE application scenario,
connected to S in the formal graph diagram above. To denote the types of all models,
i.e., the mapping to the underlying context C , UML-like labels of the form : Type are
used e.g., : LOS as a model of type LOS. As the type (the corresponding consistency
relation in the context) of all edges can be discerned uniquely in all diagrams, no
explicit label is used. In the CMDAE scenario, the schema can be interpreted as the
electrical and automation engineer each working with two branches: a master branch
with LOS and HC models, and a temporary branch via which change requests can be
made from other domains before being merged into the master branch. To discuss
this further, we need the concept of a transformation network that captures a snapshot
of all models and relations between models:
Definition 4 (Consistent Transformation Network)
A transformation network for a given transformation schema S is a graph N together
with a graph monomorphism s : N ,→ S. For a network N , an authoritative sub-network
is a graph A with graph monomorphism a : A ,→ N containing models that are not to
be changed in the current network. An edge e in a transform network N = (E,V, src, trg)
is consistent if its source and target models src(e), trg(e) are consistent with respect to
the corresponding consistency relation R= sE; cE(e) from the underlying transformation
context. A transformation network N is consistent if all its edges are consistent.
An exemplary transformation network for the CMDAE scenario (connected to N and
A in the formal graph diagram) is depicted to the far right of figure 2. Every network
must “comply” with its schema (s : N ,→ S must exist) and is consequently “typed”
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according to the underlying context via c : S ,→ C and s; c : N → C . In this example,
the HC is consistent with the SM but not with the LOS. Inconsistency between two
models is indicated with a bold, dashed, red edge connecting the inconsistent models
in the network. All other normal edges in the network are consistent. Models in
the authoritative subnetwork are distinguished from other models by using a black
background fill. In this example, the HC model in the network has a black fill and is
thus in the authoritative sub-network (constituting A in the formal graph diagram).
This means that it is not to be changed when restoring consistency in this network.
With our next and final definition, we can finally discuss typical synchronisation
workflows that are to be supported in the CMDAE scenario.
Definition 5 (Consistent Resolution Path)
A resolution path p is a sequence of partial graph morphisms p1; p2; . . . ; pk such that
pi : Ni−1 → Ni, all Ni are transformation networks with a common schema S, and all pi
are type preserving, i.e., pi; si = si−1.
A resolution path of length k is consistent if the final network Nk is consistent.
Figure 3 depicts a typical resolution path for the CMDAE scenario. The sequence of
networks is ordered from left to right, with white vertical lines between individual
networks. Going from network Ni−1 to Ni, the underlying partial graph morphism pi is
indicated visually using “version” numbers in the top-right corner of each node. Every
model m in Ni−1 for which there exists a model m′ of the same type and with the same
version number in Ni, is “preserved” by pi, i.e., pi is defined for m and pi(m) = m′. All
other models in Ni−1 are “deleted” from the network, while all other models in Ni
that are not in the range of pi are newly “created”. Note that all authoritative models
in Ni−1 must be preserved in Ni (but do not have to remain authoritative).
The workflow depicted in figure 3 starts with a trivial (empty) network N1, which
is assumed to be (trivially) consistent. The electrical engineer then commences the
workflow by designing an initial version of the LOS, which can be optimised in several
iterations until it is finally released in version 1 comprising the second network N2.
In N2 the LOS is marked as being authoritative to make sure that it is not changed
in the next step. Based on the initially created LOS, the automation engineer derives
an authoritative HC that is consistent with the LOS in N3. The process flows forward
to the software engineer, who also derives an SM that is consistent with the current
Figure 3 A consistent resolution path for the CMDAE application scenario
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HC in N4. The software engineer, however, is not satisfied with this version and
decides to make certain adjustments resulting in a version 2 of the SM in N5, which
is now inconsistent with the HC. In this network, however, both the HC and SM
are authoritative, indicating a certain hierarchy between the HC and SM: instead of
simply enforcing corresponding changes in the HC on the master branch, the software
engineer is forced to “open a temporary branch” for the automation engineer by
proposing a HC in version 2 (consistent with the SM but not with the master HC),
representing the desired changes in the domain of the automation engineer.
The automation engineer now has to decide in N7 how best to merge these changes
and derive a consolidated HC in version 3, which is in general inconsistent with both
the LOS and SM. To restore consistency in the network, the automation engineer is
free to update the SM directly but, as the LOS is authoritative in N7, must similarly
open a temporary branch to the electrical engineer requesting a merge in N8.
For this workflow, we now assume an optimistic setting where (i) the electrical
engineer simply accepts all changes proposed by the automation engineer, and (ii) the
software engineer is satisfied with all updates made by her colleagues. The network N9
is thus in a consistent state.
2.2 Concurrent Manufacturing Engineering (CME)
In a second project CME [2], we investigated applyingMDE technology to the domain of
manufacturing engineering. Similar to projects in the automation engineering domain,
manufacturing engineering projects are multi-disciplinary and require substantial
coordination and information exchange among different engineering specialists, all
concurrently using their own established tools, models and platforms.
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Figure 4 Transformation context and
schema for the CME project
Figure 4 depicts the transformation con-
text and corresponding schema for the CME
application scenario showing the different
model types and roles involved: The task
of the product designer is to design a Com-
puter Aided Design (CAD) model providing a
geometric representation of the product to
be manufactured with a primary focus on
aesthetics and functionality. The CAD model
serves as requirements for a manufacturing
engineer, who creates (and later updates) a
corresponding Computer Aided Manufactur-
ing (CAM) model specifying a sequence of
basic manufacturing operations that must be executed to transition from given raw
material to the end-product as required by the CAD model. As the CAD model might
not be optimal for the manufacturing process, the manufacturing engineer and prod-
uct designer typically work closely together, exchanging information and discussing
possible CAM-friendly adjustments to the CAD model and their consequences.
The CAM model serves as input to a CAM tool that calculates and generates a
corresponding tool path model TP, representing the exact movement of the tool tip of
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the involved manufacturing machine(s). Using this generated tool path model, the
manufacturing engineer can execute the CAM model in a CAM simulator to further
investigate and analyse the manufacturing process. Insights from the simulation are
used in this step to further adjust and optimise the CAM model.
In a final step, the TP model is passed on to a post processor, a code generator
that produces a Computerised Numerical Control (CNC) model, i.e., a program (code)
that can be executed to drive CNC machines that perform the actual manufacturing
process. In contrast to the CAM and TPmodels, the generated code is typically machine
(family) specific as the exact kinematics (geometry of motion) of the machines is
exploited to produce highly optimised code.
As a final role, a machine operator supervises the manufacturing process and can
decide to intervene and correct or further optimise the CNC code. As an example,
the machine operator could be more familiar with the exact manufacturing machine
at hand and might realise that certain operations can be further accelerated. As the
CNC development environment is, however, not yet fully integrated in typical CAM
tools, such changes are often made directly to the generated CNC code and have to
be later translated into corresponding adjustments to the CAM model. Investigating
and supporting this final round-trip between adjusted CNC and CAM models was the
main focus of the CME research project. For this application scenario, the schema
comprises exactly one model of each type. Direct consistency relations are defined
between CAD/CAM, CAM/TP, as well as TP/CNC models.
Figure 5 depicts an exemplary resolution path for the CME application scenario.
The path starts with a consistent network N1 comprising all models in version 1. The
main scenario investigated in the CME project starts in N2 with a change made by the
machine operator to the CNC model. To avoid losing such changes when re-generating
the CNC code, the new CNC model in version 2 is marked as being authoritative.
It is in general inconsistent with the existing TP model. In N3 the manufacturing
engineer updates the TP model and can inspect any inconsistencies between the
updated TP in version 2 and the CAM model. The manufacturing engineer decides
exactly how to update the CAM model, perhaps accepting some implied changes and
rejecting others. In N4 the manufacturing engineer is satisfied with the new version 2
of the CAM model and has re-generated a consistent TP model. Both CAM and TP
Figure 5 A typical resolution path for the CME application scenario
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are now inconsistent with the CAD and CNC models. In N5 the product designer and
manufacturing engineer have decided together how to transition to consistent states
of both CAD and CAM models now in version 2 and 3, respectively. The CAM model is
made authoritative to indicate that only the TP and CNC models are to be changed
to restore consistency with the CAM model. In N6 the TP is re-generated and from
that a new version 3 of the CNC model is derived. The path is now consistent and we
assume that all important changes made to the CNC code have been reviewed and
integrated in all other models.
2.3 Graph Grammar-Based Traceability Management (GraTraM)
In a third ongoing research project (GraTraM)3 we are currently investigating consis-
tency management tasks in the domain of Computer-Aided Engineering (CAE).
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Figure 6 Transformation context and
schema for the GraTraM ap-
plication scenario
As depicted in figure 6, the involvedmodels
in this domain are CAD models, providing a
physical description of a system (for example
an excavator in a current case study), and
simulation models (Si), used to assess the
behaviour of mechanical, hydraulic, and elec-
trical components of the same system. Similar
to models in the domains of automation and
manufacturing engineering, CAE models are
maintained by different domain experts with
different engineering tools: CAD models with
NX4 used by CAD engineers, and simulation
models with Amesim5 used by simulation engineers. The consistency relations in this
domain are between CAD and simulation models, as well as between different CAD
models representing a similar “merge” as in the CMDAE application scenario.
Consistency management tasks in this application scenario typically involve geomet-
ric data and material properties of individual components. The shared information
between CAD and simulation models, however, constitutes only a small subpart of
these models. In practice, therefore, simulation models are typically not (partially)
derived automatically from CAD models (or vice-versa). As depicted in figure 7, there-
fore, a typical GraTraM resolution path starts with first versions of both models that
have been concurrently and largely independently developed (as opposed to a forward
engineering step used to derive an initial version of one of the models). Both engineers
have the primary task of specifying their own models at the beginning of the process
and existing solutions are often re-used at this stage. In order to execute a simulation,
both models must agree on geometric data and material properties of the system.
3 Planned project end is February 2018.
4 http://www.plm.automation.siemens.com/en/products/nx/ (accessed 23.03.2018)
5 http://www.plm.automation.siemens.com/en/products/lms/imagine-lab/amesim/ (accessed
23.03.2018)
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Figure 7 A typical resolution path for the GraTraM application scenario
As depicted in N2, the CAD model is authoritative for this step meaning that the
simulation model must be adjusted to be consistent with the current CAD model.
After restoring consistency and ensuring that the two models agree on their shared
information in N3, a simulation can now be performed. Based on simulation results, the
simulation engineer now decides in N4 to perform some optimisations by adjusting the
simulation model until satisfactory results are produced. This leads to inconsistencies
with the CAD model, which cannot be directly manipulated to restore consistency
(both models are authoritative in N4). The changes to the simulation model must,
therefore, be reflected in a consistent CAD model (now in version 2) and passed to the
CAD engineer, who decides how to incorporate and “merge” these changes into the
previous master CAD model resulting in a version 3 of the CAD model in N6. The CAD
engineer can now restore consistency in N7 by manipulating the simulation model.
2.4 Model-Based Transformation Testing (MBTT)
Our final project is concerned with the automated testing of a complex code generator
(the System Under Test: SUT) used to transform CAM models to CNC code (as
required for the CAD-CAM-CNC manufacturing engineering process chain discussed
in section 2.2 for the CME project). This application scenario is thus in the intersection
of the manufacturing engineering and quality assurance domains. The transformation
context and schema for this scenario are depicted in figure 8. Relevant for this scenario
is checking for the consistency of specified CAM and generated CNC models.
One might expect testing in this context to be a straightforward process of estab-
lishing an expected version of the CNC code and comparing this to the generated CNC
code from each test run. The challenge here, however, is that the code generation
process is highly non-deterministic. The reason for this is that the final result of a
manufacturing (sub) process as specified by the CAM model has some degrees of
freedom regarding the exact order in which atomic steps are to be executed by a CNC
machine. As an example, consider drilling a countersunk hole for a screw, i.e., a hole
with a recess for accommodating flathead screws to ensure that they are flush with
the surface. The code to accomplish this task can instruct the drilling machine to first
of all drill the recess, then the actual hole, or vice-versa. As long as the manufacturing
task specified in the CAM model is accomplished, the generated code is “correct” and
is expected to pass all tests. In a CAM model of realistic complexity, numerous such
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Figure 8 MBTT context, schema, and resolution paths as test outcomes
non-deterministic choices are combined, leading to a fairly large solution space of
correct CNC programs; this makes testing such a code generator relatively challenging.
The testing process can be viewed as checking for possible (consistent) resolution
paths as depicted in figure 8. A test engineer has the initial task of specifying CAM
models as test input data in N1. The next task in N2 is to generate CNC code as
test output data using the post-processor (the SUT). A verdict is then determined
using a suitable test oracle that decides if the CAM and CNC models are consistent or
not. These two possibilities are depicted in figure 8 as N3(pass), i.e., the models are
consistent and the test case passes, and N3(fail), i.e., the models are inconsistent and
the test case fails. Note that there are no authoritative models in this resolution path
as the goal is only to determine if the two models are consistent or not, and not to
restore consistency.
3 Describing Consistency Management Scenarios in the Solution Domain
All application scenarios we have discussed so far have in common that they are
inherently multi-disciplinary, requiring substantial cross-domain collaboration and
data exchange between different tools and platforms. Multiple steps are required to
(re-)establish the consistency of multiple models. While this can be achieved manually,
some support for automation would be advantageous in all scenarios.
Even with a uniform, high-level and simplified description for the scenarios as we
propose in section 2 in the problem domain, it is still non-trivial to establish corre-
spondingly high-level and reusable solution strategies due to non-standard terminology,
diagrams, and other methods of representation used in the solution domain. We argue
that this is equally important as scenario-specific and often technical details can
easily obfuscate steps in the process that could be addressed by applying the same
techniques and technology.
The objective of this section is, therefore, to establish a common method base
that can be used to provide a uniform description of high-level solution strategies
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for application scenarios. Such a method base consisting of reusable fragments and
patterns can help to transfer experience and even implemented tools between projects.
As our chosen solution domain is MDE, we propose to define a description modelling
language for the solution domain in typical MDE style: Figure 9 depicts a metamodel
to the left specifying the structure (abstract syntax) of valid models and some basic
constraints that must not be violated. A proposed visual notation (concrete syntax)
for the description language is depicted below the metamodel. According to Engels
et al. [13], a software engineering method is used to systematise an endeavour by
specifying the activities to perform, artefacts to create, roles to involve, tools to use,
and relationships between all these concepts. A method fragment is a reusable atomic
building block of a method [22] and can represent any constituent of the method,
such as a tool to use or a role to involve. We propose in this paper to focus on just
activities (Activity) and artefacts (Artefact).
Our proposedmetamodel is thus a small subset taken from themetamodel suggested
by Engels et al. [13] and could be extended as required to cover roles, tools, disciplines,
domains, etc. As method fragments correspond in our context to atomic executable
components that can be directly derived from a bx (in the following a TGG, a set of
constraints, or a program in some other bx language) we introduce some additional
subtypes of activities and artefacts. We focus on three different activities: consistency
checking (CC), model generation (GEN), and synchronisation (SYNC). An activity
can have input (in) and has output (out) artefacts. All activities are represented in
the concrete syntax as black fat arrows with a corresponding label. Correspondences
(Corrs) are artefacts representing a connection between a source (src) and a target (trg)
model (Model), which are also artefacts. As in the problem domain, source and target
can be viewed as arbitrary domain labels and enable a discourse about a “forward”
or “backward” direction. Correspondences are denoted by horizontal double headed
arrows. The concept of a delta (Delta) specialises correspondences and represents
connections between models in the same domain, in this case typically changes applied
to derive the target model from the source model. Deltas are denoted by vertical single
headed arrows. Models can be empty as it is often useful to distinguish the special
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Generation Synchronisation
Artefact
empty : bool
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Corr Delta
in 0..*
out 1..*
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src 1..1
trg 1..1
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x
Co
nc
re
te
 S
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Figure 9 Description language for solution domain
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case of creating an artefact from scratch. Models are generally denoted with an “M”
possibly with a subscript to indicate domains, while empty models are denoted by the
empty set symbol ;. We choose to denote the trivial “empty” correspondence between
empty models explicitly as a horizontal double headed arrow to indicate that a pair
of empty models is indeed consistent. This does not have to be the case in general.
An exemplary instance of this metamodel, a method fragment, is depicted to the
right of figure 9 in abstract syntax above and concrete syntax below. In concrete
syntax, input and output artefacts are connected to the activity via dotted arrows.
3.1 Method Fragments for Consistency Management
Using this description language for method fragments, we can now present the eight
method fragments that we have identified and used for establishing consistency
management solutions in the industry automation domain and in other projects.
The fragments are depicted in figure 10 organised in three top-level groups. Note
that each fragment operates on concrete models, and their implementations are to
be derived from a consistency description between two meta-models. Providing the
consistency description itself, of course, relies on domain-specific knowledge capturing
concepts and their intra-model as well as inter-model relationships, while realising
these fragments requires bx expertise.
The top-left group GEN contains two fragments for generation: initial model gener-
ation to the left, and incremental model generation to the right. These two fragments
imply that it is possible to derive a model generator from a bx that is able to generate
consistent models from scratch as well as incrementally extend a consistent pair of
models connected by correspondences (a consistent triple in the following).
The left-bottom group CC contains two fragments for consistency checking: to
the left an initial check given two models, and to the right the incremental case for
changes to previously consistent models. Note that the output of the consistency
check is the correspondence between the two final models. For inconsistent input, we
suggest that this check not only report that the input is inconsistent, but also identify
; ;
MS MT
 S  T
CC
MS MT
 S  T
CC
M 0S M 0T
; ;
MS MT
 S  T
GEN
MS MT
 S  T
GEN
M 0S M
0
T
MS MT
 S  TSYNC
M 0S M
0
TMS MT
 S  T
;;
SYNC
MS MT
 S  TSYNC
M 0S M
0
TMS MT
 S  T
;;
SYNC
GEN
CC
SYNC
Figure 10 Method fragments for consistency management
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a consistent subpart of the input that is consistent and for which correspondences can
be created. We refer the interested reader to Leblebici et al. [32] for further details.
The third top-level group SYNC to the right of figure 10 contains a subgroup for
forward synchronisation, and one for backward synchronisation. As for GEN and CC,
each subgroup distinguishes an initial case for creating a new target/source model
from scratch, and an incremental case for applying suitable changes to an existing
target/source model.
The method fragments described so far are atomic steps that can be combined as
necessary. In the next section we shall now combine them to present some high-level
solution strategies as method patterns.
3.2 Method Patterns for Consistency Management
A method pattern provides construction guidelines for a method by specifying which
method fragments to use and how to assemble them [20]. In this paper, we present
every method pattern with an Intent, the concern or problem that it addresses, and a
Strategy, the methodological solution it follows [20].
Our method patterns represent solution strategies that we have applied in multiple
projects and examples, including the four scenarios discussed in this paper. Two
patterns discussed in the following section concern the start of a synchronisation
scenario, while a third pattern concerns how a bx can be used to test an independent
implementation [26, 38].
3.2.1 Initial Method Patterns: DirectedStart and ColdStart
Starting a consistency management process in general, and a synchronisation process
in particular, is challenging. This is because the various tools pose different assumptions
and requirements that must be fulfilled at the start of the process.
SYNC
MS MT
 S  TSYNC
;;
SYNC
M 0S M
0
T
 0S  
0
T
M 00S M
00
T
 00S  
00
T
SYNC
MS MT
 S  T
;;
SYNC
M 0S M
0
T
 0S  
0
T
M 00S M
00
T
 00S  
00
T
CC
DirectedStart ColdStart
Figure 11 Initial method patterns
For model synchronisation, one
of the assumptions is that we are
either (i) using the initial method
fragment and can establish an ini-
tial correspondence while creating
the output model from scratch, or
(ii) using the incremental fragment
and already have a previous corre-
spondence that serves as input for
SYNC. The latter case is not very
helpful when trying to initiate the
synchronisation process. Depicted
in figure 11 to the right, our first
method pattern DirectedStart rep-
resents the easier case, when the
application scenario allows start-
ing with a “forward engineering”
step, where one model MS is cre-
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ated and then forward synchronised to produce the other model MT from scratch,
producing an initial correspondence between these two models in this step. After
establishing a consistent triple in this manner, changes made to one model can then be
propagated to the other model using the incremental fragments for forward/backward
synchronisation as depicted in figure 11.
The intent of DirectedStart is thus starting a synchronisation process, while its
strategy is exploiting the fact that it is easy to establish an initial correspondence
while creating the output model from scratch. This can also be typically accomplished
in a scalable manner.
A second “initial” method pattern that also represents a strategy for starting a
synchronisation process is ColdStart. As depicted in figure 11 to the right, the method
pattern ColdStart represents the case when an application scenario forces a start
with two existing (and possibly independently developed) models MS and MT and no
correspondence between them yet. To be able to run SYNC, therefore, a correspondence
must first be established using the initial CC fragment. While this can be handled [32],
the situation is more challenging than DirectedStart due to a potentially very large
solution space. Scalability is hard to achieve and a manual implementation (without
a solver of some kind) is difficult. Realising early enough that a ColdStart is absolutely
necessary for an application scenario is thus important.
The intent of ColdStart is the same as for DirectedStart, i.e., kickstarting a synchroni-
sation process, but its strategy is to establish a correspondence between two unrelated
models in an attempt to extend them to a consistent triple, with which incremental
SYNC fragments can then be executed.
3.2.2 Method Pattern for Quality Assurance: GenerateAndCheck
For scalability reasons or due to other practical and technical (application-specific)
requirements or constraints, a transformation or bx sometimes has to be implemented
in a language that might not be particularly suitable for doing this.
In such cases, a high-level implementation with formal guarantees or improved
readability (and thus trustworthiness) can still be used as an oracle for testing the
low-level implementation [26, 38]. This idea is represented by the method pattern
GenerateAndCheck depicted in figure 12.
To test the System Under Test (SUT), a test generator providing test input data and
a test oracle deciding if the SUT behaves as expected are required. The initial and
incremental GEN fragments can be used to create and extend consistent triples to be
used as test input data for the SUT. To test a forward/backward transformation, the
generated source/target model is passed to the SUT to create its output target/source
model. The model created by the SUT can be tested by checking for correctness using
initial and incremental CC, i.e., checking if the generated input model and the output
model produced by the SUT are consistent. Note that as there might be multiple
consistent MT for test input MS, simply checking that MT = MSUTT is typically naïve,
which is why GenerateAndCheck proposes to use the CC fragment for this.
The intent of GenerateAndCheck is to systematically test a bx implemented in a low-
level, legacy, or otherwise unsuitable language. The employed strategy is to combine
GEN and CC fragments as test generator and oracle, respectively.
7:16
A. Anjorin, E. Yigitbas, E. Leblebici, A. Schürr, M. Lauder, M. Witte
GenerateAndCheck
; ;
MS MT
 S
GEN
CC
M 0S M
0
T
CC
; ;
MS MT
 S  T
CC
GEN
M 0S M
0
T
CC
 T
SUT
SUT
SUT
SUT
SUT
SUT
 0S  
0
T 
0
S 
0
T
SUTSUT
Figure 12 Method pattern for model-based transformation testing
4 Discussion
In the following, we discuss several points based on applying our proposed fragments
and patterns to the application scenarios presented in section 2: (i) What could be
automated in the project, what not, and why not? (ii) What is the initial cost of using
a bx language? (iii) How could primary resolution processes be started? (iv) Was a
bx language such as TGGs really helpful and what are general indications for this?
And finally, (v) How formal and on which level of abstraction should consistency
management description languages be?
4.1 What can be currently automated (with or without a bx language)?
The languages we propose in this paper are currently descriptive rather than prescrip-
tive. Our aim is to document past projects and implemented solutions in a high-level
but still precise manner and thereby foster reuse of solution ideas (patterns) in future
projects. Many actively developed bx tools [24, 27] support and focus on automating
SYNC fragments, typically requiring one direction and automatically providing the
other direction. Some bx tools [17, 26, 31], typically TGG-based, require a GEN frag-
ment and automatically provide SYNC and in some cases even CC fragments. Other
bx tools [6, 33] require a constraint-based definition of consistency and (ignoring
scalability issues) are often able to provide all fragments. Using our languages, it is
not yet possible to automatically transform a description of a scenario in the problem
domain to a possible description in the solution domain. We also do not yet support
generating a chain of consistency management actions from our patterns.
We now discuss the level of automation we were actually able to achieve for our
industry automation scenarios: For the CMDAE scenario, we were able to specify the
consistency relations LOSToHC and HCToSM to a certain extent (limited by the time
available for the projects) using TGGs [30, 34]. Both initial and incremental forward
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and backward SYNC fragments were useful for the projects. The consistency relations
LOSMerge and HCMerge, both representing a merge of models of the same type, were
considered out-of-scope and could only be performed manually.
MS MT
 S
 T
INT
M 0S M
0
T
 0S
 0T
INT
Figure 13 Method fragment
INT for supporting
model integration
Supporting such merge operations to restore con-
sistency is challenging as it involves supporting both
a conflict detection and a conflict resolution process.
This can be represented as the model fragment INT
depicted in figure 13, generalising all other model
fragments. Deriving a scalable and “well-behaved” INT
automatically from a bx is an open research question
and a current focus of the bx community.
For the CME scenario, the consistency relation TP-
ToCNC was the sole focus of the project [2] as all other
consistency relations were already well-supported and
integrated in a typical CAM/CAD tool. An observation
is that such tools do not automate, e.g., the relation
CAMToTP or CADToCAM, but instead support con-
sistency restoration by providing, e.g., a visual diff
of inconsistencies. Indeed it is questionable whether
such tasks could ever be (fully) automated as they
involve design decisions; in this case a compromise between aesthetics and pragmatics
of manufacturing. For the GraTram scenario, the CADToSi consistency relation was
investigated and specified using TGGs. Similar to the merge relations in CMDAE and
CME, the CADMerge relation is manually checked and maintained; it is again arguable
whether such a design process could ever be automated meaningfully.6 Finally, the
primary goal in the MBTT scenario was to automate consistency checking for the
CAMToCNC relation.
To summarise, our observation is that synchronisation and consistency checking
tasks can be automated if there is no conflict detection and resolution involved. This
is, for example, the case when changes to only one of the models are to be propagated
to all other models. Supporting conflict resolution is the focus of current research
and, based on our projects, we believe that this must involve user interaction in cases
where the conflicts imply design decisions that probably cannot be fully automated.
4.2 What is the (initial) cost of using a bx language?
As with any new (programming) language, an initial cost for using a bx language
such as TGGs is certainly the effort required to learn the language and become
productive in it. For TGGs this requires rule-based thinking in terms of graph patterns,
and an acceptance/appreciation of an inherently visual formalism. Our experience
in the industry automation domain indicates a promising acceptance from domain
experts with experience using UML and other MDE technology, but this can be (very)
6 Possibly by applying machine learning algorithms which was out-of-scope for the project.
7:18
A. Anjorin, E. Yigitbas, E. Leblebici, A. Schürr, M. Lauder, M. Witte
different in other domains where other bx approaches might be more successful.
With reasonable effort we believe domain experts can read and understand TGGs;
specifying TGGs probably requires substantially more training effort.
An integration with the existing tool chain is a very important requirement in the
domain of industry automation as all tools and formats are fairly established and in
many cases already standardised. This implies that tool adaptersmust be implemented
to extract and inject the required data from the relevant tools.
In the case of the CMDAE scenario, we were able to use an XML-based exchange
format for LOS, and text (code) for SM. We had to implement a (highly simplified)
parser for SM, however, as we were unable to reuse the existing parser in the actual
system. For the CME scenario a textual exchange format for TP could be used and
CNC is already present as code. We had to again implement a (naïve) parser for a set
of CNC examples as it was again out-of-scope to invoke and integrate standard parsers
that were unfortunately tightly coupled with their tool environments. Implementing
such a parser is difficult as CNC code can be (in general) interwoven with parts in
assembler. For the GraTraM scenario establishing a tool adapter for the CAD tool
was especially challenging. To keep the focus on the actual consistency relation, an
extra XML-based format was established and used for the project to demonstrate the
general feasibility of the approach (without actually exporting this format from the
CAD tool). The MBTT scenario requires a CAM tool adapter and a parser for CNC.
In general, it is certainly complex if not impossible to incrementally update infor-
mation inside of most established tools without having to resort to a typically textual
export/import format. Such an exchange format and the corresponding support for it
is often buggy or incomplete, can be very inefficient, or even incur unwanted informa-
tion loss if extra tool-specific information such as accurate time stamps or IDs are not
exported/imported.
Finally, consistency management tasks in general, and synchronisation tasks in
particular work best if explicit change information in form of deltas is available and
is as precise and detailed as possible [11]. In CMDAE (and in many other projects)
this was not the case, however, implying that non-trivial logic must be implemented
for every metamodel to be able to compare models (before and after a change), and
compute the best possible delta (which is often not unique). The problem is simply
that most tools (at least in the industry automation domain) do not provide access to
such explicit change information. Note that using “state-based” bx approaches, i.e.,
providing fragments such as SYNC that take models as input and produce models as
output (instead of deltas), does not help here; the delta calculation is still required
and is just implemented (and hidden) as part of the bx [11].7
7 This can have some advantages as a clean separation sometimes adds additional complexity
as opposed to flexibly (e.g., recursively) mixing update propagation with change detection.
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4.3 How do I start?
In the CMDAE scenario, the method pattern DirectedStart could be applied as there
was a clear forward engineering process as described in section 2.1 and depicted
in figure 3. Subsequent synchronisation steps could also be well supported with incre-
mental SYNC fragments as all consistency relations are binary [37] and resolution
paths are fairly straightforward. This is probably because consistency management
must be performed manually today and thus cannot be arbitrarily complex. It would,
however, be interesting to transition from descriptive to more prescriptive resolution
networks and attempt to change and optimise the resolution process. Although this
is not shown explicitly in figure 5, starting the synchronisation process in the CME
project was challenging due to the requirement that the existing CNC code generator
be used unchanged. This means that the initial CNC model and TP models were
created by the existing tools without a means of establishing a correspondence in the
process. Consequently, the method pattern ColdStart had to be used to establish this
correspondence as required for the rest of the process. For the GraTram scenario, the
method pattern ColdStart was clearly required as both models are developed indepen-
dently and are sometimes partially reused, i.e., exist already. For the MBTT scenario,
both models are created by different systems (SUT vs. bx) so the method fragments
initial GEN and initial CC are required according to the pattern GenerateAndCheck.
In general, determining how to start the resolution process is often a crucial point
(hence our method patterns) and can decide if an implemented solution is feasible in
practice or not.
4.4 Do I need a bx language?
For the CMDAE scenario the required initial SYNC fragments can certainly be imple-
mented in a standard programming language. The incremental SYNC fragments could
also be implemented but are a bit more challenging in this respect as information loss
must be avoided, i.e., the existing source/target model must be carefully updated
in such a way that the resulting models are consistent but without unnecessarily
discarding any information. Besides the implementation effort, the project was very
iterative with constant changes to the TGG rules. This implies that a model-driven
approach is certainly advantageous to avoid having to constantly update a comparably
low-level implementation. At least for the CMDAE scenario, a promising approach
might be to transition from a TGG to an implementation in a perhaps more scalable
or otherwise preferred programming language as a final step in the project. Note that
the TGG can still be used for testing purposes even after this transition [38].
For the CME scenario, scalability was an important issue due to the potentially large
size of generated CNC code. Once a correspondence has been established, however, this
could actually be an argument for an incremental approach that can guarantee efficient
incremental updates. Starting efficiently, however, remains a challenge. Implementing
the initial CC fragment for CME manually with a standard programming language is
non-trivial due to the complex and non-unique correspondence between a single TP
and possibly numerous consistent CNC programs.
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In the GraTram scenario, the semantic overlap of simulation and CAD models is
rather small compared to the remaining parts of these models. Our experience is
that this makes the method fragments initial CC and incremental SYNC particularly
appealing and elegant. An iterative development of the TGG is possible where one
starts with just a few TGG rules and then increases the overlap as the understanding
for the consistency relation grows. Similar to CME, the initial correspondence between
simulation and CAD models is more an optimisation problem than a straightforward
calculation [32]. While incremental SYNC can be implemented manually, it can again
be difficult to carefully update existing models.
As discussed for CME, handling large CNC programs in the MBTT scenario could
pose a scalability challenge. This might, however, not be so crucial for testing purposes
and it might be feasible to use derived and solver-based initial CC fragments [32]. It
would be challenging to implement initial CC without a bx language as the generated
code is not at all unique. Multiple variation points lead to an explosion of the solution
space and this is indeed the basic motivation for applying bx technology in this context.
To summarise, some method fragments are fairly straightforward to implement
(initial SYNC), while others are more complex (all incremental variants and initial
CC). Based on typical resolution paths for the scenario, this can already be used to
decide if using a dedicated bx language such as TGGs is necessary or not. Other
practical issues that affect this decision include scalability, integration in an existing
tool chain that might demand a certain programming language, and how stable the
current understanding of the consistency relation is. It is also important to note that
a bx language can be used solely for quality assurance of certain perhaps especially
crucial aspects of an implementation.
4.5 How formal, and on what level of abstraction should description languages be?
It is worth discussing whether description languages such as the twowe have presented
and used in this paper have to be at all formal. While intuitive diagrams might be
sufficient as documentation, we have opted for simple but formal languages to enable
future automated analyses of the project descriptions.
In the problem domain, for example, optimal resolution paths can be determined
and suggested based on domain-specific objective functions. Transformation contexts
can also be inspected and used to generate tests for confluence, i.e., if the final
consistent transformation network depends on the specific resolution path chosen
to restore consistency. Finally, an analysis could also be used to decide if a given
decomposition of a consistency relation into multiple (binary) consistency relations is
problematic or not (cf. Stevens’ discussion [37] of this for more details). To automate
(program) such tasks, a certain level of formality is necessary.
Similarly, the solution-domain description language could be used as a generic
orchestration language, to be transformed to an executable program by using a
collection of implemented fragments developed with or without a bx tool. To enable
such an automated transformation, a certain level of formality is again required.
Concerning the chosen level of abstraction, our primary goal with the description
language in the problem domain was to abstract from project-specific details to
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enable a comparison of all projects and an identification of common patterns. To
accomplish this, we adopted Stevens’ approach [37] of focussing solely on models
and consistency relations between models. In the solution domain, our goal was to
abstract from specific bx approaches (such as TGGs) by focussing solely on fragments
and patterns describing how to combine the fragments. We believe that our goals have
been achieved as demonstrated by this paper: we have been able to identify common
fragments and patterns used across all projects, and our fragments and patterns can
be implemented (with more or less effort) with any reasonably expressive bx tool, or
of course in a general purpose programming language.
An important aspect that is still missing from the languages concerns details of
available or required tooling. While this is a rather technical point, it is important if
not crucial in practical scenarios. We are, for example, currently unable to capture in
the project description of CME that an existing CNC code generator had to be used,
even though this had an impact on applicable patterns (ColdStart vs. DirectedStart).
We leave a consideration of such extensions to future work.
5 Related Work
In this section, we review prior work on megamodelling, method engineering, and
patterns for (bidirectional) model transformations. Furthermore we reflect on existing
(industrial) projects where bx methods and technologies were applied.
Our description language for the problem domain is inspired by Stevens’ work
on describing networks of bx [37]. Stevens considers the study of the resolution of
networks of bx as a contributing technology for megamodelling [3] and discusses the
task of consistency restoration of a network of connected models. In this paper we
adapt and extend Stevens’ description language by (i) introducing the concept of a
transformation schema to control the general shape of valid networks, and (ii) adding
swim lanes in the visual notation to indicate domains and improve readability. We
also demonstrate that the language and notation can be used to describe projects of
realistic complexity.
Our description language for the solution domain comes from the research area
of method engineering [5]. The main purpose of a method is to guide a complex
software engineering task, such as the development of a software system, its transfor-
mation/migration, or in our case the consistency management of involved abstractions
of the same system. A method supports and describes this task by specifying the ac-
tivities to enact, artefacts to generate, tools to use or roles to involve [13]. A specific
manifestation of method engineering is Situational Method Engineering (SME) which
encompasses all aspects of creating a method for a specific situation [22]. Approaches
that follow the SME paradigm consider the situational context in which a method
will be applied during the development of the method, so that it can be adapted
to the context and is then called situation-specific. In the context of SME, reusable,
atomic building blocks of a method, e.g., a single activity, artefact, role or tool, are
called method fragments. To increase the efficiency of method development, method
patterns can be used to provide additional guidance concerning how to combine
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method fragments. A pattern in general is associated with a reoccurring problem in
a certain context [1], for which it describes the core of a solution. Method patterns
transfer this idea to the field of method engineering [16].
The active research area of megamodelling (we refer to Härtel et al. [21] for a recent
survey of megamodelling approaches) provides other viable alternatives to Stevens’
networks of bx [37], and Engels’ method engineering approach [13]. We discuss a
few of these megamodelling languages in the following.
MegaL [15] is a megamodelling language that could be used as a basis for both our
problem and solution domain description languages. An advantage of MegaL is that it
would be easy to check for wellformedness and formalise rigorously with adequate
tool support, e.g., the connection between our two languages, or a transformation of
problem domain to solution domain descriptions.MegaL is, however, also more general
and does not support any direct concepts for consistency management. Lämmel has
applied MegaL to the domain of coupled transformations (cx) to realise LAL [28], a
megamodelling language particularly suitable for describing consistency management
scenarios. Lämmel has identified various basic cx patterns such as state-based or delta-
based strategies, and formalised these patterns in LAL. As a basis for our languages,
LAL would enable a more rigorous handling of compatibility conditions between
fragments, enabling, e.g., automated testing of implemented fragments to ensure
that they do not contradict each other. While LAL would be a more suitable basis for
our languages than MegaL, it still has quite a broad scope and does not distinguish
between problem or solutions domains, or between fragments and patterns. For our
work a suitable concrete syntax (swim lanes, story board representation of resolution
paths) is also very important. Compiling our proposed languages to LAL programs is,
however, not ruled out by our current choice of basing our languages on Stevens’ work
[37] and method engineering [13], and we leave this together with an exploration of
potential benefits, to future work.
There has been considerable work on classifying and formalising both bx problems
and solutions. A three-dimensional taxonomy for model synchronisation scenarios is
presented by Diskin et al. [10] covering different scenario types with respective require-
ments and properties. Further results in a similar direction are provided by Hidaka et
al. [25], classifying bx approaches using a feature model, Eramo et al. [14], illustrating
a set of relevant properties pertaining to bidirectional model transformations, and
Lano et al. [29] proposing patterns for specifying bidirectional transformations with
their tool UML-RSDS. Finally, Diskin et al. [9] formalise synchronisation operations
by providing a suitable algebraic framework. Compared to these results, our paper
covers both the problem domain and an important solution domain for consistency
management. We take a broader view on consistency management, focussing not only
on synchronisation but covering also model generation and consistency checking. Our
contribution in this paper is to propose languages for describing scenarios and solution
strategies in a tool-independent manner, leaving a formalisation of desired/guaranteed
properties or compatibility conditions between fragments to future work.
Concerning our example scenarios from industry automation; bx approaches have
been applied in various other industrial domains: Hermann et al. [23] report on using
TGGs to translate satellite procedures, Blouin et al. [4] demonstrate an incremental
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synchronisation layer between textual and graphical editors, Giese et al. [17] present
a synchronisation solution for SysML and AUTOSAR models, while Cunha et al. [7]
propose a bidirectional transformation approach for model-driven spreadsheets. Using
our description languages, such projects could provide their results, solution strategies,
and lessons learnt in a uniform and comparable manner; this would enable the
identification and reuse of further method patterns for consistency management.
6 Conclusion and Future Work
In this paper, we have proposed description languages for consistency management
scenarios both in the problem domain and in an MDE solution domain. We demon-
strated the benefit of our languages by describing a series of projects we investigated
in the industry automation domain together with our industrial partner Siemens AG.
Table 1 provides a tabular summary of the discussion in section 4.
Our description languages, especially in the solution domain, are heavily influenced
by our MDE and TGG outlook and experience. For instance, our method fragments
and method patterns are uniformly delta-based, taking “arrows” as input and output
instead of models. We believe this provides for conceptual clarity as it generalises
the state-based case and separates delta discovery from update propagation. In this
respect and in many others, our suggestions are not meant as a perfect version but
rather as a good start for a community discussion and consensus on general description
languages for bx. Just as we have adapted and extended Stevens’ suggestions for the
problem domain, we welcome further collaboration and discussion from other diverse
perspectives on bx.
In the research projects described in this paper, we mostly concentrated on what
was relevant and interesting from a research point of view. For instance, implementing
complete and industrial strength parsers and model diffs for delta discovery was clearly
out of scope. We believe, however, that such practical challenges can be addressed. In
particular, a crucial point is to utilise suitable abstractions provided by engineering
tools and avoid operating directly on engineering data represented at lower levels
Table 1 Consistency Management Projects in the Industry Automation Domain
Project Involved Roles Domain Primary Challenge Patterns
CMDAE Electrical Engineer,
Automation Engineer,
Software Engineer
Automation Engi-
neering
Engineering of mutually
dependent models
Directed-
Start
CME Product Designer, Man-
ufacturing Engineer,
Machine Operator
Manufacturing En-
gineering
Integration of an exist-
ing CNC code generator
ColdStart
GraTram CAD Engineer, Simula-
tion Engineer
Computer Aided
Engineering
Starting with indepen-
dently developedmodels
ColdStart
MBTT Test Engineer Quality Assurance
in Manufacturing
Engineering
Testing a non-determi-
nistic code generator
Generate-
AndCheck
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of abstraction. From a tooling point of view, a further point is that engineering tools
should allow for an incremental manipulation of their contained data based on these
provided abstractions.
The resolution paths described in this paper are descriptive and not prescriptive.
This means that we aimed to support existing workflows typically by automating
certain steps. As Stevens [37] points out, the next step would be to think about
optimising resolution paths and even consistency relations. Indeed with appropriate
automation, some resolution paths that were previously infeasible to execute manually
might become attractive. Further research is required to identify and analyse various
desirable properties of networks of bx, and to provide corresponding optimisations.
Analogously, but in the solution domain, a further task is to identify, formalise, and
guarantee desirable properties of our method fragments. Method patterns should also
preserve (some of) these properties for their required composition of fragments.
Finally, we restricted our presentation of method patterns to the main patterns
that were repeatedly used for the research projects described in this paper. Further
(catalogues of) consistency management patterns include (i) different strategies for
handling concurrent changes in multiple domains [39], (ii) strategies for handling
traceability, mapping, change detection, and (resource) allocation scenarios involving a
synergistic combination of bx approaches (e.g., TGGs and constraints solvers [32]), and
(iii) strategies for coping with non-deterministic scenarios [2] requiring (a combination
of) user interaction and an optimisation phase.
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