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ABSTRACT 
Matrix equations of the form 
c,,x-XCf=Y (1) 
where C,, and C,, are companion matrices, are considered. In a first step (1) is 
reduced to an equation for which the solution is Hankel and the right side has rank 2 
at most. In a second step a solvability condition and a general solution are given in 
terms of the polynomials a(X), b(X) and the solution of some polynomial congruence. 
An application to resultant matrix equations is included. 
INTRODUCTION 
Let C n denote, as usual, the n-dimensional complex space, and C nX’n the 
space of n X m matrices. 4Zn will be identified with the space of column 
vectors 4ZnX1. If r=(xk):-l E Q= “, then x(X) will indicate the corresponding 
polynomial x(A)=x,+x,X+ ... +x,_,A”-‘. Conversely, if x(X)isapoly- 
nomial, then x will denote the vector of its coefficients. The space of 
polynomials of degree n at most will be denoted by Q: ,,( A), and the subset of 
Q=,(X) consisting of all manic polynomials of degree n by CO,(X). We point 
out that C ,( A) is isomorphic to Q: ” + ‘. For a given polynomial a(X) = a, + 
a,h + ... + a ,,A” E 6 z(X) (i.e. an = l), C, will denote the companion matrix 
1 
0 1 
c, = 
-a, -a, * I 
1 . 
... - a,-, 
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In the present note we consider matrix equations of the form 
c,x - xc;= Y, (0.1) 
where a(X) and b(X) are two fixed manic polynomials with degree rr and m, 
respectively, Y is a given n X m matrix, and X E Cnxm is asked for. Matrix 
equations of the form (0.1) are usually referred to as Lyapunov equations for 
companion matrices. There is an extensive literature dedicated to the problem 
of solving Lyapunov equations. As a few examples for reference we cite [l], 
[2], [4]. The approach presented below consists of two steps. The first step is 
the reduction of (0.1) by a simple transformation to an equation 
C, H - HC; = V, (0.2) 
for which V has rank two at most and H is a Hankel matrix. The possibility of 
such a reduction was noted in [3]. 
The second (the major) step is the solution of the equation (0.2). We look 
for solutions of (0.2), which are Hankel matrices generated by the Markov 
parameters of a proper rational function (the Markov parameters are the 
coefficients of the power-series expansion at infinity). In that way solvability 
conditions for (0.2) can be formulated as divisibility conditions for some 
polynomials, and the general solution will be obtained by solving a polynomial 
congruence. As a corollary of our main result we obtain a generalization of a 
known fact about intertwining properties of companion matrices (see [6] and 
references there). In Section 4 we show that the main theorem can be applied 
to give an explicit expression for the solution of resultant matrix equations. 
1. REDUCTION TO A HANKEL MATRIX SOLUTION 
In the sequel we shall use the abbreviation 
L(X) := c,x - xc;. 
Let M denote the space of all n X m matrices for which merely the last 
column and the last row differ from zero. It is easily seen that L(X) belongs 
to M iff X is Hankel, i.e. of the form X = [si+ j]. Our aim is to construct a 
matrix Z E C ” Xm such that L(Z) - Y E M. For this purpose we introduce 
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the following transformation S acting in C n ““: 
‘[Yijl = Lzijl (i=O )...) n-l; j=o ,..., m-l), 
r-l 
zoj = 0, zij= C Yi-l-s,j+s (i=l,..., n-l; j=o )..., m-l), 
s=O 
where r = min( i, m - j). An elementary calculation shows that L(S( Y )) 
coincides with Y except for the last column and the last row, which means 
Y - L(S(Y))E M for all Y E Cnxm. This leads to the following statement. 
PROPOSITION 1.1 [3]. The equation (0.1) is solvable iff (0.2) is solvable 
for V = Y - L(S(Y )) E M. The (Hankel) matrix H is a solution of (0.2) iff 
X = S( Y ) + H is a solution of (0.1). 
The proof is an elementary calculation. 
2. THE MAIN THEOREM 
In this section we consider equations of the form (0.2) with V E M. As 
remarked above, the solution H of such an equation is always a Hankel 
matrix. For representing H in an explicit form we make use of the fact that 
Hankel matrices can be regarded as generated by the Markov parameters of a 
rational function. Let us explain this more in detail. 
Suppose f(h) = G)/r(h) is a proper rational function and 
dh) s x-l+s A-Z+ 
r(X)= o 
. . . 
1 
in a neighborhood of infinity. The coefficients si are called Markov parame- 
ters of f(A). Hankel matrices generated by f(X) are, by definition, n X m 
matrices of the form 
H,,(f) := [si+jI (i=O ,..., n-l; j=O ,..., m-1). 
Obviously, the Hankel matrices H,,(A’/r(X)) (i = 1,. . . , m + n - 1) are 
linearly independent, provided that r(A) is a manic polynomial of degree 
m + n. Since the space of all n X m Hankel matrices has dimension m + n - 1, 
we conclude that they form a basis. Therefore, for any fixed polynomial 
140 GEORG HEINIG AND UWE JUNGNICKEL 
r(A)EcO n,+,(X) a Hankel matrix H admits a unique representation of the 
form H= H,,,(p(A)/r(A)), where ~(X)EQ:,,,+~-~(X) and p(O)=O. 
Our next aim is to study the action of the Lyapunov transformation on 
Hankel matrices represented in the form H = H,,( w( X)/a( X)b( A)), where 
4X)EQ=nl+“-l. To this end we make use of a well-known representation of 
Hankel matrices as operators in spaces of polynomials. We introduce oper- 
ators acting in the space of rational functions. Let Q,, denote the projections 
n-l 
&f(X)= c f;x-‘-1 
i=O 
if f(A) = CT= _Nfi‘X-‘-l, and J the involution ./f(h) = h-‘f(X-‘). Any n x m 
Hankel matrix H corresponds to an operator H: C n, _ 1(X) + C n ~ 1(h) defined 
by 
Hx(X):=(Hx)(A). 
LEMMA 2.1. Let f(X) be a rational function. Then the operator corre- 
sponding to the Hankel matrix H,,(f) admits a representation 
H,,,,(f b(X) = JQnf(Ab(X) MA) E K-,@)I. 
The proof is obtained by comparing coefficients. 
LEMMA 2.2. Suppose w(h) E C,+,_l(h), and define u(A) E @,_,(A) 
ad u(A) E a:,,,-,(X) by 
u(h)= w(X) mod a(h), u(A) E w(X) mod b(h). (2.1) 
Then 
wheree,=(O,...,O,l)rEC=” and 
x = B& y= B;lv 
with 
B, = 
a, ... a, 
I: . . . . a” 0 
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Proof. Obviously, we have 
where 
With the help of Lemma 2.1 we conclude 
h”‘w(X) Gw(v - Am) 44 
x(h) = JQn 
a(X)b(X) + lQn 4WW = Jon-&y. 
Changing the roles of a(X) and b(X), one obtains analogously 
with 
Consequently, 
Suppose that u(X) and o(X) satisfy (2.1). Then 
The latter equalities can be transformed into 
u(h)= h-‘a(h)r(X_‘)+g,(X_‘), 
&)=A-Lb(X)y(X-L)+g,(X-‘), 
141 
(2.3) 
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where gi(X) and gs(X) are polynomials. Comparing the coefficients in (2.3), 
we obtain u = B,x and o = B,y, and the lemma is proved. n 
With the help of Lemma 2.2 we are able now to deal with the problem of 
solving the equation (0.2). First let us note that any matrix V E M can be 
represented in the form 
V=geL-e,,hT (2.4) 
for some g E C n and h E C m. This representation is “almost” unique in the 
following sense. If V = gei - e,lhT for some other vectors, then there is 
g”=g+ae, and k=h+ae, forsome aeQ=. 
THEOREM 2.1. Let V be defined by (2.4), let u = B,g and v = B,h, and 
let d(X) denote the g.c.d. of the polynomials a(h) and b(X). Then the 
equution (0.2) is solvable iff d(X) is a divisor of u(X) - v(X). Zf the latter 
condition is satisfied, then the general solution of (0.2) consists of all 
matrices H,,( w/ah), for which w(X) is of the form w(A) = v(h)+ 
p(X)b(A), where P(X)E C,-,(X) runs over all solutions of the congruence 
b(h)p(h)= u(X) - v(X) mod a(A). (2.5) 
Proof Suppose (0.2) has a solution H. Then, as remarked above, H can 
be represented in the form H = H,,( w/ah) for some w(A) E C n, + n _ i(A). 
Let u,(h)~Q:“_~(h)andv,(A)~Q=,~~(X)bedefinedbyu,(A)~w(A)mod 
a(h) and v,(A) = w(X) mod b(X) or, what is the same, by 
(2.6) 
for some ME C,_,(A) and p(X)g C,_,(A). According to Lemma 2.2 we 
have 
B;‘u,=g+cye,,, B; lvl = h + ae,, 
for some (Y E C. This implies 
u1 = u + ael, v1 = v + ael, 
where e,=(l,O,..., O)T. Therefore, (2.6) leads to the Diophantine equation 
b(X)p(X) - 4X)9(X) = 4X> - v(X). (2.7) 
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The solvability of this equation implies the divisibility of u(X) - o(h) by 
d(X). Furthermore, (2.7) implies (2.5). 
Let us assume now that H is of the form H = H,,(w/ab), where 
w(A) = u(X)+ p(X)b(X) and p(h) satisfies (2.5). Then (2.7) holds for some 
q(X) E C,_,(X). This yields (2.1). By Lemma 2.2 we conclude 
and the proof is complete. 
3. SOME SPECIAL CASES 
In this section we discuss the case of equation (0.2) when the right side V 
has rank one at most. In this case we have in the representation (2.4) g = 0 or 
h = 0. Let us assume, for example, h = 0. Then (0.2) goes over into 
C,H- HC;=ge,T. (3.1) 
COROLLARY 3.1. Let d(X) denote the g.c.d. ofa and b(h), and let 
u = Z?,g. The equation (3.1) is solvable iff d(X) is a divisor of u(h). Zf the 
latter condition is satisfied then the general solution consists of all matrices 
Z&$p/u), where p(A) runs over all solutions of b(X)p(X)= u(X) mod 
REMARK 3.1. It can be shown (see [5]) that H,,(p/u) is regular iff u(A) 
and p(X) have no common nontrivial divisor. In the case of disjoint poly- 
nomials u(h) and b(h) this is equivalent to the fact that the g.c.d. of u(X) 
and u(A) is trivial. 
In the case g = 0, (3.1) goes over into the homogeneous equation, which 
can be written as an intertwining relation 
C, H = HC;. (3.2) 
COROLLARY 3.2. A matrix H satisfies the relation (3.2) iff it is of the 
form H = H,,(c/d), where d(A) is theg.c.d. ofu(X) and b(h) and c(X) is 
a polynomial with degree k - 1, k := degree d(A). In particular, the sub- 
space of matrices satisfying (3.2) has dimension k. 
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Proof. By Corollary 3.1, the matrices satisfying (3.2) are of the form 
H,,(P/~), where p(X)b(X)= 9(X)o(h), Q(~)E C,P,(X), P(~)E C,-,(h). 
Thisisequivalentto p(A)/a(h)=c(X)/d(h)forsome c(X)EC,_,(X). n 
Let us finally consider the special case g = e,, i.e. the equation 
C, H - HCC = e,,eL. (3.3) 
This equation arises, for example, on solving general Lyapunov equations by 
the method of Smith (see [2], [4], [7]). 
COROLLARY 3.3. The equution (3.3) is solvable iff the polynomials a(X) 
and b(X) are disjoint. Zf the lutter condition is satisfied then the (unique) 
solution of (3.3) is given by H = H,,(p/a), where p(X)b(X) = 1 mod a(A). 
REMARK 3.2. It is known (see [3]) that in the case of m = n the solution 
H of (3.3) is regular and its inverse is the Bezoutian of a(h) and b(X). This 
results also follows from Corollary 3.3 and Theorem 2.1 of [5]. 
4. RESULTANT MATRIX EQUATIONS 
The resultant matrix of the polynomials a(A) = C~,+z,X’ and b(X) = 
CyxObiAi is, by definition, the (m + n)X(m + n) matrix 
For simplicity we shall assume that a(X) and b(h) are manic. We show 
below that Theorem 2.1 can be applied for solving equations of the form 
R(a,b)h= [;I> 
where y E C “I and x E Q: ” are given. 
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THEOREM 4.1. Let the polynomials u(h)E C,P,(X) and v(X)E 
62 ,,_,(A) be defined by u = B,x and v = B,y, and let d(A) be the g.c.d. of 
a( A) and b(X). Then the equation (4.1) is solvable iff d(X) is a divisor of 
u(X) - v(h). Zf the latter condition is satisfied, the general solution of (4.1) 
consists of all vectors h E C m +,, for which 
h(A) = ml+. a(X)b(X) I 
i 1 W(A) = v(A)+W)p(X), (4.2) 
where p(A) E Q= n_,(X) runs over all solutions of the congruence 
b(h)p(X)= u(h) - v(X) mod a(A). (4.3) 
Proof. An elementary calculation shows that the equation (4.1) is equiv- 
alent to the Lyapunov equation 
C,H - HC; = xez - enyT, (4.4) 
where H = [hi+ j] if h = (hi)r+n-l, plus the extra condition 
ym-l = aoh,,_l + aA,, + . . . + anh,+.-~7 (4.5) 
where y,,_ i is the last component of y. 
Let d(A) be a divisor of u(X) - v(X), and h be defined by (4.2). 
According to Theorem 2.1 the corresponding Hankel matrix H = H,.,( w/ah) 
solves the Lyapunov equation (4.4). Therefore, for proving that h is a solution 
of (4.1) it remains to show that the components hi of h fulfil (4.5). To this 
end we observe that 
ww 
a%W(~) m-l i = i aih,,-l+i> i = 0 (4.6) 
where (g(X)), here and in all what follows denotes the coefficient of hekpl 
in the power-series expansion of g(h) at infinity. In virtue of w(A) = v(h) 
mod b(A), the left side of (4.6) can be replaced by (v(X)/b(X)),,,- I. 
Comparing coefficients, it is verified that v = B,y is equivalent to y(X) = 
JQ,,,v( X)/b( A). Therefore, 
= J? a,h,,-l+i, 
i=O 
which proves (4.5). 
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Conversely, suppose h = (hi);;‘+ n-1 is a solution of (4.1). Then [hi + j] 
(i = O,..., n-l; j=o,..., m - 1) is a solution of (4.4). According to Theo- 
rem 2.1, this implies that d(h) is a divisor of u(X) - u(A) and h(X) is of the 
form (4.2). n 
5. CONCLUDING REMARKS 
(1) The approach presented above can be generalized without any essen- 
tial problem to matrix equations (0.1) for which C, and C, are companion 
matrices of manic matrix polynomials. The reduction from (0.1) to (0.2) is 
completely analogous. For solving (0.2) the block Hankel matrix H is assumed 
to be of the form H= H,,,(a~‘(h)w(A)b-l(h)), where w(h) is a matrix 
polynomial of degree m+n-1. This leads to w(A)=u(A)+a(X)q(X)= 
v(A)+ p(h)b(X) and 
P@P(V - a@)@) = u(A) - t@>. (5.1) 
The equation (5.1) is solvable iff the right side is orthogonal to the solutions of 
the transposed homogeneous equation. The latter is just a (tensor) resultant 
equation. The general solution of such an equation is described in [3]. In that 
way the solvability of (5.1) can be expressed in terms of the eigenvalues and 
eigenvectors of the matrix polynomials occurring in (5.1). 
(2) We note that matrix equations of the form 
cp - UC, = z (5.2) 
can be transformed into equations (0.1). This can be done using the relation 
B(,C,, = C(,rB,. We obtain that U is a solution of (5.2) iff X := B, ‘UB; ’ is a 
solution of (0.1) with Y := Bc’ZB1,‘. 
(3) It is sometimes of interest to know whether the solution of a Lyapunov 
equation is regular or not. In the case of an equation (3.1) the answer is given 
by Remark 3.1. In the case of an equation (0.2) this problem can be solved 
after applying Euclid’s algorithm to the pair w(h), a(X)b(h), as explained in 
[51. 
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