In this paper, we propose a fully convolutional network for 3D human pose estimation from monocular images. We use limb orientations as a new way to represent 3D poses and bind the orientation together with the bounding box of each limb region to better associate images and predictions. The 3D orientations are modeled jointly with 2D keypoint detections. Without additional constraints, this simple method can achieve good results on several large-scale benchmarks. Further experiments show that our method can generalize well to novel scenes and is robust to inaccurate bounding boxes.
Introduction
Estimating 3D human pose from a single RGB image is a fundamental yet challenging problem. It is potentially useful in many real world applications, such as human-robot interaction, augmented reality and character control. Besides the inherent challenges in 2D pose estimation, 3D pose estimation from monocular images is considered more difficult due to the loss of depth and scale ambiguity.
With the advent of deep neural networks, we saw significant progress in monocular 3D human pose estimation. Currently, the end-to-end training method [26, 38] achieve superior results on standard benchmarks [12] . However, there are several limitations that hinder them to real world settings. First, due to the scale and depth ambiguity from a single image, some works [15, 38] even require a fixed image scale, making it less flexible to generalize to other datasets.
Second, currently most methods require a tightly cropped box around the subject. One reason is that most methods use a fully-connected layer to regress the joint coordinates directly, which makes the network sensitive to backgrounds. Another practical issue is the lack of diverse training data as for 2D human pose estimation [2, 14] .
Recently, VNect [17] shows promising results of fully convolutional network for 3D human pose estimation. In that work, they attach the 3D joint coordinates to the corresponding locations in the image. However, the performance is not as good as its fully-connected counterparts. One reason may lies on that the network need to localized another joint (the root Our contributions can be summarized as follow: (1) We propose a fully convolutional network for 3D human pose estimation, which is less sensitive to backgrounds and inaccurate bounding boxes. (2) We propose to use 3D orientations of limbs as a new way to represent 3D poses, which is arguably natural and interpretable. (3) Our proposed method, by only using limb orientations, achieves state-of-the-art results and can generalize well to novel scenes.
Related Work
Given the difficulties of estimating 3D pose from a single image, many works decouple the problem into two steps: first estimate 2D joints and then lift then into 3D. A typical approach uses sparse-based representation [22, 34] . Recent works also use deep network to regress 3D poses from 2D positions directly [15] . Thanks to the deep networks, we see huge improvements on 2D pose estimation in recent years [3, 5, 6, 7, 19, 29, 31] . The progress also benefits such two-stage methods [36] . However, these two-step methods rely highly on the results of 2D estimation. Also, discarding image cues makes the problem ill-posed.
Recently, some works try to combine the two steps together. In [35] , they treat the 2D estimation as latent variables and use the EM algorithm to update the 2D joints at the same time. Tome et al. [28] refine both the 2D and the 3D estimation iteratively at each stage. However, 3D poses are still estimated merely from the intermediate 2D results.
Recent works [26, 27, 38] combine the 2D heatmaps and image cues. This method also needs a lot of training data. Since most of the current datasets only contain indoor scene with limited number of subject and background, some methods [26, 38] mix 2D and 3D data during the training time. This makes it less flexible and often need manually correct the discrepancy [38] between dataset annotations. [21, 24] use ordinal depth as additional supervision.
Most of the above methods use 3D coordinates to represent 3D poses. The coordinates can be relative positions to a root joint [15, 17, 28] ,to the adjacent joint [13] or their combinations [16] . Another way is to use 2D pixel coordinates and depth to represent each joint [20, 26] and assuming known intrinsic parameter to recover the final 3D pose .
A few works model limbs for pose estimation. In [26] they define bone errors along the skeleton chain. Different from theirs, our method only consider each limb independently without long-range dependencies, making it more flexible to deal with rare poses. Zhou et al. [37] also tries to deal with joint angles. They define a set of joint angles as intermediate representation and use a kinematic layer to reconstruct 3D poses. Here we only use the orientations as output. We show that this simple method can achieve better results.
To best of our knowledge, only two kinds of works use fully convolutional networks for 3D pose estimation. Pavlakos et al. [20] introduces 3D heatmap to predict per-voxel likelihood by discretizing depth values. But they need the groundtruth depth of a root joint to finally recover the 3D pose, making it less practical. VNect [17] attach the 3D coordinates to a neighbor of the joint on the heatmap. Both of them only deal with each joint separately, without considering the limb orientation which is the underlying factor that causes different poses. Given the flexibility of FCNs, in this paper we propose a more powerful methods for 3D pose estimation.
The orientation has only been explored in the context of 2D pose [3] previously. However, it only serves as an auxiliary task to differentiate different instances, so there is no quantitative evaluation for that. Also it is nontrivial whether it can be extended to estimat-
Method
In this section, we introduce our fully convolutional network for 3D human pose estimation in detail. Our method model the 2D key-point positions together with the orientation of limbs. The orientation is formulated with an approximate bounding box of the corresponding limb region. An overview of our framework is shown in Fig. 2. 
Orientation Representation
The orientation of each limb is the most discriminative property of 3D poses. It can be represented by a unit vector U = (∆x, ∆y, ∆z)/l, where ∆x, ∆y and ∆z are the relative positions of the two joints. l = ∆x 2 + ∆y 2 + ∆z 2 is the length of the limb. The normalized orientations remove the influence of different human scales and image resolutions.
In order to preserve this spatial layout and explicitly tell the network where to focus, we propose to model the orientation together with the limbs region, as shown in Fig. 2 
(e).
For each limb k, we generate a bounding box using the locations of two endpoint joints correspond to that limb on the label map. Specifically, the bounding box region L k contains pixels within a predefined width w k to the line segment p k 1 p k 2 of two joints k 1 and k 2 . This forms a good approximation for each limb region, see Fig. 2 (e) and supplementary material for detail. Pixels inside the bounding box indicate the region of this limb, and are labeled with the orientation vectors. Other places are set to zero,indicating background. The orientation map is defined as:
where (i, j) are the pixel locations on the output prediction map, L k are the regions corresponding to the limb k. Examples of feature map are shown in Fig. 2 . The loss function for limb orientations is as follows,
where O k is the predicted orientation map for the k-th limb.
Model the 2D keypoint location
In order to encourage the connection between the 2D appearance and 3D orientations, we propose to predict the 2D keypoint at the same time. The 2D joints can help localize the limb region more precisely during both training and inference.
Following the common practice, we represent 2D keypoints with heatmaps, as shown in Fig. 2 . In each heatmap, a Gaussian centered at ground-truth location indicate the existence of that keypoint. We train 2D keypoints with sigmoid cross entropy loss: where p n and p n are predicted and groundtruth heatmaps and N is the number of joints. The final loss function is
where λ is a balancing parameter. We use λ = 0.2 in the experiments.
Network Structure
We implemented the model based on the Stacked Hourglass network [19] . The network learns low level image representations f img for the input image. In each stack, the hourglass module will learn its feature f h . After that, the network is split into two branches, one for 2D joint locations, the other for the 3D limb orientations (see Fig. 2 ). Supervision is applied after each stack. The predictions, hourglass features and the image features are combined as follows:
Then the updated image feature f img is used as the input of next hourglass module. For simplicity, we draw the Hourglass network structure for 2 stacks in Fig. 3 .
Inference
The inference process includes (1) estimating 2D keypoints, (2) using the estimated 2D keypoints to read off limb regions, (3) taking the averaged orientations in that region, (4) recovering the 3D pose using the estimated orientations, limb length ratio and scale information. The 2D keypoint locations can be obtained by finding the maximal location on the 2D key-point heatmap, for the n-th joint,
After getting predictions of all 2D keypoints, we can define the region for each limb. Taking a pair of adjacent joints p 1 and p 2 that corresponds to limb l, we use the coordinates to crop out the region between them on the limb 3D orientation O l . The cropped regions contain the predictions of the orientation of the l-th limb.
We average the value of the normalized predictions and then normalize it as the estimated orientation. Then the limb length ratio as used in many other works [30, 38] and scale information [15, 26, 35, 38] are used to recover each limb vector. By choosing a root joint, we reconstruct each joint position along the tree structure iteratively. Indeed this simple representation could cause error accumulation along the path, however, we show that this can still achieve good results without adding additional constraints.
Experiments

Datasets and Implementation Detail
We evaluate our method on two datasets: Human3.6m [12] and MPI-INF-3DHP [16] . Human3.6M. This is currently the largest 3D pose dataset, containing 11 subjects performing 15 actions. We adopt a commonly used protocol: five subjects (1, 5, 6, 7, 8) for training and two subjects (9,11) for testing. The videos are down sampled to 10fps. Mean per joint position error(MPJPE) is computed with the root joint aligned. We also report the results after Procrustes alignment, which only focus on the structure of the 3D poses. Following [35] , we test our algorithm on all 17 joints defined in [12] . MPI-INF-3DHP. This is a newly released dataset. It is more challenging, for it contains more diverse motions and aims for testing the generalization of various methods. Here, we only use the provided training data and do not use any background augmentation like [16, 17] . We report the PCK with a threshold of 150mm and AUC on all 2929 testing images. Implementation Detail. We adopt a 5-stack hourglass network [19] and implement it in Torch7 [8] . The initial learning rate is 2.5e-4 and decreases by a factor of 10 after every two epochs. We train the model for about 8 epochs, using RMSprop optimizer. We also add scale and color jittering as data augmentation. During the testing time, for fair comparison, we assume known bounding box of the person as in all the other works. We only use a single crop, without using flipping or multiple scale fusion. For the scale issue, we use training subjects to compute the limb-length ratio and scale. We also test our model directly with randomly shifted bounding box randomly as in [17] . Our approach can run at 20fps on a Titan XP.
Results on Human3.6M Dataset
Results are shown in Table 1 . For model trained only on Human3.6m dataset, we achieve the state-of-the-art result. Especially for difficult poses like sitting down, which have fewer examples in the training set, our method outperforms other methods by a large margin. This shows that our method is more data efficient. As for models pretrained or mixed trained with 2D datasets (e.g. MPII), our method can still achieve comparable results. Compared with [15, 26] , our method has lower error after alignments while slightly higher errors before alignment. Note that [26] also use 2D data during training and camera parameters during testing. The result shows that our predicted poses have the most similar structure compared with the groundtruth. We also report results using the groundtruth limb length, similar to the skeleton-fitting step used in VNect [17] . In Fig. 4 
Results on MPI-INF-3DHP
Cross Datasets Test
Performance on Human3.6M seems to be saturating. However, the generalization problem largely remain unexplored. MPI-INF-3DHP provides a good testbed for such purpose. We apply models trained on Human3.6m directly to this dataset and results are shown in table 2.
Our method can achieve comparable results with [16] , which is specifically designed for transfer learning. Even compared with mixed-training method [38] , we still get comparable results. However, as pointed out in [38] , they need to manually fix the position of some joints in an ad-hoc manner because of the discrepancy between different annotations.
We also test the direct regression method [15] using 2D groundtruth as input and rescale the output to the universal skeleton. We see that it can not generalize well to different camera viewpoints. Our method can deal with different camera viewpoints and background better. We also test the model trained on Human3.6m that uses relative limb vector (to the length of the torso) instead of orientations. During the testing time, we rescaled each limb to its groundtruth length, only preserving the orientations. We show that it generalize worse than using orientation as representation.
Training on MPI-INF-3DHP Dataset
We finetune the network trained on the Human3.6m previous on this new dataset, without adding background augmentations. Results are shown in Table 3 . Compared with [16, 17] , which use extensive background and clothes augmentation, our model trained merely on the green-screen background can still outperform other methods. This shows that our method is more robust to background and can transfer well to different scenes.
Ablation Study
In this part, we evaluate different components of our approach on the Human3.6m. For simplicity, we use another protocol used in [4, 23, 33] , where only one subject (S11) is used In each example, the first one is the input image, the second one is our estimated pose and the third on is the groundtruth.
for testing. The estimated 3D pose is first aligned with a rigid transformation, which ruling out factors such as scale and rotation. We trained the 1-stack networks from scratch and 5-stack networks pretrained on the MPII dataset. Results are shown in Table 4 : The mean reconstruction errors on Human3.6M (S11). Errors are computed after Procrustes alignment. "fc" means sparse representation with a fully connected layer at the end. "len" means using the properly normalized limb vector instead of orientations. "Rescaled" means rescaled each bone to the groundtruth length during testing.
Orientation
First, we demonstrate the advantage of estimating orientations compared with the original limb vector. We train the same network using the original limb vector properly normalized by the length of torso. As we can see, using the limb orientation representation can perform significantly better than considering bone length at the same time for both 1-stack and 5-stack networks (see 1-stack-len vs 1-stack and 5-stack-len vs 5-stack respectively). Even if we rescaled the bone vector to the groundtruth length preserving the orientation, the result is still worse than directly regressing the orientation. Furthermore, the 1-stack network using the orientation representation can even outperform 5-stack network with the original limb vector. This shows that decoupling the orientation and length of each limb is beneficial.
Image to Prediction Association
In this part, we show the advantages of having the spatial associations between images and predictions. We train 1-stack networks from scratch, one with dense output as proposed, one with max pooling layer after the last several convolutional layers and the final convolutional layer replaced by a fully connected layer for direct regression. The dense representations achieves better results using orientations as representation. This show the benefits of our proposed image-to-prediction association. However, by considering limb length, the fully convolutional does not perform as well as the fully connected network. We conjecture that it may due to the relative small receptive field the network actually has. It also shows the necessary for using orientation for fully convolutional networks to achieve better performance.
Robust to Bounding Box Jitter and Scale
Similar to [17] , we carry out experiments on MPI-INF-3DHP dataset by jittering the bounding box at random in the range of ±40 px. Since during the testing, we need to resize the bounding boxes to a fixed scale(256 in our experiments and 224 in [17] ), we also add more noises by jittering the bounding box in the range of ±100 px and rescale it by a factor of ±0.2. Our method is less sensitive to inaccurate bounding boxes. 
Conclusion
In this paper, we propose a fully convolutional network that ties orientations with corresponding limb region to enhance the spatial relation between images and predictions. Our method is simple yet effective. Further experiments show that our model can generalize better to novel scenes and robust to inaccurate bounding boxes. In the future work, we expect adding additional constraints during both training and testing process would further improve the performance.
