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Summary
Genomics is a rapidly developing field, with a range of applications in clinical health care.
Analysis of the human genome gives insight into the structures and variations that make
us who we are. An understanding of an individual’s genome can be applied to facilitate
early diagnosis of monogenetic diseases (World Health Organization et al. 2002), identify
risks related to particular types of cancers (Stadler et al. 2014), and customise medication
so as to be most effective in treating their conditions (Lee et al. 2014).
Human genome analysis has many potential applications, but limited clinical utility.
It has only recently become feasible to fully analyse the genome of a patient in regular
clinical treatment (Wetterstrand 2018), and the output of such an analysis is gigabytes of
hard to analyse data (Pop & Salzberg 2008). For the clinical potential of genomics to be
realised, it is important that tools evolve to provide clinicians and patients with insights
from the data provided by human genome analyses.
Mychro is a web based platform that streamlines the process of drawing clinical in-
sights from human genomic data. It highlights the links between databases analysing the
reference human genome (International Human Genome Sequencing Consortium 2004)
and the analysed genome of a single patient, to assist in diagnosis and potential treat-
ment of that patient’s conditions.
One of the requirements of the Mychro sytem is soft real time responses to user queries.
This was accomplished by storing all static genomic data in a high performance in memory
index. An R tree data structure was used to show relationships between patient variations
and genes found by prior genetic research.
The deployment solution of the Mychro system was designed for reliability, security,
and ease of use. The system is deployed on a Kubernetes cluster, with a Prometheus
server integrated into the system for monitoring purposes. Using these, an availability of
99.8% has been achieved within the Mychro system.
Protocols for inter-component communication within the Mychro system were carefully
selected for ease of development and quality of the final system. The use of GraphQL has
enabled automation of entire services within the Mychro architecture, and has reduced
the number of network round trips needed to fulfill user queries.
A variation of Agile methodologies was used to develop the Mychro system. This
approach allowed for streamlined development, with frequent reevaluation of project goals.
Using Agile, user and stakeholder feedback was able to be adjusted to in a responsive
manner, and changes to project requirements could be adapted to.
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1 Introduction
Genomics is a rapidly developing field, with a range of applications in clinical health care.
Analysis of the human genome gives insight into the structures and variations that make
us who we are. An understanding of an individual’s genome can be applied to facilitate
early diagnosis of monogenetic diseases (World Health Organization et al. 2002), identify
risks related to particular types of cancers (Stadler et al. 2014), and customise medication
so as to be most effective in treating their conditions (Lee et al. 2014).
Human genome analysis has many potential applications, but limited clinical utility.
It has only recently become feasible to fully analyse the genome of a patient in regular
clinical treatment (Wetterstrand 2018), and the output of such an analysis is gigabytes of
hard to analyse data (Pop & Salzberg 2008). For the clinical potential of genomics to be
realised, it is important that tools evolve to provide clinicians and patients with insights
from the data provided by human genome analyses.
Mychro is a web based platform that streamlines the process of drawing clinical in-
sights from human genomic data. It highlights the links between databases analysing the
reference human genome (International Human Genome Sequencing Consortium 2004)
and the analysed genome of a single patient, to assist in diagnosis and potential treat-
ment of that patient’s conditions. This thesis discusses the components of the Mychro
system, and its construction.
1.1 Overview
The rest of this thesis is presented as follows. A summary of the genomics information
referenced in the remainder of the thesis is detailed in section 1.2. In section 1.3, the scope
of the Mychro system as an application are discussed, as well as the goals and deliverables
of the project. The completed Mychro system is discussed in chapter 2, both as a set of
services and as an application.
Part I details the technical components of the mychro system. In chapter 3 the high
performance genomic data store of the Mychro system is described. The data structures
used, and prior art detailing optimisations to these structures, are discussed. Finally,
data relating to the performance of this subsystem is analysed. Chapter 4 details the
deployment of the Mychro system. The state of the art options available are evaluated,
and the decisions made are justified. The protocols used within the Mychro system, both
internally and externally, are discussed in chapter 5. A reflection on the effects these
protocols had on development and on the Mychro system is provided.
In part II the development of the Mychro system is discussed. Chapter 6 discusses
the manner in which the project was completed, from a management perspective. The
approach taken is explained, and its effectiveness evaluated. The risks and opportunities
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associated with the project are also discussed. Chapter 7 details the lessons learned while
implementing the Mychro system. A series of reflections, each at one month intervals,
are displayed. Finally, chapter 8 summarises the thesis, discussing both the technology
involved and the development of the project.
1.2 Context
A genome refers to the total amount of genetic information associated with a cell, or-
ganism or species. A genome is stored as an ordered sequence of nucleotides, in long
chemical chains called chromosomes (Reece et al. 2014). The human genome in particular
contains 22 autosomal chromosomes, each with two copies, and then either two copies of
a single sex chromosome or two unduplicated sex chromosomes. The contents of these
chromosomes define everything from hair colour (Sturm 2009) through to susceptibility
to certain diseases (Bluestone et al. 2010).
The behaviour of the sequence of nucleotides in any given chromosome is determined
by genes, which are functional subsequences of chromosomes. The functionality of a gene
is determined by the sequence of nucleotides forming it. In the context of the reference
genome, this can be extrapolated from the chromosome the gene forms a subsequence of,
its endpoints in the larger sequence, and whether or not it is reversed in relation to the
chromosome.
An analysis of an individual genome determines the specific sequences of nucleotides
that make up that individual’s chromosomes. As there is only 0.01% (Consortium et al.
2015) variation between any individual’s genome and the reference human genome, this
data is delta encoded against the standard human genome sequence before being provided
to health care workers (Li 2013). There are many types of variation from the reference
genome that can be observed. This thesis investigates two clinically relevant forms of
variation.
Copy number variation (CNV) A CNV is a variation in the number of copies of a
chromosomal region in a genome. The length of CNVs is highly variable, ranging
from a small number of nucleotides (Tassabehji et al. 1999) to the entire length of
a chromosome (Lejeune & Turpin 1961). The variation in the number of copies can
either be an amplification, in which there are more than the expected number of
chromosomes, or a deletion, in which there are fewer.
Single nucleotide variation (SNV) An SNV is an alteration of a particular nucleotide
within a genome. Alterations can take the form of additional, missing or altered
nucleotides at a location within the chromosome (Strachan & Read 2011).
Measurements of variations provide clinical utility only within the context of the stan-
dard genome. The average individual’s genome contains 3.5 million SNVs (Sherry et al.
2001), but the vast majority of these are benign (Landrum et al. 2013). The variations
in the genome are only clinically relevant if they interfere with genes. For a CNV, this
interference takes the form of an overlap between the ranges of a chromosome affected
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by the CNV and the range of the chromosome containing the gene. For a SNV, interfer-
ence takes place if one of the nucleotides affected by the variation is a part of that gene.
International Human Genome Sequencing Consortium (2004) discovered 20-25 thousand
protein folding genes in the standard human genome, each with different effects on the
body. Past attempts to determine the clinical relevance of human genes have yielded
several clinically relevant classifications of genes.
Kanehisa & Goto (2000) investigates the expressions of genes, and the complex bio-
logical systems formed by the relationships between gene expressions in cells. They offer
a database “PATHWAY” that describes sets of genes that cooperate to perform a molec-
ular function within cells. This database also relates sets of genes to the higher level,
noticeable, effects of the functions they perform in the body.
Other research into the effects of genes on the body has produced sets of genes called
panels. A panel is a set of genes that are believed to have certain traits, or exhibit
certain phenotypes. Panels have clinical utility in many fields, including cardiology, on-
cology and inherited diseases (Illumina, Inc 2018). The genes in panels are determined
experimentally, by analysing individual patients with variations affecting these genes.
At a high level, the purpose of the Mychro system is to assist in finding the genes
affected by variations, and then use these databases to investigate the significance of the
affected genes.
1.3 Project Goals
The purpose of the Mychro system is to make genomic data more accessible, and to ease
the process of drawing clinical insight from this data. The Mychro system is implemented
as a web platform that facilitates visualisation of and highlights links within the data
produced during a genome analysis. The system is intended for use by clinicians to assist
in genome related illnesses. The key properties of the Mychro system are defined below.
Low latency Previous prototypes leveraging existing technologies were produced in this
area (appendix B) prior to the development of Mychro, but data processing latency
was found to prohibit effective use of the application. To ensure that the Mychro
system is usable, all user interactions are processed and responded to in soft real
time. Testing has shown that users are not able to notice any latency in the appli-
cation.
Reliable The Mychro system is intended for use as part of the daily work flow of clini-
cians. Any down time in the application will directly impact these users, and could
harm the revenue of the product. At time of writing, the Mychro system has 99.8%
reliability.
User friendly This tool will face experienced clinicians attempting to find links and
relations in vast sets of data. The tool provides powerful insights into this data to
maximise their efficiency when using it.
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Secure Data from genomic analyses is highly sensitive and personal, and must be secured.
All components of the system, including the environment it is deployed in, are
designed for security.
The following features were considered within the scope of the Mychro system.
• Web based user interface to visualise and gain insights from patient data and the
reference human genome.
• High performance application services to provide data views to the web interface.
• To scale visualisation of chromosomes, CNVs and genes.
• Reliable and secure deployment of application services.
• Extraction, transformation and loading (ETL) of data from genomic analysis.
• Interfaces with external databases of relevant genes such as “PATHWAY”.
The following features were not considered to be within the scope of the Mychro
system.
• Preprocessing of raw data from genomic analysis, and production of pathology re-
ports.
• Analysis of the clinical relevance of genes beyond the relevance implied by external
databases.
• Visualisation and analysis of SNVs in genomic data.
Throughout this project, the Mychro system is not the only deliverable to be produced.
All deliverable artifacts of the project are detailed below.
Literature review An investigation was performed into the state of the art technology
associated with the project. This investigation considered in memory indexing solu-
tions, methods of managing and producing reliable and secure distributed systems,
and protocols for use within distributed systems and web applications.
Project proposal A preliminary investigation into the viability of the project was per-
formed. The scope and goals of the project were investigated, as well as the plans
for the project and expected risks and opportunities.
Monthly reflections A series of personal reflections about the project were performed
and documented. These reflections explored the learning outcomes of the project.
Interim report A report was produced that detailed the progress partway through the
project. This report includes a theoretical background for all concepts involved in
the project at the project at the time. Load testing was performed, and metric data
collected, to facilitate a discussion of the performance of the application.
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Thesis A final thesis report presents the state of the project at its completion. This
thesis presents all theoretical information related to the product, and discusses the
progress made in the implementation of the Mychro system. Measurements of the
Mychro system were taken to facilitate analysis of its design, and reflections on the
technical decisions made.
Mychro system The developed application will be taken to market at the conclusion
of the project. This project delivered a deployed and available installation of the
system that is ready for integration with client systems.
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2 The Mychro System
The purpose of the Mychro system is to provide a user interface which allows for insights
and visualisation of genomics data. To provide that data to the users, especially dynamic
data such as patient records, a centralised server component of the Mychro system is
required. This component also handles the more computationally intensive workloads
associated with drawing insights from the genomic data. In section 2.1, the server side
component of the system is discussed, and its architecture. Section 2.2 discusses the
interface itself, and its components.
2.1 Architecture
At the highest level, the structure of the Mychro system is defined by its networking
architecture. This architecture is defined in fig. 2.1.
Users NGINX
Apollo gateway Static file server
Genome data service Hasura gateway
PostgreSQL server
Figure 2.1: Networking architecture of Mychro system
The users are at the very edge of the networking diagram, as they have restricted access
to the Mychro services. The entire user interface is a single page application, running on
the user’s device. This reduces the amount of network traffic required between the users
and the rest of the system, as after the initial download of user interface code, only small
packets of raw data are required from the servers.
The NGINX proxy is the only service accessible to the outer internet. It is responsible
for TLS termination, directing requests to relevant internal services, and load balancing.
The static file server serves the user interface of the Mychro system. The proxy exposes
this service at app.mychro.io. Where possible, the files served by this server are bundled
and optimised for size.
The genome data service hosts the data relating to the reference genome. As this data
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is relatively static, it is stored in a high performance, immutable, in memory index. This
service exposes its data over the GraphQL protocol.
The Hasura Engine (hereafter Hasura), and PostgreSQL database, serve the data
relating to the variations of individual patients. PostgreSQL is the source of truth for
patient data, ensuring ACID compliant storage of this data. Hasura is configured to act
as a stateless proxy over the database, transpiling GraphQL queries into SQL queries, and
transforming the output of the PostgreSQL database into JSON for ease of consumption
by other services.
The Apollo Gateway is a GraphQL service that performs schema stitching, combining
the GraphQL endpoints offered by the genome data service and the Hasura into a single
endpoint. This endpoint is exposed by the proxy at api.app.mychro.io.
2.2 Interface
The Mychro system streamlines the process of drawing insight from genetic data in two
ways. Firstly, the system exposes the links between an individual patient’s variations and
study of the reference genome. Secondly, the clinical relevance of genes in the reference
genome is explored. Figure 2.2 displays the high level view of a patient’s genome offered
by Mychro. A strong focus is placed on highlighting the variations of the patient.
Figure 2.2: High level patient view
Due to the high variation in the size of CNVs in the human genome, not all variations
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are visible in the to-scale representation of the genome that Mychro presents. To enable
examinations of these variations, a sidebar presents all variations numerically, regardless
of their size. This sidebar is displayed in fig. 2.3.
Figure 2.3: CNV representation in the sidebar
All visualisations in the Mychro application are precisely drawn to scale, highlighting
the exact way in which genes and variations overlap. Figure 2.4 highlights the advantages
of such a method of representation, and the insights it can yield into the nature of the
relationships between variations and genes.
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Figure 2.4: To-scale representation of genome
Gene size, similarly to CNV size, is widely varied. Within the Mychro gene view,
genes that are too small to be seen or meaningfully interacted with are gathered into gene
clusters. As shown in figs. 2.5 and 2.6, these clusters are fully interactive, and enable
users to efficiently focus the application on the genes they represent. To further enable
users to interact with small genes, the sidebar also provides information on genes when
there are few enough genes to render, as seen in fig. 2.7.
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Figure 2.5: Gene clusters prior to selection
Figure 2.6: Selected gene cluster
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Figure 2.7: Genes in the sidebar
Information about the clinical utility of genes in the Mychro system is provided through
the modals in the application. The application provides links to third party databases
describing genes, as well as providing application natively, as seen in fig. 2.8.
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Figure 2.8: Gene modal
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Part I
Technology
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3 In Memory Indexing
In order to meet the soft real time requirements of the Mychro system, static data re-
lating to the reference human genome is indexed and stored in memory. The reference
human genome data used in the Mychro system can be categorised as data relating to
chromosomes, and data relating to individual genes. The chromosomal data used by the
Mychro system is a list of chromosomes, the number of copies they are expected to have,
and their length. As there are only 24 chromosomes, the way this data is stored does not
affect performance. The gene data is much more significant. There are approximately
65 000 (Reece et al. 2014) genes in the reference human genome, and though the informa-
tion needed to describe a gene is very small, linking each gene to third party databases
requires that several keys be associated with each gene. The purpose of the in memory
index is to provide fast access to the gene data.
Within the application, gene data is used in two ways. In the visualiser and sidebar, a
subset of the data available for each gene is used to provide an overview of the genes that
intersect with the selection of the user. In the gene modal, an individual gene is analysed
in much more detail, and all data associated with that gene is presented to the user.
Selecting an individual gene by using its ID is trivial with use of a hash table (Cormen
et al. 2009). However, finding the set of genes which intersect with a selected range can
be computationally expensive.
Within the Mychro system, a spatial index based on a modified R tree is used to
answer range based queries. Section 3.1 discusses the theory behind R trees and their
application to this particular problem, while section 3.2 discusses the state of the art in
R tree design. Section 3.3 discusses the performance measurements made of the current
R tree in use by the application.
3.1 Theory
The problem of finding the genes contained within a selected region in the application
can be considered isomorphic to the problem of filtering a set of contiguous ranges in N
by whether they intersect a separate, given range. The selection within the application
details both the chromosome being investigated, as well as the start and stop points within
that chromosome being inspected. By filtering the set of genes to contain only those on
the relevant chromosome, the problem is reduced to finding which genes have (start, stop)
values that overlap with the (start, stop) value of the selection.
The algorithm in listing 3.1 naively attempts to find intersections between a range and
a set of contiguous ranges in N.
Listing 3.1: A naive method to find intersections
1 def f i n d_ in t e r s e c t i o n s ( set_a , b ) :
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2 output = [ ]
3 for a in set_a :
4 i f i n t e r s e c t s ( a , b ) :
5 output . push ( a )
6
7 return output
Assuming a length of n for set_a, and a length of m for output, listing 3.1 has time
complexity of O(n + m). While the best possible algorithm for this problem must be
Ω(m), in most cases m n and improvements should be made on this runtime. However,
without assuming or creating an index over the set, no better algorithm is possible. Any
item from set_a could intersect with b, and so no item can be skipped before being
checked.
Range based indexing structures on data, such as B trees, allow efficient queries of
a subset of that data, based on orderings. Given a total ordering of the input data,
any subset defined by elements considered greater than or less than sample points can
be selected in O(log (n) + m) time. If a suitable total ordering on the set of contiguous
ranges in N were found, this form of indexing structure could efficiently find the genes
that intersect with a CNV. Such an ordering would need to be defined such that given
an input range, the subset of ranges that intersect with the input could be defined by
the ordering, using greater than or lesser than clauses. Appendix A shows that no such
ordering exists in one dimension.
Unlike range based indexes, spatial indexing can speed up this algorithm. Spatial in-
dexes are designed to store points in Rn or Nn space, and answer range based queries with
average case logarithmic time complexity. By creating an isomorphic mapping from con-
tiguous ranges in N to points in N2, spatial indexing can be used to speed up algorithms.
Such an isomorphism is shown visually in fig. 3.1 and fig. 3.2.
Figure 3.1: Ranges represented in N
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Figure 3.2: Ranges represented in N2
In N2 space, all points that intersect with range (x, y) are contained in the region
[1, y] × [x,∞). Using spatial indexing on set_b, listing 3.1 can be replaced by a range
query, reducing average case time complexity of the algorithm to O(log n+m).
3.2 Literature Review
Traditional database indexing structures, such as B trees and hash maps, handle spatial
data and multi dimensional range queries poorly. Modern spatial indexing solutions use
variations of R trees (Guttman 1984), which are designed to efficiently handle spatial data.
Similarly to B trees, R trees are optimised for secondary storage. An R tree consists of a
set of nodes, each of which is described by a minimal bounding rectangle (MBR) which
encompasses the data stored in that node. To reduce disk access latency, R trees maximise
fan out at each later, and an individual node stores as much data as a disk page will allow.
R tree nodes are classified as leaf or branch nodes, and as root or non-root nodes. A
leaf node is a block of memory that contains a set of points, and a branch node is a block
of memory that contains a set of child nodes and their MBRs. When searching an R tree,
the MBR of a child node is used to determine if and when that child should be fetched
from disk and searched.
As nodes of an R tree are located in secondary storage, the latency of fetching them
into main memory is the most significant cost in analysis of R tree operations. The cost
of an R tree answering a query is measured as the number of disk operations necessary
to complete the operation. For an unknown query this cost is minimised by reducing
the probability of the nodes within the R tree being fetched, or reducing the probability
of their MBRs intersecting the query range. Guttman (1984) shows that the area and
perimeter of an MBR are related to the probability of that MBR intersecting a query
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range, with reductions to these improving the performance of R trees. Beckmann et al.
(1990) shows a relationship between overlap in the MBRs of sibling nodes and the number
of nodes that need to be accessed to answer a query. Minimising the summed overlap
between MBRs at a given layer of the tree results in better query performance for the
tree.
These properties of MBRs form heuristics that describe the approximate performance
of the structure. Operations on the R tree are designed to efficiently maintain low values
for these heuristics, to achieve low query times. Several modifications to the R tree
algorithms were found to improve these heuristic values.
Guttman (1984) provides three algorithms to insert into, remove from and update R
trees. The algorithms have linear, quadratic and exponential runtime complexity with
respect to the branching factor of the R tree, providing different trade offs between CPU
cost and heuristic values. It was found that the slight different in heuristic values did
not significantly affect query times, and that the linear algorithm resulted in the fastest
overall performance.
The R* tree (Beckmann et al. 1990) was invented to reduce the CPU cost of R tree
algorithms, and further optimise heuristic values. Operations on R* trees minimise overlap
as well as MBR perimeter and area, and were shown to lead to faster search results. The
R* tree demonstrated best case improvements to search time between 180% and 400%.
Roussopoulos & Leifker (1985) offers an algorithm for constructing an R tree from
static data that produces more optimal structures. Incremental restructuring does not
lead to an optimal structure, and reshuﬄing data within the R tree once noes have been
allocated can lead to performance increases (Beckmann et al. 1990). The static R tree
builds the structure from a bulk data set, optimising for low heuristics using information
known about the data ahead of time. Comparisons against the original R tree (Guttman
1984) showed improvements of several orders of magnitude in heuristic values, and up to
a factor of 10 improvement in the number of nodes accessed in a given search.
Traditional R trees are designed to hold data that does not fit entirely in main memory,
and therefore model performance based on disk accesses. When data is able to be stored
in main memory, this model breaks down. A more accurate model should consider the
cost of CPU operations, and the cost of accesses to main memory when data is not in
the CPU cache. With the increasing gap in latency between CPU cache access and main
memory access, techniques optimised to reduce access to disk are transferable to the
design of cache sensitive main memory data structures. Several attempts have been made
to modify existing secondary storage focussed data structures in this way.
When porting a secondary storage data structure to main memory, the atomic element
of data access changes from a page to disk size to a single cache line. A typical page size
value on a modern operating system is 26 times larger than the cache line of a modern
CPU (appendix C). To maintain the high branching factor which makes the tree structure
efficient, modifications have been investigated which decrease the amount of space needed
to represent each child in a node.
In the design of cache conscious B+ trees, it was found that the most significant
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savings to the space required to represent a child node were in the pointer to that node
(Rao & Ross 2000). On modern operating systems, the pointer to a child node in a block
takes up 64 bites (8 bytes) of memory. By altering the way that nodes are stored in
memory, it was possible to make significant savings in the amount of memory required.
Some methods to save memory from Rao & Ross (2000) are listed below.
Aligning data types If assumptions can be made about the alignment of a block of
memory, then some of the least significant bits of an address can be inferred. If
a node is known to be aligned to a multiple of 2n bytes then the bottom n bits
of the address are guaranteed to be 0s. The pointer could then be stored in a
64 − n bit integer, and then converted with bit shifting when the pointer needs to
be dereferenced.
Restricting address space If all nodes are known to reside in the same contiguous
chunk of memory, with a known size and starting offset, then pointers to within
that chunk can become significantly smaller. For a block of memory with size n
bytes, a pointer to within that memory needs only blog2 nc+ 1 bits to be stored.
Storing blocks in an array A contiguous array of length m elements, containing ele-
ments of size 2n bytes, is able to provide guarantees about the way the memory
is stored. All items in the array are guaranteed to be aligned to the size of the
elements, and all items are known to reside within a contiguous block of memory
2n ·m bytes in length. An index into such an array, rather than taking 64 bits as a
pointer, takes only blog2mc+ 1 bits of memory.
Storing the children of a node in contiguous memory By storing all children of a
node in a contiguous block of memory with a known order, the location of an
individual child can be entirely inferred from its place within the list of children.
Rather than storing one pointer per child, nodes can store only a single pointer to
the start of an array. If all nodes within the tree are stored in a single array, this
pointer can also be compressed using the techniques above.
In R Trees, a large usage of space is the storage of child MBRs. Compression of MBRs
was found by Kim & Yun (2005) to allow for significant improvements to the amount of
space required to store children of nodes deep within the R Tree. This allowed for more
children to fit within a cache line, and therefore higher levels of fan out deeper within the
tree. MBRs were compressed in two ways, detailed below.
Delta-encoding To reduce the range that MBR coordinates can span, each node stores
the coordinates of its children’s MBRs relative to the bottom corner of its own
MBR. This optimisation limits MBR coordinates to fit within the bounding box of
the parent node.
Bit packing If the maximum value that can inhabit an MBR coordinate is known, then
the size of the type used to represent that MBR can be reduced to fit that value.
For a node defined by MBR [x, x+w]× [y, y + h], only blog2 (max (w, h))c+ 1 bits
are needed to represent a given dimension in a child MBR. The total size of a child
MBR with this compression method would be 4 · (blog2 (max (w, h))c+ 1).
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To apply a modern spatial data indexing solution within Mychro, a variation on the R
tree data structure was used. Several potential optimisations to the R tree are available,
both heuristic based improvements and micro optimisations. To implement an efficient in
memory spatial index, design inspiration was drawn from Roussopoulos & Leifker (1985).
For future improvements, further inspiration could be drawn from Kim & Yun (2005) and
Rao & Ross (2000).
3.3 Analysis
The performance of the R tree system was measured with a series of benchmarks com-
paring the performance of the R tree to a set of alternative indexing schemes. In each
benchmark, a region of chromosome 1 was selected, and the index was used to retrieve
the genes within this region. The regions were chosen to reflect common usage patterns,
as determined by user testing of the Mychro system. Table 3.1 shows the ranges chosen
for benchmarking.
Table 3.1: Ranges analysed in chromosome 1
Start (MB) End (MB) Number of genes
1 2 77
50 51 19
200 203 95
The Mychro system analyses data from the ENSEMBL (Hubbard et al. 2002) gene
database. This database defines 5 317 genes within the chromosome used for testing.
Figure 3.3 displays these genes as points in N2, as discussed in section 3.1.
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Figure 3.3: Genes of chromosome 1 in N2
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To evaluate the performance of each indexing scheme, the time taken for the genes
within each range to be retrieved was measured. To prevent excessive compiler opti-
misations, a checksum of the returned genes was calculated. To ensure the statistical
reliability of the data, between 105 and 107 measurements were performed for each test.
Outliers were removed from the data (Heisler 2018) and the mean of the remaining data
was calculated. Figure 3.4 and appendix D show the results of the testing.
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Figure 3.4: Performance of various indexing schemes
The first two test results form a baseline, showing the time taken for a brute force
search and highlighting the amount of variance that can come from side channels such as
CPU branch prediction and operating system scheduling. In all three cases, both of these
tests were consistently around the same values.
The behaviour of the B tree in these tests highlights the effects of the ordering defined
on the gene set. In these tests, the B tree index was able to filter out all genes that were
too far along the chromosome to intersect, but was unable to filter out genes that were
too close to the beginning of the chromosome to intersect. As can be seen, this results in
a system with performance directly related to the location of the region being searched.
Due to the high constant factors associated with iterating over data in a B tree, this
means that in some tests the B tree index performs worse than the brute force solution.
Variations, such as B+ trees, could reduce these constant factors, but the system still
would not perform as well as searches through a contiguous array.
The behaviour of the R tree is consistent, and in almost all cases better than the
alternative indexing schemes. In the first case, where the region is close to the beginning
of the chromosome, it is evident that the R tree has worse constant factors affecting its
performance than the B tree. However, in other areas of the chromosome, the superior
asymptotic performance of the R tree index has a greater effect. It is also observable that
the number of genes in the output set has a nontrivial effect on the performance of the R
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tree, with the second range being significantly faster to analyse.
The consistently superior performance of the R tree shows that it was an appropriate
data structure for the in memory index. In all tests, the R tree index responded in under
5µs. From this, and as appendix E showed that the in memory index is not a bottle
neck in the Mychro system, no further optimisations to the R tree index were deemed
necessary.
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4 Distributed Systems
The Mychro system is deployed as a distributed system, with many interleaving compo-
nents (section 2.1). Deploying such a system, in a way that is reliable and secure, is a
complicated task. The requirements considered when investigating methods of application
deployment are listed below.
Automated deployments To reduce the potential for human error, deployments of the
system must be completely automated. In the event of an issue where manual inter-
vention is necessary, common operations that an administrator would perform (such
as rolling back to a previous release) should be automated to a single command.
Redundancy and failure resistance To achieve high availability, the Mychro system
is resilient to failures. The system should support deploying redundant replicas of
components, and these replicas should be isolated with respect to failure boundaries.
The system should also self heal when failures are detected.
Serializible components Certain distributed system components, such as databases,
require very specific operating system configuration. Components within the system
need to maintain a high level of isolation from each other to prevent interference,
and need to be able to run in an operating system tailored to them. To support
deployment of these components, and transferring of these components between
different computers, all components and their supporting run-times or operating
system configurations should be able to be serialised.
Secure networking Not all components in the Mychro system should be publicly ac-
cessible. The system should protect internal components from the wider internet.
Physical hardware control Depending on the security requirements of clients, there
is a possibility that the hardware that the system runs on may need to be kept on
premises. The system should be able to run on user controlled hardware.
Ease of deployment To reduce development costs, a system that is easy to configure
is desired. The system should also have managed hosting available on a common
cloud infrastructure provider.
Ease of monitoring The Mychro system needs to support easy monitoring of resource
limits, and internal application metrics such as failure rates, throughput and latency.
Monitoring of these metrics is invaluable in finding and preventing production out-
ages (Beyer et al. 2016).
The Mychro system is deployed onto a Kubernetes cluster, as this system meets the
distributed systems requirements. For monitoring, a Prometheus instance is installed
within the cluster. Section 4.1 discusses and compares the state of the art in containers
orchestration frameworks, and justifies the use of Kubernetes within the system, while
section 4.2 discusses observability in distributed systems. Section 4.3 details the behaviour
of Kubernetes and Prometheus so far.
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4.1 Deployment
For a distributed system to function, its components must be deployed to a set of physi-
cal machines. To ensure the system’s reliability, the deployment solution should support
redundant replicas and self healing. To ensure the security of the system, fine grained
control over networking rules is necessary. These problems are solved by orchestration
frameworks, which manage the components of a distributed system and their intercom-
munication.
Puliafito et al. (2019) investigates many technologies which attempt to solve these
problems. The technologies of interest to this project are the orchestration frameworks,
which provide a complete platform on which to build distributed systems. These are listed
below.
• Amazon EC2
• Google container engine
• Microsoft azure container service
• Kubernetes
• Docker swarm
• Mesosphere marathon
• Cloudify
Due to the potential requirement for potential physical hardware control, some of these
orchestration frameworks are not usable. The hosted platforms Amazon EC2, Google
container engine and Microsoft azure container service cannot be run on client controlled
hardware, and are therefore not applicable for the design of this system.
Orchestration frameworks have complex architectures, and are designed to run on mul-
tiple compute nodes (Puliafito et al. 2019). Setting up an orchestration framework that
applications can be deployed to is a difficult task, that is drastically simplified by services
offering managed installations of orchestration frameworks. Nairn (2018) indicates that
the market leaders in cloud computing all offer Kubernetes as a manage service. Ku-
bernetes is the only orchestration framework that is offered in this way, and therefore is
uniquely both easy to deploy in a cloud environment, and able to be deployed on client
controlled hardware.
Kubernetes natively supports features such as networking rules, self healing and through
docker, serialisable components (Derstappen 2018). An ecosystem of tools has built up
around Kubernetes to support features such as easy monitoring, automated deployments
and rollbacks, and integration with existing third party tools (Flynn-Curran et al. 2019).
For these reasons, it was decided to host the Mychro system on a Kubernetes cluster.
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To achieve automation of deployments with Kubernetes, Helm was used. The entire
Mychro system was described declaritively as a Helm chart, which could then be atom-
ically operated on. Continuous integration was used to upgrade the release of the Helm
chart on each commit. When manual intervention was necessary, Helm provided atomic
commands to rollback releases, and to delete staging environments that were no longer
needed.
4.2 Observability
While orchestration frameworks are able to increase the reliability of a distributed sys-
tem through techniques such as self healing and redundant replicas, a more tightly inte-
grated observability solution is required to detect and fix bugs or particular outages in
a distributed system. By collecting more detailed information from the running Mychro
application, and drawing insights from this data, developers have been enabled to detect
and respond to potential application outages. The observability of this system has also
enabled developers to measure the performance of the application, and perform detailed
investigations into incidents, even after they occur.
Two main kinds of information can be collected from running applications: metric
data or logging data. Metric data is quantifiable measurements of a running system,
typically observed at regular intervals. Logging data is textual descriptions of events
occurring within the system, where each individual log message is associated with an
event occurred within the system (Brazil 2016). Both log messages and metric data are
typically associated with timestamps, and collected into a central location for indexing,
and presentation to developers. Several systems exist which can be used to aggregate
logging data, metric data, or both, and produce insights from this data.
Both logging and metric data serve different purposes in a running system. Logging
data is most useful for investigating past incidents in an application, by allowing develop-
ers to trace a series of events through the system. Metric data is most useful or detecting
incidents as or before they occur, and assisting in responses to those incidents (Beyer
et al. 2016). Another key difference between logging and metric data is the cost associ-
ated with collecting them. As logging data is associated with events, the cost associated
with collecting logging data scales with the number of events occurring within a system,
and therefore often scales with the amount of traffic affecting that system. In compari-
son, metric data is typically aggregated and is collected at a rate that is independent from
system traffic. Correlation between the rate of production of observability data and the
amount of system traffic can reduce the effectiveness of monitoring systems, for example
by introducing confusion between a subsystem that is unable to send monitoring data and
a subsystem that is not receiving traffic. For this reason, the Mychro system uses metric
data for monitoring and observability.
Systems to aggregate metric data can be divided into two categories: pull based and
push based systems. In pull based systems, the agent responsible for collecting metrics
requests data from the subsystem being monitored; in push based systems, the subsystem
being monitored sends data to the agent. Push based systems are more useful when the
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system being monitored is ephemeral, such as a batch processing jobs. In other situations,
pull based systems can reduce the complexity required in the system being monitored. As
the components of the Mychro system are all long running services, a pull based metric
system was decided on.
An investigation was performed into systems capable of performing pull based metrics
aggregation. While many were considered, Prometheus was chosen for its tight integration
with Kubernetes and its ease of configuration.
4.3 Findings
Through the use of Kubernetes and Prometheus, the distributed system requirements of
the Mychro system have been met, and exceeded. In the 5 months the Kubernetes clusters
have been running, only two incidents have affected development or the availability of the
Mychro system, detailed in sections 4.3.1 and 4.3.2. The Prometheus instances have been
running for 4 months, and have assisted with both development and measurements of the
system.
Outside of two incidents, Kubernetes formed a solid foundation for the Mychro system.
Its declarative nature allowed for ease of development, even as the architecture of the
system grew more complex. Use of Helm allowed for automated deployment, as well as
ease of manual interaction with the system. With the exception of a single 6 hour incident,
the use of Kubernetes allowed for the Mychro system to be consistently available over a
5 month period, resulting in an availability of 99.8%. When necessary, the Kubernetes
platform has allowed for 0 downtime migrations between compute nodes.
The use of Prometheus for observability in the Mychro system has been useful during
the development of the project. By taking advantage of existing Prometheus integrations
with external tools such as NGINX, it has been possible to measure and profile all areas
of the system. Performance measurements enabled by Prometheus guided the decision
to stop further optimisation of the in memory index (appendix E), and measurements
of application layer errors performed by Prometheus have allowed for fast detection and
diagnosis of errors.
4.3.1 Incident: Insufficient Hardware 8 May
On the 8th of May, it was discovered that the Mychro system was unavailable. An
attempt was made to connect to the Prometheus server, to view current metric data and
determine the cause of the unavailability, but the Prometheus server was also unavailable.
Further investigation showed that all services within Kubernetes were unavailable, due
to an inability to find nodes to allocate these services to. It was found that the resource
requirements of the Mychro system and the associated Prometheus server, exceeded the
capabilities of the three f1-micro (Google Cloud 2019) machines within the cluster.
This incident was resolved by upgrading the hardware running the Kubernetes cluster.
25
Three new g1-small nodes were added to the cluster, and once all workloads had been
migrated to these nodes, the original nodes were terminated.
To prevent future incidents of this nature, a dashboard now actively monitors resource
usage within the Kubernetes cluster. If resource usage approaches resource capacity, an
alert will be sent to the development team before an outage occurs.
4.3.2 Incident: Cloud Provider Permissions Issue 5 June
On the 5th of June, it was discovered that upgrades to the Mychro system were unable
to be processed. While the system was still available, continuous integration was unable
to deploy new releases. From the error messages, it was deduced that the continuous
integration server was unable to connect to the Kubernetes API to deploy upgrades. This
was caused by a change to the permission model of the Google Cloud Platform that was
hosting the Kubernetes cluster.
This incident was resolved by updating the permission settings within the new sys-
tem. After this change was made, failed continuous integration jobs were restarted, and
completed successfully.
As this incident did not have any adverse effects on the availability of the Mychro
sytem, and was easy to resolve, it was decided not to invest in methods of preventing
similar incidents from occurring in future. If such incidents become more popular, one
will be investigated.
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5 Protocols
The protocols selected for inter-component communication form a key part of the My-
chro system. Some protocols, such as the Postgres front-end/back-end protocol (The
PostgreSQL Global Development Group 2018) for communication with the PostgreSQL
database, are fixed and unable to be changed. The HTTP/HTTPS (hereafter HTTP)
protocol used to communicate with the front-end, and similar protocols, are fixed but
allow room for extension. Other protocols, such as any communication between custom
internal services, are completely unrestricted.
The selection of communication protocols has several effects on the Mychro system.
As well as affecting communication overheads, and the security of the system, protocol
selection affects which components can be used and which tools can be used to build
custom components. The level of abstraction afforded by protocols also has significant
effects on the system. A protocol for which application code can be automatically gen-
erated or more effectively reused drastically reduces the technical investment required to
produce the system. Selection of protocols can also affect the complexity of the code used
to interface between components.
All communication within the Mychro system, excluding that with the database, is
done over the HTTP protocol. For the NGINX proxy and the static file server no extension
to this protocol was necessary, but for the components relating to the API, GraphQL over
HTTP was chosen for its high level of abstraction. Communication with the Prometheus
metrics subsystem was performed using the Prometheus protocol over HTTP (Prometheus
Authors 2019). Section 5.1 discusses communication with the front-end of the Mychro
system, and the selection of application layer protocols used to communicate between
custom internal services. Section 5.2 presents the results of continued development with
these protocols.
5.1 API
Communication with the front-end of the Mychro system drove the selection of protocols
relating to the API. Due to the requirements of browsers, this communication took place
over HTTP. However, there are several areas in which protocols can be built on top of
HTTP, and ways in which HTTP can be modified to suit application purposes. These
areas of potential variation are listed below (Fielding et al. 1999).
• Returned content-type;
• Use of path parameter;
• Data contained in request body;
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• Use of query string parameters;
• Use of cookies; and
• Use of http method verbs.
The HTTP protocol allows full parameterisation of these options, but traditionally a
few common patterns are used to simplify development. These are server side rendering,
REST based APIs and GraphQL.
Server side rendering is a method of using the HTTP protocol to do as much work as
possible on the server side of an application. In applications using server side rendering,
requests are made to the server by clicking links, or by filling in forms. Clicking a link
to change the path of the browser can be used to navigate within the application and
entering forms can be used either to pass data to the server or to update the application.
In either case, server side rendered applications respond to HTTP requests with a content
type of HTML. Whatever raw data is being presented in these applications is rendered to
HTML before being passed to the client.
A REST based API is a service focussed on returning raw data, that is loosely coupled
to any user interface. A REST based API is defined by its use of HTTP paths and method
verbs. HTTP paths are often parameterised and each corresponds with an individual item
in the store of data being served by the REST based API. For example, a user with an
ID of 50 might correspond to the HTTP path /users/50. While HTTP paths are used
to determine which item in the data is affected by a request, the effect on that data is
determined by the HTTP method verb. A GET request may fetch data, while a PUT
or PATCH request may update data. REST based APIs are often flat in nature and
to select relational data multiple queries may be necessary. In applications using REST
based APIs, connecting data together over multiple requests and rendering data to HTML
are performed by the front-end.
GraphQL is a query language designed to simplify front-end development while still
keeping API structure loosely coupled to the front-end application (Facebook, Inc &
GraphQL Foundation 2018). GraphQL requests are parameterised entirely by a query
and a set of variables, which can be contained in the request body or the query string
parameters. GraphQL returns only raw data, similarly to REST based APIs, but con-
necting of linked data is performed on the server side. GraphQL is designed so that all
related data needed in a request can be returned by a network round trip. Constructing
these queries and rendering the returned data to HTML is performed by the front-end in
applications using GraphQL.
These three options were evaluated on their fitness for purpose using several criteria.
The primary criteria was effects on the application, in terms of performance and user
experience. Other criteria included complexity of front-end code, complexity of back-end
code, and potential for future expansion.
The choice between these three variations on HTTP could have numerous effects on
the final Mychro system. Ideally, the system should only require one network round trip to
transmit data, as multiple round trips can increase latency. To improve user experience,
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all loading should be done asynchronously, with the rest of the application still usable
during loading. REST based APIs require multiple network round trips to fetch data,
while server side rendering prevents asynchronous loading of data. Use of GraphQL does
not have any adverse effects on the application.
Complexity is added to the front-end of the application by introducing the need for
the front-end to render content to HTML and by introducing the need for the front-
end to perform network requests. Of the three protocol options, server side rendering
adds very low amounts of front-end complexity, while GraphQL and REST based APIs
add nontrivial amounts. Due to the need to string multiple network requests together,
REST based APIs increase the complexity of front-end development significantly more
than GraphQL. Due to the detailed specification of GraphQL, libraries are able to provide
more comprehensive support.
Complexity in the back-end of the application depends on the work being done by the
back-end and on the support of client side libraries. In the case of both GraphQL and
REST based APIs, tools such as the Hasura Engine (Hasura, Inc 2016) and GraphCool
Prisma (Burk 2019) exist to automate the process of creating a standalone server entirely.
In these cases, back-end complexity is drastically reduced. In the case of GraphQL in
particular, tools such as Apollo (Hasura, Inc 2018) can also automate the process of
combining multiple servers to a single endpoint, allowing for a combination of custom
application logic and automated services. For server side rendering however, back-end
complexity is high. Library support is not as powerful and the complexity of rendering
data to HTML must be shifted to the back-end also.
From evaluations of these criteria, especially the primary criteria of application func-
tionality, GraphQL was selected as the most appropriate protocol for data transfer to
the front-end over HTTP. This influenced the selection of back-end services such as the
Hasura Engine and an Apollo Gateway to connect Hasura to the in memory index.
5.2 Results
The protocols selected for communication within the Mychro system have enabled faster
development and a more optimal application. The use of GraphQL has allowed for au-
tomation of significant components of the application and has supported streamlining of
data transfers. Use of the Prometheus protocol has reduced the cost of metric aggregation
and permitted more fine grained measurements without prohibitive overhead.
Automation of development within the Mychro system through the use of GraphQL
has affected three areas of the application. Primarily, all interaction with the database
has been automated through the Hasura Engine, a service which transpiles GraphQL
queries directly to SQL queries. From the introspection capabilities of GraphQL, it was
possible to install an Apollo gateway which seamlessly combines the two back-end APIs
to a single endpoint. Finally, within the front-end, Apollo client side libraries were used
to simplify relationships between the data rendered in components and the data from
back-end APIs. These high levels of abstraction and automation have streamlined the
development process as well as increased developer productivity.
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Use of the GraphQL protocol has also lead to performance improvements within the
Mychro system. The SQL queries produced by the Hasura gateway allow for all data to
be collected from the database in a single network round trip. Caching within the Apollo
client side libraries and the Apollo gateway has allowed for reduced network traffic and
latency.
The optimisations of the Prometheus protocol have improved the quality of metric data
aggregation within the Mychro system. By sending accumulated data to the Prometheus
server, metric aggregation has become resilient to dropped network packets and the level
of detail in monitoring data can be altered dynamically. Customisation of parameters
within the protocol has allowed for more precision in metric data where it is necessary,
without collecting in depth data unnecessarily.
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Part II
Development
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6 Project Methodology
Work on the Mychro system was completed using a variation of agile methodologies. With
a small team, over the course of six months, the project was completed in a flexible manner,
with adjustments being made to the goals of the project as necessary. Section 6.1 discusses
the approach to the project, including where automation was included. The timeline of
the project and key milestones are detailed in section 6.2. The remainder of the chapter
discusses the resources used by the project, and the risks faced.
6.1 Approach
Work on the Mychro system was completed using a variant of agile methodologies All work
was completed in two week sprints, interspersed with sessions of planning, retrospection
and evalution. A sprint is a commitment to complete exactly two weeks of uninterrupted
work, based on the assumptions about the project state made at the beginning of the
sprint. In between sprints, these assumptions are challenged and reevaluated, and ad-
justments are made to the project plan for future sprints. Frequent reevaluation of the
project and its goals ensured that the project trajectory remained relevant to the needs of
the stakeholders, and avoided the issues associated with large amounts of ahead of time
requirements collection.
Each sprint began with a planning session. During this session, the backlog of work
was reevaluated. Items within the backlog were sorted by their priority, and by their
dependencies. Using estimations of the complexity of the items at the top of the backlog,
the scope of the sprint was defined as a set of tasks from the top of the backlog that
could be completed in two weeks. At the end of the two weeks, the sprint ended, and all
uncompleted tasks from the scope of the sprint were returned to the backlog. The deadline
for the planned end of the sprint was prioritised above the completion of the sprint’s work
to maintain the balance between committed work periods and frequent reevaluation. If
all planned tasks were completed before the planned end of the sprint, extra tasks from
the top of the backlog would be added to the scope of the sprint.
The conclusion of a sprint was marked by three events. All work completed during the
sprint was deployed to the production environment, the team showcased completed work
items from that sprint to the stakeholders, and a retrospective session was held. Within
the retrospective session, team members and stakeholders reflected on the completed
sprints, discussing which had strategies had worked well and which had worked poorly,
and considering new approaches to take in future sprints. These retrospective sessions
shaped the approach to work in future sprints.
Work within sprints was divided into tasks, each with a defined scope and clear def-
inition of completion. Each task was tracked by the project management tool Jira, and
assigned an ID. Work on a task was completed in a separate branch, named for the Jira
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ID, in the source control management tool git. Git served as a single source of truth
for all work on the project, including the LaTeX source of the reports and the state of
the deployed production system (described by branch master) and staging environments
(each associated with a separate git branch). Work on a task during a sprint could be
described by the motion of the associated Jira task through five stages of completion, and
by the associated git branch. These stages are detailed in table 6.1.
Table 6.1: Stages of work items
Stage Description
To do Tasks in this stage were on hold, to be attempted when other items in
the sprint were completed. This stage also described tasks that had not
yet been assigned to a sprint. Tasks in the To do stage did not have
associated git branches.
In progress Tasks that were in progress were currently being completed. When
the task entered this stage, a git branch was created from the active
development branch dev. The Gitlab CI tool consistently validated all
code pushed to the git branches associated with in progress tasks, and
maintained a staging environment that was kept up to date with the
source code on that branch.
Review Before the git branch associated with an in progress task was merged
back into dev, the work completed for the task went through a strict
review process. A separate team member would review the quality of
the code, and perform manual testing on the staging environment for
that branch, before the task was considered ready to be merged.
Quality
assurange
Before the end of a sprint, a final check was performed on all tasks
completed during the sprint to ensure that the project still functions.
This test would be performed on the staging environment associated
with the dev branch.
Done Tasks in this stage were completed.
Use of Agile methodologies facilitated a smoother development process on the Mychro
system. Feedback from users and other stakeholders could be quickly responded to, as
could changes to project requirements.
6.2 Timeline
The key milestones and the timeline of the Mychro project are best defined by the high
goals of each sprint in the project. These are detailed below, along with the start and end
dates of the sprints.
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Sprint 1 9 January - 22 January
• Configuration of deployment and staging environments.
• Configuration of continuous integration, and deployment.
• Production of low fidelity prototypes of the user flow within the application.
Sprint 2 22 January - 5 February
• Implementation of high level visualisations of static data within the application.
• Production of a low level design system to be used within the application.
• Implementation of monitoring deployed environments.
Sprint 3 5 February - 19 February
• Completion of online reflective journal 1.
• Production of branding material for the project.
• Implementation of basic zoom features within the application.
Sprint 4 19 February - 5 March
• Completion of project proposal draft.
• Production of high fidelity prototypes of the application.
• Adjustments to the application, to match the prototypes.
Sprint 5 5 March - 19 March
• Completion of project proposal, and online reflective journal 2.
• Implementation of low level gene view within the application.
Sprint 6 19 March - 2 April
• Implementation of a spatial query data structure to speed up the application.
• Implementation of a side menu for the application.
34
Sprint 7 2 April - 16 April
• Completion of online reflective journal 3.
• Completion of interim report draft.
Sprint 8 16 April - 7 May
• Completion of interim report.
• Response to feedback from user testing.
• Implementation of gene timeline, and gene clusters.
Sprint 9 7 May - 21 May
• Completion of online reflective journal 4.
• Implementation of gene explosion algorithms.
Sprint 10 21 May - 4 June
• Completion of part of draft of final thesis.
• Implementation of gene modal.
• Integration with database, and implementation of multiple patient system.
Sprint 11 4 June - 18 June
• Completion of online reflective journal 5.
• Completion of draft of final thesis.
• Completion of oral presentation.
Sprint 12 18 June - 27 June
• Completion of final thesis.
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6.3 Resources
Several external and internal resources were required to produce the deliverables of this
project. These are detailed below.
The wider academic community have already attempted to solve a number of the
problems that were faced in this project. Research papers, journal articles and books
available through the UQ library in both computer science and genomics were used to
produce the literature review, and to influence project design. As well as these, white
papers and other publications by development teams within the technology industry were
referenced.
Many external software libraries and subsystems were used in the development of the
Mychro system. The source code and compiled outputs of these systems was vital to the
deployed application. The technical documentation and source code of these systems was
referred to when interfacing with them.
For both development and production environments, virtual CPUs hosted by a cloud
provider were used to host the Mychro system. Cloud computing platforms removed
the need for manual administration, acquisition and maintenance of hardware, and offer
high levels of availability with service level agreements. Cloud computing also facilitated
automated scaling of the project, through dynamic computing resource allocation.
A small team of Aginic employees, key stakeholders and academics also supported this
project and the associated thesis. The members of this team are listed in table 6.2.
Table 6.2: Team members
Name Role
Rahul Nair Delivery lead.
Jason McLaren User interface and user experience designer.
Alan Robertson Product owner and geneticist.
Dr Helen Huang Academic supervisor.
Dr Michael Gabbett User representative (clinical geneticist).
Dr Robert McLeay User representative (computational biologist).
6.4 Risks
To better analyse the risks to the Mychro project, a quantitative risk assessment matrix
was used. The likelihood of an event occurring, and its consequences, were analysed using
table 6.3 to determine the severity of the risk associated with that event.
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Table 6.3: Risk matrix, consequences vs likelihood (Carmichael 2017)
Insignificant Minor Moderate Major Critical
Almost certain Medium Medium High Extreme Extreme
Likely Low Medium High High Extreme
Possible Low Low Medium High Extreme
Unlikely Low Low Medium Medium High
Rare Low Low Low Medium High
The likelihood levels were defined by the expected frequency of the event, under normal
working conditions. The levels are defined in table 6.4.
Table 6.4: Risk likelihoods (Carmichael 2017)
Likelihood Expected frequency
Almost certain Once per day.
Likely Once per week.
Possible Once per month.
Unlikely Once per year.
Rare Once every five years.
The severity of a risk determined whether it was acceptable for the project to continue
without the risk being mitigated. The levels of severity, and their acceptability, are defined
in table 6.5.
Table 6.5: Risk severities (Carmichael 2017)
Severity Acceptability
Extreme Not acceptable.
High Not acceptable, except in very rare circumstances.
Medium Broadly acceptable.
Low Acceptable.
The risks affecting the Mychro project can be divided into safety risks and business
risks, where each are analysed separately. Safety risks are potential events which could
affect the safety and well-being of team members or others. The consequence levels for
safety risks are defined in table 6.6. The safety risks themselves are listen in table 6.7.
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Table 6.6: Safety risk consequence levels (Carmichael 2017)
Consequence level Definition
Critical Fatality / multiple fatalities, or permanent impairment.
Major A serious injury / illness, with potential for temporary impairment.
Moderate A moderate injury / illness, with potential for reversible impairment.
Minor First aid is required, or equivalent.
Insignificant No injury or illness.
Table 6.7: Safety risks
Risk Consequence Likelihood Severity
Repetitive strain injury from keyboard use Moderate Rare Low
Eye strain from prolonged screen exposure Moderate Rare Low
Both of these safety risks have low severity, and were therefore deemed acceptable.
The risks were managed by ensuring that regular breaks were taken from computer work.
Business risks are potential events which could affect the successful completion of the
project, or the success of Mychro as a product. The meaning of consequence levels for
business risks is detailed in table 6.8. The business risks that could occur over the course
of the project are listed in table 6.9.
Table 6.8: Business risk consequence levels
Consequence level Definition
Critical More than one month of work on the project is lost, or the
project cannot be completed.
Major One month of work on the project is lost.
Moderate One week of work on the project is lost.
Minor One to two days of work on the project are lost.
Insignificant No affect to the completion of the project.
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Table 6.9: Business Risks
Risk Consequence Likelihood Severity
Illness in a team member Minor Possible Low
Test users withdraw support for the project Moderate Unlikely Medium
Requiring certification to access patient data Critical Unlikely High
Major outage in cloud software provider Minor Rare Low
The risk of losing significant amounts of time to gain certification of the application was
unacceptable. This risk was mitigated, and removed from the project, by ensuring that
the application itself does not generate any medical data or offer any medical knowledge.
The Therapeutic Goods Administration of Australia reviewed the concept of the Mychro
system, and currently does not consider it a medial device. Instead, the Mychro system
was classified as a marginal product. To prevent any changes to this classification the
Mychro team has an open channel of communication with the TGA and have designed
Mychro to meet the requireents of a Class IIa medical device.
The risk of losing test users had medium severity, and was mitigated by finding a
secondary user from within the target user demographic who could temporarily perform
user testing. Alan Robertson (table 6.2) is a geneticist, and was able to fill this role if
needed. The consequences of the risk were therefore lowered.
The amended business risks that could occur over the course of the project are pre-
sented in table 6.10.
Table 6.10: Ammended business risks
Risk Consequence Likelihood Severity
Illness in a team member Minor Possible Low
Test users withdraw support for the project Minor Unlikely Low
Major outage in cloud software provider Minor Rare Low
All business risks were low severity, and therefore acceptable.
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7 Professional Development
Work on the Mychro system was completed in a professional engineering environment, at
Aginic. Several lessons were learned working in this environment, and these are displayed
in the form of personal reflections in this chapter.
7.1 Configuring Monitoring (February)
For unknown reasons, I was experiencing issues with the uptime not only of my appli-
cation, but also of some of the underlying infrastructure. After sorting priorities and
allocating time, I spend three to four days researching and implementing solutions to
dynamically monitor the state of the applications within the Kubernetes cluster. I inves-
tigated, and attempted to implement, three different solutions before arriving at one which
worked - a Prometheus installation on the cluster and manual aggregation of Prometheus
style metrics within my application. By the end of it, I had discovered that the reason
I was experiencing issues was that I did not have enough RAM available in the cluster,
and so I reconfigured the nodes and it started working again. In future, if things start
to have issues, I now will have access to a time series database full of metric data to use
while debugging.
Configuring monitoring was the first hard issue I’ve had to solve, without a clear
solution, in this project. I was surprised and somewhat disappointed at the state of the
ecosystem surrounding monitoring of distributed systems in Kubernetes, with most tools
being very difficult to successfully configure. By the time I had figured out a solution I had
more of an appreciation of the amount of complexity in trying to solve metric aggregation
in a distributed system, especially in issues relating to reliability. The metrics servers
were all designed to be happily functioning even when the rest of the services are down,
so that you have something to tell you why the services are down, and the solutions to
that style of problem are impressive to integrate with and study.
This was a hard problem to deal with, and I worried that some of the solutions I had
come up with were very over engineered. I discussed my ideas about the problem, and my
ideas for solution, with my coworkers regularly - in particular the senior engineers. This
gave me some outside opinions and useful perspectives on the problems I was solving,
even if the ideas they suggested did not end up working.
I gained an appreciation of monitoring and metric aggregation in deployed software
systems, and I learned to grasp the significance of “flying blind” and how drastically it
can hinder operations work in repairing failed services. In university, we never touched on
logging or metrics, and so learning not only that this sort of information can be gathered,
but also the best practices in how to gather and store the information in complex systems
was entirely new ground for me. In future I will not wait until things start to break to
start investigating what is or could be going wrong. Instead I will place a higher priority
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on gathering information from the start, so that fixing problems is easier and so that
hopefully I can pro-actively counter issues before they lead to total outages.
The following EA stage one competencies were developed during this event.
EA 1.1 Application of established engineering methods to complex engineering problem
solving.
7.2 Estimation Issues (March)
When the project proposal assessment details were released, I decided to start it immedi-
ately to get a draft to my supervisor sooner. At the beginning of the next sprint, I created
a work item to complete the draft to the project proposal, and added it to the upcoming
sprint. It was estimated to be of medium complexity, and several other items were added
to the sprint to be attempted after the draft was completed.
Unfortunately, this estimate was inaccurate. Rather than taking the few days that
I expected, completing the draft took a week and a half of the two week sprint. As a
result of this, the majority of the other work items I had planned for the sprint were not
completed.
At the showcase and retrospective at the end of the sprint, the rest of the team and
I reflected on why nothing had happened in the sprint. My supervisor and the other
project stakeholders were okay with nothing having been completed, but would prefer
that the estimates were more accurate so that we would know at the start of the sprint.
As estimation is an imprecise art, there were no consequences to the estimate being
inaccurate.
Despite not having completed the work items planned for the sprint, the sprint ended
on time after 2 weeks. In the retrospection and planning for the next sprint, we reevaluated
the priorities of the backlog. Some of the tasks that were not completed are now no longer
considered priorities. In future estimation of report writing tasks, my supervisor and I
have agreed to increase our estimates of the complexity.
I gained an appreciation of how agile methodologies can adapt to poor estimation and
requirements gathering. Estimating the complexity of tasks that have not been attempted
is error prone, as is ahead of time requirements gathering. Having a project management
framework that is able to adapt to issues caused by these issues was really useful, and I
look forward to applying it both in the rest of this project and in my career.
The following EA stage one competencies were developed during this event.
EA 2.4 Application of systematic approaches to the conduct and management of engi-
neering projects
EA 3.5 Orderly management of self, and professional conduct
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7.3 Overestimation of performance requirements (April)
One of the main problems anticipated in this project was soft real time performance when
dealing with large amounts of genomic data. I have done a lot of research into complex
methods of indexing this data. Recently in the project, I reached the stage where I needed
to ingest one of the largest data sources (the human gene list) into my application and
index it for searching. I implemented a simplified version of the indexing data structures I
had been researching, with the intention to later revisit the code and apply optimisations.
In testing, I found that this unoptimised data structure had no issue responding to queries
in a timely manner.
This discovery had several effects. Firstly, due to overestimations we now have more
time available to complete the rest of the project that we did not anticipate, and this
could allow for an increased scope of the product. Secondly, as I will not need to be look
in depth at ways to tune the performance of the data structures involved, I will have less
to write about in my thesis report. Finally, some other performance based decisions made
in the past (such as the choice to write the body of the software in rust) have been placed
in question.
The only action currently being taken as a result of overestimation of the indexing
task is that another task was introduced to the scope of that sprint. Aside from that, the
project is continuing as usual, and we continue to evaluate the scope of the project and
highest priority work items at the end of each sprint. In the thesis report, I intend to
discuss alternative avenues of investigation with my supervisor, such as the algorithmic
improvements allowed by the data structure in use rather than low level optimisations of
it. Due to the amount of work that has already taken place under the assumption that
speed would be necessary for the application, I have no plans to rewrite the software in a
less performance sensitive language.
I have learned from this never to make premature assumptions about the requirements
of a product. Attempts to optimise the project before testing to see that that optimisation
was necessary has resulted in a few design decisions that could have been made differently
had the performance requirements been more accurately known beforehand. In future, I
will aim to be more agile in my approach to projects, and not invest effort into meeting
requirements that have not been validated.
The following EA stage one competencies were developed during this event.
EA 2.3 Application of systematic engineering synthesis and design processes.
7.4 Overextension of spike (May)
The designer and I were asked to perform a time boxed spike, spending 3-5 hours attempt-
ing to implement animation within the product. If the work could not be completed within
that time frame, we were to stop and attempt the feature at a later date when it could
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be prioritised higher. After 2 hours we had implemented the feature, but the code was
of a low quality. Impressed with our work, we decided that we would take a short period
of time tidying the code and then surprise the product owner with a fully implemented
animation feature at the end of the sprint. The code took longer than anticipated to
complete, and so by the end of the sprint we had spent more time than we should have,
and kept the product owner in the dark as to what we were doing.
The lack of visibility worried both the product manager and other stakeholders in the
project. While everyone was okay with us spending time on the feature, given the results
it produced, the lack of visibility into what we were doing was frowned upon. Thankfully
no long term effects were felt.
In future, we will not attempt to surprise members of the team with what we are
doing. Visibility within the team will be emphasised as a goal of the agile process, and
all team members will be encouraged to get each other back on track if something similar
happens again.
I have learned the magnitude of the effects of poor visibility into how team members
are spending their time. I was not previously aware of the consequences of this, and how
it would affect not only team members but also external stakeholders trying to monitor
development of the project.
The following EA stage one competencies were developed during this event.
2.4 Application of systematic approaches to the conduct and management of engineering
projects.
3.1 Ethical conduct and professional accountability.
3.4 Professional use and management of information.
3.5 Orderly management of self, and professional conduct.
3.6 Effective team membership and team leadership.
7.5 Code Review (June)
I was working on a feature to add to the application, on a separate git branch. Something
came up that blocked my work on the feature for a few days, so as I went I continued
adding other small changes and fixes to the application - on the same git branch. By the
time I was ready to complete the initial feature and attempt to merge the branch back
into the trunk branch, there were far too many changes for an effective code review.
The developer assigned to the code review told me as soon as they saw it that the
review was too large. I was instructed to go back and split it up into several smaller git
branches that could each be reviewed independently so that the reviewers could still look
at the code in detail.
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I created two clean git branches, and into each merged half of the code from the
original branch that I was trying to merge. Each of these smaller branches was reviewed
and merged (though I should have tried to break it up into three or four branches rather
than just two). Unfortunately, when trying to merge these smaller branches back together,
rather than seamlessly reassembling to get the initial branch as I’d intended, I was faced
with numerous merge conflicts.
I learned the importance of considering the people reviewing my code when writing
code. In future, I will do my best to ensure that all pull requests are small and to the
point, containing only the code that they need to implement the feature I’m attempting.
When I am blocked and decide to work on unrelated features in the code base, I will do
this work on separate branches.
The following EA stage one competencies were developed during this event.
EA 2.2 Fluent application of engineering techniques, tools and resources.
EA 2.4 Application of systematic approaches to the conduct and management of engi-
neering projects.
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8 Conclusion
With the Mychro system, genomic data is now more accessible than ever. Insights from
a patients genetic variations, particularly CNVs, can assist clinicians in treatment and
diagnosis of genetic illnesses and particular cancers By using a to scale graphical repre-
sentation of genetic data, the Mychro system can display and highlight the relationships
between CNVs and genes discovered by past genetic research.
Through the use of an in memory R tree index, the Mychro system is able to re-
spond to requests relating to genetic data in soft real time. Kubernetes platform and
Prometheus service allow for a reliable and secure deployment of the Mychro system,
as well as supporting in depth introspection of the running Mychro system. The use of
GraphQL enabled high levels of abstraction internally within the Mychro system, and
related tools such as the Hasura Engine and the Apollo Gateway allowed for automation
of entire services within the system.
The agile methodology used to develop the Mychro system resulted in high developer
productivity, and a low risk project. Flexibility in the goals and priorities allowed for
fast response to user feedback. Early investigation and mitigation of risks allowed for
all necessary changes to be made without significant loss of prior work. Integration with
an established software development team afforded many opportunities for professional
development during the project.
The Mychro system has room for improvements and future work. Such improvements
could investigate analysis of SNVs, and methods of simplifying use such as the integration
of a textual search feature.
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A Orderings on Ranges
Our goal is to prove that it is not possible to use an index in one dimension to solve range
intersection queries. Given a set of ranges R ⊆ N2, a range query is defined by its input
r ∈ N2 and its output R′ ⊆ R where all elements of R′ intersect with the target range r.
Add a figure here to explain in more detail, with an example.
A one dimensional index is defined by a total ordering on R, typically in the form of
a binary tree. This index is notable for its ability to efficiently return subsets of R of the
form {x ∈ R|x > a ∧ x < b} given some values a, b. A solution to range intersection
queries using a one dimensional index is defined as a combination of a total ordering ρ on
R, and a mapping M from query ranges r to values a, b that can be used in filtering.
Consider, for our proof, a set R of four ranges, defined in eq. (A.1).
R = {[0, 10], [8, 17], [12, 14], [15, 20]} (A.1)
For this set R, a series of range queries α, β, γ are defined in eq. (A.2). We prove that
it is not possible to define a consistent total ordering on R that will answer solve these
range queries through exhaustion, by analysing all possible total orderings.
α = [5, 9] (A.2)
β = [11, 13] (A.3)
γ = [16, 21] (A.4)
These range queries have been selected so that they each intersect with exactly two of
the ranges from R. For any total ordering on R, we can assess whether that ordering can
be used to answer a given range query by ensuring that the two target ranges for that
query are adjacent to each other in the ordering. If the target ranges are adjacent, then
it is possible to insert a and b into the ordering such that the output of the query will be
the target ranges. If the target ranges are not adjacent, any selected values of a and b
will also include one or more invalid ranges in the output set.
In table A.1, each permutation of R is analysed for each of the range queries, to
determine whether that permutation is a valid total ordering to answer that range query.
Through exhaustive analysis, it is shown that it is impossible to define a total ordering
on R that will correctly answer all three range queries.
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Table A.1: Exhaustive analysis of permutations of R
Permutation α β γ
〈[0, 10], [8, 17], [12, 14], [15, 20]〉 valid valid invalid
〈[0, 10], [8, 17], [15, 20], [12, 14]〉 valid invalid valid
〈[0, 10], [12, 14], [8, 17], [15, 20]〉 invalid valid valid
〈[0, 10], [12, 14], [15, 20], [8, 17]〉 invalid invalid valid
〈[0, 10], [15, 20], [8, 17], [12, 14]〉 invalid valid valid
〈[0, 10], [15, 20], [12, 14], [8, 17]〉 invalid valid invalid
〈[8, 17], [0, 10], [12, 14], [15, 20]〉 valid invalid invalid
〈[8, 17], [0, 10], [15, 20], [12, 14]〉 valid invalid invalid
〈[8, 17], [12, 14], [0, 10], [15, 20]〉 invalid valid invalid
〈[8, 17], [12, 14], [15, 20], [0, 10]〉 invalid valid invalid
〈[8, 17], [15, 20], [0, 10], [12, 14]〉 invalid invalid valid
〈[8, 17], [15, 20], [12, 14], [0, 10]〉 invalid invalid valid
〈[12, 14], [0, 10], [8, 17], [15, 20]〉 valid invalid valid
〈[12, 14], [0, 10], [15, 20], [8, 17]〉 invalid invalid valid
〈[12, 14], [8, 17], [0, 10], [15, 20]〉 valid valid invalid
〈[12, 14], [8, 17], [15, 20], [0, 10]〉 invalid valid valid
〈[12, 14], [15, 20], [0, 10], [8, 17]〉 valid invalid invalid
〈[12, 14], [15, 20], [8, 17], [0, 10]〉 valid invalid valid
〈[15, 20], [0, 10], [8, 17], [12, 14]〉 valid valid invalid
〈[15, 20], [0, 10], [12, 14], [8, 17]〉 invalid valid invalid
〈[15, 20], [8, 17], [0, 10], [12, 14]〉 valid invalid valid
〈[15, 20], [8, 17], [12, 14], [0, 10]〉 invalid valid valid
〈[15, 20], [12, 14], [0, 10], [8, 17]〉 valid invalid invalid
〈[15, 20], [12, 14], [8, 17], [0, 10]〉 valid valid invalid
The proof for this small finite set can easily be expanded to the full set of possible
ranges on N. Consider any given ordering on the set of possible ranges on N. Depending
on the order that it defines on the elements of R, it can be classified as similar to one of
the above 24 permutations. Depending on the permutation, it is possible to show that for
at least one of the range queries α, β, and γ, at least one range from R will be incorrectly
included in the response to the range query.
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B Previous Prototype
In early 2018, a visualiser for the human genome was produced by Aginic. This visualiser
was implemented as a custom visualisation extension to business analytics platform Qlik
Sense. Due to the spatial nature of the data, the Qlik Sense was unable to perform
certain queries and visualisations. The project suffered significant performance issues,
as the application took between 8 and 30 seconds to load. Benchmarking and profiling
showed that the performance issues were caused by a variety of issues, detailed below.
• Qlik Sense was not able to filter data with sufficient complexity, meaning that the
application needed to download and process data points that would not fit on the
screen to be rendered.
• The indexing model used by Qlik Sense was not able to provide speed increases for
range based genomics data, such as gene lists.
• The data returned by the Qlik Sense API attached large amounts of unnecessary
data, leading to increased latency fetching data and processing it.
Due to these performance issues, and the licensing costs of the Qlik Sense engine, the
project was cancelled.
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C Block Sizes
Modern operating systems provide utilities to report system information to users. These
were used to analyse the size of CPU cache lines and file system block sizes on a series of
modern computers. On macOS Mojave, listing C.1 was used to report cache line size in
bytes, and listing C.2 was used to report file system block size.
Listing C.1: Cache line size
$ s y s c t l hw . c a c h e l i n e s i z e
Listing C.2: File system block size
$ d i s k u t i l i n f o / | grep ’ Device Block Size ’
These commands were run on a series of macOS devices, and the results are listed in
table C.1.
Table C.1: Sizes of CPU cache lines and file system blocks
Computer Cache line size
(bytes)
File system block
size (bytes)
MacBook Pro (Retina, 13-inch, Early 2015) 64 4096
MacBook Pro (13-inch, 2017) 64 4096
MacBook Air (13-inch, early 2015) 64 4096
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D Index Performance Results
For each measurement, the benchmarked code was run multiple times in a tight loop.
Table D.1 shows the aggregated results of each test, with outliers removed.
Table D.1: Results
Indexing scheme Range
(MB)
Number
of tests
(1000s)
Minimum
time (µs)
Mean
time (µs)
Maximum
time (µs)
No index, no ordering 1-2 631 7.1185 7.1826 7.2619
50-51 712 7.0724 7.1205 7.1798
200-203 692 7.2467 7.4873 7.7657
No index, genes sorted by
start
1-2 712 6.9486 6.9732 7.0026
50-51 707 7.2907 7.6348 8.0905
200-203 424 8.9662 9.8390 10.858
B Tree index, genes sorted
by start
1-2 9 300 0.54090 0.54590 0.55228
50-51 616 7.5757 7.6983 7.8306
200-203 212 22.087 22.759 23.536
R Tree index 1-2 4 300 1.1775 1.1826 1.1876
50-51 5 700 0.81601 0.83185 0.85093
200-203 3 700 1.3067 1.3303 1.3570
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E Interim System Benchmarks
An investigation was performed into the performance of the application servers under load
half way through the project. A sample dataset (the global genome view) was queried
from the servers, to measure the latency of the request. Multiple tests were performed,
each with differing levels of concurrency in requests, to measure how latency was affected
by load. To reduce variance, each test queried the server 10,000 times. To avoid measuring
external network latency, all measurements were performed from a virtual CPU within
the same cloud region as the application server. The latency of the application server is
displayed in fig. E.1.
Figure E.1: Performance testing of application server under load
This performance data shows that larger numbers of concurrent connections result in
higher latency for user requests. The sources of latency in these tests can be roughly
divided into three categories, shown below.
Application latency This latency is the time from the application server receiving a
request to the application server responding to that request.
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Reverse proxy latency This latency is the time between the reverse proxy receiving
and responding to a request that is not spent waiting for the application server.
Larger network latency This latency is the time when packets are in transit between
the client and the reverse proxy, determined largely by factors such as the quality of
the client’s internet connection, and the distance between the client and the reverse
proxy.
To determine the primary causes of request latency, monitoring of the servers during
this testing was performed. The 90th percentile of request latency was measured by both
the application server and the reverse proxy throughout the load testing, and the results
are displayed in table E.1.
Table E.1: Server side monitoring during load testing
90th Percentile latency (ms)
Concurrent connections Reverse proxy Application server
1 5 2
10 21 2
20 34 2
30 48 2
40 52 2
50 100 2
From this data, it can be seen that the application server is not a latency bottleneck at
scale. At this stage in the project, the performance of the application server itself is suf-
ficient. As such, there is currently no need to implement more complicated optimisations
to the R tree data structure or the rest of the application.
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