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Abstract
In this paper, the Saddle-point theorems are generalized to a new version by showing that
there exists a “sign-changing” saddle point besides zero. The abstract result is applied to the
semilinear elliptic boundary value problem
−u= f (x, u) in , u= 0 on 
and the Schrödinger equation


−u+ V(x)u= f (x, u), x ∈ RN,
u(x)→ 0 as |x| → ∞,
where  ⊂ RN is a bounded domain with smooth boundary ; the Schrödinger operator −+
V has both eigenvalues and essential spectrum. The asymptotically linear case is considered
which permits double resonance to be happened. Some existence results of sign-changing
solutions are established.
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1. Introduction
Let E be a Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖. Assume that E has
an orthogonal decomposition E = N ⊕M with dimN <∞. Consider a C1-functional
G deﬁned on E. Recall the classical saddle-point theorem due to Rabinowitz (cf. [R,
Theorem 4.6]):
Theorem A. Suppose that G ∈ C1(E,R) satisﬁes the Palais–Smale condition. If
(a) there is a constant  and a bounded neighborhood D of 0 in N such that G|D
and
(b) infM G > ,
then G has a critical value .
The saddle-point theorem has been applied to various variational problems (see e.g.
[R,STR]). Some variants were obtained (cf. e.g. [BRa,LaS]). The following generaliza-
tion was given by Silva in [S2](see also [FMS1,FMS2]):
Theorem B. Assume that G ∈ C1(E,R) satisﬁes a weak Palais–Smale condition. If
a0 := sup
N
G = ∞, b0 := inf
M
G = −∞, (1.1)
then G has a critical point.
Obviously, no more information on this critical point was obtained. Theorem B does
not get an estimate for the critical value. Particularly, both theorems cannot exclude
the trivial point 0 if G′(0) = 0, since, in practice, infM G0. Therefore, additional
conditions must be assumed in order to get a nontrivial critical point. For example in
[FMS1] (see also [LaS] for an earlier version), under the hypotheses of Theorem B,
the authors assumed furthermore that
{
G ∈ C2(E,R), G′(0) = 0, G′′(0) is a Fredholm operator and
either dimN < m(G, 0) or m¯(G, 0) < dimN,
(1.2)
where m(G, 0) (m¯(G, 0)) is the Morse index (augmented Morse index) of G at 0. In
this case, G has a nonzero critical point. Condition (1.2) was introduced in [LaS] which
was related to Amann–Zehnder’s theorem in [AZ]. Under the assumptions of (1.2) and
of Theorem A, authors of [LaS] also got a nontrivial solution including an estimate
of Morse Index. In all those papers, no further property on this nonzero critical point
was obtained even though (1.2) was imposed. Sometimes, in practice, condition (1.2)
is somewhat hard to verify and much more requirements are needed.
The open questions are twofold: (i) if G′(0) = 0, when will the saddle point be non-
trivial if (1.2) cancelled? (ii) can we get further property for it, say, sign-changingness
(nodal structure) of the saddle point? In this paper, we shall give a positive answer to
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these open questions. More precisely, we will generalize Theorem B by showing that
there is another critical point besides zero which is sign-changing with respect to a
positive cone of E. We do not need the assumptions as that in (1.2).
Suppose that C1-functional G is of the form:
G(u) = 12‖u‖2 − J (u), u ∈ E.
We will introduce open convex sets D(i)0 of E (i = 1, 2) such that D(1)0 ∪D(2)0 contains
all possible positive- and negative-critical-points (with respect to a positive cone P of E)
of G and that S := E\(D(1)0 ∪D(2)0 ) includes all possible sign-changing-critical-points.
Suppose that there exists a z0 ∈ N\{0} such that B := {u ∈ M : ‖u‖} ∪ {sz0 + v :
v ∈ M, s0, ‖sz0 + v‖ = } ⊂ S for some  > 0. Moreover, J ′(D(i)0 ) ⊂ D(i)0 . These
hypotheses can be readily veriﬁed in our applications. We shall establish the following
abstract result. Although these technical assumptions will be detailed in the next section,
we would like to state the following theorem right now.
Theorem C. Assume that G is a C1-functional on E satisfying a weak Palais–Smale
condition and the hypotheses formulated in the above paragraph. If (1.1) holds, then
G has a sign-changing critical point in S with critical value  infB G.
In comparison with Theorems A and B, we observe the following novelties of The-
orem C, by which the advantages are evident.
• If G′(0) = 0, we still obtain another nonzero saddle point, no matter what is infB G
(possibly infB G0);
• The nonzero saddle point is sign-changing, whose critical value is not necessary
nonzero.
• We do not need the assumptions as (1.2); G is only of C1;
• To contrast Theorem B, we get a lower bound of the critical value.
We apply the new abstract result to study the existence of sign-changing solutions
to the following two classes of equations.
• Semilinear elliptic boundary value problem of the form
{−u = f (x, u), in ,
u = 0, on ,
• Schrödinger equation
{ −u+ V(x)u = f (x, u), x ∈ RN,
u(x)→ 0 as |x| → ∞,
where  ⊂ RN is a bounded domain with smooth boundary  and f (x, t) is a
Carathéodory function on ¯×R; the Schrödinger operator −+V has a ﬁnite number
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of eigenvalues below the inﬁmum of the essential spectrum. Theorem C enables us
to deal with the asymptotically linear case which permits double resonance to be
happened:
L(x) = lim inf|t |→∞ 2F(x, t)/t
2, K(x) = lim sup
|t |→∞
2F(x, t)/t2,
where lL(x)K(x)l+1, l , l+1 are two consecutive eigenvalues of − or −+
V; F(x, t) =
∫ t
0 f (x, s) ds. We will establish the existence results on sign-changing
solutions.
We note that sign-changing solutions have attracted much attention in recent years,
we refer the readers to [B, BCW, BWa1, BWa2, BW, BLW, CCN, DY, LHW, LW,
SZ1, SZ2, SWZ, Z]. Among them, [BLW] is the pioneering work where the invariant
set was ﬁrst constructed directly in Sobolev space. Some ideas of this paper come from
[B,BLW,LW,Sc]. In applications, we will use the methods developed in [BLW,LHW]
to deﬁne the invariant set of ﬂow. Related papers and results will be mentioned again
in this paper.
2. Abstract theorem
Let G ∈ C1(E,R) and the gradient G′ be of the form
G′(u) = u− J ′(u),
where J ′ : E → E is a continuous operator. Let K := {u ∈ E : G′(u) = 0} and E˜ :=
E\K. A locally Lipschitz continuous map V : E˜ → E is called a pseudo-gradient
vector ﬁeld of G if
(i) 〈G′(u), V (u)〉 12‖G′(u)‖2 for all u ∈ E˜;
(ii) ‖V (u)‖2‖G′(u)‖ for all u ∈ E˜.
Let P denote a closed convex positive cone of E; D(i)0 be an open convex subset of
E, i = 1, 2. In applications, we may choose D(i)0 appropriately so that either D(1)0 con-
tains all possible positive-critical-points or D(2)0 includes all possible negative-critical-
points. Let
S := E\W, W := D(1)0 ∪D(2)0 .
We make the following assumptions:
(H1) J ′(D(i)0 ) ⊂ D(i)0 , i = 1, 2,
(H2) if D(1)0 ∩D(2)0 = ∅, then either D(1)0 = ∅ or D(2)0 = ∅.
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Lemma 2.1. Assume (H1). Then there exists a locally Lipschitz continuous map O :
E˜ → E such that O(D(i)0 ∩ E˜) ⊂ D(i)0 , i = 1, 2 and that V (u) := u − O(u) is a
pseudo-gradient vector ﬁeld of G.
The proof of the Lemma was given in [SZ1,SZ2] (see also [LHW,Z]) which improves
an earlier lemma in [S,LS], the main method was adopted from [LS].
We need the following Brezis theorem which can be found in [Br, Theorem 1] (see
also [Ch]).
Lemma 2.2. Assume (H1). Assume that E is a Banach space, M is a closed convex
subset of E. H :M→ E is locally Lipschitz continuous and
lim
→0+
dist(u+ H(u),M)

= 0 ∀u ∈M.
Then for any given u0 ∈M, there exists an ε > 0 such that the initial value problem
d(t, u0)
dt
= H((t, u0)), (0, u0) = u0,
has a unique solution (t, u0) deﬁned on [0, ε). Moreover, (t, u0) ∈M for all t ∈
[0, ε).
Let
W(u) := (1+ ‖u‖)
2V (u)
(1+ ‖u‖)2‖V (u)‖2 + 1 .
Then W is a Lipschitz continuous vector ﬁeld on E˜. Deﬁne a class of contractions of
E as follows:
 :=
{
(·, ·) ∈ C([0, 1] × E,E) : (0, ·) = id; for each t ∈ [0, 1),(t, ·) is a
homeomorphism of E onto itself and (t, x) → (t, ·)−1(x) is continuous on
[0, 1)× E; there exists a x0 ∈ E such that (1, x) = x0 for each x ∈ E and
that (t, x)→ x0 as t → 1 uniformly on bounded subsets of E
}
.
Obviously, for a ﬁxed e0 ∈ E, (t, u) := (1− t)u+ te0 ∈ . The following concept
of linking can be found in [Sc, p. 21].
Deﬁnition 2.1. A subset A of E is linked (with respect to ) to a subset B of E if
A ∩ B = ∅ and, for every  ∈ , there is a t ∈ [0, 1] such that (t, A) ∩ B = ∅.
Example 2.1. Let E = M ⊕ N, where M,N are closed subspaces with dimN < ∞.
Let BR := {u ∈ E : ‖u‖ < R} and take A = BR ∩N. Choose z0 = 0, z0 ∈ N and let
B = {u ∈ M : ‖u‖} ∪ {u = sz0 + v : v ∈ M, s0, ‖sz0 + v‖ = }. Then A links B
with respect to  for any R >  > 0 (cf. [Sc, p. 39, Examples 4 and 5]).
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Deﬁne
∗ := { ∈  : ([0, 1],W) ⊂W}. (2.1)
If D(1)0 ∩ D(2)0 = ∅, we choose e0 in the intersection. Otherwise, we choose e0 either
in D(1)0 or D(2)0 since one of them is empty by (H2) (if both are empty, then ∗ = ).
Set (t, u) := (1− t)u+ te0 ∈ ∗, then  ∈ ∗. Furthermore, if A links B with respect
to , then A also links B with respect to ∗.
Recall a weak Palais–Smale (w-PS, for short) condition introduced in [S1,S2]: if for
any sequence {un} such that G(un) is bounded and G′(un) → 0, we have either {un}
is bounded and has a convergent subsequence or ‖G′(un)‖‖un‖ → ∞.
(H3) There exists a  > 0 and z0 ∈ N with ‖z0‖ = 1 such that
B := {u ∈ M : ‖u‖} ∪ {sz0 + v : v ∈ M, s0, ‖sz0 + v‖ = } ⊂ S.
In applications, usually the ﬁrst eigenfunction is positive, the orthogonal complement
of the ﬁrst eigenspace (⊂ N ) contains sign-changing elements and zero. Therefore, (H3)
can be veriﬁed readily. Now, we have the main abstract result of this section.
Theorem 2.1. Assume (H1)–(H3). Let G be a C1-functional on E which maps bounded
sets to bounded sets and satisﬁes (w-PS) and
b0 := inf
M
G = −∞, a0 := sup
N
G = ∞.
Then G has a critical point in S with critical value  infB G.
Remark 2.1. In applications, by choosing different W , hence, S, we may obtain dif-
ferent locations of critical points. In particular, we can get nontrivial sign-changing
critical points even though infB G < 0.
Proof of Theorem 2.1. Deﬁne
b∗0 := inf
B∪M G, (2.2)
then b∗0 > −∞. We divide the proof into 5 steps.
Step 1: We claim that there exists a ﬂow 	 ∈ C([0,∞)×E,E) such that 	(t, u) = u
for any u ∈ M ∪B and that G(	(t, u)) is nonincreasing with respect to t ∈ (0,∞) for
every u ∈ E. Moreover, 	 has the properties stated in Steps 2–4 below. By analyzing
the ﬂow carefully, we may ﬁnd a critical point in S.
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To prove these, we choose c0 := 64(a0 − b∗0 + 1)(ln 54 )−1 + 1. Then by (w-PS)
condition, there exist ε1 ∈ (0, 1), R1 >  > 0 such that
‖G′(u)‖(1+ ‖u‖)c0 for all u ∈ G−1[b∗0 − ε1, a0 + ε1] with ‖u‖R1, (2.3)
where  comes from the set B in (H3). Let ε0 ∈ (0, ε1) and
Q1 := {u : G(u)a0 + ε1 or G(u)b∗0 − ε1},
Q2 := {u : b∗0 − ε0G(u)a0 + ε0},
Q3 := {u = u− + u+ : u− ∈ N, u+ ∈ M, ‖u−‖R1},
Q4 := {u = u− + u+ : u− ∈ N, u+ ∈ M, ‖u−‖R1 + 1}.

 (2.4)
Hence, B ⊂ Q3. Deﬁne
g(u) = dist(u,Q1)
dist(u,Q1)+ dist(u,Q2) , l(u) =
dist(u,Q3)
dist(u,Q3)+ dist(u,Q4) . (2.5)
Let
W ∗(u) :=

 g(u)l(u)W(u) =
g(u)l(u)(1+ ‖u‖)2V (u)
(1+ ‖u‖)2‖V (u)‖2 + 1 , u ∈ E˜,
0, u ∈ K.
(2.6)
For any u ∈ K, note that K ⊂ K ⊂ Q1 ∪ Q3, we distinguish the cases u ∈ Q1
and u ∈ Q3\Q1. Firstly, we assume that u ∈ Q1. Then either G(u)a0 + ε1 or
G(u)b∗0 − ε1. We consider G(u)a0 + ε1 ﬁrst. If G(u) = a0 + ε1 and ‖u−‖R1,
then ‖G′(u)‖(1+ ‖u‖)c0, which contradicts the fact that u ∈ K. So we must have
either G(u) = a0+ε1 with ‖u−‖ < R1 or G(u) > a0+ε1. Both cases imply that there is
an open neighborhood Uu of u such that Uu ⊂ Q1∪Q3. If G(u)b∗0−ε1, by a similar
way, we ﬁnd a neighborhood Uu of u such that Uu ⊂ Q1∪Q3. Secondly, if u ∈ Q3\Q1,
we may also ﬁnd this kind of neighborhood Uu of u. These arguments show that W ∗ is
a locally Lipschitz continuous on whole E. Moreover, ‖W ∗(u)‖1+ ‖u‖ on E. Now,
we can consider the following Cauchy problem:
d	(t, u)
dt
= −W ∗(	), 	(0, u) = u ∈ E. (2.7)
It has a unique solution 	(t, u) : [0,∞)×E → E satisfying the following properties:
• 	(t, u) is a homeomorphism of E onto E for each t0.
• 	(t, u) = u for all u ∈ M ∪ B.
• G(	(t, u)) is nonincreasing with respect to t0.
Step 2: We show that
	([0,+∞),W) ⊂W. (2.8)
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We ﬁrst show
	([0,+∞), W¯) ⊂ W¯. (2.9)
By Lemma 2.1, we ﬁrst observe that O(D(i)0 ∩ E˜) ⊂ D(i)0 implies that O(D¯(i)0 ∩ E˜) ⊂
D¯(i)0 , i = 1, 2. Since K ⊂ Q1∪Q3, then 	(t, u) = u for all t0 and u ∈ W¯ ∩K. Next,
we assume that u ∈ D¯(1)0 ∩ E˜. We are going to show that 	(t, u) ∈ D¯(1)0 for all t > 0.
By negation, assume that there is a T0 > 0 such that 	(T0, u) ∈ D¯(1)0 , we may ﬁnd
a number s0 ∈ [0, T0) such that 	(s0, u) ∈ D¯(1)0 and 	(t, u) ∈ D¯(1)0 for t ∈ (s0, T0].
Consider the following initial value problem
d	(t,	(s0, u))
dt
= −W ∗(	(t,	(s0, u))), 	(0,	(s0, u)) = 	(s0, u) ∈ E.
It has a unique solution 	(t,	(s0, u)). For any v ∈ D¯(1)0 , if v ∈ K, then W ∗(v) = 0.
Hence, v + (−W ∗(v)) = v ∈ D¯(1)0 . Assume that v ∈ E˜ ∩ D¯(1)0 , then O(v) ∈ D¯(1)0 . By
Lemma 2.1 and note that D¯(1)0 is convex, we have
v + (−W ∗(v))
= v − g(v)l(v)(1+ ‖v‖)
2V (v)
(1+ ‖v‖)2‖V (v)‖2 + 1
= v −  g(v)l(v)(1+ ‖v‖)
2
(1+ ‖v‖)2‖V (v)‖2 + 1 (v −O(v))
=
(
1−  g(v)l(v)(1+ ‖v‖)
2
(1+ ‖v‖)2‖V (v)‖2 + 1
)
v +  g(v)l(v)(1+ ‖v‖)
2
(1+ ‖v‖)2‖V (v)‖2 + 1O(v)
∈ D¯(1)0
for  small enough. Summing up, we have
lim
→0+
dist(v + (−W ∗(v)), D¯(1)0 )

= 0 ∀v ∈ D¯(1)0 .
By Lemma 2.2, there exists an ε > 0 such that 	(t,	(s0, u)) ∈ D¯(1)0 for all t ∈
[0, ε). By the semigroup property, we see that 	(t, u) ∈ D¯(1)0 for all t ∈ [s0, s0 + ε),
which contradicts the deﬁnition of s0. Therefore, 	([0,+∞), D¯(1)0 ) ⊂ D¯(1)0 . Simi-
larly, 	([0,+∞), D¯(2)0 ) ⊂ D¯(2)0 . That is, 	([0,+∞), W¯) ⊂ W¯ , (2.9) is true. To prove
	([0,+∞),W) ⊂ W , we just show that 	([0,+∞),D(1)0 ) ⊂ D(1)0 by a contradiction.
Assume that there exists an u∗ ∈ D(1)0 , T0 > 0 such that 	(T0, u∗) ∈ D(1)0 . Choose a
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neighborhood Uu∗ of u∗ such that Uu∗ ⊂ D¯(1)0 . Then by the theory of ordinary equation
in Banach space, we may ﬁnd a neighborhood UT0 of 	(T0, u∗) such that 	(T0, ·) :
Uu∗ → UT0 is a homeomorphism. Since 	(T0, u∗) ∈ D(1)0 , we take a w ∈ UT0\D¯(1)0 .
Correspondingly, we ﬁnd a v ∈ Uu∗ such that 	(T0, v) = w, this contradicts the fact
that 	([0,∞), D¯(1)0 ) ⊂ D¯(1)0 . This completes the proof of (2.8).
Step 3: For any R > 0, let AR := {u ∈ N : ‖u‖ = R}. We show that there exist
R0 > 0, T0 > 0 such that 	(T0, AR0) ⊂ Gb∗0−ε0 := {u ∈ E : G(u)b∗0 − ε0}.
Choose R0 = 2(R1+1), where R1 comes from (2.3) of Step 1. Let 
0(t) = ‖	(t, u)‖,
where 	 comes from (2.7). If g(u)l(u) = 0 for some u ∈ E, then by (2.3)–(2.5), we
must have that
‖G′(u)‖(1+ ‖u‖)c0 > 1.
Hence
‖g(u)l(u)W(u)‖ (1+ ‖u‖)
2‖V (u)‖
(1+ ‖u‖)2‖V (u)‖2 + 1
 8(1+ ‖u‖)
2‖G′(u)‖
(1+ ‖u‖)2‖G′(u)‖2 + 1
 8c0
1+ c20
(1+ ‖u‖).
Therefore,
‖g(u)l(u)W(u)‖ 8c0
1+ c20
(1+ ‖u‖) for all u ∈ E. (2.10)
Further, |d
0(t)
dt
| 8c0
1+ c20
(1+ 
0(t)). It follows that

0(t) = ‖	(t, u)‖e
8c0
1+c20
t
(1+ ‖u‖)− 1 for all u ∈ E, t0. (2.11)
Choose T0 := 1+ c
2
0
8c0
ln
5
4
. For any u ∈ N with ‖u‖ = R0 = 2(R1 + 1), write
	(t, u) = 	1(t, u)⊕ 	2(t, u) with 	1(t, u) ∈ N,	2(t, u) ∈ M.
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By (2.10)–(2.11),
|‖	1(t, u)‖ − ‖u‖|‖	(t, u)− u‖
=
∫ t
0
d	(t, u)
 8c0
1+ c20
∫ t
0
(1+ ‖	(t, u)‖) dt
 8c0
1+ c20
∫ t
0
(1+ ‖u‖)e
c0
1+c20
t
dt
=(1+ ‖u‖)(e
8c0
1+c20
t − 1). (2.12)
It implies that
‖	(t, u)‖‖	1(t, u)‖‖u‖ − (1+ ‖u‖)(e
8c0
1+c20
t − 1)R1 + 1 (2.13)
for all t ∈ [0, T0]. Then, by (2.4)–(2.5), l(	(t, u)) = 1 for all t ∈ [0, T0].
If there exists a t1 ∈ [0, T0] such that G(	(t1, u))b∗0 − ε0, then
G(	(T0, u))b∗0 − ε0. (2.14)
Otherwise, b∗0−ε0 < G(	(t, u))G(u)a0a0+ε0 for all t ∈ [0, T0]. By (2.3), (2.5)
and (2.13), we have that ‖G′(	(t, u))‖(1 + ‖	(t, u)‖)c0 and g(	(t, u)) = 1 for all
t ∈ [0, T0]. Therefore,
G(	(T0, u))
= G(u)+
∫ T0
0
dG(	(t, u))
G(u)−
∫ T0
0
〈
G′(	(t, u)), (1+ ‖	(t, u)‖)
2V (	(t, u))
(1+ ‖	(t, u)‖)2‖V (	(t, u))‖2 + 1
〉
dt
G(u)− 1
8
∫ T0
0
(1+ ‖	(t, u)‖)2‖G′(u)‖2
(1+ ‖	(t, u)‖)2‖G(u)‖2 + 1 dt
a0 − 18
∫ T0
0
c20
1+ c20
dt
b∗0 − ε0 (by the choice of c0, ε0 and T0).
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Combining (2.14), we observe that
	(T0, AR0) ⊂ Gb
∗
0−ε0 , hence, 	(T0, AR0) ∩ B = ∅. (2.15)
Step 4: We show that 	(T0, AR0) links B with respect to ∗ and then we can
deﬁne a critical value of minimax type. First, we note that 	(t, u) = u for all u ∈
B;AR0 ∩ B = ∅ and that 	(t, ·) : E → E is a homeomorphism for any t0, we see
that 	(t, AR0) ∩ B = ∅ for all t0.
Let  be any map in ∗. Deﬁne 1(t, u) = 	(2tT0, u) if t ∈ [0, 12 ]; 1(t, u) =
((2t − 1),	(T0, u)) if t ∈ [ 12 , 1]. Then 1 ∈ ∗ (cf. (2.1) and (2.8)). Since AR0
links B by Example 2.1, there is a t1 ∈ [0, 1] such that 1(t1, AR0) ∩ B = ∅. Since
	(2tT0, AR0) ∩ B = ∅ for all t ∈ [0, 12 ], we must have t1 > 12 . Hence, ((2t1 −
1),	(T0, AR0)) ∩ B = ∅. Invoking (2.15), this shows that 	(T0, AR0) links B with
respect to ∗.
Now, take any  ∈ ∗, then ([0, 1],	(T0, AR0)) ∩ B = ∅. Since B ⊂ S, we see
that ([0, 1],	(T0, AR0)) ∩ S = ∅. Deﬁne
d0 := inf
∈∗
sup
([0,1], 	(T0,AR0 ))∩S
G. (2.16)
Evidently, by (2.15),
a¯0 := sup
	(T0,AR0 )
Gb∗0 − ε0 < b∗0 inf
B
Gd0. (2.17)
Step 5: We prove that K[d0 − ε¯, d0 + ε¯] ∩ S = ∅ for all ε¯ > 0, here and in the
sequel, K[e, f ] := {u ∈ E : G′(u) = 0, eG(u)f }. Once this is done, note that
K[d0 − ε¯, d0 + ε¯] is compact due the (w-PS) and that S is closed, we may ﬁnd a
critical point in S with critical value d0 infB G.
By negation, we assume that K[d0 − ε¯, d0 + ε¯] ∩ S = ∅ for some ε¯ > 0. Then
K[d0 − ε¯, d0 + ε¯] ⊂W . By (w-PS) condition, K[d0 − ε¯, d0 + ε¯] is compact. It follows
that
dist(K[d0 − ε¯, d0 + ε¯], S) := 0 > 0. (2.18)
Again, by (w-PS) condition, there is an ε2 > 0 such that
(1+ ‖u‖)2‖G′(u)‖2
1+ (1+ ‖u‖)2‖G′(u)‖2 ε2 (2.19)
for all u ∈ G−1[d0 − ε2, d0 + ε2]\(K[d0 − ε¯, d0 + ε¯])0/2, where (A)0 := {u ∈ E :
dist(u,A)0}. By decreasing ε2 and invoking (2.17), we may assume that
ε2 < ε¯/3, ε2 < d0 − a¯0. (2.20)
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Particularly, we still have that K[d0 − ε2, d0 + ε2] ∩ S = ∅. Further, by (2.19),
〈G′(u),W(u)〉ε2/8 (2.21)
for all u ∈ G−1[d0 − ε2, d0 + ε2]\(K[d0 − ε¯, d0 + ε¯])0/2. Let
Q5 := {u ∈ E : |G(u)− d0|3ε2}, Q6 := {u ∈ E : |G(u)− d0|2ε2}, (2.22)
(u) = dist(u,Q5)
dist(u,Q6)+ dist(u,Q5) , (2.23)
(u) :=
{
1, u ∈ E\(K[d0 − ε¯, d0 + ε¯])0/2,
0, u ∈ (K[d0 − ε¯, d0 + ε¯])0/3. (2.24)
Take any v ∈ K.
If |G(v)− d0| > 3ε2, then there is an open neighborhood Uv of v such that
|Uv = 0. (2.25)
If |G(v)− d0|3ε2, note 3ε2 < ε¯, we may ﬁnd a ∗ << 0/8 such that
|G(w)− d0| ε¯ for all w ∈ Uv := {w ∈ E : ‖w − v‖ < ∗}. (2.26)
Since v ∈ K, there exists a v1 ∈ Uv ∩ K. Hence, v1 ∈ K[d0 − ε¯, d0 + ε¯]. It follows
that
dist(v,K[d0 − ε¯, d0 + ε¯])dist(v, v1) < ∗ < 0/8.
Therefore, we may ﬁnd an open neighborhood U˜v of v such that
dist(x,K[d0 − ε¯, d0 + ε¯]) < 0/5 for all x ∈ U˜v.
This implies that
|
U˜v
= 0. (2.27)
Combining (2.25)–(2.27), the vector ﬁeld deﬁned by
Y ∗(u) :=

 (u)(u)W(u) =
(u)(u)(1+ ‖u‖)2V (u)
(1+ ‖u‖)2‖V (u)‖2 + 1 , u ∈ E˜,
0, u ∈ K,
(2.28)
W. Zou / Journal of Functional Analysis 219 (2005) 433–468 445
is a locally Lipschitz on whole E. We now consider the following Cauchy initial value
problem:
d(t, u)
dt
= −Y ∗((t, u)), (0, u) = u ∈ E,
which has a unique continuous solution (t, u) in E. Evidently,
dG((t, u))
dt
0. (2.29)
Similar to Step 2, we can prove that
([0,∞),W) ⊂W. (2.30)
By the deﬁnition of d0 in (2.16), there exists a  ∈ ∗ such that
([0, 1],	(T0, AR0)) ∩ S ⊂ Gd0+ε2 . (2.31)
Therefore,
([0, 1],	(T0, AR0)) ⊂ Gd0+ε2 ∪W. (2.32)
Denote A∗ := ([0, 1],	(T0, AR0)). We claim that there exists a T1 > 0 such that
(T1, A∗) ⊂ Gd0−ε2/4 ∪W .
In fact, if u ∈ A∗ ∩W , then (t, u) ∈W for all t > 0 by (2.30).
If u ∈ A∗, u ∈W, then we see that G(u)d0+ε2. If it happens that G(u)d0−ε2,
then by (2.29), G((t, u))G(u)d0 − ε2 for all t0. If G(u) > d0 − ε2, then u ∈
G−1[d0 − ε2, d0 + ε2]. If dist(([0,∞), u), K[d0 − ε¯, d0 + ε¯])0/2, then there exists
a tN such that (tN , u) ∈W. Moreover,
dist((tN , u),S)0/4, (t, u) ∈W for all t tN (by (2.30)). (2.33)
Assume dist(([0,∞), u),K[d0−ε¯, d0+ε¯])>0/2. Similarly, we assume that G((t, u))
> d0−ε2 for all t, then (t, u) ∈ G−1[d0−ε2, d0+ε2]\(K[d0−ε¯, d0+ε¯])0/2. Therefore,
by (2.22)–(2.24),
((t, u)) = ((t, u)) = 1 for all t0. (2.34)
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Moreover, by (2.21), (2.34),
G(	(24, u))=G(u)+
∫ 24
0
dG((s, u))
G(u)−
∫ 24
0
〈G′((s, u)),W((s, u))〉 ds
d0 − 2ε2. (2.35)
By combining the above arguments (cf. (2.33)–(2.35)), for any u ∈ A∗\W , there exists
a Tu > 0 such that
either (Tu, u) ∈ Gd0−ε2/2
or
dist((Tu, u),S)0/4 and (t, u) ∈W for all tTu.

 (2.36)
By continuity, (2.36) implies that there exists a neighborhood Uu of u ∈ A∗\W such
that
either (Tu, Uu) ⊂ Gd0−ε2/4 or dist((Tu, Uu),S)0/5
and (Tu, Uu) ⊂W, hence, (t, Uu) ⊂W for all tTu.
}
(2.37)
Since A∗\W is compact, by (2.29) and (2.37) we get a T1 > 0 such that
(T1, A∗\W) ⊂ Gd0−ε2/4 ∪W hence, (T1, A∗) ⊂ Gd0−ε2/4 ∪W. (2.38)
Now we deﬁne
∗(s, u) =
{
(2T1s, u), s ∈ [0, 12 ],
(T1,(2s − 1, u)), s ∈ [ 12 , 1].
Then, ∗ ∈ ∗.
If s ∈ [0, 12 ], we have that
∗(s,	(T0, AR0)) ∩ S
⊂ (2T1s,	(T0, AR0)) ∩ S
⊂ Ga¯0 ∩ S (by (2.17) and (2.29))
⊂ Gd0−ε2/4 (by (2.20)). (2.39)
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If s ∈ [ 12 , 1], we have
∗(s,	(T0, AR0)) ∩ S
⊂ (T1,(2s − 1,	(T0, AR0))) ∩ S
⊂ (T1, A∗) ∩ S
⊂ (Gd0−ε2/4 ∪W) ∩ S (by (2.38))
⊂ Gd0−ε2/4 ∩ S
⊂ Gd0−ε2/4. (2.40)
It follows from (2.39)–(2.40) that
G(∗([0, 1],	(T0, AR0)) ∩ S)d0 − ε2/4,
which contradicts the deﬁnition of d0 in (2.16). 
Remark 2.2. From the proof of Theorem 2.1, we may estimate the upper bound of
the critical value, which is helpful in our ﬁrst applications of Section 3. In fact, by
(2.12), for all u ∈ AR0 ,
‖	(T0, u)‖(1+ ‖R0‖)(e
8c0
1+c20
T0 − 1)+ R0 := R2. (2.41)
Since (t, u) = (1− t)u+ te0 ∈ ∗ for a ﬁxed e0 ∈ E with ‖e0‖ = 1, by (2.16) and
(2.41),
d0:= inf
∈∗
sup
([0,1], 	(T0,AR0 ))∩S
G
 sup
t∈[0,1], w∈	(T0,AR0 )
G((1− t)w + te0)
 sup
u∈E, ‖u‖R2+‖e0‖
G.
Therefore,
d0 ∈
[
inf
B
G, sup
u∈E, ‖u‖R2+1
G
]
,
where R2 given in (2.41) depends on R0, c0, T0, hence, on a0, b∗0, R1(in (2.3)).
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3. Application (I)
We consider the following semilinear elliptic boundary value problem of the form:
{−u = f (x, u), in ,
u = 0, on , (3.1)
where  ⊂ RN is a bounded domain with smooth boundary , and f (x, t) is a
Carathéodory function on ¯×R with linear growth: |f (x, t)|c(1+|t |) for all x ∈ 
and t ∈ R. From now on, letter c is indiscriminately used to denote various positive
constants. Let
0 < 1 < 2 < · · · < l < · · ·
denote the eigenvalues of − with Dirichlet zero boundary condition and Xl denote the
eigenspace of l . Then the ﬁrst eigenfunction associated to 1 is positive (or negative);
eigenfunctions associated to i (i2) is sign-changing.
Let E := H10() be the usual Sobolev space endowed with the usual norm ‖u‖ =
(
∫

|%u|2 dx)1/2 and the inner product 〈u, v〉 =
∫

(%u · %v) dx, u, v ∈ E. The
solutions of (3.1) are corresponding to the critical points of the following C1-functional:
G(u) = 1
2
‖u‖2 −
∫

F(x, u) dx := 1
2
‖u‖2 − J (u).
The gradient of G at u is given by
G′(u) = u− (−)−1f (x, u) := u− J ′(u).
Suppose
(e1) l t2 −W1(x)2F(x, t)l+1t2 +W2(x), a.e. x ∈ , t ∈ R, where W1,W2 ∈
L1(), l2.
This assumption implies the following double resonance case:
l lim inf|t |→∞
2F(x, t)
t2
 lim sup
|t |→∞
2F(x, t)
t2
l+1 a.e. x ∈ 
as well as jumping and oscillating between l , l+1. Furthermore, if we assume
(e2) f (x, t)t0 for a.e. x ∈ , t ∈ R; f (x, t) = o(|t |) uniformly for x ∈  as |t | → 0;
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(e3) either f (x, t)t − 2F(x, t)H(x) ∈ L1() and
f (x, t)t − 2F(x, t)→+∞ a.e. x ∈  as |t | → ∞
or f (x, t)t − 2F(x, t)H(x) ∈ L1() and
f (x, t)t − 2F(x, t)→−∞ a.e. x ∈  as |t | → ∞;
then we have
Theorem 3.1. Assume (e1)–(e3). Then there is at least one (nontrivial) sign-changing
solution of (3.1).
On the other hand, we will prove the following result where (e3) is replaced (e5).
Theorem 3.2. Assume (e1)–(e2). Moreover, if
(e4) l ≡ L(x) := lim inf|t |→∞
f (x, t)
t
 lim sup
|t |→∞
f (x, t)
t
l+1 a.e. x ∈ ;
(e5) there exists an  > 0 such that
lim|t |→∞
f (x, t)t − 2F(x, t)
|t | = (x) a.e. x ∈ ;
where
∫

(x)|w(x)| dx = 0 on the compact set {w ∈ Xl+1 : ‖w‖ = 1}, Xl+1 is
the eigenspace of l+1;
then there is at least one (nontrivial) sign-changing solution of (3.1).
Remark 3.1. Since (x) is permitted to be sign-changing, f (x, t)t − 2F(x, t) may
approach to ±∞ as |t | → ∞ on different positive measure subsets of  simultaneously.
This contrasts the classical assumptions as that of (e3) : f (x, t)t − 2F(x, t) → +∞
on  (or −∞ on ) (cf. [PS]). In fact, (e3) and (e5) are incompatible. We emphasize
that  is an arbitrary positive constant.
We apply Theorem 2.1. First, let N be the subspace of L2() spanned by all of the
eigenfunctions corresponding to the eigenvalues 1, . . . , l . We take M = N⊥ in E.
Let
P := {u ∈ E : u(x)0 a.e. x ∈ }.
Then P (−P ) is the positive (negative) cone of E.
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We ﬁrst need an approximation of ﬁnite-dimensional subspaces of E since (H3)
cannot be checked on whole space E (inﬁnite dimension). Consider Em with m >>
l + 2 and write
Em := N ⊕Mm, where Mm := Xl+1 ⊕ · · · ⊕Xm. (3.2)
Choose z0 ∈ Xl with ‖z0‖ = 1. Deﬁne
Bm := {u ∈ Mm : ‖u‖} ∪ {u = sz0 + v : v ∈ Mm, s0, ‖u‖ = }.
Then each element of Bm is sign-changing. Let Pm = P ∩Em be the positive cone in
Em.
Lemma 3.1. dist(Bm,−Pm ∪ Pm) := m > 0.
Proof. Note that dimMm < ∞, dimXl < ∞ and that every element of Bm is sign-
changing, the conclusion is readily to be shown. 
Set
D0(m,0) := {u ∈ Em : dist(u, Pm) < 0 }. (3.3)
Now we consider Gm := G|Em . Then
G′m(u) = u− Projm J ′(u) := u− J ′m(u), u ∈ Em,
where Projm denotes the projection of E onto Em.
Lemma 3.2. Under the assumptions of (e2), there exists a 0 ∈ (0,m) such that
J ′m(±D0(m,0)) ⊂ ±D0(m,0).
Proof. The idea of the proof is essentially due to [BLW]. Write u± = max{±u, 0}.
For any u ∈ Em,
‖u+‖2 = min
w∈(−Pm)
‖u− w‖2 1
1/21
min
w∈(−Pm)
‖u− w‖ = 1
1/21
dist(u,−Pm) (3.4)
and, for each s ∈ (2, 2∗], there exists a Cs > 0 such that
‖u±‖sCsdist(u,∓Pm).
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By assumption (e2), for each ε′ > 0, there exists a Cε′ > 0 such that
f (x, t)tε′t2 + Cε′ |t |p, x ∈ , t ∈ R, (3.5)
where p > 2 is a constant. Let v = J ′m(u). Then by (3.4) and (3.5), for ε′ small
enough,
dist(v,−Pm)‖v+‖‖v+‖2
=〈v, v+〉
=
∫

f (x, u+)v+dx

∫

(ε′|u+| + Cε′ |u+|p−1)|v+|
( 25 dist(u,−Pm)+ Cdist(u,−Pm)p−1)‖v+‖.
That is, dist(J ′m(u),−Pm) 25 dist(u,−Pm) + C(dist(u,−Pm))p−1. So there exists a
0 < m (cf. Lemma 3.1) such that dist(J ′m(u),−Pm) 120 for every u ∈ −D0(m,0).
Similarly, dist(J ′m(u), Pm) 120 for every u ∈ D0(m,0). The conclusion follows. 
Lemma 3.3. Under the assumptions of Theorem 3.1, Gm (m >> l + 2) satisﬁes the
(w-PS) condition.
Proof. The proof is standard. Assume that {un} is a (w-PS) sequence: G(un)→ c and
G′m(un)→ 0. Without loss of generality, we suppose that {‖G′m(un)‖‖un‖} is bounded
(otherwise, we are done by the deﬁnition of (w-PS)). It sufﬁces to prove that {un} is
bounded. Note
1
2
‖un‖2c +
∫

F(x, un) dxc + c
∫

|un|2 dx.
If {‖un‖} is unbounded, then, for a renamed subsequence,
1c lim
n→∞
∫

u2n
‖un‖2 dx.
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It follows that limn→∞ |un|2 = ∞ on a subset of  with positive measure. Combining
this with (e3), we have |
∫
(
1
2f (x, un)un − F(x, un)) dx| → ∞. However,
∣∣∣∣G(un)− 12 〈G′m(un), un〉
∣∣∣∣ =
∣∣∣∣
∫

(
1
2
f (x, un)un − F(x, un)
)
dx
∣∣∣∣ < c,
a contradiction. Thus, we see that {‖un‖} is bounded. 
Lemma 3.4. Under the assumptions of Theorem 3.2, Gm (m >> l + 2) satisﬁes the
(w-PS) condition.
Proof. Assume that {un} is a (w-PS) sequence: G(un) → c and G′m(un) → 0 and
that {‖G′m(un)‖‖un‖} is bounded. We are going to prove that {un} is bounded. By a
contradiction, we assume that ‖un‖ → ∞. First, since Xl+1 is ﬁnite dimensional and
{u ∈ Xl+1 : ‖u‖ = 1, } is compact, we may assume that
0 := inf
{∫

(x)|w(x)| dx : w ∈ Xl+1, ‖w‖ = 1
}
> 0. (3.6)
For any ε ∈ (0,0) small enough, since the limits of (e4) and (e5) are taken in pointwise
sense, by Egorov’s theorem, we obtain an l+1 ⊂  such that meas (\l+1) < ε
and that lim sup
|t |→∞
f (x, t)
t
l+1 uniformly for a.e. x ∈ l+1. Therefore, there exists a
C1 > 0 such that
f (x, t)
t
l+1 + ε + C1
t
∀t = 0, x ∈ l+1. (3.7)
Similarly, there exists an l ⊂  such that meas(\l ) < ε and that
lim inf|t |→∞
f (x, t)
t
L(x)l uniformly for a.e. x ∈ l . (3.8)
Hence, there exists a C2 > 0 such that
f (x, t)
t
L(x)− C2
t
∀t = 0, x ∈ l . (3.9)
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Set ∗ = l ∩l+1, then meas∗ < 2ε. Write un = u+n +u0n+u−n with u−n ∈ N, u+n ∈
Mm, u
0
n ∈ Xl+1. If |u+n + u0n| |u−n | on ∗, by (3.7) we have that
f (x, un)(u
+
n + u0n − u−n )(l+1 + ε))(u+n + u0n)2 − L(x)(u−n )2
+C1(u+n + u0n − u−n ). (3.10)
If |u+n + u0n| < |u−n | on ∗, by (3.9), we have that
f (x, un)(u
+
n + u0n − u−n )(l+1 + ε))(u+n + u0n)2 − L(x)(u−n )2
−C2(u+n + u0n − u−n ). (3.11)
Since L(x) ≡ l and N is ﬁnite-dimensional subspace of E, by variational characteri-
zation of the eigenvalues of −, we have that
‖u−‖2 −
∫

L(x)(u−)2 dx − ‖u−‖2 for some  > 0 and all u− ∈ N.
Therefore, by (3.10)–(3.11),
〈G′m(un), u+n + u0n − u−n 〉
= ‖u+n ‖2 + ‖u0n‖2 − ‖u−n ‖2 −
∫

f (x, un)(u
+
n + u0n − u−n ) dx
‖u+n ‖2 + ‖u0n‖2 − ‖u−n ‖2 −
∫
∗
((l+1 + ε)(u+n + u0n)2 − L(x)(u−n )2) dx
−
∫
∗
(C1 + C2)|u+n + u0n − u−n | dx −
∫
\∗
|f (x, un)||u+n + u0n − u−n | dx
‖u+n ‖2
(
1− l+1 + ε
l+2
)
− ε‖u0n‖22 +
∫

L(x)(u−n )2 dx − ‖u−n ‖2
−
∫
\∗
L(x)(u−n )2 dx −
∫
\∗
|f (x, un)(u+n + u0n − u−n )| dx
−
∫
∗
(C1 + C2)|u+n + u0n − u−n | dx
‖u+n ‖2
(
1− l+1 + ε
l+2
)
− ε‖u0n‖22
+ ‖u−n ‖2 −
∫
∗
(C1 + C2)|u+n + u0n − u−n | dx
−
∫
\∗
L(x)(u−n )2 dx −
∫
\∗
|f (x, un)|(u+n + u0n − u−n )| dx,
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which implies that
u+n
‖un‖ → 0,
u−n
‖un‖ → 0,
‖u0n‖
‖un‖ → 1, hence,
un
‖un‖ → w with
w ∈ Xl+1, ‖w‖ = 1. Note that Xl+1 is ﬁnite dimensional and has unique continuation
property, we see that
0= lim
n→∞
G(un)− 12 〈G′m(un), un〉
‖un‖
= lim
n→∞
∫
(f (x, un)un − 2F(x, un)) dx
‖un‖ 
∫

(x)|w(x)| dx > 0,
a contradiction. 
Proof of Theorems 3.1 and 3.2. Let
D(1)0 := D0(m,0); D(2)0 := −D0(m,0),
Wm := D(1)0 ∪D(2)0 , Sm := Em\Wm.
Then by Lemmas 3.1, Bm ⊂ Sm, i.e., (H3) holds. Lemma 3.2 says that condition
(H1) of Theorem 2.1 is also satisﬁed. Since by (3.3) e0 := 0 ∈ D(1)0 ∩ D(2)0 , then
(H2) holds automatically. By Lemmas 3.3 and 3.4, Gm and G satisfy the (w-PS)
condition. Moreover, note that ‖v‖2l‖v‖22 for all v ∈ N and l+1‖w‖22‖w‖2 for
every w ∈ M . From (e1), we derive that
G(v)‖v‖2 − l‖v‖22 + C1C1, v ∈ N
and
G(w)‖w‖2 − l+1‖w‖22 − C2 − C2, w ∈ M,
where Ci =
∫
Wi(x) dx, i = 1, 2, ‖u‖2 = (
∫
 |u|2 dx)1/2. Therefore, we have
sup
N
G := a0 <∞, inf
M
G := b0 > −∞. (3.12)
Deﬁne
b∗0 := inf
B∪M G, b
∗
0(m) := inf
Bm∪Mm
G.
Choose a ﬁxed m0 > l + 2, then
b∗0(m0)b∗0(m0 + 1)b∗0(m0 + 2) · · · b∗0, (3.13)
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that is,
b∗0(m) ∈ [b∗0(m0), b∗0] for all mm0. (3.14)
Deﬁne
c0 = 64(a0 − b∗0 + 1)(ln 54 )−1 + 1, (3.15)
c0(m) = 64(a0 − b∗0(m)+ 1)(ln 54 )−1 + 1, (3.16)
then by (w-PS) condition, there exist ε1 < 1, R1 >  > 0 ( comes from Bm and B)
such that
‖G′m0(u)‖(1+ ‖u‖)c0(m0)
for all u ∈ G−1[b∗0(m0)− ε1, a0 + ε1] with ‖u‖R1. By (3.13)–(3.16),
‖G′m(u)‖(1+ ‖u‖)‖G′m0(u)‖(1+ ‖u‖)c0(m0)c0(m) (3.17)
for all
u ∈ G−1m [b∗0(m)− ε1, a0 + ε1] ⊂ G−1[b∗0(m0)− ε1, a0 + ε1]
with ‖u‖R1. This implies that we may choose R1(m) = R1 such that (3.17) holds
for all mm0. By Theorem 2.1 and its proof through (2.3) to the end, and Remark
2.2, there is a sign-changing critical point um ∈ Sm such that G′m(um) = 0 and the
critical value
Gm(um) = G(um) ∈
[
inf
B
G, sup
u∈E,‖u‖R2
G
]
for all mm0,
where R2 depends on a0, b∗0(m), R1(m) hence, on a0, b∗0(m0), R1. This implies that the
upper bound of G(um) does not depend on m.
To prove G has a sign-changing critical point, we just have to prove that {um} has a
convergent subsequence whose limit is still sign-changing. We ﬁrst need to prove that
{um} is bounded. Once this is known, the existence of a convergent subsequence follows
from the compactness of the embedding, since the equation is of subcritical growth.
However, since the upper and lower bounds of {Gm(um) = G(um)} is independent
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of m, the proof of the boundedness of {um} is the same as the proof of the (w-PS)
condition of Lemmas 3.3–3.4. Let u±m := max{±um, 0}. Then
‖u±m‖2 =
∫

f (x, u±m)u±m dx.
By (e2), there exists a C > 0 such that
f (x, u)u 1
3
|u|2 + C|u|p, x ∈ , u ∈ R,
where p > 2 is a constant. It follows that
‖u±m‖2 13‖u±m‖2 + C‖u±m‖pp.
Hence, ‖u±m‖s0 > 0, where s0 is a constant independent of m. This implies that the
limit of the subsequence of {um} is also (nontrivial) sign-changing. 
4. Application (II)
Consider the existence of sign-changing homoclinic orbit to the Schrödinger equation
{ −u+ V(x)u = f (x, u), x ∈ RN,
u(x)→ 0 as |x| → ∞. (4.1)
About the potential, we make the following assumptions ﬁrst:
(V1) V(x) := g(x)+ 1, g ∈ C(RN,R); g ≡ 0 and  := int(g−1(0)) = ∅,
(V2) there exists a M0 > 0 and r0 > 0 such that
meas({x ∈ Br0(y) : g(x)M0})→ 0 as |y| → ∞,
where Br0(y) denotes the ball centered at y with radius r0.
(V3) ¯ := g−1(0) and  is locally Lipschitz.
Condition (V1) means that V has a steep potential well whose steepness is controlled
by . Under (V1)–(V3), the Schrödinger operator − + V has a ﬁnite number of
eigenvalues below the inﬁmum of the essential spectrum (cf. [BPW]). More precisely,
Proposition 4.1. (cf. Bartsch [BPW], Corollary 2.2) Assume (V1) and (V2). Then
(i) inf 	ess(−+ V)→∞ as →∞; where 	ess denotes the essential spectrum;
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(ii) for any k > 0, there exists a k such that − + V has at least k eigenvalues
below the essential spectrum provided k.
We introduce the following eigenvalue problem (cf. [HW]):
−u+ u = u in ; u = 0 on . (4.2)
Under (V1)–(V2), (4.2) has positive isolated eigenvalues with ﬁnite multiplicity:
0 < 1 < 2 < · · · < m < m+1 < · · · .
Let dim(i ) denote the dimension of the eigenspace corresponding to the eigenvalue
i . Let dk :=∑ki=1 dim(i ). We make the following hypotheses on the nonlinearity f:
(F1) f ∈ C(RN,R); there exist F0 > 0, L0 such that |f (x, t)|F0|t | for all (x, t) ∈
RN × R and that f (x, t)+ Lt is increasing in t.
(F2) 1 < lim inf
t→0
f (x, t)
t
 lim sup
t→0
f (x, t)
t
< k uniformly for x ∈ RN .
(F3) 2F(x, t)t2, x ∈ RN t ∈ R, where  < k+1.
(F4) lim|t |→∞
2F(x, t)
t2
= (x)k uniformly for x ∈ RN, where (x) ≡ k.
We need the following alternatives to guarantee the (w-PS) condition. That is, either
(F5) f (x, t)t − 2F(x, t)W(x) ∈ L1(RN) for x ∈ RN, t ∈ R and
lim|t |→∞ (f (x, t)t − 2F(x, t)) = ∞ for each x ∈ R
N,
or
(F5)′ f (x, t)t − 2F(x, t)W(x) ∈ L1(RN) for x ∈ RN, t ∈ R and
lim|t |→∞ (f (x, t)t − 2F(x, t)) = −∞ for each x ∈ R
N.
Theorem 4.1. Assume (V1)–(V3), (F1)–(F4) and (F5) (or (F5)′). Then there exists a
 > 0 such that either
(a) Eq. (4.1) has a (nontrivial) sign-changing solution for each  or
(b) Eq. (4.1) has one positive solution and one negative solution for each .
After the paper [BPW], there are some papers on (4.1). In [HW,H], the author
studied by Mountain Pass Theorem the existence of one positive solution to (4.1) with
asymptotically linear nonlinearities and of multiple solutions if f (x, t) is odd in t.
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In [H], under the assumptions that f (x, t) is odd in t and that
lim|t |→0
f (x, t)
t
:= (0) ∈ (m, m+1), lim|t |→∞
f (x, t)
t
:= (∞) ∈ (k, k+1)
uniformly for x ∈ RN, where k = m, the author obtained multiple solutions. Further,
a very recently papers [LHW] proved by genus-method of even functional (see also
[LW]) those solutions obtained in [H] are sign-changing. If min{k,m} = 0 (0 := −∞),
a positive and a negative solutions are also obtained. To get the nodal solutions, an
invariant set of ﬂow was constructed in [LHW] which also plays an important role
for proving Theorem 4.1 of this section. Due to our assumptions (F2) and (F4), the
energy functional does not have Mountain Pass Geometry, we cannot get the existence
of positive and negative solutions by classical methods.
By condition (F2), f is allowed to be jumping (or oscillating) between 1 and k
around zero in the sense that
f (x, t)/t → a as t → 0+, f (x, t)/t → b as t → 0−,
where a, b ∈ (1, k). By assumption (F4), the resonance might be happening at k .
The existence of sign-changing solution of (4.1) with nonodd nonlinearities has not
been considered before. Theorem 4.1 is new even on the existence of solutions.
Let E be the Hilbert space
E :=
{
u ∈ H 1(RN) :
∫
RN
(|∇u|2 + V(x)u2) dx <∞
}
endowed with the inner product 〈u, v〉 :=
∫
RN
(%u%v + V(x)uv) dx for u, v ∈ E
and norm ‖u‖ := 〈u, u〉1/2 . Then by (V1), E ↪→ H 1(RN) is continuous. Consider
G(u) = 12‖u‖
2
 −
∫
RN
F (x, u) dx. (4.3)
Then G ∈ C1(E,R) and G′ = id−J ′, where J ′ := (−+V)−1f. The weak solution
of (4.1) corresponds to the critical point of G. For given elements 1, . . . ,m of E,
set
U(1, . . . ,m) := inf{‖‖2 :  ∈ E, ||2 = 1, 〈,i〉 = 0, i = 1, . . . , m}.
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Here and in the sequel, we denote by | · |p the usual norm in Lp(RN). For n > 0, we
deﬁne spectral value of E by the nth Rayleigh quotient
n(E) = sup
1,..., n−1∈E
U(1, . . . ,n−1).
By Proposition 4.1, for  large enough, the operator −+V has at least dk eigenvalues:
1(E), 2(E), . . . , dk (E)
with corresponding eigenfunctions e1(), e2(), · · · , edk () and |ei()|2 = 1 for all
i = 1, . . . , dk . Set
Edk () := span{e1(), e2(), . . . , edk ()}.
Considering multiplicity, we express the eigenvalues of (4.2) as following:
0 < 1 < 2 · · · nn+1 · · · .
By [HW,LHW], n(E)n for each n > 0 and n(E) → n as  → ∞ for each
n > 0.
Lemma 4.1. Assume (F4). Then there exist 1 > 0, C1 > 0 such that
G(u)C1 f or all u ∈ Edk () := N and  > 1.
Proof. It sufﬁces to show that G(u)0 for u ∈ Edk () and ‖u‖ large enough. By
a contradiction, we assume that there is a sequence {un} ⊂ Edk () with ‖un‖ → ∞
such that G(un) > 0. By (F4), we write F(x, u) = (x)2 |u|2+P(x, u), where P(x, u) =
o(|u|2) uniformly for x ∈ RN as |u| → ∞. Further, we observe that ‖u‖2dk (E)|u|22
for all u ∈ Edk () and dk (E)k for  large enough. Moreover, by the standard
elliptic theory (here we need dimEdk () <∞ and the Schechter–Simon Theorem (cf.
[SS]) on unique continuation property for Schrödinger operators), we may prove that
there exits an ε0 > 0 such that
‖u‖2 −
∫
RN
(x)u2 dx − ε0‖u‖2 for any u ∈ Edk ().
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Note dimEdk () <∞, we assume that
un
‖un‖ → w0 in Edk () with ‖w0‖ = 1. Then
by (F4),
0 <
G(un)
‖un‖2
= 1
2
− 1
2
∫
RN
(x)
|un|2
‖u‖2
dx +
∫
RN
P (x, un)
‖u‖2
dx
→ 1
2
− 1
2
∫
RN
(x)w20 dx + o(1)
< −ε0
2
+ o(1),
a contradiction. 
Lemma 4.2. Assume (F2). Then there exists a 2 > 0 and a  > 0 independent of 
such that
G(u)c > 0
f or all u ∈ E⊥dk−1() with ‖u‖ =  and all 2.
Proof. By (F2), there are t0 > 0, ∗ < k such that f (x, t)t∗t2 for all x ∈ RN and
|t | t0. Therefore,
2F(x, t)∗t2 for all x ∈ RN, |t | t0. (4.4)
Furthermore, by (F1),
2F(x, t)2F0t2 − F0t20 for |t | t0, x ∈ RN. (4.5)
By Proposition 2.1 of [BPW], lim→∞ n(E) = n and limn→∞ n → ∞. We ﬁrst
choose  large enough (say  > ∗) such that dk (E) approaches dk = k , hence
dk (E) > 
∗ since k > ∗. Next, we choose  large enough (say  > ∗∗) such
that the Schrödinger operator − + V has dm eigenvalues 1(E), . . . , dm(E). In
particular, we may want dm large enough so that
(2F0 + dm(E)− 2∗)(dk (E)− ∗)4∗, (4.6)
(dm(E)− 2F0)(dk (E)− ∗)32∗, (4.7)
dm(E)− 2F0 − 4|2F0 − ∗|0, (4.8)
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∗dm(E) > 2F0dk (E). (4.9)
For any u ∈ E⊥dk−1(), we write u = v+w with v ∈ Xdk ()⊕Xdk+1()⊕ · · · ⊕Xdm()
and w ∈ E⊥dm(), where dm is given in (4.6)–(4.9) and Xdi () (i = k, . . . , m) is the
eigenspace associated to di (E). Let
1 :=
(2F0 + dm(E))
4
w2 + (dk (E)+ 
∗)
4
v2 − F(x, u). (4.10)
If |v + w| t0, then by (4.4) and (4.6) and the choice of dm(E), we see that
1
2F0 + dm(E)
4
w2 + dk (E)+ 
∗
4
v2 − 1
2
∗(v + w)2

2F0 + dm(E)− 2∗
4
w2 + dk (E)− 
∗
4
v2 − ∗|vw|

( ((2F0 + dm(E)− 2∗)(dk (E)− ∗))1/2
2
− ∗
)
|vw|
0. (4.11)
If |v + w| > t0, then by (4.5), we conclude that
1
(dm(E)− 2F0
4
w2 + (dk (E)+ 
∗)− 4F0
4
v2 − 2F0vw + F0t
2
0
2
)
:=2 + 3, (4.12)
where
2 :=
dm(E)− 2F0
8
w2 + (dk (E)− 
∗)
4
v2 − ∗vw,
3 :=
dm(E)− 2F0
8
w2 − 2F0 − 
∗
2
v2 − (2F0 − ∗)vw + F0t
2
0
2
. (4.13)
Next, we estimate 2 and 3. If
(dk (E)− ∗)
4
|v| − ∗|w|0,
then by (4.7),
2
dm(E)− 2F0
8
w2 +
(
dk (E)− ∗
4
|v| − ∗|w|
)
|v|0. (4.14)
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Otherwise,
(k(E)− ∗)
4
|v| − ∗|w|0,
by the choice of dm(E) in (4.7), we deduce that
2
(
dm(E)− 2F0
8
− 4(
∗)2
dk (E)− ∗
)
w2 + dk (E)− 
∗
4
v20. (4.15)
On the other hand, by (4.8),
3
dm(E)− 2F0
8
w2 − (2F0 − 
∗)
2
v2 − (2F0 − ∗)vw + F0r
2
0
2

dm(E)− 2F0 − 4|2F0 − ∗|∗
8
w2
−2F0 − 
∗ + |2F0 − ∗|
2
v2 + F0t
2
0
2
−(1+ |2F0 − ∗|)v2 + F0t
2
0
2
. (4.16)
Choose  :=
( F0t20
2(1+ |2F0 − ∗|)C2m
)1/2
, where Cm is a constant such that ‖v‖∞
Cm‖v‖ for all v ∈ Xdk () ⊕ Xdk+1() ⊕ · · · ⊕ Xdm() which is ﬁnite dimensional.
Now, is ‖u‖ = , then ‖v‖∞Cm‖v‖Cm‖u‖ = Cm. Hence, 30. Therefore,
by (4.12)–(4.16), 10. Finally,
G(u)
= G(v + w)
= 1
2
(‖v‖2 + ‖w‖2)−
∫
RN
F (x, u) dx
 1
4
‖v‖2 +
1
4
‖w‖2 +
1
4
dk (E)|v|22 +
1
4
dm(E)|w|22 −
∫
RN
F (x, u) dx
 1
4
(
1− 
∗
dk (E)
)
‖v‖2 +
1
4
(
1− 2F0
dm(E)
)
‖w‖2 +
∫
RN
1 dx
 1
4
min
{(
1− 
∗
dk (E)
)
,
(
1− 2F0
dm(E)
)}
‖u‖2
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 1
4
(
1− 
∗
dk (E)
)
2 (by (4.9))
> 0.
Now, we choose
M := E⊥dk , z0 ∈ E⊥dk−1\E⊥dk with ‖z0‖ = 1,
B := {u ∈ M : ‖u‖} ∪ {u = sz0 + v : s0, v ∈ M, ‖u‖ = }, (4.17)
where  comes from Lemma 4.2.
Lemma 4.3. There exists a 3 > max{1,2} such that infM G0 and infB
G > c > 0 for all  > 3.
Proof. For any u ∈ M with ‖u‖, by (F3),
G(u)=G(u)
= 1
2
‖u‖2 −
∫
RN
F (x, u) dx
 1
2
‖u‖2 −

2
∫
RN
u2 dx
 1
2
(
1− 
dk+1(E)
)
‖u‖2
 1
3
(
1− 
k+1
)
‖u‖2
 1
3
(
1− 
k+1
)
2
>0.
Combining Lemma 4.2, we have infB G > c > 0. The proof also implies that
infM G0. 
Lemma 4.4. Under the assumptions of Theorem 4.1 there exists a 4 > 0 such that
G satisﬁes the (w-PS) condition for each 4.
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Proof. Let {un} be a (w-PS) sequence, that is, G′(un)→ 0,G(un)→ c. We assume
that {‖un‖‖G′(un)‖} is bounded (otherwise, we are done).
We are going to show that {‖un‖} is bounded and has a convergent subsequence.
Note
∣∣∣∣G(un)− 12 〈G′(un), un〉
∣∣∣∣ =
∣∣∣∣
∫
RN
(
1
2
f (x, un)un − F(x, un)
)
dx
∣∣∣∣ < c (4.18)
and
1
2
‖un‖2c +
∫
RN
F (x, un)dxc + c
∫
RN
|un|2 dx.
If {‖un‖} is unbounded, then, for a renamed subsequence,
1c lim
n→∞
∫
RN
u2n
‖un‖2
dx. (4.19)
By Lemma 2.3 of [HW], for any ε > 0 there exists a R > 0 and a 4 > 0 such that
‖v‖2
L2(BcR)
ε‖v‖2 ∀v ∈ E, 4, (4.20)
where BcR := {x ∈ RN : |x| > R}. Applying (4.19)–(4.18), we may ﬁnd R > 0,4 > 0
such that
lim
n→∞
∫
|x|R
u2n
‖un‖2
dx > c > 0.
It follows that limn→∞ |un|2 = ∞ on a subset  with positive measure. Combining this
with (F5) or (F5)′, we have |
∫
RN (
1
2f (x, un)un−F(x, un)) dx| → ∞, which contradicts(4.18). Thus, we see that {‖un‖} is bounded. Next, we show that {un} has a convergent
subsequence (cf. [LHW]). Suppose that un → u weakly in E and un → u strongly in
L2loc(R
N) for some u ∈ E. Then G′(u) = 0. Recall that ‖G′(un)‖ → 0, then
‖un − u‖2=o(1)+
∫
RN
(f (x, un)− f (x, u))(un − u) dx
o(1)+ F0
∫
|x|R
(|un| + |u|)|un − u| dx
+
∫
|x|R
(f (x, un)− f (x, u))(un − u) dx
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o(1)+ F0
∫
|x|R
|u||un − u|2 dx + 2F0
∫
|x|R
|un − u|2 dx
+
∫
|x|R
(f (x, un)− f (x, u))(un − u) dx
o(1)+ 1
2
‖un − u‖2 + 2F0‖un − u‖
(∫
|x|R
|u|2 dx
)1/2
+
∫
|x|R
(f (x, un)− f (x, u))(un − u) dx(by (4.20)).
Obviously, we may make ‖un−u‖ small enough by choosing R, n large enough, i.e.,
‖un − u‖ → 0. 
Now, we adopt the invariant sets of ﬂow from [LHW]. Let P := {u ∈ E : ue1()},
where e1() is the positive eigenfunction of 1(E). Then P is closed and convex. By
[LHW], all positive solutions belong to P and all negative solutions belong to −P.
Lemma 4.5. (Liu et al. [LHW]) Under the assumptions of (V1)–(V3) and (F1), there
exists an ε0 > 0 and 5 > 0 such that
J ′(±D0(ε)) ⊂ ±D0(ε) f or all ε ∈ (0, ε0), 5,
where D0(ε) = {u ∈ E : dist(u, P) < ε}. Moreover,
dist((E1())⊥,±P) > 0 f or all 5. (4.21)
Remark 4.1. The ﬁrst part comes from Theorem 4.2 of [LHW]. The second part is a
slight improvement of Lemma 5.3 of [LHW], where the authors proved that for any
 > 0,
dist(S ∩ (E1())⊥,−P ∪ P) > 0 here S := {u ∈ E : ‖u‖ = }.
The proof of (4.21) is the same as that in [LHW], we just say a few word for the
reader’s convenience.
Proof. If
dist((E1())⊥, P) = 0,
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then there exist {un} ⊂ (E1())⊥, {vn} ⊂ P such that dist(un, vn) → 0 as n → ∞.
Then
〈vn, e1()〉 = 〈vn − un, e1()〉 + 〈un, e1()〉 → 0 as n→∞.
However, vne1() implies that
〈vn, e1()〉 = 1(E)〈vn, e1()〉L21(E)
∫
RN
(e1())2 dx > 0,
a contradiction. The other case is analogous. 
Proof of Theorem 4.1. By Lemmas 4.1 and 4.3, we have
inf
M
G0, sup
N
G <∞
for  large enough.
Case 1: Choose ε ∈ (0, dist((E1())⊥, P)) and small enough. Let
D(1)0 := D0(ε),D(2)0 := ∅ S = E\W, W := D(1)0 ∪D(2)0 ,
then Lemma 4.5 implies that (H1) and (H3) (cf. (4.17)) of Theorem 2.1 hold. Evidently,
(H2) holds. Therefore, we have a critical point u1 ∈ S with G(u1) infB G > 0,
then u1 is either negative or sign-changing.
Case 2: Choose ε ∈ (0, dist((E1())⊥,−P)) and small enough. Let
D(1)0 := ∅, D(2)0 := −D0(ε), S = E\W, W := D(1)0 ∪D(2)0 ,
then Lemma 4.5 implies that (H1) and (H3) of Theorem 2.1 hold. Obviously, (H2)
holds. Therefore, we have a critical point u2 ∈ S with G(u2) infB G > 0, then u2
is either positive or sign-changing.
Cases 1 and 2 imply the conclusion of Theorem 4.1. 
Final remark. In Section 2, condition (H2) is required only to guarantee the nonempti-
ness of ∗. If D(1)0 ∩D(2)0 = ∅, then ∗ = ∅ holds true automatically and application
(I) is of this case. In the proof of Theorem 4.1, note that D0(ε) ∩ (−D0(ε)) = ∅, we
cannot choose D(1)0 = D0(ε),D(2)0 = −D0(ε) and W = D(1)0 ∪D(2)0 . Otherwise, we do
not have reasons to say that ∗ is not empty set. But we conjecture that (H2) can be
dropped and that (a) of Theorem 4.1 always holds.
W. Zou / Journal of Functional Analysis 219 (2005) 433–468 467
Acknowledgments
Zou thanks Professor M. Schechter for his friendship, encouragement and enlight-
ening discussions. Thanks also go to the Mathematics Department of the University
of California at Irvine for an appointment to the department for the years 2001–2004.
Zou is partially supported by NSFC and SRF for ROCS, SEM. Zou also thank the
referee for a careful reading of the manuscript. His/Her useful suggestions are highly
appreciated.
References
[AZ] H. Amann, E. Zehnder, Nontrivial solutions for a class of nonresonance problems and applications
to nonlinear differential equations, Ann. Scuola Norm. Sup. Pisa Cl. Sci. 4 (1980) 539–603.
[B] T. Bartsch, Critical point theory on partially ordered Hilbert spaces, J. Funct. Anal. 186 (2001)
117–152.
[BCW] T. Bartsch, K.C. Chang, Z.-Q. Wang, On the Morse indices of sign-changing solutions for
nonlinear elliptic problems, Math. Z. 233 (2000) 655–677.
[BLW] T. Bartsch, Z. Liu, T. Weth, Sign changing solutions of superlinear Schrödinger equations,
preprint.
[BPW] T. Bartsch, A. Pankov, Z.-Q. Wang, Nonlinear Schrödinger equations with steep potential well,
Commun. Contemp. Math. 4 (2001) 549–569.
[BWa1] T. Bartsch, Z.-Q. Wang, On the existence of sign-changing solutions for semilinear Dirichlet
problems, Topology Methods Nonlinear Anal. 7 (1996) 115–131.
[BWa2] T. Bartsch, Z.-Q. Wang, Sign changing solutions of nonlinear Schrödinger equations, Topology
Methods Nonlinear Anal. 13 (1999) 191–198.
[BW] T. Bartsch, T. Weth, A note on additional properties of sign changing solutions to superlinear
elliptic equations, preprint.
[BRa] V. Benci, P.H. Rabinowitz, Critical point theorems for indeﬁnite functionals, Invent. Math. 52
(1979) 241–273.
[Br] H. Brézis, On a characterization of ﬂow invariant sets, Commun. Pure. Appl. Math. 23 (1970)
261–263.
[CCN] A. Castro, J. Cossio, J.M. Neuberger, A sign changing solutions for a superlinear Dirichlet
problems, Rocky Mount. J. Math. 27 (1997) 1041–1053.
[Ch] K.C. Chang, Inﬁnite-dimensional Morse theory and multiple solution problems, Birkhauser, 1993.
[DY] E.N. Dancer, S. Yan, On the proﬁle of the changing sign mountain pass solutions for an elliptic
problems, Trans. Amer. Math. Soc. 354 (2002) 3573–3600.
[FMS1] M.F. Furtado, L.A. Maia, E.A.B. Silva, Solutions for a resonant elliptic system with coupling
in RN , Commun. Partial Differential Equations 27 (2002) 1515–1536.
[FMS2] M.F. Furtado, L.A. Maia, E.A.B. Silva, On a double resonant problem in RN , Differential
Integral Equations 15 (2002) 1335–1344.
[H] F.A. van Heerden, Multiple solutions for a Schrödinger type equation with an asymptotically
linear term, Nonlinear Anal. 55 (2003) 739–758.
[HW] F.A. van Heerden, Z.Q. Wang, Schrödinger type equations with asymptotically linear
nonlinearities, Differential Integral Equations 16 (2003) 257–280.
[LaS] A.C. Lazer, S. Solimini, Nontrivial solutions of operator equations and Morse indices of critical
points of min-max type, Nonlinear Anal. 12 (1988) 761–775.
[LW] S. Li, Z.-Q. Wang, Ljusternik–Schnirelman theory in partially ordered Hilbert spaces, Trans.
Amer. Math. Soc. 354 (2002) 3207–3227.
[LHW] Z. Liu, F.A. van Heerden, Z.Q. Wang, Nodal solutions for Schrödinger equations with
asymptotically linear nonlinearities, preprint, 2003.
468 W. Zou / Journal of Functional Analysis 219 (2005) 433–468
[LS] Z. Liu, J. Sun, Invariant sets if descending ﬂow in critical point theory with applications to
nonlinear differential equations, J. Differential Equations 172 (2001) 257–299.
[PS] K. Perera, M. Schechter, Double resonance problems with respect to the Fucˇík spectrum, Indiana
Univ. Math. J. 52 (2003) 1–17.
[R] P. Rabinowitz, Minimax methods in critical point theory with applications to differential
equations, Conference Board of Mathematical Sciences Regional Conference Series in
Mathematics, No.65, American Mathematical Society, Providence, RI, 1986.
[Sc] M. Schechter, Linking Methods in Critical Point Theory, Birkhäuser, Boston, 1999.
[SS] M. Schechter, B. Simon, Unique continuation for Schrödinger operators with unbounded
potentials, J. Math. Anal. Appl. 77 (1980) 482–492.
[SWZ] M. Schechter, Z.-Q. Wang, W. Zou, New Linking Theorem and Sign-Changing Solutions,
Commun. Partial Differential Equations 29 (2004) 471–488.
[SZ1] M. Schechter, W. Zou, Sign-changing critical points from linking type theorems, Trans. Amer.
Math. Soc., to appear.
[SZ2] M. Schechter, W. Zou, Inﬁnitely many sign-changing solutions for perturbed elliptic equations
with Hardy potentials, preprint 2003.
[S1] E.A.B. Silva, Linking theorems and applications to semilinear elliptic problems at resonance,
Nonlinear Anal. 16 (1991) 455–477.
[S2] E.A.B. Silva, Subharmonic solutions for subquadratic Hamiltonian systems, J. Differential
Equations 115 (1995) 120–145.
[STR] M. Struwe, Variational Methods, second ed., Springer, Berlin, 1996.
[S] J. Sun, The Schauder condition in the critical point theory, Chinese Sci. Bull. 31 (1986)
1157–1162.
[Z] W. Zou, On sign-changing solutions to elliptic equations with critical exponents, preprint.
