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1 Introduccio´n de la tesis
Esta tesis doctoral se ha realizado en el gru-
po Ixa de la Universidad del Pa´ıs Vasco
(UPV/EHU) y presenta contribuciones rela-
cionadas con la comprensio´n lectora de siste-
mas inteligentes por medio de las cuales es-
tos sistemas incrementan su capacidad para
entender el texto en entornos educacionales.
Principalmente trata la l´ınea de investigacio´n
∗Esta tesis doctoral ha sido realizada con una be-
ca predoctoral del Ministerio de Educacio´n, Cultura
y Deporte. Referencia: MINECO FPU13/00501.
de la composicionalidad de textos en vectores
distribucionales, y la l´ınea de investigacio´n de
la identificacio´n e interpretacio´n de similitu-
des y diferencias entre textos.
La sociedad actual muestra cierto intere´s
por el aprendizaje continuo incluso en etapas
avanzadas de la vida, y esto resulta en un
creciente intere´s de cursos de diversas a´reas
de los cuales muchos se imparten online. Una
gran ventaja de estos cursos en l´ınea o del e-
learning en general reside en su capacidad pa-
ra favorecer la expansio´n y llegar a muchos es-
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tudiantes sin ninguna restriccio´n geogra´fica.
Como consecuencia de abarcar un espectro
tan amplio de estudiantes potenciales es habi-
tual que estos cursos lleguen a tener un nu´me-
ro masivo de estudiantes. No en vano estos
cursos son conocidos con el acro´nimo MOOC
del ingle´s Massive Open Online Course. El
principal problema de los cursos MOOC es
que los docentes de dichos cursos no son capa-
ces de afrontar las necesidades individualiza-
das de los estudiantes inscritos en sus cursos,
debido a su gran nu´mero. Como consecuen-
cia de esta sobrecarga emplean evaluaciones
tipo test para corregir las actividades de los
estudiantes.
La motivacio´n principal de esta tesis es
desarrollar te´cnicas de procesamiento de len-
guaje natural (PLN ) con las que poder eva-
luar de forma automa´tica a los estudiantes
con respecto a una respuesta de referencia de
un experto docente. Adema´s, nuestra moti-
vacio´n es que los sistemas expertos de PLN
sean capaces de identificar y relacionar seg-
mentos entre el texto escrito por un estudian-
te y la respuesta de referencia, de forma que
identifiquen expl´ıcitamente similitudes y dife-
rencias entre ambos textos. Identificar estas
relaciones es clave para pode producir retro-
alimentacio´n en tiempo real con respecto a
una respuesta de un estudiante que se desea
evaluar.
2 Estructura de la tesis
La presente tesis tiene dos objetivos principa-
les: 1) el desarrollo de sistemas inteligentes de
PLN que sean capaces de evaluar respuestas
de estudiantes contra respuestas de referen-
cia de expertos docentes, y 2) que estos sis-
temas inteligentes sean capaces de producir
retroalimentacio´n u´til para que los estudian-
tes puedan continuar su labor de aprendizaje.
Para organizar estos objetivos de forma
secuencial hemos dividido la tesis en cinco
secciones, la cual se presenta como compi-
lacio´n de art´ıculos. En una primera seccio´n
introductoria presentamos la motivacio´n, los
objetos de estudio y las l´ıneas de investiga-
cio´n que utilizaremos a lo largo de la tesis.
Esta seccio´n introductoria tambie´n contiene
un resumen de todos los art´ıculos relaciona-
dos. En la segunda seccio´n nos centramos en
realizar un ana´lisis profundo del estado del
arte con respecto a tecnolog´ıas del PLN, as´ı
como a analizar tareas y sistemas del a´mbi-
to educacional llevadas a cabo hasta la fecha
(Agirre et al., 2015a). Realizamos un e´nfasis
especial en las arquitecturas basadas en re-
des neuronales y en las tareas de Similitud
Textual Sema´ntica (STS) (Cer et al., 2017) e
Inferencia Lo´gica (NLI), ya que dichas arqui-
tecturas y tareas forman la base para nuestro
desarrollo de nuevos sistemas inteligentes.
En la tercera seccio´n presentamos nues-
tro primer art´ıculo (actualmente bajo revi-
sio´n) que aborda el primer objetivo de la te-
sis: el desarrollo de sistemas inteligentes de
PLN que sean capaces de evaluar un par de
textos de entrada. Para el desarrollo del sis-
tema inteligente analizamos diversas te´cnicas
de modelado y representacio´n de texto en
vectores distribucionales, como sistemas ba-
sados en agrupaciones de palabras (Bag-of-
Words), en redes neuronales recurrentes (Re-
current Neural Networks) y en redes convo-
lucionales (Convolutional Neural Networks).
En esta tercera seccio´n proponemos una ar-
quitectura novedosa en el estado del arte ba-
sada en redes neuronales capaz de modelar,
representar y alinear n-gramas arbitrarios en-
tre los textos de entrada. Si bien la alineacio´n
entre pares individuales de palabras es algo
conocido y explotado con e´xito en el estado
del arte (Artetxe et al., 2018), la alineacio´n
entre n-gramas es una l´ınea de investigacio´n
novedosa explorada en el marco de esta tesis.
En la cuarta seccio´n presentamos nuestro
segundo art´ıculo (Lopez-Gazpio et al., 2017)
que aborda el segundo objetivo de la tesis:
explorar la capacidad de los sistemas inteli-
gentes de PLN de forma que sean capaces de
identificar las similitudes y diferencias entre
un par de textos. De forma que esta capaci-
dad adquirida en los sistemas permita gene-
rar retroalimentacio´n u´til a los estudiantes.
Para implementar esta capacidad desarrolla-
mos una nueva capa un nivel por encima de la
Similitud Textual Sema´ntica y la Inferencia
Lo´gica, de forma que este nuevo nivel de ano-
tacio´n permite identificar y relacionar pares
de agrupaciones de palabras. Llamamos Si-
militud Textual Sema´ntica Interpretable (in-
terpretable STS o iSTS ) a esta nueva capa,
y con ella es posible entrenar sistemas inteli-
gentes de PLN para que sean capaces de re-
conocer de manera detallada las diferencias
y similitudes entre textos. No so´lo hemos di-
sen˜ado la capa iSTS dentro del marco de esta
tesis, sino que tambie´n hemos estado activos
organizando dicha tarea en SemEval durante
diversos an˜os (Agirre et al., 2015b; Agirre et
Iñigo López-Gazpio
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al., 2016). Adema´s hemos implementado dis-
tintos sistemas capaces de resolver la tarea
(Agirre et al., 2015c; Lopez-Gazpio, Agirre, y
Maritxalar, 2016) y finalmente sometido es-
tos sistemas a evaluacio´n con el objetivo de
indagar si la retroalimentacio´n es u´til para
los humanos en un entorno educacional.
Finalmente, en la quinta seccio´n se pre-
sentan las contribuciones de la tesis divididas
segu´n los principales objetivos tratados y el
trabajo futuro.
3 Contribuciones ma´s relevantes
Para continuar presentamos en este apartado
las contribuciones ma´s relevantes divididas en
dos apartados acorde con los principales ob-
jetivos enumerados en el contexto de la tesis.
3.1 Modelos basados en la
atencio´n sobre n-gramas
En lo referente al desarrollo de modelos ba-
sados en la atencio´n sobre n-gramas, hemos
partido sobre la hipo´tesis inicial en la que
considera´bamos que la modelizacio´n de seg-
mentos mayores que palabras individuales en
vectores distribucionales y su respectiva ali-
neacio´n deber´ıa de ser superior a la modeliza-
cio´n y alineamiento de palabras individuales.
Para llevar a cabo esta labor hemos parti-
do de la implementacio´n propia de un sistema
de terceros descrito en el estado del arte ba-
sado en un modelo Bag-of-Words. Es decir,
un sistema que en s´ı mismo es capaz de mo-
delar interaccio´n entre oraciones por medio
de la interaccio´n individual entre las palabras
que conforman la oracio´n. Tomando este sis-
tema como baseline hemos realizado ciertas
modificaciones para que sea capaz de mode-
lar n-gramas en vectores distribucionales y
tambie´n sea capaz de alinear dichas repre-
sentaciones. Tambie´n hemos disen˜ado otras
dos variantes del modelo inicial que utilizan
redes recurrentes y redes de convolucio´n para
extender la representacio´n vectorial de las pa-
labras, y poder evaluar nuestra propocicio´n
del modelo basado en n-gramas contra otras
dos alternativas que utilizan sistemas super-
visados complejos para modelas la composi-
cionalidad.
Los resultados obtenidos en cinco conjun-
tos distintos de test de tareas relativas a STS
(STS Benchmark y SICK-TS) y NLI (SN-
LI, MNLI y SICK-TE) muestran claramen-
te la superioridad del modelo basado en n-
gramas contra otras alternativas. Los resulta-
dos var´ıan dependiendo del conjunto de test
utilizado, en el que con respecto al sistema
inicial hemos llegado a obtener una reduc-
cio´n del error relativo del 41 % en SICK-TS,
del 38 % en STS Benchmark y del 29 % en
SICK-TS. Con respecto a los conjuntos de
test de SNLI y MNLI hemos obtenido re-
ducciones del error relativo ma´s limitadas en
torno al 8 % y 11 %. Tambie´n hemos observa-
do que los modelos empleando redes neuro-
nales recurrentes y redes convolucionales pa-
ra extender la representacio´n distribucional
de las palabras obtienen mejores resultados
que el sistema inicial, que no utiliza ningu´n
mecanismo complejo de composicionalidad.
Con esta l´ınea de investigacio´n demostra-
mos que el alineamiento entre n-gramas es
u´til de cara a la representacio´n de oraciones,
ya que es capaz de introducir contexto en la
representacio´n distribucional de los segmen-
tos de la oracio´n. Desde nuestro punto de vis-
ta modelar n-gramas es un paso intermedio
entre los sistemas basados en agrupaciones de
palabras (Bag-of-Words) y los sistemas basa-
dos en a´rboles de dependencias (Tree-RNN)
que efectivamente son capaces de incorporar
parte de la estructura sinta´ctica de las ora-
ciones.
3.2 Capacidad de interpretacio´n
entre textos
En lo referente al desarrollo de la capaci-
dad de interpretabilidad ya hemos menciona-
do que nuestra principal aportacio´n ha sido la
de disen˜ar una capa encima de STS y NLI ca-
paz de modelar expl´ıcitamente las similitudes
y diferencias entre un par de oraciones. Para
ello hemos disen˜ado una nueva tarea (iSTS)
en la cual segmentamos las oraciones de en-
trada, y despue´s realizamos alineamientos en-
tre los segmentos identificados, estableciendo
una etiqueta y un valor nume´rico para cada
alineacio´n. Con las etiquetas podemos espe-
cificar si un segmento es equivalente, similar,
ma´s o menos espec´ıfico, contradictorio o esta´
relacionado con otro segmento; y con el valor
nume´rico podemos establecer la fuerza de es-
ta etiqueta mediante un valor nume´rico den-
tro de una escala, teniendo valor ∈ [0, 5] Con
esta anotacio´n detallada los sistemas son ca-
paces de aprender a identificar y diferenciar
las relaciones de grano fino entre las oracio-
nes, y producir retroalimentacio´n u´til a estu-
diantes. Diversos experimentos ponen de ma-
nifiesto un aumento en la correlacio´n cuando
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los humanos ten´ıan a mano verbalizaciones
producidas por sistemas expertos de PLN en-
trenados en iSTS.
3.3 Recursos
Dentro del marco de esta tesis se han creado
y liberado una serie de recursos materiales y
de software con el objetivo de aportar nuevas
herramientas a la comunidad cient´ıfica.
En relacio´n con el primer objetivo de la
tesis se han liberado sistemas basados en re-
des neuronales capaces de realizar las tareas
de STS y NLI1.
En relacio´n con el segundo objetivo de la
tesis se han liberado diversos sistemas basa-
dos en aprendizaje automa´tico y redes neu-
ronales capaces de realizar la tarea de iSTS.
Adema´s, con respecto a la organizacio´n de la
tarea en SemEval23 tambie´n se han libera-
do herramientas para realizar la evaluacio´n
de sistemas, una aplicacio´n de anotacio´n de
datos para facilitar la tarea de creacio´n de
nuevos conjuntos de datos, directrices para la
anotacio´n de datos, y un total de tres conjun-
tos de entrenamiento y otros tres conjuntos
de test para entrenar nuevos sistemas en la
tarea de iSTS. Los conjuntos de datos per-
tenecen al dominio de titulares de noticias,
descripciones de ima´genes y respuestas de es-
tudiantes, entre los que suman ma´s de 2500
pares de oraciones anotadas.
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