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Let g be a finite-dimensional semisimple Lie algebra over the field of 
complex numbers, and let n be the sum of the positive root spaces 
corresponding to a choice of Cartan subalgebra and set of simple roots. 
Our main result will be the classification of the irreducible U(g)-modules 
on which U(n) acts locally finitely. 
Each such module Z is generated by a common eigenvector for the action 
of n. Let c be the character of n giving the eigenvalues. If c is identically 
zero, then Z is the irreducible quotient of a Verma module as in [S]. If c 
does not vanish on any simple root space, then Z is an irreducible Whit- 
taker module as in [4]. In this case c is said to be nondegenerate. 
We study the case where c is degenerate but not identically zero. Let I be 
the reductive subalgebra of g determined by the simple root spaces not 
killed by c, and let p be the parabolic subalgebra I + n. For each central 
character 52 of Z(I) we construct a p-module Y,,, from an irreducible 
Whittaker module for [I, I] by extending the action to p. (See Proposition 
2.3.) We then construct the induced g-module M,,, = U(g) OLl(,,) Y,,,. We 
show that M,,, has a unique irreducible quotient ZQ,rr (Theorem 2.5) and a 
composition series (Theorem 2.8). Every irreducible g-module on which 
U(n) acts locally finitely is the irreducible quotient of a Verma module, an 
irreducible Whittaker module, or an Z,,, (Theorem 2.9). Finally, we show 
that, for a fixed c, the set of 0 for which M,,, is irreducible is large 
(Corollary 2.16 to Theorem 2.15). 
1. PRELIMINARIES 
If a is a finite-dimensional Lie algebra over C, then let U(a) denote the 
universal enveloping algebra of a and let Z(a) denote the center of U(a). 
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We call an algebra homomorphism 1: Z(a) --f C a character of Z(a). We 
say that an a-module V has central character x if zu = x(z) u for every 
z E Z(a) and u E I’. Every irreducible a-module has a central character. See 
Lemma 2.6.4 of [Z]. 
Let g be a finite-dimensional semisimple Lie algebra over the field @ of 
complex numbers. Let Ij be a Cartan subalgebra of g and let R be the 
corresponding set of roots. Let A be a set of simple roots, let n be the sum 
of the positive root spaces, and let ii be the sum of the negative root spaces. 
We have the Bore1 subalgebras b = h + n and b = fi + I$ 
We say that a g-module V is n-finite if U(n) u is finite dimensional for 
every v E V. Every nonzero n-finite g-module contains a simultaneous 
eigenvector for the action of n by Lie’s theorem. 
DEFINITION 1.1. Let V be a left g-module and let c: n -+ @ be a Lie 
algebra homomorphism. A vector v E V is called a c-vector if xv = c(x) u for 
every x E n. Wh,( V) denotes the space of all c-vectors in V. V is a c-module 
if for every vector v E V there is a nonnegative integer y1 such that 
(%I - 4x,)). . . (x1 - 4x1 ))(xo - c(xo)) 0 = 0 
for any x0, xi ,..., x, E n. 
In [4] c-vectors are called Whittaker vectors and the space of Whittaker 
vectors in V is denoted by Wh V. The next proposition lists the elementary 
consequences of these definitions. 
PROPOSITION 1.2. (a) Submodules, homomorphic images, and sums of 
c-modules are c-modules. 
(b) The tensor product of a c-module with a c-module is a 
(c + c’)-module. 
(c) Every c-module is n-finite. 
(d) Every nonzero c-module contains a nonzero c-vector. 
(e) Zf a nonzero c-module is also a c-module, then c = cl. 
(f) A g-module which is generated by a c-vector is a c-module. 
(g) Zf F is a finite-dimensional g-module and V is a c-module, then 
F@ V is a c-module. 
DEFINITION 1.3. Let V be a c-module. Following [S] we define the 
c-reduced action of n on V by x. v = xv - c(x) v for x E n and v E V. We 
define the c-filtration on V by 
P)= {DE VI Xk’ ... .x,.x,.v=O for all x0,x ,,..., x,En} 
for each nonnegative integer k. 
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The following proposition lists the elementary properties of the 
c-filtration. 
PROPOSITION 1.4. Let V be a c-module provided with the c-filtration and 
the c-reduced action of n. 
(a) Each V@) is a U( n)-submodule of V and VCi) c V”’ when i < j. 
(b) V= Ukm,O V+‘. 
(c) V(O) = Wh,( V) and 
Vk)= {VE VI n*vc V(k-l)} if k>l. 
(d) If V,C V,C Vz... is any filtration of V such that V. = Wh,( V) 
and V,= {vE VI n.vc VkM1} ifk2 1, then V,= VCk)for every k. 
(e) Let F be a finite-dimensional g-module. Let fo, f, ,..., f, be a basis 
for F such that n * fk c @f. + cfi + .** +Cfkpl for each k. lf fm@vo+ 
fin-,ov, + . * * + f. @ v, is a c-vector in FQ V, then vk E VCk’ for each k. In 
particular, Wh,(F@ V) c FO VCm). 
Let I be an n-finite irreducible g-module. Then I has a central character x 
and is generated by a c-vector for some c: n + C. Thus Z belongs to the 
category K(x, c) defined below. 
DEFINITION 1.5. Let x be a character of Z(g) and let c: n + @ be a Lie 
algebra homomorphism. We define K(x, c) to be the category whose 
objects are the g-modules M such that 
(1) A4 is noetherian, 
(2) A4 is a c-module, 
(3) A4 has central character x. 
The morphisms are the g-homomorphisms. 
PROPOSITION 1.6. (a) K(x, c) is closed under the taking of submodules, 
homomorphic images, and finite direct sums. 
(b) Every irreducible n-finite g-module belongs to K(x, c) for some x 
and c. 
We shall classify the irreducible modules in K(x, c), and hence the 
irreducible n-finite g-modules. We shall show that every module in K(x, c) 
has a composition series. 
Let c be fixed and let S be the set of simple roots a such that c(gJ is 
nonzero. Then c is nondegenerate, in the sense of [4], if S= A. Let T be 
the complement of S in A and let (S) and (T) be the subspaces of h* 
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spanned by S and T. Let pi, CJ~ ,..., CJ~ list the elements of S and let 
Tl, 729..7 z, list the elements of T. Every root a has a unique expression in 
the form 
a’nlo, + ... +n,a,+m,T,+ ... +m,z, 
where the ni and mj are integers. We call m, + m2 + ... + m, the T-height 
of a. Let I be the reductive algebra obtained as the sum of h with the root 
spaces for the roots of T-height zero. Let m and m be the sums of the root 
spaces for the roots of positive and negative T-height. We have the 
parabolic algebras p = I + m and $i = tii + 1. 
PROPOSITION 1.7. Let ti, I, and m be determined by c as above. Let 
4 = [I, I] and 3 = rad I. 
(a) ti, I, and m are Lie subalgebras of g with g = fi @ 10 m, 
[I, m] cm, and [I, m] c tn. 
(b) 1 is reductive and 5 is semisimple (or zero). I = 5 @ 3 and Z(1) = 
Z(5)@ U(3). 
(c) Ij n 5 is a Cartan subalgebra of S. The restrictions to Ij n 5 of the 
roots in S form a set of simple roots for B and Ij n 5. The corresponding sum 
of positive root spaces is n n5 and the restriction C of c to nn 5 is non- 
degenerate. 
(d) Let m’ denote the sum of the root spaces for the roots of T-height 
one. Then m’ generates M as a Lie algebra and [m’, U(fi)] c U(c) + 
U(m) 1 where the computation is performed in U(g). 
Let aH& be the restriction homomorphism of h* onto 3*. The kernel is 
(S) and (T) is mapped isomorphically onto 3*. Thus Z,, f2,..., Z, form a 
basis for 3*. If a, DE 3*, then we say a<p iff j--a=m,?,+ ... +m,?, 
where the mi are nonnegative integers. If V is a g-module and fi~3*, we 
define VB= {v~ VI ZV=/~(Z)V for all ze3). 
PROPOSITION 1.8. Give 3* the ordering defined above. Let V be a 
g-module. 
(4 < is a partial ordering on 3*. Zf a, p, y~3*, then a+yd/?+ y iff 
a < l?. Zf a < j?, then there are only finitely many y for which a < y < /3. 
(b) Vfi is an I-submodule of Vfor each fl E 3*. Zf a E R, /? E 3*, and 6 is 
the restriction of a to 3, then gel VP c VP+‘. 
(c) tstVacC,,s P, mVBcC,,,B Vy, and IVflc VP. 
From the PBW theorem we see that U(g) = U(I)@iitU(p)@ U(p) m@ 
tiU(g) m. We define $: U(g) + U(1) to be the projection with respect to this 
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decomposition. Let U(g)’ be the commutant of 3 in U(g). Then q5 restricts 
to an algebra homomorphism of U(g)’ onto U(1). Since Z(g) is contained 
in U(g)‘, $ restricts to an algebra homomorphism of Z(g) into Z(I). In the 
case where S = 0 we haye 3 = I = h and 4 restricts to the untwisted Harish- 
Chandra homomorphism of Z(g) into U(h). Let 4 refer to the projection of 
U(g) onto U(I) for a fixed but arbitrary S, and let 0 refer to the projection 
of U(g) onto U(b) for St 0. Since Z(1) is contained in the cornmutant of h 
in U(g), we know that 8 restricts to an algebra homomorphism of Z(I) into 
U(b). We obtain the following commutaative diagram of algebra 
homomorphism: 
Z(g) ) b Z(1) 
\I 
e 
I9 
WI) 
It is well known that 8: Z(g) + U(I)) is injective and that U(Ij) is integral 
over 6(Z(g)). It is easy to check that 0: Z(I) --) U(Q) is injective. It follows 
that 4: Z(g) + Z(I) is injective and that Z(I) is integral over &Z(g)). The 
following proposition summarizes the basic properties of 4. 
PROPOSITION 1.9. Let q5 be the Harish-Chandra homomorphism taking 
Z(g) into Z(I). 
(a) 4 is injectiue and Z(I) is integral over cj(Z(g)). 
(b) Z(I) is finitely generated as an algebra over 62, and as a module 
over KW). 
(c) If x is a charyrcter of Z(g), then there is at least one, and only 
finitely many, characters Q such that x = Q 0 4. 
(d) If v is a vector’in a g-module for which mu = 0, then zV= @(z)u for 
all z E Z(g). 
We conclude this section with some observations on irreducible Whit- 
taker modules which we shall need later. 
Let c: n -+ C be a nandegenerate Lie algebra homomorphism. Then c 
induces a left action of in on C and we form the g-module U(g) 60 u(n) C. 
This is isomorphic, as ia vector space, to U(6) so U(6) becomes a left 
g-module by transfer of action. z H zl defines an algebra isomorphism p of 
Z(g) onto a subalgebral W(6) of U(6). A right action of Z(g) on U(6) is 
defined by uz = up(z) for u E U(6) and z E Z(g). This makes U(6) into a 
left-U( g ) right-Z( g ) bimbdule. 
In [4] it is shown that there is a factorization U(6) = A @ W(6) where A 
is the direct sum of finite-dimensional vector spaces AckJ for nonnegative 
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- integers k, and A(,, is one dimensional. Any basis for A is a basis for U(b) 
as a free right Z(g)-module. If x is a character of Z(g), then it induces an 
action of Z(g) on C and we define the irreducible Whittaker module Y,,, = 
U(6) O&-J) c. 
The c-filtration of Y,,, is given by YE? = (A,,, + . . + A(,,) @ 1. In par- 
ticular, Wh,.( Y,,.) = YFJ = A(,, @ 1 is one dimensional. Since every nonzero 
submodule of a c-module contains a nonzero c-vector, we see that Y,,C is 
irreducible. 
We record the following observation for use later. This follows easily 
from the remarks just made. 
PROPOSITION 1.10. Let I , , I 2,..., I, be a set of algebraically independent 
generators for Z(g). Let b,, b, , b, ,... be a basis for A consisting, in sequence, 
ofbasesfor ACoj, A(,,, ACT) ,.... 
(a) For each character x of Z(g) b, y,, b, y,, 6, y,,... is a basis for 
Y,,,. where y, = 10 1. If nk = dim, (A(,,, + . . . + A,,,) - 1 then 6, yO, 
b, yO,..., b,, y, is a basis for YFJ. 
(b) For each u E U(g) we may define functions h(u): C’ + C by requir- 
ing that 
UYO = f fAU)(X(Z, ),.... II( biY0 
i=O 
holds in Y,,,. for each x. The functions h(u) so defined are polynomials. 
2. THE INDUCED MODULES 
In this section we derive our main results. We construct a family of 
g-modules MO.‘ which are generated by c-vectors. When c is identically 
zero these will be the Verma modules described in [l] and [S]. When c is 
nondegenerate these will be the irreducible Whittaker modules described in 
[4]. Otherwise M,,, will be new. The construction of Ma,= is similar to 
that of Verma modules. Our main results affirm that M,,, satisfies many of 
the properties of Verma modules. M,,, has a composition series and a uni- 
que irreducible quotient. Every irreducible g-module which is n-finite is 
isomorphic to the irreducible quotient of a M,,,. 
From now on we fix a Lie algebra homomorphism c: n + @. We are 
primarily interested in the case where c is degenerate but not identically 
zero; however, we do not exclude the other cases from our discussion. 
LEMMA 2.1. Let I be the reductive algebra defined by c and let 
g=tit@l@m be as in Section 1. 
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(a) c(m) = 0. Thus mu = 0 for every c-vector u. 
(b) Zf V is a g-module then {u E V 1 mu = 0} is an I-submodule of I/. 
(c) Let u be a c-vector in a g-module. Then every element of Z(I) u is 
also a c-vector. 
Proof (a) If c1 has positive T-height, either a E T or g, c [n, n]. In 
either case c(g,) = 0. Since m is the sum of these root spaces, we have 
c(m) = 0. 
(b) This follows from [I, m] c m. 
(c) We recall that n =n ne + m. It follows from (a) and (b) that 
xw = 0 = c(x) w  for x E m and w  E Z(I) u. Since n n s c 1 every element of 
n n z, commutes with every element of Z(I), so xw = c(x) w  for x E n n B and 
and w  E Z(1) u. Q.E.D. 
If V is an l-module and il E 3*, then we define VA = {u E V I zu = A(z) u for 
all z E 3) as in Section 1. The VA are I-submodules of V which we call the 
a-weight spaces of V. We give 3* the partial order of Section 1. 
Since [I, Ct] c tii we see that U(m) is stable under the adjoint action of I 
on U(g). The next lemma is concerned with the action of 1 on U(m). 
LEMMA 2.2. Let I act on U(tii) by the adjoint action. 
(a) 3 acts semisimply on U(G). In fact 
u(m)= 1 u(m)“, mu(m)= 1 U(TTt)” 
i. < 0 A<0 
and U(tii)’ consists of the scalar multiples of 1 in U(a). 
(b) Each a-weight space U(m)” is a finite-dimensional I-submodule of 
U(Tii). 
Proof (a) Let ai, a*,..., ak list the roots having positive T-height. Let 
y, be a nonzero element of gai for each i, and let ei be the restriction of ai to 
3. The monomials y;ly;2 . . . y;k form a basis for U(m) and this monomial is 
in U(ti)” for A= -v,&,-v,&- ..* -vk&. Each &>O, so A<0 with 
equality only when all vi = 0. 
(b) Let r ,,..., , z list the elements of T and let Yi denote the restriction 
of ti to 3. If 120 in 3*, define 111 =m, +m,+ ... +m, where I=m,?,+ 
m2z2 + - ... +m,?,. Then 111 is a nonnegative integer and II, +1,( = 
11,l +[A,[ if 2.,,1,>0. We have I& >O since &>O. If AGO and 
A=-v1~,-v2c12--~~~-vkcLk, then ~-~~=v,ICr,l+~,~~~~+~~~ +vk)&l. 
It follows from this that the number of such expressions for 1 is finite. In 
fact, we must have vi < I - 21 /[c&J for each i. It follows from this that U(m)” 
is finite dimensional. Q.E.D. 
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Let a: Z(I) + C be a character of Z(I). A vector u, in a g-module I’, is 
said to be a (Sz, c)-vector if xu = c(x) u for all x E n and zu = 52(z) u for all 
z E Z(1). A g-module is said to be a (52, c)-module if it is generated by a 
(52, c)-vector. We now begin the construction of our induced modules. 
These will be universal (a, c)-modules. 
PROPOSITION 2.3. Let Sz be a character of Z(I). There is a nonzero 
p-module Y,,, containing a distinguished vector y, such that: 
(a) Ya,, = U(p) y,, xyO = c(x) y,, for every x E n, and zy,, = c(x) y, for 
every zE Z(I). 
(b) If V is a p-module and if v is a vector in V such that xv = c(x) v 
for every XE~ and zv = 8(z) v for every ZE Z(I), then there is a unique 
p-homomorphism of Ya,, into V mapping y, to v. 
(cl y62.c is irreducible as an I-module. 
Proof We separate two cases. 
Case 1. c is identically zero. In this case I = h and p = h + n. Since h is 
abelian, h c U(h) = Z(h) so we can restrict a to h. We define Y,,, to be the 
one-dimensional p-module CO where (h+n)A=Q(h)A for hEI& nEn, 
I E @. We let y, = 1. It is easy to verify that this satisfies our conditions. 
Case 2. c is not identically zero. In this case s is semisimple and the 
restriction F of c to nn B is nondegenerate. We let Q and o denote the 
restrictions of 52 to Z(e) and 3, respectively. We construct the irreducible 
Whittaker module Y,,, for 5 and extend the action to p by putting 
(s+z+x)y=sy+o(z)y for s~cj, ZEN, x~nt, and YE Yn,?. Thep-module 
just constructed, with the generating E-vector of Y,,, as the distinguished 
element, is easily seen to satisfy our conditions. Q.E.D. 
Since Yn,, is described by a universal mapping property, it is uniquely 
determined up to p-isomorphism. We use it to construct the induced left 
g-module M,,, = U(g) 0 u(P) YLQ. This is our main object of study. We 
remark that it is a special case of an abstract construction made in Section 
1.15 of [3]. The following proposition summarizes some elementary 
properties of this construction. 
PROPOSITION 2.4. Let 52 be a character of Z(1). Let M,,, be the induced 
left g-module U(g) Q ocpj Y,,,. Let m, = 1 Q y,. 
(a) m, is a (Q, c)-vector and Mn,c = U(g) m, is a (52, c)-module. 
(b) If v is a (f2, c)-uector in a g-module V, then there is a unique 
g-homomorphism of M,,, into V which sends m, to v. 
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(c) YH 1 @y defines a p-isomorphism of Yn,, onto the p-submodule 
Wh of%,,. From now on we shall identify U(p) m, with Y,,, by this 
isomorphism. 
(d) Let U(m) h ave the adjoint action of 1. Then u @I y H uy defines an 
I-isomorphism of U(tix) QC Yn,, onto Ad,,,. 
(e) 3 acts semisimply on Mo,,. Let w denote the restriction of 52 to 3. 
Then Ma,= = C,, G o ML,,, M;,, = Y,,,, and 44;: ’ is l-isomorphic to 
U(m)” @e Y,,, for I. < 0 in 3*. 
(f) Each a-weight space AI&,, has finite length as an l-module. 
Proof (a) through (d) are easy. The I-isomorphism of (d) maps 
U(m)’ 0 Y,,, isomorphically onto M;,; i which establishes (e). If c is iden- 
tically zero, then Yn,, is one dimensional and U(m)” @ Y,,= is finite dimen- 
sional. If c is not identically zero, then, as an e-module, U(a)” @ Y,,, is the 
tensor product of a finite-dimensional s-module with the irreducible Whit- 
taker module YO,?. This has finite length as an s-module, and hence as an 
l-module, by Theorem 4.6 of [4]. Q.E.D. 
The next theorem lists some important properties of nonzero 
(G?, c)-modules. 
THEOREM 2.5. Let V= U(g) v be a nonzero (52, c)-module generated by 
the (Sz, c)-vector v. Let o denote the restriction of IR to 3. 
(a) U(1) v is an irreducible I-module isomorphic to Ys2,c. 
(b) 3 acts semisimply on V. In fact 
v= 1 VA and VW = U(I) v. 
IGO 
Each V’ has finite length as an I-module. 
(c) A g-submodule of V is proper ijjf it is contained in Clto V’. V is 
indecomposable and has a largest proper submodule. 
(d) V has central character 520 q5 where qk Z(g) + Z(I) is the Harish- 
Chandra homomorphism. 
(e) V belongs to the category K(Q 0 $, c) of Definition 1.5. 
Proof The g-homomorphism of IV,,, onto V which sends m, to v maps 
M$, onto V’. So (a) and (b) follow from Proposition 2.4. Let W be a 
g-submodule of V which is not contained in CA <o V’. Since W is l-stable 
we have W=CIGo Wn V’ so Wn V” is nonzero. Since v” is l-irreducible 
we have Wn VW = I/“. Therefore v E W, so V= W, which proves (c). To 
prove (d) let z E Z(g). We have mu = 0 since v is a c-vector. Then zv = 
&z)v = (Sz 0 4)(z) v by Proposition 1.9(d). Since v generates V, V has central 
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character a 0 4. To prove (e) we observe that k’ is a c-module because it is 
generated by the c-vector u. Since U(g) is left-noetherian it follows that 
T/= U(g) v is noetherian. Q.E.D. 
In particular, we see that M,,, has a unique irreducible quotient Z+. If c 
is identically zero, then 3 = h and M,,, is the Verma module having highest 
weight w, where w  is the restriction of Q to lj. If c is nondegenerate, then 
I = g and Mn,c is the irreducible Whittaker module Yn,,. Otherwise M,,, is 
new. We will show that every irreducible g-module which is n-finite is 
isomorphic to a I,,,. 
DEFINITION 2.6. (a) Let E be a finite nonempty set of characters of 
Z(1). An element Sz of E is said to be minimal if there is no element 8’ of E 
for which o’ <o in 3*, where o and o’ denote the restrictions to 3 of Sz 
and 52’, respectively. 
(b) If x is a character of Z(g), then we let E(X) denote the set of 
characters of Z(1) for which I= Sz 0 4, where 4: Z(g) + Z(1) is the Harish- 
Chandra homomorphism. Then E(X) is finite and nonempty by Proposition 
1.9(c). 
(c) If I/ is a g-module, then we let E(V) denote the set of characters 
52 of Z(I) for which F’ contains a nonzero (0, c)-vector (for our fixed 
choice of c). 
We now have enough machinery to show that every module in K(x, c) 
has a composition series and that each composition factor is isomorphic to 
a Z52,c for some Sz E E(X). 
THEOREM 2.7. Let V be a nonzero module belonging to K(x, c). 
(a) E(V) is finite and nonempty, and E(V) c E(X). 
(b) Let Q be minimal in E(V). Let u be a nonzero (Q, c)-vector in V. 
Then U(g) v is irreducible and isomorphic to In,C, In particular, irreducible 
submodules of V exist. 
(c) V has a composition series. Every composition factor is isomorphic 
to a Zn,C for some 0 E E(X). 
Proof: (a) Since V is a c-module it contains a nonzero c-vector uO. 
Every element of Z(I) u0 is a c-vector by Lemma 2.1(c). By Proposition 
1.9(b) we may choose a finite set of generators z,, z~,..., z, for Z(I) as a 
module over &Z(g)). Then every element of Z(I) a0 can be written in the 
form z14(w1) ~o+zz4(w2) vo+ *** + z,Q(w,) v. where the wi are in Z(g). 
But 4(wi) u. = wiuo = I u. E Cu, so the vectors zi uo,..., z,uo span Z(I) u. 
as a vector space. Thus Z(I) acts as a commuting set of endomorphisms on 
the finite-dimensional vector space Z(I) o. and thus Z(I) u. contains a com- 
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mon eigenvector Y for the action of Z(I) on Z(1) a,,. This v is a nonzero 
(9, c)-vector for some 52, hence E(V) is nonempty. Now let Sz c E( V) and 
let u be a nonzero (8, c)-vector in V. Then mu = 0, since u is a c-vector, and 
X(Z) u = zu = &z)u = (52 0 4) (z) u for all z E Z(g). It follows that D E E(X) so 
,F( V) c E(x) and E( V) is finite because E(X) is. 
(b) Let W be a nonzero submodule of U(g) u. Then W is in K(x, c) 
so E( W) is nonempty. Let 52’ E E(W) and let w  be a nonzero (Sz’, c)-vector 
in W. Let w  and o’ denote the restrictions to 3 of Sz and Sz’, respectively. 
Since U(g) u is an (C& c)-module and w  is a nonzero element of (U(g) u)“’ 
we must have o’ <w in 3*. Since Sz is minimal in E( I’), we must have 
o’ = o. Then w  E (U(g) u)O = U(I) u. Since U(1) u is an irreducible l-module, 
we must have u E U(I) w  and W= U(g) u. Therefore U(g)u is irreducible. 
Since it is a homomorphic image of M,,C, it must be isomorphic to Z,,C. 
(c) Let Sp denote the set of all submodules of V which admit a com- 
position series each of whose composition factors is isomorphic to an Z,,, 
for some 526 E(X). Y is nonempty since it contains the irreducible sub- 
modules provided by (b). Since V is noetherian we may pick a maximal 
element W of 9’. If W# I’, then V/W is in K(x, c) and we may apply (b) to 
obtain an irreducible submodule IV’/ W of V/W which is isomorphic to In,= 
for some D E E(X). But then IV’ E 9 contrary to the maximality of W. Thus 
W= V and we are done. Q.E.D. 
We now prove our main results. 
THEOREM 2.8. Every nonzero (8, c)-module V has a composition series. 
In particular, Ma,, has a composition series. The only composition factors 
which can occur are those Zn,,C for which L?‘o 4 = G?od and CO’ < w in 3*, 
where w and w’ are the restrictions to 3 of 52 and 0’ respectiuely. Zsa,C occurs 
with multiplicity exactly one. 
Proof: V is in K(s2 o c$, c) by Theorem 2.5(e). Thus V has a composition 
series with composition factors isomorphic to Zn,,C with Sz’ 0 4 = 52 0 4. 
Theorem 2.5(b) asserts that the 3-weights of V are all less than or equal to 
w. Let W be the largest proper submodule of V. Then the 3-weights of W 
are all strictly less than o. V/W is isomorphic to ZraC while the f-weights of 
the remaining composition factors, being also a-weights of W, are strictly 
less than o. Since o’ is a a-weight of In,.= this completes the proof. Q.E.D. 
THEOREM 2.9. Every irreducible g-module which is n-finite is isomorphic 
to an Z,,, for some c and Q. Zf Zn,C is isomorphic to Z,.,,., then c = c’ and 
!2=S2’. 
ProoJ Every irreducible g-module which is n-finite belongs to K(x, c) 
by Proposition 1.6(b). Thus it is isomorphic to an Z,,, by Theorem 2.7(c). 
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If Zn,C is isomorphic to I,,,,, then c = c’ by Proposition 1.2(e). Let I be the 
reductive algebra defined by c. Let 3 = rad 1 and let o and w’ be the restric- 
tions to 3 of R and Sz’, respectively. Then w  is the highest weight for the 
action of 3 on I,,, and w’ is the highest weight for the action of 3 on ZnrC,. 
Thus o = w’. Since Q is the central character of the l-module Z;,, and 52” is 
the central character of Z$:,C, it follows that a = Sz’. Q.E.D. 
If M,,, is isomorphic to M,,,,, then their unique irreducible quotients 
L,,,. and Zn,,Cs must be isomorphic. We have just seen that this implies that 
c=c’ and sZ=sZ’. 
THEOREM 2.10. Let c: n --f C be a fixed Lie algebra homomorphism. Let I 
be the reductive algebra defined by c. Zf 1 is a character of Z(g), then there is 
at least one character Q of Z(I) such that M,,,. is irreducible and has central 
character x. 
Proof Let Sz be minimal in E(X). Then M,,, is in K(x, c) and 
E(M,,,.) c E(X). It follows that Sz is minimal in E(M,,,). Then 
M,,,. = U(g) m, is irreducible by Theorem 2.7(b). Q.E.D. 
If c is nondegenerate, then M,,,. is an irreducible Whittaker module. We 
have just seen that M,,, may be irreducible even when c is degenerate. For 
the remainder of this article we fix a degenerate c and study the set of 
characters 52 of Z(1) for which M,,, is irreducible. 
DEFINITION 2.11. Let V be a c-module. We say that a nonzero vector v in 
V is a maximal vector tf mv = 0. 
LEMMA 2.12. Let Q be a character of Z(1). Let w denote the restriction 
of Q to 3. Let V be a nonzero (52, c)-module. 
(a) Let co’ E 3*. Then V”’ contains a maximal vector iff it contains a 
nonzero c-vector. 
(b) V is not irreducible iff V”’ contains a maximal vector for some 
co’ < co. 
Proof (a) Every nonzero c-vector is a maximal vector by Lemma 
2.1(a). Let v be a maximal vector in V”‘. Since V is a c-module U(n) v con- 
tains a nonzero c-vector. But U(n) = U(nne) + U(n) m so this vector is 
contained in U(n n e) v. Since n n 5 c I, and V”’ is l-stable, this c-vector is 
in I/“‘. 
(b) If v is a maximal vector in VW’, then U(g) v c &,Go, V” by 
Proposition 1.8(c) and U(g) = U(C) U(I) U(m). Since w’ < o we have that 
U(g) v is a nonzero proper submodule of V. Now let W be a nonzero 
proper submodule of V. Then 3 acts semisimply on W and W = C,, < w Wp 
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by Theorem 2.5(c). Pick ,u such that WN is nonzero. The set of ok’ such that 
p < w’ and W”‘# 0 is finite by Proposition 1.8(a). If we choose o’ to be 
maximal, among the possibilities, then every nonzero vector in W”’ is a 
maximal vector by Proposition 1.8(c). Q.E.D. 
We recall that Z(1) is isomorphic to Z(s) @ U(3). It is known (see 
Theorem 7.3.8 of [2]) that Z(e) is generated, as an algebra over @, by 
dim, h n z, algebraically independent elements II, Zz ,..., Z,. Let IS+ i ,..., Z, be 
a basis for 3 over @. Then r = dim, h n B + dim, 3 = dim, h and I,, Z2,..., Z, 
form an algebraically independent set of generators for Z(1) as an algebra 
over C. We fix this choice of I,, Z2 ,..., Z, for the remainder of this article. We 
obtain a bijection 
Q ++ (QV, 1. Q(Zd,..., QV,)) 
between the set of characters of Z(I) and complex afline r-space. 
Assume that c is not identically zero. Then Y,,, is a-isomorphic to the 
irreducible Whittaker module YD,?, where B and C are the restrictions to 
Z(e) and n n 5 of n and c respectively. Y,,, has the E-filtration which we 
carry over to Y,,,. 
LEMMA 2.13. Assume that c is not identically zero. For each character B 
ofZ(1) let Yg)c c Y$! c PA, c . . . refer to the C-filtration of Y,,, where C is 
the restriction’of c to tt n 5.’ There is a sequence b,, b,, b,,... of elements of 
U(l), and a sequence n,, nl,n2 ,... of nonnegative integers, such that the 
following conditions hold: 
(a) For each character !2 of Z(I), and for each nonnegative integer k, 
the sequence 
bo Y,, by,, bz YO,--3 bn, Y, 
forms a basis for Y$,! over C. 
(b) For each u E U(1) the functions fi(u): Cr + C defined by requiring 
that 
~Yo = f .L(u)(Q(Z, I,..-, Q(Zr)) bi Yo 
i=O 
holds in Ya,,, are polynomial functions on Cr. 
Proof: Proposition 1.10 provides a sequence bo, b,, b,,... for elements of 
U(s), and a sequence no, n,, n2 ,... of nonnegative integers such that b. y,, 
b, yo,..., b,, y, is a basis for F:,! over C for each Sz and k, and such that for 
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each WE U(s) there is a sequence PO(w), Pi(w), PJw),... of polynomials in 
CC T, ,..., T,] such that 
wYO= f. pi(w)(Q(zl)~~~~~ Q2(zs)) bi.YO 
i=O 
holds in Y,,C for each P. Let u E U(1) and fix an expression u = xi’= i wjzj 
with wj’ U(s) and zje U(3). Let Qj be the polynomial in @CT,+ 1 ,..., T,] 
such that Qj(Zs+ i ,..., Z,) = zj in U(3). Put 
Ri(u) = i Pi(Wj)( T1 )...y T,) Qj( Ts+ 1,-., T,) in @[Tl,..., T,]. 
j= 1 
If y, is the distinguished element of Y,,,, then 
P 
uYO = 1 wjzjYO 
j=l 
= j$l wjQj(ZJ+ 1 v..> Zr) YO 
= jgl Qj(Q(Zs + l),..., Q(Zr)) Wj Yo 
co P 
= C C Qj(Q(Zs + 1 I,...> Q('r )I Pi(wj)(Q(Zl I,..., Q(Zs)) bi Yo i=O j=l 
Therefore L(u) is the polynomial function on @’ determined by 
Ri(u)(Tl p.--y T,) which completes the proof. Q.E.D. 
We now recall a fact from elementary algebra. 
LEMMA 2.14. Let A be a nonempty set and let m be a positive integer. 
For each 1 < i< m and 2 E A let Q:( T1,..., T,) be a polynomial in 
CC T1 ,..., T,]. Let S be the set of all (a,,..., a,) EC’ such that there are 
Cl, CZY, cm in Cc, not all zero, for which x7! 1 ciQf(aI ,..., a,) = 0 for all ;1 E A. 
Then S is an algebraic set in C’. 
Proof (a, ,..., a,) ES iff it is a zero of every polynomial of the form 
Q:‘(T,,..., T,) ... Q?(Tl,..., Tr) 
Q&>..., T,) ... Ql-(T;,..., T,) 
where A,, A2 ,..., 1, are chosen from A. Q.E.D. 
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THEOREM 2.15. Assume that c is degenerate. For each character 52 of 
Z(I) let o denote the restriction of !2 to 3. Let 1 be afixed element of 3* such 
that 1< 0. Then the set of points (G(Z,),..., Q(I,)) for which ME,:” contains a 
maximal vector is an algebraic set in C’. 
Proof: We emphasize that c and Iz are being held fixed as 52 (and hence 
w) varies. We separate two cases. 
Case 1. c is identically zero. In this case I= h = 3, a = 0, m = n, iit = ti, 
p=lj+n, and Y,, , is the one-dimensional p-module Cm, such that 
(h +x) m, = w(h) m, for all h E h and x E n. Let wo, wl,..., w, be a basis for 
U(n)’ over @. Then worn,, w,m,,..., w,m, is a basis for M;,z” over @ by 
Proposition 2.4(e). Let ai, a2 ,..., a, list the positive simple roots and let xd 
be a nonzero element of gcrd for 1 < d < r. Then M;,: A contains a maximal 
vector Cy!o ciwimO iff we can find scalars co, c1 ,..., c,, not all zero, such 
that CySo cixdwimO =0 for every d. Since xdmO = 0 we have XdWimO = 
[x,, wi] m,. Also [xd, U(n)] c U(n)+ U(n) I). We choose a basis 
uo, Ul, w2,*-- for U(ti) and a basis h 1, h2 ,..., h, for h. We set ho = 1 E U(g). 
Then we can write 
[xd, WiI = f i Ad,i,e,kUeh/c 
e=O k=O 
where the Ad,i,e,k are complex numbers. Then M;,z” contains a maximal 
vector iff we can find scalars co, cl,..., c,, not all zero, such that 
i=O e=O k=O 
for every d. We recall that Z(I) = U(h) in this case and that the generators 
I I i, 2,..., Z, of Z(I) were chosen to be a basis for h. Thus we may assume 
that I, = hk for 1 <k < r. We set 
Qy=( T, ,..., T,) = Ad,i,e,o + i Ad,i,e,k T/c in @CT, y-.y T,l. 
k=l 
Then M;,:” contains a maximal vector iff we can find scalars co, cl,..., c,, 
not all zero, such that 
f 2 ciQ~(Q(Z,) ,..., @I,)) u,mo = 0 
e=O i=O 
for every d. But the u,mo are linearly independent, from Proposition 2.4(d), 
so i&p contains a maximal vector iff we can find scalars co, ci ,..., c,, not 
all zero, such’ that 
i;o ciQ$V-W,,,..., 41,)) = 0
481/96/l-12 
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for every d and e. The set of (Q(I,),..., sZ(I,.)) for which this is the case is 
algebraic by Lemma 2.14. 
Case 2. c is not identically zero. In this case 5 is semisimple and Y,,,, 
viewed as an s-module, is an irreducible Whittaker module. We give Y,,, 
the Z-filtration where C is the restriction of c to n n 5. We choose a sequence 
b,, b,, b, ,... of elements of U(l), and a sequence n,, n,, n, ,... of nonnegative 
integers as in Lemma 2.13. MI;;,zA is s-isomorphic to U(m)“@ YQ,c by 
Proposition 2.4(e). By Proposition 1.4(e) every F-vector in U(h)‘@ Y,,, is 
contained in U(m)” 0 YkyJ where m = dim, U(C)” - 1. Since very c-vector 
is also a E-vector it follows from this and Lemma 2.12(a) that M;,:” con- 
tains a maximal vector iff the finite-dimensional subspace U(fft)” YE: does. 
Let w,,, wr,..., w, be a basis for U(a)” over @. Then a basis for U(C)” Y$‘J 
is given by the wib.imo for 0 < i 6 m and 0 < j < n,. We recall from 
Proposition 1.7(d) that m’ generates m as a Lie algebra. Let x1, x2,..,, xp 
be a basis for ml. Then M;,:* contains a maximal vector iff we can find 
scalars cii, not all zero, such that 
2 f c,ix,wibjm,=O 
i=O j=O 
for every d. Since m, is a c-vector and bjs U(l), it follows from Lemma 2.1 
that x,b,m, = 0. Thus xdwibjm,, = [xd, wi] bjm,. Choose a basis 
uo, Ul 9 uz,... for U(a) and a basis y,, y, ,..., y, for I. Set yo= 1 E U(g). 
Proposition 1.7(d) asserts that [ml, U(e)] c U(tii)+ U(tit) I so we can 
write 
where the Ad,i,e,k are scalars. Then M;ii: ’ contains a maximal vector iff we 
can find scalars cii, not all zero, such that 
f ? f i cgAd,i,e,kUe Ykbjmo =O 
i=O j=O e-0 k=O 
for every d. 
Since y,b, o U(I) we have a sequence of polynomials P,( y, bj), PI( yk bj), 
P2( y, bj) ,... in @CT, ,..., r,.] such that 
ydjmo = f PJYkbj)(Q(Z,),..., Q(Z,)) bfmo 
/=o 
in Y,,,. for every Sz. We define 
Q$J( T, ,..., Tr) = f A.,,kPf(Ykbj)(T1,..., Tr). 
k=O 
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Then Mn,C contains a maximal vector iff we can find scalars cij, not all 
zero, such that 
f f f 2 c,Q$f;l’f(Q(Z,),..., !S(Z,)) u,bjm, = 0 
e=O f=O i-0 j-0 
for every d. But the u,b/m, are linearly independent by Proposition 2.4(d), 
so M”, z i contains a maximal vector iff we can find scalars cu, not all zero, 
such that 
f 2 ciiQ$J(s2(Z,),..., Q(Z,)) = 0 
i=O j=O 
for every d, e, andf: The set of (52(1,),..., sZ(Z,)) for which this is the case is 
algebraic by Lemma 2.14. Q.E.D. 
Our final result asserts that the set of (a(Z,),..., sZ(Z,)) for which M,,, is 
irreducible is large. 
COROLLARY 2.16. Let c be degenerate. Then the set of (Q(Z,),..., Q(Z,)) 
for which M,,, is not irreducible is a countable union of algebraic sets in 42’. 
This union is not all of Cr. In fact it is only of first Baire category in C’. 
Proof The first statement follows from Theorem 2.15 and Lemma 
2.12(b) since only countably many I are less than zero in 3*. The second 
statement follows from Theorem 2.10. The third statement follows from the 
fact that algebraic sets (other than @’ itself) are nowhere dense in C’. 
Q.E.D. 
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