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1. Introduction
1.1. Three surprises of high dimensions. This paper develops asymptotic
methods to count faces of random high-dimensional polytopes, a seemingly dry
and unpromising pursuit. Yet our conclusions have surprising implications – in
statistics, probability, information theory, and signal processing – with potential
impacts in practical subjects like medical imaging and digital communications. Be-
fore involving the reader in our lengthy analysis of high-dimensional face counting,
we describe three implications of our results.
1.1.1. Convex hulls of Gaussian point clouds. Consider a random point cloud of
n points xi, i =1 ,...,n, sampled independently and identically from a Gauss-
ian distribution in Rd with nonsingular covariance. This is a standard model of
multivariate data; its properties are increasingly important in a wide range of ap-
plications. At the same time, it is an attractive and in some sense timeless object
for theoretical study.
Properties of the convex hull of the random point cloud X = {xi} have at-
tracted interest for several decades, increasingly so in recent years; there is a now-
voluminous literature on the subject. The results could be signiﬁcant for under-
standing outlier detection or classiﬁcation problems in machine learning.
A classical asymptotic result, [23], holds that if the dimension d stays ﬁxed, while
the number of points n →∞ , the convex hull has ∼ cd log
(d−1)/2(n) vertices, and
the remaining points of X are all of course in the interior of the convex hull.
The modern trend in statistics and probability is to consider the case where both
the number of dimensions d and the sample size n are large [20, 22]. In that case, the
intuition fostered by the classical ﬁxed-dimension asymptotic is wildly inaccurate.
Rather than the relatively few extreme points that we saw in the ﬁxed-dimension
asymptotic, there are now many extreme points, many edges, etc. – in fact, the
maximal number conceivable. More precisely, let k∗
d = k∗
d(X) denote the largest
number k such that
• each point xj is a vertex of conv(X);
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• each line segment [xj,x i], j  = i,i sa ne d g eo fc o n v ( X);
• ...
• every k + 1 distinct points of X span a k-face of conv(X).
Then, not only is k∗
d deﬁned and positive, it is rather large. Section 7.1 below gives
a corollary of our main results saying roughly that, for  >0, with overwhelming
probability for large d<n ,
(1.1) k∗
d >
d
2elog(n/d)
(1 −  ).
Not only are no points of X ‘inside’ conv(X), it is also true that no edge between
any pair of points crosses the interior of conv(X), etc. This is about as far from
low-dimensional intuition as it is possible to get!
1.1.2. Signal recovery from random projections. Suppose we are interested in a
vector x0 ∈ RN which, although unknown to us, is known to be k-sparse – i.e. we
know that it has at most k nonzeros when represented in the standard basis. We
are allowed to ask some number n of ‘questions’ about x0, each question coming in
the form of a projection yi =  ai,x 0  on a vector ai ∈ RN. How big should n be
so that we may recover x0, i.e. “how many questions suﬃce to recover a k-sparse
vector”?
Obviously, N suﬃce (simply ask for the N coordinates in the standard unit
vector basis), but in cases where x0 is very sparse, k   N, many fewer questions
will do. Indeed, n =2 k + 1 suﬃce; simply take the ai as independent random
vectors with iid Gaussian entries. (The matrix A having ai for rows will then have
its columns in general position, which implies that there cannot be two k-sparse
vectors x0 and x1 both answering the questions in the same way [9].) Although such
a random set of questions determines x0 uniquely, the task of actually recovering
x0 from such information is daunting; in general, one must enumerate the k-subsets
of columns of A looking for a subset which can be combined linearly to generate y.
A more useful question: how many questions are needed in order to permit
computationally tractable recovery of x0? We will give precise and simply stated
results for reconstruction using standard linear programming.
Generate n questions ‘at random’ by simply taking for A an n ×N matrix with
iid Gaussian N(0,1/n) entries. Obtain a vector of n measurements y = Ax0 where
x0 has k nonzeros. Consider the convex optimization problem
(P1)m i n  x 1 subject to y = Ax.
If n is large enough relative to k, then the solution x1 to (P1) is very likely to be
exactly x0. Section 7.3 below gives a corollary of this paper’s main results showing
that, for N much larger than k, and both large, this exact equality happens as soon
as
(1.2) n ≥ 2k · log(N/n)(1 + op(1)).
(Here op(1) denotes a sequence of random variables (Vn)h a v i n gP{|Vn| >  } = o(1)
as n →∞for each  >0.)
Thus if we sample not 2k + 1 projections but instead roughly 2klog(N/n), we
can eﬃciently reconstruct the k-sparse vector, and this can be far fewer than the
N samples superﬁcially required.
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1.1.3. How many gross errors can we eﬃciently correct? Consider a stylized prob-
lem of transmitting m ‘pieces’ of information – i.e. m numbers – with immunity
to occasional transmission errors. A standard strategy is to encode the data to be
transmitted as a block of N>mnumbers and to decode the received block. Let
B be an m × N matrix. Given a vector u ∈ Rm to be transmitted, encode it as
v = BTu ∈ RN and transmit. The receiver measures w = v+z where w ∈ RN and
z represents transmission errors. The receiver in some way decodes the N numbers,
hoping to produce the m original entries in u.
The nonzeros in z represent transmission errors; call the number of nonzeros k.
How many errors can such a scheme tolerate? In principle, if B is well-chosen and
N −m =2 k +1, it is possible to correct k errors. To do so, the receiver executes a
combinatorial search through all possible locations of the k nonzeros among the N
received values, to see which error pattern is consistent with the underlying model.
Unfortunately, such a brute-force scheme is impractical for all but the smallest N.
More to the point is the question of how many errors a practical decoding scheme
can tolerate.
A simple decoding scheme based on (P1) can be used if the encoding matrix B
i sg e n e r a t e di nas p e c i ﬁ cw a y . L e tU be a random orthogonal matrix, uniformly
distributed on O(N), and partition it as U =

A
B

where the encoding matrix B
is m×N and the generalized checksum matrix A is n×N,w i t hm+n = N.G i v e n
the received data w, form the generalized checksum y = Aw. Solve the instance of
(P1)g i v e nb y( y,A), obtaining x1. The generalized checksum is used to estimate
the error pattern (as BBT is the identity and ABT = 0), and the optimization
result x1 is our estimate of z. Reconstruct by subtracting this estimate of the error
out of the received message and projecting down from RN to Rm: u1 = B(w−x1).
As (P1) is a standard convex optimization problem, this can be considered com-
putationally tractable. How many errors can this scheme tolerate?
To answer this quantitatively, let us call R = n/N the rate of the code, and
consider the regime of high-rate coding, where R is nearly one. In this regime we
do not want to expand the block length by very much in our encoding, but we still
want to gain some immunity to errors.
The results just stated in Section 1.1.2 together with the discussion in Section
7.4 below together imply the following. Consider a sequence of problems (n,Nn)
with Rn = n/Nn → 1 suﬃciently slowly. Suppose the error vector z contains
k nonzeros and is stochastically independent of (A,B), so the sites and signs of
the nonzeros are random and independent of A.T h e r ei sperfect recovery u1 = u
provided k ≤ kW
n ,w h e r ekW
n is a random variable dependent on (A,B)a n do b e y i n g
(1.3) kW
n = n/(2log(1/(1 − Rn)))(1 + op(1)),n →∞ .
In short, if we use very long blocks and stipulate a very small loss in transmission
rate Rn =1−  n,w i t h n small, we can use linear programming to correct about
n/2log( n) errors.
Results to be stated below – see Section 7.2 – imply an even more impressive
result. Again, consider a sequence of problems (n,Nn)w i t hRn = n/Nn → 1
suﬃciently slowly. Suppose the error vector z contains k nonzeros at arbitrary sites
and with arbitrary nonzeros.T h e r e i s perfect recovery u1 = u provided k ≤ kS
n,
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where kS
n is a random variable dependent on (A,B)a n do b e y i n g
(1.4) kS
n ≥ n/(2elog(
√
π/(1 − Rn))(1 + op(1))),n →∞ .
In short, if we use very long blocks and stipulate a very small loss in transmission
rate Rn =1−  n,w i t h n small, we can use linear programming to correct all
possible patterns of about n/2elog( n) errors.
Note that the sites and values of the errors can here be arbitrary; they can be
chosen by a malicious opponent who knows v, B, A,a n du! The noise can thus be
arbitrarily more energetic than the signal, it can be carefully chosen, and still it is
completely suppressed. In contrast to (1.3), which requires errors to be in random
positions, (1.4) allows them to occur in bursts or in any other malicious patterns.
1.2. Random projections of convex polytopes. The surprises (1.1), (1.2),
(1.3), (1.4) are facets of a phenomenon which makes appearances throughout the
mathematical sciences, in the ﬁelds of statistics, probability, information theory,
and signal processing. Underlying all of these surprises are sharp thresholds in the
behavior of face counts of random high-dimensional polytopes. We now develop
the terminology and framework clarifying what we mean by such threshholds, only
later explaining how they imply (1.1)–(1.4).
Let T = TN−1 denote the standard simplex {x :

i xi =1 ,x i ≥ 0} and let
C = CN denote the standard cross-polytope in RN, i.e. the collection of vectors
{x :  x 1 ≤ 1} (also called the  N
1 -ball). Here and in what follows, let Q be either
TN−1 or CN.
Let A be an n × N random matrix with Gaussian iid entries. The image AQ is
a convex subset of Rn, in fact, a convex polytope. We are interested in the case
n<N, so that multiplication by A lowers the dimension.
It makes sense to count the number of k-dimensional faces of Q and AQ,0≤ k ≤
n. In general AQ will have fewer faces than Q. More precisely, if we enumerate the
k-faces F of Q,e a c hAF will either be a face of AQ or will belong to the interior
of AQ. More picturesquely, some of the faces of Q ‘survive projection’, while some
of the faces ‘do not survive’.
1.2.1. Typical faces of random polytopes. The k-dimensional faces of Q make a ﬁnite
set, Fk(Q) (say); by placing uniform measure on this set, we may speak of typical
faces as follows.
Deﬁnition 1.0. Consider a sequence of problem sizes (n,Nn). Suppose that, for
a given projector A,ap r o p e r t yP = P(F;A) of the projected face AF holds, at a
fraction πk,n = πk,n(A)o fk-faces F ∈F k(Q). Suppose that the random variable
πk,n →p 1 (goes to one in probability) as n →∞ . Then we say that (asymptotically)
the typical k-face F ∈F k(Q) has property P.
We now consider the fate of the typical k-face of A under the projection Q  → AQ.
In the following statements, ﬁx  >0.
• Let F be a typical k-face of TN−1.I sAF af a c eo fATN−1? The answer
is yes provided N and k are both large and n>2k log(N/n)(1+ )a n dno
provided n<2klog(N/n)(1 −  ).
• Let F be a typical k-face of CN.I s AF af a c eo fACN? The answer is
yes provided N and k are both large and n>2klog(N/n)(1 +  )a n dno
provided n<2klog(N/n)(1 −  ).
Licensed to University of Edinburgh. Prepared on Thu Jun 27 08:04:17 EDT 2013 for download from IP 129.215.104.50.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-useCOUNTING FACES OF RANDOMLY PROJECTED POLYTOPES 5
In short, there are well-deﬁned thresholds at which typical k-faces of the sim-
plex and the cross-polytope begin to get ‘swallowed up’ under random lowering of
dimension.
1.2.2. All faces of random polytopes. We now consider the fate of the whole collec-
tion of k-faces simultaneously.
• For every k-face F of TN−1,i sAF also a k-face of ATN−1? The answer is
overwhelmingly likely to be yes provided N and k are both large and n>
2eklog(N/(n·2
√
π))(1+ )a n dno provided n<2ek log(N/n·2
√
π)(1− ).
• For every k-face F of CN,i sAF also a k-face of ACN? The answer is
overwhelmingliy likely to be yes provided N and k are both large and n>
2eklog(N/(n·
√
π))(1+ )a n dno provided n<2eklog(N/(n·
√
π))(1− ).
Below certain speciﬁc bounds on the face dimension k, no faces are lost in projection.
1.3. Background: Proportional growth setting. Our promised applications,
such as (1.1) and (1.2), were stated merely with n and N (respectively k and N)
both large. However, the backbone of our analysis (and the bulk of prior scholarly
work) concerns a setting in which (k,n,N) are large but also comparable in size.
We consider this case ﬁrst and later extend our results to a more general setting.
Deﬁnition 1.1. A sequence of triples ((kn,n,N n):n = n0,n 0+1,...) will be said
to grow proportionally if there are δ ∈ (0,1) and ρ ∈ (0,1) so that
(1.5) kn/n → ρ, n/Nn → δ, n →∞ .
We omit subscripts n on k and N unless they are absolutely necessary.
There are several signiﬁcant prior results concerning thresholds for face counts
in the proportional-growth setting. Let fk(Q) denote the number of k-faces of Q.
1.3.1. Weak thresholds. Consider ﬁrst the question whether the typical face survives
projection.
• Simplex. There is a function ρ
+
W :[ 0 ,1]  → [0,1] with the following property.
In the proportional growth setting with ρ<ρ
+
W(δ), we have
Efk(ATN−1)=fk(TN−1)(1 − o(1)), 0 ≤ k<ρ n , n→∞ ;
while if ρ>ρ
+
W(δ), we have that for some  >0 and some sequence (kn)
with kn <ρ n ,
Efk(ATN−1) <f k(TN−1)(1 −  ),n →∞ .
Informally, the fraction of faces lost:
(fk(TN−1) − Efk(ATN−1))/fk(TN−1)
is either negligible or nonnegligible depending on which side of ρ
+
W(δ)t h e
fraction k/n sits. In words, for kn somewhat below the threshold n·ρ
+
W(δ)
the typical kn-face of the simplex survives projection into n dimensions;
but for kn somewhat above the threshold this is no longer true.
• Cross-polytope. There is a function ρ
±
W :[ 0 ,1]  → [0,1] with the following
property. In the proportional growth setting with ρ<ρ
±
W(δ), we have
Efk(ACN)=fk(CN)(1 − o(1)), 0 ≤ k<ρ n , n→∞ ;
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while if ρ>ρ
±
W(δ), we have for some  >0 and some sequence (kn)w i t h
kn <ρ n ,
Efk(ACN) <f k(CN)(1 −  ),n →∞ .
Again, for kn somewhat below the threshold n · ρ
±
W(δ) the typical kn-face
of the cross-polytope survives projection into n dimensions; but for some
kn at or above the threshold this is no longer true.
In view of these results, the square 0 ≤ δ,ρ ≤ 1m a yb ed e c o r a t e dw i t haphase
diagram.T h et w oρW-functions mark phase transitions; there are two phases for the
property “the projected polytope has approximately as many faces as the original”.
Below the transitions, the property holds asymptotically for large n, while above
the transitions, the property fails asymptotically for large n. Both transitions are
depicted in Figure 1.1, which displays a phase diagram in the (δ,ρ)-plane. In the
region below these curves, typical faces are not lost; in the region above those
curves, typical faces are lost. To interpret these curves, note that if δ =1 /2, we are
lowering dimension by 50%, and if n is large, then the typical k-face of the simplex
survives, for k/n ≤ .5581, while the typical k-face of the cross-polytope survives,
for k/n ≤ .3848.
Vershik and Sporyshev [34] pioneered study of the proportional growth setting
and proved the existence of what we call here the weak threshold for the simplex
case. The weak threshold function ρ
+
W was introduced using our notation and
carefully studied by the authors in [12], where numerical methods were developed
for its calculation and display. The weak threshold for the cross-polytope ρ
±
W was
introduced in [10], calculated, and displayed.
1.3.2. Strong thresholds. We now ask when the diﬀerence between fk(AQ)a n d
fk(Q) is small in absolute, not relative, terms.
• Simplex. There is a function ρ
+
S :[ 0 ,1]  → [0,1] with the following property.
In the proportional growth setting with ρ<ρ
+
S(δ), we have
Efk(ATN−1)=fk(TN−1) − o(1), 0 ≤ k<ρ n , n→∞ .
Thus, for k below n · ρ
+
S(δ) there are on average as many k-faces of the
projected simplex as the original simplex. On the other hand, if ρ>ρ
+
S(δ),
then there is a sequence (kn)w i t hkn <n ρalong which
fk(TN−1) − Efk(ATN−1) →∞ .
• Cross-polytope. There is a function ρ
±
S :[ 0 ,1]  → [0,1] with the following
property. In the proportional growth setting with ρ<ρ
±
S(δ),
Efk(ACN)=fk(CN) − o(1), 0 ≤ k<ρ n , n→∞ .
Thus, for k somewhat below n · ρ
±
S(δ) there are on average just as many
k-faces of the projected cross-polytope as the standard cross-polytope. On
the other hand, if ρ>ρ
±
S(δ), then there is kn <n ρwith
fk(CN) − Efk(ACN) →∞ .
The function ρ
+
S was introduced and carefully studied by the authors in [12], and
numerical methods were developed for its calculation and display. The threshold
function ρ
±
S was introduced in [10], calculated, and displayed.
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These strong thresholds have another interpretation. Consider the event “all
low-dimensional faces survive projection”, i.e.
Ω(k,n,N)={f (ATN−1)=f (TN−1), =0 ,...,k}.
Simple arguments as in [10, 12] show that if ρ<ρ
+
S(δ), the probability
P(Ω(kn,n,N n)) → 1,n →∞ .
Hence, below the strong phase transition, all low-dimensional faces survive pro-
jection. Parallel arguments can be made in the cross-polytope case. Thus in the
region where k/n is below the corresponding ρS function not only are very few k
faces lost on average, but actually, there is overwhelming probability that no faces
are lost.
These ρ-functions are depicted in Figure 1.1. The strong thresholds ρ
+
S and ρ
±
S
fall below the corresponding weak thresholds ρ
+
W, ρ
±
W; indeed a property holding
for every k-face is less likely to hold than one holding for the typical k-face. To
interpret these curves, note that if δ =1 /2 so we are lowering dimension by 50%,
then every k-face of the simplex survives, for k ≤ .1335, while every k-face of the
cross-polytope survives, for k ≤ .0894.
0 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0.2 0.1 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Figure 1.1. Thresholds for δ ∈ (0,1) from top to bottom:
ρ
+
W(blue – solid), ρ
±
W(blue – dashed), ρ
+
S(red – solid), and ρ
±
S(red
– dashed).
1.4. Main results: Proportional growth setting. For applications, the range
where δ is small is very interesting; it corresponds to:
• studying convex hulls of Gaussian point clouds where there are many points
relative to the number of dimensions – Section 1.1.1;
• recovering a sparse signal from very few samples – Section 1.1.2;
• protecting against errors in digital transmission while sacriﬁcing very little
in the transmission rate – Section 1.1.3.
Previous work by the authors [12, 10] considered the asymptotic behavior of
the several ρ(δ) functions just deﬁned and showed that ρ(δ) ≥ c  log(1/δ)−1−  for
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each  >0. Work by others [6, 29, 25] can be seen to imply that actually ρ(δ) ≥
clog(1/δ)−1. In this paper we determine the precise constants in the asymptotic
behavior as δ → 0. These precise constants are important in applications; they can
be used to plan how many samples to take in a digital imaging system or how much
transmission rate sacriﬁce to make for a given error resistance.
Theorem 1.2 (Weak threshold – simplex).
(1.6) ρ
+
W(δ) ∼| 2log(δ)|
−1 ,δ → 0.
Theorem 1.3 (Strong threshold – simplex).
(1.7) ρ
+
S(δ) ∼

2elog(δ2
√
π)

−1
,δ → 0.
Comparing these results:
• Note the leading factor e in ρS. The highest dimension k where the vast
majority of k-faces survive projection is asymptotically e times higher than
the dimension where we can guarantee that every k-face survives.
• An additional diﬀerence is the 2
√
π factor in the argument of the logarithm.
Theorem 1.4 (Weak threshold – cross-polytope).
(1.8) ρ
±
W(δ) ∼| 2log(δ)|
−1 ,δ → 0.
Theorem 1.5 (Strong threshold – cross-polytope).
(1.9) ρ
±
S(δ) ∼

2elog(δ
√
π)

−1
,δ → 0.
Comparing the cross-polytope results to those for the simplex:
• Remarkably, to ﬁrst order, the thresholds are the same for the simplex and
cross-polytope. This is surprising since at moderate values of δ the two
functions are quite diﬀerent; see Figure 1.1.
• The bounds on strong thresholds agree, except for factors of 2 in the argu-
ment of the logarithm.
The weak-threshold asymptotic behavior (1.2) and (1.8) closely matches ρ
+
W
and ρ
±
W for modest values of δ – see Figure 1.2. The strong-threshold asymptotic
behavior, on the other hand, slowly approaches ρ
+
S and ρ
±
S from above – see Figure
1.3.
1.5. Beyond proportional growth. Having considered the Vershik-Sporyshev
proportional growth scenario, we now generalize to the case where N can be dra-
matically larger than n. This is important for applications where we want to sample
very few projections of a high-dimensional object. The paper [8] exhibits styl-
ized imaging problems where an N-pixel image can be reconstructed by asking
n = O(Na) questions, a<1. This of course lies outside the reach of proportional
growth as it is dramatically smaller than N, underscoring the potential interest of
the ‘how many questions’ problem of Section 1.1.2 where the number of questions
n   N.
We would naively hope that the same threshold functions ρ(·)“ w o r k ”e v e no u t -
side the proportional growth setting. That is, in a setting where n/Nn → 0,w e
would hope to get the ‘right answer’ for the behavior of face counts by simply ‘plug-
ging in’ a varying δ = δn = n/Nn → 0 into the appropriate ρ-function. Happily,
such naive hopes go unpunished.
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δ
Weak Thresholds and Asymptotic Behavior
Figure 1.2. Weak thresholds ρ
+
W (red), ρ
±
W (green), and their
asymptotic behavior, |2log(δ)|
−1 (blue), from Theorems 1.2 and
1.4, δ ∈ [10−3,10−2].
10−12 10−10 10−8 10−6 10−4 10−2
1
1.1
1.2
1.3
1.4
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1.6
δ
Strong Thresholds and Asymptotic Behavior, Ratio
Figure 1.3. Ratio of the strong thresholds and their asymptotic
behaviors, ρ
+
S(δ)i nb l u ea n dρ
±
S(δ) in red. The asymptotic formu-
lae approach slowly from above by the factors shown.
We say that N grows subexponentially relative to n if
(1.10) Nn/n →∞ ,
log(Nn)
n
→ 0,n →∞ .
Theorem 1.6. Consider a sequence of problem sizes (n,Nn) where Nn grows subex-
ponentially relative to n.L e tρ be one of the four functions ρ
+
W, ρ
±
W, ρ
+
S,ρ
±
S.F i x
 >0 and consider a sequence (kn) obeying kn/n < ρ(n/Nn)(1− ) for n>n 0.T h e n
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the same statement that was made for that ρ in the proportional growth scenario
holds in this nonproportional growth scenario.
Thus, for example, kn < (1 −  )ρ
+
W(n/Nn) · n for n = n0,n 0 +1 ,... implies
Efk(ATN−1)=fk(TN−1)(1 − o(1)),n →∞ ;
similarly, kn < (1 −  )ρ
±
S(n/Nn) · n for n = n0,n 0 +1 ,... implies that with over-
whelming probability for large n,
f (ACN)=f (CN),  =0 ,...,k− 1.
In short, the limit relations of Theorems 1.2–1.5 are useful both in proportional
and nonproportional growth settings.
1.6. Contents. Our paper proves Theorems 1.2–1.6. The development is orga-
nized as a branching tree, with initial sections mapping out the main concepts,
propositions and lemmas and later sections dealing with detailed estimates and
proofs.
Section 2 introduces the underlying machinery of face counting and an analytic
approach to studying asymptotic behavior. Our starting point is a beautiful and
essential formula for the expected number of faces of randomly projected polytopes,
due to Aﬀentranger and Schneider and to Vershik and Sporyshev; it involves three
factors, representing contributions from combinatorial aspects, from external angles
and from internal angles. We focus on the exponential growth and/or decay of
the factors by deﬁning associated exponents Ψ(δ,ρ); we work as if these factors
behave exactly as exp{N · Ψ}.E a c h ρ(·) function is deﬁned as the smallest root
0=Ψ ( δ,ρ(δ)) of an associated exponent function Ψ, viewed as a function of ρ with
δ ﬁxed.
Section 3 gives the proofs for the lower bound half of Theorems 1.2–1.5. The
proofs are simple consequences of the asymptotic behavior of the net exponents as
a function of δ and ρ in the regime where δ → 0.
Section 4 develops the basic asymptotic analysis of the net exponents. The
exponents in question explicitly involve tail probabilities of the Gaussian distribu-
tion; our asymptotic analysis exploits detailed estimates for the Mills ratio of the
standard normal density.
Section 5 turns to the proof of Theorem 1.6, going outside the proportional
growth setting. Here we have to make careful estimates of the errors incurred by
treating the pieces in the Aﬀentranger-Schneider-Vershik-Sporyshev formula as if
they grow exactly like exp{N ·Ψ}. We reﬁne our analysis associated with the Mills
ratio, getting remainder estimates assuming Nn is subexponential in n.
Sections 2–5 are preoccupied largely with proving only half of Theorems 1.2–1.5;
namely the bounds ρ(δ) ≥ c1/log(c2/δ). Section 6 gives the arguments establishing
inequalities in the other direction, in the process completing the proofs of Theorems
1.2–1.5.
Section 7 shows how our face-counting results generate the applications men-
tioned in Section 1.1. It also presents empirical results showing that our asymptotic
results work at moderate sample sizes and translates our asymptotic results into
ﬁnite-sample bounds. It also considers extensions of this work and compares our
results with other recent work.
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2. Definitions of ρ
+
S, ρ
+
W, ρ
±
S, ρ
±
W
The various ρ quantities referred to in Theorems 1.2–1.5 have so far been dis-
cussed behaviorally, by their role in locating or bounding phase transitions in face
counts. In this section, we review an analytic deﬁnition for these quantities given
in [10, 12]. The deﬁnition unfortunately requires a considerable amount of machin-
ery associated with convex integral geometry. Equipped with such machinery, the
claims made by Theorems 1.2–1.5 can be translated into sharply deﬁned questions
about the leading-order asymptotics of certain exponents. Sections 3 and 6 answers
those questions.
2.1. Expected face counts of projected polytopes. Let Q be a polytope in RN
and A : RN  → Rn a random ortho-projection, uniformly distributed on the Grass-
mann manifold of all such projectors. Aﬀentranger and Schneider [1] developed a
useful identity for the expected number of faces of AQ [1]:
(2.1) Efk(AQ)=fk(Q) − 2

 
  
F∈Fk(Q)

G∈F (Q)
β(F,G)α(G,Q);
here Fk(Q) denotes the set of k-faces of Q,e a c hF is a subface of G,a n d
 
denotes the sum over   = n+1,n+3,... where  <N. We are intensely interested
in the discrepancy between the expected number of faces of the projected polytope
AQ and the necessarily larger number of faces of the original polytope Q, i.e. in
knowing on average, how many faces are lost in the projection from RN to Rn.
The discrepancy in question is
(2.2) ∆(k,n,N;Q): =fk(Q)−Efk(AQ)=2

 
  
F∈Fk(Q)

G∈F (Q)
β(F,G)α(G,Q).
Here the sum covers the external angles between the original polytope Q and its
subfaces G, α(G,Q), multiplied by the sum of all internal angles between each
particular subface G and its faces F, β(F,G). For deﬁnitions of these angles see
e.g. Gr¨ unbaum [19, Chapter 14], Matousek [26], or Aﬀentranger and Schneider [1].
2.2. Analytic deﬁnition of ρ
+
S, ρ
±
S. In the remainder of the paper we are always
interested in just two choices of Q:t h es i m p l e x ,Q = TN−1, and the cross-polytope,
Q = CN. Various quantities associated with the simplex case will be labeled with
superscript + (as the interior of the standard simplex consists of positive vectors)
and objects associated with the cross-polytope case will be labelled with superscript
± (as the standard cross-polytope contains vectors with entries of both signs). We
frequently use   as a superscript in a statement which concerns either case, implying
two diﬀerent statements, with obvious substitutions.
In the introduction, the functions ρ
+
S and ρ
±
S were partially characterized by the
claim that, for (kn,n,N n) growing proportionally and limit ratios (kn/n,n/Nn) →
(ρ,δ)w i t hρ<ρ  
S(δ), then
(2.3) ∆(kn,n,N n;Q) → 0,n →∞ .
[Note: To make sure the reader follows our convention for  , the previous sentence
is actually two sentences, one for the symbol binding ( ,Q)=( + ,TN−1)a n do n e
for the symbol binding ( ,Q)=( ±,CN).] It was also stated that if ρ>ρ  
S,t h e n
for some sequence (kn)o b e y i n gkn <ρ nand some  >0,
(2.4) liminf
n→∞
∆(kn,n,N n;Q) ≥  >0.
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The papers [10, 12] actually deﬁned ρ 
S(δ) with the following stronger property:
if ρ<ρ  
S(δ), then, in the proportional growth setting (1.5) for some  >0a n d
n>n 0( ,ρ), we have
(2.5) ∆(kn,n,N n;Q) ≤ Nn exp(−Nn ).
Those papers implied/stated without proof that if ρ>ρ  
S, then for some sequence
kn <ρ n ,s o m e >0, and n0 we have
(2.6) ∆(kn,n,N n;Q) ≥ exp(N ),n > n 0.
While conceptually both (2.3) and (2.4) are equally important parts of the pic-
ture, in practice (2.3) is the more useful/surprising. Hence in Sections 3–5 of
this paper we focus on supporting assertions like (2.3) and (2.5) showing that the
discrepancy is small, rather than assertions like (2.4) and (2.6) showing that the
discrepancy is large. Section 6 will return to (2.4) and (2.6).
The analysis supporting the bound (2.5) for the unit simplex and cross-polytope
went by ﬁrst rewriting (2.2) as a sum of contributions due to faces of diﬀerent
dimensions:
∆(kn,n,N n;Q)=

 
 
D 
 ,n,
where
D 
 ,n := 2

F∈Fk(Q)

G∈F (Q)
β(F,G)α(G,Q).
The papers [12, 10] deﬁned functions Ψ 
net(ν,γ)f o r  ∈{ +,±} associated with our
two choices for Q (restated in Sections 2.4 and 2.5 and illustrated in Figure 2.1 for
Ψ
+
net); these can be used to bound D 
 ,n as follows.
Put ν ,n =  /Nn and γ ,n = kn/ , and note that ν ,n ∈ [δ,1] and γ ,n ∈ [0,ρ]o v e r
the relevant range   = n +1 ,n+2 ,... where  <N n. In the proportional growth
setting [12, 10] showed that, for each  >0, there is n0( ;δ,ρ)s ot h a t
(2.7) N−1
n log(D 
 ,n) ≤ Ψ 
net(ν ,n,γ  ,n)+3  ,   = n +1 ,n+3 ,..., n≥ n0,
Since our focus is the condition (2.5), we of course are interested in conditions
guaranteeing that the right side is negative, uniformly over the admissible domain
of (ν,γ) pairs obeying ν ≥ δ, γ ≤ ρ.
Deﬁnition 2.1. The maximal operator M[ ] associated to the family of rectan-
gles where ν ∈ [δ,1], γ ∈ [0,ρ] takes a function ψ(ν,γ) and delivers the maximal
function M[ψ](δ,ρ) deﬁned by
M[ψ](δ,ρ)=s u p {ψ(ν,γ):ν ∈ [δ,1],γ∈ [0,ρ]}.
Applying this operator to each Ψ 
net yields two maximal functions, M[Ψ
+
net]a n d
M[Ψ
±
net], to be studied extensively below. Finally we can give an analytic deﬁnition
for the key quantities in Theorems 1.3 and 1.5:
Deﬁnition 2.2. For   ∈{ +,±}, deﬁne the strong phase transition ρ 
S(δ)a st h e
‘ﬁrst’ zero of M[Ψ 
net]:
ρ 
S(δ)=i n f{ρ : M[Ψ 
net](δ,ρ)=0 ,ρ∈ [0,1]}.
Deﬁnition 2.2 is depicted in Figure 2.1.
Several properties of the ρ 
S are known from [10, 12]. These functions are strictly
positive on [0,1], strictly increasing, with limit 0 as δ tends to 0 and limits ≈ .3679
and .1685 (  =+ ,±, respectively) as δ tends to 1.
Licensed to University of Edinburgh. Prepared on Thu Jun 27 08:04:17 EDT 2013 for download from IP 129.215.104.50.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-useCOUNTING FACES OF RANDOMLY PROJECTED POLYTOPES 13
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
δ
ρS
+(δ)
M[  ψnet
+ ](δ0,ρS
+ (δ0))=0
M[  ψnet
+ ](δ1,ρS
+ (δ1))=0
ρ
Figure 2.1. Throughout the shaded region Ψ
+
net ≤ 0. Therefore
the maximal function is ≤ 0 at the upper left corner (δ0,ρ
+
S(δ0)); in
fact, M[Ψ
+
net](δ0,ρ) < 0f o rρ<ρ
+
S(δ0), and M[Ψ
+
net](δ0,ρ
+
S(δ0)) =
0; this is the “ﬁrst” zero of M[ ]. The family of such ﬁrst zeros of
M[Ψ
+
net](δ,ρ) deﬁnes ρ
+
S(δ).
The functions M[Ψ 
net] are continuous. It follows that for ρ<ρ  
S(δ),
M[Ψ 
net](δ,ρ) < 0.
Setting   = |M[Ψ 
net](δ,ρ)|/4,
(2.8) N−1 log(D 
 ,n) ≤−  ,   = n +1 ,n+3 ,....
The result (2.5) follows.
2.3. Analytic deﬁnition of ρ
+
W, ρ
±
W. The papers [12] and [10] also deﬁned phase
transitions ρ
+
W and ρ
±
W. Conceptually, these quantities are deﬁned by the notion
that, for (kn,n,N n) growing proportionally with limit ratios (kn/n,n/Nn) → (ρ,δ),
then if ρ<ρ  
W(δ), the relative discrepancy is negligible, i.e.
(2.9) ∆(k,n,N;Q)/fk(Q)=o(1),k =0 ,..., ρn ,n →∞ ,
while for ρ>ρ  
W(δ) the relative discrepancy can be substantial; for some sequence
(kn)o b e y i n gkn <ρ nand some  >0a n dn0,
(2.10) ∆(k,n,N;Q)/fk(Q) ≥  >0,n > n 0.
Again while conceptually both (2.9) and (2.10) are equally important, practically
speaking, the former is more useful/signiﬁcant than the latter, which mainly serves
to show that we cannot substantially improve on (2.9). We will focus on (2.9) in
Sections 3–5 and then return to discussion of (2.10) in Section 6.
Deﬁne
(2.11) Ψ
+
face(ν,γ)=H(νγ),
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with H(·)t h et y p e - e Shannon entropy (2.17), so that under proportional growth
N−1
n logfkn(TNn−1) → Ψ
+
face(ρ,δ),n →∞ .
Also, put
(2.12) Ψ
±
face(ν,γ)=H(νγ)+νγloge(2),
so that under proportional growth
N−1
n logfkn(CNn) → Ψ
±
face(ρ,δ),n →∞ .
Deﬁnition 2.3. For   ∈{ +,±}, deﬁne ρ 
W(δ) as the ‘ﬁrst’ zero of M[Ψ 
net−Ψ 
face]:
ρ 
W(δ)=i n f{ρ : M[Ψ 
net − Ψ 
face](δ,ρ)=0 ,ρ∈ [0,1]}.
If ρ<ρ  
W(δ), in the proportional growth setting, then for some  >0w eh a v e
(2.13) ∆(k,n,N;Q)/fk(Q) ≤ N exp(−N ),n > n 0.
This establishes (2.9). The ρ 
w(δ) were calculated and displayed in [10, 12].
2.4. Simplex exponent Ψ
+
net. We now give more details about the exponent Ψ
+
net
for the simplex TN−1. We begin with observations by Aﬀentranger and Schneider
[1] and Vershik and Sporyshev [34], that
• there are
 N
k+1

k-faces of TN−1;
• for  >k ,t h e r ea r e
N−k−1
 −k

 -faces of TN−1 containing a given k-face of
TN−1;
• the faces of TN−1 are all simplices, and the internal angle β(F,G)=
β(Tk,T ), where Td denotes the standard d-simplex.
Thus, for   = n +1 ,n+3 ,...we can write
D
+
 ,n =2

N
k +1

N − k − 1
  − k

· β(Tk,T ) · α(T ,TN−1)
= C
+
 ,n · β(Tk,T ) · α(T ,TN−1),
with C
+
 ,n denoting the combinatorial prefactor.
Each of the factors in this product has either exponential growth or decay. We
will soon deﬁne associated exponents Ψ+
com,Ψ
+
int,a n dΨ
+
ext so that, for any  >0
and n>n 0(δ,ρ),
N−1 log(C
+
 ,n) ≤ Ψ+
com(ν ,n,γ  ,n)+ , (2.14)
N−1 log(β(Tk,T )) ≤− Ψ
+
int(ν ,n,γ  ,n)+ , (2.15)
and
(2.16) N−1 log(α(T ,TN−1)) ≤− Ψ
+
ext(ν ,n)+ ,
uniformly in   = n +1 ,n+3 ,...where  <N.
The exponents were introduced in [12], which showed (2.14)–(2.16); we repeat the
deﬁnitions, although the reader should not expect much insight at this point. The
deﬁnitions are restated in Section 4: equations (4.1), (4.5), (4.11), and (4.16), where
further details emerge. The combinatorial exponent involves the base-e Shannon
entropy:
(2.17) H(p)=plog(1/p)+( 1− p)log(1/(1 − p)).
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Thus,
(2.18) Ψ+
com(ν,γ): =H(ν)+νH(γ).
The internal exponent is
(2.19) Ψ
+
int(ν,γ): =ν(1 − γ)

log(yγ/γ)+
1
2
log(2π)+
γ − 1
2γ
y2
γ
	
.
Here yγ is deﬁned implicitly by
(2.20)
1 − γ
γ
yγ = sγ with R(sγ)=1− γ,
where
(2.21) R(s): =ses
2/2

 ∞
s
e−y
2/2dy.
The function R(s) is closely related to a fundamental tool for studying tail proba-
bilities of the standard Normal distribution – the so-called Mills’ ratio of the normal
distribution, [24, Sec. 5.37] about which more will be said in later sections. The
fact that R(s) → 1a ss →∞signiﬁes that the tail probability under the nor-
mal distribution is asymptotic to s−1 times the normal density. Details of this
approximation will be crucial for our work here. Finally, the external exponent is
(2.22) Ψ
+
ext(ν): =νx2
ν − (1 − ν)logQ(xν),
with xν the solution of
(2.23)
2xQ(x)
q(x)
+1− ν−1 =0 ;
here q(x): =π−1/2e−x
2
and Q(x)=
 x
−∞ q(y)dy.N o t e t h a t Q(·) is the normal
distribution with mean zero and standard deviation 1/
√
2, and so xν is again asso-
ciated with the relationship between tail probabilities and density. The deﬁnition of
the external angle seems at ﬁrst very similar to the deﬁnition of the internal angle;
however, note that Q(x) → 1a sx →∞ , while q(x) → 0 rapidly. This diﬀerence is
reﬂected in the behavior of the xν as a function of ν which is very diﬀerent than
the behavior of yγ as a function of γ.
These Ψ-functions are all smooth functions of their arguments. For details on
these exponents, see either the original source [12], where graphical displays are
provided, or Section 4 below.
It follows from (2.14)–(2.16) that for   = n +1 ,n+3 ,...,
N−1 log(D
+
 ,n) ≤ Ψ+
com(ν ,n,γ  ,n) − Ψ
+
int(ν ,n,γ  ,n) − Ψ
+
ext(ν ,n,γ  ,n)+3  .
Deﬁning now
Ψ
+
net(ν,γ): =Ψ +
com(ν,γ) − Ψ
+
int(ν,γ) − Ψ
+
ext(ν)
provides us the desired property (2.7) referred to earlier, in the simplex case. Graphs
were presented in [12] showing the exponent’s behavior for γ = .5555 over the range
ν ∈ (.5555,1]. Software is available to make similar graphs for other parameter
choices.
Licensed to University of Edinburgh. Prepared on Thu Jun 27 08:04:17 EDT 2013 for download from IP 129.215.104.50.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use16 DAVID L. DONOHO AND JARED TANNER
2.5. Ψ
±
net, cross-polytope exponent. B¨ or¨ oczky and Henk [3] previously studied
the expected number of faces for the randomly projected cross-polytope CN,a n d
although the analysis is quite diﬀerent, we utilize a number of their observations.
• There are 2k+1 N
k+1

k-faces of CN.
• For  >k ,t h e r ea r e2  −kN−k−1
 −k

 -faces of CN containing a given k-face
of CN.
• The faces of CN are all simplices, and the internal angle β(F,G)=β(Tk,T ).
• The external angle α(G ,CN)i st h es a m ef o ra l l -faces of CN, the closed
form expression of which was originally given in [3]. A version written in
our notation was developed in [10] and is spelled out below in (5.11).
Thus, for   = n +1 ,n+3 ,...we can write
D
±
 ,n =2 · 2  ·

N
k +1

N − k − 1
  − k

β(Tk,T )α(F ,CN)
= C
±
 ,n · β(Tk,T ) · α(F ,CN),
with C
±
 ,n the combinatorial prefactor.
The factors in this product again have either exponential growth or decay. We
will soon deﬁne associated exponents Ψ±
com,Ψ
±
int,a n dΨ
±
ext so that, for any  >0
and n>n 0( ),
N−1 log(C
±
 ,n) ≤ Ψ±
com(ν ,n,γ  ,n)+ , (2.24)
N−1 log(β(Tk,T )) ≤− Ψ
±
int(ν ,n,γ  ,n)+ , (2.25)
and
(2.26) N−1 log(α(F ,CN)) ≤− Ψ
±
ext(ν ,n)+ ,
uniformly in   = n +1 ,n+3 ,...where  <N. It follows that for n>n 0,
N−1 log(D
±
 ,n) ≤ Ψ±
com(ν ,n,γ  ,n) − Ψ
±
int(ν ,n,γ  ,n) − Ψ
±
ext(ν ,n,γ  ,n)+3  .
The exponents were introduced in [10], which showed (2.24)–(2.26); we rehearse
the deﬁnitions, admitting they yield little insight at this point. The deﬁnitions are
restated in Section 4; where further information can be obtained. The combinatorial
exponent again involves the base-e Shannon entropy H:
(2.27) Ψ±
com(ν,γ): =H(ν)+νH(γ)+ν loge(2);
thus Ψ±
com =Ψ +
com + ν loge(2). The internal exponent is actually the same as in
the simplex case: Ψ
+
int =Ψ
±
int. Finally, the external exponent is
(2.28) Ψ
±
ext(ν): =νy2
ν − (1 − ν)logG(yν),
with yν the solution to
(2.29)
2yG(y)
g(y)
+1− ν−1 =0 ,
and g(y): =2 π−1/2e−y
2
, G(y)=e r f ( y)=
 y
0 g(w)dw.H e r e G(·) is the error
function, also called the Half-Normal distribution HN(0, 1
2). Again the Ψ’s are
smooth functions of their arguments.
Deﬁning now
Ψ
±
net(ν,γ): =Ψ ±
com(ν,γ) − Ψ
±
int(ν,γ) − Ψ
±
ext(ν)
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provides us, in the cross-polytope case, the property (2.7) referred to earlier. In
[10] it was shown that this is a well-deﬁned and in fact nicely behaved quantity as
a function of γ for each ﬁxed ν. Graphs in [10] portray its behavior over the range
ν ∈ (.5555,1] for δ = .5555; software is available to compute similar graphs as other
values for ν.
3. Asymptotics of Ψ 
net as δ → 0
We now turn to the asymptotics at the heart of Theorems 1.2–1.5. As indi-
cated earlier, in Sections 3–5 we focus on establishing lower bounds on ρ-functions,
practically the most ‘important’ or ‘surprising’ part of our results.
We introduce a parametrized family of simple comparison functions r (δ)o ft h e
form |τ log(c · δ)|−1 and control the behavior of ρ (δ) by studying the maximal
functions along the trajectories (δ,r (δ)) as δ → 0. The central point will be that
for τ>τ 0, each associated maximal functions is asymptotically negative along the
trajectory (δ,r (δ)). This forces ρ (δ) >r  (δ).
We will also glean insights useful for establishing upper bounds on ρ-functions.
It will emerge that ﬁxing τ>τ 0 deﬁnes a trajectory along which the net exponents
are asymptotically positive and that ﬁxing τ = τ0 deﬁnes a trajectory such that
the diﬀerence between net and face exponents is vanishing; it will be explained in
Section 6 how this implies the upper bound half of Theorems 1.2–1.5.
It is convenient to develop the results in a permuted order.
3.1. Theorem 1.3. Fix τ>2e and deﬁne r
+
S (δ): =r
+
S(δ;τ): =|τ log(δ2
√
π)|−1.
In what follows, τ is always held ﬁxed throughout an argument, while δ is sent
towards 0.
We intend to show that there is δ
+
S = δ
+
S (τ) > 0s ot h a t
(3.1) M[Ψ
+
net](δ,r
+
S(δ)) < 0, 0 <δ<δ
+
S .
This establishes the lower-bound half of Theorem 1.3, i.e. that
ρ
+
S(δ) ≥| 2elog(δ2
√
π)|−1 · (1 + o(1)).
The other half of Theorem 1.3 can be inferred from the fact that if we instead have
τ<2e,t h e r ei sδ0 = δ0(τ) > 0w i t h
Ψ
+
net(δ,r
+
S(δ)) > 0, 0 <δ<δ 0.
See further discussion in Section 6 below.
We start the proof of (3.1) by observing that the maximal operator M[]b e -
comes ‘transparent’ in the limit δ → 0 if we stay along the trajectory (δ,r
+
S(δ;τ)).
Corollary 4.1 below shows that, if τ>2e,f o rs o m eδ1 = δ1(τ) > 0,
(3.2) Ψ
+
net(δ,r
+
S(δ)) = M[Ψ
+
net](δ,r
+
S(δ)), 0 <δ<δ 1.
The following limiting behavior of the individual exponents as δ → 0 and/or
ρ → 0 will be derived in Section 4; see (4.3), (4.8), (4.15):
Ψ+
com(δ,ρ)=δ [log(1/δ)+1+O(δ ∨ ρlogρ)], max(ρ,δ) → 0, (3.3)
Ψ
+
int(δ,ρ)=−
1
2
δ [logρ +l o g ( e/2π)+O(ρlogρ)],ρ → 0, (3.4)
Ψ
+
ext(δ)=δ

logz
+
δ −
1
2
loglogz
+
δ +1+O

loglogz
+
δ
logz
+
δ
	
,δ → 0; (3.5)
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here z
+
δ := (δ2
√
π)−1, O(x) denotes a term bounded by Const·|x| for all suﬃciently
small |x|,a n dx ∨ y is the maximum of x and y.
From Ψ
+
net =Ψ +
com − Ψ
+
int − Ψ
+
ext we have, with ρ = r
+
S(δ),
M[Ψ
+
net](δ,ρ)=δ
1
2

logρ +l o gl o gz
+
δ +l o g ( 2 e)+O

δ ∨ ρlogρ ∨
loglogz
+
δ
logz
+
δ
	
,
= δ
1
2

log

2e
τ

+ O

loglogz
+
δ
logz
+
δ
	
,δ → 0. (3.6)
The O( ) term tends to zero with δ.N o w τ>2e so log(2e/τ) < 0; for some
δ2(τ) > 0 the bracketed term stays negative on 0 <δ<δ 2(τ). Formula (3.1)
follows with δ
+
S (τ)=m i n ( δ1(τ),δ 2(τ)). 
3.2. Theorem 1.2. With (3.6) in hand, it is now convenient to prove the lower
bound in Theorem 1.2.
Fix τ>2 and deﬁne r
+
W(δ): =r
+
W(δ;τ): =[ τ log(1/δ)]−1. We will show that
there is δ
+
W = δ
+
W(τ) > 0s ot h a t
(3.7) M[Ψ
+
net − Ψ
+
face](δ,r
+
W(δ)) < 0, 0 <δ<δ
+
W.
Below, Corollary 4.3 shows that the maximal function becomes ‘transparent’ –
namely that, ﬁxing τ>2, there is δ1 = δ1(τ) > 0s ot h a t
(3.8) M[Ψ
+
net − Ψ
+
face](δ,r
+
W(δ)) = (Ψ
+
net − Ψ
+
face)(δ,r
+
W(δ)), for δ<δ 1.
Recall (3.3)–(3.5) and (2.11). From (4.4) as the asymptotics for (2.11) we obtain
the following display, in which ρ = r
+
W(δ):
M[Ψ
+
net − Ψ
+
face](δ,ρ)=δ
1
2

logρ − 2ρlog(1/δ)+l o gl o gz
+
δ +l o g ( 2 e)
+O

δ ∨ ρlogρ ∨
loglogz
+
δ
logz
+
δ
	
,
= δ
1
2

log

2e
τ

−
2
τ
+ O

loglog1/δ
log1/δ
	
,δ → 0. (3.9)
Since log(1 + x) <xfor x ∈ (−1,∞), by setting 1 + x =2 /τ,w es e et h a tτ>2
implies log(2e/τ)−2/τ < 0. Hence there is δ2(τ) > 0 so that the term in brackets is
negative for δ suﬃciently small. Deﬁne now δ
+
W(τ)=m i n ( δ1(τ),δ 2(τ)), establishing
(3.7).
Looking further ahead to proving the upper bound half of the theorem, we record
the following remark. Fix τ =2 .T h e na sδ → 0,
(3.10) (Ψ
+
net − Ψ
+
face)(δ,r
+
W(δ)) → 0.
The implications will emerge in Section 6. 
3.3. Theorem 1.5. The proof of this lower bound is structurally analogous to the
proof of the lower bound in Theorem 1.3.
Fix τ>2e, and deﬁne r
±
S (δ): =r
±
S (δ;τ): =|τ log(δ
√
π)|−1. As in the proof of
Theorem 1.3, we will show there is δ
±
S = δ
±
S (τ) > 0s ot h a t
(3.11) M[Ψ
±
net](δ,r
±
S (δ)) < 0, 0 <δ<δ
±
S .
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This establishes half of Theorem 1.5. Again, the other half can be inferred from
the fact that for τ<2e there is δ0 = δ0(τ) > 0w i t h
M[Ψ
±
net](δ,r
±
S (δ)) > 0, 0 <δ<δ 0.
Section 6 will give the details.
Corollary 4.2 below shows that the maximal operator M[ ] becomes transparent
in the limit δ → 0; for some δ1 = δ1(τ) > 0,
(3.12) Ψ
±
net(δ,r
±
S (δ)) = M[Ψ
±
net](δ,r
±
S (δ)), 0 <δ<δ 1.
The following limiting behavior of the individual exponents as δ → 0 and/or
ρ → 0 will be derived in Section 4; see (4.3), (4.8), and (4.18):
Ψ±
com(δ,ρ)= δ [log(1/δ)+1+l o g e(2) + O(δ ∨ ρlogρ)], max(ρ,δ) → 0, (3.13)
Ψ
±
int(δ,ρ)=−
1
2
δ [logρ +l o g ( e/2π)+O(ρlogρ)],ρ → 0, (3.14)
Ψ
±
ext(δ)= δ

logz
±
δ −
1
2
loglogz
±
δ +1+O

loglogz
±
δ
logz
±
δ
	
,δ → 0, (3.15)
where z
±
δ := (δ
√
π)−1.
Combining asymptotics using Ψ
±
net =Ψ ±
com−Ψ
±
int−Ψ
±
ext yields, with ρ = r
±
S (δ),
M[Ψ
±
net](δ,ρ)=δ
1
2

logρ +l o gl o gz
±
δ +l o g ( 2 e)+O

δ ∨ ρlogρ ∨
loglogz
±
δ
logz
±
δ
	
,
= δ
1
2

log

2e
τ

+ O

loglogz
±
δ
logz
±
δ
	
,δ → 0. (3.16)
As log(2e/τ) < 0, there is δ2(τ) > 0 so the term in brackets is negative for 0 <δ<
δ2(τ). Setting δ
±
S (τ)=m i n ( δ1(τ),δ 2(τ)), (3.11) follows. 
3.4. Theorem 1.4. Structurally, the argument for this lower bound resembles that
in the proof of Theorem 1.2, in the same way as the proof of the lower bound in
Theorem 1.5 resembles that in Theorem 1.3.
Fix τ>2 and deﬁne r
±
W(δ): =r
±
W(δ;τ): =[ τ log(1/δ)]−1.N o t e t h a t r
+
W(δ)=
r
±
W(δ), unlike the strong threshold comparison functions r
+
S (δ)a n dr
±
S (δ), which
are not equal. We will show that for δ
±
W = δ
±
W(τ) > 0,
(3.17) M[Ψ
±
net − Ψ
±
face](δ,r
±
W(δ)) < 0, 0 <δ<δ
±
W.
Corollary 4.4 shows that the maximal function machinery again simpliﬁes for small
δ.T h u sf o rτ>2a n df o rδ1 = δ1(τ) > 0,
(3.18) M[Ψ
±
net − Ψ
±
face](δ,r
±
W(δ)) = (Ψ
±
net − Ψ
±
face)(δ,r
±
W(δ)), 0 <δ<δ 1.
Recall (3.16) and (2.12) with asymptotic behavior following from (4.4). We have
the following display, in which ρ = r 
W(δ):
M[Ψ
±
net − Ψ
±
face](δ,ρ)=δ
1
2

logρ − 2ρlog(1/δ)+l o gl o gz
+
δ +l o g ( 2 e)
+O

δ ∨ ρlogρ ∨
loglogz
±
δ
logz
+
δ
	
,
= δ
1
2

log

2e
τ

−
2
τ
+ o(1)
	
,δ → 0. (3.19)
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As in the proof of the lower bound for Theorem 1.2, for each τ>2t h e r ei s
δ2(τ) > 0 so that the term in brackets is negative for all δ ∈ (0,δ 2). Setting
δ
±
W(τ)=m i n ( δ1(τ),δ 2(τ)), (3.17) follows. 
4. Analysis of the exponents
We now verify earlier claims about the asymptotic behavior of the exponents.
4.1. Combinatorial exponents, Ψ 
com. The combinatorial exponents for the sim-
plex and cross-polytope were deﬁned in (2.18) and (2.27), respectively; they obey
(4.1) Ψ+
com(ν,γ)=Ψ ±
com(ν,γ) − ν loge(2) := H(ν)+νH(γ),
where again H(p)=plog(1/p)+( 1− p)log(1/(1 − p)) is the (base-e) Shannon
entropy. Both identities in (4.1) derive from the limit
(4.2) n−1 log

n
 pn 

→ H(p),n →∞ ,p ∈ [0,1],
which of course is fundamental in asymptotic analysis and has proven useful in
earlier research concerning polytopes [34, 9, 10]. The asymptotic behavior
(4.3) Ψ+
com(ν,γ)=ν [log(1/ν)+1+O(ν ∨ γ logγ)],ν ∨ γ → 0,
follows directly from that of the Shannon entropy,
(4.4) H(p)=plog(1/p)+p + O(p2),p → 0.
4.2. Internal exponents, Ψ 
int. The internal-angle exponent is the same for both
  =+a n d  = ±; it was deﬁned in (2.19) by
(4.5) Ψ 
int(ν,γ): =ν(1 − γ)

log(yγ/γ)+
1
2
log(2π)+
γ − 1
2γ
y2
γ
	
,
where yγ was deﬁned implicitly by
(4.6)
1 − γ
γ
yγ = sγ, and sγ solves R(sγ)=1− γ;
here R(s) – deﬁned at (2.21) – is closely associated to a famous quantity in prob-
ability theory, the Mills’ ratio of the standard Normal distribution [24, Sec 5.38].
The asymptotic properties of sγ as γ → 0 (and hence also of yγ) were studied in
[10] using properties of Laplace’s asymptotic series for R. In the Appendix, we
reﬁne that approach, obtaining the following error bounds.
Lemma 4.1.
(4.7) yγ =
γ1/2
1 − γ
+ r2(γ), with |r2(γ)|≤4γ3/2 for γ ≤ 1/30.
The behavior (3.4) of the internal exponent as γ → 0 follows from this lemma
directly. Indeed, substitute the behavior of yγ given by Lemma 4.1, and rearrange
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terms:
Ψ 
int(ν,γ)=ν(1 − γ)

log(yγ/γ)+
1
2
log(2π)+
γ − 1
2γ
y2
γ
	
= ν(1 − γ)
1
2

−logγ +l o g ( 2 π) −
1
1 − γ
− 2

log(1 − γ)+γ−1/2r2(γ)+
1 − γ
2γ
r2
2(γ)+l o g

1+
(1 − γ)r2(γ)
γ1/2
	
= ν(1 − γ)
1
2
[−logγ +l o g ( 2 π/e)+O(γ)],γ → 0( b y ( 4 . 7 ) )
= −
1
2
ν [logγ +l o g ( e/2π)+O(γ logγ)],γ → 0; (4.8)
this is (3.4). 
4.3. External exponents, Ψ 
ext. Each external exponent Ψ 
ext is deﬁned implicitly
through a relation qualitatively resembling
(4.9) f(x(z),z)=0 , where f(x,z)=xex
2
− z,
that is to say, we will soon be interested in quantities resembling the solution x(z).
We brieﬂy sketch an analysis technique for such quantities.
Our approach approximates the asymptotic behavior of x(z)f o rz large by
x2(z)=

logz −
1
2
loglogz;
the approximation error obeys
|x(z) − x2(z)|≤
loglogz
2logz
as z →∞ .
The subscript 2 signals that x2(z) is the second in a sequence of approximations.
The sequence starts from a very crude approximation, x1(z), and then improves
with each stage. The initial approximation, x1 :=
√
logz, is obtained by treating
the factor x in (4.9) as if it were constant, so that instead of solving (4.9), we simply
solve
ex
2
1 = z.
This approximation, substituted into equation (4.9), yields an error
(4.10) f(x1,z)=z((logz)1/2 − 1).
The next approximation, x2, comes from attempting to cancel the (logz)1/2 factor
in the above error. This is done by solving
ex
2
2 = z(logz)−1/2,
which indeed yields x2(z). This sequence continues on to increasingly accurate
approximations, but we stop here because the second term is suﬃciently accurate
for our purposes.
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4.3.1. Simplex case Ψ
+
ext. Recall the deﬁnition given in (2.22):
(4.11) Ψ
+
ext(ν): =νx2
ν − (1 − ν)logQ(xν),
where xν solves
(4.12)
2xQ(x)
q(x)
+1− ν−1 =0 ;
here q(x): =π−1/2e−x
2
and Q(x)=
 x
−∞ q(y)dy is related to the error function by
Q(x) = 2(1+erf(x)). Since there is no closed form solution to Q(x)=c as a function
of c, to analyze the implicitly deﬁned xν, we develop an asymptotic approximation
using the technique just sketched. Deﬁne
(4.13) z+ = z+(ν): =( ν2
√
π)−1, ˜ xν :=

logz+ −
1
2
loglogz+
	1/2
.
In the Appendix, we prove the approximation result:
Lemma 4.2. There is ν0 > 0 so that
xν =˜ xν + r3(ν), ˜ xν :=

logz+ −
1
2
loglogz+
	1/2
,
|r3(ν)|≤
1
2

logz+ −
1
2
loglogz+
−1/2 loglogz+
logz+ , 0 <ν<ν 0.
We now plug this approximation into (4.11) and derive the asymptotic behavior.
As the cumulative distribution of normal Q(·) famously has no known closed form
expression, we approximate Q(x)f o rl a r g ex using the asymptotic series [24, Sec.
5.38],
Q(x)=1−
e−x
2
2
√
πx
∞ 
r=0
(r − 1/2)!
(−x2)r .
Keeping the ﬁrst two terms and applying bounds from [24, eq (5.109)], we have
Q(x)=1−
1
2
√
πx
e−x
2
+ O(x−3e−x
2
),x →∞ .
Recalling (4.12), we now substitute the approximation to xν from Lemma 4.2; note
that x2
ν =˜ x2
ν+r4(ν)w i t h|r4(ν)|≤2(loglogz+)/logz+ and z+ as in (4.13). Hence,
Q(xν)=Q(˜ xν + r3(ν))
=1−ν

1−
loglogz+
2logz+
	−1/2
· [1+r3(ν)/˜ xν]
−1 e−r4(ν)+O(ν/logz+),ν → 0,
=1− ν + O

ν
loglogz+
logz+

,ν → 0,
from which follows
(4.14) logQ(xν)=ν

1+O

loglogz+
logz+
	
,ν → 0.
We obtain, ﬁnally,
(4.15) Ψ
+
ext(ν)=ν

logz+ −
1
2
loglogz+ +1+O

loglogz+
logz+
	
,ν → 0.
This is (3.5). 
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4.3.2. Cross-polytope case: Ψ
±
ext. The deﬁnition given in (2.28) was
(4.16) Ψ
±
ext(ν): =νy2
ν − (1 − ν)logG(yν),
with yν the solution of
(4.17)
2yG(y)
g(y)
+1− ν−1 =0 ,
where we recall from before g(y)=2 π−1/2e−y
2
on y ≥ 0, and G(y)=e r f ( y)=  y
0 g(w)dw is the error function. The procedure just used in Section 4.3.1 also
works here. We merely state results, omitting proofs.
Let z± = z±(ν): =( ν
√
π)−1,a n ds e t˜ yν =

logz± − 1
2 loglogz±1/2
.
Lemma 4.3. There is ν0 > 0 so that
yν =˜ yν + r5(ν), |r5(ν)|≤
1
2
˜ x−1
ν
loglogz±
logz± , 0 <ν<ν 0.
This approximation is motivated by the asymptotic series of 2yG(y)/g(y), giving
yνey
2
ν − π−1/2ν−1 = O(y−2
ν ).
The series is identical to the series motivating xν in Ψ
+
ext but now z±(ν)=z± :=
π−1/2ν−1. The precise bound on the remainder, r5(ν), can be recovered by following
the same steps as in the proof of Lemma 4.2, replacing J(x,ν)i nt h a tp r o o fb y
2ye−y
2  y
0 e−w
2
dw +1− ν.

The asymptotic behavior of the external exponent,
(4.18) Ψ
±
ext(ν)=ν

logz± −
1
2
loglogz± +1+O

loglogz±
logz±
	
,ν → 0,
follows by substituting ˜ yν, as justiﬁed by Lemma 4.3.
4.4. Maximal function for Ψ 
net. We now support our earlier claim (3.2) that
M[Ψ 
net]=Ψ  
net along the trajectory (δ,r
+
S(δ)) for δ small enough.
Corollary 4.1. Fix τ>2e, and recall the deﬁnition r
+
S (δ): =r
+
S (δ;τ): =
|τ log(δ2
√
π)|−1.T h e r ei sδ1(τ) > 0 so that
Ψ
+
net(δ,r
+
S(δ)) = M[Ψ
+
net](δ,r
+
S(δ)), 0 <δ<δ 1(τ).
This follows from two lemmas, proved in the Appendix, which clarify how Ψnet
changes with ν in the regime of interest.
Lemma 4.4. Fix τ>2e.T h e r e i s δ1 = δ1(τ) > 0 so that for 0 <δ<δ 1 and
0 <γ≤ r
+
S (δ), Ψ
+
net(ν,γ) is a decreasing function of ν for ν ∈ [δ,1).
Lemma 4.5. For 0 <γ<γ 0, Ψ
+
net(ν,γ) is an increasing function of γ.
Similar results hold for the cross-polytope [note the slight diﬀerence in deﬁnition
between r
+
S (δ)a n dr
±
S (δ)].
Corollary 4.2. Pick τ>2e and again set r
±
S (δ): =r
±
S (δ;τ): =|τ log(δ
√
π)|−1.
For δ<δ 0(τ), Ψ
±
net(ν,γ) obtains its maximum value over ν ∈ [δ,1) and γ ≤ r
±
S (δ)
at (ν,γ)=( δ,r
±
S (δ)):
Ψ
±
net(δ,r
±
S (δ)) = M[Ψ
±
net](δ,r
±
S (δ)).
We omit the proof, whose arguments parallel those for Lemmas 4.4 and 4.5.
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4.5. Maximal function for Ψ 
net−Ψ 
face. We now consider the maximal function
associated with the weak exponent, establishing the earlier claim (3.8).
Corollary 4.3. Fix τ>2.T h e r ei sδ1 = δ1(τ) > 0 so that
(Ψ
+
net − Ψ
+
face)(δ,r
+
W(δ)) = M[Ψ
+
net − Ψ
+
face](δ,r
+
W(δ)), 0 <δ<δ 1.
This follows immediately from the next lemmas, which are proven in the Appen-
dix.
Lemma 4.6. Fix τ>2.F o r0 <δ<δ 1(τ), 0 <γ≤ r
+
W(δ), (Ψ
+
net − Ψ
+
face)(ν,γ)
is a decreasing function of ν over ν ∈ [δ,1).
Lemma 4.7. Fix τ>2.F o rδ ∈ (0,δ 1(τ)), ρ ∈ (0,r
+
W(δ)) and ν ∈ [δ,1), (Ψ
+
net −
Ψ
+
face)(ν,γ) is an increasing function of γ , 0 ≤ γ ≤ r
+
W(δ).
Similar results for the cross-polytope are obtained by following the same ar-
guments line-by-line with appropriate substitutions. One obtains the following,
though we omit the argument.
Corollary 4.4. Fix τ>2.T h e r ei sδ1 = δ1(τ) > 0 so that
(Ψ
±
net − Ψ
±
face)(δ,r
±
W(δ)) = M[Ψ
±
net − Ψ
±
face](δ,r
±
W(δ)), 0 <δ<δ 1.
5. Beyond proportional growth
Theorem 1.6 can be reformulated as follows.
Theorem 5.1. Let Nn grow subexponentially with n.
• Strong exponents. Fix τ>2e and consider a sequence (kn) with kn ≤
n · r 
S(n/Nn;τ).T h e r ei sas e q u e n c e( n) with Nn n →∞and
(5.1) N−1
n log(D 
 ,n) ≤−  n,  = n +1 ,n+3 ,....
• Weak exponents. Fix τ>2 and consider a sequence (kn) with kn ≤ n ·
r 
W(n/Nn;τ).T h e r ei sas e q u e n c e( n) with Nn n →∞and
(5.2) N−1
n (log(D 
 ,n) − logfk(Q)) ≤−  n,  = n +1 ,n+3 ,....
To venture outside the proportional growth setting requires to strengthen all
previous arguments. First, we have to show not just that each maximal function
is negative before its ﬁrst zero, but that it is suﬃciently negative in a quantita-
tive sense. Fortunately, the hard work has already been done; summarizing the
implications of (3.6), (3.9), (3.16), and (3.19), we have
Lemma 5.2. Let δn = n/Nn.
• Strong exponents. Fix τ>2e. There are ζ 
S(τ) > 0 so that for n>n 0
(5.3) M[Ψ 
net](δn,r 
S(δn)) < −ζ 
S(τ)δn.
• Weak exponents. Fix τ>2. There are ζ 
W(τ) > 0 so that for n>n 0
M[Ψ 
net − Ψ 
face](δn,r 
W(δn)) < −ζ 
W(τ)δn.
We must also strengthen the previously discussed inequalities (2.14), (2.15),
(2.16), (2.24), (2.25), and (2.26), giving precise information about the remainders.
We start with the combinatorial exponent.
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Lemma 5.3.
(5.4) N−1 logC 
 ,n ≤ Ψ 
com(ν ,n,γ  ,n)+O(N−1 log(N)),
where the O(·) term is uniform in   = n +1 ,n+3 ,....
The proof is given in Section 5.1. We next consider the external angles.
Lemma 5.4.
(5.5) N−1 logα(T ,TN−1) ≤− Ψ
+
ext(ν ,n)+O(N−1 log(N)),
where the O(·) is uniform in   = n +1 ,n+3 ,.... Similarly,
(5.6) N−1 logα(F ,CN) ≤− Ψ
±
ext(ν ,n)+O(N−1 logN),
where the O(·) is uniform in   = n +1 ,n+3 ,....
For the proof see Section 5.2. We ﬁnally consider the internal angles.
Lemma 5.5. Fix τ>2e.
(5.7) N−1 logβ(Tk,T ) ≤− Ψ 
int(ν ,n,γ  ,n)+o(1)Ψ 
net(ν ,n,γ  ,n)+O(N−1 logN),
where the o(·) is uniform in   = n+1,n+3,... and in k =1 ,..., n·r 
S(δn) .F i x
τ>2.
N−1 logβ(Tk,T ) ≤− Ψ 
int(ν ,n,γ  ,n)
+o(1)(Ψ 
net(ν ,n,γ  ,n) − Ψ 
face(ν ,n,γ  ,n)) + O(N−1 logN), (5.8)
where the o(·) is uniform in   = n +1 ,n+3 ,... and in k =1 ,..., n · r 
W(δn) .
We also need analogous results for the number of faces of TN−1 and CN.
Lemma 5.6.
−N−1 logfk(TN−1) ≤ Ψ
+
face(ν,γ)+O(N−1 log(N)),
where the O(·) is uniform in k =1 ,2,...,n. Similarly,
−N−1 logfk(CN) ≤ Ψ
±
face(ν,γ)+O(N−1 log(N)),
where the O(·) is uniform in k =1 ,2,...,n.
For the proof see Section 5.4.
These lemmas easily combine to ﬁnish the argument for Theorem 5.1. Under
the subexponential growth assumption log(Nn)=o(n), the remainder terms
O(N−1
n log(Nn)) = o(n/Nn)=o(δn).
Hence the remainders are much smaller than the bounds on M[ ] terms associated
with (5.2), (5.3). Consider the case of the strong exponent for the cross-polytope.
Uniformly in   = n +1 ,n+3 ,...,
N−1 log(D
±
 ,n) ≤ M[Ψ
±
net](δn,r
±
S (δn)) · (1 + o(1)) + O(N−1
n log(Nn))
≤− ζ
±
S (τ) · δn · (1 + o(1)) + O(N−1
n log(Nn))
< −(ζ
±
S (τ)/2) · δn,n > n 0.
Hence (5.1) follows, with   = ± and  n =( ζ
±
S (τ)/2)δn. The rest of Theorem 5.1
follows similarly. 
It remains to prove Lemmas 5.3–5.6. This we do in the coming subsections.
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5.1. Combinatorial exponents. Stirling’s formula provides error bounds for the
combinatorial exponents.
Lemma 5.7 (Stirling’s inequality, [7]).
(2πn)1/2
n
e
n
≤ n! ≤
5
4
(2πn)1/2
n
e
n
for n ≥ 1.
To verify (5.4), recall the combinatorial factors
C
+
 ,n =2

N
 

 
k +1

and C
±
 ,n =2  +1

N
  +1

  +1
k +1

and that ν ,n =  /N and γ ,n = k/ .
Using Lemma 5.7, we arrive at
(5.9) C 
 ,n ≤
5
8π
· NeNΨ
 
com(ν,γ),
establishing (5.4).
5.2. External angle.
5.2.1. Simplex case Ψ
+
ext. It is enough to show that uniformly over   = n +1 ,n+
3,...,
(5.10) N−1 logα(T ,TN−1) ≤− Ψ
+
ext(ν ,n)+N−1 log(N);
of course, the remainder term is O(log(N)/N). The simplex part of Lemma 5.5
follows.
The external angle for the simplex is given by
(5.11) α(T ,TN−1)=

  +1
π

 ∞
0
e−( +1)x
2

1
√
π

 x
−∞
e−y
2
dy
N− −1
dx.
As before, Q(x): =π−1/2  x
−∞ e−y
2
dy. Recall that ν ,n =  /N and rewrite the
simplex external angle as
(5.12) α(T ,TN−1)=

  +1
π

 ∞
0
exp(−N[ν ,nx2 +( ν ,n − 1)logQ(x)])
e−x
2
Q(x)
dx.
The factor N in the integral might suggest the use of Laplace’s method as in [10].
A simpler, direct approach is possible. The following is obvious but very useful.
Lemma 5.8. Let ψ :[ 0 ,∞)  → R achieve its global minimum at x∗ and let ϕ :
[0,∞)  → [0,∞) be integrable. Then
(5.13)

 ∞
0
exp(−Nψ(x))ϕ(x)dx ≤ exp(−Nψ(x∗))

 ∞
0
ϕ(x)dx.
Recall that xν is the minimizer of [νx2 +( ν − 1)logQ(x)] and
Ψ
+
ext(ν): =νx2
ν +( ν − 1)logQ(xν).
Apply Lemma 5.8 to the integral (5.12); set ψ(x)=[ νx2 +( ν − 1)logQ(x)] and
ϕ(x)=e−x
2
/Q(x). Because ψ(x∗)=Ψ
+
ext(ν)a n d

ϕ =( 3 π)/8, (5.13) yields
(5.14) α(T ,TN−1) ≤ e−NΨ
+
ext(ν) ·

  +1
π
·
3π
8
≤
√
N +1· e−NΨ
+
ext(ν).
Inequality (5.10) follows. 
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5.2.2. Cross-polytope case Ψ
±
ext. Our goal is to prove (5.6). We introduce a per-
turbed version of ν ,n:
 ν ,n = ν ,n +
1
2N
.
Note that  ν ,n ∈ [0,1) as is the unperturbed ν ,n. This is used in our ﬁrst step,
where we ﬁnd that it appears naturally in the bound
(5.15) N−1 logα(F ,CN) ≤− Ψ
±
ext( ν ,n)+N−1 log(N),N > 3.
Note that the remainder is O(N−1 log(N)) uniformly over   ∈ [n+1,N−1], as our
goal requires. Indeed (5.6) is an inequality like (5.15) but with ν ,n rather than  ν ,n.
In our second step, we verify that the perturbation of the argument is unimportant:
(5.16) Ψ
±
ext( ν ,n)=Ψ
±
ext(ν ,n)+O(N−1 log(N)),
uniformly over   = n+1,n+3,...where  <N. The cross-polytope half of Lemma
5.5 then follows. It remains to show (5.15)–(5.16).
The external angle for the cross-polytope is given by
(5.17) α(F ,CN)=

  +1
π

 ∞
0
e−( +1)y
2

2
√
π

 y
0
e−w
2
dw
N− −1
dy.
Following the same approach as for the simplex, recall G(y): =2 π−1/2  y
0 e−w
2
dw
and rewrite the cross-polytope external angle as
(5.18)
α(F ,CN)=

  +1
π

 ∞
0
exp(−N[ ν ,ny2 +( ν ,n − 1)logG(y)])

e−y
2
G(y)
1/2
dy.
Let ψ(y;ν)=νy2 +( ν − 1)logG(y), and let  yν be the minimizer of ψ(·;ν). Set
Ψ
±
ext( ν): =ν y2
ν +( ν − 1)logG( yν).
Apply Lemma 5.8 to the integral (5.18); set ψ = ψ(·; ν ,n)a n dϕ(y)=

e
−y2
G(y)
1/2
.
The factor exp(−Nψ(x∗)) = exp(−NΨ
±
ext( ν ,n)), while

ϕ ≤ 2.175; we obtain
(5.19) α(F ,CN) ≤
5
4
√
  +1e x p ( −NΨ
±
ext( ν ,n)).
Hence
N−1 logα(F ,CN) ≤− Ψ
±
ext( ν ,n)+N−1 log

5
4
√
  +1

,
from which (5.15) follows.
We earlier studied the asymptotic behavior of Ψ
±
ext(ν); see (4.18). The eﬀect of
the perturbation 1/2N in  ν ,n can be bounded simply. Put z±
n = z±( ν ,n). Then
Ψ
±
ext( ν ,n)=( ν ,n+1/2N)

logz±
n −
1
2
loglogz±
n +1+O

loglogz±
n
logz
±
n
	
,n →∞ ,
= ν ,n

logz±
n −
1
2
loglogz±
n +1
	
+O

logz±
n ∨
loglogz±
n
logz
±
n

/N, n →∞ .
Our goal (5.16) follows. Combined with (5.15), we obtain (5.6). 
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5.3. Internal angle. We aim to demonstrate (5.7). We again introduce perturbed
variables:
˜ ν =˜ ν ,n =
  +2
N
, ˜ γ =˜ γ ,n :=
k +1
  +2
.
Our plan is to ﬁrst show that for n>n 0
(5.20) N−1 logβ(Tk,T ) ≤− Ψint(˜ ν,˜ γ)+N−1 log

2
π
(N +3 ) 5/2
	
.
The remainder here is O(N−1 log(N)). We then show that the perturbation of
variables has a negligible impact:
(5.21) Ψint(˜ ν,˜ γ) − Ψint(ν,γ)=o(Ψ 
net)
uniformly in 0 ≤ k ≤ n · r 
S(δn). Our goal (5.7) follows. It remains to prove (5.20),
(5.21).
An expression for the internal angle was developed in [10]:
(5.22) β(Tk,T )=

π
  +2
k +1
1/2
2k− gT+Wm(0);
here gT+Wm(0) denotes the probability density of a certain random variable ex-
pressible as a sum of m + 1 independent random variables; here m =   − k +1 .
The paper [10] used large deviations analysis to bound this term using a certain
nonnegative convex rate function Λ∗ :[ 0 ,∞)  → [0,∞); the bound was
gT+Wm(0) ≤
2
√
π
m2
2θ

 √
2/π
0
y exp

−m
m
2θ

y2+Λ∗(y)

dy+
2
√
π
exp

−
m2
πθ

=: Im + IIm,
say, with m =  −k+1andθ = k+1. The second term was argued to be negligible
in the proportional growth setting by soft analysis; later below we will check that
it is still negligible in the current nonproportional growth setting.
Focusing on the supposedly dominant term Im, substitute in the values for m
and θ and recall that ˜ γ =( k +1 ) /(  +2 ) :
Im =
1
√
π
(  − k +1 ) 2
(k +1 )

 √
2/π
0
y exp

−(  − k +1 )

1 − ˜ γ
˜ γ

y2
2
+Λ ∗(y)
	
dy.
The integral here can be rewritten as
Jm :=

 √
2/π
0
y exp(−N˜ ν(1 − ˜ γ)ξ˜ γ(y))dy,
where, consistent with earlier deﬁnitions,
ξ˜ γ(y)=

1 − ˜ γ
˜ γ

y2
2
+Λ ∗(y)
	
.
Note that y˜ γ is the minimum of ξ˜ γ(y). Again apply Lemma 5.8 to bound Jm;
setting ψ =˜ ν(1 − ˜ γ)ξ˜ γ(y)a n dϕ = y1[0,
√
2/π], (5.13) gives
Jm ≤ exp(−N˜ ν(1 − ˜ γ)ξ˜ γ(y˜ γ))/π.
Note that
Ψint(˜ ν,˜ γ): =˜ ν(1 − ˜ γ)[ξ˜ γ(y˜ γ)+l o g2 ] ,
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and so
2k− −1 exp(−N˜ ν(1 − ˜ γ)ξ˜ γ(y˜ γ)) = exp(−NΨint(˜ ν,˜ γ)).
Noting the presence of a factor 2k−  in (5.22) and noting that   +1− k ≤ N,w e
obtain
β(Tk,T ) ≤ 2

  +2
k +1
1/2 (  − k +1 ) 2
(k +1 )
exp(−NΨint)/π +

π(N +2 )· 2k− IIm
≤ 2(N +2 )
5/2 · exp(−NΨint(˜ ν,˜ γ)) +

π(N +2 )· 2k− IIm. (5.23)
This essentially veriﬁes (5.20).
However, it remains to verify that IIm   Im.P u tµ =

2/π and recall from [10]
that µ = E(T + Wm). We focus on y = µ =

2/π and use the fact that the large
deviations rate function always vanishes at the underlying mean, i.e. Λ∗(µ)=0
essentially by deﬁnition. Then
−m
m
2θ

µ2 +Λ ∗(µ)

=
−m2
πθ
.
It follows that
IIm =e x p ( −N · ˜ ν(1 − ˜ γ)ξ˜ γ(µ)) ·

2
π
.
But by deﬁnition of y˜ γ as the minimizer of ξ˜ γ and the asymptotic y˜ γ → 0,
ξ˜ γ(µ) >ξ ˜ γ(y˜ γ);
in fact ξ˜ γ(µ) ∼ ˜ γ−1µ2   log(˜ γ−1) ∼ ξ˜ γ(y˜ γ)a s˜ γ ≤ r 
W(δn)(1 + o(1)) → 0. Hence
IIm is exponentially smaller than Jm, and (5.20) is fully proven.
As for (5.21), recall that
(5.24) Ψint(˜ ν,˜ γ)=−
1
2
˜ ν

logγ +l o g ( e(1 + k−1)/2π)+o(1)

,
while, if ρ = r 
S(δ),
Ψ 
net(ν,ηρ)=ν
1
2

log

2e
τ

+l o g ( η)+o(1)
	
.
Look now in the vicinity of k = γn,w h e r eγ = η · r 
S(δn).
|Ψ 
int(˜ ν,˜ γ) − Ψ 
int(ν,γ)|
|Ψ 
net(ν,γ)|
≤
min(1,1/η · 1
n·r 
S(δn))+o(1)
|2e
τ +l o g ( η)+o(1)|
= o(1).
Here all the o(1)’s are uniform in 0 ≤ η ≤ 1.
The argument for (5.8) is similar to that of (5.7) detailed above, replacing Ψ 
net
by Ψ 
net − Ψ 
face. 
5.4. Face counts of TN−1 and CN. The number of k-faces for the simplex and
cross-polytope are
fk(TN−1)=

N
k +1

and fk(CN)=2 k+1

N
k +1

.
Invoking Lemma 5.7 and recalling that ν ,n =  /N and γ ,n = k/ , we arrive at
(5.25) fk(TN−1) ≥
8
25

2
π
N−1e
NΨ
+
face(ν,γ)
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and
(5.26) fk(CN) ≥
16
25

2
π
N−1e
NΨ
±
face(ν,γ),
establishing Lemma 5.6.
6. Upper bounds on phase transitions
Until this point, we have focused on establishing lower bounds on the several ρ-
functions introduced in Section 1. Our work so far has given the lower-bound “half”
of Theorems 1.2–1.5; we now give upper bounds on the ρ-functions and complete
the proof of Theorems 1.2–1.5.
We remark, parenthetically, that the “half” already proven is the more surpris-
ing/interesting part of the result, in view of applications. However, the remaining
part settles any question about whether the lower bounds have slack, i.e. whether
they actually agree with the precise phase transitions.
For establishing lower bounds on the ρ’s, we have been applying upper bounds
on the combinatorial factor and on the internal and external angles. Now that we
want upper bounds on the ρ’s, we will turn to lower bounds on the combinatorial
factor and the angles.
The required lower bounds will be developed in later subsections of this section;
eﬀectively we will be using standard ideas such as Stirling’s inequality, Laplace’s
method and the Saddlepoint method.
Before turning to those lower bounds, we give the arguments completing the
proofs of Theorems 1.2–1.5.
6.1. Upper bounds on strong phase transition. The key to tying down the
strong phase transitions ρ 
S is to use the fact that Ψ 
net(δ,·) makes a sign change
at ρ 
S. Indeed, by deﬁnition, Ψ 
net(δ,ρ) has a zero at ρ = ρ (δ); but actually it is
strictly increasing in the vicinity of this zero. For suﬃciently small  >0, we can
ﬁnd ρ = ρ  >ρ  
S(δ)s ot h a t
Ψ 
net(δ,ρ) > 2 .
Set now kn =  ρ n ; for all suﬃciently large n,
(6.1) Ψ 
net

n +2
N
,
k +1
n +2

>  .
We now invoke lemmas placing lower bounds on the combinatorial, internal and
external angle factors.
Lemma 6.1. There is an absolute constant c1 > 0 so that
C 
 ,n ≥ c1 ·
 1/2
N3/2 · exp

NΨ 
com

  +1
N
,
k +1
  +1

.
The next lemma is more than we really need at this stage; the extra generality
will be useful in discussion of the weak phase transition in the next subsection.
Lemma 6.2. In the proportional growth setting, we have constants c2, c3,a n dc4
depending at most on δ, so that, for   = n +1 ,n+3 ,...,   ≤ n +
√
N, k = kn =
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 ρ n ,a n dn>n 0,
β(Tk,T ) ≥ c2 · exp

−NΨ 
int

  +1
N
,
k +1
  +1

, (6.2)
α(T ,TN−1) ≥ c3 · exp

−NΨ
+
ext

  +1
N
,
k +1
  +1

, (6.3)
α(F ,CN) ≥ c4 · exp

−NΨ
±
ext

  +1
N
,
k +1
  +1

. (6.4)
Combining the last two lemmas, we get, specializing to the case   = n +1 ,
Dn+1,n ≥ c5 1/2N−3/2 exp

NΨ 
net

n +2
N
,
k +1
n +2

≥ c5 1/2N−3/2 exp(N ) →∞ ,N n →∞ .
As fk(Q) − Efk(AQ) >D  
n+1,n, we conclude that ∆(kn,n,N n) →∞as n →∞ ;
this completes the upper bound for the strong phase transition ρ 
S. 
6.2. Upper bounds on the weak phase transition. We now aim to show that,
in the proportional growth setting with n/Nn → δ>0a n dk =  ρ 
W(δ)n ,
(6.5) (fk(Q) − Efk(AQ))/fk(Q) > >0,n > n 0.
In words, ‘above ρ 
W(δ) a nonvanishing fraction of faces gets lost under projection’.
In fact we will show that for all large enough n and for all   in the range n +
1,n+3 ,...,   ≤ n +
√
N,
(6.6) D 
 ,n/fk(Q) ≥ cn−1/2,  = n +1 ,n+3 ,...,  ≤ n +
√
N.
Since this inequality holds for at least 1
2
√
N terms from the sum
 ,w eh a v e
∆(kn,n,N n)=Σ  D 
 ,n ≥  fk(Q),
for   = c/2, which implies (6.5).
The diﬀerent structure of our argument in the weak transition case can be traced
to the fact that Ψ 
net − Ψ 
face does not change sign at ρ = ρ 
W.I n s t e a d ,i ta c h i e v e s
its global maximum 0. This means that
∂
∂ν
(Ψ∗
net − Ψ 
face)(ν,δρ/ν)=0
from which it follows that, for ν ∈ [δ,δ +1 /
√
N]a n ds o m ec>0,
(Ψ∗
net − Ψ 
face)(ν,δρ/ν) ≥ c/N.
The combinatorial identity

n
k +1

n − k − 1
  − k

=

n
 

 
k +1

implies
D
+
 ,n/fk(TN−1)=2·

N − k − 1
  − k

· β(Tk,T )α(T ,TN−1)
and
D
±
 ,n/fk(CN)=2·

N − k − 1
  − k

· β(Tk,T )α(T ,CN).
We need the following combinatorial result; it follows from Stirling’s inequalities
(Lemma 5.7) and we omit the proof.
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Lemma 6.3.

N − k − 1
  − k

≥
1
3
(N − k − 1)−1/2 exp

(N − k − 1)H

  − k
N − k − 1

.
We combine this with Lemma 6.2 and get that, under proportional growth,
D 
 ,n/fk(Q) ≥ cN−1/2 · exp

N(Ψ∗
net − Ψ 
face)

  +1
N
,
k +1
  +1

.
This implies (6.6) and (6.5) follows.
6.3. Analysis of the external angle. Simplex case. We recall the exact formula
(6.7) α(T ,TN−1)=

  +1
π

 ∞
0
exp(−Nψν(x))dx,
where ψν(x)=νx2−(1−ν)logQ(x)a n dν =  +1
N . Note that throughout Section 6.3,
we use the convention ν =  +1
N consistent with Lemma 6.2. In the next subsection,
we use Laplace’s method to obtain lower bounds on general integrals of this type.
That lemma requires estimates which are in turn supplied by Lemma 6.4 below.
Against the textbook situation in the study of such integrals, here the exponent ψν
should not be viewed as constant in N; it depends on the variable ν =  +1
N where
  is a variable with eﬀective range “in the vicinity of n”. Lemma 6.4 gives lower
bounds on Laplace integrals with uniform multiplicative remainders; this yields
that for a ﬁxed subinterval 0 <ν 0 <ν 1 < 1a n df o re a c h >0t h e r ei sN0( )s o
that for all ν =(   +1 ) /N in (ν0,ν 1),

  +1
π

 ∞
0
exp(−Nψν(x))dx ≥

2π
Nψ  
ν(xν)
exp(−NΨν(xν)) · (1 −  ).
We conclude from (6.7) and (6.8) that for each  >0 and all suﬃciently large
N>N 0(ν, ),
α(T ,TN−1) ≥

(1 − ν)(1 + 2x2
ν) · exp(−NΨ
+
ext(ν))(1 −  ),
where the threshold N0 may be taken locally uniform in ν ∈ [0,1). Here, again, xν
is the minimizer of ψν(x). It follows that there is a constant c>0 so that for all
suﬃciently large N and all ν ∈ IN, IN =[ δ,δ +1 /
√
N],
α(T ,TN−1) ≥ c · exp(−NΨ
+
ext(ν)).
Equation (6.4) follows.
Lemma 6.4. Let ψν(x)=νx2 − (1 − ν)logQ(x).T h e nψν(x) is C4(0,∞),
ψ  
ν(xν)=
2ν
1 − ν
(1 + 2x2
ν), (6.8)
ψ   
ν (xν)=−(1 − ν)

4ν
1 − ν
(2x3
ν − xν)+
24ν
1 − ν
x2
ν −
16ν
1 − ν
x3
ν
	
.
For  >0,s e t
C(ν, )= s u p
|x−xν|< 
|ψ   
ν (x)|
ψ  
ν(xν)
.
Then for small  >0, C(ν, ) < ∞,a n da sν → 0, C(ν, ) ∼ 2xν.
Licensed to University of Edinburgh. Prepared on Thu Jun 27 08:04:17 EDT 2013 for download from IP 129.215.104.50.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-useCOUNTING FACES OF RANDOMLY PROJECTED POLYTOPES 33
Cross-polytope case. We recall the exact formula
α(F ,CN)=

  +1
π

 ∞
0
exp(−Nψν(x))dx,
where ψν(x)=νx2 − (1 − ν)logG(x)a n dν =(   +1 ) /N. We apply Lemma 6.4
bounding Laplace integrals with multiplicative remainder to conclude

  +1
π

 ∞
0
exp(−Nψν(x))dx ≥

2π
Nψ  
ν(xν)
exp(−Nψν(xν)) · (1 + o(1)).
Here the o(1)-term is locally uniform over ν ∈ [0,1). We conclude that for each
subinterval (ν0,ν 1)w i t h0<ν 0 <ν 1 < 1a n df o r >0w eh a v ef o rN>N 0(ν, ),
α(F ,CN) ≥ (1 +
4ν
1 − ν
x2
ν)−1/2 · exp(−NΨ
±
ext(ν))(1 −  ).
Here, again, xν is the minimizer of ψν(x). It follows that there is a constant c>0
so that for all suﬃciently large N and all ν ∈ IN, IN =[ δ,δ +1 /
√
N],
α(F ,CN) ≥ c · exp(−NΨ
±
ext(ν)).
Inequality (6.3) follows.
Lemma 6.5. Let ψν(x)=νx2 − (1 − ν)logG(x).T h e nψν(x) is C4(0,∞),
ψ  
ν(xν)=2 ν · (1 + x2
ν
4ν
1 − ν
),
ψ   
ν (xν)=( 1− ν)

4ν
1 − ν
(2 − 4x2
ν)+6 xνz2 +2 xνz3
	
,
where zν = 2νxν
1−ν .F o r >0,s e t
C(ν, )=sup|x−xν|< 
|ψ   
ν (x)|
ψ  
ν(xν)
.
Then for small  >0, C(ν, ) < ∞,a n da sν → 0, C(ν, ) ∼ 4x3
ν.
6.4. Uniform Laplace method. We use a uniform variant of Laplace’s method,
suitable for bounding a collection of integrals uniformly. The approach is similar
to [10].
Lemma 6.6. Let I =[ − , ] and suppose that f attains its minimum on I at 0.
Let
C =s u p
I
|f   (x)|
f  (0)
.
Then


I
exp(−Nf(x))dx ≥

2π
Nf  (0)
· exp(−Nf(0)) · R( ,N),
R( ,N)=( 1−

2
π
exp(−N 2f  (0))) · exp(−Nf  (0)C 3/16).
The derivation of the lemma is similar to that of Lemma 8.4 in [10] (although
with all inequalities reversed).
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Lemma 6.7. Consider the collection of integrals
J(N,λ)=

 ∞
0
exp(−Nfλ(x))dx
and suppose either that λ = λ0 independent of N or that λ = λN → λ0 as N →∞ .
Suppose that fλ has a unique minimizer xλ interior to (0,∞) and suppose that fλ
is C4(0,∞).L e t
C(λ, )= s u p
|x−xλ|< 
|f   
λ (x)|
f  
λ(xλ)
.
Suppose that
NfλN(xλN) →∞
and
C(λN,  N)

Nψ  (xλN)
→ 0.
Then
J(N,λN) ≥

2π
Nf  
λ(xλ)
· exp(−Nfλ(xλ))(1 + o(1)).
To prove Lemma 6.7, simply translate coordinates so that xλ =0 ,p i c k N =
N−2/5 and set I =[ − , ]; then apply Lemma 6.6.
6.5. Analysis of the internal angle. Our earlier analysis of the internal angle
employed an upper bound derived in [10] from large-deviations theory. We now
develop a lower bound using complex analysis techniques; our analysis is related to
the approach of Vershik and Sporyshev [34].
Let X ∼ HN(0,1) be a real half-normal random variable, i.e. X = |Z| where Z is
standard normal. The moment generating function M(t)=EetX can be continued
to the complex plane. We have the explicit formula M(t)=et
2/2 · 2Φ(t), where
Φ denotes the standard N(0,1) cumulative distribution function. Operations with
Taylor series show that for ω real, Φ(iω) has real part 1/2 along the imaginary axis
and so the cumulant generating function log(2Φ(z)) can be consistently deﬁned in
a neighborhood of both the real and imaginary axes. Deﬁne
ψγ(z)=z2/2+( 1− γ)log(2Φ(z)).
We begin by justifying our interest in the complex domain:
Lemma 6.8. For γ = k+1
 +2,
β(Tk,T )=
√
  +3· 2− −k+1 ·
1
√
2π

 i∞
−i∞
e( +2)ψγ(z)dz.
Contour integration was previously used in the analysis of the internal angle by
Vershik and Sporyshev, without making the connection to the cumulant generating
function. The contour integral and the form of the integrand suggests to use the
method of steepest descents [2]. An analysis of ψγ(z) is easily performed computa-
tionally. One learns that there is a path Cγ along which ψγ(z) is purely real and
which is asymptotic, for large |z|, to the imaginary axis; see Figure 6.1. This path
crosses the real axis at a point zγ. Because ψγ is real for real z, zγ is necessarily a
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Figure 6.1. Level curves for the exponent ψγ(z)w i t hγ =3 /8:
real (a) and imaginary (b) components. The path Cγ along which
ψγ(z) is purely real is overlaid as the wider black line. Panel (b)
additionally overlays the level curves with the imaginary part of
ψγ(z) being equal to −π (green) and π (blue). The path Cγ lies
between these hyperbolae and the imaginary axis, allowing the
deformation in (6.9) without necessitating branch cuts. The sad-
dlepoint, z3/8 ≈− 0.907+i0, is indicated by the red circle in panel
(b).
saddlepoint of ψγ. Within the region bounded by the imaginary axis and Cγ, ψγ
is analytic, and so we have the identity
(6.9)

 i∞
−i∞
e( +2)ψγ(z)dz =


Cγ
e( +2)ψγ(z)dz,
provided the orientation of the path Cγ is chosen properly. Parametrizing by arc-
length, the contour integral can be rewritten purely in terms of real variables:

 ∞
−∞
e( +2) ˜ ψγ(t)dt
where ˜ ψ(t)=ψγ(z(t)); this of course is in the form of a Laplace integral. Taking
into account that
˜ ψγ(0) = ψγ(zγ), ˜ ψ  
γ(0) = ψ  
γ(zγ)
and that ˜ ψγ(t)i sC4(−∞,∞), we immediately have
Lemma 6.9. Let γ be ﬁxed in (0,1).T h e n ψγ(z) has a saddlepoint zγ on the
negative real axis and

 i∞
−i∞
e( +2)ψγ(z)dz =

2π
(  +2 ) ψ  
γ(zγ)
· exp{(  +2 ) ψγ(zγ)}·(1 + o(1)),  →∞ .
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Actually, however, we are interested in the case where γ is changing slightly
with n, i.e. γ = γn = kn+1
 n+2, and we need a stronger result. We note that the third
and fourth derivatives of ˜ ψγ(t)n e a rt = 0 are bounded locally uniformly in γ.W e
conclude
Lemma 6.10. Fix c>0.L e tγn = kn+1
 n+2. In the proportional growth setting, we
have

 i∞
−i∞
e( n+2)ψγn(z)dz=

2π
(  +2 ) ψ  
γn(zγn)
exp{( n+2)ψγn(zγn)}·(1+o(1)),n →∞ ,
with the term o(1) uniform in n ≤  n ≤ n + c
√
n.
To complete the evaluation of the asymptotics of the internal angle, we need
Lemma 6.11.
ψ  
γ(zγ)=1− z2
γ ·
γ
1 − γ
.
Let ξγ(y) denote the function introduced earlier in connection with the internal
angle. Then
ψγ(zγ)=−(1 − γ) · ξγ(yγ).
We conclude that
(6.10) β(Tk,T ) ≥ c2 · exp

−NΨ 
int

  +1
N
,
k +1
  +1

.
The result (6.2) follows.
6.6. P r o o fo fL e m m a s6 . 8a n d6 . 1 1 .
6.6.1. Proof of Lemma 6.8. B¨ or¨ oczky and Henk gave the formula
(6.11) β(Tk,T )=θ(m−1)/2 ·

(m − 1)α +1· π−m/2 · α−1/2 · J(m,θ),
where
(6.12) θ = k +1 ,α =1 /(k +2 ) ,m =   − k +1 ,
and
J(m,θ)=
1
√
π

 ∞
−∞
e−λ
2

 ∞
0
exp(−θv2 +2 ivλ)dv
m
dλ.
Note that 
 ∞
0
exp(−θv2 +2 ivλ)dv =
√
π
2
√
θ
· Eei
√
2
θλX,
where X is standard half normal, X = |Z|, Z ∼ N(0,1). Using now the cumulant
generating function of the half-normal,
Λ(z)=l o gEezX,
we write
J(m,θ)=
πm/2−1/2
2mθm/2 ·

 ∞
−∞
e(iλ)
2
emΛ(i
√
2
θλ)dλ.
Now change variables ω =

2
θλ,a n dw r i t e
J(m,θ)=
πm/2−1/2
2mθm/2 ·

θ
2

 ∞
−∞
eθ(iω)
2/2emΛ(iω)dω.
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Recalling (6.11)–(6.12) and noting that
θ = k +1 , ((m +1 ) α +1 ) /α =   +3 ,
we have
β(Tk,T )=
√
  +3· 2−m ·
1
√
2π
·

 ∞
−∞
e−(k+1)ω
2/2+( −k+1)Λ(iω)dω.
The cumulant generating function of the half-normal obeys Λ(s)=es
2/2 · 2Φ(s).
Setting γ = k+1
 +2, the exponent can be rewritten as (  +2 ) ψγ(z). 
6.6.2. Proof of Lemma 6.11. Note that
Λ (z)=φ(z)/Φ(z),
where ψ is the standard normal density and Φ is the standard normal cumulative
distribution function. Hence from ψ 
γ(z)=z +( 1− γ)φ(z)/Φ(z)a n dψγ(zγ)=0
we have
(6.13) −zγ/(1 − γ)=φ(zγ)/Φ(zγ).
We also have
ψ  
γ(z)=1+( 1− γ)[
φ 
Φ
−
φ2
Φ2]
and φ  =( −z)φ. Hence
ψ  
γ(zγ)=1− z2
γ ·
γ
1 − γ
.
This proves half the lemma.
For the other half of the lemma, we need to establish a connection between the
values of ψγ(zγ)=z2
γ/2+( 1− γ)Λ(zγ)a n dξγ(yγ), where
ξγ(y)=
1 − γ
γ
y2/2+Λ ∗(y).
Here Λ∗(x)=m a x s sx − Λ(s) is the classical Fenchel-Legendre transform of the
cumulant generating function on the real axis. It is worth reviewing Sections 6.4
and 6.5 of [10]. The deﬁnition of Λ∗ sets up a one-one relationship between variables
(y,s), where y = y(s)a n ds = s(y), so that
Λ∗(y)=s(y)y − Λ(s).
Hence
ξγ(yγ)=s(yγ)yγ − Λ(sγ)+
1 − γ
γ
y2
γ/2.
Formula (6.12) in [10] reads
1 − γ
γ
yγ = −sγ;
this implies
ξγ(yγ)=−
γ
1 − γ
s2
γ/2 − Λ(sγ)
= −
γ
1 − γ
s2
γ/2 − s2
γ/2 − log(2Φ(sγ))
= −
1
1 − γ
s2
γ/2 − log(2Φ(sγ)).
We note – parenthetically – that the variable s is in this subsection the argument
to a cumulant generating function, and elsewhere in the paper, the same symbol
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denotes the negative of this same quantity. Moreover the dual relationship between
s,y variables is expressed through Λ (sγ)=yγ. We compute that ψγ(sγ + i0) = 0,
i.e. zγ = sγ +i0. In words, the saddlepoint value zγ is identical to the dual variable
sγ. Finally we have
−Ψint(ν,γ)=−(ξγ(yγ)+l o g e(2)) · ν · (1 − γ)=( ψγ(zγ)+l o g e(2)(1 − γ)) · ν.
Compare also Section 6.5 of [10]. 
7. Discussion
In this section, we ﬁrst show how the applications (1.1)–(1.4) follow from Theo-
rems 1.2–1.6. We next consider the performance of these rules at ﬁnite n. Finally
we discuss extensions, open questions, and relations to other work.
7.1. Convex hulls of Gaussian point clouds. Proof of (1.1). In the 1950’s,
David Gale [17] introduced an important extremal property of polytopes; the fol-
lowing is now classical:
Deﬁnition 7.1 ([19, Chapter 7]). A convex polytope P is called k-neighborly if
every subset of k + 1 vertices spans a k-face of P.
By mere face counting, we can determine whether a polytope is k-neighborly. In
this section, put for short T = TN−1.
Lemma 7.2 ([19, Chapter 7]). Let P = AT. Suppose that
• P has N vertices,
• P has
 N
k+1

k-faces.
Then P is k-neighborly.
Combining Theorems 1.3 and 1.6 we have
Corollary 7.1. Let (kn,n,N n) be a sequence of triples with n tending to ∞ and
Nn growing subexponentially with n.F i x >0 and suppose that
kn < (1 −  ) ·
n
2e · log(Nn/(n · 2
√
π))
,n > n 0.
Let A be a random n × N matrix with iid N(0,1/n) entries. Deﬁne the event
Ω(k,n,N)={P = AT is k-neighborly}.
Then
P(Ω(kn,n,N n)) → 1, as n →∞ .
In words, with overwhelming probability for large n, P = AT is at least kn-
neighborly.
This is simply (1.1) in another language. To see why, note that, for each k>1,
a k-neighborly polytope is also k − 1-neighborly. If a1, ..., aN are vertices of
A =c o n v ( a1,...a N), then k-neighborliness of A is equivalent to the following k
simultaneous properties:
• every pair (ai,a j) spans an edge of A,
• ...
• every k + 1-tuple (ai1,...,a ik) spans a k-face of A.
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This is precisely the condition mentioned in Section 1.1.1 with the substitutions
xi ↔ ai, A↔X, n ↔ d,a n dN ↔ n.
To conclude, we note that P = AT has N vertices with probability 1, those
vertices are simply the columns of A,a n ds oP =c o n v ( a1,...,a N). Invoking now
the above corollary, we obtain the conclusion (1.1). 
7.2. Correcting all patterns of k or fewer errors. Proof of (1.4). Ac o n -
vex polytope is centrosymmetric if it has 2N vertices made of N antipodal pairs.
Neighborliness per se does not apply to centrosymmetric polytopes; instead one
needs the following notion (see e.g. [19, Chapter 8]).
Deﬁnition 7.3. A centrosymmetric convex polytope P with vertices ±a1,...,±aN
is called centrally k-neighborly if every subset of k +1 vertices not including an
antipodal pair spans a k-face of P.
By face counting, we can determine whether a polytope is centrally k-neighborly.
In this section, put for short C = CN.
Lemma 7.4 ([10, Lemma 1]). Let P = AC. Suppose that
• P has 2N vertices and
• P has 2k+1 ·
 N
k+1

k-faces.
Then P is centrally k-neighborly.
Combining Theorems 1.5 and 1.6, we have
Corollary 7.2. Let (kn,n,N n) be a sequence of triples with n tending to ∞ and
Nn growing subexponentially with n.F i x >0 and suppose that
kn < (1 −  ) ·
n
2e · log(Nn/(n ·
√
π))
,n > n 0.
Let A be a random n × N matrix with iid N(0,1/n) entries. Then P = AC is a
random centrosymmetric polytope. Deﬁne the event
Ω(k,n,N)={P = AC is centrally k-neighborly}.
Then
P(Ω(kn,n,N n)) → 1, as n →∞ .
In words, with overwhelming probability for large n, P = AC is at least kn-
centrally neighborly.
We now relate central k-neighborliness to (1.4). Recall the optimization problem
(P1)m i n
x
 x 1 subject to y = Ax.
Call the solution x1; it obviously depends on y and A.
Theorem 7.5 ([11]). The following statements about an n×N matrix A are equiv-
alent.
• The polytope AC has 2N vertices and is centrally k-neighborly.
• For every problem instance y = Ax0 where x0 ∈ RN has at most k nonzeros,
the solution x1 to the corresponding instance of (P1) is unique and is equal
to x0.
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To apply this, recall the setting of Section 1.1.3. The encoding matrix B men-
tioned there was obtained as follows: a random orthogonal matrix U is generated,
and B makes up N −n rows of this matrix. The checksum matrix A makes up the
other n rows of U.
Given received data w ∈ RN, form the generalized checksum y = Aw ∈ Rn.
Then solve the instance of (P1) deﬁned by (y,A). Deﬁne the reconstruction u1 =
B(w − x1). Inequality (1.4) now follows from the above and the following:
Claim. If AC is centrally k-neighborly and if the error vector z has at most k
nonzeros, one has perfect error-correction:
u = u1.
Proof. The received message w = BTu+z where the error vector z has, by hypoth-
esis, nonzeros in at most k positions. Since ABT =0 ,y = Az. Invoking Theorem
7.5, we have x1 = z. Hence B(w − x1)=B(w − z)=BBTu + z − z = u. 
7.3. How many projections? Proof of (1.2). We ﬁrst transform the “how
many questions” problem into face counting.
Deﬁnition 7.6. The random n × N matrix A will be called orthant-symmetric if,
for every signed permutation Π and for every measurable Ω ⊂ Rn×N,
P{A ∈ Ω} = P{AΠ ∈ Ω}.
Theorem 7.7 ([11]). Let A be an orthant symmetric random n × N matrix. Let
x0 be a ﬁxed vector with k nonzeros. Form a random problem instance (y,A) of
(P1),w h e r ey = Ax0.L e tx1 denote the solution of this instance of (P1).
P{x1 = x0}≥
Efk−1(AC)
fk−1(C)
.
Theorems 1.4 and 1.6 imply the following precise version of (1.2).
Corollary 7.3. Let (kn,n,N n) be a sequence of triples with n tending to ∞ and
Nn growing subexponentially with n.F i x >0 and suppose that
(7.1) kn < (1 −  ) ·
n
2 · log(Nn/n)
,n > n 0.
Then
Efk−1(AC)
fk−1(C)
→ 1,n →∞ .
In words, for (k,n,N) obeying the asymptotics (7.1), an overwhelming fraction
of the k − 1 faces F of C induce k − 1 faces AF of AC.
P = AT is at least kn-neighborly.
7.4. Correcting random patterns of k errors or fewer. Proof of (1.3). Let
 z 0 count the number of nonzeros in z.
Deﬁnition 7.8. The random vector z is a symmetric k-sparse random vector if
• P{z ∈ Ω} = P{−z ∈ Ω} for all measurable sets Ω and
• P{ z 0 ≤ k} =1 .
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Suppose that the received message w = BTu + z where u is arbitrary and z
is a symmetric k-sparse random vector stochastically independent of A,B. Deﬁne
y = Aµ and consider the resulting instance of (P1). Then, conditional on each ﬁxed
realization of z, put x0 := z and apply Theorem 7.7 to get that
E{fk−1(AC)|z}≥(1 −  )fk−1(C)
implies
P{x1 = z|z}≥1 −  .
By independence of z and A,
E{fk−1(AC)|z} = Efk−1(AC).
Apply now Corollary 7.3 to infer (1.3) 
7.5. Empirical results. The phenomena uncovered by Theorems 1.2 and 1.4 can
be observed empirically. For a given (δ,ρ) pair, pick a large N, generate a random
A of dimensions n =  δN  by N, and check whether for k =  ρ · n , a randomly
chosen k-face F of Q yields a projected simplex AF that is also a face of AQ;h e r e
Q = TN−1 or Q = CN. This can be veriﬁed by linear programming.
Let F be a k−1-face of Q = TN−1 or CN. Then the elements of F have nonzeros
in only k coordinates. If Q = TN−1, the nonzeros are nonnegative; if Q = CN,
the nonzeros have a deﬁnite sign pattern particular to the interior of F.I n t h e
following result, let χF denote the barycenter of the face F,a n dl e t( P)d e n o t e
problem (P1)i fQ = CN or problem (LP)i fQ = TN−1,w h e r e
(LP)m i n 1  x subject to y = Ax, x ≥ 0.
Theorem 7.9 ([11, 13]). Let Q = TN−1 or CN. The following statements about a
face F of Q are equivalent.
• AF is a face of AQ.
• Let yF = AχF.T h e n χF is the unique solution of the instance of (P)
deﬁned by (yF,A).
Thus, to check Theorems 1.2 and 1.4, one checks that for a randomly-generated
vector x0 with k nonzeros, the corresponding vector y = Ax0 generates an instance
of either (LP)o r( P1) uniquely solved by x0;( LP) corresponds to x0 ≥ 0a n d
Q = TN−1 whereas (P1) corresponds to x0 with entries of either sign and Q = CN.
If such uniqueness holds, we call that experiment a success. Theorems 1.2 and 1.4
imply that for k below a given threshold, success is very likely while above that
threshold, success is very unlikely.
We conducted 44,000 such experiments with the common value N =1 0 ,000,
exploring the (δ,ρ) domain as follows. We considered n =1 0 ,15,20,...,100; for
each value of n, eleven values of the sparsity, k, were chosen near the asymptotic
thresholds, n ·| 2log(δ)|−1. At each combination of k and n, two hundred random
problem instances were generated.
Figures 7.1(a)–(c) summarize our results. A region of the (δ,ρ) plane is decorated
with a shaded attribute depicting the fraction of successful experiments. Figure
7.1(a) shows the simplex case, along with the threshold ρ
+
W(δ) and its asymptotic
approximant, |2log(δ)|−1. Figure 7.1(b) shows the cross-polytope case, with the
threshold ρ
±
W(δ) and the approximant, |2log(δ)|−1. To better highlight the (subtle)
diﬀerence between the simplex and cross-polytope cases, Figure 7.1(c) shows the
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fraction of cases where the simplex experiments were successful and the cross-
polytope experiments were not.
Figures 7.1(a) and (b) display a remarkable match between the thresholds ρ
+
W(δ),
ρ
±
W(δ) and their asymptotic approximations, |2log(δ)|−1.B o t h c u r v e s t r a c k t h e
observed empirical phase transition. This empirical transition is of course not a
true discontinuity, because we are working with ﬁnite problem size N =1 0 ,000;
instead it is a relatively abrupt change. Still, some relatively sharp distinctions
can be made; there is a deﬁnite region where the simplex experiment is typically
successful but the cross-polytope experiment is not – see Figure 7.1(c).
For δ near 1/100 the empirical transitions at N =1 0 ,000 show a clear agreement
with the theoretical thresholds ρW(δ)a n dt h e|2log(δ)|−1 asymptotic approximant.
Fixing the region δ ∈ [1/1000,1/100] explored in Figure 7.1 and increasing N oﬀers
better resolution in k/n; the sharper empirical transition is again in agreement with
the theoretical thresholds.
7.6. Relation to other work. We discussed face-counting related work in the
body of the text as the opportunity arose. We now mention several categories of
related literature.
7.6.1. How neighborly can a polytope be? Theorems 1.3, 1.5, and 1.6 imply the
following. For N   n, both large, and N subexponential in n, there exist polytopes
P which are
• k-neighborly with
k ∼
n
2elog(N/(n ·
√
π))
;
indeed, simply take P = ATN−1 where A has Gaussian i.i.d. entries;
• centrally k-neighborly with
k ∼
n
2elog(N/(n · 2
√
π))
;
indeed, simply take P = ACN where A has Gaussian i.i.d. entries.
Recently, the problem of showing the existence of high-dimensional neighborly
polytopes has attracted a resurgence of interest. After fundamental work in the
1950’s–1970’s starting with D. Gale [17, 18] and extending through P. McMullen
and G.C. Shephard [27] and R. Schneider [31], the subject was very quiet. Now,
as Schneider wrote one of us, “the subject has come to life again”. Our own work
[12, 13, 10, 11] carefully studied the questions of neighborliness and central neigh-
borliness of projections of random polytopes in the proportional growth setting.
Our attempt was to characterize the exact location of the asymptotic phase tran-
sitions associated with strong and weak neighborliness. Linial and Novik [25] gave
exponential bounds on the probability that ACN is centrally neighborly; note that
Rudelson and Vershynin’s work [29] came earlier and implies similar bounds by
duality. Both [25, 29] use a geometric functional analysis approach which gave
inequalities akin to
(7.2) P{fk(AC)  = fk(C)}≤ψ1 exp(−ψ2n),n > n 0,
valid for k<c n /log(N/n) with unspeciﬁed constants.
Other authors apparently sought simply to obtain a formula showing a threshold
of the form k ≤ cn/log(N/n), which is indeed the qualitatively correct formula.
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Figure 7.1. Panel (a): success fraction, simplex; panel (b): suc-
cess fraction, cross-polytope; panel (c): fraction successful for sim-
plex but not for cross-polytope. N =1 0 ,000.
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Our work serves to advance a viewpoint with three concepts: (a) phase diagram; (b)
existence of sharp phase transitions; (c) precise location of phase transitions. At the
same time the inequalities developed here will be shown elsewhere to give bounds on
ﬁnite, i.e. N, probabilities that are much stronger than bounds currently available
from the best known bounds of the form currently available from threshold relations
obtained by other methods, k ≤ cn/log(N/n). However, if the reader just wants a
simple argument showing that no transition can occur for k ≤ cn/log(N/n), then
we recommend the admirably short proof of Rudelson and Vershynin, [30].
7.6.2. How many projections are needed to recover a k-sparse object? One reason
that study of neighborliness “has come to life again” is the surprising implications
for speeding up key processes in medical imaging and proteomics. The general idea,
often labeled compressed sensing [8] is that images, spectra, and other real-world
objects are highly compressible and that this compressibility makes it possible to
reconstruct such objects accurately from relatively few carefully chosen generalized
samples. In eﬀect Section 1.1.2 has described an abstract model of compressed
sensing.
In the application scenario, x0 represents the coeﬃcients of an image to be
acquired and the rows of A represent a random set of of linear combinations (mea-
surements) which will be used to reconstruct x0. In eﬀect, we are saying that if x0
has N pixels but only k   N nonzeros in (say) a wavelet basis and if k and N are
large, then we only need n measurements, where
n ≥ 2k log(N/n)(1 + o(1)).
In contrast, N is the ‘standard’ number of samples; the point is that for objects
which are k-sparse with k small, we can easily have n   N if x0 is highly sparse. (In
fact real objects will not exhibit such strict sparsity (k zeros and N − k nonzeros)
but because the (P1) has an  1 stability property [8], we can pretend that this is so
without distorting the problem.)
The interested reader may pursue the papers of Cand` es and collaborators [4, 6],
other theoretical work [29, 21, 32] and much recent applied work [33, 15].
The quantitative approach developed here is precise about how much data would
be needed. Most of the cited theoretical work is qualitative, often leaving the
constants unspeciﬁed. An important point: in Section 1.1.2 and in (1.2) we are
studying the equivalent of weak central neighborliness. We argued in Section 7.5 that
this is the empirically relevant notion; we repeat here that ordinary (strong) central
neighborliness is simply not empirically observable. Nevertheless, most authors
have eﬀectively studied implications of ordinary (strong) central neighborliness.
That notion is hard to analyze and appears to indicate a far more pessimistic view
of what is possible than what one actually observes in practice.
7.6.3. Fast decoding of error-correcting codes. In general, decoding of linear error-
correcting codes is NP-hard [16]. However, fast decoding of speciﬁc error-correcting
codes has been an object of great practical and theoretical attention over the last 10
years, with great advances in turbo codes and in LDPC codes (Gallager codes). We
proposed in Section 1.1.3 above a simple scheme for fast decoding of random linear
codes over R using (P1). The scheme we proposed is equivalent to one proposed
by Cand` es and Tao [5] and studied further by Rudelson and Vershynin [29]. Using
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the notation of our Section 1.1.3, their decoder solves the  1-minimization problem
min
u
 w − BTu 1,
yielding the reconstruction u1, say. The equivalence of such minimization with the
one proposed in Section 1.1.3 is shown in [11, Section 8].
It is of course crucial to know how many errors such a scheme can correct. The
theoretical literature (Cand` es and Tao/Rudelson and Vershynin) gives qualitative
results, saying that one can correct at least cn/log(N/n) errors, with c left unspec-
iﬁed, or else speciﬁed as a constant which seems much smaller than what would be
expected based on a comparison of those papers’ results with the results obtained
here.
The problem solved in those visionary papers is to show existence of integer-
valued matrix pairs A,B allowing block coding of messages of length m as blocks
of length N, such that all patterns of at most k errors can be corrected; here
n = N − m. Our results here change the problem so that A and B are generated
by partitioning a uniformly distributed random projection matrix (n.b. not with
integer-valued entries); with this change, we get a precise asymptotic formula k =
nρ
±
S(n/N)(1+op(1)). For the case N   n we have proven the formula ρ
±
S(n/N) ∼
1/2elog(N/(n
√
π)).
If we change the problem again slightly so that the goal is to correct nearly all
rather than all error patterns, then for the case of long block codes, we get a precise
asymptotic formula k = nρ
±
W(n/N)(1+oP(1)). For the case N   n we have proven
the formula ρ
±
W(n/N) ∼ 1/2log(N/n).
Conceivably, such results for the “changed problems” we just mentioned may be
better than for the original problem; i.e. the situation for general random matrices
may be more optimistic than for matrices with integer entries. However, our empir-
ical results with Rademacher random matrices indicate that our formula nρ
±
W(n/N)
accurately describes the integer-valued case as well, i.e. accurately describes the
number of errors which can typically be corrected by such random matrices with
integer-valued entries.
Appendix. Proofs of key lemmas
A.1. Proof of Lemma 4.1. We develop (4.7) in two stages. Initially, we derive
the asymptotic behavior of sγ as γ → 0; we then substitute that into equation
(2.20). To motivate our approximation of sγ, we use an asymptotic series for R(s)
appropriate for the regime of s large,
R(s): =ses
2/2

 ∞
s
e−y
2/2dy =1−
1
s2 +
1 · 3
s4 −
1 · 3 · 5
s6 +
1 · 3 · 5 · 7
s8 + ···.
This is derived as follows. The ratio R(s)=s · Mills(s)f o rs>0, where Mills(s)
is the usual Mills ratio for the normal distribution. The corresponding asymptotic
series for the Mills ratio is developed in [24, Secs. 5.37,5.38]; H. Ruben [28] credits
this series to Laplace.
In [24, Eq. (5.106)] it is shown that the error in truncating the series for Mills()
at the s-th term is at most as large as the s-th term itself. Here R(·) inherits this
property.
It is now convenient to deﬁne L(s,γ): =R(s)−1+γ and note that sγ is deﬁned
by L(sγ,γ)=0 .
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Keeping the ﬁrst two terms in the series expansion for R(s) and applying the
bounds from [24, Eq. (5.106)] yields L(s,γ)=γ − s−2 +3 s−4 + O(s−6), which
suggests the approximation,
(A.1) sγ ≈ ˜ sγ := γ−1/2 −
3
2
γ1/2.
To quantify the error in this approximation, invoke the mean value theorem;
given a smooth function F(x), there is always a point w ∈ [min(x,y),max(x,y)]
satisfying
(A.2) F(y)=F(x)+( y − x)
d
dy
F(y)|y=w.
Hence we can bound |y − x| if we have suitable bounds on |F(y) − F(x)| and
d
dyF(y)|y=w. Apply this principle to F(s)=L(s,γ)a b o u tsγ, getting
(A.3) |˜ sγ − sγ|≤


 L(˜ sγ,γ)

∂
∂s
L(s,γ)|s=smid


 ,
for some point smid ∈ [min(sγ, ˜ sγ),max(sγ, ˜ sγ)].
The following bounds follow from [24, Eq. (5.106)]:
(A.4) 1 − s−2 +
5
2
s−4 <R (s) < 1 − s−2 +3 s−4 for s>
√
30,
yielding in turn
(A.5) |L(˜ sγ,γ)| <
1
2
γ2, for γ<1/30.
To bound the denominator, note that
∂
∂s
L(s,γ)=[ s + s−1] · R(s) − s,
which is a positive decreasing function of s; this attains its lower bound on the
interval s ∈ [min(sγ, ˜ sγ),max(sγ, ˜ sγ)] at one of the endpoints {sγ, ˜ sγ}.A t˜ sγ we
again make use of the lower bound on the Mills ratio in equation (A.4),
∂
∂s
L(s,γ)|s=˜ sγ =[ ˜ sγ +˜ s−1
γ ]R(˜ sγ) − ˜ sγ
> [˜ sγ +˜ s−1
γ ](1 − ˜ s−2
γ +
5
2
˜ s−4
γ ) − ˜ sγ
=
3
2
˜ s−3
γ +
5
2
˜ s−5
γ >
3
2
γ3/2. (A.6)
For the lower bound at sγ we assume |˜ sγ − sγ|≤1
2γ1/2 (which we will verify
momentarily), which gives the upper bound sγ ≤ γ−1/2 − γ1/2.F r o mt h i sw eh a v e
the lower bound,
∂
∂s
L(s,γ)|s=sγ =[ sγ + s−1
γ ] · (1 − γ) − sγ =( 1− γ)s−1
γ − γsγ
≥ (1 − γ) ·
1
γ−1/2 − γ1/2 − γ(γ−1/2 − γ1/2)=γ3/2.
Using these bounds in display (A.3), we have
(A.7) |sγ − ˜ sγ|≤
1
2
γ1/2, for γ ≤ 1/30,
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which justiﬁes the earlier claim that |sγ−˜ sγ|≤1
2γ1/2. For the following calculations
the following estimate suﬃces:
(A.8) sγ = γ−1/2 + r1(γ), with |r1(γ)|≤2γ1/2, for γ ≤ 1/30.
Combined with (2.20), this gives (4.7) and hence Lemma 4.1. 
A.2. Proof of Lemma 4.2. We ﬁrst motivate our approximation for xν,w h i c h
solves 2xQ(x)/q(x)=1− ν−1. The truncated asymptotic series
2xQ(x)
q(x)
=2 π1/2xex
2
− 1+O(x−2),x →∞ ,
suggests approximating xν as the solution to
(A.9) xex
2
−
1
2
π−1/2ν−1 =0 ;
this is exactly of the form (4.9) with z = z+ := (2ν
√
π)−1. Our approach for
approximate solution of (4.9), carried out to two stages, yields the approximant xν,
obeying
(A.10) ˜ x2
ν := logz+ −
1
2
loglogz+.
Our claim that ˜ xν accurately approximates xν as ν → 0, as stated in Lemma 4.2,
will be supported by arguments similar to those used in proving Lemma 4.1.
Let
(A.11) J(x,ν): =2 xex
2

 x
−∞
e−y
2
dy +1− ν−1,
whose level curve J(xν,ν) = 0 deﬁnes xν. To bound the error in the approximation,
˜ xν, we again use the mean value approach (A.2), getting
(A.12) |˜ xν − xν|≤
 

J(˜ xν,ν)

∂
∂x
J(x,ν)|x=xmid
 

,
for some point xmid ∈ [min(xν, ˜ xν),max(xν, ˜ xν)]. The magnitude of J(˜ xν,ν)c a n
be bounded by
|J(˜ xν,ν)| = −J(˜ xν,ν)=−2π1/2˜ xνe˜ x
2
ν + ν−1 + r6(ν)
≤− 2π1/2˜ xνe˜ x
2
ν + ν−1,ν < 1/10,
= ν−1

1 −

1 −
1
2
loglogz+
logz+
1/2
(A.13)
≤ ν−13
8
loglogz+
logz+ (A.14)
where the transition from the ﬁrst to second line utilizes r6(ν):=2˜ xνe˜ x
2
ν
 ∞
x e−y
2
dy−
1 ≤ 0f o rν<1/10.
Turning to the denominator in (A.12), we observe that on the half-line x ≥ 0
the derivative is a positive increasing function,
∂
∂x
J(x,ν)=2 x +2 ( 1+2 x2)ex
2

 x
−∞
e−y
2
dy
=
1+2 x2
x
[J(x,ν)+ν−1] − x−1; (A.15)
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a lower bound for ∂J/∂x over [min(xν, ˜ xν),max(xν, ˜ xν)] is attained at one of the
endpoints xν or ˜ xν.A txν a simple lower bound is
(A.16)
∂
∂x
J(x,ν)|x=xν =
1+2 x2
ν
xν
ν−1 − x−1
ν ≥ 2xνν−1 for ν ≤ 1.
A similar lower bound holds at ˜ xν,
∂
∂x
J(x,ν)|x=˜ xν =
1+2˜ x2
ν
˜ xν
[J(˜ xν,ν)+ν−1] − ˜ x−1
ν
≥
1+2˜ x2
ν
˜ xν
ν−1

1 −
1
2
loglogz+
logz+
	
− ˜ xν [by (A.13)]
=˜ xνν−1 +˜ xνν−1

1+( l o gz+)−1 −
loglogz+
logz+ − ν
	
≥ ˜ xνν−1 for ν ≤ 1/4. (A.17)
Combining (A.16) and (A.17),
(A.18)
∂
∂x
J(x,ν)|x=xmid ≥ ν−1min(xν, ˜ xν);
although crude, this is suﬃcient for later purposes.
Shortly we will prove there is ν0 > 0 such that
(A.19) min(xν, ˜ xν) ≥
3
4
˜ xν, 0 <ν<ν 0.
Substituting (A.14) and (A.18) into equation (A.12) gives
(A.20) |xν − ˜ xν|≤
1
2
˜ x−1
ν
loglogz+
logz+ .
Lemma 4.2 follows by simple substitution of terms.
We now show (A.19). Recall that
 ∞
−∞ e−y
2
dy =
√
π. Hence on x ≥ 0, J(x,ν) ≤
˜ J(x,ν): =2
√
πxex
2
+1− ν−1.A s J(x,ν) is monotone increasing on (0,∞), it
follows that ˜ J(x ,ν) < 0 implies xν >x  .
We now show that if 0 <a<1, then
(A.21) ˜ J(a˜ xν,ν) < 0
for ν suﬃciently small. Setting a =3 /4, this will imply J(3
4˜ xν,ν) < 0 for all
suﬃciently small ν, and so, for such ν,m i n ( xν, ˜ xν) ≥ 3
4˜ xν; (A.19) follows.
Proceed thus:
˜ J(a˜ xν,ν)=2
√
π ·
a

log(z+) − 1
2 loglogz+
log(z+)a2/2 · (z+)a
2
+1− ν−1
=2
√
πa· log(ν−1)(1−a
2)/2(1 + o(1)) · ν−a
2
+1− ν−1
= o(ν−1)+1− ν−1,ν → 0.
Inequality (A.21) follows. 
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A.3. Proof of Lemma 4.4. We will show that
(A.22) M[
∂
∂ν
Ψ
+
net](δ,r
+
S(δ)) ≤
1
2
log

2e
τ

+ o(1),δ → 0.
Because τ>2e, the leading term on the RHS is a negative constant, showing that
for small enough δ the function Ψ
+
net is monotone decreasing in ν on the admissible
domain, implying the assertions of the lemma. Now
∂
∂ν
Ψ
+
net(ν,γ)=
∂
∂ν
(Ψ+
com − Ψ
+
int − Ψ
+
ext)
=l o gxν+
1
2
log(4π)+H(γ) − (1 − γ)

log

yγ
γ

+
1
2
log(2π)+
γ − 1
2γ
y2
γ
	
. (A.23)
Over the interval ν ∈ [δ,1), the ﬁrst component, logxν, is largest at ν = δ.
Applying Lemma 4.2, we have
logxν ≤ logxδ =
1
2
loglogz
+
δ +l o g

1 −
1
2
loglogz
+
δ
logz
+
δ
	1/2
+ r3(δ)(logz
+
δ )−1/2

<
1
2
loglogz
+
δ for δ<1/50. (A.24)
The RHS of (A.23) is an increasing function of γ, maximized at γ = r
+
S (δ). Using
Lemma 4.1, gives, for all γ small enough,
H(γ) − (1 − γ)

log

yγ
γ

+
1
2
log(2π)+
γ − 1
2γ
y2
γ
	
<
1
2
logγ +
1
2
log(e/2π)+6 γ −
1
2
γ logγ (A.25)
=
1
2
log

e
2πτ logz
+
δ
	
+ O

loglogz
+
δ
logz
+
δ

,δ → 0.
Combining (A.23–(A.25) yields (A.22). 
A.4. Proof of Lemma 4.5. It is suﬃcient to show that for some γ0 > 0
(A.26)
∂
∂γ
Ψ 
net(ν,γ) >ν / 2,ν ∈ [δ,1), 0 <γ<γ 0.
Now
∂
∂γ
Ψ 
net(ν,γ)=ν

γ−1 − 2logγ +l o g ( yγ)+
γ2 − 1
2γ2 y2
γ +l o g ( 1− γ)
+
1
2
log(2π)+1+( 1− γ)2

yγ
γ
−
1
yγ(1 − γ)

d
dγ
yγ
	
. (A.27)
Lower bounds for each but the last term follow either directly or from Lemma 4.1.
For γ<1/10, yγ satisﬁes
(A.28) yγ ≥
γ1/2
1 − γ
− 4γ3/2 >γ 1/2(1 − 3γ)
and
yγ ≤
γ1/2
1 − γ
+4 γ3/2 <γ 1/2(1 + 6γ),
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from which follow both
logyγ >
1
2
logγ − 4γ
and
γ2 − 1
2γ2 y2
γ >
−1
2γ
(1 + 6γ)2(1 − γ2)
−1
2γ
(1 + 16γ),
respectively. The last term in (A.27) requires estimating
d
dγ
yγ =
sγ
(1 − γ)2

1 −
γ(γ − 1)
γs2
γ + γ − 1
	
.
From (A.28)
γ(γ − 1) >γ s 2
γ + γ − 1 > 4γ2 − 3γ>4γ(γ − 1)
yielding
(A.29) 0 <
d
dγ
yγ <
3
4
sγ
(1 − γ)2 <
3
4
γ−1/2 + γ1/2,
for γ ≤ 1/30. As the above quantity is positive, a lower bound for the last term in
(A.27) is obtained with a lower bound on its multiplicative factor,
(1 − γ)2

yγ
γ
−
1
yγ(1 − γ)

> −8γ1/2(1 − γ)2
which is obtained from (A.28). With (A.29) we arrive at
(1 − γ)2

yγ
γ
−
1
yγ(1 − γ)

d
dγ
yγ > −6 − 8γ for γ<1/30.
Combining these bounds, we have that
(A.30)
∂
∂γ
Ψ 
net(ν,γ) >ν

1
2
γ−1 +
3
2
log(1/γ) − 13 − 14γ
	
;
for γ<1/30, the term in brackets exceeds 1/2. Inequailty (A.26) follows. 
A.5. Proof of Lemma 4.6. We will show that over the admissible domain,
(A.31)
∂
∂ν
(Ψ
+
net − Ψ
+
face) <

1
2
log

2e
τ

−
1
τ
+ o(1)
	
,δ → 0.
As τ>2, this proves Lemma 4.6. For suﬃciently small δ, we have the inequality
∂
∂ν
(Ψ
+
net − Ψ
+
face)=
∂
∂ν
(Ψ
+
net)+γ logν + γ logγ − γ log(1 − νγ)
< logxν + γ logν +
1
2
logγ +
1
2
log(2e)+8 γ +
1
2
γ logγ
:= Ω(ν,γ), (A.32)
say. We will show that
M[Ω](δ,r
+
W(δ)) <

1
2
log

2e
τ

−
1
τ
	
, 0 <δ<δ 0;
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this implies (A.31). We ﬁrst note that
∂
∂γ
Ω(ν,γ)=l o g ν +
17
2
+
1
2
logγ +
1
2
γ−1
≥ logδ +
17
2
+
1
2
log(γ)+
1
2
γ−1
≥
τ
2
− 1

log(1/δ) −
1
2
loglog(1/δ)+
17
2
−
1
2
log(τ) (A.33)
which for any τ>2 becomes arbitrarily large as δ approaches zero. As a result,
Ω(ν,γ) obtains its maximum where γ is largest within the admissible domain, i.e.
at γ = r
+
W(δ). To ﬁnd the overall maximum, we now examine the ν direction along
γ = r
+
W(δ):
(A.34)
∂
∂ν
Ω(ν,γ)=
∂
∂νxν
xν
+
γ
ν
= ν−1

1
τ log1/δ
−
1
1+2 x2
ν − ν
	
.
From Lemma 4.2 it follows that for any τ>2, for δ suﬃciently small,
τ log(1/δ) > 2log(1/δ) > 2x2
δ +1− δ>2x2
ν +1− ν
for ν ∈ [δ,1). As a result (A.34) is negative for δ suﬃciently small, indicating
that the maximum of Ω(ν,γ) over the domain of interest is obtained at (δ,r
+
W(δ)).
Moreover,
Ω(ν,γ) ≤ Ω(δ,ρ) <
1
2
log

2e
τ

−
1
τ
+ O

loglogz+
logz+

,δ → 0,
giving (A.31). 
A.6. Proof of Lemma 4.7. From (A.30) and
∂
∂γ
Ψ
+
face(ν,γ)=−ν [logγ +l o gν − log(1 − νγ)]
we have the lower bound,
∂
∂γ
(Ψ
+
net − Ψ
+
face)(ν,γ) >ν

1
2
γ−1 +l o gν +
1
2
log(1/γ) − 13 − 14γ
	
>δ
τ
2
− 1

log(1/δ)+
1
2
loglog(1/δ) − 13
+
1
2
logτ − 14[τ log(1/δ)]−1
	
;
with the last inequality due to γ ≤ r
+
W(δ). For any τ>2 the above bound is
positive for δ suﬃciently small. 
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