Abstract-An important ability of a robot that interacts with the environment and manipulates objects is to deal with the uncertainty in sensory data. Sensory information is necessary to, for example, perform online assessment of grasp stability. We present methods to assess grasp stability based on haptic data and machinelearning methods, including AdaBoost, support vector machines (SVMs), and hidden Markov models (HMMs). In particular, we study the effect of different sensory streams to grasp stability. This includes object information such as shape; grasp information such as approach vector; tactile measurements from fingertips; and joint configuration of the hand. Sensory knowledge affects the success of the grasping process both in the planning stage (before a grasp is executed) and during the execution of the grasp (closed-loop online control). In this paper, we study both of these aspects. We propose a probabilistic learning framework to assess grasp stability and demonstrate that knowledge about grasp stability can be inferred using information from tactile sensors. Experiments on both simulated and real data are shown. The results indicate that the idea to exploit the learning approach is applicable in realistic scenarios, which opens a number of interesting venues for the future research.
object grasping exist, and most of these have been designed to deal with known objects. To estimate the shape and pose of an object, visual sensing has been widely used [2] - [7] . However, the accuracy of vision is limited, for example, due to imperfect calibration and occlusions. Small errors in object pose are, thus, common even for known objects, and these errors may cause failures in grasping. These failures are commonly difficult to prevent at the grasp execution stage if the hand is not equipped with sensors. Tactile and finger force sensors can be used to reduce some problems [8] , [9] but are still uncommon in practice. We have observed that due to uncertainty in the observations, a grasp may fail due to slippage or collision, even when all fingers have adequate contact forces, and the hand pose with respect to the object is not very different from the planned one.
The main contribution of our study is a new approach that incorporates knowledge of uncertainty in the observations when predicting the stability of a grasp. We show how grasp stability can be assessed based on data extracted both prior to and during execution. The data contain object information such as shape, grasp information such as approach vector, and online sensory and proprioceptive data including tactile measurements from fingertips and joint configuration of the hand. In a real-world robot platform, all measurements that are acquired from the environment are noisy and associated with a degree of uncertainty. Our goal is to create a system which is capable of performing prediction of grasp stability from real-world sensory streams. In order for the system to be robust, the uncertainty in the observations needs to be taken into account. Probabilistic methods provide a framework to deal with uncertainty in a principled manner and will, to this end, provide the foundation on which our system is built. Our aim is to model the embodiment specific and inherently complex relationship between grasp stability and the available sensory and proprioceptive information. Methods that are based on AdaBoost, support vector machines (SVMs), and hidden Markov models (HMMs) are proposed and compared.
Our approach is a learning-based framework that relies on having a training dataset that is assumed to sample the domain of possible scenarios well. This poses a challenge: Acquiring such data is associated with a significant cost with respect to time and computation. In order to alleviate this problem, we use a simulator from which we can generate a large set of synthetic training data in a controlled environment with relative ease. The approach to use synthetic training data is justified by performing inference on real-world examples. Moreover, the generalizability of the grasp stability estimation is experimentally evaluated. The results demonstrated that the stability estimation generalizes well to new objects even with a moderate number of objects used in training. In summary, this paper demonstrates that knowledge about grasp stability can be inferred using information from tactile sensors, while grasping an object before the object is further manipulated. This is very useful since, if an unstable grasp is predicted, objects can be regrasped before attempting to further manipulate them.
In the following section, the contributions of our work are discussed in detail in relation to the state-of-the-art work in the area. This is followed by a presentation of the theoretical framework in Section III and the employed learning methodology. In Section IV, the simulator, the database, and the real-data collection are described. We present the results of experimental evaluation in Section V and conclude our work in Section VI.
II. CONTRIBUTIONS AND RELATED WORK
In robotic object grasping, there has been a lot of effort during the past few decades [1] . Grasp stability analysis is a tool that is often used in grasp planning, where the grasp is planned using grasp quality measures derived from stability analysis. Most of the work on grasp stability assessment relies on analytical methods and focuses on rigid objects, albeit some work has considered the analysis of grasps on deformable objects [10] . Compared with our approach, the analytical methods require exact knowledge of the contacts between the hand and the object to estimate the stability of a grasp.
Most of the grasp-planning approaches that are tested in simulation have the common property to use a strategy that relies on the object shape. Modeling object shape with a number of primitives such as boxes, cylinders, cones, spheres [4] , [11] , or superquadrics [12] reduces the space of possible grasps. The decision about the suitable grasp is made based on grasp quality measures given contact positions. However, none of these approaches provide a principled way to deal with uncertainties that arise in dynamic scenarios or in the errors inherent to simplification with primitives, which can potentially be solved using tactile feedback. This is also the main objective and contribution of the study presented here.
One of the issues that are often faced in household scenarios is deformable objects. Planning grasps for these types of objects is not at all well studied as rigid objects. Examples can be found in the literature, such as [13] , where the deformation properties of objects are learned, and then a suitable grasping force is planned for the associated objects.
To cope with the fact that the exact knowledge of the object and the hand is not available, we employ tactile sensors that measure a range of pressure levels. Tactile sensing has been used for various purposes in prior studies, and we focus on the use of tactile sensors in the remaining survey of the related work. There are recent examples that perform grasp generation from visual input and use tactile sensing for closed-loop control once in contact with the object. For example, the use of tactile sensors has been proposed to maximize the contact surface for removing a book from a bookshelf [14] . Application of force, visual, and tactile feedback to open a sliding door has been proposed in [15] . In our study, the main difference is that the tactile sensors are used to assess the stability of a grasp. Thus, rather than using the tactile data for control, we use them in order to reason about grasp stability.
Learning aspects have been considered in the context of grasping mostly for the purpose of understanding human grasping strategies. In [16] , it was demonstrated how a robot system can learn grasping by human demonstration using a grasp experience database. The human grasp was recognized with the help of a magnetic tracking system and mapped to the kinematics of the robot hand using a predefined lookup table. Another approach is to use vision. However, measuring the contact between object and hand accurately is a nontrivial task. The system in [2] learns grasping points by using hand-labeled training data in the form of image regions which indicate good grasping regions. A probabilistic decision system is employed on previously unseen objects to determine a good grasping point or region. In [3] , vision is used to create grasp affordance hypotheses for objects and refine the grasp affordance hypotheses through grasping. The result is a set of grasps that will produce good grasps on a specific object.
Current learning approaches that use tactile sensors are focused on either determining the properties of objects [17] - [19] or object recognition [19] - [22] . Different properties of objects give valuable information that can be further used in grasp stability analysis. In [17] , the pose of the object is determined using a particle-filter technique based on the tactile information gained from the contacts between a gripper and the object. Similar work was presented by Hsiao et al. [23] , where object localization was performed with knowledge of tactile contacts on specific objects. In [18] , the surface type (edge, flat, cylindrical, and sphere) of the tactile contact is determined using a neural network. In [19] , tactile information that is extracted from the sensors on a two-fingered gripper is used to determine the deformation properties of an object. However, learning or analyzing such object properties through tactile sensors do not answer the question of grasp stability directly compared with the work presented here.
Work on using tactile sensors for recognition of manipulated objects has been reported rather recently. The main approach is to use multiple grasp or manipulation attempts and then learn the object through the haptic input from the manipulations or grasps. Current approaches use either one-shot data from the end of the grasps [21] , [22] or temporal data collected throughout the grasp or manipulation execution [19] , [20] . In [21] , a bag-ofwords approach is presented that aims to identify objects using touch sensors available on a two-fingered gripper. The approach processes tactile images collected by grasping objects at different heights. In [22] , a similar approach is taken for a humanoid hand. A more traditional approach to learning is employed with features extracted from tactile images in conjunction with hand joint configurations as input data for the object classifier. In [20] , entropy is used to study the performance of various features in order to determine the most useful features in recognizing objects. In this case, a plate that was covered with a tactile sensor was used as the manipulator. However, the object recognition using the recognized good features did not perform here as well as it did in the other presented works. Thus, no attempts have been made to use tactile sensors that are placed on a robotic hand to predict the stability of a grasp. We have presented the idea of grasp stability prediction using tactile sensors in [24] with some initial results, and we extend our work in this paper.
III. PROBLEM FORMULATION AND MODELING
To determine grasp stability is difficult, when factors that affect the stability are uncertain or unknown. We show that with a probabilistic approach, it is possible to assess grasp stability using tactile measurements. Mapping from tactile sensor measurements to grasp stability is complex and not injective because of variability in object parameters, grasp, and hand types, as well as the uncertainty inherent in the process. Thus, we consider grasp stability as a probability distribution
where grasp stability, which is denoted by S, depends on different measured and/or known factors. The factors that are taken into account in our model are 1) H: force/pressure measurements from tactile sensors; 2) j: joint configuration of the hand; 3) O: object information, e.g., object identity or shape class; and 4) G: information relevant to the grasp, e.g., approach vector and/or hand preshape. Grasp stability S is a discrete variable with two possible states: a grasp is either stable or unstable, while the other variables can be discrete or continuous. Our goal is to assess the effect of factors in (1) to grasp stability by considering different subsets of the variables. We study the problem using both instantaneous measurements of variables and time-series measurements. With instantaneous measurements, the stability is assessed only from the instant the robot hand is static and closed around the object. This approach is referred to as one-shot classification. In contrast, the time-series approach takes into account measurements that are generated during the whole grasping sequence. The variables H and j are, thus, represented from time t 0 to t n , where t 0 and t n represent the start and the end of the grasping sequence, respectively. In the case of one-shot classification, we use the measurements once the hand has reached a static configuration, which is an approach similar to [21] . Thus, we compare the distribution defined by (1) with one that discards the time series:
We show that both approaches that are described by (1) and (2) are valid and that grasp stability can be assessed based on them. To study the contribution of object O and grasp knowledge G, we have set up a hierarchy as depicted in Fig. 1 . The hierarchy is divided into levels, each with increasing amount of sensory information being available. At the top level of the hierarchy, only the information that is related to the hand itself, H, and j is used. Thus, we estimate
Considering only sensor information, the overall distribution will be somewhat uninformative-there is significant uncer- tainty as the same sensor readings can be associated with both stable and unstable grasps for different objects, grasp approach vectors, and hand preshapes. Subsequently, when more pieces of information are considered, the estimation of the distribution should be more specific, resulting in better discrimination. At the second level, we consider that object shape or object instance is known:
Finally, at the third level, we consider knowledge about the applied grasp, and estimate the stability through P (S|H, j, O, G).
Since knowledge of all the variables that are present in (1) is assumed, the uncertainty in the stability estimation is expected to decrease. In the rest of this section, we describe methods to estimate the density functions using a classification approach. SVMs and AdaBoost are used to model the instantaneous model, according to (2) , while HMMs are used for the general time-series case, according to (1) . Although the probabilistic framework is presented as a method to estimate grasp stability using haptic data, it is also possible to use the proposed framework with other types of sensory information.
A. Feature Representation
First, we describe the input features for the classifiers. In this work, a three-fingered Schunk Dextrous Hand (SDH) with seven degrees of freedom and equipped with six 2-D Weiss Robotics pressure-sensitive tactile pads [25] is used as a demonstration hardware platform. Tactile measurements are recorded from the first contact with the object until a steady state is reached. The whole measurement sequence is denoted by x . Training data are generated both in simulation and on real hardware and will be presented in Section IV. The notation used in this paper is as follows.
. . , V is the observation at time instant t given the ith sequence; F is the Tactile data are relatively high dimensional and redundant. Thus, we borrow ideas from image processing and consider the 2-D tactile patches as images. Each tactile image is represented using image moments. The general parameterization of image moments is given by
where p and q represent the order of the moment, z and y represent the horizontal and vertical positions on the tactile patch, respectively, and f (z, y) represents the measured contact. We compute moments up to order 2, (p + q) ∈ {0, 1, 2}, for each sensor array separately. These then correspond to the total pressure and the distribution of the pressure in the horizontal and vertical directions. Thus, there are in total six features for each sensor resulting in an observation x i t ∈ R 6F +V . Normalizing the feature vector is a common step in machine-learning methods. In our case, moment features and finger joint angles are normalized to zero mean and unit standard deviation. Normalization parameters are calculated from the training data and then used to normalize the testing sequences.
B. One-Shot Recognition
In this section, we examine the learning of grasp stability based on tactile measurements acquired at the end of a grasping sequence, i.e., once the final grasp has been applied to the object. We claim that if successful separation between stable and unstable grasps can be learned from examples, one-shot classification can determine the stability of the grasp from any haptic observation x i t measured during a grasp. This information can then be used in grasp control to determine when the robot hand has reached a stable configuration.
In this paper, two types of nonlinear classifiers, AdaBoost and SVM, are used in the experiments to demonstrate the ability to learn the stability of the grasps. AdaBoost and SVM were the best performing classifiers in [26] . AdaBoost is a boosting classifier, which has been developed by Freund and Schapire [27] , that works with multiple so-called weak learners to form a committee that performs as the classifier. Here, we use AdaBoost implementation from [28] .
SVM classification [29] , [30] is also suitable for the problem. SVM is a maximum margin classifier, i.e., the classifier fits the decision boundary so that maximum margin between the classes is achieved. This guarantees that the generalization ability between the classes is not lost during the training of the SVM classifier. We use the libSVM implementation presented in [31] . Another critical feature of the SVM for our use is the ability to use nonlinear classifiers instead of the original linear hyperplane classifier. Nonlinearity is achieved using different kernels; in this study, the radial basis function
is used as the kernel for SVM. Moreover, as an extension to the basic two-class SVM, probabilistic outputs for SVM are used to analyze the results given by the SVM. This idea was first presented in [32] . The SVM output y(x) is converted to a probability according to
where parameters Γ and Λ are estimated using training data, and σ(·) is the logistic sigmoid function. This probability is, thus, related to the earlier general discussion by
C. Temporal Recognition Using Hidden Markov Models
Time-series grasp stability assessment is performed based on HMMs [33] . Here, we use HMM implementation from [34] . We construct two HMMs: one representing stable and one unstable grasps. Classification of a new grasp sequence is performed by evaluating the likelihood of both models and choosing the one with higher likelihood. For the HMM, we use the notation λ = (π, A, B), where π denotes the initial probability distribution, A is the transition probability matrix
and B defines output (observation) probability distributions
, where X t = x represents a feature vector for any given state S t = j. In this paper, we evaluate both ergodic (fully connected) and left-to-right HMMs.
The estimation of the HMM model parameters is based on the Baum-Welch procedure. The output probability distributions are modeled using Gaussian mixture models (GMMs)
where K k =1 w k = 1, μ k is the mean vector, and C k is the covariance matrix for the kth mixture component. The unknown parameters θ = (w k , μ k , C k : k = 1...K) are estimated from the training sequences o = (x 1 , ...x T ). Initial estimates of the observation densities in (10) affect the point of convergence of the reestimation formulas. Depending on the structure of the HMM (ergodic versus left-to-right), we use a different initialization method for the parameters of the observation densities. The two initialization procedures are given as follows.
1) For an ergodic HMM, observations are clustered using k-means. Here, k is equal to the number of states in the HMM, and each cluster is modeled with a GMM using standard expectation maximization. Initial parameters for the GMMs are found using k-means algorithm. 2) For a left-to-right HMM, each observation sequence is divided temporally into equal length subsequences. Then, each GMM is estimated from the collection of corresponding subsequences. Thus, the GMMs represent the temporal evolution of the observations. Initial parameters are found as in the case of an ergodic HMM.
IV. DATA COLLECTION
For a learning system to achieve good generalization capabilities, relatively large training data are typically required. To generate large datasets on real hardware is time consuming, and in robotic grasping, it is difficult to generate repeatable experiments due to the dynamics of the process. However, if suitable models are available, simulation can be used for generation of data for both training the learning system and performance evaluation. In our study, we generate both simulated and real training data as explained next.
A. Simulator
The grasp simulator RobWorkSim, 1 which is described in [35] , is used to generate training data including tactile measurements. The simulator is used in combination with the open dynamics engine (ODE) physics engine and provides support to simulate articulated hands, PD joint controllers, grasp quality measures, camera sensors, range sensors, and tactile sensors. The primary motivation to use RobWorkSim over the more widely used GraspIt! [36] is the integrated support for tactile array sensors.
1) Tactile sensor model:
The tactile array sensor simulation in RobWorkSim is an experimental model that transforms the point contacts of the ODE to sensor measurements by describing the deformation of the sensor surface given a point force f applied perpendicular to it. The model was originally described in [37] . The model assumes that the deformation or response is linear with the magnitude of the point force, which is a fair assumption for small forces. Given the deformation function h(x, y) where x and y are specified relative to the center (a, b) of the contact, the total deformation of the surface of an array of rectangular texels with size (A, B) can be found by integrating over the surface of each texel by
where (a, b) is the center point of the contact, and (m, n) is the texel index. This surface integration is approximated using the rectangle method. Point force experiments on the real sensors suggested that the deformation decreased with the inverse of the square of the distance from the point force. We use an isotropic function to approximate the deformation of the sensor surface
where (x, y) is specified relative to (a, b), and n texel is the normal of the texel on which the point force f is applied. The parameters (α, β) were found by fitting the model to experimental data extracted from real sensors. Fig. 3 shows a visual comparison between the real and the simulated sensor output, where a sharp edge was pressed against both sensors. Assessing grasp quality requires taking properties of the hand (orientation, joint configuration, friction, elasticity, and grasping force) and object (shape, mass, friction, contact locations, area, and contact force) into account. In the simulated environment, these parameters are known. We use a widely known grasp quality measure based on the radius of the largest enclosing ball in the grasp wrench space (GWS). We construct the GWS as proposed in [38] by calculating the convex hull over the set of contact wrenches
T , where f i,j belongs to a representative set of forces on the extrema of the friction cone of contact i. d i is the vector from the torque origin to contact i, and λ weighs the torque quality relative to the force quality.
It is not obvious how to determine λ due to the differences between forces and torques. We, therefore, calculate force space and torque space independently and use the radius of the largest enclosing ball in each of these to give a 2-D quality value ( f , τ ) for each grasp. A third quality measure cm c that is based on Fig. 4 . Objects in simulation were generated in three sizes (75%, 100%, and 125%): hamburger sauce, bottle, cylinder, box, sphere.
the distance between the centroid of the contact polygon C and the center of mass CM of the object [39] is used: cm c = CM − C . This measure captures the same properties as the torque measure; however, it is more robust with regard to the point contact output of the simulator. Stable grasps are defined as those for which all three quality values are within a certain threshold. The thresholds have been determined experimentally.
B. Generating Training Data in Simulation
The database includes examples of stable and unstable grasps on different objects. We examine stability starting from the most general case in the hierarchy specified in Fig. 1 and continue by including information about subsequent properties until reaching the most specific case. At the top level of the hierarchy, data are generated on objects with different shapes using approach vectors that are generated uniformly from a sphere, referred to as a spherical strategy. At the second level, the shape information is given; hence, grasps are generated separately per object shape with the spherical strategy. At the third level, the approach vector is formed based on the object shape: Side or top grasps are applied with more than one preshapes. At the bottom level, the preshape is also chosen per object shape and approach vector. Fig. 4 shows examples of objects that are included in the database.
Each grasping sequence in the database is generated by placing the hand in a specific configuration with respect to the object and then closing the fingers. For the recognition that relates to levels 1 and 2 in the recognition hierarchy (see Fig. 1 ), a simple spherical grasp strategy with a randomly chosen preshape is used. The spherical grasp strategy generates the approach direction for the hand by sampling the unit sphere around the center of mass of the object. Each sample then consists of a vector that points toward the center of mass of the object.
The strategy and the preshapes used for level 3 in the recognition hierarchy are shape specific. Therefore, strategies were developed for each shape used in the experiments. The hand preshapes for level 3 were generated with finger joint values in the interval ([−90; −70], [−10; 10])
• , where the seventh joint was one of 90
• , 60
• , and 0 • , as shown in Fig. 5 . The following grasp strategies are applied for the shape primitives.
1) Sphere-The approach directions are sampled randomly from the unit sphere with origin in the center of gravity of the object. Both the ball preshape (60 • ) and the parallel preshape (0 • ) were used. 2) Cylinder-The object is approached either from the top or from the side. When approaching from the top, a ball grasp preshape is used, and the approach direction is pointing toward the object center of mass. For side grasps, the approach is sampled with an angle of 0-20
• with respect to the horizontal plane, pointing toward the center of mass of the object. The preshape in the side grasp uses an angle of 0 on joint 7 so that a parallel grasp can be obtained.
3) Box-The object is approached using a vector lying in the plane defined by the world z-axis and the longest axis of the box and pointing toward the center of gravity. A parallel preshape of the hand is used. In addition, two natural objects, i.e., the hamburger sauce and the bottle (see Fig. 4 ), used the same strategy as the cylinder. The tactile information and the joint configuration are recorded from simulation at regular time intervals.
In general, the performance of the simulation is largely dependent on the level of details of the geometries in both hand and objects. In our setup, to generate a simulated grasp using a modern quad core computer took approximately 2 s.
C. Generating Training Data on a Robot
The real-world experiments show the feasibility to assess grasp stability on physical robot platforms. The experiments aim to serve as a proof of concept rather than assessing the exact performance rates in different use cases. The experimental evaluation on real data follows the methodology used in simulation such that similar objects and same grasp types are used. The objects are placed such that they are initially not well centered with respect to the hand to assess the ability of the methods to cope with the uncertainty in pose estimation. A few example grasps are shown in Fig. 6 . The real data include side grasps on the objects in Fig. 7 with the preshape shown in Fig. 5 , where the seventh joint is 0
• . After preshaping, the hand closes the fingers with equal speeds, while limiting the maximum torque Fig. 8 . Example of a failed grasp when only visual input is used. Details about the system are reported in [7] .
of each actuator until reaching a static state where the object does not move or a fully closed hand configuration is reached. The latter occurs in the case of an unsuccessful grasp.
Tactile readings and corresponding joint configurations were recorded starting from the first contact until a static state is achieved. To generate stable/unstable label for a grasp, the object is lifted and rotated [−120
• , +120
• ] around the approach direction. The grasps where the object is dropped or moved in the hand were labeled as unstable. One hundred stable and 100 unstable grasps were generated for each object. Data processing, training, and classification followed the same methodology as described for the simulated data.
V. EXPERIMENTS
We begin the experimental part by describing a simple demonstration scenario to show that the proposed approaches are viable in real applications. As the main experimental contribution, we then proceed to study the effect of different types of information for the estimation of grasp stability, starting with the experimental setup in Section V-C, followed by results in Sections V-D (one-shot recognition) and E (temporal recognition).
A. Demonstration
The feasibility of the approach is demonstrated in a realistic scenario. The demonstration is included to better show how the proposed methodology can be integrated in a real robotic system. Quantitative evaluation of the methodology is presented after the demonstration.
A vision-based system can provide information about the specific objects in the scene, and their pose [4] - [6] or potential grasping points on the object [7] , [40] . In our previous work, we have shown how this can be done for known [4] , unknown [5] , [6] , and familiar objects [7] , [40] . However, in the previous work there were many cases that resulted in unsuccessful grasps. One example using system from [7] is shown in Fig. 8 , and more examples are provided in the supplementary material.
The scenario that is demonstrated is as follows: Objects of the known geometry are placed in the workspace of a robot in a known position similar to [4] . Grasp hypotheses from a planner [41] are applied on the real robot by placing each of the five objects (see Fig. 9 ) in a known position. The planner is performing object decomposition for complex objects and plans grasps on the decomposed parts [4] . In our scenario, the planner is configured for a specific preshape. To demonstrate grasping of asymmetric objects in different poses, we place them in four different orientations with respect to the robot. After a suitable grasp is generated by the planner, the hand is moved to a preshape position, and the fingers are closed. After a steady state is reached (no change is detected in the tactile sensors), the stability of the grasp is estimated. Finger closing is controlled by executing a constant velocity motion for the finger joints and simultaneously limiting the maximum force by limiting the current for the finger actuators.
Before the system can be operated, a training (calibration) process, which is required for each individual robotic hand, needs to be completed. The calibration process is described in Algorithm 1. The algorithm is run using the objects in Fig. 9 ; 114 stable and 114 unstable grasps are generated, including 58 grasps from the white spray bottle and 32 grasps from the pink detergent bottle in Fig. 9 . While the calibration algorithm is not tied to a particular classification methodology, in the demonstration, the HMM classifier that is presented in Section III-C is shown.
The operation mode of the demonstration system is described in Algorithm 2. A grasp is estimated as stable if the probability of a stable grasp exceeds the probability of the grasp being unstable, i.e., P (S = stable) > P (S = unstable). The probabilities are estimated using the well-known HMM "forward algorithm" to compute the probability of the observed sequence of measurements, assuming equal prior probabilities for stable and unstable. Fig. 10 shows snapshot images from the operation of the system. 2 The robot attempts to grasp a bottle by first placing the hand in a preshape position given by the planner mentioned earlier, as shown in Fig. 10(a) . Then, the fingers are closed as described earlier. The closed grasp is shown in Fig. 10(b) with the corresponding tactile measurements in Fig. 10(c) . The grasp is predicted to be unstable, with the loglikelihood ratio log P (unstable)/P (stable) of the two models being 191.1270 > 0, indicating unstable grasp. Now, in order to demonstrate that the failure was correctly predicted, instead of regrasping, the robot is nevertheless commanded to lift the object. The object drops as shown in Fig. 10(d) , demonstrating the ability to correctly recognize an unsuccessful grasp. Next, to demonstrate that the stable grasps are also successfully recognized, another grasp that is generated by the same grasp planner is shown in Fig. 10(e) . The closed grasp and the corresponding tactile measurements are shown in Fig. 10 (f) and 10(g). Based on the measurements, the grasp is predicted to be stable, with the difference across log-likelihoods of the two models being −537.7687 < 0, indicating a stable grasp. Lifting and rotating the object around demonstrates this in Fig. 10(h) , which concludes the demonstration.
B. Evaluation of Learning Capability
The experiments are divided according to the hierarchy presented in Section III. The goal is to evaluate the effect of the increasing knowledge on the classification results with both one-shot and temporal classification approaches.
1) Level 1 (No constraints):
On this level, no constraints are placed on the data that are used for training the classifiers. In other words, only tactile sensor measurements and the joint configuration are available, and the other variables are unknown. The grasps are sampled from a sphere, and the hand is oriented toward the object. The data are collected in simulation across multiple object shapes and scales. 2 See the supplementary video for a more detailed demonstration.
2) Level 2 (Constraints on object shape):
The shape of the object is known, enabling the use of shape-specific classifiers. The grasps are randomly sampled from a sphere, and the hand is oriented toward the object. The data are collected in simulation.
3) Level 3 (Constraints on approach vector, preshape, and object shape): On level 3 of the hierarchy, constraints are placed on the approach vector, the grasp preshape, and the object shape. The data are collected using a manually chosen approach vector, and the preshape is adjusted to the shape of the object. On this level, the shape is known so that shape-specific classifiers can be used. Both simulated data and real data are available at this level.
C. Experimental Setup 1) Data:
The simulated data that are used in the experiments consist of five objects with three different grasp configurations applied to them. Three of the objects have primitive shape (box, cylinder, and sphere), and two have natural shape (hamburger sauce and bottle). Each object is scaled to three different sizes: 0.75, 1.0, and 1.25 of the original size. For each object/size/grasp combination, 1000 unstable and 1000 stable grasps are randomly chosen from the database described in Section IV-B. Thus, each object/grasp dataset consists of 3000 stable and 3000 unstable grasps. When we refer to specific simulated object/grasp combination, terms side and top are used for grasps that are generated as side and top grasps, while sph. is used for grasps that are generated uniformly from a sphere around the object (random approach vector). Altogether, there are then 30 000 samples for the five objects. We also refer to the root node of the information hierarchy, which contains all samples of primitive shapes: a total of 18 000 samples.
The real data that are collected include nine objects with 100 unstable and 100 stable grasps for each object. Thus, there are 1800 samples in the real data set. The details of the real-data collection are described in Section IV-C.
2) One-shot recognition: As mentioned in Section III-B, we utilize the AdaBoost algorithm in one-shot classification. Because of the formulation of the AdaBoost, a weak learner needs to be chosen. In the experiments, a decision tree with a branching factor of 1 was used as the weak learner, effectively reducing the tree to a series of linear discriminants. The branching factor was determined from a series of tests that showed that using a branching factor of 1 performed as good as or better than larger branching factors on the data described in Section IV. Two hundred iterations of AdaBoost were run to find the final classifier in all experiments. For an SVM classifier, γ = 0.03, and constant C related to the penalty applied to incorrectly classified training samples [29] is set to C = 0.4.
All experiments are reported as tenfold cross-validation averages, except where otherwise noted. In each case, the datasets used to train and test the classifiers are balanced, i.e., the datasets contain equal number of unstable and stable grasps. Image moments are used as the feature representation for the one-shot classifiers. The joint data in addition to the tactile data are also included in the features unless otherwise noted.
3) Temporal recognition: To study if the temporal information improves the recognition performance, two HMMs, one for stable grasps and another for unstable ones, were trained. The stopping criterion for HMM training was a convergence threshold of 10 −4 with a 10-iteration limit. In order to improve the reliability of the evaluation, both ergodic and left-to-right HMM were evaluated independently. The reason for these multiple experiments is that by evaluating multiple temporal models, we aim to understand if the temporal ordering plays part in the modeling. The covariance of the mixture model component distributions was forced to be diagonal.
In the training of the temporal model, the structure of the HMM needs to be chosen in the form of structural parameters, which describe the number of HMM states and the number of mixture model components for each state. These were chosen experimentally such that the HMM was trained using different parameter settings, and the setting producing at least lowest equal error rate result (equal number of false positives and negatives) or better performance than that was chosen. The number of states was varied between 2 and 6, while the number of mixture components was between 2 and 5.
Experiments were performed both on simulated and real data. For simulated data, randomly chosen 80% of the samples were used for training and the other 20% for testing. For the real data, tenfold cross validation was used to evaluate the performance, and the best parameter setting over all folds was chosen.
Image moments were used as features, similar to one-shot learning. However, to reduce the number of parameters in HMM and speed up the training process, principal component analysis was applied to the moment and joint measurements separately to reduce the dimensionality of the dataset. The number of principal components was chosen such that at least 99% of the total variance is retained.
D. One-Shot Recognition Results
In this section, we present a collection of experiments based on the information hierarchy in Fig. 1 using the AdaBoost classifier. SVM classifier is used with image moments to examine the separability of the grasp stability at each level by means of log-likelihood histograms. We also study the effect of the joint configuration data on the classification by including or excluding them from the feature vector for the classifier when using real data. Training time for the classifiers is less than five min, for the reported amount of samples. Adaboost training time increases linearly with the amount of samples, while SVM training time increases quadratically. Classification of a single sample takes less than 10 ms with both of the presented classifiers. SVM classification time increases linearly with the amount of samples used for training.
1) Real data:
The experiments begin by showing results using real data. Sampling grasps with a real hand is a slow process, and thus, the sample size is limited. To study the effect of the amount of samples used for training, we ran a series of tests with variable sample sizes. In each case, the same object was used both for training and testing. The results of these tests are shown in Table I , which shows the classification rates for training datasets of difference sizes. The test shows that for a specific grasp on the cylindrical object, 100 samples are already enough to reach classification performance levels achieved with higher amount of samples; the differences in classification performance above 100 samples are not statistically significant. However, this is the case only when the stable and unstable grasps are distinctive, i.e., we achieve a high rate of correctly classified grasps. In the case of the white bottle dataset, where the classification rate is lower, the results show that more than 200 samples could be useful in increasing the classification performance.
Classification results as percentages for single object classifiers (known object case) are presented in columns 2 and 3 of Table II . Classification rates are shown both with joint configuration data and without it, and the classification rates were computed for image moment feature representations. The main focus in this experiment is to study prediction of the grasp stability on known objects that the system has previously learned. The average classification rate for known objects is 82.5% including joint data and 81.4% excluding them from the measurements. Thus, the inclusion of joint data seems to benefit the recognition but only to a minor effect. Moreover, the result indicates that at least with known objects the proposed approach seems to have adequate recognition rate for practical usefulness. We also study how well the trained system can cope with unknown objects, i.e., objects that have not been used to train the system. The results are shown as percentages of correct classification in columns 4 and 5 of Table II , which are adjacent to the results with known objects. The results are for a system that has been trained on all the objects except the object for which the classification rate is shown. The average recognition rate is 73.8% with joint data and 72.7% without them. The results show that while the classification rate is lower than with known objects, it is still possible to make predictions of the grasp stability on unknown objects to some extent. However, this holds true only when similar grasps are applied on unknown objects as were applied to the objects that the system were trained on. In comparison, including grasps from all objects, including the one being tested, for a single classifier yields a result of 78.6% correct classification across all the objects in the real object set. This indicates that the variety of objects that are used in training plays an important role in order to attain good performance and that the knowledge of object identity is useful but does not seem necessary if the training data include same or similar objects.
Two objects of a primitive shape are included in the real data: a box and a cylinder. Table III shows classification percentages when the classifier is trained only on one of the primitive objects. The classifier is then asked to classify the grasp stability of grasps made on real-world objects with different shapes. Cross validation was not needed in this case, because the training and test sets are naturally separate. The average classification rate for the cylinder model is 68.0% and for the box model 66.4%. These results no longer seem adequate for a real system, which again suggests that the variety in the training data is essential.
2) Simulated data:
In contrast with the real data, in simulation we are able to sample a large number of grasps from different objects and using different grasp strategies. The following classification results were achieved using the simulated datasets described in Section IV. In Table IV , classification percentages are reported for each node in the information hierarchy. The root node (level 1) was randomly subsampled to 12 000 samples due to computational constraints and has classification rate of 75.3%. The average classification for level 2 (known object, unknown approach vector) is 76.5% and, for level 3 (known object, known grasp), 77.5%. A trend that increasing knowledge increases classification rate appears, similar to the experiments with real data. However, the trend is significantly weaker compared with the real data. Somewhat surprisingly, the real-data classification rates are notably higher when more information is available, and the trend is stronger, compared with simulation.
While the primitive shapes that are used in Table IV are simple shapes, we can use these primitive shapes to train the classifier and then use the classifier to classify grasps sampled from more natural, complex objects. The results are shown as percentages of correct classifications in Table V. Each row corresponds to a tested natural object (hamburger sauce and bottle), while each column corresponds to a combination of a training object and grasp strategy. Comparison results when training the classifier with the natural object and corresponding grasping strategy are shown in italic font. The figures in the table show that having data from the correct object has a notable positive effect on the classification rates. This is again a positive argument for the beneficial effect of a variety of training data.
Using the SVM and its ability to output estimates of the prediction certainty gives us a possibility to examine the performance of the classifier on different datasets in more detail compared with AdaBoost, which supports only the hard decision boundary. This comparison can be seen in Fig. 11 . In Fig. 11 , log-likelihood ratios log 1 − P (S)/P (S) calculated from the probabilities for stable and unstable samples are shown in histogram form: red for unstable and light blue for stable. The classification errors are shown in filled color, with the filled area indicating the error probability. Fig. 11(a)-(c) is from simulated data, and Fig. 11(d) is from the real cylinder grasped with the SDH. It is evident from the figure that increasing information makes the distributions for stable and unstable grasps more separate, which was also indicated by the earlier results. Moreover, the figure also supports the finding that classifying the real data seems to be easier than the simulated data. Finally, the figure supports the use of probabilistic approaches for grasp classification, as the ability to measure the uncertainty in classification is important as it can, for example, allow tuning of the classification system to give fewer false positives. 
E. Recognition Based on Temporal Model Results
In this section, we present HMM classification results that are obtained from the previously defined experiments. With given parameters, the training time for the HMM is less than 30 min for the reported amount of samples. The training time increases linearly with the amount of samples. Classification of a single sample takes less than 50 ms.
1) Real data: Similar to one-shot classification, we begin by investigating the general performance and the required number of samples to achieve good generalization properties. Table VI shows HMM classification percentages corresponding to Table I. The results demonstrate that the performance of the HMM classifier does not change much for distinctive grasps such as the ones from the deformable cylinder. While the average classification rates are similar to the one-shot model, the temporal Classification percentages for single object classifiers are presented in Table VII , both with joint configuration data (w/j) and without them (wo/j), to study the prediction capabilities on objects the system has previously learned with the two HMM types (left-to-right: LR, ergodic: ERG). The average classification rate for known objects (with joint data) is 82.4% with LR and 81.7% with ERG which are on a par with the one-shot learning (see Table II ). Thus, with single object classifiers, the inclusion of temporal information did not increase classification performance.
Table VII also includes the results that study how well the trained system can cope with unknown objects, corresponding to Table II for the one-shot learning. The rates that are not included (marked with a dash) were below the level of chance. The results are similar in the way that the classification rates drop with unknown objects, the average rate with joint data being 77.5% for LR and 77.0% for ERG. However, the rate for unknown objects is in most cases high enough such that while the classification rate is lower than with known objects, it is still possible to make useful predictions of the grasp stability on unknown objects. LR seems to outperform ERG slightly in both cases, but the difference is not very significant. The reason for the difference is likely to be the simpler structure forced by the LR model, which in turn is likely to prevent overfitting. In comparison, using all data from all objects for a single classifier yields a result of 78.3% for LR model and 76.5% for ERG. It is remarkable that the difference between these and the results without the test object in the training data is less than 1%. Thus, with real data, it seems that the generalizability of grasp stability across objects is surprisingly good. Table VIII shows classification results when the classifier is trained only on one of the primitive objects, corresponding to one-shot learning results shown in Table III . The average rate for cylinder primitive is 64.6% for LR and 62.3% for ERG, which are below the results of one-shot recognition. For box primitive, the recognition rate for pitcher was below level of chance and is thus not shown. On average, the rates for box primitive are nevertheless higher than those for the cylinder primitive and also higher compared with the one-shot learning. The cause of failure for the single object could not be identified. Altogether, the results are in agreement with those from one-shot learning in that the variety of training data seems important to attain good and stable performance.
2) Simulated data: Using the simulated data, Table IX reports the results for each node in the information hierarchy, corresponding to Table IV for the one-shot learning. For the LR model, the average classification for level 1 (root node, unknown object, and unknown approach vector) is 64.9%, 69.9% for level 2 (known object and unknown approach vector), and for level 3 (known object and known grasp), it is 67.5%. The results for ERG are similar. There are two observations to be made. First, these are consistently lower than those with oneshot learning, which is the opposite behavior compared with the real-data experiments, indicating that the simulated and real data do not match exactly. Second, the trend that increasing knowledge increases performance is broken for level 3, although the difference is not very significant. A possible explanation for this is that the stability of top and side grasps is on average more difficult to model with the HMM compared with modeling the stability of a grasp with random approach vector, because it is possible that some of the grasps with a random approach vector might be especially easy to recognize correctly.
The classification performance when training with primitive shapes but testing with real-world objects is shown in Table X,  corresponding to Table V for the one-shot classification. The classification rates with the correct object are shown in italic font for comparison. The results indicate that on average the classification is significantly improved by having the correct object model instead of a general primitive model, again indicating the importance of variety in training data. Moreover, the results are again inferior to one-shot recognition, strengthening the finding that the temporal information is not essential for recognition with the available simulated data. To conclude, the real-world cases seem to contain dynamic phenomena that can be modeled better using a temporal model.
VI. CONCLUSION AND FUTURE WORK
Uncertainty is inherent to the activities that robots perform in unstructured environments. Probabilistic techniques have demonstrated the strength to cope with the uncertainty in robot planning, decision making, localization, and navigation. In the area of robot grasping, there have been very few examples to solve problems such as assessing grasp stability by taking uncertainty into consideration.
In this work, it was shown how grasp stability can be assessed based on uncertain sensory data using machine-learning techniques. Our learning framework takes into account object shape, approach vector, tactile data, and joint configuration of the hand. We have used a simulated environment to generate training sequences, including the simulation of the sensors. The methods were evaluated both on simulated and real data using a three-fingered robot hand. Our work demonstrates how grasp stability can be inferred using information from tactile sensors, while grasping an object before the object is further manipulated or during the manipulation step. We have implemented and evaluated both one-shot and temporal learning techniques. The temporal information was found to somewhat increase generalization capabilities in that a smaller number of training examples were needed and that the generalization performance to new objects was slightly increased. These come with the cost of increased computational complexity. One focus of the experiments was to study prediction capabilities of the proposed methods for known objects. We have also studied how the system can cope with unknown objects, i.e., objects that have not been used in the training step. The results show that while the classification rate is lower than with known objects, it is still possible to make useful predictions of the grasp stability on unknown objects. In summary, the experimental results show that tactile measurements allow assessment of grasp stability. The aim of this paper was not a perfect discrimination between successful and unsuccessful grasps but, rather, a measure of certainty of grasp stability. This also means that a system may be built to reject some stable grasps while having fewer unstable grasps classified as stable ones. Experiments showed that using sequential data to evaluate grasp stability appears to be beneficial during dynamic grasp execution.
Our current study proceeds in several directions. First, we are in the process of integrating the presented system with a visionbased pose estimation system and grasp planning. Second, we are implementing a grasping system based on the proposed ideas for local control of grasps and corrective movements. In both cases, the aim is to demonstrate a robust object grasping and manipulation system for both known and unknown objects based on visual and tactile sensing. Finally, we have developed a more elaborated probabilistic framework in which we study the joint probability of object-relative gripper configurations, tactile perceptions, and grasping feasibility. Here, we have developed a kernel-logistic-regression model of pose-and touch-conditional grasp success probability. The goal is to show how a learning framework can be used for grasp transfer, i.e., if the robot has learned how to grasp one type or category of objects, to use this knowledge to grasp a new object.
