The Wyner-Ziv video coding (WZVC) rate distortion performance is highly dependent on the quality of the side information, an estimation of the original frame, created at the decoder. This paper, characterizes the WZVC efficiency when motion compensated frame interpolation (MCFI) techniques are used to generate the side information, a difficult problem in WZVC especially because the decoder only has available some reference decoded frames. The proposed WZVC compression efficiency rate model relates the power spectral of the estimation error to the accuracy of the MCFI motion field. Then, some interesting conclusions may be derived related to the impact of the motion field smoothness and the correlation to the true motion trajectories on the compression performance.
INTRODUCTION
In some of the most popular Wyner-Ziv video coding architectures, motion compensated frame interpolation (MCFI) allows the decoder to estimate the side information (SI) frame (a noisy version of the current frame ) based on two decoded frames, called reference frames, one in the past (backward) and another in the future (forward), without any knowledge on the current frame (available only at the encoder). In order to MCFI based WZ video coding (WZVC) schemes be competitive regarding the traditional hybrid video coding schemes, the errors or inaccuracies in the motion search performed by the decoder to generate side information, should be as small as possible. In practice, this is hard to achieve since the motion compensation (MC) tools used in hybrid video coding are already quite efficient and the MCFI techniques have not yet achieved the same level of maturity and cannot use the original frame (since are employed at the decoder). In this paper, key considerations are made in order to understand the MCFI efficiency limits and the performance of WZVC when MCFI schemes are used to generate the side information.
A comprehensive analysis of MC prediction for hybrid video coding has been performed in the past, especially to understand the impact of new algorithms such as fractional-pel motion accuracy [1] , and multihypothesis MC [2] . In [3] , a similar rate-distortion study is made in the context of a Wyner-Ziv video codec, where the SI is generated by MC frame extrapolation, i.e. the motion between frames 2 and 1 ( denotes the frame number) is calculated and applied (assuming constant motion) to build the SI frame . In this paper, the important case of MCFI is studied, where two reference (decoded) frames are used and the frame to be interpolated is in between both references. In this context a novel compression efficiency model is proposed to study the impact of the MCFI side information estimators accuracy on the WZVC schemes compression efficiency. The theoretical treatment proposed in this paper provides guidance to develop new and efficient frame interpolation tools for efficient WZVC and can also help in the development of novel encoder rate control solutions for the WZVC architectures that now use decoder rate control based on a feedback channel. This paper is organized as follows: in Section 2, a brief overview of MCFI side information estimation is presented; in Section 3, a broad model for rate analysis is presented and in Section 4 a model for the motion interpolation error is proposed. With these two models, several experiments were performed for which results are shown in Section 5 along with key theoretical insights. The final remarks are presented in Section 6. *joao.ascenso@lx.it.pt; phone 351 218418463; fax 351 218418472; www.img.lx.it.pt
MC SIDE INFORMATION INTERPOLATION
In MCFI, motion estimation is based on a model assumed for the motion trajectory between the reference frames; typically, due to complexity constraints, a linear model is assumed [4] . This scenario is shown in Fig. 1 for a simple case without loss of generality, where it is assumed that the SI frame is always in the middle of and . The GOP size 2 is defined through parameter with ; if this GOP size restriction is applied, the possible GOP sizes are 2,4,8,16,… and each frame will be estimated by using reference frames already decoded in a hierarchical frame dependency arrangement [4] .
In Fig.1 However, since the interpolation is performed at the decoder, low encoding complexity is possible when MCFI is used and it is not necessary to send any motion information from the encoder to the decoder. On the other hand, in hybrid video coding schemes, motion vectors are calculated, predicted (from neighboring motion vectors), entropy encoded and transmitted to the decoder in order to generate the same reference frame used by the encoder (any mismatch will cause drift). Since the side information is estimated by MCFI at the decoder only, the WZ video codec works in open loop and thus the error propagation is also severely mitigated.
POWER SPECTRAL MODEL FOR MCFI
To perform a compression efficiency analysis of MCFI solutions, the statistical model defined in [2] is used here as the starting point since it provides a MC prediction theory for multi-hypothesis (combination of more than one prediction) video coding. However, to study the MCFI efficiency, it is necessary to modify the model proposed in [2] to account for two major differences: i) there is no access to the original current frame, since SI is generated at the decoder; and ii) it is assumed that the errors in the backward and forward motion vectors, and as shown in Fig. 1 , are independent.
In Fig. 2 , the statistical model proposed to analyze the motion interpolation case is illustrated. Consider that , is the current frame under estimation, and , is the estimation of , ; the main goal is to minimize the prediction error , , , without any information about , . The estimation , can be constructed by , , , , where , and , correspond to two predictors, in this case representing the contribution for the estimation of the backward and forward frames, and and correspond to the interpolation filter taps, i.e. the weight of each predictor; these weights are proportional to the temporal spacing between , , . The predictors , and , correspond to motion compensated frames that aim to represent accurately , . However, errors in WZVC occur since it is difficult to capture the true displacement of the scene due to the lack of the original frame , at the decoder, limited accuracy and noise components. These displacement errors are represented by , and , for the horizontal ( ) and vertical ( ) directions and for each predictor , and , . It is also Using the statistical model proposed above (see Fig. 2 ), the prediction error , can be defined as:
An important tool to assess the MC accuracy is the power spectral density of the prediction error , ; as in [2] , and since in MCFI the displacement errors are predominant regarding the residual noise, negligible noise is considered (i.e. , 0 and , 0). Moreover, the independent frequency variables , are omitted for the sake of clarity except when they are needed. Thus the fundamental equations to derive become [2] :
where Φ and Φ are the power spectral density of the video signals and , respectively. The signal corresponds to a column vector with both predictors , , , is a row vector that represents the interpolation filter taps, Φ is the cross spectral density vector and Δ represents the displacement error in the frequency domain. Considering the statistical model illustrated in Fig. 2 and interpreting the displacement errors and as random variables statistically independent from , it is possible to describe a set of displacement errors by a certain error distribution Δ , Δ , with , . The displacement errors are represented in the frequency domain by Δ since a displacement in the time domain corresponds to a phase rotation in the frequency domain; in this context, the expectation of the displacement error Δ can be obtained by:
By analyzing (5), it is possible to conclude that the expectation of the displacement error is the component of the Fourier transform of the motion vector error distribution , . As shown in [5] , a Gaussian distribution can be used to model the motion vector error distribution which replaced in (5) leads to:
.
By combining equations (2)- (5), it is possible to obtain:
which after some manipulation results in:
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Assuming that the filter interpolation taps are 0.5, i.e. the backward and forward reference frames are equidistant to the estimation , , the following power spectral model is obtained:
This last result corresponds to a special case of the model presented in [2] , and allows to calculate the power spectral density (PSD) of the prediction error (i.e. the signal energy) using the expectation of the displacement error and for the MCFI case.
MOTION INTERPOLATION ERROR MODEL
The PSD model in (9) depends on and which cannot be calculated in MCFI schemes since the current original frame is not available. To solve this problem, a model is proposed here which relates the displacement error between reference frames with the backward and forward displacement errors. Consider Fig. 3 , which illustrates two cases: i) when is available (as in hybrid video coding schemes) two "reference" motion vectors and can be obtained, which approximate the true trajectory in Fig. 1, and ii) when is not available (as in WZVC), and thus it is only possible to estimate and the two motion vectors and that intersect the frame at the same point of the motion vectors and . The first case will be taken as reference since it is an "ideal" case when compared to the second case. While in the first case the motion vector errors are only normally conditioned by the limited motion search accuracy and block size precision, in the second case the absence of frame makes the creation of the SI (at the decoder) more difficult. In Fig. 3 The motion vector is the best motion trajectory between reference frames, corresponding to the motion vector that should be estimated in a motion interpolation context to obtain a SI frame as good as the prediction based schemes:
It is thus possible to calculate the variance of the motion vector interpolation error by using (10) as: The novel motion complexity model in (12) provides the relationship between the variance of the estimated motion field and the variance of the errors , , which are the necessary variables to calculate and according to (6) ;
using and , the PSD of the prediction error can be obtained with (9). The variance of the estimated motion field represents the motion complexity; for complex (e.g. with objects with different motion) and high motion scenes, the variance has high values while for low and uniform motion scenes (e.g. simple camera pan) it has low values. Solving (11) for and substituting in (12), it comes:
The proposed motion coherence model in (13) also depends on the correlation and , and thus represents the spatial coherence of the estimated motion field, i.e. how close the estimated motion field is to the reference motion vectors and . The model in (13) provides the relationship between the error variance and , allowing to characterize the interpolated frame PSD prediction error when the current frame is not available (motion vector errors are most likely to occur) and thus it is only possible to estimate the motion field between the reference frames and .
EVALUATION AND SIMULATION RESULTS
Using the models derived in previous sections, it is possible to evaluate the compression performance using the following rate difference as defined in [2] [3]:
The rate difference in (14) represents the maximum bitrate reduction (in bits/sample) possible to obtain by optimum encoding of the prediction error (obtained by MCFI and (2)) when compared to the optimal Intra encoding of as defined in [6] ; therefore, it represents the optimal bound that WZVC can achieve when MCFI is used to create SI. A negative Δ expresses a lower bitrate and a positive Δ represents an increase in bitrate when compared to optimum Intra coding. Using (14), the following experiments (one in each subsection) have been performed to better understand which factors affect the SI quality and also their corresponding impacts on the WZVC compression efficiency.
Impact of the motion vector errors
Using (9), the compression efficiency can be evaluated with (14) when , change independently, i.e. maintaining one fixed and varying the other. The results in Fig. 4 show, as expected, that a low error variance (in both frames) corresponds to more accurate motion interpolation and bitrate gains occur when compared to optimal Intra coding; however, losses also occur, especially if the prediction error variance is too high in both directions (e.g. 1 and 1). Another key conclusion is that the use of two references does not guarantee a good compression performance; if the error variance for one of the reference frames increases, it will lead to a bitrate penalty, independently of the error variance for the other reference frame. This was also verified experimentally in [7] ; for long GOP sizes and high motion sequences (e.g. Soccer) the WZVC compression performance is lower than H.264/AVC Intra.
Impact of the estimated motion field complexity
Since in MCFI the motion field is estimated between to , it is important to know which properties (e.g. smoothness) the motion field must have in order to obtain a higher compression efficiency. Using (12) and (14), the compression efficiency is calculated when the correlations and are constant and the estimated motion field smoothness (using as metric) changes according to the results shown in Fig. 5 . When the motion field has a low variance (e.g. as in the Coastguard sequence), the bitrate savings are significant when compared to optimal Intra coding, even for low correlated motion vectors. However, when the variance increases (e.g. as in the Soccer sequence), the motion field is more complex and the bitrate gains decrease significantly; losses can even occur when compared to Intra coding if spatial correlation is also low. This was also verified experimentally in [7] and explains why spatial smoothing techniques [4] applied to the motion field allow compression efficiency gains. 
Impact of the reference ('true') motion field
Using (13) and (14), the compression efficiency can be evaluated when the estimated motion field (from to ) is correlated to the reference motion field (i.e. close to ). Thus, varies and the correlations and are kept constant, leading to the results shown in Fig. 6 . As expected, when the estimated motion vector is closer to the reference trajectory defined by the motion vectors and , the error variance is lower and better performance can be achieved. Therefore, if it is only attempted to find the motion vectors that minimize the distortion between reference frames, ignoring the true trajectories (assuming 1 and 1), may increase and the compression efficiency may decrease, eventually leading to bitrate losses when compared to Intra coding. This suggests that motion estimation techniques which produce a motion field with high correlation with the reference motion field (such as [4] ) can achieve better performance than a 'blinder' motion estimation approach. 
Impact of the spatial correlations and
As in the previous section, (13) and (14) are used to obtain the compression efficiency, but now with 1, fixed and varying . The bitrate performance shown in Fig. 7 does not vary much since the error variance does not change; however, the worst performance is achieved when since in this case the errors in both reference frames will have the same contribution. When one of the correlations, or is higher than the other, the estimated motion field will be close to one of the reference motion vectors ( or ) and the compression efficiency will increase slightly. 
CONCLUSIONS
In this paper, a novel theoretical framework to analyze MCFI side information solutions is proposed and some theoretical insights are drawn. The results suggest that motion interpolation techniques should aim to estimate a motion field with two properties: low variance (e.g. piecewise smooth) and high correlation with the true motion, i.e. to the reference motion field defined in Section 4. As future work, it is proposed to exploit the models and conclusions obtained in this paper to design efficient encoder rate control mechanisms for WZVC solutions.
