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DUAL HOFFMAN BOUNDS FOR THE STABILITY
AND CHROMATIC NUMBERS BASED ON SDP
NATHAN BENEDETTO PROENÇA1¶, MARCEL K. DE CARLI SILVA1*, AND GABRIEL COUTINHO2
Abstract. The notion of duality is a key element in understanding the interplay between the stability
and chromatic numbers of a graph. This notion is a central aspect in the celebrated theory of perfect
graphs, and is further and deeply developed in the context of the Lovász theta function and its equivalent
characterizations and variants. The main achievement of this paper is the introduction of a new family of
norms, providing upper bounds for the stability number, that are obtained from duality from the norms
motivated by Hoffman’s lower bound for the chromatic number and which achieve the (complementary)
Lovász theta function at their optimum. As a consequence, our norms make it formal that Hoffman’s bound
for the chromatic number and the Delsarte-Hoffman ratio bound for the stability number are indeed dual.
Further, we show that our new bounds strengthen the convex quadratic bounds for the stability number
studied by Luz and Schrijver, and which achieve the Lovász theta function at their optimum. One of the
key observations regarding weighted versions of these bounds is that, for any upper bound for the stability
number of a graph which is a positive definite monotone gauge function, its gauge dual is a lower bound on
the fractional chromatic number, and conversely. Our presentation is elementary and accessible to a wide
audience.
1. Introduction
Let G = (V,E) be a graph. A subset S of V is stable if no edge of G joins two vertices of S. The stability
number of G, denoted by α(G), is the maximum size of a stable set in G. A coloring of G is a partition of V
into stable sets. The chromatic number of G, denoted by χ(G), is the minimum size of a coloring of G. While
these classical graph parameters are well known to be NP-hard to compute, there are several upper bounds
for α(G) and lower bounds for χ(G) that work well for important families of graphs or have other favorable
properties. Many such bounds are spectral, that is, they arise from the eigenvalues of matrices associated
with the graph G, such as its adjacency matrix AG. Recent work on such bounds includes [3, 11, 6].
Hoffman [15] proved some of the oldest, most classical bounds for α and χ. One is the so-called Delsarte-
Hoffman ratio bound,
(1) α(G) ≤ n
1− k/τ ,
which holds for any k-regular graph G, where k ≥ 1 and τ := λmin(AG) is the smallest eigenvalue of AG.
Throughout we write n for the number of vertices of the (current) graph. The other Hoffman bound is
(2) χ(G) ≥ 1− λmax(AG)
λmin(AG)
,
which holds for any graph G with at least one edge, where λmax extracts the largest eigenvalue. We refer
the reader to [26, Ch. 3] for a discussion of these bounds, including origins and generalizations.
It is interesting to note that many other similar bounds also come naturally in pairs. As an example,
consider the celebrated graph parameter ϑ(G), known as the Lovász theta number ofG. This graph parameter
was introduced in seminal work of Lovász [19] and it can be efficiently computed (to within any desired
precision) by solving a semidefinite program (SDP); we postpone its exact definition and further references
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for later. It provides both an upper bound for α(G) and a lower bound for χ(G) since α(G) ≤ ϑ(G) ≤ χ(G).
Here we are adopting the usual convention of denoting, for every graph parameter β, the complementary
graph parameter β defined as β(G) := β(G), whereG denotes the complementary graph of G = (V,E), that is,
the graph on V whose edges are the non-edges of G. Moreover, ϑ(G)ϑ(G) ≥ n, with equality whenever G is
vertex-transitive. These are manifestations of the fact that ϑ and ϑ are dual to each other, in some precise
sense.
As another example, consider two variants of the Lovász theta number, usually denoted by ϑ′(G) and ϑ+(G),
introduced respectively by McEliece, Rodemich, and Rumsey [24] and Schrijver [28], and by Szegedy [30].
These parameters are obtained from ϑ(G) by adding/relaxing constraints from the SDP formulation for ϑ(G)
and they satisfy α(G) ≤ ϑ′(G) ≤ ϑ(G) ≤ ϑ+(G) ≤ χ(G). Hence, ϑ′(G) provides an upper bound for α(G)
and ϑ+(G) provides a lower bound for χ(G). Moreover, ϑ′(G)ϑ+(G) ≥ n, and equality holds if G is vertex-
transitive. As before, these arise since ϑ′ and ϑ+ are dual to each other.
As a final, slightly contrived though crucial example, consider the trivial upper bound on α(G) given
by α(G) itself, and the lower bound χf (G), known as the fractional chromatic number, for χ(G). It can be
defined using a linear program (LP) as follows:
χf (G) := min
{∑
S
yS : y ∈ RS(G)+ ,
∑
S
yS1S ≥ 1V
}
;
both summations range over the set S(G) of stable sets of G, and 1S ∈ {0, 1}V denotes the incidence vector
of S ⊆ V . We have
(3) α(G) ≤ ϑ′(G) ≤ ϑ(G) ≤ ϑ+(G) ≤ χf (G) ≤ χ(G).
Once more, α(G)χf (G) ≥ n, and equality holds if G is vertex-transitive. Again, these are manifestations of
α and χf being dual to each other. There is a precise, geometric notion in which all these pairs of parameters
are dual pairs.
With this context in mind, the ratio bound (1) and the Hoffman bound (2) look suspiciously like a
dual pair. Note that their product is n whenever both bounds apply, which includes the case where G is
vertex-transitive. In this paper, we introduce a graph parameter Υ, dual to the Hoffman bound (2), which:
(i) is defined as the optimal value of an SDP;
(ii) yields the Delsarte-Hoffman ratio bound (1) when applied to regular graphs;
(iii) comes from a family of upper bounds ΥA for α(G) indexed by any generalized adjacency matrix A
of G, and the best bound in the family coincides with ϑ(G);
(iv) coincides with a convex quadratic upper bound υ(G) for α(G) introduced by Luz [21], and similarly
for the generalized bounds ΥA when the generalized adjacency matrix A is nonnegative;
(v) provides an upper bound on α(G), via the dual SDP, that depends on the minimum component of
the (normalized) Perron eigenvector, when G is connected.
In particular, the new parameter Υ we introduce, along with its properties, proves that the bounds (1)
and (2) form indeed a dual pair, according to the precise notion that we shall formalize.
We rely on the remark that any (weighted) upper bound on the stability number α that satisfies some
natural properties, which we call a positive definite monotone gauge, yields via gauge duality a (weighted)
lower bound on the fractional chromatic number χf , and vice versa. These notions come from convex analysis,
however our treatment is self-contained and elementary.
The rest of this paper is organized as follows. Section 2 defines positive definite monotone gauges and
lays out the precise notion of duality which links the above pairs. We introduce our new parameter Υ in
Section 3, where we prove some of its basic properties, including that it is dual to the Hoffman bound (2).
In Section 4, we prove that Υ always provides a bound on α at least as good as the bound υ introduced by
Luz. We conclude with Section 5, where we prove that the best upper bound for α(G) arising from the family
Υ indexed by generalized adjacency matrices of G matches ϑ(G), as well as other relationships involving the
variants ϑ′(G) and ϑ+(G).
2. Duality of Bounds for the Stability and Chromatic Numbers
2.1. Duality of Norms, Sign-Invariant Norms, and Positive Definite Monotone Gauges. In this
section, we present the relevant concepts from the theory of gauge duality in an accessible form; we refer
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the reader to [27, §14 and §15] for a complete treatment. (Gauge duality has received a lot of attention in
the optimization community recently; see [7, 1].) We will need to define weighted versions of the stability
number α, the fractional chromatic number χf , and other parameters. These weighted parameters correspond
to linear optimization over certain convex sets, known as convex corners, which can be thought of as wedges
cut off from unit balls of certain norms. We will relate convex corners via antiblocking duality, a concept
which in the polyhedral case goes back at least to Fulkerson [8, 9]; see also [29, Sec. 9.3]. Our development,
which grounds the remainder of the text, treads only on widespread concepts such as norms and their duals,
at the cost of not being the most direct route to the desired results.
Let G = (V,E) be a graph. Let w ∈ RV+ be a nonnegative weight function. Recall that S(G) denotes the
set of stable sets of G. The weighted stability number of G and the weighted fractional chromatic number
of G are, respectively,
α(G,w) := max
{
wT1S : S ∈ S(G)
}
,
χf (G,w) := min
{
1
Ty : y ∈ RS(G)+ ,
∑
S∈S(G)
yS1S ≥ w
}
.(4)
Here, we denote the vector of all-ones by 1. Combinatorially, that is, when w is integer-valued, α(G,w) and
χf (G,w) are, respectively, the stability number and the fractional chromatic number of the graph obtained
from G by replacing each vertex i by a stable set of size wi. These parameters correspond to the LPs
α(G,w) = max
{
wTx : x ∈ STAB(G)},
χf (G,w) = max
{
wTx : x ∈ QSTAB(G)},(5)
where
STAB(G) := conv
{
1S ∈ RV : S ∈ S(G)
}
,
QSTAB(G) :=
{
x ∈ RV+ : 1TKx ≤ 1 ∀K ⊆ V clique in G
}
;
here, conv denotes the convex hull. Equation (5) follows from LP Strong Duality.
Throughout the paper, let V denote an arbitrary finite set.
Denote the componentwise absolute value of a vector x ∈ RV by |x|. We will see below that
(6) the functions ‖ · ‖α,G : x ∈ RV 7→ α(G, |x|) and ‖ · ‖χf ,G : x ∈ RV 7→ χf (G, |x|) are norms on RV .
Recall that a norm on RV is a function ‖ · ‖ : RV → R such that
(7) (i) ‖ · ‖ is positive definite, i.e., ‖x‖ ≥ 0 for every x ∈ RV , with equality if and only if x = 0;
(ii) ‖ · ‖ is absolutely homogeneous, i.e., ‖λx‖ = |λ|‖x‖ for every scalar λ ∈ R and every x ∈ RV ;
(iii) ‖ · ‖ satisfies the triangle inequality, i.e., ‖x+ y‖ ≤ ‖x‖ + ‖y‖ for every x, y ∈ RV .
Let B := { x ∈ RV : ‖x‖ ≤ 1} be the unit ball of the norm ‖ · ‖. The dual norm of ‖ · ‖ is the function
‖ · ‖∗ : RV → R defined as
(8) ‖y‖∗ := max{xTy : ‖x‖ ≤ 1} = max
x∈B
xTy, ∀y ∈ RV .
Recall that the polar of a set X ⊆ RV is
X ◦ := { y ∈ RV : xTy ≤ 1, ∀x ∈ X}.
The Minkowski functional of X ⊆ RV is
(9) γX (x) := inf{µ ∈ R+ : x ∈ µX}, ∀x ∈ RV .
The next result isolates which properties of B make it the unit ball of some norm, and which ensure that
‖ · ‖∗ is a norm:
Proposition 1 (Construction of Norms). Let B ⊆ RV be a compact convex set having 0 in its interior and
such that B = −B. Then:
(10) (i) the function ‖ · ‖ := γB(·) is a norm on RV with unit ball B;
(ii) the function ‖ · ‖∗ : y ∈ RV 7→ maxx∈B xTy is a norm on RV with unit ball B◦.
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Proof. Item (10)(i): Clearly ‖x‖ ≥ 0 for every x ∈ RV and ‖0‖ = 0. If x ∈ RV is nonzero and µ ∈ R+, then
(11) x ∈ µB ⇐⇒ µ > 0 and xµ ∈ B.
Since B is bounded, there is ε > 0 such that γB(x) = inf{µ ≥ ε : xµ ∈ B}. In particular, the ‘inf’ in (9)
is attained by compactness of B, and ‖ · ‖ is positive definite. Absolute homogeneity of ‖ · ‖ follows from
B = −B. For the triangle inequality, let x, y ∈ RV be nonzero, and set µ := ‖x‖ > 0 and η := ‖y‖ > 0. Since
the ‘inf’ is attained, we have from (11) that xµ ,
y
η ∈ B. Finally, since B is convex, x+yµ+η = µµ+η xµ + ηµ+η yη ∈ B,
whence ‖x+ y‖ = γB(x+ y) ≤ µ+ η = ‖x‖ + ‖y‖. Hence, ‖ · ‖ is a norm, and its unit ball is B since the ‘inf’
is always attained.
Item (10)(ii): Attainment in the ‘max’ follows from compactness of B. Positive definiteness is a con-
sequence of 0 being in the interior of B. Absolute homogeneity follows from B = −B, and the triangle
inequality follows from linearity and basic properties of ‘max’. Hence, ‖ · ‖∗ is a norm, and its unit ball is
{ y ∈ RV : ‖y‖∗ ≤ 1} = { y ∈ RV : xTy ≤ 1, ∀x ∈ B} = B◦. 
We can now state the duality properties of norms:
Theorem 2 (Norm Duality). Let ‖ · ‖ be a norm on RV with unit ball B. Then:
(12) (i) B is a compact convex set having 0 in its interior and B = −B;
(ii) ‖ · ‖∗ is a norm with unit ball B◦;
(iii) ‖ · ‖∗∗ = ‖ · ‖ and, equivalently, B◦◦ = B;
(iv) xTy ≤ ‖x‖‖y‖∗ for every x, y ∈ RV .
Proof. Item (12)(i): Absolute homogeneity shows that B = −B. Absolute homogeneity and the trian-
gle inequality show that ‖ · ‖ is a convex function, and thus continuous. Hence, 0 is in the interior
of B. Since B = {x ∈ RV : ‖x‖ ≤ 1} is a sub-level set of ‖ · ‖, it is both convex and closed. Set µ :=
min{ ‖x‖ : x ∈ RV , ‖x‖2 = 1} > 0, where ‖ · ‖2 is the usual euclidean norm. Then µ‖x‖2 ≤ ‖x‖ for every
x ∈ RV . Hence, B is bounded (with respect to the euclidean norm).
Item (12)(ii): Immediate from items (12)(i) and (10)(ii).
Item (12)(iii): It is a well known consequence of the Hahn-Banach Theorem that the dual of the dual
norm ‖ · ‖∗ is the original norm ‖ · ‖, i.e., ‖ · ‖∗∗ = ‖ · ‖; see, e.g., [18, Ch. IV,Prop. 1.3]. Hence, its unit ball B
equals B◦◦ by (12)(ii).
Item (12)(iv): If x = 0, there is nothing to prove. If x 6= 0 then for λ := ‖x‖ > 0 we have ‖λ−1x‖ = 1,
whence (λ−1x)Ty ≤ ‖y‖∗. 
By items (12)(iii) and (12)(ii), if ‖·‖ is a norm with unit ball B, then ‖x‖ = ‖x‖∗∗ = maxy∈B◦ xTy. Hence,
items (12)(i) and (12)(ii) show that every norm arises as in the construction in (10)(ii). Moreover, whenever
B ⊆ RV satisfies the hypotheses of Proposition 1, B is the unit ball of some norm by (10)(i), whence B◦◦ = B
by (12)(iii).
Many norms are sign-invariant, that is, ‖x‖ = ‖|x|‖ for every x ∈ RV . Note that each p-norm ‖x‖p :=
(
∑
i∈V |xi|p)1/p, with real p ≥ 1, is sign-invariant, and so is the ∞-norm ‖x‖∞ := maxi∈V |xi|. The norms
‖ · ‖α,G and ‖ · ‖χf ,G from (6) are also sign-invariant by definition. Let us call X ⊆ RV sign-symmetric if,
for every x ∈ RV , we have x ∈ X if and only if |x| ∈ X . Then the unit ball B of a sign-invariant norm ‖ · ‖
is sign-symmetric, whence all the information encoded in B is contained in the wedge
C := B ∩RV+
of B that lies in the nonnegative orthant; that is, we can recover B from C, since
B = {x ∈ RV : |x| ∈ C}.
We will prove below (see (21)(i)) that C is a convex corner, i.e., C is a lower-comprehensive compact convex set
with nonempty interior that lies in the nonnegative orthant RV+ . We say that X ⊆ RV+ is lower-comprehensive
if, whenever 0 ≤ x ≤ y ∈ X , we have x ∈ X . We call C = { x ∈ RV+ : ‖x‖ ≤ 1} the unit convex corner of the
sign-invariant norm ‖ · ‖. The antiblocker of X ⊆ RV+ is
abl(X ) := X ◦ ∩ RV+ .
The unit convex corner of the sign-invariant norm ‖ · ‖α,G from (6) is
{x ∈ RV+ : α(G, x) ≤ 1} = { x ∈ RV+ : 1TSx ≤ 1, ∀S ∈ S(G)} = abl(STAB(G)),
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and the unit convex corner of the sign-invariant norm ‖ · ‖χf ,G is
{ x ∈ RV+ : χf (G, x) ≤ 1} = {x ∈ RV+ : xTy ≤ 1, ∀y ∈ QSTAB(G)} = abl(QSTAB(G)).
The next result shows how to construct sign-invariant norms from sign-symmetric sets; it is the sign-
invariant counterpart to Proposition 1.
Proposition 3 (Construction of Sign-Invariant Norms). Let B ⊆ RV be a sign-symmetric compact convex
set having 0 in its interior. Then:
(13) (i) the function ‖ · ‖ := γB(·) is a sign-invariant norm on RV with unit ball B;
(ii) the function ‖ · ‖∗ : y ∈ RV 7→ maxx∈B xTy is a sign-invariant norm on RV with unit ball B◦.
Proof. Since B is sign-symmetric, we have B = −B. Item (13)(i): By (10)(i), ‖ · ‖ is a norm on RV with unit
ball B. If x ∈ RV , then ‖x‖ = inf{µ ∈ R+ : x ∈ µB} = inf{µ ∈ RV+ : |x| ∈ µB} = ‖|x|‖, where the middle
equation follows from the sign-symmetry of B. Hence, ‖ · ‖ is sign-invariant.
Item (13)(ii): By (10)(ii), ‖ · ‖∗ : y ∈ RV 7→ maxx∈B xTy is a norm with unit ball B◦. It remains to show
that ‖ · ‖∗ is sign-invariant. Let y ∈ RV . Then ‖y‖∗ = maxx∈B xTy = maxx∈B xT|y| = ‖|y|‖∗ since, by the
sign-symmetry of B, the leftmost max is attained by some x whose components have signs matching those
of y. 
Now we can state the duality results for sign-invariant norms, the sign-invariant counterpart to Theorem 2.
Theorem 4 (Duality of Sign-Invariant Norms). Let ‖ · ‖ be a sign-invariant norm on RV with unit ball B.
Then:
(14) (i) B is a sign-symmetric compact convex set having 0 in its interior;
(ii) ‖ · ‖∗ is a sign-invariant norm with unit ball B◦;
(iii) ‖ · ‖∗∗ = ‖ · ‖ and, equivalently, B◦◦ = B;
(iv) xTy ≤ ‖x‖‖y‖∗ for every x, y ∈ RV .
Proof. Item (14)(i): By (12)(i), it suffices to prove that B is sign-symmetric. However, this is immediate
since ‖ · ‖ is sign-invariant.
Item (14)(ii): Immediate from items (14)(i) and (13)(ii).
Items (14)(iii) and (14)(iv): Immediate from items (12)(iii) and (12)(iv), respectively. 
As before, note that items (14)(i), (14)(ii), and (14)(iii) imply that every sign-invariant norm arises as in
the construction in (13)(ii).
The next few definitions capture the relevant properties of the restriction of (sign-invariant) norms to the
nonnegative orthant. A function κ : RV+ → R is a gauge if
(15) (i) κ is positive semidefinite, i.e., κ(w) ≥ 0 for every w ∈ RV+ and κ(0) = 0;
(ii) κ is positively homogeneous, i.e., κ(λw) = λκ(w) for every scalar λ > 0 and w ∈ RV+ ;
(iii) κ is sublinear, i.e., κ(w + z) ≤ κ(w) + κ(z) for every w, z ∈ RV+.
A gauge κ is positive definite if κ(w) > 0 whenever w ∈ RV+ is nonzero, and κ is monotone if κ(w) ≤ κ(z)
whenever w, z ∈ RV+ satisfy w ≤ z. Our main interest in positive definite monotone gauges arises from the
easily verified fact that
(16) the functions α(G, ·) and χf (G, ·) on RV+ are positive definite monotone gauges.
The exact connection between sign-invariant norms and positive definite monotone gauges, which we will
use to translate their duality theories, is subsumed by the following constructions:
(17) (i) the restriction to RV+ of a sign-invariant norm ‖ · ‖ on RV is a positive definite monotone gauge;
(ii) if κ : RV+ → R is a positive definite monotone gauge, then ‖ · ‖κ : x ∈ RV 7→ κ(|x|) is a sign-invariant
norm.
We shall rely on the following key property: if X ⊆ RV is a convex and sign-symmetric set, then
(18) X ⊇ conv{xs : s ∈ {±1}V }, ∀x ∈ X ,
where xs ∈ RV is defined as xs(i) := s(i)x(i) for every i ∈ V and s ∈ {±1}V .
To prove (17)(i), start by noting that the restriction to RV+ of any norm is a positive definite gauge. Next
we prove monotonicity. Suppose that ‖ · ‖ is sign-invariant with unit ball B. By items (14)(i) and (13)(i),
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we have ‖ · ‖ = γB(·). Let x, y ∈ RV+ with x ≤ y. If µ ∈ RV+ satisfies y ∈ µB, then by (18) we get
µB ⊇ conv{ ys : s ∈ {±1}V } ∋ x. Hence, ‖x‖ = γB(x) ≤ γB(y) = ‖y‖. This completes the proof of (17)(i).
It remains to prove (17)(ii). Item (7)(i) follows from positive definiteness of κ and (7)(ii) follows from
positive homogeneity of κ. For (7)(iii), if x, y ∈ RV , then ‖x+y‖κ = κ(|x+y|) ≤ κ(|x|+|y|) ≤ κ(|x|)+κ(|y|) =
‖x‖κ + ‖y‖κ by monotonicity with the triangle inequality |x + y| ≤ |x|+ |y|, and by sublinearity of κ. It is
obvious that ‖ · ‖κ is sign-invariant. This completes the proof of (17)(ii).
Note that (16) and (17)(ii) finally prove (6). The unit convex corner of a positive definite monotone
gauge κ is the unit convex corner of the norm ‖ · ‖κ defined in (17)(ii). We can now state the gauge
counterpart to Propositions 1 and 3.
Proposition 5 (Construction of Gauges). Let C ⊆ RV+ be a convex corner. Then:
(19) (i) the function x ∈ RV+ 7→ γC(x) is a positive definite monotone gauge with unit convex corner C;
(ii) the function y ∈ RV+ 7→ maxx∈C xTy is a positive definite monotone gauge with unit convex cor-
ner abl(C).
Proof. Item (19)(i): Define B := {x ∈ RV : |x| ∈ C}. We claim that B is a sign-symmetric compact convex
set having 0 in its interior. It is clear that B is sign-symmetric and compact. Since C is lower-comprehensive
and has nonempty interior, there is ε > 0 such that ε1 ∈ C. Together with sign-symmetry of B, this shows
that 0 lies in the interior of B. It remains to prove convexity of B. Let x, y ∈ B, and let λ ∈ [0, 1]. Then
|λx+ (1− λ)y| ≤ λ|x|+ (1− λ)|y| by the triangle inequality, and the RHS lies in C by convexity. Since C is
lower-comprehensive, we get |λx + (1 − λ)y| ∈ C, whence λx + (1 − λ)y ∈ B. By (13)(i), ‖ · ‖ := γB(·) is a
sign-invariant norm with unit ball B, whence its restriction to RV+ is a positive definite monotone gauge by
(17)(i).
Item (19)(ii): Define η : y ∈ RV+ 7→ maxx∈C xTy; the ‘max’ is attained (and thus real-valued) by compact-
ness of C. Since C ⊆ RV+ is lower comprehensive and has nonempty interior, for every y ∈ RV+, there exists
ε > 0 such that εy ∈ C. Hence, η is positive definite. Clearly, η is positively homogeneous and sublinear.
Thus, η is a positive definite gauge. If y, z ∈ RV+ satisfy y ≤ z and x ∈ C attains the ‘max’ in η(y), then
η(y) = xTy ≤ xTz ≤ η(z) since x ≥ 0. In other words, η is monotone. The unit convex corner of η is
{ y ∈ RV+ : η(y) ≤ 1} = { y ∈ RV+ : xTy ≤ 1, ∀x ∈ C} = abl(C). 
Let κ : RV+ → R be a positive definite monotone gauge. The dual (gauge) of κ is the function κ◦ : RV+ → R
defined by
(20) κ◦(z) := max{wTz : w ∈ RV+ , κ(w) ≤ 1}, ∀z ∈ RV+.
(We do not adopt the more parallel notation κ∗ because, in the convex analysis literature, κ∗ stands for the
“conjugate” of the function κ, a related though different notion of dual object.) The next result shows how
the duality properties from sign-invariant norms in Theorem 4 translate to dual gauges.
Theorem 6 (Gauge Duality). Let κ : RV+ → R be a positive definite monotone gauge. Let B be the unit
ball of the sign-invariant norm ‖ · ‖κ, and set C := B ∩ RV+. Then:
(21) (i) C is a convex corner.
(ii) κ◦ is a positive definite monotone gauge with unit convex corner abl(C);
(iii) κ◦◦ = κ and, equivalently, abl(abl(C)) = C;
(iv) wTz ≤ κ(w)κ◦(z) for every w, z ∈ RV+ .
Proof. Item (21)(i): Clearly C ⊆ RV+ . Since B is compact and convex by (14)(i), so is C. Also, C has nonempty
interior since 0 lies in the interior of B by (14)(i). It remains to prove that C is lower-comprehensive. Let
y ∈ C. By (14)(i) and (18), we have B ⊇ conv{ ys : s ∈ {±1}V } ⊇ { x ∈ RV+ : x ≤ y}. Hence, every x ∈ RV+
such that x ≤ y also lies in C.
Item (21)(ii): Immediate from items (21)(i) and (19)(ii).
Item (21)(iii): By items (21)(ii) and (17)(ii), ‖ · ‖κ◦ := κ◦(|·|) is a sign-invariant norm. We claim that
(22) ‖ · ‖κ◦ = ‖ · ‖∗κ.
For every y ∈ RV , we have ‖y‖κ◦ = κ◦(|y|) = maxx∈C xT|y| = maxx∈B xT|y| = ‖|y|‖∗κ = ‖y‖∗κ. This
also shows that ‖ · ‖κ◦◦ = ‖ · ‖∗∗κ , which equals ‖ · ‖κ by (14)(iii). Hence, for every w ∈ RV+, we have
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κ◦◦(w) = ‖w‖κ◦◦ = ‖w‖∗∗κ = ‖w‖κ = κ(w). The unit convex corners of κ and κ◦◦ are C and abl(abl(C)),
respectively; the latter follows from (21)(ii). Since κ = κ◦◦, these unit convex corners are the same.
Item (21)(iv): Let w, z ∈ RV+. By (14)(iv) and (22), wTz ≤ ‖w‖κ‖z‖∗κ = ‖w‖κ‖z‖κ◦ = κ(w)κ◦(z). 
Once again, items (21)(i), (21)(ii), and (21)(iii) show that every positive definite monotone gauge arises
as in the construction of (19)(ii). Moreover, every convex corner is the unit convex corner of some positive
definite monotone gauge by (19)(i) and so (21)(iii) yields that
(23) abl(abl(C)) = C for every convex corner C ⊆ RV+ .
2.2. Duality of Bounds and Graph Parameters. Let G = (V,E) be a graph, and let βG : R
V
+ → R
be an upper bound on the weighted stability number, i.e., α(G,w) ≤ βG(w) for every w : V → R+. Note
that, if βG is a monotone gauge, then it is positive definite, since it is lower bounded by the positive definite
monotone gauge α(G, ·); see (16). We proceed to prove that the dual of βG yields a lower bound for χf (G, ·),
i.e., β◦G(w) ≤ χf (G,w) for every w ∈ RV+ . See [14] for related work.
As a first step, notice that duality reverses inclusions and inequalities, as usual:
Lemma 7. Let κ and η be positive definite monotone gauges on RV+ . Then κ(w) ≤ η(w) for every w ∈ RV+
if and only if η◦(w) ≤ κ◦(w) for every w ∈ RV+.
Proof. By (21)(iii), it suffices to prove ‘only if’. Suppose that κ(w) ≤ η(w) for every w ∈ RV+. If w ∈ RV+
satisfies η(w) ≤ 1, then κ(w) ≤ η(w) ≤ 1, so the feasible region of the optimization problem (20) defining κ◦
contains the feasible region defining η◦. 
Next we show that α and χf are duals, and similarly that STAB(G) and QSTAB(G) are antiblockers of
each other. This goes back to the work of Fulkerson; see [29, Sec. 9.3]. We begin with a simple observation:
(24) abl(STAB(G)) = { x ∈ RV+ : 1TSx ≤ 1, ∀S ∈ S(G)} = QSTAB(G).
Theorem 8. Let G = (V,E) be a graph. Then the dual of the positive definite monotone gauge α(G, ·) is
χf (G, ·), and the dual of the positive definite monotone gauge χf (G, ·) is α(G, ·). Moreover, the antiblocker
of STAB(G) is QSTAB(G), and the antiblocker of QSTAB(G) is STAB(G).
Proof. Denote αG : w ∈ RV+ 7→ α(G,w). Then, by (24), for every z ∈ RV+ ,
α◦G(z) = max{wTz : w ∈ RV+ , αG(w) ≤ 1}
= max{wTz : w ∈ RV+ , 1TSw ≤ 1, ∀S ∈ S(G)}
= max{wTz : w ∈ QSTAB(G)} = χf (G, z).
By (16) and (21)(iii), we get χf (G, ·)◦ = α◦◦G = αG.
By (24), abl(STAB(G)) = QSTAB(G). Hence, abl(QSTAB(G)) = abl(abl(STAB(G))) = STAB(G)
by (23). 
Since ‖ · ‖1 and ‖ · ‖∞ are dual sign-invariant norms, their restrictions to the nonnegative orthant RV+
are positive definite monotone gauges which are dual to each other, by (17)(i). Trivially, for every graph
G = (V,E) we have both that α(G,w) ≤ ‖w‖1 and ‖z‖∞ ≤ χf (G, z) for every w, z ∈ RV+ . Lemma 7
and Theorem 8 imply that both inequalities are equivalent by duality. Furthermore, as the next theorem
alludes to, our work will focus only on bounds which are at least as tight as the ones just mentioned.
Theorem 9. Let G = (V,E) be a graph. Let βG : R
V
+ → R be a positive definite monotone gauge. Then:
(25) (i) β◦G is a positive definite monotone gauge;
(ii) β◦◦G = βG;
(iii) if α(G,w) ≤ βG(w) ≤ ‖w‖1 for every w ∈ RV+ , then ‖z‖∞ ≤ β◦G(z) ≤ χf (G, z) for every z ∈ RV+ ;
(iv) if ‖z‖∞ ≤ βG(z) ≤ χf (G, z) for every z ∈ RV+ , then α(G,w) ≤ β◦G(w) ≤ ‖w‖1 for every w ∈ RV+ ;
(v) wTz ≤ βG(w)β◦G(z) for every w, z ∈ RV+.
Proof. Item (25)(i): Immediate from (21)(ii).
Item (25)(ii): Immediate from (21)(iii).
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Item (25)(iii): Note that α(G, ·), βG, and (the restriction to RV+ of) ‖ · ‖1 are positive definite monotone
gauges. Apply Lemma 7 to get ‖z‖∞ ≤ β◦(G, z) ≤ α◦(G, z) for every z ∈ RV+ . The rightmost term is
χf (G, z) by Theorem 8.
Item (25)(iv): Symmetric to the proof of (25)(iii).
Item (25)(v): Immediate from (21)(iv). 
Theorem 9 treats weighted bounds on α and χf that are not necessarily graph parameters, in the sense
that the bounds might depend on vertex or edge labels. We will see examples in Section 3. Let us become
more precise about (weighted) graph parameters. Let G = (V,E) be a graph, and let σ be a bijection with
domain V . Denote by σG the graph on vertex set σ(V ) with edges { σ(i)σ(j) : ij ∈ E}. If w ∈ RV+, denote
σw ∈ Rσ(V )+ defined by (σw)σ(i) := wi for every i ∈ V .
Let β be a function that assigns a real number to each pair (G,w), where G = (V,E) is a graph and
w ∈ RV+ . (We will not go into details about set-theoretic issues, e.g., we do not discuss the class of all graphs.)
We say that β is a (weighted) graph parameter if, whenever G = (V,E) is a graph and σ is a bijection with
domain V , we have β(σG, σw) = β(G,w) for every w ∈ RV+. That is, graph parameters depend only on the
isomorphism class of the input graph.
Below and throughout the rest of the paper, we will deal with weighted graph parameters β as in the
previous paragraph. For every graph G = (V,E),
(26) we may abbreviate βG(·) := β(G, ·) without further mention.
Theorem 10. Let β be a weighted graph parameter such that βG is a positive definite monotone gauge for
every graph G. Define β◦ by setting β◦(G,w) := β◦G(w) for every w ∈ RV+. Then:
(27) (i) β◦ is a weighted graph parameter;
(ii) β◦◦ = β;
(iii) wTz ≤ βG(w)β◦G(z) for every w, z ∈ RV+, with equality whenever G is vertex-transitive and w = z =
1.
Proof. Item (27)(i): Let G = (V,E) be a graph, and let σ : V → U be a bijection. Let z ∈ RV+ . Then
β◦(σG, σz) = β◦σG(σz) = max{ yT(σz) : y ∈ RU+, βσG(y) ≤ 1}
= max{ (σw)T(σz) : w ∈ RV+ , βσG(σw) ≤ 1}
= max{wTz : w ∈ RV+ , βG(w) ≤ 1} = β◦G(z) = β◦(G, z).
Item (27)(ii): Immediate from (25)(ii).
Item (27)(iii): The inequality is immediate from (25)(v). Suppose G = (V,E) is vertex-transitive, and let
Aut(G) denote the automorphism group of G. Let Cβ,G = { x ∈ RV+ : βG(x) ≤ 1} be the unit convex corner
of βG. Then
(28) σCβ,G := { σx : x ∈ Cβ,G} = Cβ,G, ∀σ ∈ Aut(G).
Indeed, if x ∈ Cβ,G and σ ∈ Aut(G), then β(G, σx) = β(σG, σx) = β(G, x) ≤ 1. This proves ‘⊆’ in (28); for
the reverse inclusion, apply the previous inclusion with σ−1 in place of σ. Let y¯ attain the maximum in the
definition of β◦G(1) = max{1Ty : y ∈ Cβ,G}. By (28) and (21)(i), we apply the usual Reynolds operator to
get that the point
y˜ :=
1
|Aut(G)|
∑
σ∈Aut(G)
σy¯
also attains the maximum, and it is constant on the orbits of the action from Aut(G) on V . Since G is
vertex-transitive, it follows that y˜ is a scalar multiple of 1. Say, y˜ = µ1 ∈ Cβ,G for some µ ∈ R+, so that
β◦G(1) = µn.
Analogously, by items (27)(i) and (27)(ii), the max in the definition of βG(1) is attained by a scalar
multiple η1 of 1, for some η ∈ R+, and βG(1) = ηn. By (21)(ii), the unit convex corner of β◦G is abl(Cβ,G),
so η1 ∈ abl(Cβ,G) whence (µ1)T(η1) ≤ 1 so µη ≤ n−1. Hence, βG(1)β◦G(1) = µηn2 ≤ n, as desired. 
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3. The Dual of Hoffman’s Lower Bound for the Chromatic Number
This section addresses the question from the introduction on a precise duality relation between the
Delsarte-Hoffman ratio bound (1) and the Hoffman bound (2), using the duality theory of positive defi-
nite monotone gauges from Section 2. As described in that section, we first need to introduce a weighted
version of the lower bound (2).
Let SV be the set of symmetric V × V matrices. Let SV+ ⊆ SV denote the set of positive semidefinite
matrices, i.e., matrices whose eigenvalues are nonnegative. For matrices X,Y ∈ SV , write X  Y if
X − Y ∈ SV+. Recall that each positive semidefinite matrix W has a unique positive semidefinite square
root, denoted by W
1/2. The linear map Diag : RV → SV builds diagonal matrices, that is, if x ∈ RV , then
Diag(x) ∈ SV is a diagonal matrix with [Diag(x)]ii = xi for every i ∈ V . The linear map diag : SV → RV
extracts the diagonal of a (symmetric) matrix.
It turns out that the proof of (a strengthening of) (2) works even when the adjacency matrix AG of our
graph G = (V,E) is replaced with any generalized adjacency matrix of G, i.e., any matrix in
AG := {A ∈ SV : Aij = 0 if ij /∈ E}.
That is, the proof of (2) relies only on the fact that the matrix has zero diagonal and zeroes on the off-diagonal
entries corresponding to non-edges. For any nonzero matrix A ∈ SV with zero diagonal, denote
(29) A˜ :=
A
−λmin(A) ,
and if A = 0, define A˜ := A. Note that A˜  −I, so
(30) I + A˜  0, and Null(I + A˜) is the λmin(A)-eigenspace of A if A 6= 0.
We can now define the weighted Hoffman bound: for every A ∈ SV with zero diagonal and every w ∈ RV+,
define
(31) H(A,w) := λmax
(
W
1/2(I + A˜)W
1/2
)
where W := Diag(w),
and for a graph G = (V,E), define
H(G,w) := H(AG, w).
Unless G has no edges,
H(G,1) = λmax
(
I +
AG
−λmin(AG)
)
= 1− λmax(AG)
λmin(AG)
,
which is precisely the quantity in the RHS of (2). As in (26), for the function β := H and later for other
functions β of a matrix A ∈ SV and weights w ∈ RE+,
(32) we may abbreviate βA(·) := β(A, ·) without further mention.
Let us verify that the bound (31) fits into our framework from Section 2:
Theorem 11. Let G = (V,E) be a graph. For every A ∈ AG, the function HA : RV+ → R is a positive
definite monotone gauge and, for every w ∈ RV+ ,
(33) ‖w‖∞ ≤ H(A,w) ≤ χf (G,w).
The fact (33) follows from known relations between H(A, ·) and the Lovász theta function (see, e.g., [19,
Theorem 6] or [17, Theorem 33]), and a weighted version of (3); we include below a proof that bypasses
the theta function. We will use the following well-known fact in the proof of Theorem 11 and elsewhere,
extensively.
Lemma 12 (see [16, Theorem 1.3.20]). Let U, V be finite sets, and let A ∈ RU×V and B ∈ RV×U . Then
AB and BA have the same nonzero eigenvalues (taking multiplicities into account).
Corollary 13. Let G = (V,E) be a graph. For every A ∈ AG,
H(A,w) = λmax
(
(I + A˜)
1/2 Diag(w)(I + A˜)
1/2
)
.
Proof. Immediate from (30) and Lemma 12. 
Now we are ready to prove Theorem 11.
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Proof of Theorem 11. Let A ∈ AG. Clearly, HA(0) = 0 and HA is positively homogeneous. Let w ∈ RV+ and
set W := Diag(w). If i ∈ V and ei ∈ RV denotes the ith standard basis vector, then
HA(w) = max
‖h‖2=1
hTW
1/2(I + A˜)W
1/2h ≥ eTi W 1/2(I + A˜)W 1/2ei = wi(I + A˜)ii = wi.
Thus,
(34) ‖w‖∞ ≤ HA(w).
In particular, HA is nonnegative. Since λmax(X) = max{hTXh : h ∈ RV , ‖h‖2 = 1} for every X ∈ SV ,
we have that λmax(X) is the pointwise supremum of linear functions of X , and thus it is convex. Now
Corollary 13 shows that HA is the composition of a convex function after a linear function, whence HA
is convex. Thus, HA is a gauge; recall that, under the assumption of positive homogeneity, sublinearity
and convexity are equivalent. If z ∈ RV+ is such that w ≤ z, then W = Diag(w)  Diag(z) =: Z so
(I + A˜)1/2W (I + A˜)1/2  (I + A˜)1/2Z(I + A˜)1/2. Together with this fact, Corollary 13 shows that, HA(w) ≤
HA(z), so HA is monotone. Now (34) concludes the proof that HA is a positive definite monotone gauge.
Next we prove the second inequality in (33). Again, let w ∈ RV+ and set W := Diag(w). We may assume
that w 6= 0. By moving to an induced subgraph of G if appropriate, we may assume that w > 0. Abbreviate
Λ := λmax(W
1/2(I + A˜)W
1/2) = HA(w). Let b ∈ RV be a unit-norm Λ-eigenvector of W 1/2(I + A˜)W 1/2, and
set B := Diag(b). Set X :=W−
1/2B(I + A˜)BW−
1/2. We claim that
(35) 1TS
(
2Xw − ΛW−1Bb) ≤ 1, whenever S ⊆ V is stable.
Since I + A˜ is positive semidefinite, so is X . Hence,
(36) 0 ≤ (Λ1/21S − Λ−1/2w)TX(Λ1/21S − Λ−1/2w) = Λ1TSX1S − 21TSXw + Λ−1wTXw
The rightmost term in the RHS of (36) is
(37) Λ−1wTXw = Λ−11TWW−
1/2B(I + A˜)BW−
1/2W1 = Λ−11TBW
1/2(I + A˜)W
1/2B1 = 1,
since diagonal matrices commute. The leftmost term in the RHS of (36) is
(38) Λ1TSX1S = Λ1
T
SW
−1/2B2W−
1/2
1S = Λ1
T
S Diag(W
−1Bb)1S = Λ1
T
SW
−1Bb,
where the first equation uses the facts that S is stable and A ∈ AG. The proof of (35) follows by combin-
ing (36), (37), and (38).
Let y be an optimal solution for the LP on the RHS of (4). We may assume that
∑
S∈S(G) yS1S = w.
Now we multiply each inequality in (35) by yS ≥ 0 and sum them all together to get
(39) wT(2Xw − ΛW−1Bb) ≤ 1Ty.
The leftmost term is 2wTXw = 2Λ by (37), and the second term in the LHS is Λ1TWW−1Bb = ΛbTb = Λ.
Hence, (39) yields HA(w) = Λ ≤ 1Ty = χf (G,w), as desired. 
We now define a new bound for the weighted stability number via an SDP, which we will prove to be the
(gauge) dual of HA. Let A ∈ SV have zero diagonal. For every w ∈ RV+, define
(40) Υ(A,w) := max{wTx : x ∈ RV+, (I + A˜)
1/2
Diag(x)(I + A˜)
1/2  I}.
As before, for a graph G define Υ(G,w) := Υ(AG, w). Note that the semidefinite constraint in (40) may be
rewritten as
∑
i∈V xibib
T
i  I where bi is the ith column of (I + A˜)
1/2
. Hence, that constraint is a linear
matrix inequality (LMI), and this optimization problem is an SDP. The dual SDP is
(41) min
{
Tr(Y ) : Y ∈ SV+ , diag
(
(I + A˜)
1/2
Y (I + A˜)
1/2) ≥ w},
where Tr is the trace. The feasible point x = 0 is a relaxed Slater point of the SDP (40), that is, a feasible
solution where the slack I − (I + A˜)1/2 Diag(0)(I + A˜)1/2 corresponding to the LMI constraint is positive
definite. Similarly, (‖w‖∞+1)I is a relaxed Slater point of the SDP (41) for every w ∈ RV+. Hence, by SDP
Strong Duality (see, e.g., [25, Theorem 7.1.2]), both primal and dual SDPs have optimal solutions (which
justifies our use of ‘max’ and ‘min’ above), and their optimal values coincide. Hence,
(42) Υ(A,w) = min
{
Tr(Y ) : Y ∈ SV+ , diag
(
(I + A˜)
1/2
Y (I + A˜)
1/2) ≥ w}.
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The carefully crafted framework from Section 2 now pays off by providing a sleek proof of the main duality
results of this section:
Theorem 14. Let G = (V,E) be a graph, and let A ∈ AG. Then ΥA = H◦A.
Proof. Let x ∈ RV+. Corollary 13 implies thatH(A, x) ≤ 1 holds if and only if (I+A˜)1/2 Diag(x)(I+A˜)1/2  I.
Hence, for every w ∈ RV+ ,
H◦(A,w) = max{wTx : x ∈ RV+, H(A, x) ≤ 1}
= max
{
wTx : x ∈ RV+ , (I + A˜)1/2 Diag(x)(I + A˜)1/2  I
}
= Υ(A,w). 
Corollary 15. Let G = (V,E) be a graph. For every A ∈ AG, the function ΥA : RV+ → R is a positive
definite monotone gauge and, for every w ∈ RV+ ,
(43) α(G,w) ≤ Υ(A,w) ≤ ‖w‖1.
Proof. Immediate from Theorems 11, 9, and 14. 
It is instructive to see how (43) can be derived directly, without any mention to the Hoffman bound HA.
Using the facts that both HA and ΥA are positive definite monotone gauges and that they are gauge dual
to each other, and using Theorem 9, the proof of (43) below provides an alternative proof of (33).
Note that the feasible region
UA := {x ∈ RV+ : (I + A˜)1/2 Diag(x)(I + A˜)1/2  I}
of the primal SDP (40) is easily checked to be a convex corner. Hence, ΥA is a positive definite monotone
gauge by (19)(i). Since both optimization problems defining αG and ΥA maximize the same objective
function, we can prove that α(G,w) ≤ Υ(A,w) for every w ∈ RV+ by showing that
(44) STAB(G) ⊆ UA.
Since UA is convex, it suffices to prove that 1S ∈ UA for every stable set S ⊆ V . But this follows from a
simple calculation: if S ⊆ V is stable, then 1S ∈ UA is equivalent to Diag(1S)1/2(I + A˜)Diag(1S)1/2  I
by Lemma 12, and the LHS is Diag(1S)(I + A˜)Diag(1S) = Diag(1S), which clearly satisfies Diag(1S)  I.
This proves (44).
Let x ∈ UA. Lemma 12 implies Diag(x)1/2(I + A˜)Diag(x)1/2  I. Comparing diagonals, we reach x ≤ 1.
In other words, the set UA is a subset of {x ∈ RV+ : ‖x‖∞ ≤ 1}, which implies that Υ(A,w) ≤ ‖w‖1 for every
w ∈ RV+ and concludes our alternative proof of (43).
At this point, we have almost fully answered the question which introduces this text. It remains only to
show that our new bound reduces into the well-known ratio bound (1) for regular graphs. We start with a
case slightly more general than that of regular graphs.
We shall make use of the Moore–Penrose pseudoinverse M † of a symmetric matrix M ∈ SV . We rely
on very few properties of M †, which we include here (see [2] for further properties). If Mx = λx for some
nonzero x ∈ RV and nonzero λ ∈ R, i.e., if x ∈ RV is an eigenvector of M with nonzero eigenvalue λ,
then M †x = λ−1x. The pseudoinverse commutes with positive semidefinite square roots, that is, (M 1/2)† =
(M †)
1/2, and we use the common shorthand notationM
†/2 for both of them. Finally, MM † is the orthogonal
projection onto the range of M .
Theorem 16. Let G be a graph and let A ∈ AG be nonzero such that A1 = λ1 for λ := λmax(A). Denote
τ := λmin(A). Then
Υ(A,1) =
n
1− λ/τ .
Proof. We have
(I + A˜)1 =
(
1− λ
τ
)
1, and (I + A˜)†1 =
(
1− λ
τ
)−1
1,
To find the optimal value of the SDP (40), it suffices by SDP weak duality to exhibit a pair of primal
and dual feasible solutions with the same objective value. We start with the primal SDP (40). Define
x := µ1 ≥ 0, where µ := (1−λ/τ)−1. Note that x is feasible in (40), since λmax
(
(I+A˜)1/2 Diag(x)(I+A˜)1/2
)
=
µλmax(I + A˜) = 1, and its objective value is 1
Tx = n/(1− λ/τ).
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A dual feasible solution with the same value is Y := (I+A˜)†/211T(I+A˜)†/2  0. Since 1 is an eigenvector of
(I+A˜)
1/2, it follows that 1 = (I+A˜)
1/2(I+A˜)
†/2
1, which implies diag
(
(I+A˜)
1/2Y (I+A˜)
1/2
)
= diag(11T) = 1.
Thus, Y is feasible in (42), and its objective value is
Tr(Y ) = Tr
(
(I + A˜)
†/2
11
T(I + A˜)
†/2
)
= 1T(I + A˜)†1 = (1− λ/τ)−11T1 = n
1− λ/τ = 1
Tx. 
The next corollary is an immediate consequence of Theorem 16 when applied to the adjacency matrix AG
of a regular graph G, and it proves that the Delsarte-Hoffman ratio bound (1) and the Hoffman bound (2)
are dual to each other, since ΥG and HG are weighted graph parameters dual to each other in the sense of
Theorem 10 by Theorems 11 and 14.
Corollary 17. Let G be a k-regular graph, with k ≥ 1. Denote τ := λmin(AG). Then
Υ(G,1) =
n
1− k/τ .
The proof of Theorem 16 above suggests using a scalar multiple of a Perron-Frobenius eigenvector of a
connected graph (see [10, Theorem 8.8.1]) to get a feasible solution for the dual SDP (42), which yields
another extension of the ratio bound (1):
Proposition 18. Let G = (V,E) be a connected graph. Set λ := λmax(AG) and τ := λmin(AG). Let p ∈ RV+
be the unit-norm Perron-Frobenius eigenvector of AG. Then
(45) α(G) ≤ maxi∈V p
−2
i
1− λ/τ .
Proof. Let η denote the RHS in (45). Then Tr
(
ηppT
)
= η‖p‖22 = η. Moreover,
diag
(
(I + A˜G)
1/2ηppT(I + A˜G)
1/2
)
= η
(
1− k/τ) diag(ppT) ≥ 1.
Hence ηppT is feasible in the dual SDP (42) with objective value η, so α(G) ≤ Υ(AG,1) ≤ η by (43). 
When Proposition 18 is applied to a connected regular graph, we recover Corollary 17. In fact, we point
out that Proposition 18 can be obtained elementarily. We shall use the same notation for λ, τ , p, and η from
Proposition 18 and its proof. Note that I + A˜G  (1− λ/τ)ppT. If S is a maximum stable set, then
α(G) = 1TS(I + A˜G)1S ≥
(
1− λ
τ
)
1
T
Spp
T
1S ≥ 1
η
1
T
S11
T
1S =
α(G)2
η
.
By Theorem 11 and the results from Section 2 (see, e.g., the paragraph that follows Theorem 6), the
Hoffman bound HA may be expressed as linear optimization of the function x ∈ RV 7→ wTx with x ranging
over some convex set. We provide explicit descriptions of such sets below. They will be used in Section 5 to
provide new descriptions of the theta body, which is the convex corner over which the Lovász theta function
optimizes. We will make use of the following notation: for a graph G = (V,E) and A ∈ AG, set
(46) HA :=
{
x ∈ RV+ : ∃Y ∈ SV+ , Tr(Y ) ≤ 1, diag
(
(I + A˜)
1/2Y (I + A˜)
1/2
) ≥ x}.
Theorem 19. Let G = (V,E) be a graph, and let A ∈ AG. Then, for every w ∈ RV+ ,
H(A,w) = max
{
wT diag
(
(I + A˜)
1/2X(I + A˜)
1/2
)
: X ∈ SV+ , Tr(X) = 1
}
(47)
= max
{
wTx : x ∈ HA
}
.(48)
and the feasible region HA of the second maximization problem is the unit convex corner of Υ(A, ·).
Proof. By Corollary 13, we can formulate H(A,w) as the SDP
H(A,w) = min
{
µ ∈ R : (I + A˜)1/2 Diag(w)(I + A˜)1/2  µI},
which clearly has a relaxed Slater point and is bounded below. Hence, by SDP Strong Duality, the dual SDP
has an optimal solution and the same optimal value as the primal SDP:
(49) H(A,w) = max{Tr((I + A˜)1/2 Diag(w)(I + A˜)1/2X) : X ∈ SV+ , Tr(X) = 1}.
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Since the objective function in (49) may be rewritten as X ∈ SV 7→ wT diag((I+ A˜)1/2X(I+ A˜)1/2), the proof
of (47) is complete. To prove (48), by Theorems 11 and 14 and (21)(iii), it suffices to prove that
HA = { x ∈ RV+ : Υ(A, x) ≤ 1}.
However, this is immediate from the dual formulation (42). 
Note that the feasible region in (47) is not a convex corner like the one in (48), however the latter feasible
region involves a projection (of Y in (46)) whereas the former is projection-free.
The definitions H(G,w) = H(AG, w) and Υ(G,w) = Υ(AG, w) create graph parameters. There is,
however, a more interesting approach. Consider H and Υ as functions defined for every pair (A,w) where
w ∈ RV+ and A ∈ SV is such that diag(A) = 0. For a given graph G and w ∈ RV , the set AG defines many
bounds, and we can simply choose the best one. In other words, to find the best lower bound for χf (G,w),
consider
sup
A∈AG
H(A,w),
and to find the best upper bound for α(G,w) consider
inf
A∈AG
Υ(A,w).
The expressions above define functions which actually depend on (G,w), and it is possible to prove them to
be graph parameters, i.e., to be constant on isomorphism classes of graphs. There is, however, no need to
do so, since Section 5 will show that both graph parameters just mentioned are actually well known.
4. Relation with Luz’s Convex Quadratic Programming Bound
Luz [21] introduced a convex quadratic program (CQP) that bounds the stability number, which was
later generalized to the weighted case in [23, 5]; we will use the weighted version from [5]. Let G = (V,E)
be a graph, let A ∈ AG, and set A˜ as in (29). For every w ∈ RV+ , define υ(A,w) as the optimal value of the
following CQP:
υ(A,w) := sup
{
2wTx− xTW 1/2(I + A˜)W 1/2x : x ∈ RV+
}
, where W := Diag(w).(50)
= sup
{
2
√
w
T
x− xT(I + A˜)x : x ∈ RV+
}
.(51)
We write ‘sup’ rather than ‘max’ because υ(A,w) may be +∞; we will prove this below. (One may use the
changes of variables x 7→ W 1/2x and x 7→ W †/2x to prove equivalence between formulations (50) and (51).)
To see that
(52) α(G,w) ≤ υ(A,w),
note that the objective value of x := 1S is w
Tx in (50) whenever S ⊆ V is stable. In fact, in [5, Corollary 29]
it is proved that
(53) ϑ(G,w) = min
A∈AG
υ(A,w),
extending the unweighted version first proved by Luz and Schrijver [20]; see also [22].
In this section, we study two results about the optimization problem (50). First, we show that for every
A ∈ AG the new upper bound ΥA is bounded above by υA. We then proceed to show that for every
nonnegative generalized adjacency matrix of G, both values Υ(A,w) and υ(A,w) actually coincide.
Denote the componentwise square root of a nonnegative vector x ∈ RV+ as
√
x ∈ RV+ . Then the (La-
grangean) dual of the CQP (51) can be formulated as
inf
{
yT(I + A˜)y : y ∈ RV , (I + A˜)y ≥ √w },
which is equivalent to
(54) inf
{ ‖y‖22 : y ∈ RV , (I + A˜)1/2y ≥ √w }.
By Convex Optimization Strong Duality (see, e.g., [4]) the optimal values of (51) and (54) coincide and (54)
has an optimal solution whenever it has a feasible solution:
(55) υ(A,w) = min
{ ‖y‖22 : y ∈ RV , (I + A˜)1/2y ≥ √w } whenever υ(A,w) <∞.
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Theorem 20. Let G = (V,E) be a graph, let A ∈ AG, and let w ∈ RV+ . For every y ∈ RV feasible in the
dual CQP (55), we have that yyT is feasible in the dual SDP (42). Consequently,
(56) Υ(A,w) ≤ υ(A,w).
Proof. Let y ∈ RV be feasible in the dual CQP (55), so that √w ≤ (I + A˜)1/2y. Then Y := yyT is a feasible
solution in the dual formulation (42) of Υ(A,w), since diag
(
(I + A˜)
1/2yyT(I + A˜)
1/2
) ≥ w. Furthermore, the
objective values are the same, as Tr(Y ) = ‖y‖22. Hence, Υ(A,w) ≤ υ(A,w). 
The relationship between dual feasible solutions for Υ and υ displayed in Theorem 20 lead to our naming
the bound Υ as the capital letter for υ. In fact, this relationship shows that the new upper bound Υ can be
regarded as semidefinite strengthening of the Luz bound υ.
The inequality (56) may be strict, and the gap may be arbitrarily large. To see this, let G = (V,E) be
a k-regular graph, and set A := −AG. Note that 1 is an eigenvector of A corresponding to the eigenvalue
λmin(A) = −λmax(AG) = −k, so that (I + A˜)1 = 0. If w ∈ RV+ is nonzero, then by (51),
υ(A,w) = sup{ 2√wTx− xT(I + A˜)x : x ∈ RV+} ≥ sup
µ≥0
2µ
√
w
T
1 = +∞.
We will see next that, when the generalized adjacency matrix A ∈ AG is required to be nonnegative,
equality holds in (56). We will use repeatedly that, if A ∈ AG is nonnegative, then so is A˜.
Theorem 21. Let G = (V,E) be a graph. For every nonnegative A ∈ AG, the function υA : RV+ → R is a
positive definite monotone gauge and, for every w ∈ RV+ ,
(57) α(G,w) ≤ υ(A,w) ≤ ‖w‖1.
Proof. The first inequality of (57) is just (52). Let us prove the second inequality in (57). In particular,
this will show that υA is indeed real-valued. Let w ∈ RV+ . For every x ∈ RV+ such that ‖x‖2 = 1, we have
1 = xTx ≤ xT(I + A˜)x, whence
max
µ∈R+
[
2
√
w
T
(µx)− (µx)T(I + A˜)(µx)] ≤ max
µ∈R+
µ(2
√
w
T
x − µ) = (√wTx)2 ≤ ‖√w‖22‖x‖22 = ‖w‖1.
Thus, by (51),
υ(A,w) = sup{ 2√wTx− xT(I + A˜)x : x ∈ RV+}
= sup
{
sup
µ≥0
[
2
√
w
T
(µx) − (µx)T(I + A˜)(µx)
]
: x ∈ RV+ , ‖x‖2 = 1
}
≤ ‖w‖1.
Next we show that
(58) for every x ∈ RV+, the function w ∈ RV+ 7→
√
w
T
Diag(x)(I + A˜)Diag(x)
√
w is concave.
Let x ∈ RV+ , and set Z := Diag(x)(I+A˜)Diag(x). Since the map from (58) is clearly positively homogeneous,
it suffices to show that it is superlinear, that is,
(59)
√
w + z
T
Z
√
w + z ≥ √wTZ√w +√zTZ√z ∀w, z ∈ RV+.
Since A and x are nonnegative, so is Z. Hence, since the LHS in (59) is Tr(Z
√
w + z
√
w + z
T
) and the RHS
is Tr(Z
√
w
√
w
T
) + Tr(Z
√
z
√
z
T
), it suffices to prove that
(60)
√
w + z
√
w + z
T ≥ √w√wT +√z√zT ∀w, z ∈ RV+.
Let w, z ∈ RV+ and let i, j ∈ V . By the AM–GM inequality,
(wi + zi)(wj + zj) = wiwj + zizj + wizj + wjzi ≥ wiwj + zizj + 2√wiwjzizj =
(√
wiwj +
√
zizj
)2
.
Hence,
√
wi + zi
√
wj + zj ≥ √wiwj +√zizj , which is the componentwise form of (60). This concludes our
proof of (58).
Note that Diag(
√
w )x = Diag(x)
√
w for every w, x ∈ RV . Therefore,
υ(A,w) = sup
{
2wTx−√wT Diag(x)(I + A˜)Diag(x)√w : x ∈ R+
}
.
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By (58), we have just expressed υA as the pointwise supremum of convex functions, whence υA is itself also
convex and thus sublinear. It is also clear that υA is positively homogeneous. Combined with (52), we find
that υA is a positive definite gauge.
It only remains to prove that υA is monotone. Let w, z ∈ RV+ be such that w ≤ z. Considering the dual
formulation of υA in (54), we see that the feasible region for z is a subset of the feasible region for w, since√
w ≤ √z. Since (54) is a minimization problem, we conclude υ(A,w) ≤ υ(A, z). 
Theorem 22. Let G = (V,E) be a graph, and let A ∈ AG be a nonnegative generalized adjacency matrix
of G. Then, for every w ∈ RV+ ,
υ(A,w) = Υ(A,w).
Proof. By Theorem 21, υA is a positive definite monotone gauge. We first prove that
(61) HA(z) = υ
◦
A(z) ∀z ∈ RV+.
To prove ‘≥’ in (61), first note that H◦A(z) = ΥA(z) ≤ υA(z), using Theorems 20 and 14, then apply
Lemma 7, Theorem 11, and (21)(iii). For the reverse inequality, let z ∈ RV+, and we shall begin by proving
that there exists y ∈ RV such that
‖y‖2 = 1,(62a)
H(A, z) = yT(I + A˜)
1/2 Diag(z)(I + A˜)
1/2y,(62b)
(I + A˜)
1/2y ≥ 0.(62c)
Note that the matrix (I + A˜)Diag(z) is nonnegative. Hence, by the Perron-Frobenius Theorem (see [16,
Theorem 8.3.1]), there exists a nonzero p ∈ RV+ such that
(63) (I + A˜)Diag(z)p = λmax((I + A˜)Diag(z))p.
Set y¯ := (I + A˜)†/2p and y := y¯/‖y¯‖2, so that (62a) holds. By (63), we have p ∈ Im(I + A˜), so that
(I + A˜)
1/2y¯ = (I + A˜)
1/2(I + A˜)
†/2p = p ≥ 0,
so (62c) holds. Furthermore, Lemma 12 and Corollary 13 imply that
λmax((I + A˜)Diag(z)) = λmax
(
(I + A˜)
1/2 Diag(z)(I + A˜)
1/2
)
= H(A, z).
Hence, by applying (I + A˜)†/2 to both sides of (63) we conclude that(
(I + A˜)
1/2 Diag(z)(I + A˜)
1/2
)
y¯ = H(A, z)y¯,
whence (62b) follows.
Recall that by (20), we have that υ◦A(z) = maxw∈C w
Tz, where
C := {w ∈ RV+ : υA(w) ≤ 1}.
Define w := diag
(
(I + A˜)
1/2yyT(I + A˜)
1/2
)
. Note that y is a feasible solution for the dual (54) of υ(A,w)
by (62c), with objective value ‖y‖22 = 1 by (62a). Hence, w ∈ C, and by (62b) we get
H(A, z) = yT(I + A˜)
1/2 Diag(z)(I + A˜)
1/2y = wTz ≤ υ(A, z)◦.
This concludes the proof of ‘≤’ in (61), and hence that of (61) itself.
By applying the gauge dual to both sides of (61), and using Theorems 14 and 21 and (21)(iii), we find
that ΥA = H
◦
A = υ
◦◦
A = υA. 
As a consequence, the dual SDP (42) always has an optimal solution that is rank-one if A is a nonnegative
generalized adjacency matrix:
Corollary 23. Let G = (V,E) be a graph, and let A ∈ AG be a nonnegative generalized adjacency matrix
of G. Then for every w ∈ RV+ , the dual SDP (42) has a rank-one optimal solution.
Proof. Let y ∈ RV be an optimal solution for the dual CQP (55). Theorem 20 states that yyT is feasible
in (42), and Theorem 22 implies it is optimal, since Tr(yyT) = ‖y‖22 = υ(A,w) = Υ(A,w). 
16 NATHAN BENEDETTO PROENÇA, MARCEL K. DE CARLI SILVA, AND GABRIEL COUTINHO
5. Relation with The Lovász Theta Function and Its Variants
Let G = (V,E) be a graph. The theta body of G is defined as the projection
(64) TH(G) :=
{
x ∈ RV+ : ∃X ∈ SV+ , diag(X) = x,
[
1 xT
x X
]
 0, Xij = 0, ∀ij ∈ E
}
.
Since TH(G) is a linear projection of a compact convex set, TH(G) is compact and convex. It is not hard
to verify that TH(G) ⊆ [0, 1]V is lower-comprehensive and that 1n1 ∈ TH(G), which implies that 12n1 is in
the interior of TH(G). Thus, TH(G) is a convex corner. Hence, using (19)(ii), we may finally define the
following positive definite monotone gauge:
ϑ(G,w) := max
{
wTx : x ∈ TH(G)}, ∀w ∈ RV+ .
The reader is referred to [5, Theorem 14] for the equivalence with other definitions of ϑ(G,w). Alternative
sources for ϑ include [19, 12, 13, 17]. It is known (see [12, Corollary 3.4]) that
(65) abl(TH(G)) = TH(G),
so that by (19)(ii) we have
(66) ϑ◦G = ϑG.
It was already mentioned in (53) that
(67) ϑ(G,w) = min
A∈AG
υ(A,w),
and ϑ(G,w) is similarly related (see [17, Theorem 33]) to the Hoffman bounds HA:
(68) ϑ(G,w) = max
A∈AG
H(A,w).
We remark that [17, Theorem 33] essentially proves that, for W := Diag(w), we have
ϑ(G,w) = max
{
λmax
(
W
1/2(I + µA)W
1/2
)
: A ∈ AG, 0 ≤ µ ≤ 1−λmin(A)
}
,
from which one can get (68) by using convexity of the function µ ∈ R 7→ λmax(W 1/2(I + µA)W 1/2).
The use of ‘min’ in (67) means that there exists A ∈ AG such that ϑ(G,w) = υ(A,w), and analogously
for (68). The same applies to the next result involving Υ:
Theorem 24. Let G = (V,E) be a graph. Then, for every w ∈ RV+ ,
(69) ϑ(G,w) = min
A∈AG
Υ(A,w).
Proof. Theorems 20 and 14, (68) and Lemma 7, and (66) imply that υA ≥ ΥA = H◦A ≥ ϑ◦G = ϑG for every
A ∈ AG. Equation (67) then finishes the proof, while also proving that there exists A ∈ AG such that
equality holds. 
Equations (68) and (69), together with Theorem 11 and Corollary 15, show that ϑ may be expressed using
optimization over positive definite monotone gauges, each of which can be expressed as linear optimization
over some convex corners, since
Υ(A,w) = max
x∈UA
wTx, ∀w ∈ RV+ ,
H(A,w) = max
x∈HA
wTx, ∀w ∈ RV+.
Moreover, by Theorem 19,
(70) abl(UA) = { x ∈ RV+ : wTx ≤ 1, ∀w ∈ UA} = {x ∈ RV+ : ΥA(x) ≤ 1} = HA.
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These provide alternative descriptions of TH(G) via such convex corners. We shall rely on the following fact,
for every family F of subsets of RV+ :
abl
(⋃
F
)
=
{
x ∈ RV+ : yTx ≤ 1, ∀y ∈
⋃F}
=
{
x ∈ RV+ : yTx ≤ 1, ∀S ∈ F , ∀y ∈ S
}
=
{
x ∈ RV+ : x ∈ abl(S), ∀S ∈ F
}
=
⋂
S∈F
abl(S).
(71)
Proposition 25. Let G = (V,E) be a graph. Then
TH(G) =
⋂
A∈AG
UA,(72)
TH(G) =
⋃
A∈AG
HA.(73)
Proof. Let w ∈ RV+. Theorem 24 implies that ϑ(G,w) ≤ 1 holds if and only if there exists A ∈ AG such
that Υ(A,w) ≤ 1. Since TH(G) = {w ∈ RV+ : ϑ(G,w) ≤ 1} by (65) and HA = {w ∈ RV+ : Υ(A,w) ≤ 1}, we
have (73). Then (65), (71), (70), and (23) finish the proof:
TH(G) = abl(TH(G)) = abl
( ⋃
A∈AG
HA
)
=
⋂
A∈AG
abl(HA) =
⋂
A∈AG
UA. 
Equation (73) is slightly unusual since it is not a priori clear that the union of convex sets in the RHS is
convex.
Next we discuss the variants ϑ′ and ϑ+ of a graph G = (V,E). We first define TH+(G) by relaxing the
constraint “Xij = 0” in (64) to “Xij ≤ 0”, for each edge ij ∈ E. Next we define TH′(G) by adding to (64) the
constraint Xij ≥ 0 for each i, j ∈ V . The two resulting sets can be verified to be convex corners, analogously
to TH(G). Then the variants ϑ′ and ϑ+, which are also positive definite monotone gauges by (19)(ii), are
defined as
ϑ′(G,w) := max
{
wTx : x ∈ TH′(G)} ∀w ∈ RV+,(74)
ϑ+(G,w) := max{wTx : x ∈ TH+(G)} ∀w ∈ RV+.(75)
It is well known that
(76) abl
(
TH′(G)
)
= TH+(G),
so that by (19)(ii) we have
(77) ϑ′(G, ·)◦ = ϑ+(G, ·).
The previous relations (67) and (68) may be adapted to ϑ′ and ϑ+ by restricting the range of the max-
ima/minima over nonnegative generalized adjacency matrices. For a graph G, denote
(78) A+G := {A ∈ AG : A ≥ 0}.
Then [5, Corollary 29] shows that
(79) ϑ+(G,w) = min
A∈A+
G
υ(A,w),
and it is well known (see [5, Proposition 21] and the remark following (68)) that
(80) ϑ′(G,w) = max
A∈A+
G
H(A,w).
Let us now state a counterpart to Theorem 24:
Theorem 26. Let G = (V,E) be a graph. Then, for every w ∈ RV+ ,
(81) ϑ+(G,w) = min
A∈A+
G
Υ(A,w).
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Proof. Immediate from (79) and Theorem 22. 
And our final result is a counterpart to Proposition 25:
Proposition 27. Let G = (V,E) be a graph. Then
TH+(G) =
⋂
A∈A+
G
UA,(82)
TH′(G) =
⋃
A∈A+
G
HA.(83)
Proof. Let w ∈ RV+. Theorem 26 implies that ϑ+(G,w) ≤ 1 holds if and only if there exists A ∈ A+G
such that Υ(A,w) ≤ 1. Equations (76) and (23) imply TH′(G) = {w ∈ RV+ : ϑ+(G,w) ≤ 1}. Moreover, as
HA = {w ∈ RV+ : Υ(A,w) ≤ 1}, we have (83). Then (76), (71), (70), and (23) finish the proof:
TH+(G) = abl(TH′(G)) = abl
( ⋃
A∈A+
G
HA
)
=
⋂
A∈A+
G
abl(HA) =
⋂
A∈A+
G
UA. 
References
[1] A. Y. Aravkin, J. V. Burke, D. Drusvyatskiy, M. P. Friedlander, and K. J. MacPhee. Foundations of gauge and perspective
duality. SIAM J. Optim., 28(3):2406–2434, 2018.
[2] Adi Ben-Israel and Thomas N. E. Greville. Generalized inverses, volume 15 of CMS Books in Mathematics/Ouvrages de
Mathématiques de la SMC. Springer-Verlag, New York, 2 edition, 2003. Theory and applications.
[3] Yonatan Bilu. Tales of Hoffman: three extensions of Hoffman’s bound on the graph chromatic number. J. Combin. Theory
Ser. B, 96(4):608–613, 2006.
[4] Stephen Boyd and Lieven Vandenberghe. Convex optimization. Cambridge University Press, Cambridge, 2004.
[5] Marcel K. de Carli Silva and Levent Tunçel. An axiomatic duality framework for the theta body and related convex corners.
Mathematical Programming, 162(1):283–323, 2017.
[6] Clive Elphick and Pawel Wocjan. An inertial lower bound for the chromatic number of a graph. Electron. J. Combin.,
24(1):Paper 1.58, 2017.
[7] Michael P. Friedlander, Ives Macêdo, and Ting Kei Pong. Gauge optimization and duality. SIAM J. Optim., 24(4):1999–
2022, 2014.
[8] D. R. Fulkerson. Blocking and anti-blocking pairs of polyhedra. Math. Programming, 1:168–194, 1971.
[9] D. R. Fulkerson. Anti-blocking polyhedra. J. Combinatorial Theory Ser. B, 12:50–71, 1972.
[10] C. Godsil and G. Royle. Algebraic graph theory, volume 207 of Graduate Texts in Mathematics. Springer-Verlag, New York,
2001.
[11] C. D. Godsil and M. W. Newman. Eigenvalue bounds for independent sets. J. Combin. Theory Ser. B, 98(4):721–734,
2008.
[12] M. Grötschel, L. Lovász, and A. Schrijver. Relaxations of vertex packing. J. Combin. Theory Ser. B, 40(3):330–343, 1986.
[13] Martin Grötschel, László Lovász, and Alexander Schrijver. Geometric algorithms and combinatorial optimization, volume 2
of Algorithms and Combinatorics. Springer-Verlag, Berlin, second edition, 1993.
[14] N. Gvozdenović and M. Laurent. The operator Ψ for the chromatic number of a graph. SIAM J. Optim., 19(2):572–591,
2008.
[15] A. J. Hoffman. On eigenvalues and colorings of graphs. In Graph Theory and its Applications (Proc. Advanced Sem., Math.
Research Center, Univ. of Wisconsin, Madison, Wis., 1969), pages 79–91. Academic Press, New York, 1970.
[16] R. A. Horn and C. R. Johnson. Matrix analysis. Cambridge University Press, Cambridge, 1990. Corrected reprint of the
1985 original.
[17] Donald E. Knuth. The sandwich theorem. Electron. J. Combin., 1:Article 1, approx. 48 pp. (electronic), 1994.
[18] Serge Lang. Real and functional analysis, volume 142 of Graduate Texts in Mathematics. Springer-Verlag, New York, third
edition, 1993.
[19] L. Lovász. On the Shannon capacity of a graph. IEEE Trans. Inform. Theory, 25(1):1–7, 1979.
[20] C. J. Luz and A. Schrijver. A convex quadratic characterization of the Lovász theta number. SIAM J. Discrete Math.,
19(2):382–387 (electronic), 2005.
[21] Carlos J. Luz. An upper bound on the independence number of a graph computable in polynomial-time. Oper. Res. Lett.,
18(3):139–145, 1995.
[22] Carlos J. Luz. A characterization of the weighted Lovász number based on convex quadratic programming. Optim. Lett.,
10(1):19–31, 2016.
[23] Carlos J. Luz and Domingos M. Cardoso. A quadratic programming approach to the determination of an upper bound on
the weighted stability number. European J. Oper. Res., 132(3):569–581, 2001.
[24] R. J. McEliece, E. R. Rodemich, and H. C. Rumsey, Jr. The Lovász bound and some generalizations. J. Combin. Inform.
System Sci., 3(3):134–152, 1978.
[25] Arkadi Nemirovski. Introduction to linear optimization, 2012.
DUAL HOFFMAN BOUNDS BASED ON SDP 19
[26] Michael William Newman. Independent Sets and Eigenspaces. PhD thesis, 2004.
[27] R. T. Rockafellar. Convex analysis. Princeton Landmarks in Mathematics. Princeton University Press, Princeton, NJ, 1997.
Reprint of the 1970 original, Princeton Paperbacks.
[28] A. Schrijver. A comparison of the Delsarte and Lovász bounds. IEEE Trans. Inform. Theory, 25(4):425–429, 1979.
[29] A. Schrijver. Theory of linear and integer programming. Wiley-Interscience Series in Discrete Mathematics. John Wiley &
Sons Ltd., Chichester, 1986. A Wiley-Interscience Publication.
[30] M. Szegedy. A note on the theta number of Lovász and the generalized Delsarte bound. In Proceedings of the 35th Annual
IEEE Symposium on Foundations of Computer Science, 1994.
1Universidade de São Paulo, Instituto de Matemática e Estatística
2Dep. of Computer Science, Federal University of Minas Gerais
