We consider indeterminate symmetric moment problems related to birth and death processes with quartic rates. The Nevanlinna matrices are presented and the entire functions B and D are expressed in terms of the trigonometric functions of order 4. Several examples of symmetric and nonsymmetric solutions are given.
Introduction
Karlin and McGregor showed in a series of papers around 1957 that orthogonal polynomials on [0, ∞) are important in the theory of birth and death processes, see e.g. [10] . If we let ( n ) n 0 and ( n ) n 0 denote the birth and death rates, then the polynomials in question are generated by the three-term recurrence relation ( n + n − x)F n (x) = n+1 F n+1 (x) + n−1 F n−1 (x), n 0 with initial conditions F −1 (x)=0 and F 0 (x)=1. They are orthogonal on [0, ∞) because of the restrictions n > 0 for n 0, 0 0, n > 0 for n 1.
E-mail address: stordal@math.ku.dk (J.S. Christiansen). We shall always assume that 0 = 0. A well-known criterion [10, Theorem 14] says that the associated Stieltjes problem is indeterminate if and only if
where 0 = 1, n = 0 · · · n−1 1 · · · n for n > 0.
For background information about the moment problem we refer to Akhiezer [1] or Shohat and Tamarkin [12] . Valent [13, 14] considered as an example the birth and death process with quartic rates
and
Clearly, (1) is satisfied for c > − 
and recalling that
According to (2) the associated moment problem is therefore indeterminate in the sense of Stieltjes. The case c=0 was studied in detail by Berg and Valent [3] . They solved the associated moment problem by determining the Nevanlinna matrix, a 2 × 2 matrix
whose entries are entire functions of minimal exponential type such that
A function is called a Pick function if it is holomorphic in the upper half-plane Im z > 0 with Im (z) 0. By reflection in the real line any such function can be extended to a holomorphic function in C\R. Nevanlinna proved in 1922 that the set V of solutions to an indeterminate moment problem on the real line can be parametrized by the space P of Pick functions augmented with the point ∞. The parametrization is established via the homeomorphism → of P ∪ {∞} onto V given by
The space of Pick functions inherits the topology of the holomorphic functions on C\R and P ∪ {∞} is a one-point compactification of P. The set V is equipped with the so-called vague topology.
With A, B, C, and D at hand one can obtain the solution corresponding to the Pick function by the Stieltjes-Perron inversion formula. In particular, if
is a discrete measure of the form
where t denotes the set of zeros of
As usual, we denote by x the unit mass at the point x. Moreover, if we set
for ∈ R and > 0, then is absolutely continuous with density
The solutions in (3) and (4) are interesting in different ways. The discrete measures in (3) are characterized by being the only solutions for which the polynomials C[x] are dense in L 2 (R, ). They are also called Nextremal solutions. As regards the densities in (4), the polynomials
On the other hand, Gabardo [6] proved that for fixed z = x + iy in the upper half-plane the entropy integral
obtains its maximum value among all the absolutely continuous measures in V with density, say w(t), exactly when
In this paper we focus on the case c = 1 4 and compare it with the case c = 0. It is worth while to bring these two examples together and consider them as a whole. One reason for this is the fact that the trigonometric functions of order 4 defined by
then appear in a completely symmetric way in the Nevanlinna matrices (Theorem 1).
The case of cubic rates instead of quartic rates is considered by Gilewicz et al. [7] . The associated Stieltjes problems are indeterminate and it turns out that the trigonometric functions of order 3 play the leading role in the Nevanlinna matrices. This paper is organized as follows. In Section 2 we pass from the original Stieltjes problems to the corresponding symmetric Hamburger problems. The full Nevanlinna matrices are then presented. While B and D can be expressed in terms of the trigonometric functions of order 4, A and C also involve the Jacobi elliptic functions sn, cn and dn. In Section 3 we give several examples of both discrete and absolutely continuous solutions to the symmetric moment problems. Examples of symmetric as well as nonsymmetric solutions will be given.
As for notation, we let (0) refer to the case c = 0 and (1) to the case c = 
Symmetric moment problems
A moment problem on the positive half-line gives rise to a symmetric moment problem on the real line and vice versa. In the determinate case these two problems are equivalent but in the indeterminate case the symmetric problem is somewhat richer. Clearly, there is a one-to-one correspondence between solutions on the half-line and symmetric solutions on the real line. But as explained below an indeterminate symmetric Hamburger problem also has nonsymmetric solutions.
The set of solutions to an indeterminate moment problem on the real line is described via the Nevanlinna parametrization. When the problem is symmetric, Pedersen [11] proved that the solution is symmetric if and only if the Pick function is odd (with the convention that ∞ is odd). Obviously, there are quite a few odd Pick functions but even more are certainly not odd. In particular, the only symmetric N-extremal solutions are 0 and ∞ . Moreover, the absolutely continuous solutions in (4) are symmetric exactly when = 0. In this section we pass from the original Stieltjes problems to the corresponding symmetric Hamburger problems. As mentioned above this can be done without loss of generality. If anything, the Nevanlinna matrices will simplify and nonsymmetric solutions will appear as a bonus. In the case c = 0 this procedure was carried out by Chen and Ismail [4] .
For the sake of simplicity we stick to the symmetric Hamburger problems. A more general setup is considered by Ismail and Valent [8] and also Ismail et al. [9] . In short, [8] generalizes the case c = 0 and [9] the case c = 4 . In both papers an extra parameter a 0 is introduced such that the special case a = 0 leads back to the original symmetric problem. When a > 0 the problem is no longer symmetric and when a 1 the problem even changes from being indeterminate to determinate.
The orthogonal polynomials associated with the symmetric problem are generated by the three-term recurrence relation
where n is related to n and n by 2n = n and 2n+1 = n .
Explicitly, we have
(0) n = (2n − 1)(2n) 2 (2n + 1) and
so the polynomials in question do not belong to the Askey-scheme of hypergeometric orthogonal polynomials (or its q-analogue). Instead, they turn out to be closely related to the Jacobi elliptic functions. The Nevanlinna matrix [5] proved that
where s 0 denotes the quantity
Since the Stieltjes problem is indeterminate, the above series is convergent according to (2) . In the following we denote by K the constant
and by l the entire functions
where E l is related to the Jacobi elliptic functions by
Theorem 1. The entire functions from the Nevanlinna matrices are given by
Remark. Notice that all the square roots are immaterial. This is clear from the power series expansions in (5) . The functions in the above theorem are indeed entire. To get the expressions for B (1) and D (1) , set c = 1 4 in [14, Theorem 11] , use the fact that 1 = 0 and 3 = 2 , cf. (7) below, and combine the results with (6) . To get the expressions for A (1) and C (1) , one also has to use integration by parts. For instance,
Proof. The expressions for
A general result by Berg and Pedersen [2] says that the entire functions from the Nevanlinna matrix have the same order , type and Phragmén-Lindelöf indicator function h( ). From the results in [14] we immediately get that
for the entire functions from Theorem 1.
Symmetric and nonsymmetric solutions
In this section we shall present several examples of symmetric and nonsymmetric solutions to the moment problems.
The trigonometric functions of order 4 defined in (5) are linearly independent solutions of the differential equation (4) l + l = 0 such that
They are related to the trigonometric and hyperbolic functions by
The zeros of 0 and 2 as well as 1 + 3 and 1 − 3 can therefore be found explicitly. We denote by x n and y n the zeros of sin(K √ z/2)/ √ z and cos(K √ z/2). Explicitly, we have ∞ are given by
and the N-extremal solutions (1) and (1) − are given by
Proof. The first part of the result is contained in [4, Theorem 5.2] . A few computations lead to
x √ x and the second part then follows from (3) by evaluating (1) (x) at the points ±x n and ±y n .
Clearly,
0 and (0) ∞ are symmetric solutions whereas (1) and (1) − are nonsymmetric solutions. On the other hand, we observe that is a symmetric solution.
Theorem 3. For −1 < < 1, the densities
and w (1) 
represent absolutely continuous solutions.
Remark.
Notice that the square roots in cosh, cos and sinh, sin are immaterial. This is evident from the power series expansions of the involved functions. Notice also that the density w (1) 
