For each s ≥ 2, there exists m 0 such that the following holds for all m ≥ m 0 : Let G be a bipartite graph with n = ms vertices in each partition set. If m is odd and minimum degree δ(G) ≥ n+3s 2 − 2, then G contains m vertex-disjoint copies of K s,s . If m is even, the same holds under the weaker condition δ(G) ≥ n/2 + s − 1. This is sharp and much stronger than a conjecture of Wang [25] (for large n).
Introduction
Let H be a graph on h vertices and G be a graph on n vertices. The tiling (also called packing) problem in extremal graph theory is to find in G as many vertex-disjoint copies of H as possible. An H-factor (perfect tiling) of G is a subgraph of G which consists of n/h copies of H. Dirac's theorem on Hamilton cycles [6] is one of the earliest tiling results. It implies that every n-vertex graph G with minimum degree δ(G) ≥ n/2 contains a perfect matching (usually called 1-factor, instead of K 2 -factor). The problem of triangle-factors was solved by Corrádi and Hajnal [4] , and the seminal result of Hajnal and Szemerédi settled the problem of K r -factors for all r. Using the celebrated Regularity Lemma of Szemerédi, Alon and Yuster [1, 2] found sufficient conditions for H-factors for arbitrary H. Their results were later improved by Komlós, Sárközy and Szemerédi [14] , Komlós [12] , Shokoufandeh and the author [21] , and Kühn and Osthus [16] .
Tiling in a multipartite graph has a shorter history. The Marriage Theorem by König and Hall (see e.g., [10] ) implies that a bipartite graph G with two partition sets of size n contains a 1-factor if δ(G) ≥ n/2. In an r-partite graph G with r ≥ 2, letδ(G) be the minimum degree from a vertex in one partition set to another partition set (soδ(G) = δ(G) when r = 2). An r-partite graph is balanced if all partition sets have the same size.
Fischer [8] conjectured the following r-partite version of Hajnal-Szemerédi Theorem and proved it asymptotically for r = 4, 5: if G is an r-partite graph with n vertices in each partition set andδ(G) ≥ r−1 r n , then G contains a K r -factor. Magyar and Martin [17] showed that Fischer's conjecture is slightly wrong for r = 3 (off by only 1); Martin and Szemerédi [18] showed that the conjecture is true for r = 4. Csaba and Mydlarz [3] recently proved that the conclusion in Fischer's conjecture holds ifδ(G) ≥ k r kr+1 n, where k r = r + O(log r). Another related result is given by Martin and the author [19] on K s,s,sfactors in tripartite graphs. Note that in general, a tiling result for multipartite graphs does not follow from a corresponding result for arbitrary graphs. On the other hand, given a graph G of order nr, we can easily obtain (by taking a random partition) an r-partite balanced spanning subgraph G such thatδ(G ) ≥ δ(G)/r − o(n). Therefore a tiling result for multipartite graphs immediately gives a slightly weaker tiling result for arbitrary graphs.
In this paper we consider K s,s -tiling in large balanced bipartite graphs. Wang gave [25] the following conjecture and proved [26] it for n ≤ 4s.
Conjecture 1 (Wang). Fix s ≥ 2. Let G = (A, B; E) be a bipartite graph and |A| = |B| = n is divisible by s. If δ(G) ≥ s−1 s n + 1, then G contains a K s,s -factor.
In this paper we prove a result much stronger than Conjecture 1, provided that n is large. 
each partition set and δ(G) ≥ n/2 + 1 contains an n-ladder, thus proving the conjecture of Wang. Our Theorem 2 provides another proof of this conjecture for large n.
The proof of Theorem 2 naturally falls into two stages as in other tiling results [14, 17, 21] . In first stage we prove a result that resembles the stability theorem of Simonovits [23] ; namely, any balanced bipartite graph with a slightly weaker degree condition either contains a K s,sfactor, or is close to the extremal graph. The main tools in this stage are the Regularity Lemma [22] and Blow-up Lemma [13] . In the second stage, we show that any graph close to the extremal graph contains a K s,s -factor.
The structure of the paper is as follows. We first prove Proposition 3 in Section 2. Next we state the Regularity Lemma and Blow-up Lemma in Section 3. Then we prove the nonextremal case in Section 4 and the extreme case in Section 5. Some concluding remarks are given in Section 6.
We gather our notations as follows. For
The maximum degree and minimum degree in G are denoted by δ(G) and ∆(G), respectively. For two (not necessary disjoint) subsets A and B of V , we define 
The density between A and B is defined as d(A, B) = e(A, B)/(|A||B|

Proof of Proposition 3
In this section we prove Proposition 3 by using two constructions. Let 1 ≤ r < n. The key ingredient in our constructions is an r-regular bipartite graph P (n, r) with n vertices in each partition set containing no K 2,2 . One way to achieve this is using a Sidon set (also called B 2 set), a set S of integers such that sums a + b are distinct for distinct pairs a, b ∈ S. In other words, for a, b, c, d
It is well known (e.g., [7] ) that [n] contains a Sidon set of size about √ n for large n. A construction of Ruzsa [20] shows that one can find a Sidon set of size r in [n] if n ≥ 2r(2r −1) for any r. When n ≥ 8r 2 , we thus find an r-element Sidon subset S of [ n 2 − 1]. Let P = P (n, r) be a bipartite graph on X = {x 1 , . . . , x n } and Y = {y 1 , . . . , y n } such that x i y j ∈ E(P ) if and only if j − i ∈ S or n + j − i ∈ S. It is easy to see that P is r-regular. We claim that P contains no K 2,2 .
Suppose instead, that two vertices in X have two common neighbors. Since the vertices in X are identical, without loss of generality, we assume that the two vertices are x 1 and x i such that 1 < i ≤ n/2 + 1. Since S ⊂ [ n 2 − 1], the neighbors of x 1 and x i are y 1+a and y i+a , a ∈ S, respectively. If y j 1 and y j 2 are two common neighbors of x 1 and x i , then
Since a ∈ {c, d}, this contradicts the definition of S. We thus know that if K a,b ⊆ P (n, r) for some a > b > 0, then a + b ≤ r + 1, where equality holds only if a = r and b = 1. For convenience, we also define P (n, r) for r ≤ 0 to be the empty graph on 2n vertices.
Construction 4.
Suppose that s ≥ 2, n ≥ 16s 2 , and n is divisible by 2s. Let G = (A, B; E) be a bipartite graph with the following properties.
• |A| = |B| = n,
Note that P (n/2 + 1, s − 1) and P (n/2 − 1, s − 3) are well defined when n ≥ 16s 2 . It is easy to see that δ(G) = n/2 + s − 2 (by checking the cases of s ≥ 3 and s = 2 separately). We claim that G does not contain a K s,s -factor. Since s divides n 2 , s does not divide • |A| = |B| = n,
Note that P ( n+s 2 − 1, 2s − 4) and P ( n−s 2 + 1, s − 2) are well defined when n ≥ 64s 2 . It is easy to see that 
, it must be the case that
a contradiction to the assumption that n is an odd multiple of s.
Main tools
The Regularity Lemma and the Blow-up Lemma are main tools in the proof of the nonextremal case. Let us first define ε-regularity and (ε, δ)-super-regularity.
Suppose that a graph G contains disjoint vertex-sets A and B.
The pair (A, B) is ε-regular (otherwise ε-irregular) if for every
X ⊆ A and Y ⊆ B, satisfying |X| > ε|A|, |Y | > ε|B|, we have |d(X, Y ) − d(A, B)| < ε.
The pair (A, B) is (ε, δ)-super-regular if (A, B) is ε-regular and deg(a, B) > δ|B| for all a ∈ A and deg(b, A) > δ|A| for all b ∈ B.
The celebrated Regularity Lemma of Szemerédi [22] has a multipartite version (see the survey paper [15] ), which guarantees that when applying the lemma to a multipartite graph, every resulting cluster is from some original partition set. 
Lemma 7 (Regularity Lemma -Bipartite Version). For every positive ε there is an
We will also need the Blow-up Lemma of Komlós, Sárközy and Szemerédi [13] . 
Non-extremal Case
In this section we prove the following theorem. 
We say that the graphs G satisfying (2) are in extremal case.
Proof of Theorem 9. We assume that n is large, and use the following sequence of parameters (without specifying the actual dependence of them)
For simplicity, we will omit round-offs if they are not crucial.
Let G = (A, B; E) be a bipartite graph with |A| = |B| = n and δ(G) ≥ (
We apply the Regularity Lemma (Lemma 7) to G with parameters ε and d. The lemma partitions sets
From now on, we conveniently treat G as our underlying graph, and specify G or G in subscripts only if necessary.
As in many applications of the Regularity Lemma, it is convenient to consider the reduced graph G r . In our case, G r is bipartite with two vertex sets Proof. Without loss of generality, assume that |X| = (
The same holds for |B |. Since there is no edge between X and Y , we have
By adding at most 4βn vertices to each of A and B , we obtain two subsets of size n/2 with at most dn 2 + 4βn 2 + 4βn 2 edges. Since d β α, G is in the extremal case.
From now on, we assume that G is not in the extremal case.
We first claim that G r contains a perfect matching. Indeed, let M be a matching of G r with the maximum size. After relabeling indices if necessary, we may assume that Step 3: we make sure that for each i ≥ 1,
Step 2. This step implies that a vertex in A 0 , B 0 can be viewed as a vertex in A i or B i for some i ≥ 1. For a vertex x ∈ V and a cluster C , we say x is adjacent to C, or x ∼ C if and only if deg G (x, C) ≥ dN . We claim that at present, each vertex is adjacent to at least ( 1 2 − 2β)k clusters. If this is not true for some x ∈ A, then we obtain a contradiction
Assign an arbitrary order to the vertices in A 0 . For each v ∈ A 0 , we pick some B i adjacent to v. The selection of B i is arbitrary, but no B i is selected more than vertices because of A 0 and dN/6 vertices because of B 0 ). Note that the sizes of A i and B i may be different.
Step 3. We want to show that for any i = j, there is a path 
Extremal Case
Theorem 11. Theorem 2 holds if G = (A, B; E) satisfies (2) with sufficiently small α.
Proof. We define
, and
We claim that
In fact, this follows from
which implies that
n 2 (the same holds for B 1 ). More precisely we have |A 1 | ≥ n/2 − α 2 3 n/2. As in Section 4, we omit floor functions if they are not crucial to our calculation.
Let A 2 = A − A 1 and B 2 = B − B 1 . We further define
Apparently A 1 and A 2 , B 1 and B 2 are disjoint. We claim that
In fact, the degree condition δ(G) ≥ (4), we derive that
We call the vertices in A i and B i , i = 1, 2 typical vertices. For j = i, A i and B j are called diagonal sets to each other. We claim that for j = i,
In other words, every typical vertex in a set is adjacent to almost all vertices in its diagonal set. In fact, the definition of A 1 and the degree condition
Furthermore, the definition of A 2 and the fact that
. We call the vertices in A 0 and B 0 special vertices. We claim that
In fact,
3 n because of (3) and (5). Every vertex x ∈ A 0 satisfies α The main idea of finding a K s,s -factor in G can be seen from the following ideal case, in which (6) and (7) . After removing these copies of K s,s , we can find a K s,s -factor in the remaining graph as in the ideal case. Now assume that some member of V contains more than n/2 vertices. We need to reduce its size to n/2 before handling special vertices. If
Repeat this process until either |A 2 | = n 2 or the maximum degree from A 2 to B 2 , ∆(A 2 , B 2 ) < α 1 3 n 2 . We do the same for B 2 . The claim (7) is still valid because (3) and (5) are not changed, and new vertices in A 0 and B 0 also have large degrees in B 1 , B 2 and A 1 , A 2 , respectively. We therefore handle these new vertices in the same way as the old vertices in A 0 and B 0 .
In order to further reduce the size of A i or B i , we will find some vertex-disjoint s-stars (K 1,s 's) and relocate the centers of these stars. This is possible because of the following technical lemma, which roughly says that in every almost balanced bipartite graph on V 1 and V 2 , if the minimum degree from V 1 to V 2 is not small and the maximum degree from V 2 to V 1 is not large, then this graph contains many vertex-disjoint stars, some of which are from A and B (i.e., centered at A), some from B to A. We postpone its proof to the end of the section. We first assume that only one member of V contains more than n/2 vertices. Suppose
from the definition of A 1 and (3). Applying Lemma 12 with V 1 = B 1 and V 2 = A 1 , we obtain t vertex-disjoint s-stars whose centers are in A 1 . Then we move the centers of these stars to A 2 and immediately remove t disjoint copies of K s,s from G[A 2 , B 1 ], each of which contains one of the stars -this can be done because the leaves of the stars are typical vertices. Now suppose that |A 2 | = n 2 + t with t > 0 (the case when |B 2 | > n/2 is similar). Since ∆(A 2 , B 2 ) < α 1 3 n 2 (recall that the vertices of A 2 with larger degree in B 2 have been moved to A 0 ), we can follow the same procedure. Now assume that two members of V each contains more than n/2 vertices. If they are diagonal sets, such as A 2 (3), (5), (6), (7) • Without loss of generality, assume that a 1 = 1. We consider the following subcases.
• b 1 ≤ 0 and a 2 ≤ 0. We simply add the vertices of A 0 and B 0 such that |A 1 | = |B 2 | = (k + 1)s and |A 2 | = |B 1 | = ks.
• We thus complete the proof of Theorem 11.
We now prove Lemma 12 by using the following simple fact. Instead of H-factors, we may study the minimum degree condition for G containing an H-tiling of size (1 − o(1))v(G) (an approximate H-factor) . It was shown in [12, 21] that a graph G contains an approximate H-factor if δ(G) ≥ (1 − 1/χ cr (H))v(G), where χ cr (H) the so-called critical chromatic number satisfying χ(H) − 1 < χ cr (H) ≤ χ(H). It is interesting to prove a similar result for bipartite tiling.
