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ABSTRACT
Major river flooding affected the United Kingdom in late September 2012 as a slow-moving extratropical
cyclone brought over 100mm of rain to a large swath of northern England and north Wales, with local
accumulations approaching 200mm. The cyclone developed on 20–22 September following the interaction
between an equatorward-moving potential vorticity (PV) streamer and Tropical Storm Nadine, near the
Azores. A plume of tropical moisture was drawn poleward ahead of the PV streamer over a low-level baro-
clinic zone, allowing deep convection to develop. Convectively driven latent heat release reduced upper-
tropospheric PV near the streamer, causing it to fracture and cut off from the reservoir of high PV over the
United Kingdom. Simulations using the Weather Research and Forecasting Model with 4-km horizontal grid
spacing in which microphysical heating and cooling tendencies are set to zero, alongside calculations of in-
stantaneous diabatic heating rates andPV tendencies along trajectories, reveal that deposition heating contributed
strongly to the fracturing of the PV streamer into a discrete anomaly by directly reducing upper-tropospheric PV
to the streamer’s east. Condensation heating contributed to lower-tropospheric PVgeneration along the cold front
as the cyclone developed, while cooling due to sublimation, evaporation, and melting modified the PV much less
strongly. The results of this case study show that the collocation of strong deposition heating with positive absolute
vorticity in the upper troposphere can lead to substantial PVmodification and a very different cyclone evolution to
that when deposition heating is suppressed.
1. Introduction
Major river flooding affected the United Kingdom in
late September 2012 as the deepest September cyclone
to cross the United Kingdom in over 30 years (Met
Office 2012) brought over 150mm of rain to parts of
northern England and north Wales between 23 and
26 September, resulting in widespread travel disruption
and damage to homes and businesses. The impact of the
event was enhanced by the antecedent conditions, with
England and Wales experiencing its wettest summer
(JJA) in 100 years as a succession of rain-bearing de-
pressions trackedmuch farther south than usual, leading
to near-saturated soil conditions in parts of northern
England and accentuating the flooding risk (Parry et al.
2013). The cyclone responsible for the floods developed
northeast of Tropical Cyclone Nadine in the eastern
North Atlantic on 21 September 2012. A plume of
tropical moisture (total precipitable water $45mm) to
Nadine’s east was drawn poleward ahead of an ap-
proaching potential vorticity (PV) streamer (e.g.,
Martius et al. 2008), facilitating the development of
deep convection along a lower-tropospheric baroclinic
zone. The interaction between Nadine and the PV
streamer reduced atmospheric predictability in the
eastern North Atlantic, with some operational forecasts
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initialized at 0000 UTC 20 September, prior to the PV
streamer–Nadine interaction, erroneously predicting
Nadine tomove eastward andmake landfall over Europe
rather than turning southwestward as observed
(Munsell et al. 2015; Pantillon et al. 2016).
The cyclone’s development within a plume of tropical
moisture toNadine’s east suggests that latent heat release
enhanced its deepening rate. The key impacts of latent
heat release on cyclogenesis are best encapsulated using
the PV framework (e.g., Hoskins et al. 1985; Brennan
et al. 2008), in which cyclogenesis is viewed as the mutual
interaction of finite-amplitude upper- and lower-
tropospheric anomalies. Most importantly, PV is modi-
fied by a gradient in heating along the absolute vorticity
vector (e.g., Raymond 1992; Stoelinga 1996), with posi-
tive PV tendencies below and negative PV tendencies
above the level of maximum heating. Positive PV
anomalies below the midtropospheric heating maximum
enhance both the strength of the surface cyclone itself
(e.g., Davis 1992; Stoelinga 1996) and mesoscale features
such as the low-level jet (e.g., Lackmann 2002).Above the
latent heating maximum in the upper troposphere, a
combination of direct PV reduction and enhanced di-
vergence promotes downstream ridge building (e.g.,
Davis et al. 1993; Bosart andLackmann 1995;Grams et al.
2011), and even more fundamentally can contribute to
surface cyclogenesis by slowing the eastward movement
of the faster-moving upper-tropospheric PV anomaly,
thus keeping the anomaly ‘‘phase locked’’with the surface
cyclone (e.g., Stoelinga 1996; Ahmadi-Givi et al. 2004).
The influence of latent heat release on PV modifica-
tion and cyclogenesis is clear from the aforementioned
studies, most of which focused on condensation heating
and neglected the impact of other microphysical pro-
cesses. Indeed, many early numericalmodel studies used
liquid-only parameterization schemes, which neglected
ice-phase processes completely (e.g., Danard and
Ellenton 1980; Anthes et al. 1983; Chen and Dell’Osso
1987; Kuo andReed 1988). Numerical studies have since
continued to focus on the dynamical impacts of conden-
sation heating despite using more sophisticated micro-
physical schemes that include ice-phase processes (e.g.,
Reed et al. 1993a, 1994; Ahmadi-Givi et al. 2004), or have
specifically omitted ice-phase processes from their analysis
to focus on condensation heating (e.g., Schemm and
Wernli 2014). As a result, the dynamical impacts of mi-
crophysical processes other than condensation heating on
cyclogenesis are less well understood.
Addressing this lack of understanding, recent studies
(e.g., Joos and Wernli 2012; Igel and van den Heever
2014; Martínez-Alvarado et al. 2014; Dearden et al.
2016) have shown that deposition heating provides an
additional source of strong latent heating within
extratropical cyclones. Indeed, both Joos and Wernli
(2012), integrating microphysical latent heating and
cooling rates along trajectories, and Igel and van den
Heever (2014), spatially and temporally averaging
heating and cooling rates, found that deposition heating
within their respective cyclones was stronger than or
equal to condensation heating. However, despite the
consensus on the strength of deposition heating within
extratropical cyclones, the PV modification associ-
ated with this heating is variable. On the one hand,
Dearden et al. (2016) demonstrated that mid- to upper-
tropospheric deposition heating, occurring in a region of
relatively large absolute vorticity near the upper-
tropospheric PV anomaly associated with a North At-
lantic summer cyclone, contributed to the formation of a
diabatic PV tower (Rossa et al. 2000) and reduced the
cyclone’s central pressure by 9 hPa during its mature
phase. On the other hand, Joos and Wernli (2012) and
Martínez-Alvarado et al. (2014) calculated much
weaker PVmodification due to deposition heating along
warm conveyor belt (e.g., Carlson 1980) trajectories,
where absolute vorticity is generally small, within two
cold-season cyclones.
The need to quantify PV modification by deposition
heating within extratropical cyclones, and how this
diabatically modified PV influences cyclone track and
intensity, is motivated by the uncertainty in the param-
eterization of ice-phase processes, such as deposition
heating, with many existing parameterization schemes
unable to fully represent the observed spectrum of ice
particle sizes and shapes (e.g., Forbes and Clark 2003;
Milbrandt and Morrison 2013; Dearden et al. 2014, and
references therein). As a result, variables that depend
sensitively on particle size and shape, such as particle fall
speed and growth rate, are subject to inaccuracies that
can feed back onto the vertical distribution of latent
heating and cooling within extratropical cyclones and
subsequently onto the dynamics of the cyclones them-
selves (e.g., Dearden et al. 2016). Indeed, Forbes and
Clark (2003) demonstrated in a modeling study that the
synoptic-scale development of a rapidly deepening
winter cyclone was sensitive to changes in the deposition
heating rate within the model.
Motivated by the uncertainty in deposition heating
parameterization, the purpose of this paper is to calcu-
late PVmodification by deposition heating in a region of
enhanced absolute vorticity near the center of a North
Atlantic cyclone driven strongly by latent heat release,
and furthermore to determine whether deposition heat-
ing enhanced the cyclone’s deepening rate. The question
is answered by combining high-resolution model sensi-
tivity simulations with diabatic PV tendency calculations
along trajectories. Knowing that deposition heating
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contributed only weakly to PVmodification in a region of
small absolute vorticity in previous extratropical cyclone
case studies (Joos and Wernli 2012; Martínez-Alvarado
et al. 2014), PV tendencies are instead calculated directly
over and immediately east of the upper-level PV
streamer, where absolute vorticity is expected to be large,
as the streamer fractures into a discrete anomaly. Dem-
onstrating that deposition heating contributes more than
condensation heating to upper-tropospheric PV modifi-
cation in this case builds on the recent study by Dearden
et al. (2016) that highlighted the synoptic-scale response
of two summer cyclones to the removal of deposition
heating.
The remainder of this article is structured as follows.
Section 2 contains a synoptic overview of the interaction
between Nadine and the equatorward-moving PV
streamer that preceded extratropical cyclogenesis to
Nadine’s northeast on 20–22 September. Sections 3 and 4
introduce the results from a series of convection-
permitting simulations using the Advanced Research
version of the Weather Research and Forecasting
(WRF-ARW, hereafter WRF) Model. A control sim-
ulation in section 3 adequately captures the cyclone’s
development northeast of Nadine on 20–22 September.
Additional simulations in section 4 investigate the cy-
clone’s dynamical response to microphysical heating
and cooling, with a focus on deposition heating. In
section 5, the contribution of deposition heating to
changes in PV within the developing cyclone is exam-
ined further by calculating diabatic heating rates and
PV tendencies both instantaneously and along trajec-
tories. Section 6 concludes this article.
2. Synoptic overview
The synoptic evolution of this event is documented
using Global Forecast System (GFS) analyses from the
National Centers for Environmental Prediction (NCEP),
available at 6-hourly intervals at 0.58 3 0.58 horizontal
and 50-hPa vertical grid spacing. These analyses are
complemented with 3-hourly Tropical Rainfall Measur-
ing Mission (TRMM) satellite-based rainfall data, and
Advanced Scatterometer (ASCAT) observations from
the National Oceanic and Atmospheric Administration
(NOAA) with 25-km grid spacing.
At 0000 UTC 20 September, Tropical Cyclone Nadine
was located over the eastern North Atlantic (near 378N,
328W) and was moving toward the east-southeast at
4ms21 with maximum sustained surface winds near
25ms21 and deep convection producing moderate rain-
fall (20mmh21) near the cyclone center (TRMMsatellite
data, not shown).Upstream and poleward ofNadine over
the western North Atlantic, a strong anticyclonic Rossby
wave-breaking event (e.g., Martius et al. 2007, 2008)
brought an upper-tropospheric trough and associated
PV streamer equatorward, with a stratospheric intrusion
of high-PV air (10.5PVU) [1 potential vorticity unit
(PVU) 5 1026Kkg21m2 s21] on the 320-K isentropic
surface northeast of Nadine and a streamer with PV .
2 PVU extending into the center of the tropical cyclone
(Figs. 1a,b). As the PV streamer approached Nadine
from the north between 1200 UTC 20 September and
0000 UTC 22 September, it elongated (Figs. 1a–c) and
eventually fractured into an isolated anomaly (Fig. 1d) on
320K. The formation of an isolated PV anomaly is also
noted on the 315- and 325-K isentropic surfaces (not
shown). Immediately east of this PV anomaly, a 1001-hPa
surface cyclone developed along the weak baroclinic
zone northeast of Nadine by 0000 UTC 22 September
(Fig. 1d). The cyclone moved northeast along the baro-
clinic zone and deepened further to 995hPa by 1200UTC
22 September as a plume of tropical moisture with pre-
cipitable water $45mm was drawn poleward into the
developing warm sector, ahead of the thinning PV
streamer (Fig. 1e). As the cyclone strengthened, deep
convection developed and quickly increased in coverage
along the narrow tongue of enhanced precipitable water.
The cyclone continued to slowly deepen as it moved
northeast toward theUnitedKingdombetween 1200UTC
22 September and 0000 UTC 23 September (Fig. 1f).
During the main period of surface development be-
tween 0000 and 1200 UTC 22 September, the upstream,
upper-tropospheric PV streamer fractured and reduced
in size as it moved almost directly over the slower-
moving, surface cyclone, with a reduction in peak 320-K
PV from 10.5 to 4 PVU by 1200 UTC 22 September
(Figs. 1d,e). The reduction in PV above a region of latent
heat release, which leads to the fracture of the upper-
tropospheric PV streamer in this case, has been widely
documented in the literature for previous cases (e.g.,
Bosart and Lackmann 1995; Dickinson et al. 1997; Plant
et al. 2003; Posselt and Martin 2004), and is discussed
further in the next section.
3. Control simulation
The cyclone’s early development northeast of Nadine
on 20–22 September 2012 was investigated in more de-
tail using WRF, version 3.5.1 (Skamarock et al. 2008).
Two model domains were set up (Fig. 2a) using one-way
nesting, 60 vertical levels (extending to 50hPa), hori-
zontal grid spacings of 20 and 4km, and time steps of 100
and 20 s, respectively. The convection-permitting (4 km)
inner domain coveredNadine, the poleward transport of
tropical moisture to the east of Nadine, and the entire
track of the developing cyclone (Fig. 2b). GFS analyses
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at 0.58 3 0.58 horizontal and 50-hPa vertical grid spacing
were used as initial and lateral boundary conditions,
with input every 6 h. We used the Yonsei University
planetary boundary layer scheme (Hong et al. 2006), the
Noah land surface model, and the fifth-generation
Pennsylvania State University–National Center for At-
mospheric ResearchMesoscaleModel (MM5) similarity
surface layer scheme, based on Monin–Obukhov theory
(Monin and Obukhov 1954). The Rapid Radiative
Transfer Model for GCMs (RRTMG) scheme (Iacono
et al. 2008) was used for both longwave and shortwave
radiation. The Kain–Fritsch scheme (Kain and Fritsch
1990) was used on the outer domain, with no cumulus
parameterization employed on the inner domain, and the
Thompson microphysics scheme (Thompson et al. 2008)
was used on both domains. Given the high level of un-
certainty associatedwith the parameterization of ice-phase
microphysical processes (e.g., Forbes and Clark 2003;
Dearden et al. 2014), the full-physics control simulation
(CNTRL) was rerun using the Morrison double-moment
scheme (Morrison et al. 2005), alongside two sensitivity
simulations investigating the dynamical response of the
cyclone to deposition heating and sublimation cooling,
respectively. These results will be discussed in more
detail in sections 4 and 5.
The control simulation (CNTRL), initialized at
1200 UTC 20 September, accurately resolved the
synoptic-scale evolution of the event, capturing the
thinning and fracturing of the PV streamer into an iso-
lated anomaly on 20–21 September and the incipient
extratropical cyclone east of the fracturing PV streamer,
within the tropical moisture plume, from 1200 UTC
21 September. The thinning and eventual fracturing of
the PV streamer was related to several processes. On the
synoptic scale, deformation in anticyclonically sheared
flow downstream of an upper-tropospheric ridge thinned
the streamer as it moved equatorward on 20–21
September (Figs. 3a,b). On the mesoscale, PV non-
conservation above a region of 400–650-hPa deposition
heating (greater than 1Kh21) associated with clouds and
FIG. 1. Potential vorticity (shaded, PVU) on the 320-K isentropic surface, mean sea level pressure (black contours, hPa), total pre-
cipitable water (green contours, every 5mm starting at 40mm), and horizontal winds averaged over the 700–850-hPa layer (half barb
denotes 2.5, full barb denotes 5, pennant denotes 25m s21), from Global Forecast System (GFS) 0.58 analysis data: (a) 1200 UTC 20 Sep,
(b) 0000UTC21 Sep, (c) 1200UTC 21 Sep, (d) 0000UTC 22 Sep, (e) 1200UTC22 Sep, and (f) 0000UTC23 Sep. Tropical CycloneNadine
and the lower-tropospheric baroclinic zone northeast of Nadine are labeled in (a).
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precipitation to the east of the PV streamer (Fig. 3b)
produced negative PV tendencies and reduced upper-
tropospheric PV, a process discussed in more detail in
section 5. Meanwhile, divergence above this region of
deposition heating, and associated with the ascent of the
low-PV air, adjacent to the higher-PV air within the PV
streamer to the west (refer ahead to Fig. 8a) produced a
strengthening horizontal gradient in PV on the
streamer’s eastern flank (Fig. 3b), in qualitative agree-
ment with GFS analysis data (Figs. 1b,c). Furthermore,
this divergence (and associated divergent outflow) slowed
the eastward movement of the PV streamer, keeping the
streamer coupled to the surface cyclone, as seen in pre-
vious case studies of extratropical cyclones driven
strongly by latent heat release (e.g., Stoelinga 1996; Plant
et al. 2003). The tail of the streamer eventually fractured
into an isolated anomaly at 320K between 1800 UTC
21 September and 0000 UTC 22 September (Fig. 3c) as
low-PV air to the east of the PV streamer was advected
westward by the aforementioned divergent outflow.
During the period between 1800 UTC 21 September
and 0000 UTC 22 September, surface cyclogenesis was
likely enhanced by an increase in PV advection over the
cyclone center. Previous case studies (e.g., Bosart and
Lackmann 1995; Dickinson et al. 1997) have docu-
mented how a shortening of the half-wavelength be-
tween an upper-level trough and the downstream ridge,
as the ridge builds due to enhanced divergent outflow,
steepens the dynamic tropopause and increases upper-
tropospheric PV advection over the cyclone center. The
shortening half-wavelength in this case is apparent be-
tween 1200 UTC 21 September (Fig. 3b) and 0000 UTC
22 September (Fig. 3c) as the PV streamer fractured on
320K and the ridge built to the northwest of Spain. In
addition, radiative cooling also likely contributed to the
increasing PV gradient along the dynamical tropopause
via the production of positive PV in the lower strato-
sphere (e.g., Chagnon et al. 2013).
The simulated cyclone showed qualitative similarities
with observations, giving us confidence to proceed with
sensitivity simulations. First, the simulated cyclone
deepened from 999hPa at 0000 UTC 22 September to
991 hPa at 0600 UTC 22 September (8 hPa in 6 h). This
compares favorably both with the analyzed decrease
from 1003hPa at 0000 UTC 22 September to 995 hPa at
0600 UTC 22 September (8 hPa in 6 h), based on Met
Office surface charts (Fig. 4), and with the decrease of
6 hPa in 6 h in the GFS 0.58 analysis (Fig. 4). Second, a
notable increase in 10-m wind speed accompanied this
period of surface development, with a 23m s21 wind
maximum developing west of the low center between
0600 and 1200 UTC 22 September. This wind speed
maximum qualitatively agrees with 10-m ASCAT
observations, which indicate a concurrent peak of
FIG. 2. (a) Location of model domains. The horizontal grid spacing is 20 km on domain 1 (d01) and 4 km on
domain 2 (d02). (b) Domain 2, zoomed in. Overlaid are the location of Tropical Cyclone Nadine at 1200 UTC 21
Sep (black TC symbol), and the extratropical cyclone track (red line, with circles denoting the position of the
cyclone center every 6 h between 1200 UTC 21 Sep and 1800 UTC 25 Sep) from Met Office analysis.
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21–23ms21, although the simulated cyclone is centered
about 350km farther east than indicated by observations
(Fig. 5). Third, both the intensity of precipitation along
the cold and bent-back warm fronts and the orientation
of the two frontal bands at the end of the cyclone’s
deepening phase at 0600 UTC 22 September exhibit
qualitative similarities with TRMM satellite data
(Fig. 6). Although the coarser TRMM data (0.258 3
0.258 grid spacing) naturally provide less mesoscale de-
tail than the WRF output, the overall consistency be-
tween the WRF accumulated precipitation and the
TRMM precipitation rates demonstrates the suitability
of the control simulation for the purposes of this study.
4. Sensitivity simulations
The importance of latent heat release to cyclogenesis
northeast of Nadine is investigated in a series of WRF
sensitivity simulations initialized at 1200 UTC 20
September, summarized in Table 1. Simulations are
designed to test the dynamical response of the cyclone to
microphysical heating and cooling. In each simulation,
the temperature tendency corresponding to a particular
microphysical process in the model’s microphysics pa-
rameterization scheme (Thompson et al. 2008) is set to
zero, analogous to removing the direct and indirect ef-
fects of that heating or cooling process. Although such
simulations are unphysical, they do provide useful in-
formation about the dynamical response of the simu-
lated cyclone tomicrophysical heating and cooling in the
model. Condensation, deposition, and sublimation are
discussed in detail. Rainfall evaporation (e.g., Huang
and Emanuel 1991) and snow melting (e.g., Szeto and
Stewart 1997) were also investigated, but had negligible
impact on the cyclone’s track and intensity and are thus
not described further.
a. No latent heating (NO_LH)
To confirm the expected sensitivity of the cyclone to
latent heat release, an experiment (NO_LH) is first
designed in which the entire microphysical temperature
tendency is set to zero, analogous to running the model
FIG. 3. Potential vorticity (shaded, PVU), and winds (half barb denotes 2.5, full barb denotes 5, pennant denotes 25m s21) on the 320-K
isentropic surface, 300-hPa geopotential height (black contours, dam), and the deposition heating rate ($1 K h21) averaged over the
400–650-hPa layer (dark red contour). Comparison between (top) the control simulation (CNTRL) and (bottom) the simulation
with no latent heating (NO_LH) at (a),(d) 0000 UTC 21 Sep; (b),(e) 1200 UTC 21 Sep; and (c),(f) 0000 UTC 22 Sep. The transects
A–B in (b) and (e) correspond to the vertical cross-sectional locations in Figs. 7a and 7b, respectively.
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in a ‘‘fake dry’’ configuration (e.g., Reed et al. 1993b). In
NO_LH, the equatorward-moving PV streamer initially
thinned, as in CNTRL (Figs. 3d,e). In the absence of
latent heat release, the development of deep convective
precipitation to the east of the PV streamer was limited
(Fig. 7), and no surface cyclone developed (not shown).
The weaker and less widespread precipitation relative to
CNTRL (Fig. 7) had two main impacts. First, direct PV
nonconservation above the level of maximum diabatic
heating that reduced upper-level PV to the east of the
PV streamer in CNTRL did not occur in NO_LH. Sec-
ond, upper-level divergence was reduced in NO_LH
relative to CNTRL (cf. Figs. 8a and 8e). In the absence
of these two processes, the PV gradient on the eastern
flank of the PV streamer failed to strengthen (cf. Figs. 7a
and 7b). Furthermore, the PV streamer moved north-
eastward more quickly and downstream ridge building
was less pronounced (cf. Figs. 8b and 8f), as documented
in several previous case studies on cyclone evolution
in the absence of latent heat release (e.g., Davis et al.
1993; Stoelinga 1996; Plant et al. 2003; Ahmadi-Givi
et al. 2004).
Nadine weakened rapidly in NO_LH, as expected
given the importance of latent heat release to tropical
cyclone formation. Consequently, the strength of the
tropical moisture plume around Nadine’s eastern flank
was reduced relative to both CNTRL and the analysis,
evidenced by noticeably lower precipitable water and
lower-tropospheric ue values northeast of Nadine by
0000 UTC 22 September (not shown). To rule out the
possibility that the differences between CNTRL and
NO_LH were caused by weaker poleward moisture
transport related to Nadine’s rapid weakening rather
than the direct removal of latent heat release, additional
simulations were designed. These simulations tested the
developing cyclone’s sensitivity to the strength of the
moisture plume east of Nadine using a similar method to
Schumacher et al. (2011). In the initial conditions, the
relative humidity (with respect to water) was reduced to
55% at all grid points within the plume with values
greater than 55%, decreasing the total precipitable wa-
ter within the plume from about 40 to 30mm as the cy-
clone developed (Fig. 9). The cyclone’s deepening rate
was only weakly modulated by the strength of the mois-
ture plume, giving us confidence that the differences be-
tween CNTRL and NO_LH were related to the direct
removal of latent heat release, rather than weaker
FIG. 5. (a) Advanced Scatterometer (ASCAT) ocean surface
wind vector data at 10m above the ocean surface, from NOAA
with 25-km grid spacing and measured by the 1200 UTC 22 Sep
2012 descending pass. Wind barbs (m s21) are shaded according to
the scale. (b) WRF 10-m wind speed (shaded, m s21) and wind
barbs (half barb denotes 2.5, full barb denotes 5, pennant denotes
25m s21), valid at 1200 UTC 22 Sep. The black box in
(b) corresponds to the area covered in (a). Note that the cyclone in
(b) is centered farther east than in (a).
FIG. 4. Time series of mean sea level pressure for the control
simulation (CNTRL) and both Met Office (UKMO) and GFS 0.58
(GFS) analysis data, at 6-h intervals between 0600 UTC 21 Sep
and 0000 UTC 23 Sep. Also shown are the sensitivity simulations
with no deposition heating (NO_DEP) and no sublimation cooling
(NO_SUB). All model simulations were initialized at 1200 UTC
20 Sep. In each model simulation, the cyclone appears at 0600 UTC
21 Sep. A cyclone appears 6 h later at 1200 UTC 21 Sep in the Met
Office analysis (black line) and 6 h later still at 1800 UTC 21 Sep in
the GFS analysis (gray line).
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poleward moisture transport associated with Nadine’s
weakening in NO_LH.
b. No condensation (NO_CON)
No surface cyclone developed in NO_CON, as in
NO_LH, suggesting that the direct and indirect effects
of condensation heating, in conjunction with the dy-
namical forcing ahead of the PV streamer, were neces-
sary for cyclogenesis to occur. Despite the similarities
between NO_CON and NO_LH, however, subtle dif-
ferences were observed in the evolution of PV on 320K
(Fig. 10). Although in NO_LH the PV anomaly re-
mained wide (Fig. 10b), in NO_CON a region of lower-
PV air (#1.5 PVU) to the north of the positive PV
anomaly on 320K began to encircle the anomaly, reducing
its horizontal extent (Fig. 10a).We hypothesize that weak
deposition heating to the north and east of the PV
streamer contributed somewhat to a direct reduction in
upper-level PV within this region in NO_CON, in
contrast to NO_LH in which the diabatic heating rates
(and associated diabatic PV tendencies) were zero. How-
ever, becauseaverage deposition heating rates between
350 and 600 hPa in NO_CON were less than 35% of the
heating rates in CNTRL (averaged over the box in
Fig. 10a), corresponding diabatic PV tendencies were
weak and had little impact on the large-scale evolution
of the PV anomaly. The impacts of deposition heating
are discussed further in section 4c.
c. No deposition (NO_DEP)
Deposition heating modified the cyclone track and in-
tensity, albeit to a lesser extent than condensation heat-
ing. A cyclone developed (unlike in NO_CON) but
remained much weaker than in CNTRL: the surface cy-
clone in NO_DEP was 18 hPa shallower (1007 vs
989 hPa) than in CNTRL after 48 h of the simulation
(Fig. 4). Comparison of the 320-K PV evolution at
1800 UTC 21 September and 0600 UTC 22 Septem-
ber (Figs. 11a–d) reveals several differences between
NO_DEP and CNTRL that can be attributed to the direct
and indirect effects of deposition heating. First, direct PV
nonconservation due to deposition heating, hypothesized
to be reducing the 320-K PV on the eastern flank of the
PV streamer in CNTRL (Figs. 11a,b), did not occur in
NO_DEP. The dynamical importance of this PV non-
conservationwill be discussed inmore detail in section 5.
Second, upper-level divergence, and associated divergent
outflow, inNO_DEPwas reduced relative to CNTRL (cf.
Figs. 8a and 8c), allowing the PV streamer and associated
upper-level trough to move more quickly northeastward
by 1800 UTC 21 September in a similar manner to its
evolution in NO_LH (cf. Figs. 8b and 8d). This weaker
upper-level divergence was directly linked to the un-
derlying smaller and less intense region of precipitation
east of the PV streamer in NO_DEP relative to CNTRL
(cf. Figs. 12a and 12c).
A similar synoptic-scale response to the removal of
deposition heating was seen when rerunning CNTRL
and NO_DEP using the Morrison double-moment mi-
crophysics scheme (Figs. 13a–d), indicating that the
TABLE 1. Description of WRF control and sensitivity simulations all initialized at 1200 UTC 20 Sep.
Simulation Description Cyclone central pressure (hPa) at 1200 UTC 22 Sep
CNTRL Full-physics control simulation 989
NO_LH No latent heating from any microphysical processes —
NO_CON No condensation heating —
NO_DEP No deposition heating 1007
NO_SUB No sublimation cooling 989
FIG. 6. (a) TRMM satellite-based precipitation rate (mmh21) at
0600 UTC 22 Sep and (b) hourly accumulated precipitation
(mmh21) from the WRF control simulation for the hour ending
0700 UTC 22 Sep, 43 h after model initialization.
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dynamical response of the simulated cyclone was only
weakly sensitive to the choice of microphysics scheme.
At 0000 UTC 22 September, NO_DEP produced a
weaker simulated cyclone than CNTRL with less well-
organized precipitation and higher central pressure, for
both microphysics schemes (Figs. 13a–d). As a caveat,
by the time the cyclone approached the United King-
dom on 23 September, the NO_DEP simulation using
the Morrison scheme looked much more like CNTRL
than that using the Thompson scheme, an indication that
deposition heating reduced the cyclone’s central pres-
sure less markedly using the Morrison scheme.
The foregoing discussion suggests that PV non-
conservation above the deposition heating maximum
reduced upper-level PV to the east of the PV streamer in
CNTRL and that this reduction contributed to the
fracture of the PV streamer into a discrete anomaly at
320K.Wehypothesize that althoughPVnonconservation
associated with condensation heating reduced PV some-
what on the PV streamer’s eastern flank, deposition
heating contributedmore strongly to this direct reduction
in upper-tropospheric PV. This hypothesis will be quan-
titatively tested in section 5.
d. No sublimation (NO_SUB)
The impacts of sublimation cooling on the evolution
of the cyclone are more subtle than for deposition or
condensation heating, in line with previous studies that
revealed noticeable mesoscale impacts but little on the
cyclone scale (Clough and Franks 1991; Parker and
Thorpe 1995; Clough et al. 2000; Forbes and Clark
2003; Forbes and Hogan 2006). Cyclone intensity was
slightly increased in NO_SUB relative to CNTRL
(Fig. 4), similar to the results of Dearden et al. (2016,
see their Fig. 19). However, the difference in cyclone
central pressure between the two simulations was
generally small (1 hPa or less), except for the period
immediately before the cyclone’s main development
phase (1800 UTC 21 September to 0000 UTC
22 September) when the difference peaked at 4 hPa
(Fig. 4). Additionally, the cyclone tracks in the re-
spective simulations were almost identical. A margin-
ally deeper trough developed in CNTRL relative to
NO_SUB, but differences in the upper-tropospheric
PV were minor both before (cf. Figs. 11a and 11e) and
after (cf. Figs. 11b and 11f) the surface cyclone de-
veloped. Although the precipitation fields were almost
identical in the cyclone’s incipient phase in the two
simulations (cf. Figs. 12a and 12e), slight differences
became apparent in the precipitation field along both
the cold front and bent-back front as the cyclone ma-
tured (cf. Figs. 12b and 12f), with a more extensive region
of heavy precipitation (10mmh21) developing along
the bent-back front to the north of the low center in
NO_SUB. As with NO_DEP, similar results in NO_SUB
were obtained when an additional simulation was run
with the Morrison double-moment microphysics scheme
(cf. Figs. 13e and 13f), indicating that the dynamical re-
sponse of the cyclone to the removal of sublimation
cooling was robust and not a function of the character-
istics of either parameterization scheme.
The reduced impact of sublimation cooling on the
evolution of the cyclone may be partially explained
by its relationship with absolute vorticity, which de-
termines the rate of PV generation or destruction for a
given region of diabatic heating or cooling. Over the
cyclone as a whole, sublimation cooling was strongest
along the cold front, but unlike condensation heating,
which occurred between 900 and 750hPa in a region of
large absolute vorticity, the 600-hPa sublimation cooling
minimum was unable to modify the PV in the same way
because the absolute vorticity was locally small. In
a cold-season cyclone with a lower freezing level, and
consequently stronger sublimation cooling closer to the
enhanced absolute vorticity along the surface front, the
impact of sublimation cooling on the mesoscale
structure within the cyclone would likely be greater, as
documented in the rapidly deepening winter cyclone
studied by Clough et al. (2000) and Forbes and Clark
(2003). The importance of direct PV modification by
FIG. 7. Vertical cross section of PV (shaded, PVU), poten-
tial temperature (thin black contours, K), and simulated re-
flectivity (thick black contours, every 5 dBZ, starting at 5 dBZ) at
1200 UTC 21 Sep. The freezing level (08C isotherm) is highlighted
in blue, and the 320-K isentrope is highlighted in black. (a) CNTRL
and (b) NO_LH. The cross-sectional locations (A–B) in CNTRL
and NO_LH correspond to the transects in Figs. 3b and 3e,
respectively.
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diabatic heating and cooling within the cyclone is
discussed further in the following section.
5. The importance of diabatic heating to the
cyclone’s development
Instantaneous heating and cooling rates from 12 mi-
crophysical processes are output by the Thompson
scheme: depositional growth of snow, ice, and cloud
ice; sublimation of snow, ice, and cloud ice; evapora-
tion of rain; condensation/evaporation of cloud water;
melting of snow and graupel; freezing of cloud/rainwater;
riming (snow collecting cloud water); graupel collecting
cloud water; rimed snow becoming graupel; rain col-
lecting snow; rain collecting cloud ice; and rain collect-
ing graupel. Heating and cooling rates (Kh21) due to
FIG. 8. Divergence (shaded, 1025 s21), geopotential height (black contours, dam), and winds (half barb denotes
2.5, full barb denotes 5, pennant denotes 25m s21), at 300 hPa. Comparison between (top) the control simulation
(CNTRL), (middle) the simulation with no latent heating (NO_LH), and (bottom) the simulation with no de-
position heating (NO_DEP) at (a),(c),(e) 1800 UTC 21 Sep and (b),(d),(f) 0600 UTC 22 Sep.
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deposition, sublimation, evaporation, condensation,
melting, and freezing are output separately and ana-
lyzed further in this section. The other heating and
cooling processes are neglected in the analysis but are
included in the total temperature tendency (refer ahead
to Fig. 14). These instantaneous heating and cooling
rates, output every 10min from the model, allow for the
calculation of PV tendencies within the cyclone using a
modified form of the PV tendency equation that
neglects friction (Hoskins et al. 1985):
D
Dt
PV5
1
r
z  (= _u) , (1)
where r is the density, z is the absolute vorticity vector,
= _u is the gradient of the heating or cooling rate
FIG. 9. Total precipitable water (shaded, mm), geopotential height (black contours, dam), and winds (half barb
denotes 2.5, full barb denotes 5, pennant denotes 25m s21), at 850 hPa. Comparison between (a) the control
simulation (CNTRL) and (b) the simulation with relative humidity reduced to 55%within the moisture plume east
of Nadine (RH_55) at 1200 UTC 21 Sep, 24 h into the two simulations.
FIG. 10. Potential vorticity (shaded, PVU) and winds (half barb denotes 2.5, full barb denotes 5, pennant denotes
25m s21), on the 320-K isentropic surface; 300-hPa geopotential height (black contours, dam). Comparison between
(a) the simulation with no condensation heating (NO_CON) and (b) the simulation with no latent heating (NO_LH) at
0600 UTC 22 Sep. Overlaid in (a) is the domain for the area-averaged heating rate calculation (thick black dashed lines).
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associated with an individual heating or cooling process,
and D/Dt(PV) is the time rate of change of PV associ-
ated with that particular heating or cooling rate, fol-
lowing the flow. FromEq. (1), air parcels will experience
an increase in PV below the level of maximum heating
and conversely a decrease in PV above along z, for a
positive vertical component of absolute vorticity. In
general on the synoptic scale, the vertical component of
absolute vorticity dominates, allowing the x and y
components of the scalar product to be neglected, al-
though strong vertical shear can tilt z appreciably into
the horizontal, as shown in a case study by Lackmann
(2002). In this case study however, the z component of
the scalar product is approximately an order of
FIG. 11. Potential vorticity (shaded, PVU) and winds (half barb denotes 2.5, full barb denotes 5, pennant denotes
25m s21), on the 320-K isentropic surface; 300-hPa geopotential height (black contours, dam). Comparison between
(top) the control simulation (CNTRL), (middle) the simulation with no deposition heating (NO_DEP), and (bottom)
the simulationwith no sublimation cooling (NO_SUB) at (a),(c),(e) 1800UTC21 Sep and (b),(d),(f) 0600UTC22 Sep.
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magnitude larger than the x and y components (not
shown). From Eq. (1), instantaneous diabatic heating
rates and PV tendencies attributable to individual mi-
crophysical processes are averaged over the cyclone and
integrated along trajectories, using a similar method to
Joos and Wernli (2012). In contrast to previous studies
that concentrated on the warm conveyor belt (Joos and
Wernli 2012; Schemm et al. 2013; Martínez-Alvarado
and Plant 2014; Schemm and Wernli 2014), the focus of
these PV calculations is on the region close to the
cyclone center.
The focus of this section is the modification of PV by
microphysical heating and cooling. Thus, two main
simplifying assumptions have been made. First, as
FIG. 12. Hourly accumulated precipitation (shaded, mm), 10-m winds (half barb denotes 2.5, full barb denotes 5,
pennant denotes 25m s21), and mean sea level pressure (black contours, hPa). Comparison between (top) the
control simulation (CNTRL), (middle) the simulation with no deposition heating (NO_DEP), and (bottom) the
simulation with no sublimation cooling (NO_SUB) at (a),(c),(e) 1800UTC 21 Sep and (b),(d),(f) 0600UTC 22 Sep.
The black3s mark the equatorward extent of the$ 5 PVUair associated with the PV streamer, and are determined
manually from Fig. 11.
FEBRUARY 2017 HARDY ET AL . 555
mentioned, the frictional generation of PV has been
neglected in Eq. (1). Frictional generation of PV is
proportional to the horizontal potential temperature (u)
gradient and can be nonnegligible within the boundary
layer within the easterly flow north of the warm front
(e.g., Stoelinga 1996). However, within this cyclone, this
term is likely to contribute negligibly to total PV
tendencies relative to the diabatic term, given the rela-
tively weak baroclinicity within the warm-frontal zone
and the reduced magnitude of friction over the ocean
surface relative to the land. Second, the PV tendencies
attributable to radiative heating and cooling have been
ignored. Previous studies have demonstrated that long-
wave radiative cooling at the tropopause contributes to
FIG. 13. Hourly accumulated precipitation (shaded, mm), 10-m winds (half barb denotes 2.5, full barb denotes 5,
pennant denotes 25m s21), and mean sea level pressure (black contours, hPa), valid at 0000 UTC 22 Sep. Com-
parison between (a),(c),(e) the Thompson and (b),(d),(f)Morrison double-moment microphysics parameterization
schemes, for (top) the control simulation (CNTRL), (middle) the simulation with no deposition heating (NO_
DEP), and (bottom) the simulation with no sublimation cooling (NO_SUB).
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positive PV generation in the lower stratosphere, thus
enhancing the PV gradient across the tropopause (e.g.,
Chagnon et al. 2013; Martínez-Alvarado and Plant 2014).
Chagnon et al. (2013) also discovered negative PV ten-
dencies in the upper troposphere beneath the level of
maximum radiative cooling in a cold-season North At-
lantic cyclone, but found these negative PV tendencies to
be smaller than those associated with microphysical
heating. Because the main purpose of the present study is
to quantify the contribution of deposition heating to
changes in upper-tropospheric PV, the contribution of
tropopause radiative cooling to changes in upper-
tropospheric PV is not discussed further.
a. Diabatic heating rates
The distribution of diabatic heating and cooling within
the developing cyclone at 0000 UTC 22 September is
illustrated by constructing area-averaged vertical pro-
files (Fig. 14). Two area averages are calculated. The first
encompasses the entire cyclone and fracturing upper-
level PV streamer (Fig. 15, larger box: 340 3 270 grid
points). The second focuses on the region over and east
of the fracturing PV streamer (Fig. 15, smaller box:
1003 110 grid points). Area averages are first calculated
over the entire cyclone (Fig. 14a) in order to compare
results with previous studies that calculated micro-
physical heating and cooling rates on a similar spatial
scale, along the entirety of the warm conveyor belt (e.g.,
Joos and Wernli 2012; Martínez-Alvarado et al. 2014).
Area averaging over the smaller region east of the PV
streamer (Fig. 14b) then allows quantification of the
deposition heating rate within the key region east of the
PV streamer versus over the entire cyclone. The results
are not qualitatively sensitive to either the time chosen,
FIG. 14. (a)–(d) Vertical profile of area-averaged quantities from the control simulation (CNTRL) valid at
0000UTC 22 Sep. Profiles (a) and (c) were calculated over the larger domain shown in Fig. 15, while profiles (b) and
(d) were calculated over the smaller domain. In (a) and (b), diabatic heating and cooling rates (K h21) from mi-
crophysical processes are plotted, with heating terms in solid lines and cooling terms in dashed lines: condensation/
evaporation of cloud water and evaporation of rain (green), deposition and sublimation of snow and ice (blue),
melting of snow/graupel and freezing of cloud/rainwater (gray), and total tendency (black). In (c) and (d), the
corresponding diabatic PV generation rates (PVUh21) are plotted. The diabatic heating rates in (a) and (b), and
the PV generation rates in (c) and (d) due to freezing are negligible. The two peaks in PV generation rate due to
condensation heating in (c) and (d) are directly linked to the corresponding peaks in the condensation heating rate
in (a) and (b), respectively.
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with similar profiles obtained at multiple times between
1500 UTC 21 September and 0300 UTC 22 September,
or to the size of the smaller box1 (not shown).
The total diabatic heating profile is dominated by
condensation heating in the lower troposphere and de-
position heating in the upper troposphere, both over the
entire cyclone (Fig. 14a) and within the mesoscale re-
gion east of the PV streamer (Fig. 14b). Lower-
tropospheric condensation heating is stronger than
upper-tropospheric deposition heating, but not notably
(Figs. 14a,b). Furthermore, the upper-tropospheric de-
position heating maximum occurs at a level where con-
tributions from all other processes are negligible, and
thus accounts for almost all of the total heating at
500 hPa and above (Figs. 14a,b). These results are
qualitatively similar to those from previous case studies
of both cold-season (Joos and Wernli 2012; Martínez-
Alvarado et al. 2014) and warm-season (Dearden et al.
2016) eastern North Atlantic extratropical cyclones,
suggesting that deposition heating may generally ac-
count for at least 75% of the upper-tropospheric dia-
batic heating, at the level of maximum deposition
heating, within eastern North Atlantic cyclones.
Condensation heating rates in the lower troposphere
exhibit multiple peaks between 900 and 700 hPa, with
the twomost prominent peaks labeled in Figs. 14a and 14b.
The higher altitude peak (‘‘Peak 2’’ in Figs. 14a,b) is
collocated with the peak in cooling due to melting both
on the cyclone scale (Fig. 14a; 700hPa) and on the me-
soscale (Fig. 14b; 750hPa). As discussed by Woods et al.
(2008) and also noted in a case study by Igel and van den
Heever (2014), latent cooling by melting can increase
the water supersaturation within the melting layer, thus
indirectly contributing to an increase in condensation. A
similar mechanism may be at work in this cyclone. Al-
though the other cooling processes, sublimation and
evaporation, contribute nonnegligibly to the total heat-
ing profile on both the cyclone scale (Fig. 14a) and on
the mesoscale (Fig. 14b), the associated peaks in cooling
rates are approximately half the size of the heating rate
peaks associated with deposition and condensation.
Accordingly, sublimation cooling is maximized between
750 and 500 hPa (along the cold front), but the total
heating rate over this layer is still positive because of
strong condensation and deposition heating (Figs. 14a,b).
Similarly, evaporative cooling of rainfall at 750–950hPa in
the postcold-frontal air somewhat counteracts the positive
tendency due to condensation heating (Figs. 14a,b). The
freezing of cloud water and rainwater droplets also con-
tributes to the total diabatic heating rate profile. How-
ever, the diabatic heating rates (and corresponding diabatic
PV tendencies) associated with freezing are negligible
in comparison to the other processes (Fig. 14) and are
thus not discussed further.
b. Diabatic PV tendencies
The PV tendencies corresponding to the heating and
cooling rates discussed in section 5a are shown in
Fig. 14c across the entire cyclone and in Fig. 14d over the
mesoscale region east of the PV streamer. Diabatic PV
tendencies due to condensation are particularly strong
in the lower troposphere where absolute vorticity is
highest, both over the whole cyclone (Fig. 14c) and in
the mesoscale region east of the PV streamer (Fig. 14d),
with the two main peaks in the PV tendency profile di-
rectly related to the corresponding peaks in the heating
rate profile (cf. Figs. 14b and 14d).
FIG. 15. Potential vorticity (shaded, PVU) and winds (half
barb denotes 2.5, full barb denotes 5, pennant denotes 25m s21), on
the 320-K isentropic surface; 300-hPa geopotential height (black
contours, dam), from the control simulation (CNTRL) at 0000UTC
22 Sep. Overlaid (thick black dashed lines) are domain locations
for the area-averaged vertical profiles in Fig. 14. The larger box
(340 3 270 grid points) corresponds to the calculations in Figs. 14a
and 14c, and the smaller box (100 3 110 grid points) corresponds to
the calculations in Figs. 14b and 14d.
1 Averages were calculated over four additional boxes, two
smaller (903 100 and 953 105 grid points) and two larger (1053
115 and 110 3 120 grid points) than the original (100 3 110 grid
points). Results for each of these boxes were qualitatively similar to
the original, with negative PV tendencies due to deposition heating
strongly impacting the total PV tendency. There was a dependence
on box size, with the strongest negative PV tendencies obtained
when averaging over the smallest box (903 100). Nevertheless, the
conclusions drawn would be the same regardless of box size, with
strong PV reduction due to deposition heating in the mesoscale
region east of the PV streamer, but less so over the cyclone as
a whole.
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Averaged over the entire cyclone, the negative PV
tendencies due to deposition heating above the heating
maximum are less extensive2 than the positive tenden-
cies below the maximum (Fig. 14c), indicative of
decreasing absolute vorticity with heights above the
450-hPa heating maximum (Fig. 14a). This result is sim-
ilar to previous case studies in which PV tendencies at-
tributed to condensation heating dominated PV tendencies
attributed to other microphysical processes along warm
conveyor belt trajectories (Joos and Wernli 2012;
Martínez-Alvarado et al. 2014). Conversely, on the
mesoscale, the negative upper-tropospheric PV ten-
dencies attributed to deposition heating are more ex-
tensive relative both to the positive PV tendencies
below the heating maximum and to the PV tendencies
associated with the other microphysical processes
(Fig. 14d). This reduction in PV due to deposition
heating at the level of the PV streamer (500–350 hPa), in
conjunction with the enhanced divergent outflow dis-
cussed in sections 3 and 4, likely contributed to the
slower eastwardmovement of the PV streamer and to its
eventual fracture.
The PV tendencies associated with sublimation,
evaporation, and melting are generally smaller than
those associated with condensation and deposition
(Figs. 14c,d). However, between 700 and 625 hPa, posi-
tive PV tendencies above the 700-hPa peak in cooling
due to melting (cf. Figs. 14a and 14c) contribute to the
positive total PV tendency and help to offset the nega-
tive tendencies above the condensation heating maxi-
mum (Fig. 14c). This effect is also apparent over the
mesoscale region east of the PV streamer between 650
and 750hPa (Fig. 14d).
c. Trajectories
Martínez-Alvarado et al. (2016) show how the in-
tegration of heating and cooling rates along trajectories
(tracers in their case) indicates the physical processes
that are contributing most to cross-isentropic motion of
air parcels and thus bringing the air parcels to their
current u. To complement the instantaneous heating
profiles and tendencies in the previous sections we now
present integrated heating and PV modification along
trajectories in CNTRL, to identify the most important
physical processes changing u and PV in an air parcel.
Trajectory positions were calculated offline at 10-min
intervals using theWRF software Read/Interpolate/Plot
(RIP4; Stoelinga 2009), and the model grid points clos-
est to the trajectory positions were chosen. Atmospheric
variables (u, PV, heating/cooling rates, and correspond-
ing PV tendencies) were calculated at these model grid
points every 10min as the PV streamer fractured into a
discrete anomaly between 1500 UTC 21 September and
0300 UTC 22 September, allowing for the calculation of
integrated totals along trajectories. Trajectories were re-
leased on four upper-tropospheric pressure levels (500,
450, 400, and 350hPa) at every grid point within the box
shown (Fig. 16) at 0300 UTC 22 September, during the
cyclone’s development phase, and run backward for 21h.
Trajectories that remained to the east of the PV streamer
as the streamer fractured into a discrete anomaly at 320K
FIG. 16. Trajectories were released at every grid point within the
black box at 500, 450, 400, and 350 hPa at 0300UTC 22 Sep and run
backward for 21 h. Selected trajectories that remained east of the
PV streamer between 1500 UTC 21 Sep and 0300 UTC 22 Sep as
the streamer fractured into a discrete anomaly were retained and
are plotted in (a) with their pressure (hPa) and in (b) with their
potential temperature (K) shaded. Overlaid is the potential vor-
ticity (shaded, PVU) and winds (half barb denotes 2.5, full barb
denotes 5, pennant denotes 25m s21), on the 320-K isentropic
surface and the 300-hPa geopotential height (black contours,
dam), valid at 0300 UTC 22 Sep.
2 Calculating the area under the curve reveals that over the
whole cyclone, the negative PV tendency due to deposition heating
is about 60%of the positive PV tendency (Fig. 14c), whereas on the
mesoscale, the negative PV tendency equates to over 200% of the
positive PV tendency (Fig. 14d).
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between 1500 UTC 21 September and 0300 UTC
22 September are analyzed further (Fig. 16), and can be
separated into two main groups. The first group (labeled 1
in Fig. 16) originated near the incipient cyclone in the low
to midtroposphere between 600 and 800hPa (Fig. 16a).
These trajectories ascended as they moved northeast, ex-
periencing increases in u of between 10 and 20K (Fig. 16b).
The second group (labeled 2 in Fig. 16) originated north-
west of the incipient cyclone in the midtroposphere
around 500 hPa and moved south before turning cy-
clonically north near 238W (Fig. 16a), and experienced
smaller changes in u during the 21h (Fig. 16b).
Deposition and condensation heating dominate the
integrated mean diabatic heating rates along the se-
lected trajectories, each contributing about 5K to the
total diabatic heating in the 21h between 0600 UTC
21 September and 0300 UTC 22 September (Fig. 17a)
and thus contributing most strongly to cross-isentropic
motion of air parcels (Martínez-Alvarado et al. 2016).
The contributions from cooling due to sublimation,
evaporation, and melting are negligible in comparison
(Fig. 17a). These integrated mean heating and cool-
ing rates are qualitatively similar to those in previous
warm conveyor belt studies (e.g., Joos and Wernli
2012; Martínez-Alvarado and Plant 2014), although
variability among individual trajectories in this study
is much greater, as illustrated by the large range in
5%–95% values in Fig. 17a relative to those in Fig. 5 in
Joos and Wernli (2012). The corresponding integrated
PV tendencies (Fig. 17b) reveal a negative total PV
tendency over the 21h (mean value of 25.1 PVU) with
deposition heating contributing most strongly (23.2
PVU). Condensation heating also contributes to the
direct diabatic reduction in PV in the region east of the
upper-tropospheric PV anomaly (21.2 PVU), but to a
lesser extent. As with the diabatic heating and cooling
rates, the contributions of sublimation, evaporation, and
melting to changes in PV along trajectories are about
an order of magnitude smaller than those associated
with deposition and condensation heating (Fig. 17b).
Equating smaller integrated PV tendencies with lesser
impacts upon extratropical cyclone track and intensity,
these results support previous studies in which micro-
physical cooling impacted negligibly upon cyclone track
and intensity (e.g., Parker and Thorpe 1995; Clough
et al. 2000; Forbes and Clark 2003).
To conclude, deposition heating is the strongest con-
tributor to negative PV tendencies along selected tra-
jectories that remained east of the PV streamer between
1500 UTC 21 September and 0300 UTC 22 September
(Fig. 17b), supporting the results from the sensitivity
simulations in section 4 and the area-averaged calcula-
tions earlier in this section. This result suggests that
deposition heating may reduce upper-level PV near the
FIG. 17. (a) Integrated mean diabatic heating rates [K (21 h)21] along trajectories between 0600 UTC 21 Sep and
0300 UTC 22 Sep. Plotted are contributions from total microphysical heating (TOT), condensation/evaporation of
cloud water (CON), depositional growth of snow and ice (DEP), sublimation of snow and ice (SUB), evaporation
of rain (EVP), and melting of snow and graupel (MLT). (b) Integrated mean diabatic PV generation rates
[PVU (21 h)21] corresponding to the mean diabatic heating rates in (a). The box shows the 25%–75% range
and the whiskers indicate the 5%–95% percentiles.
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center of extratropical cyclones where midtropospheric
absolute vorticity is large, more strongly than it reduces
upper-level PV along the warm conveyor belt where
midtropospheric absolute vorticity is generally small
(e.g., Joos and Wernli 2012; Martínez-Alvarado et al.
2014). The wider implication is that upper-level PV
modification by deposition heating must be accounted
for, in addition to PV modification by condensation
heating, to fully understand the dynamical impact of
latent heat release on the synoptic-scale development of
extratropical cyclones. Indeed, the results here, in con-
junction with the synoptic-scale response of this cyclone,
show that the collocation of deposition heating and
positive absolute vorticity in the upper troposphere can
lead to substantial PV modification and a very different
cyclone evolution to that when deposition heating is
suppressed. However, the strength of PV modification
by deposition heating is likely sensitive to factors such as
the freezing level. We hypothesize that in cold-season
cyclones with a lower freezing level and a deposition
heating maximum consequently closer to the surface,
upper-tropospheric PV reduction due to deposition
heating may actually be less pronounced than in the
cyclone studied here, given the less favorable colloca-
tion of the deposition heating maximum with the
enhanced vorticity of the upper-tropospheric PV
anomaly.
6. Conclusions
This study used convection-permitting WRF simula-
tions, area-averaged calculations of diabatic heating
rates and PV tendencies, and integrated trajectory cal-
culations of diabatic heating rates and PV tendencies to
demonstrate the dynamical response of an eastern
North Atlantic cyclone to the removal of deposition
heating, with the cyclone’s track and intensity sub-
stantially altered when deposition heating was removed.
In the control simulation (CNTRL), a surface cyclone
formed immediately east of an upper-tropospheric PV
streamer as it thinned and fractured into a discrete PV
anomaly between 1500 UTC 21 September and 0300 UTC
22 September. When deposition heating was suppressed
(NO_DEP), the PV streamer moved northeastward
more quickly and the surface cyclone was 18 hPa shal-
lower in its mature phase than in CNTRL.
Area-averaged calculations of instantaneous diabatic
heating and cooling rates during the cyclone’s develop-
ment phase at 0000 UTC 22 September revealed that
condensation and deposition heating dominated the
total heating profile, both over the entire cyclone and
within a smaller region east of the PV streamer. Con-
densation heating generated strong positive PV in the
lower troposphere, in agreement with previous case
studies. In the upper troposphere, negative PV tenden-
cies due to deposition heating contributed most strongly
to the total PV tendency. These negative PV tendencies
were particularly pronounced in the mesoscale region
east of the PV streamer. Integrated calculations along
selected backward trajectories, which remained to the
east of the PV streamer as it fractured into a discrete
anomaly between 1500 UTC 21 September and 0300 UTC
22 September, revealed that deposition heating con-
tributed more strongly than other microphysical pro-
cesses to negative PV tendencies, supporting earlier
sensitivity simulations and area-averaged calculations.
The strong synoptic-scale response of this cyclone
contrasts with the much weaker response found by
Dearden et al. (2016) in a similar study of two summer
cyclones over the United Kingdom, showing that the
collocation of deposition heating with positive absolute
vorticity in the upper troposphere can lead to substan-
tial PV modification and a very different cyclone evo-
lution to that when deposition heating is suppressed.
This points to the need for an accurate representation of
ice processes for synoptic-scale weather forecasting;
despite the similarity between the simulations with the
Thompson and Morrison schemes in this case there
are known deficiencies with current parameteriza-
tion schemes, for example, regarding particle shape
(Dearden et al. 2016). Further work is needed to de-
termine what effect the uncertainty in deposition
heating parameterization introduces to the evolution
of cyclones such as that studied here.
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