In this paper, we propose the Distributed using Optimal Priority Assignment (DOPA) heuristic that finds a feasible partitioning and priority assignment for distributed applications based on the linear transactional model. DOPA partitions the tasks and messages in the distributed system, and makes use of the Optimal Priority Assignment (OPA) algorithm known as Audsley's algorithm, to find the priorities for that partition. The experimental results show how the use of the OPA algorithm increases in average the number of schedulable tasks and messages in a distributed system when compared to the use of Deadline Monotonic (DM) usually favoured in other works. Afterwards, we extend these results to the assignment of Parallel/Distributed applications and present a second heuristic named Parallel-DOPA (P-DOPA). In that case, we show how the partitioning process can be simplified by using the Distributed Stretch Transformation (DST), a parallel transaction transformation algorithm introduced in [1]. In this paper, we propose the Distributed using Optimal Priority Assignment (DOPA) heuristic that finds a feasible partitioning and priority assignment for distributed applications based on the linear transactional model. DOPA partitions the tasks and messages in the distributed system, and makes use of the Optimal Priority Assignment (OPA) algorithm known as Audsley's algorithm, to find the priorities for that partition. The experimental results show how the use of the OPA algorithm increases in average the number of schedulable tasks and messages in a distributed system when compared to the use of Deadline Monotonic (DM) usually favoured in other works. Afterwards, we extend these results to the assignment of Parallel/Distributed applications and present a second heuristic named Parallel-DOPA (P-DOPA). In that case, we show how the partitioning process can be simplified by using the Distributed Stretch Transformation (DST), a parallel transaction transformation algorithm introduced in [1].
Introduction
Modern distributed real-time systems range from safety critical to entertainment and domestic applications, presenting a very diverse set of requirements. Although diverse, in all these areas, distributed applications are becoming larger and more complex. Furthermore, such complex applications require the use of more powerful hardware and software architectures in order to comply with their stringent time constraints. The use of multi-threaded parallel processing has emerged as a promising solution for providing extra computing power to such demanding real-time applications. Therefore, the real-time community has been making efforts to extend traditional real-time tools and scheduling algorithms to consider multi-threaded parallel task models [2] [3] [4] [5] for multi-core systems.
However, in some distributed applications, the use of powerful enough multi-core processors is impossible due to Size, Weight, and Power (SWaP) constraints. But it is also possible to comply with the requirements of such computationalintensive applications by aggregating a set of embedded devices connected through an interconnection network and cooperating to achieve a common goal [1] .
Modern cars are a very good example for such type of distributed systems [6, 7] . They are composed of tens of computing nodes interconnected by various types of communication networks. The complexity of their workload never stops ✩ Paper related to the special issue derived from REACTION 2013 workshop "Real-time and Distributed Computing in Emerging Applications" organized by M. García-Valls and T. Cucinotta.
to increase, implying that many of their applications would gain in flexibility if they were parallelised and distributed over the system. Other examples of emerging applications are the self-localisation of autonomous vehicles [8] or collaborative robotic applications where dynamic workloads can be parallelised and distributed over different robots for the generation of a real-time 3D map [9] . In such applications, it may be required to allow networked processors to parallelise and distribute their workloads on peak situations, in order to respect their timing requirements. The fork-join Parallel/Distributed real-time model [1] , which is studied in this paper, was designed to consider such execution patterns.
For a given set of applications and a given computing platform, the main challenge addressed in this work is to find a feasible allocation for tasks and messages in a way that all applications end-to-end deadlines are met. Unfortunately, this problem is known to be NP-hard [10] . Furthermore, the problem of task allocation can be viewed as a two-sided problem: (i) finding the partitioning of tasks and messages onto the processing elements of the distributed system, and (ii) finding the priority assignment for tasks and messages in that partition so that the real-time applications complete their execution within their deadline. Those two sub-problems are strongly interrelated as the decision of assigning a task to a given node should depend on the priorities of the other tasks already assigned to that node. Conversely, the priorities of tasks executing on a node might need to be adapted if new tasks are later added to that node. Therefore, a careful trade-off between the solutions of these two sub-problems needs to be taken in order to obtain an efficient global solution.
Contribution. In this paper, we first present the Distributed using Optimal Priority Assignment (DOPA) heuristic (of which a preliminary proposal can be found in [11] ) that finds a feasible partitioning and priority assignment for distributed applications based on the linear transactional model. We then extend DOPA for the assignment of Parallel/Distributed applications and present a second heuristic called Parallel-DOPA (P-DOPA). Both DOPA and P-DOPA partition the tasks and messages in the distributed system, and make use of the Optimal Priority Assignment (OPA) algorithm, known as Audsley's algorithm [12] , to find the priorities of tasks for that partition. However, the OPA algorithm requires tasks to be independent, therefore, in order to use the OPA algorithm for task sets with dependencies; we first need to transform tasks with dependencies to a set of independent tasks by imposing artificial intermediate deadlines. Two different methods for adding intermediate deadlines are presented in the paper: one for linear and one for parallel applications.
Structure of the paper. Section 2 presents the related work, whilst Section 3 introduces the system model. Section 4 describes the DOPA heuristic for the linear transactional model which is evaluated through simulations in Section 4.3. The P-DOPA heuristic for the Parallel/Distributed model is described in Section 5 and its evaluation is shown in Section 5.4. Finally, in Section 6 we draw our conclusions.
Related work
In this section, we review some relevant works related to the problem of allocating sequential tasks and messages in distributed systems. Also, we review some works related to multi-threaded parallel task scheduling for multi-core systems and distributed systems. Nevertheless, in both cases, we focus our attention to the case of pre-emptive fixed-priority scheduling.
The problem of allocating sequential tasks in distributed systems is usually divided in two sub-problems: (i) finding the partitioning of tasks and messages onto the elements of the distributed system (processors and networks, respectively), and (ii) finding the priority assignment for that partitioning. For example, Tindell et al. [13] addressed these issues as an optimisation problem, solving it with the general purpose Simulated Annealing algorithm. The Simulated Annealing algorithm is used for iterating in a random manner over a given allocation, and performs an evaluation based on an "energy function" that measures the quality of the encountered solution (allocation). Tindell et al. [13] used the Deadline Monotonic (DM) scheduling algorithm [14] to assign priorities to tasks.
In [15] , Gutierrez et al., proposed an optimisation technique that assumes a set of tasks and messages that are statically allocated to processors and networks (therefore, no partitioning phase is considered); thus, focusing on the problem of assigning priorities to the allocated tasks and messages. Their method is based on imposing artificial intermediate deadlines to the tasks and messages and then using DM to assign the task priorities.
Richard et al. [16] proposed a solution based on branch-and-bound; enumerating the possible paths that can lead to an allocation, and cutting the path whenever a feasible schedule cannot be reached by following such a task assignment. Again, DM is used to assign the priorities assuming that each task is defined by its own deadline and period. The bounding step is performed by checking the schedulability of each branch, based on the schedulability analysis derived by Tindell et al. [17] .
In [18] and [19] , the authors model the task partitioning problem as an optimisation problem. However, this work still assumes that each task has its own period and deadline, and it uses DM to assign priorities.
Azketa et al. [20] addressed this problem by using general purpose genetic algorithms. They use a genetic algorithm with a permutational solution encoding. They initiate their genetic algorithm by assigning priorities using the HOPA heuristic [15] which is based on DM priority assignment [14] and iterate over different solutions by applying crossover, mutation and clustering operations. To test schedulability they use the holistic analysis presented in [17, 21, 22] .
Research related to multi-threaded parallel fixed-priority real-time tasks has targeted mostly multi-core architectures; of interest to this work, in Lakshmanan et al. [2] , the authors introduced the Task Stretch Transformation (TST) model for forkjoin parallel synchronous tasks. The TST considers fork-join pre-emptive fixed-priority periodic tasks with implicit deadlines. The fork-join structure is transformed into a sequential structure, and the set of sequential fixed-priority tasks remaining after the transformation are partitioned according to the Fisher-Baruah-Baker First-Fit-Decreasing (FBB-FFD) [23] partitioning algorithm. The authors proved that the TST has a resource augmentation bound of 3.42. The resource augmentation bound implies that any task set that is feasible on m unit-speed processors, can be scheduled by the TST algorithm on m processors that are 3.42 times faster.
Similarly, the Segment Stretch Transformation (SST) model was introduced by Fauberteau et al. [3] . The authors also transformed the fork-join structure of a task into a sequential one by creating a master thread, but with the difference (when compared to [2] ) that no thread is ever allowed to migrate between cores. They showed through simulations that the TST and SST algorithms obtain similar results, and that none of them dominates the other. Later, Qamhieh et al. [4] proved that the SST has the same resource augmentation bound than TST, i.e., 3.42.
A generalisation of this problem was introduced in Saifullah et al. [5] . Two main extensions to previous works [2-4] were made. First, the limitation of having the same number of threads in all parallel segments within a task was lifted by allowing an arbitrary number of threads to be executed on each parallel segment. And second, they consider the analysis of DM and EDF scheduling. They provided a resource augmentation bound of 4 and 5 when global EDF and partitioned DM are used to schedule tasks, respectively.
An effort towards the integration of the fork-join execution paradigm and distributed systems has been presented in [1] where the P/D-DMS algorithm for Parallel/Distributed tasks was introduced. In that work, the problem of scheduling forkjoin tasks that execute in a distributed system is studied. In distributed systems, the transmission delay of messages between communicating threads within a task, cannot be deemed negligible as in the case of multi-core systems [2] [3] [4] [5] . Ar e s o u r c e augmentation bound of 4w a s proven for P/D-DMS, meaning that any feasible task set is schedulable by P/D-DMS when all processors and the network are 4 times faster.
In works related to sequential tasks and messages, commonly DM is used for assigning priorities. However, in this paper we use OPA to assign priorities to tasks and messages. On the other hand, existing techniques for scheduling fork-join tasks are mostly designed for multi-core systems with the exception of [1] , which considers the scheduling of fork-join tasks in distributed systems. Therefore, in this paper we intend to combine these two areas, by using the DOPA algorithm and considering distributed (sequential and parallel) applications.
System model
A real-time distributed system is composed of two main elements: (i) a distributed computing platform, and (ii) a set of real-time software applications.
In this work, we consider a distributed computing platform composed of a set of m identical uniprocessor nodes π = {π 1 , ..., π m } interconnected with a fixed-priority real-time network ̟ (e.g. CAN [24] , FTT [25] ). The system comprises a set Ŵ ={Ŵ 1 , ..., Ŵ n } of n concurrent distributed applications executed on the different nodes. Each application Ŵ i is composed of n i tasks τ i,1 to τ i,n i and each task τ i, j releases n i, j parallel threads θ i, j,k .
This work considers both the event-driven linear transactional model for distributed systems [21] and the event-driven Parallel/Distributed (P/D) transactional model [1] . In both cases, the first task τ i,1 of each application Ŵ i is activated by an external event e i with a minimum inter-arrival time T i . Also, in both cases, the first task τ i,1 is composed of a single thread θ i,1,1 . Yet, for a linear transaction, not only the first task but every task τ i, j ∈ Ŵ i consists of a single thread θ i, j,1 (i.e., n i, j = 1, ∀ j). In that case, whenever a thread θ i, j,1 completes its execution, it sends a message μ i, j,1 to the next task τ i, j+1
(consisting of a single thread θ i, j+1,1 ) and triggers its execution (see Fig. 1a ).
With the Parallel/Distributed transactional model however, tasks of a same application Ŵ i alternatively comprise 1 and m i ≤ m threads (see Fig. 1b . We assume that all k threads (and messages) belonging to the same parallel segment have the same
, resp.). Also, an application Ŵ i is characterised by an implicit end-to-end deadline
resenting the longest elapsed time that the sequence of tasks and messages is permitted to take from the instant at which it is activated by the external event e i to the instant at which the last task τ i,n i completes its execution. The density δ i of an application Ŵ i is given by δ i = n i j=1
and the total density of the system is defined as δ tot
Communications between threads can be carried out within the same or between different processor nodes. If two threads θ i, j,k and θ i, j+1,k communicate via a message μ i, j,k and execute on the same processor, we consider that the message transmission time is negligible, thereby assuming that
represents the worst-case transmission length of the message under the communication protocol of network ̟ .
We consider that tasks are scheduled with a pre-emptive fixed-priority algorithm whilst messages are scheduled with a non-pre-emptive fixed priority algorithm.
We also assume that some threads of an application can be restrained to execute on a specific processor due to design constraints such as safety reasons or the need to access functionalities (e.g. sensors, actuators, required instruction sets, etc.) offered by that processor only. Therefore, there exists a set A ⊆∪ ∀Ŵ i ∈Ŵ θ i, j,k of threads (tasks) that are resource constrained and are statically assigned to their respective processor. Also, there exists a set ϒ =∪ ∀Ŵ i ∈Ŵ θ i, j,k \ A of threads (tasks) that do not have any resource constraints and can be allocated onto any processor. Fig. 2 , shows an example of the allocation of two real-time applications. In Fig. 2a one sequential and one parallel application have to be allocated onto the elements of the distributed system shown in Fig. 2b . The distributed system is composed of 3 processors and 1r e a l -t i m e network. Threads θ 1,1,1 and θ 2,1,1 are resource constrained (pre-assigned to processors 1 and 2, respectively), and thus belong to the set A. Also, there exists a list ϒ of unallocated threads, which can be allocated to any processor. The objective is to find: (i) a feasible partitioning of the threads and messages, and (ii) the priority assignment for those threads and messages in a way that all the applications end-to-end deadlines are met.
An example of the allocation of the threads and messages is shown in Fig. 2c . By looking at Fig. 2c , one notices that threads θ 3,1,1 , θ 3,2,1 , and θ 3,3,1 are allocated to the same processor, and therefore the messages μ 3,1,1 and μ 3,2,1 can be neglected.
The distributed using optimal priority assignment (DOPA) heuristic
The DOPA heuristic simultaneously addresses the two interrelated sub-problems of: (i) finding the partitioning of tasks and messages onto the elements of the distributed system, and (ii) finding the priority assignment for that partitioning. In this section, we consider only the case of event-driven linear transactions (Fig. 1a) . Therefore, for brevity, because every task τ i, j consists of a single thread θ i, j,1 , the third index of all notations is omitted (e.g., μ i, j,k is noted μ i, j and C i, j,k is written C i, j ) and the words thread and task are used interchangeably.
The assignment of Parallel/Distributed transactions (Fig. 1b) will be treated in Section 5.
Optimal priority assignment (OPA) algorithm
Regarding the problem of priority assignment, there are some techniques to assign priorities to a set of pre-emptive independent tasks. DM [14] is the most commonly used in distributed systems. DM is optimal for assigning priorities if there is an instant in the schedule at which all tasks release a job simultaneously. However, in distributed systems tasks and messages have dependencies on other tasks or messages of the same application. Hence, because a task τ i, j+1 never starts its execution before the completion of a task τ i, j , then τ i, j and τ i, j+1 will never release a job simultaneously, thereby violating the optimality condition of DM. One should therefore conclude that DM is not optimal for distributed systems. On the other hand, Davis and Burns [26] proved that Audsley's OPA algorithm is optimal regarding the assignment of task priorities as long as there exists a schedulability test S respecting the following three conditions: (C1) the schedulability of a task τ i, j according to the test S may be dependent on the set of higher priority tasks HP i, j , but not on the relative priority order of those tasks, (C2) the schedulability of a task τ i, j according to the test S may be dependent on the set of lower priority tasks, but not on the relative priority order of those tasks, and (C3) for two tasks with adjacent priority, if their priorities are swapped then the task that has been assigned the higher priority cannot become unschedulable according to the test S if it was schedulable at the lower priority.
The OPA algorithm is based on three simple steps (see Algorithm 1): (i) check the schedulability according to the test S of all non-priority-assigned tasks, by assuming that they have the lowest priority, (ii) arbitrarily choose one task that respects its deadline, (iii) remove the chosen task from the list of non-priority-assigned tasks and start again. To verify the schedulability of the task set (line 3), we use the schedulability analysis presented in [17] . Note however that other tests could also be used (e.g., [21, 22] ).
We know from [27] , that the worst-case response time r i, j of an independent task τ i, j scheduled with a pre-emptive fixed priority scheduling algorithm, is given by Equation (1):
where HP i, j is the set of tasks with a higher priority than τ i, j that can interfere with its execution. Due to the presence of the term r i, j on both side of Equation (1), this equation is usually solved in an iterative manner, r s+1 i, j
In a distributed system, the Worst-Case Response Time (WCRT) of a task τ i, j (denoted as WCRT i, j ) can then be computed as in [17] . That is,
where r
is the response time of a message μ i,k , obtained with a network dependent analysis such as [24] . An application Ŵ i (and hence its constituting tasks and messages) is deemed schedulable if
Unfortunately, this schedulability test makes the schedulability of a task τ i, j dependent on the response time of a previous message μ i, j−1 , and hence the priority ordering of all the other tasks τ i, j and messages μ i, j in Ŵ i . Conditions C1 and C2 are thus broken, making OPA unusable. We therefore transform the tasks and messages with dependencies into an equivalent set of tasks and messages without dependencies by imposing an intermediate deadline (3) implying that the WCRT of each task and message becomes independent on the relative priority order of higher and lower priority tasks. Now, a task τ i, j (a message μ i, j , resp.) is deemed schedulable, if
, resp.), implying that the three Audsley's OPA algorithm validity conditions (C1, C2 and C3) are respected.
The tasks and messages intermediate deadlines are computed as a function of the application end-to-end deadline and the tasks and messages WCETs (C i, j and C msg i, j , respectively). For tasks and messages, the intermediate deadlines are given by:
Note that from those definitions, we have that d i,n i = D i . Hence, if all tasks (and messages) respect their intermediate
, resp.), i.e., WCRT i, j ≤ d i, j , the end to end deadline D i of the application Ŵ i is also respected.
DOPA algorithm
The problem of partitioning a set of tasks onto the processors of a distributed platform and assigning priorities to tasks and messages composing such a set, is solved by the DOPA algorithm presented in Algorithm 2. The algorithm is based on the following idea. If two successive tasks τ i, j and τ i, j+1 of the same application Ŵ i are assigned to the same processor π k , the message μ i, j sent between τ i, j and τ i, j+1 can be omitted, thereby reducing the load on the network and increasing the acceptable response time for the other tasks and messages in Ŵ i . Therefore, DOPA(Ŵ) optimises the number of successive tasks of the same application being assigned on the same processor.
The pseudo code of DOPA(Ŵ) (Algorithm 2) can be understood as follows. Applications Ŵ i ∈ Ŵ are assigned to processors, in a non-increasing density δ i order (line 1). Tasks in Ŵ i are considered in a lexicographical order. Each unassigned task τ i, j (i.e., τ i, j ∈ ϒ ) of application Ŵ i is first assigned on the same processor than the previous task τ i, j−1 (if any), thereby assuming that the message μ i, j−1 is unneeded and hence C msg i, j−1 = 0 (lines 3-7) . If the priority assignment (using OPA ., τ i, j+1 ∈ A) , then τ i, j+1 is already assigned on a processor π l and DOPA(Ŵ) attempts to assign τ i, j on π l assuming that the message μ i, j is unneeded and hence C msg i, j = 0 (lines [8] [9] [10] [11] [12] [13] . If the priority assignment fails again, then the algorithm assigns τ i, j on any other processor in a worst-fit order (i.e., the processor with the smallest total density first). Finally, the schedulability on the network is checked (lines [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . Note that the intermediate deadlines of the tasks in Ŵ i are recomputed every time a task is assigned onto the same processor that its predecessor or successor (lines 4 and 10), since their values depend on the number of messages the application must send on the network, i.e., the number of messages with C msg i, j > 0. Yet, this modification of the intermediate deadlines does not jeopardise the schedulability of the tasks that are already assigned to processors since, by studying Equations (4) and (5), one can see that the intermediate deadlines increase whenever a message is omitted (i.e., one of the terms C msg i,k becomes equal to 0). Therefore, if the previous deadlines were respected, the new ones will also be.
Comparing the use of OPA and DM
In this section we present some experimental results of our simulations of the DOPA heuristic. Let us recall that the DOPA heuristic simultaneously (i) finds the partitioning of tasks and messages onto the elements of the distributed system, and (ii) finds the priority assignment for that partitioning. For all experiments we use Algorithm 2 for the partitioning of tasks and messages onto the elements of the distributed system, and we use two different priority assignment algorithms, namely DM and OPA.
One of the main objectives of this work is to demonstrate that by using the OPA algorithm, for the case of tasks with dependencies, it is possible to increase in average the number of schedulable tasks and messages in a distributed system when compared to the utilisation of the DM priority assignment, frequently used in other works.
For generating the applications Ŵ i and their respective tasks τ i, j and messages μ i, j we follow the guidelines presented in [28] for generating random task sets for multiprocessor systems, using Stafford's Randfixedsum algorithm [29] . The Randfixedsum algorithm generates a set of n values which are evenly distributed and whose components sum to a constant value. Thus, we use the Randfixedsum algorithm for generating unbiased sets of applications with a fixed total density δ tot . For a given total density δ tot , the algorithm returns n different densities δ i with values ranging between a minimum density δ are generated as recommended in [28] ; we consider that applications have implicit end-to-end deadlines (D i = T i ) following a uniform distribution. For each experiment 100 application sets are generated. Fig. 4a shows the number of accepted task sets over 100 experiments for different total densities δ tot . We simulate 50 applications that execute tasks and transmit messages in a computing platform of 10 processors and 1n e t w o r k . It is possible to see that OPA in average performs better in terms of number of accepted task sets. For example, the OPA algorithm accepts 52% of task sets with a total system density of 9. In contrast, the DM algorithm reaches 16% with the same system density.
In Fig. 4b we show the number of accepted task sets for 100 experiments simulating 50 applications that execute tasks and transmit messages in a computing platform composed of 1n e t w o r k and a varying number of processors. The density is fixed to δ tot = 8. It is possible to see that OPA in average performs better, for example, when the number of processors is equal to 9, the OPA algorithm accepts 70% of task sets, whilst the DM algorithm only accepts 30% of task sets. Fig. 4c shows the number of accepted task sets over 100 experiments, where we vary the number of applications with a fixed total density U tot = 8t o be scheduled in a computing platform of 10 processors interconnected by a real-time network.
In the range between 10 and 50 applications, OPA always accepts more task sets than DM. For example, for the case of 40 applications, the OPA algorithm accepts 69% of task sets, in contrast the number of accepted task sets obtained by the DM algorithm is 34%. Note that the number of accepted task sets increases with the number of generated applications. This behaviour can be explained by the fact that the average density of tasks and messages decreases, thereby meaning that more tasks can be accommodated on each processor in average. The effects presented in Fig. 4a -c can be explained because, when DM is used for assigning priorities, it fails more often than OPA due to its non-optimality. Therefore, such non-schedulable tasks need to be partitioned onto other processors in the distributed system, thus increasing the number of messages in the network, which leads to an increasing number of unschedulable systems.
The parallel-DOPA heuristic
In current automotive applications, tens of Electronic Control Units (ECUs) are interconnected by different network technologies [6, 7] . But such technologies only provide low transmission and processing power. In the future, applications (e.g., driving assistance, infotainment, etc.) will require larger bandwidth, and higher computing power. Therefore, the use of more powerful computational models such as the P/D transactional model seems a promising alternative. Fig. 5 simulates the location of a network switch and a set of Electronic Control Units (ECUs) in a modern car. The Head-unit ECU operates a set of ECUs (CRTL-1, CRTL-2, CRTL-3, and CRTL-4). AR e a r Seat Entertainment (RSE) system which manages an Audio/Video (A/V) application is also part of the system. Consider that control applications τ 1 , τ 2 , and τ 3 are sequential and have an origin in the Head-Unit and destination in CRTL-1, CRTL-2, and CRTL-3, respectively. All control messages have the same transmission time C msg i, j,k of 10 µs, they execute on their respective remote processor with a C i, j,k of 30 µs, and they have a periodicity of 2000 µs. τ 4 is the A/V application. τ 4 has periodicity of 4000 µs and a C i, j,k of 4800 µs. It is noticeable that τ 4 has to processed in a parallel and distributed (following the P/D transactional model) in order to comply with its timing constraints.
In this section, we introduce Parallel-DOPA (P-DOPA), an extension of DOPA that considers the allocation of threads and messages for the P/D transactional model [1] . The straightforward extension of the algorithm presented in Section 4 would involve to impose intermediate deadlines to each thread and each message of every application Ŵ i by using the same proportional assignment heuristic. That is, each thread θ i, j,k ∈ τ i, j and each message μ i, j,k would be assigned an
, respectively. We call this approach Proportional heuristic hereafter. The deadlines are given by:
, is given to threads and messages, respectively.
However, while proving efficient with the linear transactional model, such technique usually over-constrain the threads and messages of a P/D application, with the consequence of reducing the success ratio of the allocation algorithm. We thus propose an alternative solution based on the Distributed Stretch Transformation (DST) introduced in [1] . This transformation favourably impacts the assignment success ratio of applications Ŵ i , and simplifies the partitioning algorithm.
The distributed stretch transformation (DST)
An overview of the DST transformation is provided in this section. For further details, please refer to [1] . The DST transforms a fork-join structure into a sequential structure, with the objective of minimising the number of parallel threads executed on remote processors, and therefore the number of synchronisation messages that must be sent over the network. The DST achieves that goal by coalescing as many parallel threads as possible in what is referred to as a "master string". Threads that could not be coalesced into the master string are then partitioned on remote processors.
An example of this transformation is depicted in Fig. 6 . Consider an application Ŵ i (Fig. 6a) . Ŵ i starts with a sequential task τ i,1 consisting of a single thread θ i,1,1 . θ i,1,1 performs a Distributed-Fork operation, releasing three messages μ i,1,1 to μ i, 1, 3 , which activate the execution of three parallel threads θ i,2,1 to θ i, 2, 3 . Also, the application performs a Distributed-Join operation, releasing messages μ i,2,1 , μ i,2,2 and μ i,2,3 , activating the sequential task τ i, 3 consisting in a single thread θ i,3,1 . threads θ i,1,1 , θ i,2,1 , θ i,2,2 and θ i,3,1 form the master string of Ŵ i (see Fig. 6b ). The master string is assigned to its own reserved processor, and thread θ i,2,3 is the only thread that has to be executed on a remote processor. Since thread θ i, 2, 3 , is executed on a remote processor, it generates what is called a Distributed Execution Path (DEP). That is, there is a dependency between the thread and its two corresponding messages, i.e., 2, 3 . The only DEP in Fig. 6b is formed of messages μ i,1,3 and μ i,2,3 and the thread θ i,2,3 . All the other messages can be neglected thanks to the DST transformation and the generation of the master string.
Assume that
More formally, when applying the DST, two cases must be considered depending on the total WCET of an application Ŵ i , i.e., C i = n i j=1
For such a case, the application Ŵ i is fully stretched into a master string (master thread) and handled as a sequential task with execution time equal to C i , a minimum inter-arrival time T i , and an implicit deadline D i . Therefore, no messages have to be transmitted on the network. This resulting application is not restricted to execute on a particular processor and will therefore be partitioned as any other thread by the partitioning algorithm.
(ii) C i > T i . In this case, the DST transformation inserts as many parallel threads of Ŵ i as possible into the master string (see Fig. 6b ). The remaining parallel threads and their corresponding messages have to be executed on a remote processor. For this purpose, an intermediate deadline d Fig. 6b ) is then computed as follows (refer to [1] for details):
Each DEP has a static offset φ DPath i, j that is defined as in Equation (9):
Intermediate deadlines for distributed execution paths (DEP)
Since the master string resulting from the DST is assigned to its own reserved processor, no other task can interfere with its execution. Therefore, the master string will always respect its end-to-end deadline D i , and no intermediates deadlines must be computed for the threads constituting it. Furthermore, because no more parallel thread can be added to the master string without causing a deadline miss, the messages associated to the parallel threads that are not part of the master string could not be omitted, whatever partitioning algorithm would be used. Therefore, all messages related to the parallel application that must transit through the network are known a priori by the partitioning algorithm.
When scheduling a parallel application Ŵ i , an offset φ (10) implying that the WCRT of each thread and message becomes independent on the relative priority order of higher and lower priority tasks. Now, a thread θ i, j,k (a message μ i, j,k , resp.) is deemed schedulable if , and the threads and messages WCETs: (6) and (7), we would get 
assign message μ i, j,k to the network (8), (9) and (12) The system is therefore less constrained and the number of applications that should be successfully assigned to the platform can only increase.
P-DOPA heuristic
The P − DOPA − Heuristic is based on two steps (see Algorithm 3): (i) applying the DST algorithm to all applications Ŵ i in Ŵ, and (ii) solving the problem of partitioning and priority assignment of the set of remaining threads and messages onto the elements of the distributed after applying the DST ((ii) is solved by the P − DOPA − Partitioning(Ŵ i ) presented in Algorithm 4) .
By looking at Algorithm 4, it can be noticed that the complexity of the partitioning algorithm has been reduced in comparison to Algorithm 2, when P/D applications are considered and the DST transformation is performed first (Algorithm 3). Thanks to the DST, the number of messages that must be transmitted over the network is minimal and cannot be further reduced. Thus, there is no reason to try to perform a specific assignments to reduce the workload on the network as it is the case in Algorithm 2. Therefore, Algorithm 4 simply assigns the threads of the DEPs using a Worst-Fit heuristic. Their priority being determined using OPA, the interest of which was already shown through the simulation results provided in Section 4.3.
Evaluating the parallel-DOPA heuristic
In this section we present some experiments to evaluate the P-DOPA heuristic. Because the advantage of using OPA instead of DM for the assignment of priorities to tasks with precedence constraints has already been shown in Section 4.3, this section focuses on the evaluation of the use of the DST transformation versus the use of the Proportional heuristic for assigning intermediate deadlines to threads θ i, j,k and messages μ i, j,k in an application Ŵ i . The objective of this comparison is to show that the DST is superior when assigning intermediate deadlines to sequential and parallel segments of a P/D application, when compared to the Proportional heuristic, thus allowing P-DOPA to schedule more task sets.
Similarly to Section 4.3, in this section we use Stafford's Randfixedsum algorithm [29] for the generation of P/D applications Ŵ i , their respective threads θ i, j,k and messages μ i, j,k . The Randfixedsum generates unbiased sets of applications with a fixed total density δ tot . For a given total density δ tot , the algorithm returns n different densities δ i with values ranging between a minimum density δ μ i, j,k = 0.075 for messages, resp.). We considered that applications have implicit end-to-end deadlines (D i = T i ) following a uniform distribution. P/D tasks are hardly constrained when compared to sequential applications, since their density δ i can be larger than 1 and each parallel segment is composed of multiple threads transmitting messages simultaneously. Due to this, a large amount of messages is generated (2 messages μ i, j,k and μ i, j+1,k per each thread θ i, j+1,k ), thus, in order to be able to schedule such messages, the network speed needs to be increased by a factor SpeedUp. For each experiment 100 application sets are generated.
The SpeedUp factor has to be considered since the extra-synchronisation required between distributed nodes when passing from a linear to a parallel computing paradigm increases the number of messages that must be transmitted over the network. This extra load for the network justifies, in our opinion, the reconfiguration of the network by accelerating its speed of by passing to a technology with superior performances. We believe that the SpeedUp factor used in the paper (i.e., 10 and 20) are realistic in regards of the existing technologies. For instance, the CANOpen standard defines a set of bit rates ranging from 10 kbps to 1M b p s . Similarly, FlexRay can be configured with a speed ranging from 1 to 10 Mbps, whereas TTEthernet can be of 100 Mbps, 1G b p s or higher.
Note that the automotive applications usually use CAN for the transmission of status informations (e.g., driving informations, automatic air conditioner controls, failure diagnosis) and FlexRay for more responsive real-time controls (e.g., suspension control). Those applications are usually implemented as linear transactions. P/D transactions are more fitted to the execution of multimedia and computing intensive applications (e.g., auto-detection of obstacles, trajectory analysis, parking help, etc.). These applications are more likely to be implemented over a TTEthernet network, which proposes a larger range of transmission speeds. Fig. 8a shows the number of accepted task sets over 100 experiments for different total densities δ tot . We simulate 4P / D applications that execute threads and transmit messages in a computing platform of 8 processors and 1r e a l -t i m e network.
It is possible to see that DST + P-DOPA in average performs better than Proportional + P-DOPA in terms of number of accepted task sets. For example, the DST + P-DOPA algorithm accepts 96% of task sets with a total system density of δ tot = 5. In contrast, the Proportional + P-DOPA algorithm reaches 16% with the same system density. Those results are obtained when SpeedUp = 10. The main reason to use the SpeedUp factor is due to the fact that we have observed that the majority of failed assignments in the case of Proportional + P-DOPA algorithm were due to the lack of capacity in the network.
In Fig. 8b-d we decided to use a SpeedUp = 20 for the network. The reason behind that is to be more fair with the Proportional heuristic. Similarly to Fig. 8a , in Fig. 8b we show the number of accepted task sets for 100 experiments simulating 4P / D applications that execute tasks and transmit messages in a computing platform composed of 1r e a l -t i m e network. It is possible to see that DST + P-DOPA on average perform better than Proportional + P-DOPA. The DST + P-DOPA algorithm accepts 97% of task sets with a total system density of δ tot = 5. In contrast, the Proportional + P-DOPA algorithm reaches 23% with the same system density. It is possible to see that when SpeedUp = 20 there are less scheduling failures in the network, allowing both heuristics to increase their number of accepted task sets. Fig. 8c shows a variation over the number of processors. The density is fixed to δ tot = 5t o be scheduled in a computing platform of 8 processors and 1n e t w o r k . It is possible to see that DST + P-DOPA in average performs better than Proportional + P-DOPA. The maximum difference found for these experiments happens when the number of processors is equal to 7, the DST + P-DOPA algorithm accepts 90% of task sets, whilst the Proportional + P-DOPA algorithm only accepts 5% of task sets. Fig. 8d shows the variation over the number of applications with a fixed total density U tot = 5t o be scheduled in a computing platform of 8 processors and 1n e t w o r k . In the range between 3 and 8 applications, DST + P-DOPA always accepts more task sets than Proportional + P-DOPA. If δ tot stays constant and the number of applications increases, it can be the case that C i < T i , therefore the DST is able to transform the P/D tasks into a sequential task by omitting all messages, and increasing the chances of successfully accepting the task set.
The effects presented in Fig. 4a-d , can be explained because, when the DST is used for assigning intermediate deadlines, the length of the scheduling window for threads and messages within a parallel segment, is the maximum possible for the case of a P/D task. Therefore, it will always be better or equal to the Proportional heuristic, previously used for sequential applications.
Conclusions and future work
This paper presented the DOPA heuristic for the simultaneous partitioning and priority assignment of tasks and messages (applications) onto the constituting elements of the distributed system by using the OPA algorithm known as Audsley's algorithm [12] .
We proposed a method that imposes intermediate deadlines to tasks and messages, thus permitting the use of OPA for task sets with dependencies (distributed applications). We demonstrated through simulations that OPA increases, in average, the number of schedulable tasks and messages in a distributed system, when compared to the DM algorithm, when using the same partitioning algorithm.
We also extended our results to the Parallel/Distributed real-time model [1] and showed that when the DST transformation is used, it helps to reduce the complexity of the assignment and to relax the constraints on the intermediate deadlines that must be respected by the threads and messages constituting the Parallel/Distributed applications. We demonstrated through simulations, that the use of DST for the intermediate deadline assignment for tasks and messages considerably increases the number of schedulable tasks and messages in a distributed system while compared to the Proportional heuristic used for the linear transactional model.
