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Abstract. Odd-frequency superconductivity represents a truly unconventional ordered state
which, in contrast to conventional superconductivity, exhibits pair correlations which are
odd in relative time and, hence, inherently dynamical. In this review article we provide an
overview of recent advances in the study of odd-frequency superconducting correlations in
one-dimensional systems. In particular, we focus on recent developments in the study of
nanowires with Rashba spin-orbit coupling and metallic edges of two-dimensional topolog-
ical insulators in proximity to conventional superconductors. These systems have recently
elicited a great deal of interest due to their potential for realizing one-dimensional topological
superconductivity whose edges can host Majorana zero modes. We also provide a detailed
discussion of the intimate relationship between Majorana zero modes and odd-frequency
pairing. Throughout this review, we highlight the ways in which odd-frequency pairing pro-
vides a deeper understanding of the unconventional superconducting correlations present in
each of these intriguing systems and how the study and control of these states holds the
potential for future applications.
1 Introduction
Since its discovery in 1911 [1], superconductivity has had a profound impact on our
world, leading to applications such as magnetic resonance imaging, precision mag-
netic field measurements using SQUIDs, and precision voltage measurements using
Josephson junctions. Characterized by zero electrical resistance and the complete ex-
pulsion of magnetic flux below a critical temperature, this unique phase of matter
has its origin in the macroscopic phase coherence of electrons due to the formation of
Cooper pairs. In the conventional BCS theory of superconductivity, the order param-
eter, ∆, characterizing the superconducting phase can be thought of as a many-body
wavefunction describing these electron pairs. Therefore, the fermionic nature of the
constituent electrons in the electron pair imposes fundamental constraints on the
symmetries of the order parameter, namely that it must be antisymmetric under
the interchange of all quantum numbers associated with the constituent electrons,
including both spin and spatial degrees of freedom. This leads to the conventional
symmetry classification of Cooper pairs as either spin-singlet and even in spatial par-
ity or spin-triplet and odd in spatial parity. The first class includes the s-wave pairing
in conventional BCS superconductors [2], as well as the d-wave pairing in high tem-
perature superconductors [3]. The second class includes p-wave and f -wave pairing
proposed in some unconventional superconductors [4].
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Frequency Spin Space Total
ESE even singlet even odd
OSO odd singlet odd odd
ETO even triplet odd odd
OTE odd triplet even odd
Table 1. Classification scheme for Cooper pair amplitudes due to the constraints given by
Fermi-Dirac statistics when the relevant degrees of freedom are frequency, spin, and spatial
coordinates. The pair amplitudes may be either even or odd under the exchange of any one
of these indices (relative time, spin, and spatial coordinates), but they must always be odd
under the simultaneous exchange of all indices.
We stress that the above classification scheme assumes that the interaction is in-
stantaneous and, thus, the electrons pair at equal times. However, in more realistic
extensions to BCS theory, which account for retarded interactions due to the exchange
of bosonic modes [5–7], the quantity ∆ can acquire a time-dependence through ex-
pectation values of the form ∆(t) ∼ 〈ψ(t)ψ(0)〉, where ψ(t) annihilates an electronic
state at time t. To account for this possibility of unequal-time pairing the order pa-
rameter may be written in terms of time-ordered propagators, which we also refer
to as pair amplitudes, describing the dynamics of Cooper pairs, from which we can
obtain more general symmetry constraints. In this case, the pair amplitude must be
antisymmetric under the exchange of all the quantum numbers of the electrons plus
the exchange of the relative time coordinates. In this extended classification scheme, if
the pair amplitude is even in the relative time or, equivalently the relative frequency,
ω, then the amplitude must fall into one of the above mentioned classes: even-ω,
spin-singlet, and even-parity (ESE) or even-ω, spin-triplet, and odd-parity (ETO).
However, the pairing function could also be odd in frequency, in which case Cooper
pairs could be odd-ω, spin-triplet, and even-parity (OTE) or odd-ω, spin-singlet, and
odd-parity (OSO). Due to their odd time-dependence, odd-ω pair amplitudes vanish
at equal times, and hence odd-ω pairing is an intrinsically dynamical phenomenon.
These symmetry classes are summarized in Table 1 with the even-ω classes in black
and the odd-ω in red.
The possibility of odd-ω pairing was first envisaged by Berezinskii to describe su-
perfluid 3He with OTE symmetry [8]. It was later extended to superconductors with
OTE [9, 10] and OSO pairing [11, 12]. In these initial discussions, the odd-ω pairing
represented the dominant pairing channel giving rise to a bulk order parameter, ∆(t),
with odd t-dependence. Although there is no experimental confirmation of this in-
trinsic effect, it motivated a spur of subsequent studies searching for odd-ω pairing
not as a thermodynamically stable phase but as an effect accompanying conventional
even-ω order parameters [13–47]. The basic idea behind many of these proposals is
the use of a conventional BCS superconductor with a static order parameter, ∆, as a
source for Cooper pairs whose odd-ω dynamics are subsequently induced by altering
some of the properties of the electronic states.
One of the most promising routes for realizing odd-ω pairing in superconducting
systems is offered by heterostructures, in which the electronic properties of a conven-
tional even-ω superconductor can be modified by the presence of different, usually
non-superconducting, materials. Perhaps the simplest example of such a heterostruc-
ture is the normal-superconductor (NS) junction, in which it has been shown that the
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breaking of translation symmetry at the interface generically leads to the transmu-
tation of even-parity amplitudes to odd-parity, while preserving the spin structure of
the Cooper pairs, thus giving rise to odd-ω pairing [48–53]. Alternatively, if there is a
spin-active field, e.g. from a ferromagnet (F), then the even-ω spin-singlet pair ampli-
tudes of a conventional superconductor can be converted to a odd-ω spin-triplet am-
plitude, leading to the creation of spin-triplet correlations with robust s-wave spatial
symmetry in ferromagnet-superconductor (FS) junctions. Following this mechanism,
equal-spin OTE pairing has been proposed in diffusive FS junctions with inhomoge-
neous magnetization and conventional spin-singlet s-wave superconductors [54, 55].
This equal-spin OTE pairing offers an explanation for the observed long-range pene-
tration of Cooper pairs into diffusive F regions [56–65]. Additionally, a growing body
of evidence indicates that such spin-triplet pairs emerge in FS junctions [66–79],
including the paramagnetic Meissner effect [27, 80, 81] and zero-bias peaks [82, 83].
These advances in understanding how odd-ω equal-spin triplet pairing emerges in FS
junctions are fascinating not just for their fundamental importance in unconventional
superconductivity [84–87] but also for their potential applications in superconducting
spintronics [88–91].
Odd-ω pairing has also been shown to possess a deep relationship with topologi-
cal superconductors, an exciting class of systems attracting much attention for their
potential to host Majorana zero modes (MZMs) [92–95]. MZMs are their own antipar-
ticles with non-Abelian statistics, making them hold great potential for applications
in topological quantum computation [96–98]. Two of the most promising classes of
systems proposed to exhibit MZMs are heterostructures made by combining conven-
tional s-wave superconductors with either: nanowires with Rashba spin-orbit coupling
(SOC) or the metallic edges of two-dimensional topological insulators (2D TIs), re-
sulting in one-dimensional (1D) systems with MZMs at the system boundaries. Due
to their strong intrinsic SOC, large degree of tunability, and 1D nature, an enormous
amount of experimental activity has focused on these and similar systems during the
past years, where also initial evidence of MZMs has been reported [99–102]. In or-
der to reach the topological superconducting phase, various configurations have been
proposed for these heterostructures, usually in the presence of a magnetic field. In
general, the combination of all these ingredients, SOC, magnetism, and conventional
superconductivity, gives rise to a variety unconventional superconducting correlations
with exotic spin textures. Motivated by the promise of 1D topological superconduc-
tivity and its MZMs, much effort has been dedicated to investigating the proximity
effect in these and related systems. These efforts have also shed light on the origin
of odd-ω spin-triplet correlations in topological insulators [103–114] and nanowires
with Rashba spin-orbit coupling [115–119] in proximity to conventional spin-singlet
s-wave superconductors. It is now understood that SOC can induce odd-ω spin-triplet
correlations also in the absence of magnetism. Moreover, it is becoming clear that odd-
ω spin-triplet pairing can be the dominant channel in topological superconductors,
that there is a close relationship between MZMs and odd-ω pairing, and that the
odd-ω dependence of superconducting correlations can have profound effects on these
systems.
In this brief review we discuss recent advances in the field of induced odd-ω pair-
ing in 1D systems. In particular, we focus on those systems most relevant for 1D
topological superconductivity and the realization of MZMs: nanowires with Rashba
SOC and the metallic edges of 2D TIs, shown schematically in Fig. 1. In Section 2, we
discuss how the constraints imposed by Fermi-Dirac statistics lead directly to a clas-
sification of superconducting symmetries which explicitly allows for odd-ω pairing.
In Section 3, we illustrate how odd-ω pairing can arise in 1D NS and SNS junctions
without any spin-active fields. Then, in Sections 4 and 5, the role of Rashba SOC and
the helical nature of 2D TIs are described, respectively. Specifically, we discuss how
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Fig. 1. Sketch of 1D systems with SOC which exhibit OTE pairing and are promising for 1D
topological superconductivity. (a) The right region of a nanowire with Rashba SOC is placed
in contact with a conventional spin-singlet s-wave superconductor (S), while its left region
is in contact with either a normal (X=N) or superconducting lead (X=S). (b) A 2D TI is
characterized by having an insulating bulk and a 1D metallic edge with counter-propagating
modes carrying opposite spin (top, blue and red filled circles with arrows indicating spin
direction). The 1D metallic edge is placed in proximity to a superconductor S to form NS
(middle) and SNS (bottom) junctions. The profile of ∆ is indicated by green lines. (c) Under
the right conditions, the systems in (a,b) exhibit a topological superconducting phase with
MZMs (red filled circles) at the boundary between regions of different topology. Reprinted
modified figure with permission from [J. Cayao and A. M. Black-Schaffer, Phys. Rev. B
96, 155426 (2017); Phys. Rev. B 98, 075425 (2018)] Copyright (2017) and (2018) by The
American Physical Society.
the spin-active aspects of these two systems allow the generation of novel supercon-
ducting correlations, including odd-ω spin-triplet pairing. In Section 6, we examine
the relationship between odd-ω pairing and MZMs, illustrating that MZMs are al-
ways accompanied by odd-ω pair amplitudes. Finally, in Section 7, we present a few
concluding remarks.
Due to the necessary focus of this review, there are a number of systems we
inevitably have to omit in our discussion. Apart from the FS and NS heterostructures
mentioned above, induced odd-ω correlations have also been shown to appear in
double quantum dots coupled to conventional superconductors [120,121], enabled by
the dot index which acts as an additional degree of freedom, and in superconductors
subjected to a time-dependent drive [122,123]. Notably, odd-ω pairing has also been
predicted to emerge in bulk multiband superconductors, where the additional band
degree of freedom plays a crucial role in the symmetry classification [124–126]. For
more information on odd-ω pairing in FS junctions we refer to Refs. [75, 127], in NS
junctions to Refs. [128, 129], and for its relation with topology to Ref. [130]. For a
current overview of the field, we also refer to Ref. [131].
2 Odd-ω pairing and Fermi-Dirac statistics
The key feature of a superconductor is the presence of a charged superfluid com-
posed of pairs of electrons, Cooper pairs, which form below a critical temperature
due to electron-electron interactions. As with other ordered states, the properties of
a superconducting state depend intimately on the symmetry of the superconduct-
ing order parameter, ∆. As mentioned in the introduction, within BCS theory and
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its generalizations, the superconducting order parameter is directly related to the
anomalous propagator, f , ∆ ∼ f , where f describes the dynamics of the Cooper
pairs. Therefore, the symmetries of f determine the nature of the superconducting
state. The anomalous propagator can be defined as f(t) = −i〈Tψ(t)ψ(0)〉, where ψ(t)
annihilates a electron at time t, and T is the time-ordering operator, making its inter-
pretation as a pair amplitude obvious. It is also similar to the normal propagator, or
Green’s function, describing the propagation of free electrons, g(t) ≡ −i〈Tψ(t)ψ†(0)〉.
The behavior of both the normal (electron-electron) and anomalous (electron-hole)
propagators or Green’s functions [132] can be obtained from their Matsubara, time-
ordered, or the retarded and advanced representations. Throughout this article we
will work with the retarded and advanced propagators, unless otherwise specified.
In systems with only a single relevant band/orbital, the normal and anomalous
Green’s functions depend only on the time coordinates (or frequency), spins, and
spatial degrees of freedom of the electrons. However, it is often convenient to group
these two propagators into a single Nambu space Green’s function [132]
Gr(x, x′, ω) =
Gree Greh
Grhe G
r
hh
 , (1)
where Gree and G
r
eh correspond to the normal (electron-electron) and anomalous
(electron-hole) components, which are, in general, 2×2 matrices in spin space making
Gr a 4×4 matrix. In this general case, we have frσσ′(x, x′;ω) = [Greh(x, x′, ω)]σσ′ . We
note that, typically, pair amplitudes, fr, are complex numbers, therefore, throughout
this work we make a distinction between the pair amplitude and the pair magnitude:
|fr| = √fr(fr)∗.
Considering the definition of the time-ordered pair amplitudes, it can easily be
shown that Fermi-Dirac statistics imposes the following constraint
f tσσ′(x, x
′;ω) = −f tσ′σ(x′, x;−ω) , (2)
where f t is the time-ordered anomalous propagator written in the frequency domain.
This antisymmetry condition leads directly to the symmetry classification in Table
1, which is a complete description of the symmetries of superconducting correlations
when the only degrees of freedom are time, spins, and position. To make contact with
the retarded and advanced correlators used in this review, we note that the above
constraint is equivalent to the following relation
frσσ′(x, x
′;ω) = −faσ′σ(x′, x;−ω) , (3)
where we have used the advanced counterpart in passing to negative frequencies [131].
It is often useful to decompose the pair amplitude into different terms depending
on their spin symmetry. In the basis given by (ψ↑, ψ↓, ψ
†
↑, ψ
†
↓) we find that a generic
pair amplitude has the form
fr(x, x′, ω) = (fr0σ0 + f
r
j σj)iσy , (4)
where σi is the i
th Pauli matrix in spin space and repeated indices imply summation.
Note that, in this basis, fr0 and f
r
3 correspond to the spin-singlet and mixed spin-
triplet configurations (↑↓ ∓ ↓↑), respectively, both possessing spin-projection Sz = 0.
In contrast, ifr2 ∓ fr1 correspond to the equal spin-triplet configurations (↑↑ / ↓↓)
with spin-projection Sz = ±1. Given this decomposition in spin space, we see that
the antisymmetry condition in Eq. (3) implies
fr0 (x, x
′;ω) = fa0 (x
′, x;−ω) ,
fri (x, x
′;ω) = −fai (x′, x;−ω) , i = 1, 2, 3 .
(5)
6 Will be inserted by the editor
Notice the absence of an overall minus sign on the right-hand side of the first expres-
sion due to the antisymmetry of the iσy matrix under the exchange of spin indices.
The symmetry classes of each of these amplitudes is then uniquely specified by ana-
lyzing either the frequency or spatial dependencies of the components.
For instance, if the spin-singlet (S) amplitude fr0 (x, x
′;ω) is even for ω → −ω
(and fr → fa) then it must be even under the exchange of the spatial coordinates
x ↔ x′, and we say that the pairing has even-ω spin-singlet even-parity symmetry,
corresponding to the ESE class in Table 1. On the other hand, if the spin-triplet
(T) amplitude fri (x, x
′;ω) is even for ω → −ω (and fr → fa) then it must be odd
under the exchange of x ↔ x′, hence the pairing has even-ω spin-triplet odd-parity
symmetry and corresponds to the ETO class in Table 1. However, it is possible that
the pair amplitude fr0,i(x, x
′;ω) acquires a minus sign for ω → −ω (and fr → fa). In
this case, fr0 (x, x
′;ω) must be odd under the exchange of spatial coordinates, giving
rise to odd-ω spin-singlet odd-parity pairing in the OSO symmetry class. Similarly,
fri (x, x
′;ω) could acquire a minus sign for ω → −ω (and fr → fa) implying that it is
even under the exchange spatial coordinates, leading to pair correlations with odd-ω
spin-triplet even-parity symmetry in the OTE class. Thus we see that Fermi-Dirac
statistics permits exactly four symmetry classes (ESE, OSO, ETO, OTE) when the
pair amplitude of Cooper pairs depends on frequency and the spins and positions of
the paired electrons. In the remainder of this review we will examine various concrete
examples of systems in which these four symmetry classes can be realized.
3 Odd-ω pairing in 1D NS and SNS junctions
While the systems relevant for topological superconductivity usually possess some
non-trivial spin-dependence, odd-ω pairing can already emerge at interfaces between
superconductors and normal metals in the absence of any spin-dependent effects.
Before going further it is useful to show this effect in spin-degenerate 1D NS and SNS
junctions, which represent two of the simplest geometries with interesting relations
to transport observables.
We note that odd-ω pairing in 1D was initially investigated within the quasiclas-
sical Usadel and Eilenberg frameworks [48–53]. However, in this section we discuss
results based on a fully quantum mechanical approach, where retarded and advanced
Green’s functions are calculated from scattering processes that satisfy outgoing wave
boundary conditions [133]. In the quasiclassical approach the Fermi energy is usually
assumed to be the largest energy scale in the system and fast oscillating terms with
the Fermi wave vector drop off as they are shorter than the relevant length scales [134].
However, the Fermi energy is not always the largest energy scale and, importantly, we
are often interested in observing interference effects which are purely quantum me-
chanical and, hence, hard to address within the quasiclassical approach. The method
employed here is simple and experimentally relevant as it includes processes, such
as Andreev reflection (AR), that can be observed e.g. in conductance measurements.
Moreover, AR processes, a property specific to NS interfaces [135], are well under-
stood to describe the core physics underlying the proximity effect [136–138]. In the
following subsections we highlight the relationship between AR and odd-ω pairing,
which provides useful intuition for understanding the 1D systems discussed later in
this review.
3.1 NS junctions
In this subsection, we consider a ballistic semi-infinite NS junction whose interface
is located at x = 0. The superconducting region S, x > 0, corresponds to a spin-
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singlet s-wave superconductor, like Al or Nb, and is characterized by having a finite
order parameter ∆, while the normal region N, x < 0, has ∆ = 0. The Bogoliubov-de
Gennes (BdG) Hamiltonian describing this NS junction, in the basis (ψ↑, ψ
†
↓), is given
by
H1D(x) =
( p2x
2m
− µ(x) + V (x)
)
τz + Re(∆(x))τx + Im(∆(x))τy (6)
where px = −i~∂x, ∆(x) = θ(x)∆ eiφ, µ(x) = µNθ(−x) + µSθ(x) is the chemical po-
tential profile, φ the superconducting phase, V (x) models scattering at the interface,
and τi represents the i
th Pauli matrix in electron-hole subspace. In NS junctions φ
does not play any role and can be gauged away; however, as we will see, it plays an
essential role in SNS systems.
In order to calculate the Green’s function for the NS junction, the scattering
processes at the NS interface are constructed, as discussed in Ref. [118]. Four kinds
of scattering processes can be seen by inspection of the energy versus momentum
dispersion of Eq. (6) and depicted in Fig. 2. One kind of process involves a right-
moving electron from N with wavevector ke (hole with −kh) being reflected within
the N region as a left-moving electron with −ke (hole with kh), a process known
as normal reflection (NR). Another process involves a right-moving electron from N
with ke (hole with −kh) being reflected into N as a hole with kh (electron with −ke),
the so-called Andreev reflection (AR). Moreover, the right moving incident particles
can be also transmitted into S as right-moving quasielectrons with qe or right-moving
quasiholes with −qh. Similar processes are also possible for left-moving quasielectrons
with −qe (quasihole with qh) propagating towards the interface from inside S. The
four scattering processes outlined above, together with their conjugated counterparts,
allow calculation of the full retarded Green’s function in N and S, for more details
see Ref. [118].
Since both N and S are trivial in spin space, the anomalous Green’s function, and
hence the pair amplitude, only possesses a spin-singlet component. In the N region,
this component is given by [118]
fr0 (x, x
′ω) =
η
2i
reh(ω) e
−i(kex−khx′) , (7)
where η = 2m/~2, reh(ω) is the AR amplitude for a right moving electron from N,
ke,h = kµN
√
1± ω/µN with kµN =
√
2mµN/~2. Our first observation from Eq. (7) is
that, despite being non-superconducting, N acquires superconducting correlations, fr0 ,
through the expression in Eq. (7), a phenomenon known as the proximity effect. We
also note the importance of the AR processes described above, as fr0 is directly pro-
portional to the AR amplitude reh. Moreover, the exponential term in Eq. (7) mixes
electron and hole wavevectors ke,h at different positions x, x
′, and, therefore, mixes
the spatial parity. To resolve the terms with definite spatial parity we decompose the
exponential term in the limit of large µN, when ke,h ≈ kµ
[
1±ω/(2µN)
]
. In this case,
we obtain the two pair amplitudes fr,O0 (x, x
′, ω) = −(rehη/2) e−ikN(x+x′)sin[kµN (x−
x′)] , fr,E0 (x, x
′, ω) = (rehη/2i) e−ik
N(x+x′)cos[kµN (x − x′)] , with kN = ωkµN/(2µN),
where f
r,O(E)
0 is manifestly odd (even) under the exchange of spatial coordinates.
Since both of these have spin-singlet symmetry, Fermi-Dirac statistics dictates that
fr,O0 and f
r,E
0 must correspond to OSO and ESE symmetry classes, respectively.
With these expressions and their advanced counterparts, it is also straightforward
to verify the constraint from Fermi-Dirac statistics given by Eq. (3). As an illustra-
tive example, we note that the advanced counterpart of the retarded OSO amplitude
is given by fa,O0 (x, x
′, ω) = −(r∗ehη/2) eik
N(x+x′)sin[kµN (x − x′)]. Using the identity
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Fig. 2. (a) Energy-momentum dispersion in a normal metal (N) with ∆ = 0, where solid red
(dashed blue) parabola corresponds to electrons (holes). The bottom (top) of the electron
(hole) band is indicated by dotted horizontal lines. (b) A finite order parameter ∆ 6= 0 in
the superconductor (S) opens an energy gap at the Fermi momenta ±kF and mixes electron
with hole bands, leading to quasielectron and quasihole bands with positive (solid) and
negative (dashed) energies, respectively. At the NS interface four scattering processes from
incident particles towards the interface occur, two from N and two from S, which allow for
the calculation of the Green’s function. This can be visualized by fixing the energy to a
positive value, indicated by horizontal dashed line above zero energy, where small horizontal
black arrows denote the direction of motion of the states. Then, an incident right-moving
electron from N with wave vector ke can be reflected back at the NS interface into a left-
moving electron in N with −ke, a process known as normal reflection (NR) and depicted by
solid red arrow, or into a left-moving hole in N with kh, known as Andreev reflection (AR)
and shown by red-blue arrow. Moreover, it can also be transmitted into S as a right moving
quasielectron with wave vector qe or right moving quasihole with −qh. Other processes
include right moving hole from N with −kh, left moving quasielectron (quasihole) from S
with −qe (qh).
r∗eh(−ω) = reh(ω), we readily see that fa,O0 (x, x′,−ω) = −fr,O0 (x, x′, ω), in full agree-
ment with Eq. (3). The analogous relation can also be verified for the ESE pairing.
Note that the method discussed here assumes zero temperature, T = 0, in which
we find that the induced pairing does not decay into the N region. We can account
for finite T by using the Matsubara representation where ω → iω, in which case the
decay length into N goes as ∼ 1/T , see e.g. Refs. [139,140].
A similar analysis as above can also be carried out in the S region. Instead of
writing the full expressions we discuss only the main findings, for additional details
see Ref. [118]. In that work, the authors found that the pair amplitudes in the S
region have contributions from the interface and the bulk. As expected, the bulk
term exhibits the same ESE symmetry as the superconductor in the absence of the
N region. At the interface, however, the AR allows the coexistence of ESE and OSO
pair amplitudes which exponentially decay into the bulk. On the other hand, the NR
processes emerge solely with even-spatial parity and, therefore, only contribute to
ESE pairing. For transparent interfaces and equal µi, NRs become negligible, leaving
only contributions due to AR.
In the case of NS junctions, the coexistence of ESE and OSO amplitudes arises
due to the breaking of translation invariance at the NS interface with the order
parameter being zero in N and finite in S, namely, ∆(x) = θ(x)∆. This relationship
between spatial translation symmetry breaking and the emergence of odd-ω pairing
has been investigated in other similar geometries [48–53], as well as the surface of a
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superconducting substrate in the presence of two nanowires [141], and the surfaces
of 3D TIs in the presence of a spatially non-uniform order parameter [104]. However,
we stress that breaking spatial translation invariance alone does not necessarily give
rise to OSO pairing [142], in the cases mentioned above it emerges due to the fact
that the order parameter, ∆(x), breaks the translation-invariance.
If the NS junction is of finite length such that −L < x < 0 defines the N region
and x > 0 defines the S region, sharp subgap features, known as McMillan-Rowell
peaks [143], emerge in the LDOS due to electron-hole interference effects in the N
region of the junction. In Ref. [53] it was shown that the ratio of the odd- and
even-frequency correlations diverges at the energies of these subgap peaks, implying
a strong relation between McMillan-Rowell peaks and odd-ω pairing.
Before ending this section we point out that if we consider a superconductor with
spin-triplet p-wave symmetry (ETO) instead of a spin-singlet s-wave superconductor
(ESE) in Eq. (6), the induced odd-ω pairing will have OTE symmetry. This was
initially considered in junctions with diffusive N regions [48–51]. Those studies were
motivated by the fact that only OTE pairing is believed to penetrate into a diffusive
N region, due to impurity scattering. It is here interesting to note that the role
of ARs in the generation of even- and odd-ω amplitudes in junctions with p-wave
superconductors is the same as in junctions with s-wave superconductors discussed
above, despite the difference in symmetries between the superconductors involved
[144]. On the other hand, for p-wave superconductors NR terms with even-spatial
parity emerge and, therefore, also contribute to the OTE pairing [144]. This implies
that, depending on the symmetry of the superconducting region of the NS junction
(ESE or ETO), NRs may or may not contribute to odd-ω pairing.
We thus have seen that in even simple NS junctions odd-ω pairing is induced by
breaking the spatial parity of Cooper pairs, which in this case occurs due to the change
of ∆(x). Here, conventional s-wave spin-singlet pairing is converted into p-wave spin-
singlet pairing. The breaking of a single symmetry of Cooper pairs thus induces two
different symmetry classes, ESE and OSO at interfaces of NS junctions. Moreover, it
is the AR processes that mediate the coexistence of ESE and OSO pairings at the
interfaces in these junctions.
3.2 SNS junctions
In this subsection we discuss the pair amplitudes that emerge in superconductor-
normal-superconductor (SNS) junctions, which was originally analyzed in Ref. [118].
In contrast to the NS junctions discussed above, in this case the superconducting
phase φ cannot be gauged away. In fact, if there is a finite phase-difference between
the two superconductors, ARs at both interfaces lead to the formation of Andreev
bound states (ABSs) within the gap [145]. The number of ABSs depends on the ratio
between the coherence length ξ and the length of the N region LN. For LN  ξ a pair
of ABSs emerge, while for LN  ξ the junction hosts many levels. In Ref. [118], short
junctions (LN  ξ) was studied with the left (L) and right (R) S regions assumed to be
conventional spin-singlet s-wave superconductors with ∆L(R) = ∆ e
iφL(R) , where φL(R)
is the superconducting phase. Without loss of generality, a finite phase difference φ
across the junction is generated by setting φL = 0 and φR = φ. The pair amplitudes in
this case were calculated following a scattering approach, similar to the one discussed
for NS junctions in the previous subsection. The scattering states were defined for
each region, matched at the interfaces, and then the retarded Green’s function were
obtained using the appropriate boundary conditions.
As shown in Ref. [118], the pair amplitudes appearing in SNS junctions share
some similarities with the pair amplitudes in the S region of NS junctions. As one
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might expect, the induced pair amplitudes in the left and right S regions of short SNS
junctions possess contributions from both the bulk and the interface, as we discussed
for the S region of NS junctions, with the interface terms emerging due to NRs and
ARs. Also, the role of ARs is similar to the situation in NS junctions in that they
allow for the coexistence of ESE and OSO pair amplitudes, while NRs only contribute
to the ESE pairing.
Apart from these similarities to NS junctions, the pair amplitudes in short SNS
junctions also display some crucial differences. Importantly, the NR and AR scattering
processes acquire a non-trivial dependence on the phase difference across the junction,
φ, which they impart to the interface pair amplitudes. Moreover, since it is well-known
that ARs and NRs capture the emergence of ABSs [145, 146], the pair amplitudes
also indirectly reflect the presence of ABSs, as demonstrated in Ref. [118]. The exact
calculations in Ref. [118] show that the ESE and OSO interface amplitudes exhibit
different phase-dependent interference profiles in their AR contributions which can
be easily distinguished. Furthermore, a finite supercurrent flows across the short SNS
junction when φ 6= 0 and its value is determined by the ABSs [147, 148]. Based on
this, it is possible to correlate the phase-dependent profile of the supercurrent with
the specific phase-dependent interference features of the ESE and OSO pairings [118].
We finally note that, within this above described scattering approach, the pair
amplitudes represent intralead correlations, existing in either the left or right S region,
and, hence, the possibility of interlead correlations is not considered. Recently it was
shown that, in addition to the intralead odd-ω pairing discussed above for short SNS
junctions, interlead odd-ω pairing can emerge in tunneling junctions with conventional
superconductors [149]. In this case, the left and right superconductors introduce an
additional index to the classification of Cooper pair symmetries. The authors showed
that this interlead odd-ω pairing is linear in the interlead tunneling, while traditional
intralead pairing is quadratic. Therefore, at small tunneling amplitudes, the odd-ω
interlead pairing becomes the dominant channel near the junction whenever there is
a finite Josephson current.
4 Odd-ω pairing in nanowires with Rashba spin-orbit coupling
In this section we discuss the possibility of inducing spin-triplet correlations in 1D
junctions by adding Rashba SOC. Rashba SOC arises due to a lack of structural
inversion symmetry in some materials [150–152] and induces a non-trivial coupling
between the crystal momentum and the electronic spin degrees of freedom. This
spin-momentum mixing can drive the conversion of spin-singlet to spin-triplet pair
amplitudes [153–160]. Hence, the combination of SOC and conventional spin-singlet
superconductors is expected to favor the emergence of spin-triplet pair correlations
without the need for magnetism.
Although SOC can be controlled by voltage gates [161–164], the main moti-
vation to study junctions based on nanowires with Rashba SOC comes from re-
cent experiments which have shown that large intrinsic Rashba SOC is present in
InAs [165–171], InSb [172–175], and InAsSb nanowires [176]. Moreover, these exper-
iments on nanowires have shown a strong proximity effect, characterized by hard
induced gaps, thus providing the required superconducting order parameter in the
nanowire and making these systems key candidates for topological superconductivity.
Inspired by these advances, it has recently been shown that odd-ω spin-triplet pairing
emerges in 1D nanowire NS and short SNS junctions with Rashba SOC formed by
proximity to conventional s-wave spin-singlet superconductors [115,118].
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Fig. 3. (a) Energy versus momentum dispersion in the normal part (N) at ∆ = 0, where
the Rashba SOC splits the normal bands around zero momentum k = 0. Solid (dashed) blue
and red parabolas correspond to electrons (holes) with spin up and down, respectively. The
bottom (top) of the electron (hole) band is indicated by dotted horizontal lines. (b) A finite
order parameter ∆ 6= 0 in the superconductor (S) opens a gap at the Fermi momenta ±kF1(2)
and mix electron and hole bands with different spins, leading to quasiparticle bands with
positive (solid curves) and negative (dashed) energies. At the NS interface eight scattering
processes from incident particles towards the interface occur, four coming from N and four
from S, which enable the calculation of the Green’s function. This can be visualized by
fixing the energy to a positive value, indicated by horizontal dashed line above zero energy,
giving rise to eight values of momentum, ±ke1,2 and ±kh1,2 in N and ±qe1,2 and ±qh1,2 in S,
where small horizontal black arrows denote the direction of motion of the states associated
to each momentum. The four processes from N account for right moving particles (spin
up and down electrons, spin up and down holes) towards the interface. Likewise, the four
processes from S correspond to left moving particles towards the interface. The scattering
processes are similar to the ones described in Fig. 2 with the difference that here spin needs
to be taken into account. For instance, NR takes place between states of the same spin band,
with different momenta e.g. ke1(2) → −ke2(1) , indicated by blue and red horizontal arrows,
while AR occurs between states of different spin bands with momenta, e.g. ke1(2) → kh1(2) ,
shown by blue-red and red-blue arrows. Reprinted modified figure with permission from [J.
Cayao and A. M. Black-Schaffer, Phys. Rev. B 98, 075425 (2018)] Copyright (2018) by The
American Physical Society.
Assuming that the 1D nanowire with Rashba SOC possesses only a single-mode, it
can be modelled effectively, in the basis (ψ↑, ψ↓, ψ
†
↑, ψ
†
↓), using the BdG Hamiltonian:
H1DRashba =
( p2x
2m
− µi
)
σ0τz +
α
~
σzτ0px +∆(x)σyτy , (8)
where px = −i~∂x, while σi and τi are the i-Pauli matrices in spin and Nambu
spaces, respectively, α is the Rashba SOC strength, and ∆(x) the order parameter
with finite value in S while zero in N. The SOC splits the normal spin bands around
k = 0, while a finite ∆ opens gaps at the Fermi momenta kF1,2 ≈ kSOC + k¯, k¯ =√
2m(µi + ESOC)/~2, mixing electron and hole bands of different spins as seen in
Fig. 3. Here ESOC = mα
2/(2~2) is the SOC energy.
Following the scattering approach introduced in Section 3, the pair correlations at
finite SOC can be obtained. Again, we stress that this approach is both conceptually
simple and experimentally relevant as it utilizes scattering processes, such as NR and
AR, that can be obtained in conductance measurements [165,174,175,177,178]. There
12 Will be inserted by the editor
Fig. 4. (a,b) Induced interface pair magnitudes as function of distance from the interface
in the N (a) and S (b) regions of NS junctions with Rashba SOC for x′ = 0, ω = 0.1∆,
ESOC = 0.5∆, and µN,S = 10∆. Magenta curve in (b) also shows the interface LDOS. (c,d)
Induced interface pair magnitudes in short SNS junctions as function of phase difference at
weak (c) and strong Rashba SOC (d) for x = 0.1ξ, x′ = 0, ω = 0.1∆, and µN,S = 10∆.
Reprinted figure with permission from [J. Cayao and A. M. Black-Schaffer, Phys. Rev. B 98,
075425 (2018)] Copyright (2018) by The American Physical Society.
are eight scattering processes in this case due to incident particles, at the NS interface,
which correspond to four states in N with ke1,2 and −kh1,2 and also to four states in
S with −qe1,2 and qh1,2 , as shown in Fig. 3. The problem is analytically solvable but
the expressions for the pair amplitudes are quite cumbersome, we therefore here only
highlight the main effects of SOC and refer the reader to [118] for the full analytic
expressions and details of the calculations.
We begin our discussion of the pair amplitudes by noting that the spin-singlet
components (ESE and OSO) arise due to the mixing of spatial parities at the NS
interface, in agreement with our discussion in Section 3. Interestingly, due to the
spin-mixing caused by the SOC, spin-triplet correlations (ETO, OTE) also emerge
at interfaces. All these symmetry classes (ESE, OSO, ETO, OTE) correspond to the
pairings allowed by Fermi-Dirac statistics, as shown in Table 1, and they coexist at
the NS interface. This is illustrated in Fig. 4 (a,b), displaying the pair magnitudes in N
and S, respectively, due to the interface (i.e. not bulk contributions). However, locally
in space, i.e. at x = x′, the features specific to the 1D Rashba SOC nanowire induce
vanishing spin-triplet correlations, even the interface OTE pairing despite being even
parity [115,118,159].
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In the N region the pair amplitudes are solely determined by ARs, while in the S
region the amplitudes have both bulk and interface contributions, with the interface
terms coming from both NRs and ARs. It is here appropriate to also mention that
the Rashba SOC induces ETO pairing which is not proportional to any scattering
process occurring at the interface, but is instead of bulk nature, as also established in
Refs. [153,179]. Analyzing the scattering contributions further, NRs only contribute
to the even-ω pairing in S, while AR mediates the emergence of all pair symmetries
in both N and S. This can be understood from the processes involving two reflections
at NS interfaces, namely, the NR and AR indicated by blue/red and red-blue/blue-
red gradient horizontal arrows in Fig. 3. In fact, AR takes place between states of
different spin bands with momenta ke1(2) → kh1(2) . This leads to AR contributions in
the pair amplitudes that mix spatial coordinates (x and x′) with electron and hole
wave vectors of different spin bands (−ke1(2) and kh1(2)), facilitating the generation
of even- and odd-frequency components. The minus sign in −ke1(2) comes from the
different direction of motion of electrons and holes during the AR process. The role
of AR is thus the same as discussed in Section 3 without Rashba SOC. A similar
analysis applies for the NR, but taking into account the fact that it occurs between
states of the same spin band with different momenta e.g. ke1(2) → −ke2(1) , implying
that NR contributions emerge only with even parity. Here, ke1(2)(ω) = kF1(2) + κ
N
and kh1(2)(ω) = ke1(2)(−ω), with κN = k¯ω/[2(µi + ESOC)], kSOC = mα/~2.
In terms of spatial properties, the pair amplitudes in N exhibit an oscillatory
profile in space, while in S the interface pair amplitudes also oscillate in space but
with an exponentially decaying amplitude, as seen in Fig. 4 (a,b). The short-period
oscillations are due to the chemical potential, as discussed in Section 3 for zero SOC,
but there exist also long-period oscillations due to the SOC. This SOC effect leads to
a visible beating feature in the pairing magnitudes. Furthermore, at low frequencies
the OSO and OTE amplitudes in fact acquire larger values than the even-ω terms
mainly due to the large contribution from the AR. In this regime the interface LDOS
also has a strong contribution from AR and exhibits an exponential decay from the
interface but without oscillations due to negligible NRs, as shown by the magenta
curve in Fig. 4(b).
Next, we briefly comment on transparent short SNS junctions. The interface pair
amplitudes vanish at φ = 0 [118]. An interesting regime appears for strong SOC at
φ = pi, where even-ω pairing is much smaller than the odd-ω pairing for frequen-
cies between the energies of the ABS and the gap ∆, as seen in Fig. 4(c,d) for a
specific frequency within the said regime. This occurs because, at strong SOC, NRs
are reduced and, although ARs still give contributions of the same magnitude, their
contributions interfere destructively for even-ω and constructively for odd-ω-pairing,
leading to larger odd-ω amplitudes.
To conclude this section, we draw further attention to the fact that odd-ω mixed-
spin triplet pairing emerges due to the Rashba SOC in junctions without any mag-
netism. Its potential for characterization based on the observation of scattering pro-
cesses, namely, NR and AR, is particularly relevant as their amplitudes can be ob-
tained from conductance measurements in the recently realized 1D Rashba nanowires
[99–101,165,174,175,177,178]. By including a magnetic region or magnetic field into
the junctions, topological superconductivity can also be induced and equal-spin spin
triplet correlations appear. However, we leave this discussion to Section 6 where we in
detail address the relation between odd-ω pairing and topological superconductivity.
14 Will be inserted by the editor
(�)
��-�� ��-��
μ ��-��
�
�
����������
(�)
Fig. 5. (a) Energy versus momentum dispersion for the 1D metallic edge of a 2D TI in
the normal part (N) at ∆ = 0, where solid (dashed) red and blue curves corresponds to
electrons (holes). The chemical potential for electron (hole) band is indicated by dotted
horizontal lines. (b) A finite order parameter ∆ 6= 0 in the superconductor (S) opens a
gap at the Fermi momenta ±kF and mixes electrons and hole bands with different spins.
Solid (dashed) black curves denote quasiparticle bands with positive (negative) energies.
At the NS interface four scattering processes from incident particles towards the interface
take place, two from N and two from S. This can be visualized by fixing the energy to a
positive value, indicated by horizontal dashed line above zero energy, giving rise to four
values of momentum ±ke,h in N and four ±qe,h in S, where small horizontal black arrows
in N and S denote the direction of motion of the states associated with each momentum.
These processes are then used to calculate the Green’s function as discussed in previous
two sections. Due to the helical nature of the metallic edge, where particles with spin-up
move along one direction and particles with spin-down along the other, NR are forbidden
and only AR occurs as indicated by the blue-red solid arrow. Reprinted modified figure
with permission from [J. Cayao and A. M. Black-Schaffer, Phys. Rev. B 96, 155426 (2017)]
Copyright (2017) by The American Physical Society.
5 Odd-ω pairing at the edges of 2D topological insulators
In this section we discuss the possibility of generating odd-ω spin-triplet correlations
using the 1D edges of 2D TIs, which are characterized by the presence of an insulating
band gap throughout the 2D bulk but with metallic states along their 1D perimeter.
An important feature of these 1D edge states is that they possess perfect helicity such
that counter-propagating edge modes carry opposite spin and, hence, backscattering
is forbidden [180–183]. These states have already been experimentally realized in
both HgCd/HgTe [184–187] and InAs/GaSb [188,189] heterostructures. Here we focus
on superconducting properties of the 1D edges, for general reviews on topological
insulating states see [102,190–194].
By combining 2D TIs in junctions with conventional s-wave superconductors novel
pair correlations can be induced by proximity in the metallic edge states [92,93], giving
rise to a topological superconducting phase, as also demonstrated experimentally
[195,196]. Importantly, some of the novel pair correlations in these systems has been
predicted to be odd-ω mixed spin-triplet [103–105, 108–110, 112, 114]. These results
helped to understand proximity-induced superconductivity in TIs and showed that
odd-ω correlations should be included in the study of low energy states and MZMs.
We now illustrate how odd-ω pairing can emerge in 2DTIs to highlight its fundamental
importance for understanding topological states.
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Fig. 6. (a) Spatial dependence of the LDOS (top) and even-ω spin-singlet (ESE) and odd-
ω spin-triplet (OTE) s-wave (local) pair magnitudes in a NS junction (bottom). In both
panels, solid curves correspond to ω = 0 while dashed curves to ω = 0.5∆. (b) Frequency
dependence of ESE and OTE pair magnitudes in the normal region of a very short SNS
junction at φ = 0 (left) and φ = pi (right). Inset: Lowest ABSs as a function of φ. Reprinted
figure with permission from [J. Cayao and A. M. Black-Schaffer, Phys. Rev. B 96, 155426
(2017)] Copyright (2017) by The American Physical Society.
The emergence of odd-ω correlations in 2D TIs can be understood based on a sim-
ple low-energy effective Hamiltonian for the 1D metallic edges with spin quantization
along the z-axis:
H1Dedge = vF pxτ0σz − µτzσ0 +∆(x)τyσy , (9)
expressed in the basis (ψ↑, ψ↓, ψ
†
↑, ψ
†
↓) and where σi and τi are the ith Pauli matrices
in spin and Nambu spaces, respectively, and ∆ is the order parameter induced by
proximity to a superconducting region. In what follows, the order parameter ∆(x)
is assumed to vanish when the helical edge is coupled to a normal region N and is
assumed to take on a finite value when coupled to a superconducting region S. We
here discuss cases where an NS and short SNS junction are formed along the 1D edge.
The helical nature of the metallic edge states can be seen from the energy-
momentum dispersion of Eq. (9) and is also shown in Fig. 5(a,b). In the normal
state (∆ = 0) the energy levels of these edges disperse linearly with momentum and
the direction of the spin (up/down) is locked with the direction of the momentum
(right/left), as seen in Fig. 5(a). When these edges are coupled to a superconducting
region (∆ 6= 0) a gap opens at the Fermi momenta mixing the electron and hole
branches with different spins, as depicted in Fig. 5(b). Moreover, it has been theo-
retically and experimentally found that a consequence of helicity in NS junctions at
the metallic edge is that NRs (or equivalently backscattering) are forbidden and only
perfect (local) AR occurs for energies within the superconducting gap [93, 197, 198].
Before proceeding further, we observe that the second term in Eq. (8) and the first
term in Eq. (9) have the same structure and linear momentum dependence. The linear
momentum term in Eq. (8) was crucial for the generation of spin-triplet correlations
in junctions with Rashba SOC discussed in the previous section, and therefore natu-
rally, spin-triplet correlations are also expected for the 1D helical edge in Eq. (9).
The pair amplitudes for NS and SNS junctions for Eq. (9) have been calculated
based on the scattering Green’s function approach in Ref. [109], as discussed in pre-
vious sections. We here focus on their main findings and refer to the original work for
explicit analytical expressions and details of the calculations.
For an NS junction located at x = 0 there is a coexistence, at the interface, of pair
amplitudes in all symmetry classes in Table 1, i.e. ESE, OSO, ETO, and OTE. In this
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case the ESE and OSO amplitudes emerge due to spatial symmetry breaking as in
NS junctions with normal metals discussed in Section 3. The spin-triplet correlations
(ETO, OTE) correspond to mixed spin-triplet, as in the case of Rashba nanowires,
but here they emerge due to the helicity of the 1D metallic edge of 2D TIs. The
metallic edge thus allows for mixing different spin states without magnetism. Since
NRs are forbidden, due to helicity, ARs are the sole contributors to this coexistence
of all pairing classes at the interface.
In terms of the pair amplitudes in the S region, bulk terms with both ETO and
ESE symmetries exists, as in junctions with Rashba SOC discussed in the previous
Section. The emergence of the ETO correlations in the bulk is also consistent with
Refs. [106, 179, 199, 200]. Additionally, near the interface (I) within the S region,
the pair amplitudes acquire contributions from all the symmetry classes (ESE, OSO,
ETO, OTE) due, entirely, to AR processes. Interestingly, locally in space x = x′,
only the interface pairings with ESE and OTE symmetry are finite and given by
fr,E0,I (x, ω) = [−a2(ω)/(2ivF)]e−2κ(ω)xB(ω) and fr,O3,I (x, ω) = [−a2(ω)/(2ivF)]e−2κ(ω)x.
Here, a2 = e
−iη(ω) is the AR coefficient, η(ω) = arcos(ω/∆), vF is the Fermi velocity,
κ(ω) =
√
∆2 − ω2/vF, and B(ω) is a frequency dependent coefficient. The spatial
behavior of these terms is shown in the bottom panel of Fig. 6(a). They are finite
due to the strong spin-momentum locking of 2DTIs, where counter-propagating edge
modes carry opposite spin. This is in stark contrast to Rashba nanowires where all
such local spin-triplet terms vanish. Moreover, at low frequencies, the OTE amplitude
is clearly the dominant pairing channel. We also note that in the helical edge the
interface pair amplitudes within S decay exponentially into the bulk but without any
oscillatory behavior, unlike the junctions with Rashba nanowires.
The LDOS was also investigated in Ref. [109] for this setup which, for |ω| < ∆, has
the form ρ(x, ω)(1/pivF)e
−2κ(ω)x in the S region, shown in the top panel of Fig. 6(a).
For the same range of frequencies, |ω| < ∆, the AR coefficient is maximized a2 = 1,
and, therefore, by simple inspection we notice that the OTE amplitude and LDOS
exhibit the same spatial dependence, suggesting a strong connection between these
two quantities, as also seen by the enhancement close to the interface in S in Fig. 6
(a). We here also emphasize that the AR coefficients can be obtained directly from the
conductance G = 2e2/h(1+ |a|2). Hence, these two well-established [195,196,198,201]
experimental observables, LDOS and conductance, allow for a simple determination
of the pair amplitudes, which can otherwise be notoriously hard to obtain.
We next turn our attention to the case of a helical edge coupled to a short SNS
junction. In this setup, all pairing classes discussed above are similarly induced but
now with a strong dependence on the phase difference across the junction, φ, which
also relates the pair amplitudes to the emergence of ABSs [109, 112]. This can be
understood from the fact that ARs are the only processes that determine the induced
pairing at the interfaces and they also reflect the emergence of ABSs [92, 202]. This
relationship is illustrated in Fig. 6(b), where ESE and OTE magnitudes are plotted in
the N regime in short junctions. In short SNS junctions, the ABSs energy levels are
given by ω±(φ) = ±∆cos(φ/2) and exhibit a 4pi periodicity due to the zero-energy
crossing at φ = pi, which is protected by time-reversal symmetry [92,93,200,202,203].
The zero-energy ABS is its own charge-conjugate state and corresponds to a MZM
which is twofold degenerate. Interestingly, the special features of ABSs are captured
in the form of resonances in the pair magnitudes, as shown in Fig. 6(b). Indeed, at
φ = 0, the OTE amplitude is zero and the ESE reveals the gap edges which merge with
the continuum. On the other hand, at φ = pi, ESE pairing vanishes and OTE pairing
exhibits a resonance peak at ω = 0. The vanishing of the OTE (ESE) amplitude at
φ = 0(pi) results from destructive interference processes in the N region. Remarkably,
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Fig. 7. (a) FS and FSF junctions at the helical edge of a 2D TI, with the F regions are
located at x1 and x1,2, respectively. The length of F is 2δ, while the S region have length d.
(b) Non-local conductance for FS (blue) and FSF (red) as a function of the bias between F
and S, V1. A positive signal in the non-local conductance indicates an excess of CAR over
ET. Black dotted line shows the conductance in the absence of any ferromagnetic impurity.
Reprinted figure with permission from [F. Cre´pin, P. Burset, and B. Trauzettel, Phys. Rev.
B 92, 100507(R) (2015)] Copyright (2015) by The American Physical Society.
the conditions for the resonance peak in OTE pairing at φ = pi correspond exactly to
the protected zero-energy crossing of the ABSs [109,112].
While the above discussions of odd-ω pairing were performed using a low-energy
continuum model to describe the helical edges of a 2D TI coupled to a superconductor,
similar results have also been found using lattice models. Specifically, in Ref. [110] the
emergence of odd-ω pairing was explored using a lattice model describing a buckled
2D honeycomb lattice proximity-coupled to a conventional s-wave superconductor.
In that work, the authors studied both the topologically trivial regime in which bulk
2D odd-ω pairing can be realized, as well as the low-doping regime in which the low-
energy states are localized along the edges. In the latter regime, odd-ω pairing was
actually found to emerge generically at the helical edge even in the absence of a NS
or SNS junction along the edge. Instead, a finite gradient in ∆ emerges naturally at
the edges of buckled honeycomb lattices due to the sublattice structure at the edge
termination, in agreement with earlier work showing how odd-ω pairing appears for
finite gradients in TI surface and edge states [104].
5.1 Equal-spin triplet pairing
So far, in this section we have focused on the emergence of odd-ω pairing due to the
helicity of the metallic edges of 2D TIs but explicitly in the absence of magnetism.
However, a crucial requirement for superconducting spintronics are equal-spin triplet,
or spin-polarized, pair correlations, which have largely been discussed in context of
FS junctions [88–91]. When the edge of a 2D TI is also in proximity to a ferromagnet
(F) as depicted in Fig. 7(a), NR and crossed AR (CAR), which would be otherwise
suppressed by helicity, are allowed. The authors of Refs. [108,112] have demonstrated
that, in FS junctions equal-spin triplet OTE pairing can appear as a result of equal-
spin CAR, in addition to the spin-singlet and mixed spin-triplet correlations already
discussed. This occurs because, in a CAR process, a right moving electron from the
left lead can be converted into a right moving hole with the same spin in the right
lead, see Fig. 7(a), which corresponds to a Cooper pair being injected in the equal-
spin channel [204, 205]. As a consequence, CAR processes directly probe the pairing
induced by the proximity of F. CAR can be measured in the non-local conductance,
which, in general, is given by G21 = (e
2/h)(CAR− ET ), where ET denotes electron
18 Will be inserted by the editor
(a)
(b)
Fig. 8. (a) Two pairs of 1D metallic edges of a 2D TI are coupled through a quantum point
contact, with the left region containing proximity-induced conventional superconductivity
(SC) and each edge is coupled to separate contacts 1-4. At the quantum point contact,
t0 and tc correspond to the strength of the two different time-reversal invariant scattering
processes across the edges. (b) Non-local conductance G21 between contacts 1-2 as a function
of t0 = tc = t and frequency ω. A positive non-local conductance gives dominant CAR,
which signals the emergence of equal spin OTE pairing. Reprinted figure with permission
from [C. Fleckenstein, N. Traverso Ziani, and B. Trauzettel, Phys. Rev. B 97, 134523 (2018)]
Copyright (2018) by The American Physical Society.
transmission processes which might mask the effect of CAR. The authors of Ref.
[108] showed that although CAR and ET compete in the non-local conductance, in
FSF junctions CAR can be enhanced over ET. Therefore, a positive value of G21
from dominating CAR as in Fig. 7(b) also signals the emergence of equal spin OTE
pairing. Moreover, recent advances suggest that CAR can also be experimentally
obtained from differential conductance measurements [206, 207]. Similarly, in SFS
junctions, large equal-spin OTE amplitudes have been predicted to emerge at the
energies associated with the Andreev bound states, where a finite phase difference φ
and magnetization are crucial both crucial ingredients [112].
It is here important to note that, while we have already discussed methods for
generating pair amplitudes in all of the symmetry classes of Table 1, the only methods
we have discussed so far for realizing equal-spin triplet pairing have relied on the
presence of a magnetic field. However, it has recently been proposed that equal-spin
OTE correlations can also be realized using a quantum point contact connecting
the two opposing helical edges of a 2DTI and with proximity-induced conventional
spin-singlet s-wave superconductivity [114], as depicted in Fig. 8(a). In this setup,
the generation of equal-spin OTE pairing is possible due to the presence of spin-
conserving backscattering and forward scattering that breaks axial spin symmetry,
with both processes being time-reversal invariant across the edges. Interestingly, the
authors were able to correlate the CAR process between contacts 1 and 2 in Fig. 8
with non-local odd-ω equal-spin triplet pairing . The authors of Ref. [114] predicted
that this effect can be seen in the non-local conductance G21 = (e
2/h)(CAR− ET ),
similar to the proposal discussed in previously for the FS and SFS junctions. They also
showed that the magnitude of ET per channel can be reduced in this setup, allowing
the CAR to dominate over the ET contribution. Thus a positive signal in the non-local
conductance, as shown in Fig. 8(b), corresponds to the presence of equal-spin OTE.
This geometry has recently been fabricated with initial measurements reported [208],
although signatures of OTE still remain to be measured.
We conclude this section by stressing that the superconducting junction geometries
discussed here have been fabricated, experimentally, and well-characterized [102,195,
196, 198, 201]. Therefore, all experimental prerequisites for the study of odd-ω pair
correlations in these systems have already been met.
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6 Odd-ω pairing and Majorana zero modes
In the previous two sections we discussed the generation of odd-ω spin-triplet correla-
tions which relied on Rashba SOC in 1D nanowires and helicity in the metallic edges
of 2D TIs, respectively. These systems are both highly relevant for the realization of
1D topological superconductivity. In this section we focus on the deep relationship
between odd-ω pairing and the MZMs which are predicted to emerge as boundary
modes in many topological superconductors. In fact, as we will discuss, not only is
it possible for the same system to realize both odd-ω pairing and MZMs, the ap-
pearance of MZMs is always accompanied by odd-ω pairing. This further highlights
the fundamental relationship between odd-ω pairing and topological superconducting
phases, and implies that any unambiguous signature of MZMs can also be used to
identify odd-ω pairing.
MZMs, or more generally Majorana fermions, are fermionic particles which are
their own antiparticles, i.e. their creation and annihilation operators are equal, γ = γ†
[209]. While Majorana fermions were originally discussed in the context of high-energy
particle physics, similar states have also been shown to emerge in condensed matter
systems. Notably, zero-energy modes with this characteristic, i.e. MZMs, emerge in the
1D Kitaev model, which consists of a 1D chain of spinless fermions with p-wave pairing
[96]. More specifically, the Kitaev model exhibits a topological superconducting phase
in which two MZMs, γ1 and γ1, emerge at the two ends of the system. The magnitudes
of the wavefunctions for these modes decay exponentially into the bulk [96]. For
finite length chains this implies a finite spatial overlap between the MZMs residing
at opposite ends of the system, leading to a hybridization of the MZMs into non-
Majorana quasiparticles of finite energy [210–213]. However, if the two modes γ1,2 are
far enough apart, then the Majorana condition, γi = γ
†
i , can be effectively satisfied
and the modes also appear at zero energy. Since the operators γi for the MZMs are
real and highly localized, this implies that, together, a pair of MZMs defines a single
highly non-local complex fermion, c = (γ1 + iγ2) /
√
2.
Crucially, the Kitaev model is not just a toy model but holds experimental rele-
vance as an effective model for some superconducting heterostructures [93–95, 214].
One promising proposal utilizes a combination of 1D nanowires with Rashba SOC,
conventional spin-singlet s-wave superconductivity, and a magnetic field that drives
the system into a topological phase [94,95]. Other proposals for MZMs in 1D combine
conventional superconductivity with either metallic edges of 2D TIs [93] or 1D chains
of magnetic atoms [214]. Recent experiments have measured several predicted sig-
natures of MZMs; however, experimental challenges remain regarding the conclusive
discrimination between the topological superconducting phase and the trivial phase
and thus the existence of MZMs [99–102,215].
To see that odd-ω pairing and MZMs must be related, we begin by noting that, by
inspection of the Majorana condition, γ = γ† [209], it is clear that the normal (g) and
anomalous (f) propagators for an MZM are the same, g(ωm) = f(ωm). Furthermore,
since they are associated with a quasiparticle at zero energy, we directly get [216]
f(ωm) =
1
iωm
(10)
where ωm is the Matsubara frequency. Therefore, the pair amplitude f for an iso-
lated MZM is necessarily odd in frequency and divergent at low frequencies ωm, as
discussed in Refs. [217–219]. With this intrinsic relationship in mind, we now dis-
cuss the connection between odd-ω pairing and MZMs in models describing realistic
systems.
The relation between MZMs and odd-ω pairing was initially studied in disordered
finite length NS junctions based on nanowires with Rasha SOC in proximity to con-
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Fig. 9. (a) 1D nanowire with Rasbha SOC and under a Zeeman field B in contact with a
superconductor and an insulator. The left region of the nanowire contains a finite disordered
section of length L. (b) The normal Green’s function g↑↑ (black solid curve) and equal-spin
pair amplitude f↑↑ (red dashed curve) at zero energy (E = 0) inside of the finite disordered
segment (site j = 10) as a function of the Zeeman field B. In the topological phase, marked
by the yellow region, g↑↑ and f↑↑ exhibit a sharp increase due to the MZM. Reprinted figure
with permission from [Y. Asano and Y. Tanaka, Phys. Rev. B 87, 104513 (2013)] Copyright
(2013) by The American Physical Society.
ventional s-wave superconductors, as depicted in Fig. 9(a) [220]. The authors showed
that the spin-polarized OTE amplitude f and the normal Green’s function g in the
middle of N exhibit a fast increase as soon as the S region enters the topological
phase, as illustrated in Fig. 9(b). This occurs due to a strong relation between the
OTE amplitude and the normal Green’s function in the topological phase, which the
authors showed to be fr(x, x′;ω) = ieiφgr(x, x′;ω), where gr(x, x′;ω) is the normal
propagator. Furthermore, equal-spin OTE pair correlations were found to survive
long distances in N despite the disorder [218, 220], as their s-wave nature provides
a robustness against disorder. This long-distance proximity effect coincides with the
appearance of a zero-energy peak in the LDOS, due to the emergence of a MZM at
the NS interface [218,220].
As seen above, the odd-ω pairing in 1D Rashba SOC nanowires is clearly en-
hanced whenever MZMs are present. However, since MZMs only emerge at interfaces
of topological superconducting systems and we already know that OTE pairing can
appear at a variety of non-topological interfaces, it is natural to ask whether odd-ω
pairing should be attributed solely due to the emergence of MZMs. This issue was
recently addressed in ballistic NS and short SNS Kitaev-based junctions following the
same scattering Green’s function approach used in Sections 4-5 [144]. Focusing first
on the NS case, the authors of Ref. [144] show that in the N region, ETO and OTE
amplitudes (spin-singlet pairing cannot occur in the Kitaev model) are both large in
both the trivial and topological phases as they occur simultaneously due to AR, see
Fig. 10, although OTE dominates in the topological phase. In the S region the pair
amplitudes obtain contributions, both, from the bulk, with ETO symmetry, and the
interface, with ETO and OTE symmetries. The OTE amplitude in the S region of NS
junctions decays exponentially into the bulk and does notably not exhibit the 1/|ω|
dependence reported in previous works in the presence of an isolated MZM [217–219],
which was attributed to the wavefunction of the MZM having a finite width beyond
the interface [144]. Moreover, the interface terms arise due to both NR and AR, sim-
ilarly to Section 4, where AR allows the coexistence of both ETO and OTE pairings,
while NR only contributes to OTE pairing. In S, the interface ETO component is
always smaller than the OTE pairing due to the features of the ARs, as also seen
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Fig. 10. (a,b) Odd-ω (OTE) and even-ω (ETO) (c,d) pair amplitudes as a function of the
chemical potential in S, µ, and frequency for NS Kitaev junctions in both the N and S regions.
In general, both pairings coexist but with larger OTE in the topological phase. Vertical red
dashed line indicates the topological phase transition, while the solid blue and dotted black
curves show the behavior of the energy gaps in the topological and trivial phases. Adapted
from Ref. [144].
in Fig. 10. This implies that the MZM induces large OTE correlations [144], consis-
tent with the universal spin-triplet superconducting correlations of MZMs found in
Ref. [221]. Despite the fact that these are junctions with p-wave superconductors, the
coexistence of ETO and OTE amplitudes is mediated by the AR, similar to junctions
with s-wave superconductors [106, 109, 118]. Since the AR can be obtained from the
LDOS or conductance measurements [165,174,175,177,178], these results can be used
to characterize the OTE pairing, provided NRs are reduced e.g. in high-transparency
junctions.
Next, considering the topological phase of short SNS Kitaev junctions, both ETO
and OTE pair amplitudes capture the emergence of the topological Andreev bound
states [144], as displayed in Fig. 11. Exactly at φ = pi only the OTE pairing develops
a divergence (∼ 1/|ω|). This coincides with the zero-frequency crossing at φ = pi in
topological short SNS junctions which is protected by the conservation of the total
fermion parity and signals the emergence of two MZMs at the junction [96,222,223].
Notice how the ∼ 1/|ω| behavior of the OTE pairing for SNS junctions is distinct
from NS junctions, where the OTE pairing does not diverge at low-frequencies despite
the presence of MZMs [144]. Away from φ = pi, the OTE amplitude exhibits a linear
dependence (∼ ω). This result is consistent with the recent results in Ref. [219], which
suggests the OTE amplitude in this system can be written as f ≈ Z/ω + Bω [219],
where the first (second) term corresponds to the system with (without) MZMs at
φ = pi (away from φ = pi). In fact, the authors of Ref. [219] show that Z and
B are physical bulk quantities that allow the characterization of the odd-ω pairs
accumulated at the boundary, giving rise to a frequency dependent, or spectral, bulk-
boundary correspondence. We conclude by stressing that odd-ω pairing exists even
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Fig. 11. (a,b) Even-ω (ETO) and odd-ω (OTE) pair magnitudes in the topological phase
of short SNS Kitaev junctions as a function of frequency and phase difference φ. Bright
areas in (a,b) coincide with the emergence of topological ABSs. (c,d) Frequency dependence
of ETO (dashed blue curve) and OTE (solid red) magnitudes for fixed φ. Notice that the
OTE magnitude in (d) exhibits a sharp peak at zero frequency due to MZMs. Adapted from
Ref. [144].
without MZMs simply due to spatial parity breaking of the order parameter ∆(x) at
interfaces; however, in the presence of MZMs, odd-ω pairing is significantly enhanced,
although not always with a divergent behavior.
There also exist another type of system in which odd-ω pairing and topology
have been shown to meet: double wires with Rashba SOC proximity-coupled to a
conventional superconducting substrate [116]. This system is particularly interesting
because it can enter a topological phase if the induced interwire pairing dominates,
corresponding to dominant CARs [224]. In this regime Majorana Kramers pairs, or
even parafermions if the system is interacting, can be induced. The generation of
odd-ω correlations are allowed due to the additional degree of freedom offered by the
wire index [116, 141]. The authors of Ref. [116] showed that odd-ω pairing acquires
huge values, irrespective of both the spin and spatial symmetries, if topological su-
perconductivity is realized. This device has recently been fabricated and CAR has
also been measured [225], which represents an exciting preliminary advance towards
the characterization of odd-ω correlations in this setup.
6.1 Majorana devices
The close connection between MZM and odd-ω pairing has recently been utilized to
propose devices where odd-ω pairing is explicitly measured or induced using MZMs.
For example, in Ref. [226] it was recently proposed that MZMs can be used to directly
probe odd-ω pairing. Such a protocol, termed Majorana STM and shown schemat-
ically in Fig. 12, takes advantage of the inherently odd-ω nature of MZMs together
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Fig. 12. Majorana STM tip tunnel coupled to a quantum dot (QD) via tσ which acquires
pair correlations from an unknown superconductor SC. The setup only registers a current
flow when the unknown SC has components of equal-spin OTE symmetry. Reprinted figure
with permission from [O. Kashuba, B. Sothmann, P. Burset, and B. Trauzettel, Phys. Rev.
B 95, 174516 (2017)] Copyright (2017) by The American Physical Society.
with the Josephson effect. In this setup, a single MZM is used as an STM tip. Here
the end of a 1D topological superconductor can be used to generate the single MZM,
as discussed in the beginning of this section. When placed near the surface of an un-
known superconductor, this device would detect a finite Josephson current between
the tip and the superconductor if and only if the unknown superconductor possessed
equal-spin OTE symmetry, which is the same pair symmetry of MZMs. If instead the
unknown superconductor has a different pair symmetry, the current flow is completely
suppressed due to different symmetries of the involved correlations.
Another recently proposed device linking odd-ω pairing and MZM was recently
proposed in Ref. [217], where a bulk 1D odd-ω superconductor was predicted to
emerge by coupling an array of MZMs to a spin-polarized wire (SPW), as shown
schematically in Fig. 13(a). Since MZMs are spin-polarized, using a SPW simplifies
the coupling between MZMs and the wire. This proposal was motivated by the fact
that an isolated MZM exhibits purely odd-ω pairing, as discussed above, which could
be induced by a proximity effect into a different system. For example, if we consider
a pair of MZMs with energy splitting δ, with only one MZM coupled to a single
quantum dot (QD), the induced pair amplitude in the QD is given by [227]
f(iωm) =
i
2
ωmΓ
2
ω4m + (δ
2 + 2 + |Γ |2)ω2m + δ22
(11)
where  is the QD energy level and Γ is the coupling strength of a single MZM to the
QD. Hence, a MZM induces only OTE pairing, which is a consequence of the QD not
having any spatial degrees of freedom. Next, if the single MZM is instead coupled to
a SPW, as suggested in Ref. [217], the pair amplitude induced in the SPW becomes
f(x, x′; iωm) = −Teh m
2
|p0|2 e
i sgn(ωm)[p0|x|−p∗0 |x′|] (12)
where p0 =
√
2m(µ+ iωm)/~2, µ the chemical potential in the SPW, Teh = −(iωm/D)Γ 2
is odd in frequency, and D is an even function of ωm, whose explicit expression can be
found in Ref. [217]. Here observe that Eq. (12) exhibits translation-invariance break-
ing due to the MZM, reflected in the exponential term, which mixes electron (p0) and
hole (p∗0) wavevectors with different spatial coordinates x and x
′. This is similar to
the situation in Section 3 for NS junctions. Still, locally in space, at x = x′, the pair
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Fig. 13. (a) Array of MZMs (red filled spheres) coupled to a spin polarized nanowire (SPW).
The separation between nearest MZMs is a. OTE correlations are induced in t he SPW
and a 1D odd-ω bulk superconductor can emerge. (b) Unlike conventional superconductors,
the odd-ω superconductor exhibits a paramagnetic Meissner effect. Reprinted figure with
permission from [S. P. Lee, R. M. Lutchyn, and J. Maciejko, Phys. Rev. B 95, 184506
(2017)] Copyright (2017) by The American Physical Society.
amplitude in Eq. (12) is purely odd in frequency with OTE symmetry, in agreement
with the QD case given by Eq. (11). However, non-locally, the parity mixing term
results in a single MZM coupled to the SPW inducing a coexistence of ETO and
OTE [227]. This can be understood by writing the wavevectors p0 in the exponent of
Eq. (12) for large µ, and then for the exponent we obtain kF(|x|− |x′|) + i κ(|x|+ |x′|)
with κ = ωm/(2µ), kF =
√
2mµ/~2. This allows the coexistence of ETO and OTE
correlations, which decay exponentially with a decay length given by κ−1 and exhibit
oscillations given by kF. At low frequencies the decay of both amplitudes is then slow
and they spread in space over large distances. Locally in space, however, only OTE
correlations survive.
Finally, when a whole array of MZMs is coupled to the SPW, as in Ref. [217],
a 1D odd-ω superconductor is realized as each MZM locally induces purely OTE
correlations. Non-locally in space, of course, the ETO pairing is still finite but, in
general, smaller than OTE pairing [227]. An interesting property of this odd-ω su-
perconductor is that its Meissner effect has a larger paramagnetic than diamagnetic
contribution. In the paramagnetic Meissner effect the magnetic flux is enhanced in-
stead of screened by the induced supercurrent, as schematically shown in Fig. 13(b).
The authors of Ref. [217] showed that this paramagnetic contribution implies that
the superfluid density is negative for the SPW. This view seems to be in agreement
with previous studies, where a paramagnetic Meissner effect has been associated with
odd-ω correlations [27,81].
Another example demonstrating the relation between odd-ω pairing and MZMs
was recently investigated in the Sachdev-Ye-Kitaev (SYK) model [228]. The SYK
model consists of N interacting MZMs, where the interactions between MZMs are all-
to-all and completely random [229,230]. The SYK model can be realized in a system
of 1D nanowires as MZMs emerge at their ends [231]. In Ref. [228] a non-interacting
single-state QD was considered randomly coupled to the MZMs and solved in the large
N limit, for low frequencies. Interestingly, the Green’s function in the QD acquires
anomalous terms given by f(iωm) = [λ
2Gγ(iωm)]/[
2 − iωm[iωm − 2λ2Gγ(iωm)]],
where Gγ = −ipi1/4sgn(ωm(J |ωm|)−1/2), λ characterizes the variance of the couplings
between the MZMs in the SYK model and the QD, J describes the variance of the
interactions between MZMs, and  is the QD energy. Thus the anomalous propagator
f hosts an odd-ω pair amplitude. This behavior is similar to the pair amplitude for a
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MZM when coupled to a QD, as we can see by comparing it with Eq. (11). Moreover,
the author of Ref. [228] stresses that the absence of a gap in the presence of this pairing
indicates the emergence of gapless superconductivity in zero dimensions [232–234].
To summarize this section, we have seen that, although odd-ω pairing can be
present in the topologically trivial phase, in which MZMs are absent, when MZMs are
present the system necessarily hosts odd-ω correlations and the magnitudes of these
correlations can be greatly enhanced by contributions related to the MZMs. Therefore,
any signature of MZMs directly implies the emergence of odd-ω pairing [99–102,215].
7 Concluding remarks
In this work we have reviewed some recent advances in the study of odd-ω pair
correlations in 1D systems with proximity-induced superconductivity. In particular,
we focused on systems that hold relevance for 1D topological superconductivity, such
as nanowires with Rashba SOC and the metallic edges of 2D TIs. We also highlighted
the deep connection between odd-ω pairing in these systems and the Majorana zero
modes (MZMs) which emerge at their boundaries the topological phase.
First, we provided a basic introduction to the symmetry classification of Cooper
pairs based on the constraints imposed by Fermi-Dirac statistics. For the systems
considered in this review, four symmetry classes are possible: even-ω spin-singlet even-
parity (ESE); even-ω spin-triplet odd-parity (ETO); odd-ω spin-singlet odd-parity
(OSO); and odd-ω spin-triplet even-parity (OTE). We then proceeded to illustrate
the way in which the odd-ω amplitudes can emerge in spin-degenerate 1D systems
forming NS and SNS junctions. Importantly, the presence of an interface leads to
frequency-dependent pair amplitudes, through Andreev reflection processes, with the
breaking of spatial translation-invariance facilitating a mixing of the spatial parities
within these amplitudes. This combines to generate odd-ω pairing, even in the absence
of spin-dependent fields such as magnetism.
Next, we showed that for nanowires with strong Rashba SOC and proximity-
coupled to conventional superconductors, the presence of the SOC term leads to
odd-ω mixed-spin triplet correlations in the nanowire, in addition to the odd-ω spin-
singlet amplitudes induced already in the spin-degenerate case. In fact, with strong
SOC, pair amplitudes belonging to all four of the allowed symmetry classes for Cooper
pairs can be realized in these systems. The relationship between these induced pair
amplitudes and the normal and Andreev reflection coefficients was highlighted, expos-
ing that the proximity-induced pair amplitudes can be characterized by conductance
measurements. We then discussed the case of odd-ω pairing in the helical edges of 2D
TIs coupled to conventional superconductors, pointing out the similarities and differ-
ences between this case and that of Rashba SOC nanowires. Similar to the situation in
Rashba SOC nanowires, all of the possible symmetry classes can be realized in these
helical edges, and their amplitudes can be characterized, directly, using conductance
measurements. Notably, for helical edge modes, by engineering a quantum point con-
tact between the two edges, also odd-ω equal-spin triplet pairing can be generated
without the use of magnetic materials. This will undoubtedly motivate future work
towards applications in superconducting spintronics without the necessity to engineer
complicated magnetic structures.
We also elaborated on the relationship between odd-ω pairing and MZMs. After
a brief introduction to MZMs, we noted that the anomalous propagator, and thus
the pair amplitude, for a MZM is simply f = g = 1/ω, since the Majorana cre-
ation and annihilation operators are equal to one another and the MZM is pinned
to zero energy. Thus pair correlations associated with MZMs are necessarily odd-ω
amplitudes. We then discussed various works further investigating this connection
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in models of real systems, including proposals to utilize MZM to detect or engineer
odd-ω superconductors.
Throughout this review we have also discussed various experimental methods for
characterizing odd-ω pair amplitudes. Notably, these included: zero-bias peaks in the
local density of states, direct measurements of the Andreev reflection coefficients us-
ing the conductance, as well as Majorana scanning tunneling microscopy and the
paramagnetic Meissner effect. While each of these signatures provides a clear cut
way of discerning whether or not odd-ω pairing exists in the system, they are all
system-dependent. As far as we know, none of these tools provides an unambigu-
ous direct measurement of all kinds of odd-ω pair amplitudes in a generic system.
Therefore, further studies on direct probes of the symmetries of Cooper pairs are
still highly desirable, where dynamical protocols may be necessary to resolve the
frequency-dependence. Moreover, as stressed at the end of Sec. 5, the superconduct-
ing junction geometries discussed there are already under active investigation and all
experimental prerequisites for the study of odd-ω pair correlations in those systems
have been met. Given that these systems, as well as most junctions discussed through-
out this review, possess a variety of interesting properties that can be easily tuned,
we expect that the search for applications of odd-ω pairing in these 1D systems will
continue to be an active area of investigation for the foreseeable future.
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