ABSTRACT Due to the vital role of the aberrant DNA methylation during the disease development such as cancer, the comprehension of its mechanism had become essential in the recent years for early detection and diagnosis. With the advent of the high-throughput technologies, there are still several challenges to achieve the classification process using the DNA methylation data. The high-dimensionality and high-noisiness of the DNA methylation data may lead to the degradation of the prediction accuracy. Thus, it becomes increasingly important in a wide range to employ robust computational tools such as feature selection and extraction methods to extract the informative features amongst thousands of them, and hence improving cancer prediction. By using the DNA methylation degree in promoters and probes regions, this paper aims at predicting cancer with a hybridized approach based on the feature selection and feature extraction techniques. The suggested approach exploits a filter feature selection method called (F-score) to overcome the high-dimensionality problem of the DNA methylation data, and proposes an extraction model which employs the peaks of the mean methylation density, the fast Fourier transform algorithm, and the symmetry between the methylation density of a sample and the mean methylation density of both sample types normal and cancer as novel feature extraction methods, in order to accurate cancer classification and reduce training time. To evaluate the reliability of our approach, The naïve base, random forest, and support vector machine algorithms are introduced to predict different cancer types like: breast, colon, head, kidney, lung, thyroid, and uterine with and without the hybridized approach. The results show that, the classification accuracy improves in all most cases and it also proves the reliability indirectly.
I. INTRODUCTION
The interest in cancer disease has grown dramatically during the past decades. It was reported that, the epigenetic biomarkers which refers to heritable alterations of gene expression without affecting the DNA sequence, can expand the risk of cancer [1] . Many researchers confirm that the most important epigenetic biomarker in the mammalian genome during cancer development is the DNA methylation [1] - [3] . The DNA methylation defines as a chemical modification that refers the addition of a methyl group (CH3) via DNA methyltransferase (DNMT) to the carbon 5 position of the cytosine nucleotide in the context of 5'-CG-3' (CpG dinucleotide) [4] . Therefore, comprehension the mechanism of the DNA methylation becomes major to detect cancer disease in early stage and thus increases treatment process. Recently, plenty of DNA methylation data are available for cancer prediction and biomarker identification; however, there are several challenges to achieve the cancer classification using these data. The high-dimensionality and high-noisiness of the DNA methylation data may affect the classification performance, where the number of data features is far higher than the number of samples, and most of these features are irrelevant to accurate cancer classification. Therefore, it becomes crucial to exploit a robust computational tool such as feature selection and extraction methods to achieve dimensionality reduction, while at the same time retain all the informative features to discriminate different tumor types. On the one hand, the feature selection technique is a process that selects a subset of features from the existing features set (the original features) without altering them, by removing features that are not relevant or are redundant, so that the dimensionality of the original features is optimally reduced. On the other hand, the feature extraction technique is a process that creates a set of new features based on the original features also without deleting them, by replacing the original features with new smaller features set through some functional mapping, and hence the learning algorithm is speeded up and the prediction accuracy is improved [5] . Thus, many recent researches applied the feature selection technique to select useful features and diagnosis tumor types [2] , [3] , [9] , and other researchers applied the feature extraction technique to extract new features and improve prediction accuracy [6] , [10] . However, despite considerable advancements that have achieved over these studies, they still have some shortcomings. The number of the selected or extracted features in most these works was so great (may reach the number of the existing samples), so that the process for obtaining these features is considered as time consuming task.
Consequently, a novel approach is proposed in this article based on the DNA methylation degree in two different regions promoters and probes, in which the feature selection and extraction techniques are hybridized to predict different tumor types such as: Breast, Colon, Head, Kidney, Lung, Thyroid and Uterine, using a less number of features in order to speed up and improve prediction accuracy. The hybridized approach between the feature selection and feature extraction techniques decreases the number of features while at the same time retains all the discriminant features that can be used in cancer predication. The hybridized feature selection and extraction approach brings an efficient method that is so fast and accurate than using only the feature selection or extraction, where selecting a subset DNA methylation features from the huge amount of features (31195 features in promoters region and 485577 features in probes region) by applying only the feature selection methods may lead to loss some discriminant DNA features. Meanwhile, extracting new features set from the high-dimensionality and highnoisiness of the DNA methylation data by applying only the feature extraction methods may achieve lower predication performance and accuracy. Therefore, as the first stage in our proposed approach, a filter feature selection method named (F-score) is employed to reduce the high-dimensionality of the DNA methylation data, by getting rid of the data noises and selecting the most informative features (10% discriminative promoters and 1% discriminative probes). Afterwards, a novel feature extraction model is used to decrease number of the selected features and hence, improve prediction accuracy and reduce training time, by replacing the selected features with new smaller features set (less than 10 features). Firstly, the Kernel Density Estimation method is exploited in the suggested feature extraction model to extract only 512 features based on the selected features, subsequently, several novel feature extraction methods are utilized to create a new smaller features set such as: the peaks of the mean methylation density and the Fast Fourier Transform algorithm (FFT). Beyond that, for each sample type (normal or cancer), the proposed feature extraction model exploits the number of the methylation density peaks and the difference between maximum and minimum methylation density peak as newly feature extraction methods. Furthermore, to dive into the difference between the samples methylation density, the symmetry measure; between the methylation density of a sample and the mean methylation density of both normal and cancer samples; is employed as additional novel feature extraction method.
The reminder of this study is organized as follows. Section II introduces the related works, section III illustrates the attempted dataset and the methodologies used in this paper, section IV discusses the results of our experiments while the conclusion is given in section V.
II. RELATED WORK
Due to the cancer considers as one of the most deadly dieses world-wide, Many researchers have concentrated on the most significant cancer biomarkers ''the DNA methylation,'' and applied either the feature selection or feature extraction techniques on its huge data to increase predication accuracy, by obtaining the best features set that discriminate biological samples of different tumor types. The study presented by Wu et al. [3] is an example for the studies that have utilized the feature selection techniques. This study applied a three steps feature selection method according to the property of the clinical DNA methylation data, where the feature selection procedure of this research selected several gene biomarkers that are cancer-related and lymph node metastasis-related. The results of the presented procedure showed that the prediction accuracy was largely improved in detecting LN metastasis. Moreover, Baur and Bozdag [2] developed a novel feature selection algorithm based on sequential forward selection to compute gene centric DNA methylation using probe level DNA methylation data. The results of the proposed algorithm with the K-Nearest Neighbors classification performed better than other algorithms based on all metrics, where it was able to predict the expression of the certain genes with high accuracy using only DNA methylation data. The results also showed that those DNA methylation-sensitive genes were enriched in Gene Ontology terms related to the regulation of various biological processes. Kaur and Kalra [7] confirmed the importance of utilizing feature selection to predict various diseases like breast cancer, lung cancer, heart disease etc. by selecting only the useful features from the entire features set. The study gave a comparison of accuracy and efficiency achieved by different feature selection methods such as F-score, Genetic Algorithm, K-means, ReliefF and SVM-RFE, where the results showed that SVM-RFE achieved the highest accuracy of 97% using support vector machine (SVM). Furthermore, the review presented by Singh and Sivabalakrishnan [8] also showed the significant of the feature selection algorithm for improving the classifier accuracy. This review demonstrated that, each feature selection algorithm has different behavior and its own advantages and disadvantages. The study confirmed that, feature selection algorithm is playing a major role in accurate classification of a large data, by selecting the relevant features and removing the irrelevant features which cause the degradation of the classification accuracy. The hybridization between the elimination approach of feature selection and a machine learning algorithm based on Random Forrest was found in [9] . This study aimed to build two stages computer-aided diagnostic system to distinguish benign breast tumor from malignant one, where the first stage of the proposed system conducted a data reduction process for learning algorithm of the second stage. The results of the proposed method of this study outperformed other studies where it obtained 99.82% and 99.70% classification accuracy in the test phase. In contrast, recent studies applied only the feature extraction techniques to speed up and improve prediction accuracy. For example, to predict colorectal cancer disease based on gene expression data, Liu et al. [6] introduced a feature extraction method named Optimal Mean based Block Robust Feature Extraction method (OMBRFE) to extract feature genes. The proposed feature extraction method in this work depended on singular value decomposition (SVD) to reduce the highdimensionality of the data. The results demonstrated that the OMBRFE is an effective method in identifying the feature genes and the extracted genes are verified to be closely associated with advanced colorectal cancer in clinical stage. In addition, Ren et al. [10] proposed a novel feature extraction method named iterative Pearson's correlation coefficient (iPcc) to accurate diseases prediction. This research defined a series of novel features for samples based on the gene expression profiles by iterative use of Pearson's correlation coefficient. In spite of the large amount of extracted features and time taken to obtain these features in this study; where the number of extracted features was equal to number of samples; The result of this work demonstrated that, the newly defined features can greatly improve the accuracy of the currently available clustering and classification algorithms, due to the latent structures between samples can be easily highlighted based on these newly defined features, even though many irrelevant genes are included in the original data.
III. MATERIALS AND METHODS

A. DATASET
In this study, we conducted experiments on a dataset of large collection of cancer methylomes obtained from the public funded project TCGA (The Cancer Genome Atlas) that aims to catalogue and discover major cancer-causing genomic alterations, to create a comprehensive ''atlas'' of cancer genomic profiles. This project utilizes different platforms to provide comprehensive analysis and global information of cancer genomics. In our dataset, the platform of the Infinium HumanMethylation450 Bead-Chip (450K array) is used that includes >480,000 CpG site probes, and depends on the conversion of methylated cytosine into thymine by sodium bisulfite treatment. This platform was released by Illumina (CA, USA) in 2011, as an updated version of the previous Infinium HumanMethylation27 Bead-Chip (27k array), where only 27,578 probes were included. The dataset was downloaded from Max Planck Institute for Informatics (MPI) with size 35 GB for 4034 cancer and normal tissue samples. The downloaded dataset was supported with a software tool developed at the MPI named ''RnBeads'' [11] . This software package is an R package for the comprehensive analysis of various types of genome-wide DNA methylation data with single base-pair resolution, and yields detailed hypertext reports and interpretation of the DNA methylation data. As listed in table 1, the dataset contains several types of cancer: blood, breast, intestinal, brain and other types of cancer. The degree of DNA methylation that extracted from the regions: 31195 promoters, 31033 genes, 485577 probes and 26662 CpG Islands quantified numerically as values.
B. DNA METHYALTION ANALYSIS AND CLASSIFICATION
This section explores the behavior of DNA methylation in the used dataset, and demonstrates the difference of its degree in numerous normal and cancer samples of different tissues. We analyze the DNA methylation behavior in all tumor types except the types that doesn't have enough normal samples such as: Glioblastoma multiforme, Acute Myeloid Leukemia and Rectum adenocarcinoma.
In our experiments, the DNA methylation has been extracted from promoters and probes regions for the following tissues: Breast, Colon, Head, Kidney, Lung, Thyroid and Uterine. Figures 1 and 2 show the DNA methylation of the promoters and probes regions respectively, where the first column of these figures demonstrates the density of the methylation degree in normal samples. Likewise, column 2 shows the density of the methylation degree in tumor samples. As shown in these figures, there is a clear difference in the level of methylation. According to this level, The DNA methylation can be divided into three levels; low level of methylation ''Hypomethylation,'' medium level of methylation and high level of methylation ''Hypermethylation.'' In promoters region, the density of the hypomethylation is more than the density of hypermethylation in both samples types (normal and cancer). This means that most of the genes in this region are hypomethylated ''active genes.'' By contrast, the most genes in probes region are hypermethylated ''silence genes,'' due to the density of hypermethylation is more than the density of the hypomethylation. In addition, by observing this point of view, the figures shown that there is a difference in both samples types between the density of hypomethylation and hypermethylation in most tissues, where the density of both methylation types (hypo and hyper) in the normal samples becomes lower in the cancer samples. However, this difference is not showing clearly in kidney and thyroid tissues.
1) PROMOTER REGION
A regularity region of DNA sequences that responsible for establishing transcription of a specific gene is called ''promoter region.'' These sequences are typically located near the transcription start sites of genes, on the same strand and upstream on the DNA (towards the 5' region of the sense strand). Promoters can be about 100-1000 base pairs long and it contains specific DNA sequences that are recognized by proteins known as transcription factors. These factors bind to the promoter sequences, recruiting RNA polymerase, the enzyme that synthesizes the RNA from the coding region of the gene. Figure 1 illustrates the behavior of DNA methylation of this region in Breast, Colon, Head, Kidney, Lung, Thyroid and Uterine tissue, where the variation of methylation density can be observed obviously through this figure in most tissues except in Kidney and Thyroid. The figure confirms that most genes promoters are active genes, due to the density of hypomethyation in this region exceeds the density of hypermethylation. Furthermore, by conducting a comparison between the normal and cancer samples, we found that the density of hypomethylation and hypermethylation in the normal samples becomes lower in the cancer samples. This is a clear difference between the methylation behaviors in gene promoters. The decreasing density of hypomathylation in the cancer sample means that the amount of methylation is increased in these regions, and thus all the respective genes are turned from active genes to silent genes. By contrast, the decreasing density of hypermathylation in a cancer sample means a decreasing amount of methylation; therefore all the respective genes in these regions are turned from silent genes to active genes.
2) PROBE REGION
A single-stranded DNA is called DNA probe. This region represents a small fragment of DNA ''usually 100-1000 bases long'' that used to predict the presence of complementary nucleotide sequences (the DNA target sequences). Our experiments on this region reveal that, the density of hypermwthylation is more than the density of hypomethylation, which means most of the probe genes are hypermethylated genes. Moreover, by conducting a comparison between the normal and cancer samples, the difference of methylation density between normal and cancer samples is come into the sight. As shown in figure 2, the density of hypo and hyper methylation in normal samples has been decreased in cancer samples. This alteration in methylation density has been occurred by decreasing the density of hypo and hyper methylation. The decreasing density of hypomathylation in the cancer sample means that the amount of methylation is increased; therefore all the respective genes are turned from active to silent genes. Meanwhile, the decreasing density of hypermathylation in a cancer sample means a decreasing amount of methylation; and thus all the respective genes in these regions are turned from silent genes to active genes.
3) CALSSIFICATION
During the last decades, accumulating evidence confirmed the significant of the classification process in the biology field; due to the capability of its algorithms that helps researchers and scientists to expand their knowledge and improves tumor diagnosis among different tumor types. Here we present the results of some classification algorithms of weka 3.8 that have been applied on the dataset such as Naïve Base, Random Forest, and SVM with 10-fold cross-validation procedures. These classification techniques utilized the DNA methylation degree to distinguish between normal and cancer samples. The following table 2 demonstrates the prediction accuracy and f-measure of Naïve Base, Random Forest, and SVM in promoters region respectively, and As shown in the above tables, we obtained efficient experiments results of the classification process. The results confirm and present the absolute evidence on the significant of utilizing the DNA methylation in tumor differentiation. However, in reality these experiments were very complicated and faced several limitations in its execution. The experiments suffered costly computations and it was time and memory consuming task, due to the limited number of samples compared to the huge number of DNA methylation features. For example, in promoters region, the size of the classification file for Breast tissue that contains 671 samples was 120 MB and it was a very time consuming task. Moreover, some classifiers required expanding the used memory to complete their classification task. Interestingly, all these obstacles due to the huge amount of features in the dataset samples, where the number of features in the promoters region is 31195 features in each sample. Hence, under these limitations, the process for applying classification experiments on the probes region that contains 485577 features has been considered too costly and impractical process. Consequently, in order to reduce the huge amount of features, there is a clearly needing for selecting and extracting the highly discriminative features of DNA methylation that are relevant to classification factors while at the same time achieving the same prediction accuracy or higher.
C. PROPOSED APPROACH
Our proposed approach is made for detecting cancer disease based on the methylated DNA promoters or probes. There are three main steps to be followed in this approach in which the feature selection and feature extraction techniques are hybridized to predict cancer disease using a less number of features (less than 10 features), in order to speed up the learning algorithm and improve prediction accuracy. The huge amount of the DNA methylation features in each sample (31195 features in promoters region and 485577 features in probes region) means that, the characteristic of the DNA methylation and its information that can be used in cancer prediction are distributed among these features, and hence selecting a subset features from the entire features set by applying only the feature selection methods may lead to loss significant informative features. Likewise, applying only the feature extraction method on the high-dimensionality and high-noisiness of the DNA methylation features may lead to the degradation of the prediction accuracy. Therefore, the hybridization between the feature selection and feature extraction techniques will bring a method that is more accurate and fast calculation than using only the feature selection or extraction. Consequently, as the first stage in our proposed approach, the feature selection method selects the most discriminative DNA methylation features (10% discriminative promoters or 1% discriminative probes) from the existing features set to optimally reduce dimensionality of the DNA features and get rid the irrelevant features. Afterwards, the feature extraction technique creates new smaller features set (less than 10 features) based on the selected features to speed up and improve predication accuracy.
Thus, the three steps of the proposed approach are: 1) the elimination approach of F-score feature selection method, 2) the proposed extraction model which involves two stages of the feature extraction, and 3) the classification process. Figure 3 shows the architecture of the proposed approach, where the first stage of the proposed extraction model uses the Kernel Density Estimation method to extract only 512 features based on the discriminant features set for the second stage, while the second stage of the proposed extraction model utilizes several novel feature extraction methods based on the mean methylation density to extract new smaller features set for the classification algorithm to finally predict cancer.
On the on hand, the maxima change (peaks) of the mean methylation density is used in the second stage of our model as a novel feature extraction method, where the mean methylation density peaks of all sample types normal and cancer are exploited to obtain the corresponding methylation changes for their indexes in each sample. In addition, in some tested tissues, the peaks number and the difference between the maximum and the minimum peak of the methylation density of a sample are employed as additional feature extraction methods. Furthermore, to enhance the extracted features and measure the uncertainty involved in their values, the entropy of the amplitude of the Fast Fourier Transform algorithm is employed in our extraction model, where the Fast Fourier Transform algorithm converts the mean methylation density curves of all samples (normal and cancer) to a frequency domain to observe the distribution of the DNA methylation degree.
On the other hand, to reveal the amount of the compatibility between the methylation densities of all sample types, the symmetry measure is used as a novel feature extraction method in the second stage of our model. Consequently, for each sample type normal or cancer, two extracted features are obtained based on this measure. The first feature is the symmetry percentage between the sample methylation density and the mean methylation density of some normal samples with error percentage <0.19, and the second feature is the symmetry percentage between the sample methylation density and the mean methylation density of some cancer samples with error percentage <0.19.
D. FEATURE SELECTION METHOD
The methods of feature selection are designing for applications where the number of samples is far smaller than the number of features per sample. In cancer prediction, feature selection methods are aimed to identify a small subset of informative features that may contribute to the occurrence of cancer and hence accurate predictive accuracy. As a first stage in our experiments, a filter feature selection method named F-score (FS) is used to calculate the feature relevance scores. This method is computationally simple and fast where the larger the FS is, the more likely this feature is more discriminative. The F-score of the ith feature is defined as [12] :
Where n + , n_ are the number of positive and negative instances, andx l ,x
are the average of the ith feature of the whole, positive, and negative datasets respectively. Consequently; by using the elimination approach of FS feature selection; our experiments had successfully captured the discriminative features in both promoters and probes region, where the most 10% discriminative promoters (3120 promoters) and the most 1% discriminative probes (4855 probes) are selected from the entire set of features.
E. PROPOSED FEATURE EXTRACTION METHODS
Extraction of suitable features is considered to have a major effect on classification performance. Hence, after the feature selection stage, our experiments have been studied the methylation density curves of the discriminative promoters and probes for both sample types normal and cancer, and utilized several metrics as feature extraction methods to dive into the patterns of DNA methylation and clarify its behavior in the selected features. Therefore, to obtain the density of DNA methylation, the Kernel Density Estimation method is used [13] . This method infers population probability density function of the selected promoters or probes to extract only 512 features for each sample. Formally, the kernel density estimate of f at the point x is given by:
Where K denotes to so-called Gaussian kernel function that integrates to one and has mean zero. This function defined as:
And h denotes to a smoothing parameter >0 called the bandwidth. The optimal bandwidth that gives better results can be obtained by:
Where ∂ = min(∂, IOR/1.34) and IOR is the interquartile range that measures the difference between the 75th percentile (Q3) and the 25th percentile (Q1): IOR = Q3-Q1. As mentioned above, studying the density of DNA methylation curves for normal and cancer samples gains a deeper insight into the process of DNA methylation, where different metrics can be utilized as a feature extraction method to analyze the DNA methylation and reveal its characteristics such as: the Peaks of the mean methylation density, the Fast Fourier Transform algorithm (FFT), and the symmetry of the methylation density.
1) PEAKS OF THE MEAN METHYLATION DENSITY
From a mathematical point of view, a peak of a given series means local maxima ''change in the slope from positive to negative.'' Let f (x) is a function which transforms x from an user-defined subdomain A ⊆ R to the domain R as follows [14] :
Let's consider an interval I = (a, b) and let's assume I ∩ A = ∅. A local maximum is detected at point x0 ∈ I if
Thus, for both sample types normal and cancer, the methylation density peaks in the discriminative promoters and probes regions for Breast, Colon, Head, Kidney, Lung, Thyroid and Uterine tissue are studied through our experiments. As shown in Figures 4 and 5 for these regions respectively, the number of peaks and their position differs from one tissue to another in normal and cancer samples. Consequently, for the discriminative features in each tissue, our experiments obtain the peaks of the mean methylation density of all sample types normal and cancer (see Figure 6 ), and exploit their indexes as feature extraction method, in order to study and observe the corresponding methylation changes for their indexes in each sample. Let p is the peaks index vector of the mean methylation density of all sample types (normal and cancer), so the proposed feature extraction method for a sample x (normal or cancer) which has the methylation density y is defined as:
Where y(p) finds the corresponding methylation density for the peaks index vector (p) in the sample x. Furthermore, during our experiments, we noticed that some tested tissues need to some additional features in order to VOLUME 6, 2018 improve classification accuracy. For example: Breast, Head, and Uterine (in promoters region), and Breast, Colon, Kidney, Lung and Uterine (in probes region). Therefore, we exploit the peaks number of the methylation density of a sample x as an additional feature extraction method. Let p 1 is the peaks vector of the methylation density for a sample x (normal or cancer), thus the proposed feature extraction method is:
Moreover, we also exploit the difference between the methylation density of the maximum and the minimum peak in the peaks vector p1 as another feature extraction method:
2) FAST FOURIER TRANSFORM (FFT)
A Fast Fourier transform (FFT) is the most computational algorithms in data analysis and has applied in diverse fields of science. It is an efficient method that computes N points complex discrete Fourier transform (DFT) of a sequence so fast. FFT algorithm converts a particular signal from its original domain such as a time or a space domain to a frequency domain and views its phase information; it decomposes a function into the sum of a number of sine wave frequency components. In our experiments, the FFT method converts the methylation density curves of normal and cancer samples into a frequency domain to obtain the methylation characteristics and observe its distribution over the frequency. As a result, two sided spectrum in complex form with real and imaginary parts are produced from FFT. In order to compute the amplitude spectrum of real signal using FFT, the following equation is used [15] :
Furthermore, in our experiments, the key measure in information theory named ''entropy'' is used for the amplitude of the FFT real signal and employed this measure as a feature extraction method, in order to enhance the extracted features of the proposed feature extraction method f 1 (x) . The entropy measure is defined by Wang and Shen [16] and Gray [17] to quantify and characterize the information content (uncertainty) of a random variable. Formally, the Shannon entropy of a random variable X is defined as:
Where p(x) is the probability mass function ∈ [0.0,1.0] and x∈X p(x) = 1.0. Hence, the higher the entropy, the more information the variable contains.
Therefore, for a sample x (normal or cancer) which has the methylation density y, the proposed feature extraction method is defined as:
Where FFT(y) converts the methylation density y of the sample x into a frequency domain, EN(FFT(y)) finds the entropy of the FFT amplitude, and f 1 (x) finds the corresponding methylation density of the peaks index vector in the sample x.
3) THE SYMMETRY OF THE METHYLATION DENSITY
To reveal the harmony and the compatibility between the methylation density for both sample types normal and cancer, the symmetry measure is used in our experiments as a novel feature extraction method. Therefore, for each sample x (normal or cancer), two values S 1 and S 2 are calculated.
Where S 1 denotes to the symmetry percentage; with error percentage <0.19; between the methylation density of a sample x and the mean methylation density of some normal samples, likewise, S 2 denotes to the symmetry percentage; with error percentage <0.19; between the methylation density of a sample x and the mean methylation density of some cancer samples. Thus, for a sample x which has the methylation density y, the symmetry measures S 1 and S 2 are defined as:
Where avn is the mean methylation density for some normal samples, avt is the mean methylation density for some cancer samples. 
IV. RESULTS ANALYSIS AND DISCUSSION
This section presents the importance of utilizing feature selection and extraction methods to overcome the huge number of features which is far higher than the number of samples, and identify the most discriminative features that are of vital significance for accurate cancer prediction. We conduct the experiments for the most 10% discriminative promoters (3120 promoters) and 1% discriminative probes (4855 probes) of different tissues: Breast, Colon, Head, Kidney, Lung, Thyroid, and Uterine tissue. These discriminative features are obtained from the first stage of the F-score data reduction process. Furthermore, along with the feature selection method (F-score), we apply the proposed feature extraction methods of the second stage: Fast Fourier Transform algorithm, Peaks of the mean methylation density, the peaks number and the difference between maximum and minimum peak of a sample methylation density and the symmetry of the methylation density. Tables 4, 5, 6 and 7 reports the testing accuracies, F-measure, Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) of several machine learning techniques such as: Naïve Bayes, Random Forest and SVM with 10-fold cross-validation procedures. The results confirm that, in all most cases, our approach for applying feature selection method (F-score) along with the proposed feature extraction methods improve the prediction accuracy, while in the same time it provide less training data for the machine learning techniques and so the algorithms prediction time is reduced in a great deal.
Interestingly, in some tested tissues, not all the proposed feature extraction methods are used to obtain a higher result. Depending on the tissue nature, some feature extraction methods are sufficient to capture the characteristic of the DNA methylation and as a result improving cancer prediction. For example: utilizing the symmetry of methylation density as a feature extraction method in Colon and Thyroid tissue (in promoters region), and in Head and Thyroid tissue (in probes region) is sufficient to obtain a higher accuracy. Moreover, applying the peaks of the mean methylation density with the symmetry of the methylation density as feature extraction methods are sufficient in Lung tissue (in promoters region) to achieve a great result.
In addition, as we mention above, the experiments for applying the classification process without exploiting feature selection and extraction method suffered many obstacles and were time and memory consuming task. However, our approach; which use both feature selection and extraction methods; has been able to overcome all these obstacles, and obtained in all most cases a higher accuracy, where the feature selection and extraction methods reduced the size of classification file for Breast tissue from 120 MB to 25 KB, and hence making the prediction process so fast without the needing for greater memory.
Furthermore, for a deep dive into the benefit of applying a feature selection method (such as F-score) on human DNA methylation for identifying the most marker features subset ''Discriminative Features.'' Figure 7 confirms this point of view by exploring the mean methylation density of the most 10% informative promoters (3120 promoters), and the most 1% informative probes (4855 probes) of variant tissues (Breast, Colon, Head, Kidney, Lung, Thyroid and Uterine). As a result in both regions, the difference between methylation behavior in normal and cancer samples becomes more clearly. This result confirms that both feature selection and extraction techniques become essential to identify the informative features that are important for accurate cancer prediction. 
V. CONCLUSION
Recent researches increase evidences that the aberrant DNA methylation plays a fundamental role in human carcinogenesis. In this study, we focused on the prediction issue of different cancer types like: Breast, Colon, Head, Kidney, Lung, Thyroid and Uterine cancer by using the DNA methylation degree in promoters and probes regions. However, considering the high-dimensionality and high-noisiness of the DNA methylation data, we propose a hybridized approach based on the feature selection and extraction techniques that brings a method that is more accurate and fast calculation than using only the feature selection or extraction, in order to reduce number of features while at the same time identify the most informative features subset and hence, accurate prediction accuracy. The suggested approach uses a filter feature selection method named (F-score) to reduce the highdimensionality of the DNA methylation data, and proposes an extraction model that utilizes the Kernel Density Estimation method along with several novel feature extraction methods such as: the peaks of mean methylation density, the number of the methylation density peaks, the difference between maximum and minimum methylation density peak, the converting algorithm FFT ''Fast Fourier Transform,'' and the symmetry between the methylation density of a sample (normal or cancer) and the mean methylation density of both sample types normal and cancer, in order to accurate cancer predication and reduce training time. First, our approach selects either the most 10% discriminative promoters (3120 promoters) or the most 1% discriminative probes (4855 probes) using F-score feature selection method, afterwards, the first stage of the proposed feature extraction model calculates 512 features based on the selected features using the Kernel Density Estimation method to the second stage, and then the second stage of the proposed extraction model extracts the final features set, by replacing the selected features with new smaller features set (less than 10 features) using the proposed feature extraction methods, to finally predict cancer. The effectiveness of the proposed hybridized approach is evaluated by the accuracy of different classifiers like: Naïve Base, Random Forest, and SVM. The experiment results show that, our approach speeds up the learning algorithm and can largely improve the prediction performance in all most cases.
Furthermore, depending on the nature of the tested tissues, not all the proposed feature extraction methods are used to achieve higher accuracy. Our experiments show that, for Colon and Thyroid tissues in promoters region, and for Head and Thyroid tissues in probes region, exploiting the symmetry of the methylation density as a feature extraction method was sufficient to improve prediction accuracy. Likewise, exploiting the peaks of the mean methylation density along with the symmetry of the methylation density as feature extraction methods was also sufficient to achieve higher accuracy for Lung tissue in promoters region. Thus, considering the results of our experiments, the reliability of the proposed approach in cancer prediction issues based on DNA methylation is proved indirectly. all in computer science. 
