We consider arti cial neural networks (ANN) of the Hop eld type.
Introduction
We investigate the capacity of nonlinear arti cial neural networks (ANN) in the discrete time discrete state space setting. At any time, the dynamical system is characterized by a binary vector X(t) = (x 1 (t); ::; x n (t)) tr ; where x i (t) 2 f?1; +1g, 1 i n, 8t 2 IN. Given a real symmetric synaptic matrix W = (w ij ; 1 i 6 = j n), and a threshold vector = ( 1 ; ::; n ) tr , the time evolution of the dynamical system is given by (see e. w ij x j (t) = j ) x j (t + 1) = x j (t):
Let us describe the storage problem. Given a set of m 2 IN patterns (1) ; ::; (m) , where (i) 2 f?1; +1g n , 1 i m, nd a synaptic matrix W and a threshold vector in such a way that the associated dynamical system leaves the patterns 
; r = 1; ::; m;
and therefore, for a zero threshold (ANN) the patterns are correctly memorized. It is worth noting that the (ANN) can have other xed points, and that Hebb's law cannot guarantee exact memorization of the prototypes when they are not orthogonal.
In the remaining we assume the following model: the components of the prototypes are independent and identically distributed random variables such that P( . Here we deal with direct attraction, and our aim is to nd conditions on m = m(n), m(n) ! 1 as n ! 1, in such a way that P( (1) = Sgn(W (1) )) ?! 1 as n ! 1; (1.5) where Sgn( ) is taken componentwise, that is (1) is a xed point of the dynamical system. For the Hebbian rule, retrieval without errors occurs when m < n 2 log(n) ; n ! 1; m ! 1; where the external contribution ij is assumed to be independent of the learning algorithm, and is a random spin-glass like interaction. Using the replica mean eld theory, Sompolisky obtained that at zero temperature the above random network is equivalent to a network with linear synapses and static Gaussian noise ij independent of the memories, and observed that for large m 2 IN the most interesting source of noise is the nonlinearity of the learning algorithm. It's strength depends of the di erence (1) ), or equivalently when S (1) i := (1) i h i ( 
Clearly we will only obtain a lower bound for the storage capacity, but it may be well that it corresponds to the exact capacity. A motivation for this is that under the assumption that the events fS (1) 1 < 0g; ::; fS (1) n < 0g are asymptotically independent (as it is the case for the Hebbian learning rule 5]), we get that P(S a r (r) j ; 2 j n;
are independent and identically distributed. Moreover by symmetry the distribution of these variables does not depend on A, and therefore P 1 becomes
where the x r j , 2 j n, 1 r m are distributed as in (1.2). ). Then P(S n;m < ? (n)) P(N < ? (n));
where N denotes a standard normal random variable. The proof is refered to the Appendix. Following Hebb 10] , correlated neuronal activities increase the synaptic weights, which means that w ij should increase whenever neuron i and j have the same activity, and decrease otherwise, what amounts to saying that G( ) should be increasing. In our context, we will translate Hebb's principle by saying m asymptotically positive (as it will become clearer in the sequel), that is there exists an integer m 0 such that m > 0 8m > m 0 :
In view of (3.4) we see for example that m is asymptotically positive when G is increasing. Then x(n; m) is asymptotically positive and, when x(n; m) = o(n 1=6 ), we can envisage the approximation But P(jz 1;m(n) j "s n ) = 0 for n 2 IN satisfying C < s n ", that is for n n 1 for some n 1 2 IN, which proves (3.11). By assumption there exists n 2 2 IN such that x(n; m) 0, 8n n 2 , and therefore P 1 = P(S n;m(n) ?x(n; m(n))) P(S n;m(n) 0) ?! 1 2 ; and therefore P(S We have (1) m (s) f Following Feller, we will replace V s;n m (dx) by a normal distribution with expectation n (1) m (s) and variance n (2) m (s), the relative error commited being small when the upper limit of the integral is close the the expectation n 
