In this short communication, we want to pay attention to a few wrong formulas which are unfortunately cited and used in a dozen papers afterwards. We prove that the provided relations and asymptotic expansion about the q-gamma function are not correct. This is illustrated by numerous concrete counterexamples. The error came from the wrong assumption about the existence of a parameter which does not depend on anything. Here, we apply a similar procedure and derive a correct formula for the q-gamma function.
Introduction
Since J. Thomae (1869) and F. H. Jackson (1904) defined the q-gamma function, it plays an important role in the theory of the basic hypergeometric series [4] and its applications [7] . Its properties and different representations were discussed in numerous papers, such as in [3] , [11] and [10] . A few successful algorithms for its numerical evaluation are introduced in [6] and [5] and [1] . An asymptotic expansion of the q-gamma function was provided in [2] .
Here, we will make observations on the asymptotic expansions given in [8, 9] . Let q ∈ [0, 1). A q-number [a] q is
[a] q := 1 − q a 1 − q , a ∈ R.
The factorial of a positive integer number [n] q is given by
[0] q ! := 1, [n] q ! := [n] q [n − 1] q · · · [1] q , (n ∈ N).
An important role in q-calculus plays the q-Pochhammer symbol defined by
and
The q-gamma function
has the following properties:
In particular,
The exact q-Gauss multiplication formula can be found in [4] or [3] :
Equivalently, substituting z = nx, it can be written in the form
2. Our corrections to the paper [8] Starting from the definition
Hence the function Γ q (x) can be written in the form
.
Therefore, relation (2.1) becomes
On the other hand, formula (1.2) can be written in the form
Substituting q → q p and x → k/p into the definition (1.1) of the q-gamma function, we have
Using moreover
the following holds:
The following identity is valid
Using estimate (2.3), we get
we have
we find
In that manner, the parameter a p (q) from formula (2.4) is expressed via the parameter a(q) from formula (2.3).
Faults in paper [8]
In the very beginning, the author has supposed that Γ q (x) for 0 < q < 1; x > 0, can be written in the form
His efforts in looking for µ(x) we shortened a lot by starting from the definition of Γ q (x). From the fact that
the author in [8] concluded wrongly that
But, expression 1 − q − q x is not positive for all q ∈ (0, 1) and x > 0. Indeed,
Example 3.1. We examined the sign changes of the function h q (x) ≡ 1 − q − q x for different q and x. Notice that x → +∞ if q → 1 − . This estimate should be written in the from
) .
Furthermore, from the estimate
where θ is a number independent of x between 0 and 1.
Example 3.2. We find counterexamples which show that θ depends on x and q. At the first table, we fixed q = 0.9 and take a few random values for x. In another we changed the rule of variables. 4.19862 In continuation, the author in [8] got the wrong formulas (2.21)-(2.27). He concluded that
The following wrong version of the q-Gauss multiplication formula was provided
In a special case, for n = 2, it agrees with the exact q-Legendre relation. Also, when q → 1, it reduces to well-known formulas for gamma-function.
Bounds of the q-gamma function
Let
by induction, we get
It is known that g(x) is a convex function.
Lemma 4.1. If x ∈ (0, 1) and n ∈ N, then
Proof. Since
we can write g(x + n) = g ((1 − x)n + x(n + 1)) ≤ (1 − x)g(n) + xg(n + 1).
Let us find a lower bound for Γ q (x). Since
and because of the convexity of the function g(x), we have
Applying (4.1), for x → x + n − 1, we can write
i.e.,
Theorem 4.1. The following bounds are valid:
Proof. According to the upper bound for g(x), we get e. g.
Hence
According to the lower bound for g(x), we get
i.e., Introducing y = n + x (n ∈ N 0 ; 0 ≤ x < 1) and denoting n = ⌊y⌋, we can write 
