Direct inversion of acoustic scattering problems is nonlinear. One way to treat the inverse scattering problem is based on the reversion of the Born-Neumann series solution of the Lippmann-Schwinger equation. An important issue for this approach is the radius of convergence of the Born-Neumann series for the forward problem. However, this issue can be tackled by employing a renormalization technique to transform the Lippmann-Schwinger equation from a Fredholm to a Volterra integral form. The Born series of a Volterra integral equation converges absolutely and uniformly in the entire complex plane. We present a further study of this new mathematical framework. A Volterra inverse scattering series (VISS) using both reflection and transmission data is derived and tested for several acoustic velocity models. For large velocity contrast, series summation techniques (e.g., Cesàro summation, Euler transform, etc) are employed to improve the rate of convergence of VISS. It is shown that the VISS method with summation techniques can provide a relatively good estimation of the velocity profile. The method is fully data-driven in the respect that no prior information of the model is required. Besides, no internal multiple removal is needed. This one dimensional VISS approach is useful for inverse scattering and serves as an important step for studying more complicated and realistic inversions.
Direct inversion of acoustic scattering problems is nonlinear. One way to treat the inverse scattering problem is based on the reversion of the Born-Neumann series solution of the Lippmann-Schwinger equation. An important issue for this approach is the radius of convergence of the Born-Neumann series for the forward problem. However, this issue can be tackled by employing a renormalization technique to transform the Lippmann-Schwinger equation from a Fredholm to a Volterra integral form. The Born series of a Volterra integral equation converges absolutely and uniformly in the entire complex plane. We present a further study of this new mathematical framework. A Volterra inverse scattering series (VISS) using both reflection and transmission data is derived and tested for several acoustic velocity models. For large velocity contrast, series summation techniques (e.g., Cesàro summation, Euler transform, etc) are employed to improve the rate of convergence of VISS. It is shown that the VISS method with summation techniques can provide a relatively good estimation of the velocity profile. The method is fully data-driven in the respect that no prior information of the model is required. Besides, no internal multiple removal is needed. This one dimensional VISS approach is useful for inverse scattering and serves as an important step for studying more complicated and realistic inversions. derived for using both reflection and transmission data. However, only the first order of the VISS was examined for a simple square velocity model. In this paper, we undertake a further study and test of this approach, especially the effects of high order terms. The benefits of formulating acoustic scattering in terms of VISS appear substantial. The Greenʼs function for the Volterra-based Lippmann-Schwinger equation is real and triangular. It allows efficient numerical implementation, which yields results in reasonable times. In addition, VISS is the method that deals with full data. The real data contains both primaries and multiples. Many inverse scattering methods process only the primaries (Shaw 2005 , Amundsen et al 2005 , which require the recorded data to undergo a pre-processing step to attenuate all multiples. However, we stress here that our method does not require the data to go through a multiple attenuating procedure. Finally, our method is a single comprehensive inversion method, and no task-oriented subseries needs to be separated.
Although the Born-Neumann series for a Volterra integral equation converges absolutely, the rate of convergence depends on the spatial part of the velocity potential and the square of the wavenumber. Also, although the choice of reference medium is arbitrary, it is better if it is close enough to the actual medium. However, it is still conventional to choose the reference velocity to be a homogeneous one, whose Greenʼs function is known analytically. This often leads to a velocity potential, which describes the difference between the actual and reference medium that is too strong. Consequently, the Born-Neumann series will converge slowly. Besides, we also find that the assumption that the velocity potential can be expressed as a sum of orders of the data results in problems of convergence when the velocity potential increases. Instead of spending huge effort to evaluate high orders, convergence acceleration techniques can improve the rate of convergence of the inverse scattering series. These techniques can be used with advantage in certain cases to convert a slowly convergent series into a more rapidly converging one. Sometimes these techniques can also transform divergent series into convergent ones. In this paper, we study the impact of Cesàro summation (Evans 1970) and Euler transform methods (Kline 1983 ) on the convergence of our VISS (a brief introduction to these techniques is given in appendix A).
The paper is organized as follows: first, we give a brief review of the renormalization of the Lippmann-Schwinger equation for acoustic scattering. This is used as the mathematical framework to derive a Volterra Born-Neumann series for forward scattering. The VISS with both reflection and transmission data is derived based on the Born-Neumann series and the expansion of the velocity potential in orders of data assumption. We next analyze the result of the VISS for a single square velocity potential. Then we show numerically how the VISS method performs for several velocity models.
Volterra inverse scattering method
Consider a 1-D constant-density acoustic medium, where the velocity changes with depth, = c c z ( ). The Helmholtz equation for the pressure wave ω P z ( , ) in the space-frequency domain is The spatially varying velocity c(z) can be expressed in terms of a reference velocity c 0 and a velocity potential V(z)
2 0 2 Then the Helmholtz equation can be rewritten as where ω = k c 0 is the wavenumber. As is usual in the Lippmann-Schwinger scattering theory, the velocity potential is assumed to have compact support, which means the potential tends to zero sufficiently rapidly as → ± ∞ z .
is the solution of the wave equation in the homogeneous medium: 
The pressure wave above the interaction can be represented as
where R k is the scattering reflection amplitude
When the receiver is located after the range of the interaction (z large enough that V(z) tends to zero), we get the transmission amplitude
We eliminate the − ′ z z argument in the causal Greenʼs function in equation (6) to transform the Lippmann-Schwinger equation to a Volterra equation. This can be done by dividing the integration of equation (4) 
One then adds and subtracts
, and after simple manipulation, obtains Combining equations (9) and (11), we can obtain
where the new Greenʼs function is given by (12) is an inhomogeneous Volterra integral equation of the second kind, and it is identical to the original Lippmann-Schwinger equation (one physical explanation of the renormalization is given in appendix B). Since T k is constant for a given frequency, we can try a solution of the following form to solve equation (12)
Substituting equation (14) into the renormalized Lippmann-Schwinger equation (12), we obtain
Iterating equation (15), we can get the Born-Neumann series for ∼ P k (Taylor 2012 )
In the above equation, we employ an abstract notation, where the coordinates and integral operator are suppressed. Because of the triangular nature of ∼ G k 0 , the Born-Neumann series of equation (12) converges absolutely and uniformly on any compact set of z and for non-compactly supported V, provided V decays faster than − z 2 for large z (Newton 1982, Kouri and Vijay 2003) .
The Volterra inverse scattering series for reflection and transmission data
Substituting equation (16) into equation (8), we obtain
To solve the above equation, we replace k
, where ϵ is an 'ordering parameter', which ultimately is set equal to one. Furthermore, we also assume that we can express V as a power series in orders of the data (The convergence of this power series of V is different from the convergence of the Born-Neumann series of P k , and is not considered in detail here): (17), we obtain: 
Note that the Greenʼs function of the VISS with R T k k differs from the causal free Greenʼs function of ISS. These matrix element expressions for each order are first evaluated in the k domain
The result can be transformed to the spatial domain by the inverse Fourier transform
Analysis of analytical results for the Volterra inverse scattering series
In this section, we present the results of the VISS method for a single square barrier or well. The expression for the single square barrier or well velocity potential is
, where V 0 is the velocity interaction amplitude, and a is its width, and η z ( ) is the Heaviside function. The reflection and transmission coefficients can be computed analytically (Ferry 1995 , McMurry 1994 where η z ( ) is the Heaviside function and = − − ( )
so that the first-order result has a higher barrier than the true one. For a well, < V 0 0 and the first order result is shallower than the true well. Thus, although the firstorder result has the correct analytical form of a square well or barrier, it has an incorrect width and height (or depth). The second order result contains two contributions: (1) the Heaviside terms (similar to the first order), (2) the Dirac-δ function and its derivatives. As explained in Weglein et al (2000) , the Heaviside terms are corrections to the amplitude of the velocity potential, and the Dirac-δ terms can be treated as terms in a Taylor expansion of the Heaviside function. Thus, the Dirac-δ terms perform the task of correctly locating the reflectors (i.e. the beginning and ending of the barrier or well). Higher order terms in the VISS will contribute additional Heaviside and Dirac-δ functions and their derivatives which improve the quality of the imaging.
For different values of V 0 , we compare the plots of the exact barrier or well, and the Heaviside terms of the first three orders V z ( ) j obtained through the VISS with R k / T k data . Table 1 shows the amplitude error as a function of the number of V j terms included. Although the differences between the actual velocity and the sum of first three orders increases for higher velocity contrast (case = − V 3 0 ), the percent error is actually rather small. Furthermore, we can continue computing more terms if we want to reach higher accuracy.
The errors in the depth (onset of the barrier or well and end of the barrier or well) are symmetrical when the initial and final values of the velocity are equal and one uses R T k k data. In the case of a barrier, the height of the first term >
( )
A V V 1 0 and thus c(z) are overestimated. The barrier width is smaller than the exact one, since the corrected term is for a Pwave traveling faster than it should. In the case of a well, the height of the first term < On the left hand side of the inverse series results, we write the correction between the incorrectly-placed Heaviside and the correct Heaviside function as: Table 1 . Amplitude error in function of the number of V j terms correction. Here, the error percentage we obtain In table 2, we list the δ − z z ( ) 1 and δ′ − z z ( ) 1 coefficients from first three orders and its percentage error with respect to the exact values for these two velocity examples,.
From the analysis above, we find that the Dirac-δ function and its derivative terms perform the task of depth correction. For low velocity contrast, the differences of the coefficients between the exact Dirac-δ function and its derivative terms and the series result are rather small, which means that we can obtain a reasonably accurate depth with only few orders. The values of δ and δ′ coefficients for the correction of the right side will be the same since the width error is symmetrical. Combining these analyses for a single square velocity potential, we find that the Volterra inverse scattering series with R T k k converges nicely to the exact interaction. For low velocity contrast, the Volterra inverse series shows excellent convergence with only a few terms. For high velocity contrast, we need higher order terms to obtain the desired accuracy.
Numerical results for the Volterra inverse scattering series
In this section, we illustrate the performance of the present VISS method numerically by applying it to two different types of velocity models: smooth interactions (Gaussian), and a smooth, but more rapidly varying, interaction (smoothed barrier). The synthetic reflection and transmission data of these velocity models are generated based on the Volterra forward scattering algorithm introduced in Yao et al (2013) . 
Application of the VISS to the Gaussian velocity interaction
We report results of our VISS for several different amplitudes V 0 of the following Gaussian velocity interaction . The exact interaction and cumulative sums of the first six orders are displayed in figure 3. For this model, VISS converges rapidly to the true velocity potential. The mis-estimation of the velocity has been corrected after summing six terms. More terms in the VISS for this model are not necessary. Table 3 shows the corresponding L 2 -distance 5 for = V 0.6 0 of the cumulative sums of the first six orders and the Cesàro summation starting from the first partial sum relative to the exact Gaussian velocity contrast. We find that the summation techniques are not required, and in fact they do not improve the convergence for this rapidly convergent case. 
this large amplitude velocity potential case, the difference between the exact and the first order approximation is relatively large. And we observe that the VISS gives a good correction of the Gaussian amplitude after summing six orders ( figure 4(b) ). However, the higher orders have large oscillations which make it difficult to get a satisfactory result on either side of the maximum of the exact velocity potential after just summing the first few orders of the original series. figure 4(c) shows the sixth order Cesàroʼs summation of the VISS. For this high velocity contrast, the Cesàro summation gives a better solution by reducing the oscillation. On the other hand, the Cesàro summation causes error in the amplitude. figure 4(d) shows the Cesàroʼs summation with a different starting partial sum. We observe that for this case, the Cesàroʼs summation starting with high order partial sums gives a better result. figure 4(e) gives the result of the Euler transform of the VISS up to six orders. Compared with Cesàroʼs summation, the Euler transform does not provide any advantage in improving the rate of convergence for this Gaussian well case. The study of these two velocity potential models highlights the need for a method to improve convergence at high contrast. The Cesàro summation and Euler transform methods are helpful for this smooth interaction case. 
Application of VISS to the smoothed barrier interaction
To further test our methodʼs sensitivity to sharper changes in the velocity potential, we evaluate it with two smoothed barrier interaction models. figure 5 shows the comparison for the exact interaction model 1 to the first order of VISS, to the sum of the first six orders of VISS, and to the C 6 1 and C 6 4 Cesàro summations and Euler transform of VISS up to six order.
table 5 gives the corresponding L 2 -distance. Similar to the Gaussian velocity potential, the result of just summing the original series suffers from large oscillations. The Cesàro summation starting from the first partial sum gives a smoother result but has a small error compared to the exact amplitude of the interaction. The Cesàro summation starting from the fourth partial sums offers a reasonable balance between smoothing and amplitude correction for this case. For this case the Euler transform of VISS gives a relatively better solution for both amplitude and oscillations. Figure 6 compares results of the interaction model 2 with a maximum contrast of −1, to the first order of the VISS, to the sum of first six orders of VISS, and to the C 6 1 , to the C 6 4
Cesàro summations and to the Euler transform up to six orders. Here the first order amplitude is in less good agreement with the exact value of −1. Large oscillations appear in the direct summing of the VISS. Similar to other cases, we observe that the Cesàro summation method and Euler transform improve this case (see table 5 ).
Discussion
We tested our Volterra inverse scattering series for reflection and transmission data on several 1D velocity potentials. We want to stress that the data we use here is the so-called 'full data'. We do not need to go through a pre-processing step to remove internal multiples of the recorded data. Also, the inversion method we presented is a single comprehensive task. In other words, no task-oriented subseries were separated. Furthermore, we do not assume that the actual medium differs from the reference medium only at locations of rapid change. Indeed, our method provides good performance for a smooth-varying velocity potential. The VISS proved to improve the convergence of inverse acoustic scattering problem thanks to the absolute convergence property of its Volterra kernel. The series acceleration technique is not necessary for low velocity contrasts where the original VISS already converges very rapidly. However, we do not get satisfactory results with just a few orders when the interaction is relatively strong and presents sharp variations. These are the consequences of the slower rate of convergence of Born-Neumann series and the poorer convergence of the 'order of data' assumption for the velocity potential. It is useful to employ series acceleration techniques for improving the convergence of the VISS for slowly convergent cases. The Cesàro summation method improvement of the VISS result is straightforward, especially starting with high order partial sums. The Euler transform method can give a better result for barrier velocity potential cases, where the original series is an alternating series. Besides, these techniques are also useful to reduce the Gibbs oscillations due to the truncating of the range of integration over wavenumber. In Lesage et al (2013) and Yao et al (2013) , we also derived the VISS with only the reflection data. We found that the VISS with both reflection and transmission data shows better convergence than just using reflection data only. Hence, if possible, recording both reflection and transmission data simultaneously can increase the quality of inversion.
Conclusion and future work
This paper contains a brief review of the Volterra inverse scattering series using both reflection and transmission data for a one dimensional acoustic medium. As stated by Weglein (2013) , the inverse scattering series is a direct nonlinear inversion method, and it requires no prior information of the target. Results for a few velocity models showed that the potential can be estimated by using the Volterra inverse scattering series (VISS). Although the models used in the numerical tests are simple, the results are encouraging. For low-velocity contrast, the direct summation of VISS gives a velocity estimation with high precision. The series acceleration techniques, (e.g, Cesàro summation and Euler transform) show the ability to improve the rate of convergence for high-velocity contrast. Besides, they also demonstrated their capability in reducing Gibbs oscillations. In the present study, we have restricted our attention to 1D acoustic scattering. In the future, we will extend our method to higher dimensions as well as to elastic wave scattering cases. These two summation methods can be used with advantage for the Volterra inverse scattering series due to sequences of alternating higher order terms as well as in non-convergent cases. They can also decrease the Gibbs phenomenon that arises for example in the case of sharp velocity changes.
