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Introduction
The main part of inventory management literature is focused on independent replenishments of single items, whereas joint replenishments are common practice in real-life procurement processes. The coordination of replenishment orders may lead to considerable cost savings as a result of reduced ordering costs, reduced freight rates, reduced handling oosts, quantity discounts or impravement of the implementation of stock control. A realistic way to model the cost effectiveness of coordination is by the joint set-up cost structure, where a major set-up cost is incurred for any order and an individual minor set-up cost is incurred for each item in the replenishment.
So, the major set-up cost, associated with each order, is shared when two or more items are jointly replenished.
The irnentory management literature on joint replenishment systems has mainly been focused on this cost structure. Recent reviews are given by Aksoy and Erenguc (1988) and Goyal and Satir (1989) . For the case of stochastic demand, the optimal poliry for the joint replenishment problem is unknown (except for the special case of two items with Poisson demands (see Ignall,1969) ). Therefore, attention has been focused on special ordering policies, which are on one hand close to the (unknown) optimal poliry and on the other hand are theoretically analyzable and easy to implement.
Most extensively studied is the class ofcan-order poGcies, which are characterized by a set of three parameters (S"c"s,) for each item i. Inventory levels are continuously monitored under this type of control. Item i will trigger a replenishment order whenever its inventory position is at or below the 'must-order point' s,. At the same time, any item j with an inventory position at or below its 'can-order point' c; is included in the joint replenishment. The inventory position of every item j in the order is raised up to its 'order-up-to-level' S; . Silver (1974 . Silver ( , 1981 , Thompstone and Silver (1975) and Federgruen, Groenevelt and Tijms (1984) developed algorithms to find approximations of the parameters of the optimal can-order policy in case of (compound) Poisson demands.
Another coordinated continuous review system is provided by the class of QSpolicies, which use a group reorder point to trigger an order. Under this poliry, the inventory position of all items j is raised up to the order-up-to-level S; whenever the combined ínventory position of all the items drops to or below the group reorder point. Under unit demand sizes, the combined order quantity is Q and the group reorder point is reached whenever the total demand since the last order reaches Q.
In case of Poisson demands, Pantumsinchai (1942) developed an algorithm to determine the parameters (Q and S, for each item i) of the optimal strategy within the class of QS-policies.
[n the literature there have also been suggested several coordinated periodic review policies which usually aze generalisadons of periodic single-item policies with synchronized review intervals. An eicample of such a multi-item system is a RS poliry (determined by the parameters (R;,S; ) for every item i), where the inventory position of item i is ordered up to S, every R; periods. To achieve coordination, the reviewintervals R, are chosen as multiples k; of some basic period. (See e.g. Chakravarty (1986) and Atkins and Iyogun (1988) ). Other coordinated periodic policies aze suggested by IBM (1971 ), Naddor (1975 , CarLson and Miltenburg (1988) , Chalvavarty and Martin (1988) and Sivazlian and Wei (1990) .
Recently, Atláns and Iyogun (1988) and Pantumsinchai (1992) compazed the performance of different coordinated replenishment policies under Poisson demands.
They concluded from their empirical results that the optimal QS and RS strategy outperform the 'optimal' can-order suategy quite frequently. The performance of RS and QS policies compared to the can-order policy improves as the major set-up cost (relative to the average minor set-up cost) increases and reaches improvements up to 20010. In these compazative studies, the can-order parameters were calculated by the method of Federgruen et al. (1984) . Section 2 shows that the bad performance of the can-order poliry is due to the decomposition assumption which is used by Federgruen et al. As a consequence, it is the method to calculate the can-order pazameters which performs bad in situations with high major set-up costs, but not the can-orderpolicy itself. For high set-up cost ratios (i.e. the ratio of the major set-up cost and the average minor set-up cost), attention is restricted to the subclass of canorder policies with c, -S,-1 for all items i. Under this poliry all items aze jointly reordered as soon as one item reaches its must-order point. Section 3 analyzes this policy and develops a solution procedure to determine the set of parameters (S;,s; ) for each item i. In Section 4, the performance is compared with the performance of the can-order strategy obtained by the traditional algorithm as well as the optimal QS and RS strategy. Finally, the major conclusions aze summarized in Section 5.
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were confirmed by our own simulation results. The extent of overestimation of the real eost increases as the set-up cost ratio increases. The conclusions in the comparative studies of Atkins and Iyogun (1988) and Pantuatsinchai (1992) are based on the cost which are computed from the model of Federgruen et al. In our opinion, it would be better to use in these mtnparisons the real (simulated) oost of the can-order strategy, which is suggested by the model. In Table 1 , the simulated cost is compared with the model cost for the examples in Table 5 of Atkins and Iyogun (1988) . It turns out that the percentage cost etror may be significant. Note: Input-data are identical to Table 5 in Atkins and Iyogun (1988) . oIo cost error-100~( model cost-simulated cost)~simulated cost.
When the set-up cost ratio is zero, then the optimal can-order policy will be an independent policy with c, -s, for all items i. On the other hand, when the set-up cost ratio is infinite (because the minor set-up cost is negligible for each item), then the optimal policy has c, -S,-1 for all items, which implies that all items are jointly replenished as soon as an item triggers an order. (Since c, -S,-1, an item is not ordered if there has been no demand for it after the preceding order). The above mentioned two special policies can be considered as extreme policies within the class of possible can-order policies.
One may imagine that the optimal can-order policy will tend to a (S,S-l,s) policy for high set-up cost ratios. Since all items are ordered simultaneously under a(S,S-l,s) policy, the control parameters (S;,s" i-1,..,N) have to be chosen such that the residual stock (i.e. the stock above the must-order point when an order is triggered) will be close to zero for every item. This implies that during a cycle between two trigger moments the probabitiry of a special replenishment opportunity will be rather low in the beginning of the cycle and high at the end. hardly suggest a strategy of (S,S-l,s)-type because the cost of such a strategy is overestimated even more than can-order strategies with other pazameter settings.
Hence, we conclude that the traditional approacó to determine the can-order pazameters leads to bad results for high set-up cost ratios because in this situation the optimal solution dces not satisfy the assumption of Poisson arrivals of special replenishment opportunities. In the next section, an alternative solution method is proposed for these cases. This method determines the parameters of a(S,S-l,s) poliry, which is, in general, close to the optimal can-order poliry in situations with high set-up cost ratios.
Determination of the parameters of the optimal (S,S-l,s) policy
This section is divided in three parts. In the first part, a cost expression is derived for a given (S,S-l,s) strategy. The second part develops a method to 5nd the must-order point s; (i-1,..,N) given a vector 0: -(A,,..,oN)-(S,-s,,..,5"-sN). Finally, the results of the first and the second part are used in the third part, which presents a heuristic algorithm to determine the optimal pazameters of a(S,S-l,s) poliry.
Cost expression for a given (S,S-l,s) strategy
Note that the inventory position of each item i equals S, at the beginning of an order cycle, which ends as soon as any item reaches its must-order point. The stochastic process, which describes the changes in the vector of the imentory positions just before an order, is a discrete-time Markov chain with a finite state space.
For a given (S,S-l,s) strategy, define:
C: long run average cost per unit time;
p; : probabiliry that no demand arrives for item i during an order rycle; q, : expected holding cost of item i during an order cycle;
T: expected length of an order cycle. T: time until any item triggers an order.
(1)
Note that item i will trigger an order as soon the total demand for item i from time 0 onwards equals S;-s,. Because demands for individual items are generated according to independent Poisson processes, it follows that T; is Erlang-distributed with parameters l; and S;-s;. Denote the con-esponding probability density function and the distribution function by f; (t) and F; (t) respectively. Noting that T-min; T, it follows that the distnbution function and the density function of T, denoted by F(t) and f(t) respectively, are given by and,
he expected length of an order cycle is then given by
This integral can be approximated arbitrarily close by numerical integration. Define:
; (k) : the probability that at time T the residual stock of item i equals k;
H; (x,y,t) : expected total holding cost for item i during an order rycle of t periods
given that the inventory on hand equals x at the beginning and equals y at the end of the cycle.
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The probability mass function of the residual stock of item i(i-1,..,N), which turns out to be an important factor, is determined in Appendix 1.
Consider the expected holding cost per order rycle in case the lead time is negligíble. Then, the inventory on hand of item i decreases from S, to s, f k(k-o,..,S,-s, ) with probability~; (k) during an order rycle. If the order rycle time is t periods, the expected holding cost during that rycle equals H, (S"s; t k,t). A general expression for H; (x,y,t) is derived in Appendix 2.
The problem of determining the expected holding cost during a rycle is Finally, the probability p" is equal to~;(S;-s;). This completes the derivation of the elements of cost formula (1).
Determination of the must-order points
This subsection investigates the determination of the must order points given a vector -(~,,..,AN) -(S,-s,,..,SN-s"). The problem is to find the lowest value of s, (i-1,..,N)
such that a given fraction of demand,~, is satisfied directly from stock on hand.
Define, for a given (S,S-l,s) strategy, for item i:
9; : long run fraction of demand satisfied directly from stock on hand;
ES; : expected number of shortages during an order cycle;
EQ; : expected order quantity per order cycle.
From the theory of regenerative processes, it follows that
6)
Recall that~; (k) is the probability of having a residual stock of k units for item i at time T and that the demand for item i during the lead time is generated by a Poisson procxss with rate x, L Then it easily follows that e' ,L L;
By defining a~(k) ;-~(~'L y e-a~l, formula ( 7) can be rewritten as I-k 11 e,
; -~~~(k){~;La;(kts;)-(k}s;)a;(kts;'1) } .
Furthermore,
Once the probability function~; (k) of the residual stock has been calculated, .~can be obtained from (6), (8) and (9).
Afgarithm to detamirtt s, given the t~ctor d
Step 1: Determine the probability function~;(k), k-0,..,d; from ( al) and (a3).
Step 2a: Initialize s;:-0; calculate EQ, from (9). erPp 2b: raleu!ate ES; Fra:n (fl).
Step 2c: Stop if ES,~(1-~)EQ;; otherwise increase s; by one unit and go back to
Step 2b.
Solution method to determine pmameters of the optimal (S,S-I,s) policy
The results of Section 3.1 and 3.2 can be used to determine the optimal must-order points and the corresponding cost for a given vector 0. Now, an iterative solution method will be proposed to find an approximation for the vector 0 of the optimal (S,S-l,s) policy. The heuristic is outlined in the following algorithm.
Al,gnritlun to deYermine the optima! vaxor d
Step 1: Determine TD~N Determine the corresponding must-order points by the method of Section 3.2 and calculate the cost C by formula (1); Set C~,-C.
Step 2: i: -0;
Carry out an one dimensional search on A; by the Golden-Section heuristic;
Update t,, and Cd, if a better solution has been found.
Step 3: Stop if the vector A has not been changed in Step 2 or C~has not been decreased by more that eolo; otherwise go back to Step 2.
The starting value for A(Step 1) has been suggested by Love ( 1979) 
Numerical results
The above procedure has been applied on several numerical examples. Two families of items are considered, consisting of 4 and 8 items. The values of Jl;, a; and h; are listed in Table 2 for both families. For different experiments the lead time L is varied over two level (0.2 and 1), the required service level~is also varied over two levels (0.95 and 0.99) and the major set-up cost A is varied over three levels (25, 250, 500) .
Detailed results of the 24 examples are given in Appendix 3. The performance of a given coordinated replenishment strategy is measured by the percentage cost saving over the optimal independent (S,s) strategy. The opdmal 
cost of independent strotegy
First, the performance of the optimal (S,S-l,s) strategy is compared with the performance of the optimal (S,c,s) strategy, obtained by the traditional approach of Federgruen et al. Table 3 gives the average percentage cost saving for fixed values of the set-up cost ratio A~à. Note that the performance of the (S,c,s) strategy is based on the real (simulated) cost of the strategy that follows from the model. Note: the average performance for a fixed set-up cost ratio is based on 8 obsecvations. 37.73
As expected, the (S,S-ls) policy performs less than the (S,cs) policy for the low set-up cost ratio. In some individual cases, the optimal ( S,S-l,s) strategy has even
Our analysis shows that can-order policies indeed do not outperform other coordinated replenishment policies like RS or QS policies. Nevertheless, the conclusions made in the compazative studies of Atkins and Iyogun (1988) and Pantumsinchai (1992) aze wrong. It has been shown that the performance of the can-order policy ought not to be evaluated by the special replenishment opportunity model, suggested by
Silver (1974) and Federgruen et al. (1984) , in situations with high set-up cost ratios, because this model gives inaccurate results in such circumstances. For the case of Poisson demands, we developed a solution method to find the parameters of a(S,S-l,s) policy, which is a close to optimal can-order policy in situations with high set-up cost rados. Numerical analysis points out that a properly chosen combination of both solution techniques leads to a can-order strategy which performs as well as the optimal RS or QS policy, as distinct from conclusions in the above mentioned comparadve studies.
Appendla: 1: Determinstion of probability tY~nction of residusl stock It turns out that the problem of determining the probability function of the residual stock is an important issue. A similar problem was solved by Miltenburg and Silver (1984a,b) for the situation where the inventory position of each item is modelled as a diffusion process. For this situation, they showed that the probability distribution function has a specific form and developed some heuristics to estimate the shape and location parameters.
In the case of Poisson demand, define T;, f;(t) and F;(t) as in Section 3. The probability that item i triggers the following order is equal to the probability that T; is smaller than all the other Tj. Hence,
,(~) -Pr(T,~7'j,`dj.i} -f f~(t)~Pr{T~~t}dt z f f~(t)~(1 -Ft(t))dt . ,zo~.~, .o i~i
Now, define T~~' as the time until any item j.i reaches its must-order point if item i is left out of consideration, i.e. T~"' -min;,,T" and denote the distribution function and the probability density function of T~~" by F~"'(t) and f~~'(t).
So,

Ft-~~(t) -1 -~(1 -Ft(t)) , .i
and
ft-~~(t) -~.Í j(t)~(1 -Fk(t)) . .i t.~.i
Lemma:
The probability that the residual stock of item i is k(k-1,..,0,) is equal to:
We present a formal proof of (a3) for the case N -2. This proof can be straightforwardly generalized to the case N~2, by replacing T, by miry" T~. Define, X, (s): the excess stock above the must-order point of item 1 at time s.
Then, for k~0,~, (k) - It is obvious that this e~cpression is numerically intractable when N or e; (for some i) is large. 
