We present a three-dimensional generalization of linear Hough transform allowing fast calculating of sums along all planes in discretized space. The main idea of this method is multiple calculation of two-dimensional fast Hough transforms combined with a specific method for plane parametrization. Compared to the direct summation, the method achieves significant acceleration O(n 3 log n) vs O(n 5 ) .
INTRODUCTION
Hough Transform (HT) was invented by Paul Hough in 1959 for the analysis of bubble chamber photographs, and patented in 1961. Later HT was modified by R. O. Duda and P. E. Hart to eliminate cases with unbounded transformation space (Hart 2009 ). There is a widespread opinion that despite algorithm advantages and applicability to different problems Hough transform is too slow with computational complexity being O(n 3 ). Fortunately, there is a fast modification of Hough transform -fast Hough transform (FHT), that is not so widely known. Complexity boundary for FHT is O(n 2 log n) for square image with linear size n, similarly to 2D fast Fourier transform. Moreover, FHT doesn't involve complex arithmetic or even multiplications and could be computed in integer domain.
FHT has a rich reinvention history -we've found four invention precedents. The first one was made in 1995 by W. A. Gotz and H. J. Druckmller (Gotz and Druckmller 1995) . Further, Martin Brady reinvented FHT in 1998 (Brady 1998 , and several years later in 2004 the version with in-place calculations was proposed (Karpenko et al. 2004) , and finally, the last reinvention was made by M. Frederick, N. VanderHorn and A. Somani in 2005 (Frederick et al. 2005) . Still, newly published HT applicability surveys do not mention FHT, e.g. (Mukhopadhyay and Chaudhuri 2015) , (Hassanein et al. 2015) .
FHT has become a very popular tool in image processing; a lot of applications of FHT exist, for instance: edge detection, document orientation, vanishing point detection (Nikolaev et al. 2008) , detection of circles and ellipses, linear separation of two-dimensional sets (Ershov et al. 2015a) . Also HT was successfully used for robust regression analysis (Ballester 1994; Goldenshluger and Zeevi 2004; Bezmaternykh et al. 2012) . We believe, that this tool could improve various computer vision algorithms, e.g. visual odometry and visual localization based on feature point analysis (see Konovalenko et al. (2015) ; Karpenko et al. (2015) ): it allows to use feature lines as well.
Despite of existence and multiple reinventions of FHT for two-dimensional image there is no analogous algorithm for three-dimensional arrays. Such an algorithm could be a very useful tool for many image processing tasks, such as color segmentation, object detection, and orientation estimation using lidar or sonar data, ultrasonic diagnostic, and so on.
In this paper we propose fast three-dimensional Hough transform (3FHT), which calculates sums over all quasiplanes in space using O(n 3 log n) operations. Here n is linear size of the data cube. We should emphasize that there are two different ways to define 3FHT: as sum along all planes of a cube (discrete Radon transform), or as sum along all lines (discrete Jon transform). From now on we will discuss only discrete analog of Radon transform in three-dimensional space. We use the terms "quasi-plane" or "dyadic plane" to designate discrete planes used in proposed algorithm in contrast to conventional discrete Bresenham planes.
The paper is separated into two chapters. In the first chapter we discuss features of the fast Hough transform for two-dimensional case (2FHT). In the second chapter we describe new 3FHT algorithm, discuss its computational complexity, and geometrical deviation of dyadic plane from its continuous counterpart.
2D FAST HOUGH TRANSFORM
This section is based on materials from (Karpenko et al. 2004 ) and aimed to emphasize main ideas and features of 2FHT.
Parametrization
Parametrization is one of the main issues while designing Hough transform. A simple form ax + by + c = 0 leads to infinite size of Hough space (Hart and Duda 1972) . To overcome this problem P. Hart proposed polar parametrization, but unfortunately it doesn't allow to construct fast computational scheme, as far as we know. Another parametrization method is shown on figure 1. A line is defined by two positive numbers: shift along one of the rectangle edges s and slope of the line t. Thus all possible lines are divided into four groups: mostly-vertical with right tangent like one on the figure 1, mostly-vertical with left tangent, mostly-horizontal with right tangent, and mostly-horizontal with left tangent. It is easy to see that each group can be transformed to another with reflection or 90
• rotation. Thus the computational scheme can be described once. And so the algorithm is described for mostly-vertical lines with right tangent (see fig. 1 ).
Dyadic Pattern: construction and accuracy
In practice, two Brezenham lines with tangent t and t+1 share a lot of pixels or even line segments. Naive HT scheme calculates the same line segment sums multiple times, which leads to computational inefficiency. To overcome this problem Dyadic pattern (structure of discrete line) was proposed. For simplicity we will consider images with linear size n = 2 p , where p ∈ N. To plot dyadic pattern with given tangent D t one should conduct recursive procedure: at each step the image is divided in half and then initial line segment with slope t is approximated in both halves with shorter line segments having slope t/2 . One pixel shift between these subsegments is added if t is odd. Examples of dyadic patterns are illustrated on the figure 1. Note, that there is no dependence between structure of pattern and shif t. Mnemonically this rule can be written as
We call such type of discrete patterns "dyadic lines" or "dyadic pattern". This construction is recursive in nature. Computation result's reuse allows for complexity reduction from O(n 3 ) to O(n 2 log n). In (Ershov et al. 2015b ) it was shown that maximal possible dyadic line deviation from its geometrical counterpart grows with image size as 1 6 log 2 n. Thus for an image size 1024 × 1024 the maximal deviation would be less than two pixels, which is good enough for all practical purposes. 
3D FAST HOUGH TRANSFORM
In this section we describe new computational scheme for calculating sums along all dyadic planes in data cube. At first glance, it appears to be a huge computational problem. Indeed, the variety of all planes in R n is three-dimensional -therefore, one can uniquely represent almost any plane using three parameters a, b and c as in the following equation:
Let us consider planes which intersect given data cube in space. Suppose its edge is of the size n. Then parameters a, b and c would span in [−2n, 2n] , so in discrete setting one obtains 12n 3 planes. It means that the output size of the volumetric Hough transform should be about the same order of magnitude as its input size, which is acceptable. However, for each output cell one seemingly has to calculate the sum over corresponding plane independently. That would take O(n 2 ) computations per cell, resulting in a huge O(n 5 ) overall complexity.
Parametrization and Algorithm
Luckily, a considerable speedup is possible. Allowing for modest geometrical inaccuracy, one can compute three dimensional fast Hough transform in O(n 3 log n), thus spending only log n summation per output voxel. As far as we know, this result is new. The construction strongly relies on two-dimensional Hough transform described in previous chapter.
Firstly, let us describe convenient plane parametrization. All planes can be divided into twelve groups by normal vector orientation. Indeed, cube has three mutually orthogonal faces, each divided into four parts (see fig.  2 ). Moreover, normal vector position uniquely defines plane in space. Note that for given normal position it is possible to determine three plane traces. Any pair of which also uniquely determines plane parameters. Therefore, to parametrize the plane, it is enough to fix some point on edge with coordinate (s, 0, 0) and pair of line slopes t 1 , t 2 . For simplicity, we will consider further type I planes. It has two mostly-vertical with right slope traces in xyface (t 1 ) and in xz-face (t 2 ). Each trace is right-sloped as illustrated in fig. 2 . Let us sketch out the idea of 3FHT. You can find working MATLAB implementation on github: https://github.com/Ershoff/FastHoughTransform3D. Double integral over any type I plane that intersects some fixed face F of the cube can be represented as itered integral. First, one have to integrate over all horizontal lines intersecting F . Second, these line integrals should be integrated again over a mostly-vertical lines contained in F . Let's consider this idea in detail.
At the first stage we apply 2FHT to each horizontal xy-slice of the data cube. This way we will obtain another cube (sliced-FHT cube) where voxels represent sum along corresponding lines in horizontal slice. At the second stage we apply 2FHT for each vertical xz-slice of this sliced-FHT cube. Resulting HT-cube contains sum along corresponding plane at each voxel. Pseudo-code of FHT3 is described in Algorithm 1. For simplicity, we use function f ht2 quart() that performs 2FHT calculation only for the mostly-horizontal lines with right slope. Thus, f ht2 quart() takes 2D square array as an input, and returns an array of the same size. To simplify pseudo-code we use ":" notation to work with array dimensions. Operation dc(:, :, i) return a reference to the two-dimensional subarray of dc with z = i.
Three coordinates of these voxels correspond to shift s along x-axis and slopes t 1 , t 2 . Example of dyadic plane is shown in figure 3.
Complexity and Precision
Let us consider complexity of proposed algorithm. On the first stage we apply 2FHT to each of n horizontal xy-slices of the data cube. On the second stage we apply 2FHT to each of n vertical xz-slices of the sliced-FHT cube. So we perform two-dimensional fast Hough transform n-times sequentially for both slice types. As 2FHT requires O(n 2 log n) operations, both stages have O(n 3 log n) computational complexity. Difference
n -cube edge size hs ← zeros(n, n, n); cube filled with zeros. dhs ← hs; for i = 1 : n do hs(:, :, i) ← f ht2 quart(m(:, :, i)); end for for i = 1 : n do dhs(:, i, :) ← f ht2 quart(hs(:, i, :)); end for return dhs; end function between execution time of naive HT algorithm and 3FHT is illustrated on figure 4 .
In previous researches Ershov et al. (2015b) , we succeed in proving that maximal spacial distance between corresponding dyadic pattern and ideal line has order 1 6 log 2 n. Moreover we showed that the largest deviation is achieved in t = n/3. It is easy to see that maximal deviation in 3FHT should be twice as big as in 2FHT, i.e. 
CONCLUSION
In this paper a new effective scheme for calculating threedimensional Hough transform is presented. Computational complexity of proposed algorithm is reduced from O(n 5 ) to O(n 3 log n). To achieve this result we propose novel three-dimensional dyadic pattern and plane parametrization. We state that the maximal deviation of dyadic plane from its geometrical counterpart is equal to 1 3 log 2 n, where n is linear size of the data cube.
