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THE EXPLICIT MINIMAL RESOLUTION CONSTRUCTED FROM
A MACAULAY INVERSE SYSTEM
SABINE EL KHOURY AND ANDREW R. KUSTIN
ABSTRACT. Let A be a standard-graded Artinian Gorenstein algebra of embedding codimension
three over a field k. In the generic case, the minimal homogeneous resolution, G, of A, by free
Symk•(A1) modules, is Gorenstein-linear. Fix a basis x,y,z for the k-vector space A1. If G is Goren-
stein linear, then the socle degree of A is necessarily even, and, if n is the least index with dimk An less
than dimk Symkn(A1), then the socle degree of A is 2n−2. Let
Φ = ∑αmm∗,
as m roams over the monomials in x,y,z of degree 2n−2, with αm ∈ k, be an arbitrary homogeneous
element of degree 2n−2 in the divided power module Dk•(A∗1). The annihilator of Φ (denoted annΦ)
is the ideal of elements f in Symk•(A1) with f (Φ) = 0. The element Φ of Dk•(A∗1) is the Macaulay
inverse system for the ring Symk•(A1)/ann Φ, which is necessarily Gorenstein and Artinian. Con-
sider the matrix (αmm′), as m and m′ roam over the monomials in x,y,z of degree n− 1. The ring
Symk•(A1)/ann Φ has a Gorenstein-linear resolution if and only if det(αmm′) 6= 0. If det(αmm′) 6= 0,
then we give explicit formulas for the minimal homogeneous resolution of Symk•(A1)/ann Φ in terms
the αm’s and x,y,z.
For the time being, let U be a vector space of dimension d over a field k, S= Symk•U be a standard-
graded polynomial ring in d variables over k, and D = Dk•(U∗) be the graded S-module of graded
k-linear homomorphisms from S to k. In his 1916 paper [16], Macaulay proved that each element Φ
of D determines (in our language) an Artinian Gorenstein ring AΦ = S/ann(Φ); furthermore, each
Artinian Gorenstein quotient of S is obtained in this manner. Of course, Φ determines everything
about the quotient AΦ; so in particular, when Φ is a homogeneous element of D, then Φ determines
a minimal resolution of AΦ by free S-modules. The standard way to find this minimal resolution is
to first solve some equations in order to determine a minimal generating set for ann(Φ) and then to
use Gro¨bner basis techniques in order to find a minimal resolution of AΦ by free S-modules. We are
interested in by-passing all of the intermediate steps. We aim to describe a minimal resolution of AΦ
directly (and in a polynomial manner) in terms of the coefficients of Φ, at least in the generic case.
In [12], we proved that if Φ is homogeneous of even degree 2n−2 and the pairing
(0.0.1) Sn−1×Sn−1 → k,
given by ( f ,g) 7→ f g(Φ), is perfect, then a minimal resolution for AΦ may be read directly, and
in a polynomial manner, from the coefficients of Φ. Furthermore, there is one such resolution for
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each pair (d,n). Please notice that the pairing (0.0.1) is perfect if and only if the determinant of the
matrix ((mim j)Φ), (as mi and m j roam over the monomials in S of degree n−1), is non-zero. This
is an open condition on the coefficients of Φ (which are precisely the values of mΦ as m roams over
the monomials of S of degree 2n− 2); hence the pairing (0.0.1) is perfect whenever Φ is chosen
generically. Furthermore, the pairing (0.0.1) is perfect if and only if the minimal resolution of AΦ
by free S-modules is Gorenstein-linear.
The paper [12] proves the existence of a unique generic Gorenstein-linear resolution for each
pair (d,n); but exhibits this resolution only for the pair (d,n) = (3,2). In the present paper, we
exhibit this resolution when d = 3 and n ≥ 2 is arbitrary. Indeed, once n ≥ 2 is fixed, we exhibit an
explicit complex (B,b) (see Definition 2.7 or Observation 4.4 or Proposition 5.5, depending upon
your tolerance for, and/or need to see, explicitness). If U is a vector space over k of dimension
d = 3 and Φ is a generic element of Dk2n−2(U∗), then S⊗B is the minimal resolution of AΦ by free
S = Symk•(U) modules.
We preview the complex B. (Complete details are given in Section 2.) This complex is built over
Z. Let U be a free Z-module of rank 3 and R be the ring SymZ• (U ⊕SymZ2n−2U). (No harm is done
by choosing bases x,y,z for U and {tm | m is a monomial of degree 2n−2 in x, y, z} for SymZ2n−2U
and viewing R as the polynomial ring Z[x,y,z,{tm}]; although we will not officially choose these
bases until Section 5. Until Section 5, we will keep the calculation as coordinate-free as possible.)
In the complex B, one of the basis elements of U (we call this element x) is given a distinguished
role. The complex B is symmetric in the complementary basis elements (we call these elements y
and z) of U . Let U0 be the free Z-summand Zy⊕Zz of U = Zx⊕Zy⊕Zz. The complex B is
0 // R // B2
b2
// B∗2 // R,
with B2 = R⊗Z (SymZn−1U0 ⊕DZn (U∗0 )). The presenting matrix b2 is induced by an R-module
homomorphism
b :
∧2
RB2 →R
with
b((µ+ν)∧ (µ′+ν′)) =
{
x · [β3(µ∧µ′)+β2(µ⊗ν′)−β2(µ′⊗ν)+β1(ν∧ν′)]
+y ·δ · ([zµ](ν′)− [zµ′](ν))− z ·δ · ([yµ](ν′)− [yµ′](ν)),
for µ,µ′ in SymZn−1U0, ν,ν′ in DZn (U∗0 ), where the Z-module homomorphisms
β1 : ∧2Z(DZn (U∗0 )) → R0,∗,
β2 : SymZn−1U0⊗Z DZn (U∗0 ) → R0,∗, and
β3 : ∧2Z(SymZn−1U0) → R0,∗
all are defined in terms of the classical adjoint of the map
(0.0.2) SymZn−1U →R0,∗⊗Z DZn−1(U∗),
which is induced by the Z-analogue of (0.0.1), the determinant, δ, of (0.0.2), and the element Φ˜ of
DZ2n−1(U∗) with x(Φ˜)=Φ in DZ2n−2(U∗) and µ(Φ˜)= 0 for all µ∈ SymZ2n−1(U0). (The ring R0,∗ is the
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subring SymZ• (SymZ2n−2U) of SymZ• (U⊕SymZ2n−2U) =R.) We remark that the homomorphism b2,
which presents a generic grade 3 Gorenstein ideal, is an alternating homomorphism, as is predicted
by Buchsbaum and Eisenbud [5]. However, our calculations never used the Buchsbaum-Eisenbud
Theorem; and therefore, they provide an alternate proof of the Buchsbaum-Eisenbud Theorem for
linearly presented grade three Gorenstein ideals.
Section 1 contains the conventions and notation that are used in the paper. Section 2 is a complete
and careful description of the maps and modules of (B,b). In Section 3 we recall the relevant results
from [12]. In particular, the complex (G,g) of Theorem 3.2 has all of the desired properties, except,
one is not able to answer the (very basic) questions, “What exactly are G1, G2, g1, and g2?” The main
result of the present paper is that the explicitly constructed complex (B,b) has all of the properties
of the complex (G,g). This result is stated as Theorem 4.1 and/or Lemma 4.6.g. The proof of
Theorem 4.1 is carried out in Section 4. Ultimately, in Lemma 4.6.f, we produce an isomorphism
of complexes τ : (B,b)→ (E,e), where (E,e) is a sub-complex of (G,g) with (E,e)δ = (G,g)δ .
In Section 5 we describe the homomorphisms of (B,b) in terms of the elements of the bi-graded
polynomial ring Z[x,y,z,{tm}] explicitly; the word “induced” does not appear in the section. The
bi-homogeneous form of (B,b) is given just before Remark 5.1. Section 6 contains some explicit
specializations of the generic complex (B,b); these examples are related to the project 0.4, which is
described below.
There are numerous interesting projects which are related to the present project. We hope that the
techniques and insights from the present project will lead to progress on these related projects.
0.1. We would like to find an explicit version of the resolution of [12] for all values of d = rankZU .
Indeed, an explicit version of this resolution would be very interesting even when d = 4. This
resolution is a complete structure theorem for codimension four Artinian Gorenstein rings with
Gorenstein-linear resolutions. It would be nice to know what the resolution is in addition to knowing
that the resolution exists. Furthermore, we wonder how Miles Reid captures this resolution in his
program [17] for resolving codimension four Gorenstein quotients.
0.2. Can we prove a version of [12, Thm. 6.15] with the hypothesis that AΦ has a Gorenstein-linear
resolution replaced by the hypothesis that AΦ is a compressed algebra? Tony Iarrobino [15] initiated
the use of the word “compressed” to describe Artinian Gorenstein k-algebras which have the largest
total length among all Artinian Gorenstein k-algebras with the specified embedding codimension and
the specified socle degree. The set of Artinian Gorenstein algebras with a linear resolution is a proper
subset of the set of compressed Artinian Gorenstein algebras. In some sense, this question asks
for the generic resolution of standard-graded Artinian Gorenstein algebras with odd socle degree.
Marilina Rossi and Liana S¸ega have recently written a remarkable paper [18] in which they prove
that the Poincare´ series of every finitely generated module over every local Artinian Gorenstein
compressed algebra is rational provided the socle degree is not 3. (The restriction on the socle
degree is clearly needed because Bøgvad’s examples [1] of Gorenstein rings with transcendental
Poincare´ series are compressed Artinian rings with socle degree equal to 3). The Rossi-S¸ega theorem
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is especially remarkable because so many of the usual tools for proving that Poincare´ series are
rational are not available to them. In particular, they do not know the minimal R-resolution of R/I
and they do not know if the minimal R-resolution of R/I is an associative DG-algebra. Rossi and
S¸ega independently suggested to us that the project 0.2 might be a plausible generalization of [12,
Thm. 6.15].
0.3. Lucho Avramov asked us “Is the resolution of [12] an associative DG-algebra?” (This question
is interesting only when d ≥ 5.) If the answer is yes, it would help explain (and possibly simplify
the proof of) the Rossi-S¸ega Theorem. Our present thinking is that it might be possible to record
such a pretty version of this resolution, for all values of d, that explicit formulas for multiplication
on the resolution can be given.
0.4. What is the the orbit space of GL3k ×GL2n+1k acting on the space of (2n+ 1)× (2n+ 1)
alternating matrices with homogeneous linear entries from the ring k[x,y,z]? This is the question
which lead to [12] and further comments about this question are contained in [12]. Also, we return to
this question in Section 6. This question is of interest because there is much recent work concerning
the equations that define the Rees algebra of ideals which are primary to the maximal ideal; see,
for example, [14, 10, 6, 11]. The driving force behind this work is the desire to understand the
singularities of parameterized curves or surfaces; see [19, 9, 7, 2, 8] and especially [11]. One of the
key steps in [11] is the decomposition of the space of 3×2 matrices with homogeneous entries from
k[x,y] of a fixed degree into disjoint orbits under the action of GL3 k×GL2k. A successful answer
to question (0.4) would have an immediate interpretation in terms of the defining equations of Rees
algebras. Eventually, the Rees algebra result would have an interpretation in terms of singularities
on parameterized surfaces.
1. CONVENTIONS
If R is a graded ring, then a homogeneous complex of free R-modules is Gorenstein-linear if it
has the form
0 → R(−2n− t +2)st dt−−→ R(−n− t +2)st−1 dt−1−−−→ . . . d3−−→ R(−n−1)s2 d2−−→ R(−n)s1 d1−−→ Rs0,
for some integers n, t, and si. In other words, all of the entries in all of the matrices di, except the
first matrix and the last matrix, are homogeneous linear forms; and all of the entries in the first and
last matrices are homogeneous forms of the same degree.
A graded ring R =
⊕
0≤i Ri is called standard-graded over R0, if R is generated as an R0-algebra
by R1 and R1 is finitely generated as an R0-module.
Conventions 1.1. Let U be a free Z-module of rank 3 and let x, y, z be a basis for U .
(a) For any set of variables {x1, . . . ,xr} and any degree s, we write
(
x1,...,xr
s
)
for the set of monomials
of degree s in the variables x1, . . . ,xr .
(b) We always think of x1 as x, x2 as y, and x3 as z.
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(c) If S is a statement then
χ(S) =
{
1, if S is true,
0, if S is false.
(d) If m is a monomial in the variables x,y,z, then x|m is the statement “x divides m”.
(e) We make much use of the fact that DZ• (U∗) is a SymZ•U -module. In particular, if µ and µ′ are in
the ring SymZ•U and ν is in the module DZ• (U∗), then
(1.1.1) µ(µ′(ν)) = (µµ′)(ν) = (µ′µ)(ν) = µ′(µ(ν)) ∈ DZ• (U∗).
If µ ∈ SymZi U and ν ∈ DZj (U∗), then
µ(ν) ∈ DZj−i(U∗).
Furthermore, if µ and ν are homogeneous of the same degree, then
(1.1.2) µ(ν) = ν(µ) ∈ Z.
(f) If m is the monomial xaybzc of SymZNU , then m∗ is defined to be the element x∗(a)y∗(b)z∗(c) of
DZN(U∗). The module action of SymZ•U on DZ• (U∗) makes {m∗ |m∈
(
x,y,z
N
)
} be the Z-module ba-
sis for the free Z-module DZN(U∗) which is dual to the Z-module basis
(
x,y,z
N
)
of SymZNU . (More
information about divided power modules may be found, for example, in [12, subsect. 1.3].)
Notice that if m ∈
(
x,y,z
N
)
for some N and xi ∈ {x,y,z}, then the module action of SymZ•U on
DZ• (U∗) gives
(1.1.3) xi(m∗) = χ(xi|m)(mxi )∗ ∈ DZN−1(U∗).
(g) In the present paper we have no need to consider the algebra structure of the Divided Power
Algebra DZ• (U∗); so, in particular, other than in (f) above, we will never write νν′ with ν and
ν′ in DZ• (U∗). However, we will often write (xm)∗ ∈ DZN+1(U∗) for some monomial m ∈
(
x,y,z
N
)
.
Notice that
x((xm)∗) = m and y((xm)∗) = χ(y|m)(xmy )∗ in DZN(U∗).
Summary 1.2. Let A be a standard-graded, Artinian, Gorenstein algebra over a field k. In the generic
case, the minimal homogeneous resolution, G, of A by free Symk•(A1) modules is Gorenstein-linear.
Fix a basis x,y,z for the k-vector space A1. If G is Gorenstein-linear, then the socle degree of A is
necessarily even, and, if n is the least index with dimk An < dimk Symkn(A1), then the socle degree of
A is 2n−2. (See, for example, [12, Prop. 1.8].) Let
Φ = ∑
m∈( x,y,z2n−2)
αmm
∗
be an arbitrary homogeneous element of the divided power module Dk•(A∗1) of degree 2n− 2. The
annihilator of Φ (denoted ann Φ) is the ideal of elements f in Symk•(A1) with f (Φ) = 0. The element
Φ of Dk•(A∗1) is the Macaulay inverse system for the ring Symk•(A1)/ann Φ, which is necessarily
Gorenstein and Artinian. Fix an order for the set
(
x,y,z
n−1
)
and consider the matrix (αmm′) as m and
m′ roam over
(
x,y,z
n−1
)
in the prescribed order. The ring Symk•(A1)/ann Φ has a Gorenstein-linear
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resolution if and only if det(αmm′) 6= 0. (See, for example [12, Prop. 1.8].) If det(αmm′) 6= 0, then
in Theorem 4.1 (see also, Proposition 5.5 and Section 6) we give explicit formulas for the minimal
resolution of Symk•(A1)/ann Φ in terms the αm’s and x,y,z.
2. THE COORDINATE-FREE VERSION OF B.
The main results of this paper concern the sequence of homomorphisms that we call (B,b). These
homomorphisms are defined in a coordinate free manner in Definition 2.7. A more explicit version
of (B,b) is given in Proposition 5.5.
The basic data is given in 2.1. All of (B,b) is made out of Data 2.1. There are two intermediate
steps, Data 2.3 and Data 2.6, where various maps and elements are created using the basic data of
2.1, before the coordinate-free version of (B,b) is given in Definition 2.7.
Data 2.1. Let U be a free Z-module of rank 3 and n ≥ 2 be an integer.
(a) Define R to be the bi-graded ring R= SymZ• (U ⊕SymZ2n−2U), where
U ⊕0 =R(1,0) and 0⊕SymZ2n−2U =R(0,1).
(b) Define Ψ : SymZ•U →R to be the Z-algebra homomorphism which is induced by the inclusion
U =R(1,0) ⊆R.
(c) Define Φ : SymZ2n−2U →R to be the Z-module homomorphism
SymZ2n−2U = R(0,1) ⊆R.
Remark 2.2. We may think of Φ as an element of R⊗Z DZ2n−2(U∗). Indeed, if ({mi},{m∗i }) is any
pair of dual bases for SymZ2n−2U and DZ2n−2(U∗), respectively, then Φ and ∑i Φ(mi)⊗m∗i represent
the same Z-module homomorphism SymZ2n−2U →R.
The first collection of objects that we manufacture using the data from 2.1 all involve the sym-
metric pairing
SymZn−1U ⊗Z SymZn−1U
multiplication
−−−−−−−→ SymZ2n−2U
Φ
−→R.
Data 2.3. Retain the data of 2.1. Let top represent
(
n+1
2
)
, which is the rank of the free Z-module
SymZn−1U , and let Θ be a basis element for the rank one free Z-module
∧top
Z
(SymZn−1U).
(a) Define Z-module homomorphisms
P : SymZ2 (SymZn−1U)→R and p : SymZn−1U →R⊗Z DZn−1(U∗)
by
(2.3.1) P(µ⊗µ′) = Φ(µµ′) = [p(µ)](µ′),
for µ and µ′ in SymZn−1U .
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(b) Define the element δ of R by
δ = [(∧top p)(Θ)](Θ) ∈R(0,top).
(It is reasonable to call δ “the determinant” of p.)
(c) Define the Z-module homomorphism q : DZn−1U∗→R⊗Z SymZn−1U by
q(ν) = [(
∧top−1
R
p)(ν(Θ))](Θ)
for ν ∈ Dn−1U∗. (It is reasonable to call q “the classical adjoint” of p.)
(d) Define the Z-module homomorphism Q : DZn−1U∗⊗Z DZn−1U∗→R by
Q(ν⊗ν′) = [q(ν)](ν′),
for ν and ν′ in DZn−1U∗.
Remark 2.4. The basis element Θ⊗Θ of the rank one free Z-module
(
∧top
Z
SymZn−1U)⊗Z (
∧top SymZn−1U)
is uniquely determined because every unit in Z squares to one. This basis element appears in (b)
and (c) of Data 2.3. We conclude that Data 2.3 has been described in a completely coordinate-free
manner.
We record a list of obvious, but very useful, statements about the data of 2.3.
Observation 2.5. Adopt the data of 2.1 and 2.3. The following statements hold.
(a) If µ is in SymZn−1U, then p(µ) = µ(Φ) in R⊗Z DZn−1(U∗).
(b) If µ and µ′ are in SymZn−1U, then [p(µ)](µ′) = [p(µ′)](µ) in R.
(c) If µ is in SymZn−1U, then q(p(µ)) = δ⊗µ in R⊗Z SymZn−1U.
(d) If ν is in DZn−1U∗, then p(q(ν)) = δ⊗ν in R⊗Z DZn−1(U∗).
(e) If µ is in SymZn−1U and ν is in DZn−1U∗, then Q(p(µ)⊗ν) = δ ·µ(ν) in R.
(f) If ν is in DZn−1U∗ and µ is in SymZn−1U, then Q(ν⊗ p(µ)) = δ ·ν(µ) in R.
(g) If ν and ν′ are in DZn−1(U∗), then Q(ν⊗ν′) =Q(ν′⊗ν) in R.
(h) If ν and ν′ are in DZn−1(U∗), then [q(ν)](ν′) = [q(ν′)](ν) in R.
Proof. (a). In light of Remark 2.2, (1.1.2), and (1.1.1), p(µ) and µ(Φ) both represent the R-module
homomorphism R⊗Z SymZn−1U →R which sends µ′ in SymZn−1U to
[p(µ)](µ′) = Φ(µµ′).
(b). The assertion holds because multiplication in SymZ•U is commutative.
(c). Observe that
q(p(µ)) = [(
∧top−1 p)(p(µ)(Θ))](Θ) = [µ[(∧top p)(Θ)]](Θ) = [(∧top p)(Θ)](Θ) ·µ = δ⊗µ.
The second equality used (b).
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(d). Observe that
p(q(ν)) = p([(
∧top−1 p)(ν(Θ))](Θ)) = [ν(Θ)][(
∧top p)(Θ)] = [Θ[(
∧top p)(Θ)]] ·ν = δ⊗ν.
Again, the second equality used (b).
(e). Observe that Q(p(µ)⊗ν) = [q(p(µ))](ν) = δ ·µ(ν) by (c).
(g). The interplay between the module action of the ring ∧•Z(SymZn−1U) on module
∧•
Z(DZn−1(U∗))
and the module action of the ring
∧•
Z(DZn−1(U∗)) on the module
∧•
Z(SymZn−1U) yields
Q(ν⊗ν′) = [q(ν)](ν′)
=
[
[(
∧top−1 p)(ν(Θ))](Θ)
]
(ν′)
= ν′
[
[(
∧top−1 p)(ν(Θ))](Θ)
]
=
[
ν′∧ [(
∧top−1 p)(ν(Θ))]
]
(Θ)
= (−1)top−1
[
[(
∧top−1 p)(ν(Θ))]∧ν′
]
(Θ)
= (−1)top−1
[
(
∧top−1 p)(ν(Θ))
]
[ν′(Θ)]
= (−1)top−1
[
(
∧top−1 p)(ν′(Θ))
]
[ν(Θ)] by (b)
= (−1)top−1
[
(
∧top−1 p)(ν′(Θ))∧ν
]
(Θ)
=
[
ν∧ (
∧top−1 p)(ν′(Θ))
]
(Θ)
= ν
[
[(
∧top−1 p)(ν′(Θ))](Θ)
]
=
[
[(
∧top−1 p)(ν′(Θ))](Θ)
]
(ν)
= [q(ν′)](ν) =Q(ν′⊗ν).
Assertions (f) and (h) now follows from (e) and (g). 
In our description of (B,b) in Definition 2.7, it is not necessary to name a complete basis for U ;
but our description does make use of a distinguished minimal generator “x” of U . (In other words,
if the free Z-module U has basis x,y,z, then the maps and modules of B treat the basis vector x
differently than they treat y and z; but B is symmetric in y and z.) The second collection of data
which is manufactured from the basic data of 2.1 makes use of the distinguished element x.
Data 2.6. Adopt the data of 2.1. Decompose the rank 3 free Z-module U as Zx⊕U0 for some
element x of U and some rank 2 free submodule U0 of U . Let Φ˜ be the element of DZ2n−1(U∗) with
x(Φ˜) = Φ in DZ2n−2(U∗) and µ(Φ˜) = 0 for all µ ∈ SymZ2n−1(U0).
An explicit version of Φ˜ may be found in (5.0.3).
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It is possible, and not difficult, to phrase Definition 2.7 using a basis for
∧2
ZU0 instead of an
explicit basis y,z for U0. On the other hand, we have chosen to use the explicit basis y,z. The
interested reader can easily re-write 2.7 in terms of a basis for ∧2ZU0.
Definition 2.7. Adopt the data of 2.1, 2.3, and 2.6. Let y,z be a basis for U0.
(a) Define the Z-module homomorphisms
β1 : ∧2Z(DZn (U∗0 )) → R,
β2 : SymZn−1U0⊗Z DZn (U∗0 ) → R, and
β3 : ∧2Z(SymZn−1U0) → R
by
β1(ν∧ν′) = Ψ(x) · [Q(z(ν)⊗ y(ν′))−Q(y(ν)⊗ z(ν′))]
β2(µ⊗ν) = Ψ(x) · [Q((zµ)(Φ˜)⊗ y(ν))−Q((yµ)(Φ˜)⊗ z(ν))]
β3(µ∧µ′) = Ψ(x) · [Q((zµ)(Φ˜)⊗ (yµ′)(Φ˜))−Q((yµ)(Φ˜)⊗ (zµ′)(Φ˜))],
for µ and µ′ in SymZn−1U0 and ν and ν′ in DZn (U∗0 ).
(b) Define the free R-module B2 and the R-module homomorphisms
b :
∧2
RB2 →R and b2 : B2 → B∗2
by
B2 = R⊗Z (SymZn−1U0⊕DZn (U∗0 )),
b((µ+ν)∧ (µ′+ν′)) =
{ β3(µ∧µ′)+β2(µ⊗ν′)−β2(µ′⊗ν)+β1(ν∧ν′)
+Ψ(y) ·δ · ([zµ](ν′)− [zµ′](ν))−Ψ(z) ·δ · ([yµ](ν′)− [yµ′](ν)),
for µ,µ′ in SymZn−1U0, ν,ν′ in DZn (U∗0 ), and
[b2(θ2)](θ′2) = b(θ2∧θ′2), for θ2 and θ′2 in B2.
(c) Define B to be the sequence of free R-modules and R-module homomorphisms:
(B,b) : 0→ B3
b3−−→ B2
b2−−→ B1
b1−−→ B0,
with B3 = B0 =R, B2 equal to the module described in (b), B1 = B∗2,
b1(ν) = Ψ(x) ·Ψ(q(ν)), for ν ∈ DZn−1(U∗0 ),
b1(µ) = δ ·Ψ(µ)−Ψ(x) ·Ψ(q(µ(Φ˜))), for µ ∈ SymZnU0,
b2 equal to the homomorphism described in (b), and b3(1) = b1.
Remarks 2.8.
(a) Notice that B1 =R⊗Z (DZn−1(U∗0 )⊕SymZn U0).
(b) We have written “·” to emphasize that the multiplication is ordinary multiplication in the poly-
nomial ring R.
(c) An alternate description of the homomorphism b2 is given in Observation 4.4.
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(d) A more explicit version of (B,b) is given in Proposition 5.5.
(e) Examples of specializations of B are given in Section 6.
(f) The bi-homogeneous form of (B,b) is given just before Remark 5.1.
3. THE DESCRIPTION OF G AS GIVEN IN [12].
The following data has been taken from [12], especially Section 6. We employ Conventions 1.1.
Data 3.1. Adopt Data 2.1.
(a) Let La,b and Ka,b represent the free Z-modules LZa,bU and KZa,bU , respectively, as described in
[12, Data 2.1]. In particular,
La,b = ker
(∧a
ZU ⊗Z SymZb U
κ
−→
∧a−1
Z
U ⊗Z SymZb+1U
)
and
Ka,b = ker
(∧a
ZU ⊗Z DZb (U∗)
η
−→
∧a−1
Z
U ⊗Z DZb−1(U∗)
)
,
where κ is a Koszul complex map and η is an Eagon-Northcott complex map.
(b) Consider the map of complexes
(3.1.1) R⊗Z L2,n h3 //
v3

R⊗Z L1,n
h2
//
v2

R⊗Z L0,n
h1
//
v1

R
R⊗Z
∧3
ZU
h′3
// R⊗Z K2,n−2
h′2
// R⊗Z K1,n−2
h′1
// R⊗Z K0,n−2,
of [12, Obv. 4.2]. The vertical map vi : R⊗Z Li−1,n →R⊗Z Ki−1,n−2 is induced by
(3.1.2) SymZnU →R⊗Z Dn−2(U∗) with µ 7→ µ(Φ) for µ ∈ SymZnU ;
the horizontal map h1 is induced by Ψ : SymZnU →R; the horizontal map
hi : R⊗Z Li−1,n →R⊗Z Li−2,n, for 2 ≤ i≤ 3,
is induced by the Koszul complex map
∧i−1
Z
U →R⊗Z
∧i−2
Z
U with
(3.1.3) u1∧ ·· ·∧ui−1 7→
i−1
∑
j=1
(−1) j+1Ψ(u j)⊗u1∧ ·· ·∧ û j ∧ ·· ·∧ui−1 for u j ∈U ;
the horizontal map h′i : R⊗Z Ki,n−2 → R⊗Z Ki−1,n−2, for 1 ≤ i ≤ 2, is induced by the Koszul
complex map
∧i
ZU →R⊗Z
∧i−1
Z
U which is analogous to (3.1.3); and the horizontal map
h′3 : R⊗Z
∧3
ZU →R⊗Z K2,n−2
is induced by
∧3
ZU →R⊗Z
∧2
ZU ⊗Z DZn−2(U∗)
with
u1∧u2∧u3 7→∑
ℓ
Ψ(mℓ)⊗ [u1∧u2⊗u3(m∗ℓ)−u1∧u3⊗u2(m∗ℓ)+u2∧u3⊗u1(m∗ℓ)],
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where ({mℓ},{m∗ℓ}) is any pair of dual bases for Sym
Z
n−1U and DZn−1(U∗), respectively, and the
u j are elements of U .
(c) Follow the lead of [12, Def. 6.6 and Thm. 6.15] and consider the complex of R-module homo-
morphisms
(3.1.4) (G,g) : 0→ G3 g3−−→ G2 g2−−→ G1 g1−−→R,
with Gi = kervi, for 1 ≤ i ≤ 2, and G3 = R⊗Z
∧3
ZU . (In [12] this complex is called G˜′(n).)
The R-module homomorphism g1 is induced by G1 ⊆R⊗Z SymnU
Ψ
−→R; the R-module ho-
momorphism g2 is induced by
G2 ⊆R⊗Z
∧1
ZU ⊗Z SymZnU
1⊗Ψ⊗1
−−−−−→R⊗Z SymZnU ⊃ G1;
and the R-module homomorphism g3 is induced by
G3 =R⊗Z
∧3
ZU
q◦ev∗
−−−−→ R⊗Z
∧3
ZU ⊗Z SymZn−1U
KosΨ ◦κ
−−−−−→ R⊗Z
∧1
ZU ⊗Z SymZnU ⊃R⊗Z L1,n ⊃ G2.
The R-module homomorphism q◦ ev∗ sends the element ω ∈
∧3
ZU , to
(q◦ ev∗)(ω) = ∑
ℓ
Ψ(mℓ)⊗ω⊗q(m∗ℓ) ∈R⊗Z
∧3
ZU ⊗Z SymZn−1U,
where ({mℓ},{m∗ℓ}) is any pair of dual bases for SymZn−1U and DZn−1(U∗). The R-module
homomorphism KosΨ ◦κ sends the element 1⊗ (u1∧ u2∧ u3)⊗ µ of R⊗Z
∧3
ZU ⊗Z SymZn−1U ,
with u j ∈U and µ ∈ SymZn−1U , to
(KosΨ ◦κ)(1⊗ (u1∧u2∧u3)⊗µ)
=
{
Ψ(u1)⊗u2⊗u3µ−Ψ(u2)⊗u1⊗u3µ−Ψ(u1)⊗u3⊗u2µ
+Ψ(u3)⊗u1⊗u2µ+Ψ(u2)⊗u3⊗u1µ−Ψ(u3)⊗u2⊗u1µ
in R⊗Z
∧1
ZU ⊗Z SymZnU .
(d) As was observed in Remark 2.2, Φ is naturally an element of the
R⊗Z DZ2n−2(U∗) = DR2n−2(R⊗ZU∗).
Let I = ann(Φ). In other words,
I = {r ∈R | r(Φ) = 0 ∈R⊗Z DZ2n−2(U∗)},
where r(Φ) represents the R-module action of r on Φ.
The following result is established in [12, Thms. 6.15 and 4.16]. For item (3) one must also use
the “Persistence of Perfection Principle”, which is also known as the “transfer of perfection” (see
[13, Prop. 6.14] or [3, Thm. 3.5]).
Theorem 3.2. Adopt Data 3.1. The following statements hold.
(1) The R-module homomorphisms (G,g) form a complex.
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(2) The localization Gδ is a resolution of Rδ/IRδ by projective Rδ-modules. (The projective Rδ-
modules (G1)δ and (G2)δ both have rank 2n+1. The module G3 is isomorphic to R.)
(3) If S is a Noetherian ring, ρ : R→ S is a ring homomorphism, (ρ(R(1,0))) is an ideal of S of
grade at least 3, and ρ(δ) is a unit of S, then S⊗R G is a resolution of S/ρ(I) by projective
S-modules.
(4) Let S be the standard-graded polynomial ring k⊗Z SymZ•U, where k is a field, and let ρ : R→ S
be a SymZ•U-algebra homomorphism, with
(i) ρ(R(0,1)) ∈ k,
(ii) ρ(δ) is a unit in k, and
(iii) Φρ = ∑i ρ(Φ(mi))m∗i is the element in Dk2n−2(S∗1) which corresponds to Φ, where {mi},
{m∗i } is any pair of dual bases for SymZ2n−2U and DZ2n−2(U∗), respectively,
then
(a) S⊗RG is a minimal homogeneous resolution of S/ann(Φρ) by free S-modules
(b) S⊗RG is a Gorenstein-linear resolution of the form
(3.2.1) 0 → S(−2n−1)→ S(−n−1)2n+1 → S(−n)2n+1 → S
(c) every Gorenstein-linear resolution of the form (3.2.1) is obtained as S ⊗R G for some
SymZ•U-algebra homomorphism ρ : R→ S which satisfies (i) – (iii).
Remark 3.3. The paper [12] only promises that the Rδ-modules (G1)δ and (G2)δ of Theorem 3.2 are
projective. In Lemma 4.6, we prove that the Rδ-modules (G1)δ and (G2)δ are free. So, Lemma 4.6
shows that each “projective” in Theorem 3.2 may be replaced by “free”.
4. THE MAIN THEOREM
The complex (G,g) of Theorem 3.2 has all of the desired properties, except, one is not able to
answer the (very basic) questions, “What exactly are G1, G2, g1, and g2?” The explicitly constructed
complex (B,b) is our remedy to this defect of (G,g). The main result in the paper is Theorem 4.1.
Theorem 4.1. Let A be a standard-graded, Artinian, Gorenstein algebra over a field k. If the
embedding codimension of A is three and the minimal homogeneous resolution of A by free Symk•A1-
modules is Gorenstein-linear, then Symk•A1⊗RB is a minimal homogeneous resolution of A by free
Symk•A1-modules, where (B,b) is the complex of Definition 2.7.c. Furthermore, Symk•A1⊗R B is
explicitly constructed in a polynomial manner from the coefficients of the Macaulay inverse system
for A.
Theorem 4.1 is an immediate consequence of Lemma 4.6.g by way of Theorem 3.2.4c.
Roughly speaking, in order to prove Lemma 4.6 (and hence Theorem 4.1) one must identify a nice
generating set for (G1)δ and (G2)δ and one must write g1 and g2 in terms of this nice generating set.
In fact, we reformulate g1 and g2 first, in Lemma 4.5, and then we reformulate (G1)δ and (G2)δ in
Lemma 4.6 (a) and (b). The proof of Lemma 4.5 is not particularly hard; but it is long. On the other
hand, Lemma 4.5 is the central calculation in the paper.
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Ultimately, in Lemma 4.6.f, we produce an isomorphism of complexes τ : (B,b)→ (E,e), where
(E,e) is a sub-complex of (G,g) with (E,e)δ = (G,g)δ . We begin by defining the critical homomor-
phisms τi in Definition 4.2 and Observation 4.3. In Lemma 4.5 we show that the homomorphisms
τ : (B,b)→ (G,g) form a commutative diagram.
Definition 4.2. Recall the sequence of R-module homomorphisms (B,b) of Definition 2.7.c and
the complex of R-modules (G,g) of Data 3.1.c. Define R-module homomorphisms τi : Bi → Gi as
follows.
(a) Let τ0 : B0 =R→R= G0 be the identity map.
(b) Let τ1 : B1 → G1 be the R-module homomorphism defined by
τ1(ν+µ) = xq(ν)+δµ− xq(µ(Φ˜)) ∈R⊗Z SymZnU,
for ν ∈ DZn−1(U∗0 ) and µ ∈ SymZnU0. (We show in Observation 4.3 that the image of τ1 is con-
tained in G1.)
(c) Let τ2 : B2 → G2 be the R-module homomorphism defined by
τ2(µ+ν) =
{
δκ(x∧ z⊗q((yµ)(Φ˜)))−δκ(x∧ y⊗q((zµ)(Φ˜)))−δ2κ(y∧ z⊗µ)
+δκ(x∧ z⊗q(y(ν)))−δκ(x∧ y⊗q(z(ν))), in R⊗Z L1,n,
for µ ∈ SymZn−1U0 and ν ∈ DZn (U∗0 ). (We show in Observation 4.3 that the image of τ2 is con-
tained in G2.)
(d) Let τ3 : B3 =R→R⊗Z
∧3
ZU =G3 be the R-module homomorphism defined τ3(1)=δ2x∧y∧z.
Observation 4.3. The image of each homomorphism τi, from Definition 4.2, is in Gi.
Proof. We need only discuss τ1 and τ2. The module G1 is defined to be the kernel of the R-module
homomorphism
v1 : R⊗Z L0,n =R⊗Z SymZnU →R⊗Z DZn−2(U∗).
We verify that the image of τ1 is contained in the kernel of v1. If ν ∈ Dn−1U∗0 , then
v1(τ1(ν)) = v1(xq(ν)) = [xq(ν)](Φ) (3.1.2)
= x([q(ν)](Φ)) (1.1.1)
= x(p(q(ν)) (2.5.a)
= δx(ν) (2.5.d)
= 0 (1.1.3),
and if µ in SymZnU0, then
v1(τ1(µ)) = v1
(
δµ− xq(µ(Φ˜))
)
= δµ(Φ)− [xq(µ(Φ˜))](Φ) (3.1.2)
= δµ(Φ)− x
(
[q(µ(Φ˜))](Φ)
)
(1.1.1)
= δµ(Φ)− x
(
p[q(µ(Φ˜))]
)
(2.5.a)
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= δµ(Φ)−δx
(
µ(Φ˜)
)
(2.5.d)
= δµ(Φ)−δµ
(
x(Φ˜)
)
(1.1.1)
= δµ(Φ)−δµ(Φ) (2.6)
= 0.
The module L1,n is equal to the submodule κ(
∧2
ZU⊗ZSymZn−1U) of
∧1
ZU⊗ZSymZnU ; and there-
fore the image of τ2 is automatically contained in R⊗Z L1,n. We still must verify that τ2(B2) is
contained in G2, which is defined to be the kernel of the R-module homomorphism
v2 : R⊗Z L1,n →R⊗Z K1,n−2.
Fix µ ∈ SymZn−1U0. The definition of κ yields
κ(x∧ y⊗q((zµ)(Φ˜))) = y⊗ xq((zµ)(Φ˜))− x⊗ yq((zµ)(Φ˜)) ∈R⊗Z
∧1
ZU ⊗Z SymZnU ;
so, calculations similar to the calculations of ker v1 yield that
v2
(
κ(x∧ z⊗q((yµ)(Φ˜)))
)
= z⊗ [xq((yµ)(Φ˜))](Φ)− x⊗ [zq((yµ)(Φ˜))](Φ)
= z⊗ x
(
[q((yµ)(Φ˜))](Φ)
)
− x⊗ z
(
[q((yµ)(Φ˜))](Φ)
)
= δ
[
z⊗ x((yµ)(Φ˜))− x⊗ z((yµ)(Φ˜))
]
= δ
[
z⊗ (yµ)(Φ)− x⊗ (yzµ)(Φ˜)
]
,
v2
(
−κ(x∧ y⊗q((zµ)(Φ˜)))
)
= δ
[
−y⊗ (zµ)(Φ)+ x⊗ (yzµ)(Φ˜)
]
, and
v2 (−δκ(y∧ z⊗µ))) = δ
[
−z⊗ (yµ)(Φ)+ y⊗ (zµ)(Φ)
]
;
hence, τ2(µ), which is equal to
δ
(
κ(x∧ z⊗q((yµ)(Φ˜)))−κ(x∧ y⊗q((zµ)(Φ˜)))−δκ(y∧ z⊗µ)
)
,
is in kerv2 = G2. Fix ν ∈ DZn (U∗0 ). Observe that
v2(τ2(ν)) = δv2
(
κ(x∧ z⊗q(y(ν)))−κ(x∧ y⊗q(z(ν)))
)
= δ2[z⊗ xy(ν)− x⊗ yz(ν)− y⊗ xz(ν)+ x⊗ yz(ν)]
and this is zero because x(ν) = 0. It follows that τ2(ν) also is in G2. 
We re-write the differential b2 of Definition 2.7 in a manner that is a little easier to use. This
calculation makes use of the facts
(4.3.1) ∑
m∈(y,zr )
m∗(µ) ·m = µ and ∑
m∈(y,zr )
m(ν) ·m∗ = ν
for all µ in SymZr U0 and all ν ∈ DZr (U∗0 ) for any non-negative integer r.
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Observation 4.4. (a) If µ ∈ SymZn−1U0, then
b2(µ) =

x⊗ ∑
m1∈( y,zn−1)
[
Q((zµ)(Φ˜)⊗ (ym1)(Φ˜))−Q((yµ)(Φ˜)⊗ (zm1)(Φ˜))
]
·m∗1
+x⊗ ∑
m1∈(y,zn )
[
Q((zµ)(Φ˜)⊗ y(m∗1))−Q((yµ)(Φ˜)⊗ z(m∗1))
]
·m1
+y⊗δzµ− z⊗δyµ.
(b) If ν ∈ DZn (U∗0 ), then
b2(ν) =

−y⊗δ · z(ν)+ z⊗δ · y(ν)
−x⊗ ∑
m1∈( y,zn−1)
[
Q((zm1)(Φ˜)⊗ y(ν))−Q((ym1)(Φ˜)⊗ z(ν))
]
·m∗1
+x⊗ ∑
m1∈(y,zn )
[
Q(z(ν)⊗ y(m∗1))−Q(y(ν)⊗ z(m
∗
1))
]
·m1.
Proof. (a). If µ ∈ SymZn−1U0, then
b2(µ) = ∑
m1∈( y,zn−1)
[b2(µ)](m1) ·m∗1 + ∑
m1∈(y,zn )
[b2(µ)](m∗1) ·m1
= ∑
m1∈( y,zn−1)
b(µ∧m1) ·m∗1 + ∑
m1∈(y,zn )
b(µ∧m∗1) ·m1
=

∑
m1∈( y,zn−1)
β3(µ∧m1) ·m∗1
+ ∑
m1∈(y,zn )
(
β2(µ⊗m∗1)+Ψ(y) ·δ[zµ](m∗1)−Ψ(z) ·δ[yµ](m∗1)
)
·m1
=

∑
m1∈( y,zn−1)
Ψ(x) · [Q((zµ)(Φ˜)⊗ (ym1)(Φ˜))−Q((yµ)(Φ˜)⊗ (zm1)(Φ˜))] ·m∗1
+ ∑
m1∈(y,zn )
Ψ(x) ·
[
Q((zµ)(Φ˜)⊗ y(m∗1))−Q((yµ)(Φ˜)⊗ z(m∗1))
]
·m1
+Ψ(y) ·δzµ−Ψ(z) ·δyµ
=

x⊗ ∑
m1∈( y,zn−1)
[
Q((zµ)(Φ˜)⊗ (ym1)(Φ˜))−Q((yµ)(Φ˜)⊗ (zm1)(Φ˜))
]
·m∗1
+x⊗ ∑
m1∈(y,zn )
[
Q((zµ)(Φ˜)⊗ y(m∗1))−Q((yµ)(Φ˜)⊗ z(m∗1))
]
·m1
+y⊗δzµ− z⊗δyµ.
(b). In a similar manner, if ν ∈ DZn (U∗0 ), then
b2(ν) = ∑
m1∈( y,zn−1)
[b2(ν)](m1) ·m∗1 + ∑
m1∈(y,zn )
[b2(ν)](m∗1) ·m1
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= ∑
m1∈( y,zn−1)
b(ν∧m1) ·m∗1 + ∑
m1∈(y,zn )
b(ν∧m∗1) ·m1
=

∑
m1∈( y,zn−1)
(
−β2(m1⊗ν)−Ψ(y) ·δ · [zm1](ν)+Ψ(z) ·δ · [ym1](ν)
)
·m∗1
+ ∑
m1∈(y,zn )
β1(ν∧m∗1) ·m1
=

∑
m1∈( y,zn−1)
−Ψ(x) ·
[
Q((zm1)(Φ˜)⊗ y(ν))−Q((ym1)(Φ˜)⊗ z(ν))
]
·m∗1
−Ψ(y) ·δ · z(ν)+Ψ(z) ·δ · y(ν)
+ ∑
m1∈(y,zn )
(
Ψ(x) ·Q(z(ν)⊗ y(m∗1))−Ψ(x) ·Q(y(ν)⊗ z(m∗1))
)
·m1
=

−y⊗δ · z(ν)+ z⊗δ · y(ν)
−x⊗ ∑
m1∈( y,zn−1)
[
Q((zm1)(Φ˜)⊗ y(ν))−Q((ym1)(Φ˜)⊗ z(ν))
]
·m∗1
+x⊗ ∑
m1∈(y,zn )
(
Q(z(ν)⊗ y(m∗1))−Q(y(ν)⊗ z(m
∗
1))
)
·m1.

Lemma 4.5. The R-module homomorphisms τi : Bi →Gi of Definition 4.2 give rise to a commutative
diagram:
0 // R b3 //
τ3

B2
b2
//
τ2

B1
b1
//
τ1

R
=

0 // G3
g3
// G2
g2
// G1
g1
// R.
Proof. We first show that b1 = g1 ◦ τ1. If ν ∈ DZn−1(U∗0 ) and µ ∈ SymZn U , then, according to Defini-
tion 2.7.c,
(4.5.1) b1(ν+µ) = Ψ(x) ·Ψ(q(ν))+δ ·Ψ(µ)−Ψ(x) ·Ψ(q(µ(Φ˜))).
On the other hand, g1 is the restriction to G1 of 1⊗Ψ : R⊗Z SymZn U →R; so, (g1 ◦ τ1)(ν+ µ) is
given by the right side of (4.5.1).
We show that g2 ◦ τ2 = τ1 ◦b2 for elements from each of the summands of the module
B2 =R⊗Z (SymZn−1U0⊕DZn (U∗0 )).
We first take µ ∈ SymZn−1U0. Routine calculations yield
(4.5.2) (g2 ◦ τ2)(µ) = δ

y⊗
(
δzµ− xq([zµ](Φ˜))
)
− z⊗
(
δyµ− xq([yµ](Φ˜))
)
+x⊗
(
yq((zµ)(Φ˜))− zq([yµ](Φ˜))
)
.
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Indeed,
(g2 ◦ τ2)(µ) = g2
(
δκ(x∧ z⊗q((yµ)(Φ˜)))−δκ(x∧ y⊗q((zµ)(Φ˜)))−δ2κ(y∧ z⊗µ)
)
= δg2

z⊗ xq((yµ)(Φ˜)) −x⊗ zq((yµ)(Φ˜))
−y⊗ xq((zµ)(Φ˜))) +x⊗ yq((zµ)(Φ˜)))
−δ(z⊗ yµ) +δ(y⊗ zµ) in R⊗ZU ⊗Z SymZnU

= δ

z⊗ xq((yµ)(Φ˜)) −x⊗ zq((yµ)(Φ˜))
−y⊗ xq((zµ)(Φ˜))) +x⊗ yq((zµ)(Φ˜)))
−δ(z⊗ yµ) +δ(y⊗ zµ) in R⊗Z SymZn U
 .
Use Observation 4.4 to see that (τ1 ◦b2)(µ) is equal to
(4.5.3)

x⊗ ∑
m1∈( y,zn−1)
[
Q((zµ)(Φ˜)⊗ (ym1)(Φ˜))−Q((yµ)(Φ˜)⊗ (zm1)(Φ˜))
]
· xq(m∗1)
+x⊗ ∑
m1∈(y,zn )
[
Q((zµ)(Φ˜)⊗ y(m∗1))−Q((yµ)(Φ˜)⊗ z(m∗1))
]
· [δm1− xq(m1(Φ˜))]
+δy⊗ (δzµ− xq([zµ](Φ˜)))−δz⊗ (δyµ− xq([yµ](Φ˜))).
Compare (4.5.2) and (4.5.3). It suffices to show that the elements
X = δ
(
yq([zµ](Φ˜))− zq([yµ](Φ˜))
)
and
Y =

+ ∑
m1∈( y,zn−1)
[
Q((zµ)(Φ˜)⊗ (ym1)(Φ˜))−Q((yµ)(Φ˜)⊗ (zm1)(Φ˜))
]
· xq(m∗1)
+ ∑
m1∈(y,zn )
[
Q((zµ)(Φ˜)⊗ y(m∗1))−Q((yµ)(Φ˜)⊗ z(m∗1))
]
· [δm1− xq(m1(Φ˜))]
of R⊗Z SymZnU are equal. To that end, we compare X(ν) and Y (ν) for ν ∈ DZn (U∗). Furthermore,
it will suffice to compare X(ν) and Y (ν) for ν = m∗2 with m2 ∈
(y,z
n
)
and ν = (xm2)∗ for m2 ∈
(
x,y,z
n−1
)
because
(
x,y,z
n
)
=
(y,z
n
)
∪ x
(
x,y,z
n−1
)
and {m∗ | m ∈
(
x,y,z
n
)
} is a basis for DZn (U∗).
First take ν = m∗2 with m2 ∈
(y,z
n
)
. Observe that
[xq(m∗1)](m
∗
2) = 0, [xq(m1(Φ˜))](m∗2) = 0, and ∑
m1∈(y,zn )
m1((m
∗
2)) ·m
∗
1 = m
∗
2.
It follows that
Y (m∗2) = δ
(
Q((zµ)(Φ˜)⊗ y(m∗2))−Q((yµ)(Φ˜)⊗ z(m∗2))
)
= X(m∗2).
Now take ν = (xm2)∗ for m2 ∈
(
x,y,z
n−1
)
. We see that
Y (ν) =

+ ∑
m1∈( y,zn−1)
[
Q((zµ)(Φ˜)⊗ (ym1)(Φ˜))−Q((yµ)(Φ˜)⊗ (zm1)(Φ˜))
]
· [xq(m∗1)]((xm2)∗)
+ ∑
m1∈(y,zn )
[
Q((zµ)(Φ˜)⊗ y(m∗1))−Q((yµ)(Φ˜)⊗ z(m∗1))
]
· [δm1− xq(m1(Φ˜))]((xm2)∗).
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Use the facts x((xm2)∗) = m∗2 and m1(xm2)∗ = 0 to re-write Y (ν) as Y (ν) = ∑4i=1Yi, with
Y1 = ∑
m1∈(x,y,zn−1)
[
Q((zµ)(Φ˜)⊗ (ym1)(Φ˜))−Q((yµ)(Φ˜)⊗ (zm1)(Φ˜))
]
· [q(m∗1)](m∗2),
Y2 = − ∑
m1∈(x,y,zn−2)
[
Q((zµ)(Φ˜)⊗ (yxm1)(Φ˜))−Q((yµ)(Φ˜)⊗ (zxm1)(Φ˜))
]
· [q((xm1)∗)](m∗2),
Y3 = ∑
m1∈(x,y,zn )
[
Q((zµ)(Φ˜)⊗ y(m∗1))−Q((yµ)(Φ˜)⊗ z(m∗1))
]
· [−q(m1(Φ˜))](m∗2), and
Y4 = − ∑
m1∈(x,y,zn−1)
[
Q((zµ)(Φ˜)⊗ y((xm1)∗))−Q((yµ)(Φ˜)⊗ z((xm1)∗))
]
· [−q((xm1)(Φ˜))](m∗2).
We know that
∑
m1∈(x,y,zn−1)
[q(m∗1)](m
∗
2) ·m1 = ∑
m1∈(x,y,zn−1)
[q(m∗2)](m
∗
1) ·m1 = q(m
∗
2);
hence,
(4.5.4) Y1 =Q((zµ)(Φ˜)⊗ (yq(m∗2))(Φ˜))−Q((yµ)(Φ˜)⊗ (zq(m∗2))(Φ˜)).
A similar trick yields
Y3 =−
[
Q((zµ)(Φ˜)⊗ y([q(m∗2)](Φ˜)))−Q((yµ)(Φ˜)⊗ z([q(m∗2)](Φ˜)))
]
;
thus, Y1 +Y3 = 0. In Y2,
Q((zµ)(Φ˜)⊗ (yxm1)(Φ˜))−Q((yµ)(Φ˜)⊗ (zxm1)(Φ˜))
= Q((zµ)(Φ˜)⊗ (ym1)(Φ))−Q((yµ)(Φ˜)⊗ (zm1)(Φ))
= δ
(
[(zµ)(Φ˜)](ym1)− [(yµ)(Φ˜)](zm1)
)
= 0;
and therefore, Y2 = 0. We conclude that Y (ν) = Y4. As we simplify Y4, we see that
[q((xm1)(Φ˜))](m∗2) = [q((m1)(Φ))](m∗2) = δm1(m∗2) = δχ(m1 = m2).
The final equality holds because m1 and m2 are both monomials in
(
x,y,z
n−1
)
. It follows that
Y (ν) = Y4 = δ
[
Q((zµ)(Φ˜)⊗ y((xm2)∗))−Q((yµ)(Φ˜)⊗ z((xm2)∗))
]
= X((xm2)∗) = X(ν),
and g2 ◦ τ2 = τ1 ◦b2 for elements of the summand R⊗Z SymZn−1U0 of B2.
Now we show that g2 ◦ τ2 = τ1 ◦b2 for elements ν ∈ B2 with ν ∈ DZn (U∗0 ). We compute
(g2 ◦ τ2)(ν) = δg2
(
κ(x∧ z⊗q(y(ν)))−κ(x∧ y⊗q(z(ν)))
)
= δg2
((
z⊗ xq(y(ν))− x⊗ zq(y(ν))− y⊗ xq(z(ν))+ x⊗ yq(z(ν))
)
∈
∧1
ZU ⊗Z SymZnU
)
= δ
(
z⊗ xq(y(ν))− x⊗ zq(y(ν))− y⊗ xq(z(ν))+ x⊗ yq(z(ν))
)
∈R⊗Z SymZnU.
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Use Observation 4.4 to see that
(τ1 ◦b2)(ν) =

−yδ⊗ xq(z(ν))+ zδ⊗ xq(y(ν))
−x⊗ ∑
m1∈( y,zn−1)
[
Q((zm1)(Φ˜)⊗ y(ν))−Q((ym1)(Φ˜)⊗ z(ν))
]
· xq(m∗1)
+x⊗ ∑
m1∈(y,zn )
[
Q(z(ν)⊗ y(m∗1))−Q(y(ν)⊗ z(m
∗
1))
]
· [δ ·m1− xq(m1(Φ˜))].
Compare δ(g2 ◦ τ2)(ν) and (τ1 ◦ b2)(ν). In order to prove that these two expressions are equal, it
suffices to show that X = Y for the elements X = δ(yq(z(ν))− zq(y(ν))) and
Y =

− ∑
m1∈( y,zn−1)
[
Q((zm1)(Φ˜)⊗ y(ν))−Q((ym1)(Φ˜)⊗ z(ν))
]
· xq(m∗1)
+ ∑
m1∈(y,zn )
[
Q(z(ν)⊗ y(m∗1))−Q(y(ν)⊗ z(m
∗
1))
]
· [δ ·m1− xq(m1(Φ˜))]
of R⊗Z SymZnU . Apply m∗2, with m2 ∈
(y,z
n
)
. We have x(m∗2) = 0; so,
Y (m∗2) = ∑
m1∈(y,zn )
[
Q(z(ν)⊗ y(m∗1))−Q(y(ν)⊗ z(m
∗
1))
]
·δ ·m1(m∗2)
= δ
[
Q(z(ν)⊗ y(m∗2))−Q(y(ν)⊗ z(m
∗
2))
]
= X(m∗2).
Apply (xm2)∗ with m2 ∈
(
x,y,z
n−1
)
. We know that m1((xm2)∗) = 0 for m1 ∈
(y,z
n
)
; but x((xm2)∗) = m∗2.
So,
Y ((xm2)∗) =

− ∑
m1∈( y,zn−1)
[
Q((zm1)(Φ˜)⊗ y(ν))−Q((ym1)(Φ˜)⊗ z(ν))
]
· [q(m∗1)](m∗2)
+ ∑
m1∈(y,zn )
[
Q(z(ν)⊗ y(m∗1))−Q(y(ν)⊗ z(m
∗
1))
]
· [−[q(m1(Φ˜))](m∗2)].
Re-write Y ((xm2)∗) as ∑4i=1Yi with
Y1 = − ∑
m1∈(x,y,zn−1)
[
Q((zm1)(Φ˜)⊗ y(ν))−Q((ym1)(Φ˜)⊗ z(ν))
]
· [q(m∗1)](m∗2)
Y2 = + ∑
m1∈(x,y,zn−2)
[
Q((zxm1)(Φ˜)⊗ y(ν))−Q((yxm1)(Φ˜)⊗ z(ν))
]
· [q((xm1)∗)](m∗2)
Y3 = − ∑
m1∈(x,y,zn )
[
Q(z(ν)⊗ y(m∗1))−Q(y(ν)⊗ z(m
∗
1))
]
· [q(m1(Φ˜))](m∗2)
Y4 = + ∑
m1∈(x,y,zn−1)
[
Q(z(ν)⊗ y((xm1)∗))−Q(y(ν)⊗ z((xm1)∗))
]
· [q((xm1)(Φ˜))](m∗2).
Use the trick of (4) to see that Y1 +Y3 = 0 and use the defining property x(Φ˜) = Φ of Φ˜ together
with parts (a) and (e) of Observation 2.5 to see that
Y2 = ∑
m1∈(x,y,zn−2)
[δ(zm1)(y(ν))−δ(ym1)(z(ν))] · [q((xm1)∗)](m∗2) = 0.
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Of course, [q((xm1)(Φ˜))](m∗2) = δm1(m∗2); and therefore
Y ((xm2)∗) = Y4 = ∑
m1∈(x,y,zn−1)
[
Q(z(ν)⊗ y((xm1)∗))−Q(y(ν)⊗ z((xm1)∗))
]
·δm1(m∗2)
= δ
[
Q(z(ν)⊗ y((xm2)∗))−Q(y(ν)⊗ z((xm2)∗))
]
= X((xm2)∗).
This completes the proof that g2 ◦ τ2 = τ1 ◦b2.
Finally, we prove that g3 ◦τ3 = τ2◦b3. Observe that (g3 ◦τ3)(1) and (τ2 ◦b3)(1) both are elements
of R⊗ZU ⊗SymZn U . We prove that (g3 ◦ τ3)(1) = (τ2 ◦b3)(1) by showing that
(4.5.5) [(g3 ◦ τ3)(1)](1⊗1⊗ν) = [(τ2 ◦b3)(1)](1⊗1⊗ν) in R⊗ZU,
for each ν ∈DZnU∗. We see that the left side of (4.5.5)
= δ2 ∑
m∈(x,y,zn−1)
(
xm⊗ y⊗ [zq(m∗)](ν)− ym⊗ x⊗ [zq(m∗)](ν)− xm⊗ z⊗ [yq(m∗)](ν)
+zm⊗ x⊗ [yq(m∗)](ν)+ ym⊗ z⊗ [xq(m∗)](ν)− zm⊗ y⊗ [xq(m∗)](ν)
)
= δ2
(
[zq(y(ν))− yq(z(ν))]⊗ x+[xq(z(ν))− zq(x(ν))]⊗ y+[y(q(x(ν))− xq(y(ν))]⊗ z
)
.
On the other hand, the right side of (4.5.5) is
δ ∑
m∈( y,zn−1)
xq(m∗)⊗

z⊗ [xq((ym)(Φ˜))](ν)− x⊗ [zq((ym)(Φ˜))](ν)
−y⊗ [xq((zm)(Φ˜))](ν)+ x⊗ [yq((zm)(Φ˜))](ν)
−δz⊗ [ym](ν)+δy⊗ [zm](ν)

+δ ∑
m∈(y,zn )
[δm− xq(m(Φ˜))]⊗
(
z⊗ [xq(y(m∗))](ν)− x⊗ [zq(y(m∗))](ν)
−y⊗ [xq(z(m∗))](ν)+ x⊗ [yq(z(m∗))](ν)
)
= δ

xq
(
(y[q(x(ν))])(Φ˜)
)
⊗ z− xq
(
(y[q(z(ν))])(Φ˜)
)
⊗ x
−xq
(
(z[q(x(ν))])(Φ˜)
)
⊗ y+ xq
(
(z[q(y(ν))])(Φ˜)
)
⊗ x
−δxq(y(ν))⊗ z+δxq(z(ν))⊗ y
+δyq(x(ν))⊗ z−δyq(z(ν))⊗ x
−δzq(x(ν))⊗ y+δzq(y(ν))⊗ x
−xq([yq(x(ν))](Φ˜))⊗ z+ xq([yq(z(ν))](Φ˜))⊗ x
+xq([zq(x(ν))](Φ˜))⊗ y− xq([zq(y(ν))](Φ˜))⊗ x
= δ2
(
[zq(y(ν))− yq(z(ν))]⊗ x+[xq(z(ν))− zq(x(ν))]⊗ y+[yq(x(ν))− xq(y(ν))]⊗ z
)
.
The two sides of (4.5.5) agree and the proof is complete. 
Lemma 4.6. Retain the notation and hypotheses of Lemma 4.5. For 0 ≤ i ≤ 3, define Ei = τi(Bi)
and for 1 ≤ i ≤ 3, let ei be the restriction of gi : Gi → Gi−1 to Ei. The following statements hold.
(a) Each module Ei is a free R-module.
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(1) The elements
(4.6.1) {τ1(m∗) | m ∈
( y,z
n−1
)
}∪{τ1(m) | m ∈
(y,z
n
)
}
form a basis for E1.
(2) The elements
(4.6.2) {τ2(m) | m ∈
( y,z
n−1
)
}∪{τ2(m∗) | m ∈
(y,z
n
)
}
form a basis for E2.
(3) The module E0 is equal to G0 =R.
(4) The module E3 is the free R-module δ2G3.
(b) For each i, with 0 ≤ i≤ 3, (Ei)δ = (Gi)δ .
(c) Each R-module τi : Bi → Ei is an isomorphism.
(d) The sequence of homomorphisms
(E,e) : 0 // E3
e3
// E2
e2
// E1
e1
// E0
is a complex of free R-modules.
(e) The sequence of homomorphisms (B,b) of Definition 2.7.c is a complex of free R-modules.
(f) The R-module homomorphisms τi : Bi → Ei give an isomorphism of complexes (B,b)≃ (E,e) :
0 // R b3 //
τ3

B2
b2
//
τ2

B1
b1
//
τ1

R
=

0 // E3
e3
// E2
e2
// E1
e1
// R
.
Furthermore, the localizations (E,e)δ and (G,g)δ are equal.
(g) All of the assertions of Theorem 3.2 hold for the explicitly constructed complex (B,b) in place
of (G,g).
Proof. Assertions (a3) and (a4) are obvious. Assertion (b) is also obvious when i = 0 or i = 3.
(a1) and (b) for i = 1. We prove (a1) and (b) for i = 1 by showing that (G1)δ is a free Rδ-module
with basis (4.6.1). The fact that q : Rδ ⊗Z DZn−1(U∗)→Rδ ⊗Z SymZn−1U is an Rδ-module isomor-
phism guarantees that
(4.6.3) the elements {q(m∗) | m ∈ (x,y,z
n−1
)
} form a basis for Rδ ⊗Z SymZn−1U .
It follows that the elements
(4.6.4) {xq(m∗) | m ∈ (x,y,z
n−1
)
}∪{m | m ∈
(y,z
n
)
}
form a basis for Rδ ⊗Z SymnU . Thus,
(4.6.5) {xq(m∗) | m ∈ ( y,z
n−1
)
}∪{δm− xq(m(Φ˜)) | m ∈
(y,z
n
)
}∪{xq((xm)∗) | m ∈
(
x,y,z
n−2
)
}
is a basis for Rδ ⊗Z SymnU . (This step is legitimate, but a little complicated. We took the basis
(4.6.4); multiplied each element in the right-most set by a unit and added an element of the sub-
module spanned by the left-most set, then we partitioned the left-most set into two subsets.) At any
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rate, (4.6.5) is a basis for Rδ ⊗Z SymnU and (4.6.5) is the union of (4.6.1) and
(4.6.6) {xq((xm)∗) | m ∈ (x,y,z
n−2
)
}.
Observe that v1 gives a bijection between the set (4.6.6) and the basis
{δm∗ | m ∈
(
x,y,z
n−2
)
} for Rδ ⊗Z Dn−2(U∗) =Rδ ⊗Z K0,n−2,
since
v1(xq((xm)∗)) = [xq((xm)∗)](Φ) = x([q((xm)∗)](Φ)) = δ · x((xm)∗) = δm∗.
Thus, the map v1 : Rδ ⊗Z SymnU →Rδ ⊗Z Dn−2(U∗) takes the basis
(4.6.1)∪ (4.6.6)
for Rδ ⊗Z SymnU , sends each element of (4.6.1) to zero and carries (4.6.6) bijectively onto a basis
for Rδ ⊗Z Dn−2(U∗). We conclude that (ker v1)δ is the free Rδ module with basis (4.6.1) and this
establishes (a1) and (b) for i = 1.
(a2) and (b) for i = 2. We prove (a2) and (b) for i = 2 by showing that (G2)δ is a free Rδ-module
with basis (4.6.2). Our argument is similar to the proof of (a1) and (b) for i = 1 in that we prove that
(4.6.2) together with
(4.6.7)
{κ(x∧ y⊗q((xm)∗)) | m ∈
(
x,y,z
n−2
)
}∪{κ(x∧ z⊗q((xm)∗)) | m ∈
(
x,y,z
n−2
)
}
∪{κ(x∧ y⊗q((ym)∗)) | m ∈
( y,z
n−2
)
}
forms a basis for Rδ ⊗Z L1,n with the property that v2 carries (4.6.7) bijectively onto a basis for
Rδ ⊗Z K1,n−2. The Z-modules L1,n and K1,n−2 are known to be free and have bases
(4.6.8)
{κ(x∧ y⊗m) | m ∈
(
x,y,z
n−1
)
}∪{κ(x∧ z⊗m) | m ∈
(
x,y,z
n−1
)
}
∪{κ(y∧ z⊗m) | m ∈
( y,z
n−1
)
}
and
(4.6.9)
{η(x∧ y⊗ (xm)∗) | m ∈
(
x,y,z
n−2
)
}∪{η(x∧ z⊗ (xm)∗) | m ∈
(
x,y,z
n−2
)
}
∪{η(x∧ y⊗ (ym)∗) | m ∈
( y,z
n−2
)
},
respectively, see, for example, [12, (5.4) and (5.5)] or [20, Examples 2.1.3.h and 2.1.17.h]. The
basis (4.6.8) for L1,n leads to the decomposition of Rδ ⊗Z L1,n into the following direct sum of free
Rδ-modules:
(4.6.10) Rδ ⊗Z L1,n =

Rδ ⊗Z κ(x∧ y⊗SymZn−1U)⊕Rδ ⊗Z κ(x∧ z⊗SymZn−1U)
⊕
⊕
m∈( y,zn−1)
Rδκ(y∧ z⊗m)
For each m ∈
( y,z
n−1
)
, recall the element
τ2(m) = δκ(x∧ z⊗q((ym)(Φ˜)))−δκ(x∧ y⊗q((zm)(Φ˜)))−δ2κ(y∧ z⊗m)
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of E2. Notice that τ2(m) is equal to the sum of a unit of Rδ times the basis vector κ(y∧ z⊗m)
from the third summand in (4.6.10) plus an element from the first two summands. It follows that
{τ2(m) | m ∈
( y,z
n−1
)
} generates a free submodule of Rδ ⊗Z L1,n and
(4.6.11) Rδ ⊗Z L1,n =

Rδ ⊗Z κ(x∧ y⊗SymZn−1U)⊕Rδ ⊗Z κ(x∧ z⊗SymZn−1U)
⊕
⊕
m∈( y,zn−1)
Rδτ2(m).
Use (4.6.3) to see that
{κ(x∧ y⊗q(m∗)) | m ∈
(
x,y,z
n−1
)
}∪{κ(x∧ z⊗q(m∗)) | m ∈
(
x,y,z
n−1
)
}∪{τ2(m) | m ∈
( y,z
n−1
)
}
is a basis for Rδ ⊗Z L1,n. Keep in mind that
(
x,y,z
n−1
)
is the disjoint union x(x,y,z
n−2
)
∪
( y,z
n−1
)
and that
( y,z
n−1
)
is the disjoint union y( y,z
n−1
)
∪{zn−1} as well as the disjoint union z( y,z
n−1
)
∪{yn−1}. Thus,
{κ(x∧ y⊗q((xm)∗)) | m ∈
(
x,y,z
n−2
)
}∪{κ(x∧ z⊗q((xm)∗)) | m ∈
(
x,y,z
n−2
)
}
∪{κ(x∧ y⊗q((ym)∗)) | m ∈
( y,z
n−2
)
}∪{κ(x∧ z⊗q((zm)∗)) | m ∈
( y,z
n−2
)
}
∪{κ(x∧ y⊗q((zn−1)∗)),κ(x∧ z⊗q((yn−1)∗))}∪{τ2(m) | m ∈
( y,z
n−1
)
}
is a basis for Rδ⊗ZL1,n. We subtract each basis element in the set {κ(x∧y⊗q((ym)∗)) |m∈
( y,z
n−2
)
}
from the corresponding basis element in the set {κ(x∧ z⊗q((ym)∗)) | m ∈
( y,z
n−2
)
} to see that
(4.6.12)
{κ(x∧ y⊗q((xm)∗)) | m ∈
(
x,y,z
n−2
)
}∪{κ(x∧ z⊗q((xm)∗)) | m ∈
(
x,y,z
n−2
)
}
∪{κ(x∧ y⊗q((ym)∗)) | m ∈
( y,z
n−2
)
}
∪{κ(x∧ z⊗q((zm)∗))−κ(x∧ y⊗q((ym)∗)) | m ∈
( y,z
n−2
)
}
∪{κ(x∧ y⊗q((zn−1)∗)),κ(x∧ z⊗q((yn−1)∗))}∪{τ2(m) | m ∈
( y,z
n−1
)
}
is a basis for Rδ ⊗Z L1,n. The union of the first three subset of (4.6.12), namely
{κ(x∧ y⊗q((xm)∗)) | m ∈
(
x,y,z
n−2
)
}∪{κ(x∧ z⊗q((xm)∗)) | m ∈
(
x,y,z
n−2
)
}
∪{κ(x∧ y⊗q((ym)∗)) | m ∈
( y,z
n−2
)
},
is the set we have called (4.6.7). We reparameterize sets four and five of (4.6.12), namely
(4.6.13)
{κ(x∧ z⊗q((zm)∗))−κ(x∧ y⊗q((ym)∗)) | m ∈
( y,z
n−2
)
}
∪{κ(x∧ y⊗q((zn−1)∗)),κ(x∧ z⊗q((yn−1)∗))}.
If m ∈
( y,z
n−2
)
, then let m1 be the monomial yzm in
(y,z
n
)
. Observe that
τ2(m∗1) = δκ(x∧ z⊗q(y(m∗1)))−δκ(x∧ y⊗q(z(m∗1)))
= δκ(x∧ z⊗q((zm)∗)))−δκ(x∧ y⊗q((ym)∗))).
Observe also that
τ2(m
∗
1) = δκ(x∧ z⊗q(y(m∗1)))−δκ(x∧ y⊗q(z(m∗1))) =
{
δκ(x∧ z⊗q((yn−1)∗) if m1 = yn
−δ(κ(x∧ y⊗q((zn−1)∗) if m1 = zn.
Thus, {τ2(m∗1) | m1 ∈
(y,z
n
)
} is a basis for the free Rδ-module spanned by (4.6.13) and
the union of (4.6.7), {τ2(m∗1) | m1 ∈
(y,z
n
)
}, and {τ2(m) | m ∈
( y,z
n−1
)
}
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is a basis for Rδ ⊗Z L1,n. Furthermore, the set (4.6.2) is the union of
{τ2(m∗1) | m1 ∈
(y,z
n
)
}∪{τ2(m) | m ∈
( y,z
n−1
)
}.
Therefore, we have established that the union of (4.6.2) and (4.6.7) is a basis for the free-module
Rδ ⊗Z L1,n. We saw in Observation 4.3 that each element in (4.6.2) is in the kernel of v2. A
straightforward calculation shows that v2 carries (4.6.7) bijectively onto the unit δ times the basis
(4.6.9) of Rδ ⊗Z K1,n−2:
(4.6.14)
v2(κ(x∧ y⊗q((xm)∗))) = δη(x∧ y⊗ (xm)∗) for m ∈
(
x,y,z
n−2
)
v2(κ(x∧ z⊗q((xm)∗))) = δη(x∧ z⊗ (xm)∗) for m ∈
(
x,y,z
n−2
)
v2(κ(x∧ y⊗q((ym)∗)) = δη(x∧ y⊗ (ym)∗) for m ∈
( y,z
n−2
)
.
In particular, for example, the top equation in (4.6.14) is:
v2
(
κ(x∧ y⊗q((xm)∗))
)
= v2
(
y⊗ xq((xm)∗)− x⊗ yq((xm)∗)
)
the definition of κ
= y⊗ [xq((xm)∗)](Φ)− x⊗ [yq((xm)∗))](Φ) the definition of v2
= y⊗ x
(
[q((xm)∗)](Φ)
)
− x⊗ y
(
[q((xm)∗))](Φ)
)
(1.1.1)
= δ
(
y⊗ x((xm)∗)− x⊗ y((xm)∗)
)
Observation 2.5, items (a) and (d)
= δη(x∧ y⊗ (xm)∗) the definition of η.
We conclude that the kernel of v2 : Rδ ⊗Z L1,n → Rδ ⊗Z K1,n−2 is the free Rδ-module with basis
(4.6.2) and this completes the proof of (a2) and (b) for i = 2.
(c). We proved in (a) that τi carries a basis for the free R-module Bi bijectively onto a basis for the
free R-module Ei.
(d). We must verify that ei(Ei)⊆ Ei−1 and this follows from (c) and Lemma 4.5:
ei(Ei) = gi(Ei) = gi(imτi) = im(gi ◦ τi) = im(τi−1 ◦bi) = τi−1 im(bi)⊆ τi−1(Bi−1) = Ei−1.
(e). We must verify that bi ◦bi+1 = 0. One may apply the fact that τi−1 is injective, together with
Lemma 4.5, to the complex (G,g), in order to see that
τi−1 ◦bi ◦bi+1 = gi ◦gi+1 ◦ τi+1 = 0;
hence, bi ◦bi+1 = 0.
(f). We know from (d) and (e) that (E,e) and (B,b) are complexes; from Lemma 4.5 that τ : B→ E
is a map of complexes; from (c) that τ : B→ E is an isomorphism of complexes; and from (b) that
Eδ =Gδ.
(g). We see in (f) that (B,b) to isomorphic to a free sub-complex of (G,g) and that (B,b)δ and
(G,g)δ are isomorphic complexes. 
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5. THE MATRIX DESCRIPTION OF B.
Start with Data 2.1. Pick a basis x,y,z for U and use the basis
(
x,y,z
2n−2
)
for SymZ2n−2U . It follows
that R is the bi-graded polynomial ring
Z[Ψ(x),Ψ(y),Ψ(z),{Φ(m) |
(
x,y,z
2n−2
)
}].
The symbols Ψ(x), Ψ(y), Ψ(z), and Φ(m) are all fairly cumbersome. In order to avoid these sym-
bols, we write R in place of R when we emphasize that we have chosen the monomial bases for U
and SymZ2n−2U . Furthermore, we write
(5.0.1)
x, y, z, and tm in R in place of Ψ(x), Ψ(y), Ψ(z), and Φ(m) in R, respectively,
for m ∈
(
x,y,z
2n−2
)
.
At any rate, R is the bi-graded polynomial ring
(5.0.2) R = Z[x,y,z,{tm|m ∈
(
x,y,z
2n−2
)
}],
where x, y, and z have degree (1,0) and each variable tm has degree (0,1). The equation
Φ = ∑
m∈( x,y,z2n−2)
tm⊗m
∗ ∈ R⊗Z DZ2n−2(U∗)
is explained in Remark 2.2. It follows immediately that the element Φ˜ of Data 2.6 is given by
(5.0.3) Φ˜ = ∑
m∈( x,y,z2n−2)
tm⊗ (xm)
∗ ∈ R⊗Z DZ2n−1(U∗).
In Proposition 5.5, we describe the complex (B,b)
(5.0.4) 0 → R b3−−→
R⊗Z SymZn−1U0
⊕
R⊗Z DZn (U∗0 )
b2−−→
R⊗Z DZn−1(U∗0 )
⊕
R⊗Z SymZnU0
b1−−→ R
in terms of the elements of R explicitly. As a bi-homogeneous complex B has the form
0→R
(
−2n−1,−3
(
n+1
2
)
+1
)
−→
R
(
−n−1,−2
(
n+1
2
))n
⊕
R
(
−n−1,−2
(
n+1
2
)
+1
)n+1 −→
R
(
−n,−
(
n+1
2
)
+1
)n
⊕
R
(
−n,−
(
n+1
2
))n+1 −→R.
There are two motivations for this project. First of all, we have promised that (B,b) is built in
an explicit and polynomial manner from the coefficients of the Macaulay inverse system Φ; we
are thereby compelled to leave no doubt that we have given an explicit description. Secondly, we
recognize that some readers will prefer the description of Definition 2.7; whereas others will prefer
the description of Proposition 5.5.
Remark 5.1. Let T be the matrix (tm1m2) where m1 and m2 roam over
(
x,y,z
n−1
)
in the same order. Let
δ be the determinant of T and Q be the classical adjoint of T . It makes sense to refer to the entries
of Q as Qm1,m2 for m1 and m2 in
(
x,y,z
n−1
)
.
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(a) Notice that T is the matrix for p from Data 2.3.a with respect to the bases (x,y,z
n−1
)
for SymZn−1U
and {m∗ | m ∈
(
x,y,z
n−1
)
} for DZn−1(U∗), because
p(m2) = ∑
m1∈(x,y,zn−1)
tm1m2 ⊗m
∗
1 ∈ R⊗Z DZn−1(U∗), for m2 ∈
(
x,y,z
n−1
)
.
(b) The element δ ∈ R of the present remark is the image of δ ∈ R from Data 2.3.b under the
convention (5.0.1).
(c) Notice that Q is the matrix for the map q of Data 2.3.c with respect to the bases {m∗ |m∈ (x,y,z
n−1
)
}
for DZn−1(U∗) and
(
x,y,z
n−1
)
for SymZn−1U , in the sense that
(5.1.1) q(m∗2) = ∑
m1∈(x,y,zn−1)
Qm1,m2 ⊗m1 ∈ R⊗Z SymZn−1U, for m2 ∈
(
x,y,z
n−1
)
.
It follows from Observation 2.5.g, Data 2.3.d, and (c) that
(5.1.2) Q(m∗1⊗m∗2) =Q(m∗2⊗m∗1) = [q(m∗2)](m∗1) = Qm1,m2 for m1 and m2 in
(
x,y,z
n−1
)
.
The order on
(
x,y,z
n−1
)
that was used to create the matrices T and Q is irrelevant; see, for example,
Remark 2.4. The matrices T and Q are both symmetric and, as was seen in Observation 2.5,
(5.1.3) ∑
m∈(x,y,zn−1)
tm′mQm,m′′ = χ(m′ = m′′)δ = ∑
m∈(x,y,zn−1)
Qm′′,mtmm′ , for all m′ and m′′ in
(
x,y,z
n−1
)
.
Definition 5.2. For each m2 ∈
(
x,y,z
n−1
)
, define the element λm2 of R by λm2 = ∑
m1∈(x,y,zn−1)
m1Qm1,m2 .
Remark 5.3. If m2 ∈
(
x,y,z
n−1
)
, then
(Ψ◦q)(m∗2) = Ψ( ∑
m1∈(x,y,zn−1)
Qm1,m2 ⊗m1) (5.1.1)
= ∑
m1∈(x,y,zn−1)
Ψ(m1)Qm1,m2 ∈R
= ∑
m1∈(x,y,zn−1)
m1Qm1,m2 ∈ R (5.0.1)
= λm2 ∈ R. (5.2)
Observation 5.4. If m1 ∈
(y,z
n
)
, then
m1(Φ˜) = ∑
m2∈(x,y,zn−2)
tm1m2 ⊗ (xm2)
∗ ∈ R⊗Z DZn−1(U∗).
Proof. The explicit form of Φ˜ is given in (5.0.3). The monomial m1 does not involve x; so m1[(xm)∗]
is equal to χ(m1|m)(x mm1 )
∗ and
m1(Φ˜) = ∑
m∈( x,y,z2n−2)
tm⊗m1[(xm)
∗] = ∑
m∈( x,y,z2n−2)
tm⊗χ(m1|m)(x mm1 )
∗.
Let m2 = χ(m1|m) mm1 . Notice that as m roams over
(
x,y,z
2n−2
)
, m2 roams over
(
x,y,z
n−2
)
. The assertion
follows. 
Proposition 5.5. The differentials in the complex (B,b) of Definition 2.7.c are described below.
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(1) The R-module homomorphism b1 is
b1(1⊗m∗) = xλm, for m ∈
( y,z
n−1
)
, and
b1(1⊗m) = δm− x ∑
m1∈(x,y,zn−2)
λxm1tm1m, for m ∈
(y,z
n
)
.
(2) The R-module homomorphism b2 is described below.
(a) If m2 ∈
( y,z
n−1
)
, then
b2(1⊗m2) =

∑
m1∈( y,zn−1)
∑
M1,M2∈(x,y,zn−2)
xQxM1,xM2 det
[
tm1M1y tm1M1z
tm2M2y tm2M2z
]
⊗m∗1
+ ∑
m1∈(y,zn )
∑
M∈(x,y,zn−2)
x[χ(y|m1)Q m1
y ,xM
tMm2z−χ(z|m1)Q m1z ,xMtMm2y]⊗m1
+yδ⊗ zm2− zδ⊗ ym2.
(b) If m2 ∈
(y,z
n
)
, then b2(1⊗m∗2) is equal to

χ(z|m2)
 ∑
m′∈(x,y,zn−2)
∑
M∈( y,zn−1)
xtyMm′Qxm′,m2z ⊗M
∗− yδ⊗ (m2z )∗+ ∑
M∈( y,zn−1)
xQM,m2z ⊗ yM

−χ(y|m2)
 ∑
m′∈(x,y,zn−2)
∑
M∈( y,zn−1)
xtzMm′Qxm′,m2y ⊗M
∗− zδ⊗ (m2y )∗+ ∑
M∈( y,zn−1)
xQM,m2y ⊗ zM
 .
(3) The R-module homomorphism b3 is given by
b3(1) = ∑
m∈( y,zn−1)
b1(1⊗m∗)⊗m+ ∑
m∈(y,zn )
b1(1⊗m)⊗m∗.
Proof. We prove (1). Let m2 ∈
( y,z
n−1
)
. We see that
b1(1⊗m∗2) = Ψ(x) ·Ψ(q(m∗2)) (2.7.c)
= xλm2 , (5.0.1) and (5.3)
as expected. Let m2 ∈
(y,z
n
)
. We see that
b1(1⊗m2) = δ ·Ψ(m2)−Ψ(x) · (Ψ◦q)(m2(Φ˜)) (2.7.c)
= δ ·Ψ(m2)−Ψ(x) · ∑
m1∈(x,y,zn−2)
tm1m2 ⊗ (Ψ◦q)((xm1)∗) (5.4)
= δm2− x ∑
m1∈(x,y,zn−2)
λxm1tm1m2 , (5.3) and (5.0.1)
as expected. The proof of (1) is complete. Assertion (3) follows automatically.
We prove (2a). Let m2 ∈
( y,z
n−1
)
. We use Observation 4.4.a to see that b2(1⊗m2) is equal to
28 SABINE EL KHOURY AND ANDREW R. KUSTIN
=

Ψ(x) ∑
m1∈( y,zn−1)
[
Q((zm2)(Φ˜)⊗ (ym1)(Φ˜))−Q((ym2)(Φ˜)⊗ (zm1)(Φ˜))
]
⊗m∗1
+Ψ(x) ∑
m1∈(y,zn )
[
Q((zm2)(Φ˜)⊗ y(m∗1))−Q((ym2)(Φ˜)⊗ z(m∗1))
]
⊗m1
+Ψ(y) ·δ⊗ zm2−Ψ(z) ·δ⊗ ym2.
=

∑
m1∈( y,zn−1)
∑
M1,M2∈(x,y,zn−2)
Ψ(x) · [tzm2M2tym1M1 − tym2M2tzm1M1 ]Q((xM2)∗⊗ (xM1)∗)⊗m∗1
+ ∑
m1∈(y,zn )
∑
M∈(x,y,zn−2)
Ψ(x) · [tzm2MQ((xM)∗⊗ y(m∗1))− tym2MQ((xM)∗⊗ z(m∗1))]⊗m1
+Ψ(y) ·δ⊗ zm2−Ψ(z) ·δ⊗ ym2
(5.4)
=

∑
m1∈( y,zn−1)
∑
M1,M2∈(x,y,zn−2)
Ψ(x) · [tzm2M2tym1M1 − tym2M2tzm1M1 ]QxM2,xM1 ⊗m∗1
+ ∑
m1∈(y,zn )
∑
M∈(x,y,zn−2)
Ψ(x) · [χ(y|m1)tzm2MQxM,m1y −χ(z|m1)tym2MQxM,m1z ]⊗m1
+Ψ(y) ·δ⊗ zm2−Ψ(z) ·δ⊗ ym2
(5.1.2)
=

∑
m1∈( y,zn−1)
∑
M1,M2∈(x,y,zn−2)
x[tzm2M2tym1M1 − tym2M2tzm1M1 ]QxM2,xM1 ⊗m∗1
+ ∑
m1∈(y,zn )
∑
M∈(x,y,zn−2)
x[χ(y|m1)tzm2MQxM,m1y −χ(z|m1)tym2MQxM,m1z ]⊗m1
+yδ⊗ zm2− zδ⊗ ym2,
(5.0.1)
as expected. We prove (2b). Let m2 ∈
(y,z
n
)
. We use Observation 4.4.b to see that b2(1⊗m∗2) is equal
to
=

− ∑
m1∈( y,zn−1)
Ψ(x) · [Q((zm1)(Φ˜)⊗ y(m∗2))−Q((ym1)(Φ˜)⊗ z(m∗2))]⊗m∗1
+ ∑
m1∈(y,zn )
Ψ(x) · [Q(z(m∗2)⊗ y(m∗1))−Q(y(m∗2)⊗ z(m∗1))]⊗m1
−Ψ(y) ·δ⊗ z(m∗2)+Ψ(z) ·δ⊗ y(m∗2)
(2.7.a)
=

− ∑
m1∈( y,zn−1)
∑
m∈(x,y,zn−2)
Ψ(x) · [tzm1mQ((xm)∗⊗ y(m∗2))− tym1mQ((xm)∗⊗ z(m∗2))]⊗m∗1
+ ∑
m1∈(y,zn )
Ψ(x) · [Q(z(m∗2)⊗ y(m∗1))−Q(y(m∗2)⊗ z(m∗1))]⊗m1
−Ψ(y) ·δ⊗ z(m∗2)+Ψ(z) ·δ⊗ y(m∗2)
(5.4)
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=

− ∑
m1∈( y,zn−1)
∑
m∈(x,y,zn−2)
Ψ(x) · [tzm1mχ(y|m2)Qxm,m2y − tym1mχ(z|m2)Qxm,m2z ]⊗m
∗
1
+ ∑
m1∈( y,zn−1)
Ψ(x) ·χ(z|m2)Q m2
z ,m1
⊗ ym1− ∑
m1∈( y,zn−1)
Ψ(x) ·χ(y|m2)Q m2
y ,m1
⊗ zm1
−Ψ(y) ·δ⊗ z(m∗2)+Ψ(z) ·δ⊗ y(m∗2)
(5.1.2)
=

− ∑
m1∈( y,zn−1)
∑
m∈(x,y,zn−2)
x[tzm1mχ(y|m2)Qxm,m2y − tym1mχ(z|m2)Qxm,m2z ]⊗m
∗
1
+ ∑
m1∈( y,zn−1)
xχ(z|m2)Q m2
z ,m1
⊗ ym1− ∑
m1∈( y,zn−1)
xχ(y|m2)Q m2
y ,m1
⊗ zm1
−yδ⊗ z(m∗2)+ zδ⊗ y(m∗2),
(5.0.1)
as expected. 
6. EXAMPLES
Consider the resolution (B,b) of Definition 2.7, with n = 3. Let x,y,z be a basis for U and write
R = Z[x,y,z] in place of R(•,0) = SymZ• (U). For each index i, with 0 ≤ i ≤ 3, we exhibit an R-
algebra homomorphism ρi : R→ R, with the property that ρi(R(0,1)) ⊆ Z and ρi(δ) 6= 0 in Z. For
each i, we record the resolution ρi⊗R Bδ of Rδ/Ii by free Rδ-modules, where Ii is the annihilator
of Φi = ρi⊗R Φ. We focus on the particular ideals I0, . . . , I3 because it is shown in [12] that none
of these four ideals may be obtained from another by way of change of variables. (Actually, the
calculation in [12] is made over a field of characteristic zero; hence, the conclusion also holds over
Zδ .) If one looks at the examples from the point of view of the presentation matrices ρi⊗ b2, then
the work in [12] says that none of the presentation matrices ρi⊗ b2 may be obtained from another
by performing a sequence of change of variables and invertible row and column operations. (This is
the topic of Project 0.4 from the Introduction.)
To describe the R-algebra homomorphism ρi : R→ R, it suffices to record Φi = ρi⊗R Φ because
R is a polynomial ring over R; each variable of R over R appears as a coefficient in
Φ = ∑
m∈( x,y,z2n−2)
Φ(m)⊗m∗ ∈R⊗Z D2n−2(U∗);
and R is the polynomial ring R[{Φ(m) | m ∈
(
x,y,z
2n−2
)
}]. At any rate,
(6.0.1)
Φ0 = (x2y2)∗− (xyz2)∗+2(z4)∗+(x4)∗+2(y4)∗,
Φ1 = (x2y2)∗− (xyz2)∗+2(z4)∗+(x4)∗,
Φ2 = (x2y2)∗− (xyz2)∗+2(z4)∗, and
Φ3 = (y2z2)∗+(x2z2)∗+(x2y2)∗+2(xyz2)∗+2(xy2z)∗+2(x2yz)∗.
The fact that none of the ideals {Ii} may be obtained for any other ideal from this list by way of
change of variables is due to the fact that there are i linearly independent linear forms ℓ1, . . . , ℓi in
Z[x,y,z] with ℓ31, . . . , ℓ3i in Ii but there does not exist i+ 1 such linearly independent linear forms.
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(The existence of ℓ1, . . . , ℓi is clear in each case; the non-existence of i+1 such linear forms requires
a calculation and this calculation is made in [12, Prop. 7.14].) The ideal I2 is generated by the
maximal order Pfaffians of the Buchsbaum-Eisenbud matrix [5, Sect. 6, pg. 480]
0 x 0 0 0 0 z
−x 0 y 0 0 z 0
0 −y 0 x z 0 0
0 0 −x 0 y 0 0
0 0 −z −y 0 x 0
0 −z 0 0 −x 0 y
−z 0 0 0 0 −y 0

.
(A proof of this assertion is contained in [12, Prop. 7.10].) The Macaulay inverse systems Φ1 and
Φ0 are modifications of Φ2. It is shown in Lemma 6.5 that the ideal I3 is equal
(6.0.2) (x3,y3,z3) : (x+ y+ z)2.
Now that the Φi are defined in (6.0.1), the R-algebra homomorphisms ρi are implicitly defined,
as described above (6.0.1). For each i, we record the matrices Ti = ρi⊗T and Qi = ρi⊗Q for T and
Q from Remark 5.1. We express these matrices using the basis x2,xy,xz,y2 ,yz,z2 for Sym2(U). We
also describe the homomorphisms ρi⊗b1 and ρi⊗b2 using the basis (y2)∗,(yz)∗,(z2)∗,y3,y2z,yz2,z3
for ρi⊗B1 and the basis y2,yz,z2,(y3)∗,(y2z)∗,(yz2)∗,(z3)∗ for ρi⊗B2.
Example 6.1. When i = 0, then Φ0 = (x2y2)∗− (xyz2)∗+2(z4)∗+(x4)∗+2(y4)∗,
T0 =

1 0 0 1 0 0
0 1 0 0 0 −1
0 0 0 0 −1 0
1 0 0 2 0 0
0 0 −1 0 0 0
0 −1 0 0 0 2

, Q0 =

−2 0 0 1 0 0
0 −2 0 0 0 −1
0 0 0 0 1 0
1 0 0 −1 0 0
0 0 1 0 0 0
0 −1 0 0 0 −1

,
ρ0(δ) =−1,
(ρ0⊗b1)(1⊗ (y2)∗) = x3− xy2,
(ρ0⊗b1)(1⊗ (yz)∗) = x2z,
(ρ0⊗b1)(1⊗ (z2)∗) = −x2y− xz2,
(ρ0⊗b1)(1⊗ y3) = −y3 +4x2y+2xz2,
(ρ0⊗b1)(1⊗ y2z) = −y2z,
(ρ0⊗b1)(1⊗ yz2) = −yz2−2x3 + xy2,
(ρ0⊗b1)(1⊗ z3) = −z3−2xyz, and
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(6.1.1) ρ0⊗b2 =

0 0 0 −z y 0 −2x
0 0 2x x −z y 0
0 −2x 0 0 −3x −z y
z −x 0 0 −x 0 0
−y z 3x x 0 0 0
0 −y z 0 0 0 −x
2x 0 −y 0 0 x 0

.
We provide a few details in this example; however the calculations are straightforward and we sup-
press them in Examples 6.2, 6.3, and 6.4. The rows and columns of T0 are tagged by the monomials
x2,xy,xz,y2 ,yz,z2 in that order. The entry in row mi, column m j is (mim j)(Φ0). So in particular, row
4 of T0 is
[(y2x2)(Φ0),(y2xy)(Φ0),(y2xz)(Φ0),(y2y2)(Φ0),(y2yz)(Φ0),(y2z2)(Φ0)] = [1,0,0,2,0,0].
One computes ρ0(δ) = detT0 and the classical adjoint Q0, which is equal to, (detT0) times the
inverse of T0. The recipe of Definition 5.2 gives
ρ0(λx2) = −2x2 + y2,
ρ0(λxy) = −2xy− z2,
ρ0(λxz) = yz,
ρ0(λy2) = x2− y2,
ρ0(λyz) = xz,
ρ0(λz2) = −xy− z2,
and Proposition 5.5.1 immediately gives the value of (ρ0 ⊗ b1) applied to (y2)∗, (yz)∗, (z2)∗. We
compute
(ρ0⊗b1)(1⊗ y3) = ρ0(δy3− x ∑
m1∈(x,y,z1 )
λxm1tm1y3)
= −y3− xρ0(λxxtxy3 +λxytyy3 +λxztzy3)
= −y3− x((−2x2 + y2)(0)+ (−2xy− z2)(2)+ yz(0))
= −y3− x(2(−2xy− z2)) =−y3 +4x2y+2xz2.
One computes (ρ0⊗b1) of the basis elements y2z, yz2 and z3 in a similar manner.
Use Proposition 5.5.2a to see that
(ρ0⊗b2)(1⊗ y2) = ρ0

∑
m1∈(y,z2 )
∑
M1,M2∈(x,y,z1 )
xQxM1 ,xM2 det
[
tm1M1y tm1M1z
ty2M2y ty2M2z
]
⊗m∗1
+ ∑
m1∈(y,z3 )
∑
M∈(x,y,z1 )
x[χ(y|m1)Q m1
y ,xM
tMy2z−χ(z|m1)Q m1
z ,xM
tMy2y]⊗m1
−y⊗ y2z+ z⊗ y3.
We have seen that ρ0(ty2M2y) = 2χ(M2 = y) and ρ0(ty2M2z) = 0. It follows that
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(ρ0⊗b2)(1⊗ y2) = ρ0

−2x ∑
m1∈(y,z2 )
∑
M1∈(x,y,z1 )
QxM1,xytm1M1z⊗m∗1
−2x ∑
m1∈(y,z3 )
χ(z|m1)Q m1
z ,xy
⊗m1
−y⊗ y2z+ z⊗ y3.
We have seen that ρ0(QxM1,xy) =−2χ(M1 = y) and if m1 ∈
(y,z
3
)
, then
ρ0(χ(z|m1)Q m1
z ,xy
) =−χ(m1 = z3).
It follows that
(ρ0⊗b2)(1⊗ y2) = 4x ∑
m1∈(y,z2 )
ρ0(tm1yz)⊗m∗1 +2x⊗ z3− y⊗ y2z+ z⊗ y3.
We see that ρ0(tm1yz) = 0 for m1 ∈
(y,z
2
)
. We conclude that
(ρ0⊗b2)(1⊗ y2) = 2x⊗ z3− y⊗ y2z+ z⊗ y3.
We have recorded this calculation as column one of (6.1.1). One computes ρ0 ⊗ b2 of the basis
elements yz and z2 in a similar manner.
Use Proposition 5.5.2b to see that (ρ0⊗b2)(1⊗ (y3)∗) is equal to
=−ρ0
 ∑
m′∈(x,y,z1 )
∑
M∈(y,z2 )
xtzMm′Qxm′,y2 ⊗M∗− zδ⊗ (y2)∗+ ∑
M∈(y,z2 )
xQM,y2 ⊗ zM
 .
Observe that ρ0(Qxm′,y2) = χ(m′ = x) and if M ∈
(y,z
2
)
, then ρ0(QM,y2) =−χ(M = y2). It follows that
(ρ0⊗b2)(1⊗ (y3)∗) =−ρ0
 ∑
M∈(y,z2 )
xtzMx⊗M∗+ z⊗ (y2)∗− x⊗ y2z
 .
The value of ρ0(tzMx) is −χ(M = yz); thus,
(ρ0⊗b2)(1⊗ (y3)∗) =−
[
−x⊗ (yz)∗+ z⊗ (y2)∗− x⊗ y2z
]
.
We have recorded this calculation as column four of (6.1.1). One computes ρ0 ⊗ b2 of the basis
elements (y2z)∗, (yz2)∗, and (z3)∗ in a similar manner.
Example 6.2. When i = 1, then Φ1 = (x2y2)∗− (xyz2)∗+2(z4)∗+(x4)∗,
T1 =

1 0 0 1 0 0
0 1 0 0 0 −1
0 0 0 0 −1 0
1 0 0 0 0 0
0 0 −1 0 0 0
0 −1 0 0 0 2

Q1 =

0 0 0 1 0 0
0 2 0 0 0 1
0 0 0 0 −1 0
1 0 0 −1 0 0
0 0 −1 0 0 0
0 1 0 0 0 1

, ρ1(δ) = 1,
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(ρ1⊗b1)(1⊗ (y2)∗) = x3− xy2,
(ρ1⊗b1)(1⊗ (yz)∗) = −x2z,
(ρ1⊗b1)(1⊗ (z2)∗) = x2y+ xz2,
(ρ1⊗b1)(1⊗ y3) = y3,
(ρ1⊗b1)(1⊗ y2z) = y2z,
(ρ1⊗b1)(1⊗ yz2) = yz2 + xy2,
(ρ1⊗b1)(1⊗ z3) = z3 +2xyz, and
ρ1⊗b2 =

0 0 0 z −y 0 0
0 0 0 x z −y 0
0 0 0 0 x z −y
−z −x 0 0 −x 0 0
y −z −x x 0 0 0
0 y −z 0 0 0 x
0 0 y 0 0 −x 0

.
Example 6.3. When i = 2, then Φ2 = (x2y2)∗− (xyz2)∗+2(z4)∗,
T2 =

0 0 0 1 0 0
0 1 0 0 0 −1
0 0 0 0 −1 0
1 0 0 0 0 0
0 0 −1 0 0 0
0 −1 0 0 0 2

, Q2 =

0 0 0 1 0 0
0 2 0 0 0 1
0 0 0 0 −1 0
1 0 0 0 0 0
0 0 −1 0 0 0
0 1 0 0 0 1

, ρ2(δ) = 1,
(ρ2⊗b1)(1⊗ (y2)∗) = x3,
(ρ2⊗b1)(1⊗ (yz)∗) = −x2z,
(ρ2⊗b1)(1⊗ (z2)∗) = x2y+ xz2,
(ρ2⊗b1)(1⊗ y3) = y3,
(ρ2⊗b1)(1⊗ y2z) = y2z,
(ρ2⊗b1)(1⊗ yz2) = yz2 + xy2,
(ρ2⊗b1)(1⊗ z3) = z3 +2xyz, and
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ρ2⊗b2 =

0 0 0 z −y 0 0
0 0 0 x z −y 0
0 0 0 0 x z −y
−z −x 0 0 0 0 0
y −z −x 0 0 0 0
0 y −z 0 0 0 x
0 0 y 0 0 −x 0

.
Example 6.4. When i = 3, then Φ3 = (y2z2)∗+(x2z2)∗+(x2y2)∗+2(xyz2)∗+2(xy2z)∗+2(x2yz)∗,
T3 =

0 0 0 1 2 1
0 1 2 0 2 2
0 2 1 2 2 0
1 0 2 0 0 1
2 2 2 0 1 0
1 2 0 1 0 0

, Q3 =

27 −18 −18 9 18 9
−18 18 0 −18 0 18
−18 0 18 18 0 −18
9 −18 18 27 −18 9
18 0 0 −18 18 −18
9 18 −18 9 −18 27

,
ρ3(δ) = 54,
(6.4.1)
(ρ3⊗b1)(1⊗ (y2)∗) = x(9x2−18xy+18xz+27y2−18yz+9z2),
(ρ3⊗b1)(1⊗ (yz)∗) = x(18x2 −18y2 +18yz−18z2),
(ρ3⊗b1)(1⊗ (z2)∗) = x(9x2 +18xy−18xz+9y2−18yz+27z2),
(ρ3⊗b1)(1⊗ y3) = 54y3,
(ρ3⊗b1)(1⊗ y2z) = 54y2z− x(36x2−36xy−18xz+36y2 +36yz),
(ρ3⊗b1)(1⊗ yz2) = 54yz2− x(36x2−18xy−36xz+36yz+36z2),
(ρ3⊗b1)(1⊗ z3) = 54z3,
and ρ3⊗b2 is equal to
0 −54x −36x −36x+54z −36x−54y 0 0
54x 0 −54x 0 54z −54y 0
36x 54x 0 0 0 36x+54z 36x−54y
36x−54z 0 0 0 27x −18x 9x
36x+54y −54z 0 −27x 0 9x −18x
0 54y −36x−54z 18x −9x 0 27x
0 0 −36x+54y −9x 18x −27x 0

.
We promised in (6.0.2) to show that Φ3 from Example 6.4 is the Macaulay inverse system for the
ideal
(6.4.2) I3 = (x3,y3,z3) : (x+ y+ z)2.
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This promise is fulfilled in the next Lemma. It is clear that the the right side of (6.4.2) contains 3
linearly independent perfect cubes even though it is not immediately obvious from the generators of
I3 listed in (6.4.1) that x3 is in I3. On the other hand, (ρ3⊗b1)((y2)∗+2(yz)∗+(z2)∗) = 54x3.
Lemma 6.5. The Macaulay inverse system for the ideal (xn,yn,zn) : (x+y+z)n−1 in the ring Z[x,y,z]
is
∑
a+b+ c = n−1
a,b,c ≤ n−1
(
n−1
a,b,c
)
(xn−1−ayn−1−bzn−1−c)∗.
Proof. Observe that
f ∈ (xn,yn,zn) : (x+ y+ z)n−1 ⇔ f (x+ y+ z)n−1 ∈ (xn,yn,zn).
The Macaulay inverse system of (xn,yn,zn) is (xn−1yn−1zn−1)∗; therefore,
f ∈ (xn,yn,zn) : (x+ y+ z)n−1 ⇔ f (x+ y+ z)n−1 ∈ ann((xn−1yn−1zn−1)∗)
⇔ f (x+ y+ z)n−1 ((xn−1yn−1zn−1)∗)= 0
⇔ f ((x+ y+ z)n−1 ((xn−1yn−1zn−1)∗))= 0
⇔ f
 ∑
a+b+c=n−1
a,b,c≤n−1
(
n−1
a,b,c
)
(xn−1−ayn−1−bzn−1−c)∗
= 0.

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