One important issue in robotic services is the construction of the robotic system in the actual environment. In other words, robots must perform environment sensing or have information on real objects, such as location and 3D dimensions, in order to live together with humans. It is crucial to have a mechanism to create an actual robotic system (intelligent space) such that there is no initialization framework for the objects in the environment, or we have to perform SLAM and object recognition as well as mapping to generate a useful environmental database. In intelligent space research, normally the objects are attached to various sensors in order to extract the necessary information. However, that approach will highly depend on sensor accuracy and the robotic system will be burdened if there are too many sensors in an environment. Therefore, in this paper we present a system in which a robot can obtain information about an object and even create the furniture layout map for an unknown environment. Our approach is intended to improve home-based robotic services by taking into account the user or individual preferences for the Intelligent Space (IS). With this information, we can create an informational map of the home-based environment for the realization of robot assistance of humans in their daily activities at home, especially for disabled people. The result shows the system design and development in our approach by using model-based system engineering.
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Related work
In order to provide robotic services at home, not only will humans need to live together with one or multiple robots, but more importantly the robots will have to adapt to the arrangement of the environment created by humans according to their lifestyle and preference. Besides creating the system abstraction and interface, we must populate our living space as well as create an informational environment database for the robots providing daily services to the human or humans. To solve this problem, ubiquitous sensing using RFID technology has been widely reported for detecting activities of candidates in a physical environment like intelligent space. As an example, in [1] an RFID-based object-tracking method was introduced to allow robots and humans to find 'forgotten' objects in everyday environments. As the robot equipped with RFID reader moves around the house, an environment database is populated, making tracking of the lost object possible. Another technique to sense and perceive the unknown environment was implemented in the domestic cleaning robot presented in [2] . In order for the cleaning robot to cover the accessible area and avoid uncleaned areas, a floor map storing all the information on the robot's working environment was required. A topological map was built from omnidirectional images that were used by the trajectory controller to maintain the robot on parallel lanes. This is different from [3] , in which cell-based SLAM data were applied to create accurate maps in modelling changing environments for real-world applications. The ability of the robot to detect obstacles in space is also crucial for space mapping. The robot should be able to detect unexpected moving obstacles presented for example by users' movements, and static obstacles like doors and furniture [4] [5] .
Information about the living environment according to user lifestyle and preference is essential whenever we want to apply the concept of intelligent space in the real world and thus generate a more appropriate and intuitive robot service. Nowadays, research related to intelligent space mostly focuses on the user's activities with objects such as recognition, service generation and task localization [6] [7] [8] . RoboCup@Home is one example of bringing the world of RT (Robot Technology) into the actual home environment. Other than that, not much research has dealt with registration or initialization in the actual home environment. Consequently, the process of attaching RT and robotic devices in an actual environment will consume much time and effort. Robots will not naturally interact with humans and environments.
Previously, work has been done in developing a highlevel system database for the distributed robotic system known as 'Kukanchi' Middleware (Kukanchi is Japanese word and means 'Interactive Human-Space Design and Intelligence'). Kukanchi Middleware acts as a platform to integrate service-request inputs from the user interface and environmental data from sensors and then send task requests to the service robot [9] . However, there are limitations applied, as we assume the objects are stored in smart cases known as RT boxes and that the user must provide necessary information about the objects to the system. These limitations arise since we do not have the initialization system in the actual environment to register the daily 3D objects into the high-level system database or abstraction. Therefore, in this paper, we propose a method to generate an individual environment model for actual living space. This is essential so that the robot, as the agent, will be familiar enough with the unknown space to interact with the user and finally execute the appropriate daily-life service. Specifically in unknown 3D living space, the robot will become familiar with the environment by sensing each room and tracking its current position, thus building up the map. One wellknown method used to build the map is called Simultaneous Localization and Mapping (SLAM). Using this technology, robots are able to acquire the geometrical environment information for navigation while roving, and at the same time localize themselves relative to the map. In our research, the goal of applying SLAM technology is to create the corresponding floor plan of our developed intelligent space known as Kukanchi. Our goal is that this process may provide a minimal infrastructure of a simple unknown home interior. From the floor plan, we will seek to locate and identify the nonmanipulatable objects (furniture such as sofa, desk and TV stand) installed by the user.
Kukanchi system
In this research, we used Kukanchi Framework as the reference 3D space, shown in Figure 1 . This framework was developed in our laboratory from 2007, focusing on sensing technology to construct environmental information using sensor networks and RT Middleware for integrating robots and sensors [10] [11] [12] . Significant work has been done to develop a user interface, system database and Middleware, as well as realizing the functional interaction between human and robot. In addition, our research has aimed to support humans in their daily life by preparing structured and intelligent environments for robots to provide services requested by the user. Kukanchi is built up based on distributed sensor networks. To provide physical and informational robotic services, our Kukanchi system consists of several components, as follows.
1. RFID sensors are attached under the floor for the robot to navigate autonomously. 2. Ucode transmitters are installed on the ceiling to track the real-time objects. 3. Manipulatable objects are given an RFID tag and are located in an RT box with an RFID reader. 4. Stereo cameras are used to capture and detect users' pointing gestures. 5. Kukanchi Middleware is used to integrate RT modules and search for robot service algorithms. 6. The mobile robot is used as the agent to support the user in daily activities. However, in our current Kukanchi system, there is no system component which allows for 3D object initialization in the actual environment, thus making the information available and useful for certain robotic services. For instance, the position of furniture in the 3D space is predefined for the robotic services. Here we seek to solve this issue and develop a better robotic system. To imitate actual living-space activities, Ukai introduced the Tsuide task framework to provide related additional services to the user [13] . Meanwhile, Trung [14] developed a knowledge-based RT ontology for a home service robot applied to the Kukanchi system. This knowledge-based ontology deals with the problem of providing common-sense knowledge for understanding user intention. Another contribution was made by Tsukumori [15] , who developed a PDA-based user interface for the intelligent space. This interfacing device can provide input data like object type and task required to activate the service. This paper will focus on developing an initialization system for actual intelligent space that provides the robot with knowledge of the individual environment such as room layout and furniture properties. This system will help robots understand the user's service request based on their environment preferences and service needs in the real living space. Current research in robotic services at home covers a range of activities, such as cleaning the room or bringing objects to the user. For demonstration, we choose the 'bring something' command because it is a very basic and straightforward robot service. The process is, however, difficult because the robot has to locate the object requested by the user in the actual 3D space, go to that location to get the object, and finally bring it to the user's actual location [16] . Object location and user location in actual 3D space can be defined by furniture properties such as size and dimension.
One of the goals of our system framework is to improve robotic services by attaching information to the environment itself rather than to the robot [17] . By doing this, the task information is attached beforehand to the environment where robots are present, and thus robots are able to easily recognize what to do. Elzabadani [18] proposed RFID-based furniture identification, which stores information like type of furniture, dimension and area covered. Compared to his work on sensor-based space identification, our approach, which is based on an online furniture catalogue, may provide a more appropriate service with respect to preference and situation.
The remainder of this paper is organized as follows. In chapter 2, we discuss the first step for the initialization system, which is the creation of the furniture database. Also in this chapter we explain the build-up of the Kukanchi experimental area layout from the SLAM data using Microsoft Office Visio. Next, in chapter 3 we present our model-based system design and the screenshot of the interface created by the Visio plugin. In this chapter we also highlight our intelligent space with 3D furniture. Finally, we conclude by discussing the importance of our system.
Creating the furniture database from an online catalogue
Nowadays, it is common to check the online catalogue before we buy a certain product. Normally, the online catalogue gives complete information about a specific product including price, colour, size or dimension, as well as assembly instructions. All this information is enough for a user to plan or create their own living space. Another advantage is that an online catalogue will be updated by the manufacturer, and therefore it is essential that it can be linked to and automatically update our furniture database. In this research, we propose to create the furniture database using layout software and an online furniture catalogue such as Microsoft Office Visio 2010 or the IKEA online catalogue. Specifically for the application of robotic services in the intelligent space, we extracted the product information from the IKEA online catalogue, including dimension/size, image and catalogue number. This information determines the 2D/3D area that will be filled by the furniture in the intelligent space. Such information is greatly useful and important for the service robot to locate and identify the objects in the actual environment.
System background
As explained in the introduction, at present in our Kukanchi developed intelligent space there is no system to initialize or build up the system in relation to the actual living environment. The only modification that we propose is the addition of some system components necessary for initialization in an actual 3D environment to identify furniture location. Figure 2 describes the system database developed in Kukanchi. In this figure, the object referred to represents an everyday 3D object in an actual living space, such as a book, lunch box or TV remote.
Once the system detects a user's pointing gesture indicating an object in the living space [19] , information from the robot, sensors, HMI and goods (daily-life objects)components will be gathered. Next, Kukanchi Middleware integrates these RT modules into a task request to the robot. The task request to the robot for delivery of daily robotic services at home is based on the Goods-Place relationship, the Goods-Activity relationship, and the Goods-Goods relationship, known as RT Ontology.
Adding new system components
We describe our approach as in the following figures. Figure 3 illustrates the general overview of our system background. The goal of this system is to input information about static, huge objects like furniture semiautomatically or automatically in the intelligent environment. Based on the created furniture database imported into Microsoft Office Visio, the user may select and input a furniture object into the living space floor layout. In addition, we created layers of floor plan to imitate the actual living environment. Once the system receives information from user inputs, the Kukanchi system is updated to locate and identify the furniture. Our framework for the system level design is shown in Figure 4 . We divided our framework into three parts, integrating the three layers as shown: from SLAM layer to floor-plan and finally to furniture layer. To set up the home-based intelligent space, we have to specify the candidates through the application and User Interface (UI) layer.
Next, we explain the object's specification algorithm in the application layer. From the created floor plan shown in Figure 4 above, the object specification algorithm is designed based on a selected area that is of interest to the user on the floor plan itself. Choosing the area to place the interested furniture, the system matches the area's dimensions with furniture of appropriate dimensions. Based on these matching dimension, the robotic system is able to locate and identify static objects like furniture at its initial position ( Figure 5 ). To acquire information on the unknown environment, like the number of available rooms, walls and doors, we superimpose the SLAM data image onto the actual floor plan. We assume the floor plan is provided during construction. Otherwise, the physical layout or arrangement of the floor needs to be determined manually. Using the superimposing technique, we may not only confirm the layout structure, but at the same time are able to recognize distinct features, if there are any. From the SLAM data, the robot can detect the number of rooms and recognize walls in our Kukanchi space ( Figure 6 ). Figure 7 shows the superimposition of the SLAM map on the actual building floor plan. The area highlighted in blue shows the Kukanchi experimental area (related to Figure 1 ). 
Environment and system setup for robotics service
A mobile robot is a physical agent for supporting human beings in intelligent space [20] . In our research, we use a TurtleBot 2 mounted with a Asus Xtion Pro Live depth camera to obtain the required data from the 3D space for this initialization of the robotic service environment.
Firstly, we calibrated our depth camera with the real Kukanchi environment, consisting of furniture arrangement and position. To conduct this calibration process, we cleared the floor of any objects so that we could estimate the furniture ground plane and floor plane. Secondly, by using the open-source software OpeniNI and OpenGL, we overlaid the 3D point-cloud data with the depth data from the depth camera. This procedure was done to extract the 3D points belonging to each furniture plane and floor plane. Thirdly, the camera was programmed with a top-view projection to obtain the occupancy map of the floor. At this stage, we removed the floor-plane data so that the furniture position could be easily detected. Finally, a segmentation algorithm was applied to recognize the furniture 2D area. From this 2D furniture data, we were able to search the online catalogue database for appropriate candidates for a real 3D living space like Kukanchi. In this environment, there are four types of furniture to be initialized. Based on the candidate's information obtained by this initialization system, the robotics service environment can be realized without any further need to predefine furniture location. Figure 8 illustrates the actual living environment used in the calibration procedure.
System design result

Model-based system design
To design our system components, we use a modelbased form of system engineering which describes the static structure of the system, including software and hardware parts. In Figure 9 , the User Interface component represents the hardware part while the Database and Setup Subsystem component corresponds to the software part. The hardware part consists of a touch-screen personal computer as a user input device and also a Vuzix Eyewear wearable sensor as the information display. A more detailed design model is shown in Figure 10 . The Database component includes the required information on the room and furniture for space setup initialization. The system will identify how many rooms are available and the area and furniture properties in each room. The main function of the User Interface component is to view and select the furniture in a 3D view using the touch-screen interface and Vuzix Eyewear. In the Setup Subsystem component, the system will import and update the furniture database from the online IKEA catalogue, overlay all three layers (SLAM layer, Floor Plan layer and Furniture layer), and finally locate the furniture in the actual 3D living space. 
System interface
We prepare the plug-in for our application (furniture initialization system in intelligent space) using Microsoft Office Visio 2010. The plug-in is created using the Visio 2010 API. There are three main plug-ins needed in our system. Firstly, 'ViXAM', which allows 3D views of the actual living-space layout drawn in Microsoft Office Visio. Secondly, the IKEA website, which provides a hyperlink to online catalogues with specific lists like 'modular sofa', 'dining sets' and 'coffee or side tables'. Lastly, the 'Intelligent Space Setup' plug-in gives access to the floor-plan layer, SLAM layer and furniture layer. In other words, this plug-in is needed to prepare all information and data for the three layers mentioned. Figure 11 illustrates the created plug-in as a menu command in Microsoft Office Visio 2010. We created an IKEA custom stencil based on data from the IKEA online catalogue for the furniture layer creation. The IKEA stencil is drawn according to its actual dimensions by using the ViXAM plug-in in Microsoft Office Visio. To determine the layout of furniture in the actual space, we drag the furniture shape from the IKEA custom stencil to the 'space layer'. After that, we draw another layer, which shows the Kukanchi experimental area, as described previously in Figure 1 and Figure 7 . Finally, we visualize the 2D layout as a 3D layout by using the ViXAM viewer as in Figure 12 . From these figures, we are able to analyse the position and location of the furniture in our intelligent space with the necessary information from the online catalogue embedded. 
Experiment result
To validate our camera calibration as well as the methodology proposed in this research, an analysis was made based on several experimental results. The experiments and analysis aim to measure the percentage of error between the experimental data and actual 2D properties from the furniture catalogue database. For the experiments, firstly we took data from the furniture's original positions. Secondly, we swapped the position of the furniture in the 3D space to generate new experimental data to be analysed. Figure  13 shows the graphs which plot the 2D data for four types of candidates in our 3D living space.
Based on the dataset graphs, the 'Data 1' in the x-axis represents the first data given by the depth camera while the 'Data 2' in the y-axis represents the second data given. 'Data 1' and 'Data 2' resemble the width and length of the candidates in the online catalogue database.
The area under the graph shows the occupancy area of the candidates on the floor. The blue rectangular area shows the actual 2D size of the candidates in the catalogue. While the other three 2D plots show the experiment data from the depth camera. In candidate 1 dataset, the accuracy of the experiment data varies from 5% to 50% for both 'Data 1' and 'Data 2' which 'Data 2' much more accurate than 'Data 1'. The candidate 2 dataset has the same accuracy as the candidate 1 dataset. In the candidate 3 dataset, the accuracy is much better, varying from 2% to 23% of error. In the candidate 4 dataset, the percentage of error can be seen to vary from 2% to 20%. As with the candidate 1 dataset, 'Data 2' has better accuracy than 'Data 1' in the candidate 4 dataset. Based on our previous experiment, whereby the initialization system is able to list several candidates out of a total number in the catalogue database, the accuracy of these data is acceptable. In conclusion, regardless of the size of the online catalogue database, a robot may extract several candidates that match the gathered information on the 3D living environment.
Conclusion and future work
This paper has presented an initialization system for home-based robotic services.
The presented system design, using model-based system engineering, can be applied to locate and identify installed furniture in an actual living space. It is essential to have a setup system for all the objects involved as candidates in the intelligent space. Therefore, it is important for the user to enter information on their intelligent space, such as furniture selection and organization, prior to asking the service robot 'Bring me something'. At present, the creation from layer to layer (SLAM layer to furniture layer) has to be done manually by superimposing and comparing the SLAM data obtained by the robot sensor with the actual floor plan. However, we intend to improve and simplify such robotic services in real-world environments that contain vast information that cannot be entirely understood by robots. A semiautomatic or automatic system would be a great advantage in this application. On the other hand, the interaction between human and robot can be made more intuitive and natural by providing enough information on the environment. Future work will aim at improving initialization systems to automatically map the floor plan with a furniture database initiated from the SLAM data. Secondly, we will embed this initialization system into the available Kukanchi system in our laboratory, and hence provide a new and complete system. Thirdly, we intend to carry out experimental tests of this new system in an actual 3D space for further system analysis.
