ABSTRACT. For a certain c» > 1.4 and c € (1.4, c) the quadratic system x = -y + xy, y = x + 2y2 -ex2 has a center at the origin surrounded by a one-parameter family of periodic trajectories. We show the period is not a monotone function of the parameter.
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Introduction.
Consider a smooth vector field A on R2 which has a center at the origin surrounded by a family of periodic trajectories and let E denote a Poincaré section for the flow of A such that E is transverse to each member of the family of periodic orbits. We choose a regular coordinate a along E so a = 0 corresponds to the outer boundary of the family of periodic trajectories (perhaps L ss oo). Then we define the period function P: (0,L) -* R to be the function which assigns to each a e (0, L) the minimum period of the trajectory crossing E at a. During the past several years there has been a substantial amount of work devoted to understanding the behavior of the period function. In particular, several papers study conditions which insure P is a monotone function [1-4, 6, 8-14] . One aspect of this analysis suggests that when A = F(x, y)d/dx + G(x, y)d/dy and F, G are quadratic polynomials then if a center exists the corresponding period function is monotone. For example Chow and Sanders show that vector fields which arise from one degree of freedom Hamiltonian systems with cubic potentials, i.e., systems of the form x + g(x) = 0, with g(x) quadratic, necessarily have monotone period functions. Also, several authors [8, 14] have shown all Volterra-Lotka systems of the form
x -x(a -by), y = y(cx -d) have monotone period functions. Thus it seems natural to ask if all quadratic systems behave in this way (cf. [6, p. 11] ). The purpose of this note is to provide an example which shows that the behavior of the period function for quadratic systems is more complicated. In particular, our main result is THEOREM A. The quadratic system X given by x = -y + xy, y = x + 2y2 -ex2; 0 < c < 2,
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Mathematical Society 0002-9939/88 $1.00 + $.25 per page has a center at the origin surrounded by a family of periodic trajectories. Moreover, there is a c* > 1.4 (c* ra 1.47) such that for c S (1.4, c) the period function for X is not monotone.
Proof of Theorem
A. For 1 < c < 2 the phase portrait of the quadratic system X has the following features. There is a center at the origin. This follows at once from the linearization at the origin and the symmetry of the vector field with respect to the x-axis. There is a hyperbolic saddle at (1/c, 0), a hyperbolic source at (1, y/(c -l)/2) and a hyperbolic sink at (1, -\/(c -l)/2). The line x = 1 is invariant and most importantly for us the hyperbola H, <oy2 = 6cx2 -4(c + l)x +(c + 1), is invariant. This integral was found using the general integrals provided by Lunkevich and Sibirskii [7] . We note that H passes through the source and the sink, while its left-hand branch forms the outer boundary of the family of periodic trajectories surrounding the origin. To see this we consider the extension of our vector field X to the Poincaré sphere (the change of coordinates u = y/x, z = 1/x) obtaining, after multiplication by z, in the left half plane chart the system ù = z + u2z + u2 -c, z = -uz + uz2.
In these coordinates it follows easily that there are hyperbolic saddles at (±y/c, 0) and that our hyperbola H is a separatrix for both saddles which forms the boundary in the finite plane of a separatrix cycle formed from the séparatrices of the two saddles with the other portion of the boundary being the trajectory on the line at infinity given by the solution of ù -u2 -c, z = 0 starting at say (0,0). Since the origin is the only zero of A to the left of H in the finite plane it follows that H forms the outer boundary of the family of periodic trajectories surrounding the origin.
We choose E to be the portion of the z-axis given by the interval (0, L) where
corresponds to the left-hand intersection of H with the x-axis. We will study the period function P: (0,L) -> R. Note first that limP(a) = 27r as a -► 0. Our strategy for showing P is not monotone for c € (1.4, c») consists of two parts. We show P is increasing in some interval (0,6) and that limP(a) < 27T as a -► L. To see P is increasing for c > 1.4 near zero we can appeal to the formula for the expansion of P at zero given by Loud [6] . The same formula can also be obtained in the following way. Since P is analytic, P has the form P(a) = 2ir + pia + p2a2 + 0(a3). Substitution of this expression into the integral formula for P and a computation gives P(a) = 2tt + ^(10c2 -19c + 7)a2 + 0(a3).
The coefficient of a2 vanishes at c = 1.4 and is positive for c > 1.4. Thus, P increases on some neighborhood of zero.
To complete the proof we show lim P(a) as a -► L is less than 27r. For this we note first that lim P(a) as a -► L is precisely the time required to traverse the left-hand branch of the hyperbola H. There are several ways to see this fact. One way is to consider the ray {(r,0)\r > 0, 0 = 0*} in the second quadrant with initial point at the origin which is parallel to the asymptote of H with negative slope (actually, tan#» = -y/c). We have P{a)=2 r_-_ For 0t < 0 < it, x = r cos 0 is strictly negative and decreasing. Also, (sin2 0 -ccos20) vanishes at 0. and decreases for 0* < 0 < ir. Hence, the integrand of the second integral is positive and bounded by 1. The limit of this integrand as a -► L is the function which has value 1 at 0» and value 0 on (0", -k]. So, by the Dominated Convergence Theorem, the second integral tends to zero asa-»L.
(This fact can also be proven using a C1 linearization around the singularity (-y/c, 0) at infinity.) Moreover, one can show by a similar application of the Dominated Convergence Theorem that the limit as a -> L of the first integral is ■ f- . This completes the proof of Theorem A. In addition, we note that numerical evidence suggests 1.47 is a valid choice for c». REMARK. For the last part of the proof we could avoid all the computation and rely on another result of Loud in [6] where he determines all quadratic centers where the family of periodic trajectories surrounding the center is isochronous. We could simply show P"(0) = 0 when c = 1.4 as we have done above. Using Loud's theorem one can check that our system A with c = 1.4 is not an isochrone. Thus there are three possibilities: P(L) < 2nr, P(L) = 2tt, P(L) > 2ir. If P(L) < 2ir just take c, as we did, slightly larger than 27r so P increases near zero. If P(L) = 2n the periods are not monotone because A at c = 1.4 is not an isochrone. If P(L) > 2n take c slightly less than 1.4. Thus in all cases P is not monotonie.
