Asymptotic behavior of solutions to the linearized compressible NavierStokes equation around a given constant state is considered in an infinite layer R n−1 × (0, a), n ≥ 2, under the no slip boundary condition for the momentum. The L p decay estimates of the associated semigroup are established for all 1 ≤ p ≤ ∞. It is also shown that the time-asymptotic leading part of the semigroup is given by an n − 1 dimensional heat semigroup.
Introduction
This paper is concerned with the large time behavior of solutions to the following system of equations: In [6] we showed that −L generates the analytic semigroup U (t) in W 1,p × L p for 1 < p < ∞. In this paper we establish the L p decay estimates of U (t) for all 1 ≤ p ≤ ∞ and derive an asymptotic state of U (t) as t → ∞.
One of the primary factors affecting the large time behavior of solutions to (1.1)-(1.3) is that (1.1) is a symmetric hyperbolic-parabolic system. Due to this structure, solutions of (1.1) exhibit characters of solutions of both wave and heat equations. In the case of the Cauchy problem on the whole space R n , detailed descriptions of large time behavior of solutions have been obtained ( [4, 5, 10, 12, 13] ). Hoff and Zumbrun [4, 5] showed that there appears some interesting interaction of hyperbolic and parabolic aspects of (1.1) in the decay properties of L p norms with 1 ≤ p ≤ ∞. It was shown in [4, 5] that the solution is asymptotically written in the sum of two terms, one is the solution of the heat equation and the other is given by the convolution of the heat kernel and the fundamental solution of the wave equation. The latter one is called the diffusion wave and it decays faster than the heat kernel in L p norm for p > 2 while slower for p < 2. This decay property of the diffusion wave also appears in the exterior domain problem ( [11] ). In the case of the half space problem, it was shown in [7, 8] that not only the above mentioned behavior of the diffusion wave appears but also some difference to the Cauchy problem appears in the decay property of the spatial derivatives due to the presence of the unbounded boundary.
There is one more factor that affects the large time behavior of solutions to (1.1)-(1.3). In contrast to the domains mentioned above, the infinite layer Ω has a finite thickness in the x n direction. This implies that the Poincaré inequality holds. If one considers, for example, the incompressible NavierStokes equation under the no slip boundary condition (1.2), then it is easy to see that, by the Poincaré inequality, the L 2 norm of the solution tends to zero exponentially as t → ∞. In the case of the compressible problem (1.1)-(1.3), the Poincaré inequality still holds for m but not for φ. Therefore, some different behavior could be expected to happen.
In this paper we will show that the solution u = U (t)u 0 of (1.1)-(1.3) satisfies
and ∆ = ∂
. We note that the leading part is given by the density component and no hyperbolic feature appears in the leading part. The precise statement will be given in section 2.
The proof of (1.4) is based on a detailed analysis of the resolvent (λ+L) In order to analyze the compressible problem (1.1)-(1.3) we also consider the Fourier transform (λ + L ξ ) −1 of the resolvent in x ∈ R n−1 , where ξ ∈ R n−1 denotes the dual variable. The semigroup U (t) generated by −L is then written as
In contrast to the case of the incompressible problem, (λ + L ξ ) −1 has different characters between the cases |ξ | >> 1 and |ξ | << 1. We thus decompose the semigroup U (t) into the two parts according to the partition: |ξ | ≥ r 0 and |ξ | ≤ r 0 for some r 0 > 0.
In [6] we established the estimates of (λ + L ξ ) −1 with |ξ | ≥ r 0 , which will lead to the exponential decay of the corresponding part of U (t). In this paper we study (λ + L ξ ) −1 with |ξ | << 1. We regard L ξ as a perturbation from L 0 to investigate the spectrum of −L near λ = 0. Combining the spectral analysis for |ξ | << 1 and the results in [6] , we prove the asymptotic behavior of u(t) = U (t)u 0 described in (1.4).
3
This paper is organized as follows. In section 2 we introduce some notation and state the main result of this paper. In section 3 we investigate (λ + L ξ ) −1 with |ξ | << 1. Section 4 is devoted to the proof of the main result.
Main Result
We first introduce some notation which will be used throughout the paper. 
Here g denotes the complex conjugate of g. Furthermore, we define ·, · and · by 
Partial derivatives of a function u in x, x , x n and t are denoted by ∂ x u, ∂ x u,
4
∂ xn u and ∂ t u, respectively. We also write higher order partial derivatives of
We denote the k × k identity matrix by I k . In particular, when k = n + 1, we simply write I for I n+1 . We also define (n + 1) × (n + 1) diagonal matrices Q 0 and Q by
We next introduce some notation about integral operators. For a function f = f(x ) (x ∈ R n−1 ), we denote its Fourier transform by f or F f:
The inverse Fourier transform is denoted by F −1 :
For a function K(x n , y n ) on (0, a) × (0, a) we will denote by Kf the integral operator a 0 K(x n , y n )f(y n ) dy n . We denote the resolvent set of a closed operator A by ρ(A) and the spectrum of A by σ(A). For Λ ∈ R and θ ∈ ( π 2 , π) we will denote the subset {λ ∈ C;
We now state the main result of this paper. In [6] we showed that −L generates the analytic semigroup U (t) and established the estimates of U (t) for 0 < t ≤ 1. As for the large time behavior of U (t), we have the following result.
where each term on the right-hand side has the following properties.
is written in the form
Here
t) is a function independent of
x n and satisfies the following heat equation on R n−1 :
. The function R (0) (t)u 0 satisfies the following estimate. For any 1 ≤ p ≤ ∞ and = 0, 1, there exists a positive constant C such that
holds for t ≥ 1. Furthermore, it holds that
and
(ii) There exists a positive constant c such that
for all t ≥ 1. Furthermore, the following estimates
hold for all t ≥ 1. Here [q] denotes the greatest integer less than or equal to q.
Remark 2.2. We have the optimal decay estimate
) . We also note that W (0) (t) Qu 0 = 0. Therefore, we have the estimate
We will prove Theorem 2.1 in section 4.
Spectral analysis for −L
The proof of Theorem 2.1 is based on the analysis of the resolvent problem associated with (1.1)-(1.3), which takes the form
where L is the operator on
). To investigate (3.1) we take the Fourier transform in x ∈ R n−1 . We then have the following boundary value problem for functions φ(x n ) and m(x n ) on the interval (0, a):
which is a closed operator on
−1 with |ξ | ≥ r for any r > 0. In this section we investigate the spectrum of − L ξ for |ξ | << 1. We analyze it regarding the problem as a perturbation from the one with ξ = 0.
We write L ξ in the following form:
jk ,
We will treat L ξ as a perturbation from L 0 . We begin with the analysis of (3.2) with ξ = 0:
We introduce some quantities.
An elementary observation shows that λ ±,k are the two roots
k when a k < 2γ/ν 1 and λ ±,k ∈ R when a k > 2γ/ν 1 ; and it holds that
Here 0 is an eigenvalue.
(ii) There exist positive numbers η 0 and θ 0 with θ 0 ∈ (
Proof. We write (3.2) with ξ = 0 as
It is easy to see that (3.4) has a unique solution , π) and C is a positive constant depending only on θ 0 . We next consider (3.5). Let λ = 0 and f 0 = f n = 0 in (3.5). We see from the first equation of (3.5) that ∂ xn m n = 0. Then the boundary condition m n | xn=0,a = 0 implies that m n = 0. It follows from the second equation of (3.5) that φ is a constant. Therefore, 0 is an eigenvalue and the geometric eigenspace is spanned by ψ (0) = T (1, 0, · · · , 0). Let λ = 0 in (3.5). We then see that problem (3.5) is equivalent to
In case ν 1 λ + γ 2 = 0, it is easy to see that problem (3.6)-(3.7) has only the trivial solution φ = m n = 0 for
∈ σ(− L 0 ). Let us consider the case λ = 0 and ν 1 λ + γ 2 = 0. In this case, (3.7) is equivalent to
Consequently we see that σ(
We next derive estimates for φ and m
It then follows from (3.3) that there are positive numbers η 0 and θ 0 ∈ (
This, together with (3.8), then implies that
Taking the L 2 inner product of (3.8) with m n and integrating by parts, we have
uniformly in λ with |arg (λ + η 0 )| ≤ θ 0 , and hence,
Consequently, we have
1− 2 for = 0, 1, 2 uniformly in λ with |arg (λ + η 0 )| ≤ θ 0 . It then follows from (3.6) and (3.9) that
We next estimate the derivatives of φ. Differentiating the first equation of (3.5) we have (3.10)
We see from the second equation of (3.5) that
By adding (3.11) × γ ν 1 to (3.10) we obtain
This, together with (3.9), implies that
, π) suitably if necessary. This completes the proof.
We next investigate the eigenvalue 0 of − L 0 .
Lemma 3.2. The eigenvalue 0 of − L 0 is simple and the associated eigenprojection is given by
Proof. To show the simplicity of the eigenvalue 0, let us first consider the problem L 0 u = ψ (0) , where x n + c for some constant c. There is no such m n satisfying the boundary condition m n | xn=0,a = 0. Therefore, 0 is a simple eigenvalue.
Let us prove that the eigenprojection Π (0) has the desired form. Since dim Range Π (0) = 1, we have
Consider now the formal adjoint problem
where 
where Γ is a circle with center 0 and sufficiently small radius. Let G (0) (λ, x n , y n ) be the integral kernel of (λ+ L 0 ) −1 . Then it is easy to see that
We then obtain
This, together with (3.12), gives the desired expression of
. This completes the proof.
We next estimate (λ + L ξ ) −1 for small ξ . Based on Lemma 3.1 we obtain the following estimates. 
Proof. In the following we will write
jk .
We first observe that
It then follows from Lemma 3.1 and (3.14) that
with C = C(η 0 , θ 0 ) > 0. Also, by Lemma 3.1 and (3.13), we have
with C = C(η 0 , θ 0 ) > 0. It then follows that there exists a positive number r 0 such that if |ξ | ≤ r 0 , then
. By the Neumann series expansion, we see that
and ξ with |ξ | ≤ r 0 . In particular, we conclude that
and ξ with |ξ | ≤ r 0 . Furthermore, we see from Lemma 3.1, (3.13) and (3.14) that
Similarly, we have, for = 1, 2,
We see from Lemma 3.1, (3.13) and (3.14) that L
. Therefore, taking r 0 smaller if necessary, we have
and ξ with |ξ | ≤ r 0 . It then follows from Lemma 3.1 and (3.17) that
This completes the proof.
We next investigate the spectrum of − L ξ near λ = 0. 
where λ 0 (ξ ) ∈ R and λ 0 (ξ ) is a simple eigenvalue of − L ξ that has the form
as |ξ | → 0.
Proof. By Theorem 3.3, (3.13) and (3.14), we see that if |λ|
is the eigenprojection for the eigenvalues of − L ξ lying inside the circle |λ| = η 0 . The perturbation theory then implies that dim Range Π(ξ ) = dim Range Π (0) = 1. Therefore, we see from Lemma 3.2 that σ(− L ξ ) ∩ {λ; |λ| ≤ η 0 } consists of only one simple eigenvalue, say λ 0 (ξ ).
To show that λ 0 (ξ ) has the desired asymptotic form, we first observe that λ is an eigenvalue of − L ξ if and only if it is an eigenvalue of − L T ξ for any
It then follows that λ 0 (ξ ) is a function of |ξ |, and hence, it suffices to consider L ξ with ξ = ηe 1 , where η ∈ R and |η| = |ξ |.
1,1 . We also denote the corresponding eigenvalue by λ 0 (η). With this L η , taking
In view of (3.13) and (3.14) we can apply the analytic perturbation theory [9, Chap. 2 and 7] to see that
with
. It is easy to see that L
Let us compute L
and hence,
Here (−∂ 
Consequently, we obtain
We next investigate the eigenprojection Π(ξ ) associated with λ 0 (ξ ). To do so, we will consider the formal adjoint problem 
Here 
Similarly, one can prove that
where (3.20)
We now define ψ(ξ , x n ) and ψ * (ξ , x n ) by
where ψ
, ψ (2) and ψ (2) * satisfy
Therefore, we have
We note that ψ(ξ ), ψ * (ξ ) is analytic in ξ and
where
In particular, taking r 0 smaller if necessary, we see that
Then we have ψ(ξ ), ψ * (ξ ) = 1 and
(1) * j and ψ (2) * satisfy (3.25)
It is not difficult to see that u, ψ * (ξ ) ψ(ξ ) is the eigenprojection Π(ξ ) associated with λ 0 (ξ ).
Setting
we see from (3.22)-(3.25) that the integral kernel Π(ξ , x n , y n ) of Π(ξ ) is written as
j (x n , y n )+ Π (2) (ξ , x n , y n ) with Π with |ξ | ≥ r for any r > 0 is given in [6] . Applying [6, Theorems 2.5-2.7], we obtain the following estimates. Let r 0 be the number given in Theorem 3.5. We take a cut-off function χ(ξ ) ∈ C ∞ (R n−1 ) satisfying 0 ≤ χ ≤ 1 on R n−1 χ(ξ ) = 1 for |ξ | ≤ 
