Abstract. In this article, we derive the Helton-Howe-Carey-Pincus trace formula as a consequence of Krein's trace formula.
Introduction
Notation: In the following, we shall use the notations given below: H, B(H), B sa (H), B 1 (H), B 1+ (H), B 1− (H), B 2 (H), B p (H) denote a separable Hilbert space, set of bounded linear operators, set of bounded self-adjoint linear operators, set of trace class operators, set of positive trace class operators, set of negative trace class operators, set of HilbertSchmidt operators and Schatten-p class operators respectively with . p as the associated Schatten-p norm. Furthermore by σ(A), E A (λ), D(A), ρ(A), we shall mean spectrum, spectral family, domain, resolvent set, and resolvent of a self-adjoint operator A respectively, and Tr(A) will denote the trace of a trace class operator A in H. Also we denote the set of natural numbers and the set of real numbers by N and R respectively. The set C(I) is the Banach space of continuous functions over a compact interval I ⊆ R with sup-norm . ∞ , and C n (I) (n ∈ N ∪ {0}), the space of n-th continuously differentiable functions over a compact interval I with norm
∞ for f ∈ C n (I) and f (j) is the j-th derivative of f (for n = 0, C n (I) is C(I)), and L p (R) the standard Lebesgue space. We shall denote f (1) , the first derivative, as f ′ . Next we define the class C Similarly we denote the set of all polynomials with complex coefficients in I by P(I) and the set of all p ∈ P(I) such that p ′ ≥ 0 (≤ 0 respectively) by P + (I) (P − (I) respectively). Let T ∈ B(H) be a hyponormal operator, that is, [T * , T ] ≥ 0. Set T = X + iY , where X, Y ∈ B sa (H) and it is known that Re(σ(T )) = σ(X), Im(σ(T )) = σ(Y ) [14] , [T * , T ] ∈ B 1 (H) if an additional assumption of finiteness of spectral multiplicity is assumed [2, 10, 13, 14] . A hyponormal operator T is said to be purely hyponormal if there exists no subspace S of H which is invariant under T such that the restriction of T to S is normal. For a purely hyponormal operator T, it is also known that its real and imaginary parts, that is, X and Y are spectrally absolutely continuous [10, 16] .
(A): The main assumption of the whole paper is that T = X + iY is a purely hyponormal operator in
Main Section
Let us start with few lemmas which will be useful to prove our main result.
Similarly,
Since D 2 ∈ B 1 (H) and R |ψ(α)||α|dα < ∞, then from the above equation (2.3) we conclude that
Moreover,
where we have used the cyclicity of trace and the fact that
Since D 2 ∈ B 1 (H), then from the above equation (2.4) we conclude that
Furthermore,
where we have used the cyclicity of property of trace. By interchanging the role of X and Y in the above calculations, we conclude that
This completes the proof. ✷
Next by the spectral theorem for Y we get
where
H) and ∆ × δ ⊆ R × R) extends to a spectral measure (finite) on R 2 in the Hilbert space B 2 (H). Therefore by Fubini's theorem
and hence from the equation (2.5) we conclude that
accordingly. By repeating the above calculations with X and Y interchanged we get that (2.6)
H) and ∆ × δ ⊆ R × R) extends to a spectral measure on R 2 in the Hilbert space B 2 (H) and E (X) (.) is the spectral family of the self-adjoint operator X. Therefore as above we conclude that
Thus by using spectral theorem for Y and Fubini's theorem we get
and hence from (2.7) we conclude that
By repeating the above calculations with X and Y interchanged we get that (2.6). Therefore as above we conclude that
Then by repeating the same calculations as in (2.5) and in (2.7) of the above lemma 2.2 we get,
where the description ofψ and E has been discussed in the proof of lemma 2.2. On the other hand from lemma 2.2 we say that
respectively. Therefore by combining equations (2.8) and (2.9) we conclude that
This completes the proof. ✷ As the title suggests, we shall next state Krein's theorem and study its consequences on [11, 12, 17, 18 ] Let H and H 0 be two bounded self-adjoint operators in H such that
Theorem 2.5. Assume (A). Let φ and ψ be two complex-valued functions such that
] is a trace class operator and there exist unique L 1 (R)-functions ξ(t; ψ) and η(φ; λ) such that
Proof. At first we assume φ, ψ are real valued. Now let us consider the self-adjoint operators
by lemma 2.1. On the other hand for ψ, φ ∈ C
since R |ψ(α)||α|dα < ∞ and since [Y, φ(X)] ∈ B 1 (H), by lemma 2.1. Similarly for φ,
, by repeating the same calculations as in (2.4) we conclude that
, by lemma 2.1. Thus by applying proposition 2.4 for the above operators H, H 0 with the function φ, we conclude that there exists a unique functionξ(t; ψ) ∈ L 1 (R) such that φ(H) − φ(H 0 ) is trace class and (2.14)
Furthermore from equation (2.11) we conclude that
. Therefore from Proposition 2.4 we also note that ξ(t; ψ) ≤ 0 for almost all t ∈ [a, b]. Now if we compute the left hand side of (2.14), we get 15) where for the second equality we have used functional calculus, for the third equality we have used equation (2.11) and for the last equality we have used the cyclicity of trace. Thus by combining (2.14) and (2.15) we have
where ξ(t; ψ) ≡ −ξ(t; ψ) ≥ 0. Next if we consider the operators H 0 = Y and H = e iφ(X) Y e −iφ(X) . The by a similar calculation we conclude that (2.17)
is trace class and
Moreover, form equation (2.17) we note that
. Therefore from proposition 2.4 we also note that η(φ; λ) ≥ 0 for almost all λ ∈ [a, b]. As before if we compute the left hand side of (2.18) we get
Thus by combining (2.18) and (2.19) we have
Therefore the conclusion of the theorem follows from (2.16) and (2.20) for real valued φ, ψ. The same above conclusions can be achieved for complex valued functions φ, ψ ∈ C where we have retained the earlier notation ξ(t; ψ) and η(φ; λ). Furthermore, for almost all t, λ ∈ [a, b], the maps
are positive linear maps. The next theorem gives L 1 -estimates for ξ(·; ψ) and η(φ; ·) which allows one to extend these maps for all ψ, φ ∈ C([a, b]). (ii) The set functions
Theorem 2.7. Assume (A).
(i) Then P([a, b]) × P([a, b]) ∋ (ψ, φ) −→ Tr{−i [J (ψ)(Y ), J (φ)(X)]}
can be extended as a positive linear map on C([a, b]) × C([a, b]). Furthermore if
are absolutely continuous with respect to the Lebesgue measures and the Radon-Nikodym derivatives satisfy:
(iii) The statement of the theorem 2.5 now takes the form: 
and interchanging the role of X and Y (along with an associated negative sign) the above is equal to
and all these expressions are also equal to (by theorem 2.5) 
which by using lemma 2.3 and equations (2.24) and (2.25) we conclude that
and similarly
These estimates allow us to extend the formulae to ψ, φ ∈ C([a, b]). Indeed, consider a sequence {φ m } of polynomials converging to
which converges to zero as n, m −→ ∞, since |φ n − φ m |(X) = φ n − φ m ∞ and since −i [J (|ψ|)(Y ), X] ∈ B 1 (H). Proceeding similarly for ψ with φ fixed, one concludes that for
which by lemma 2.1 is equal to
Therefore, one has that all the equal expressions in (2.24) and (2.25) are also equal to Next we want to approximate characteristic functions by continuous functions in the same formula. Let {φ m } be a sequence of uniformly bounded continuous functions in [a, b] converging point-wise almost everywhere to χ Ω with Ω ∈ Borel(σ(X)) and let {ψ m } be a sequence similarly approximating χ ∆ for ∆ ∈ Borel(σ(Y )). Then by (2.30), we have that for
which converges to zero as n −→ ∞ since φ n (X) converges strongly to χ Ω (X) and since
which converges to zero as n −→ ∞ by the same reasoning exactly as above, and therefore (2.32) lim
In the equality
with {ψ m } approximating χ ∆ as described earlier, we get required equality (2.22 ). This completes the proof of (i).
(ii) From the equality, for Ω ∈ Borel(σ(X)), ∆ ∈ Borel(σ(Y )), for fixed t, λ; ξ(t; ·) and η(·; λ) are countably additive point-wise set functions. Therefore they are both absolutely continuous with respect to the respective Lebesgue measures, and we set
The uniqueness of r follows from the equation (2.23) and the fact that r ∈ L 1 ([a, b] 2 ) and that it has compact support. This completes the proof. 
where r is the function obtained in theorem 2.7 and
is the Jacobian of αψ and
Proof. Using (2.12) we say that
Next from (2.13) we conclude for ψ, φ ∈ P([a, b]) that
where we have used spectral theorem for the self-adjoint operator X and E (X) (.) is the spectral family of X. On the other hand from theorem 2.7(iii) we conclude that
for ψ, φ ∈ P([a, b]). Therefore combining (2.35) and (2.36) we get
is a complex measure with finite total variation and r ∈ L 1 [a, b] 2 , then we can extend the above equality (2.37) to all φ ∈ C([a, b]) and therefore
(2.38)
Thus by approximating characteristic function χ ∆ (for Borel subset ∆ ⊆ R) through continuous functions we conclude from the above equation (2.38) that
which shows that the measure
is absolutely continuous with respect to a Lebesgue measure dt and
As in (2.24), a similar computation with ψ, φ ∈ P([a, b]) and if
where for fifth equality we have used the cyclicity of trace and for eighth equality we have used the spectral theorem for the self-adjoint operator X and E (X) (.) is the spectral family of X. Next by combining (2.40) and (2.41) we conclude that
Next by interchanging the role of X and Y in the above calculations, we get that
This completes the proof. ✷ Remark 2.9. If T satisfy (A), then the conclusion of the above theorem 2.8 also can be achieved for φ, ψ, α, β ∈ C This completes the proof. ✷ Now we are in a position to state our main result, the Helton-Howe-Carey-Pincus trace formula [1, 7, 8, 9, 13] . 
