Introduction
The Internet of Things (IoT) has found numerous applications in different domains, such as home automation, industrial control, health monitoring, intelligent transportation, and smart grid [1] , [2] . IoT devices usually have limited resources, low computational power, small batteries, as well as limited memory and storage. Nevertheless, IoT devices are able to collect data, exchange small pieces of data through the Internet or directly with other devices, and perform lightweight computations. Many IoT networks rely on the IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) [3] . In 2012, the Internet Engineering Task Force (IETF) standardized RPL, which has been designed for resource-constrained devices. Open-source RPL implementations are supported by wellknown IoT operating systems (OS), such as ContikiOS [4] and TinyOS [5] . Nowadays, many security approaches and cryptographic mechanisms exist for securing traditional networks. However, oftentimes these measures cannot be applied to IoT devices due to their limited capabilities mentioned above.
As a result, many IoT devices are equipped with weak or no security measures [6] and become targets of cyberattacks. Such attacks have multiplied over the past years [7] . Recent examples of cyberattacks include the Mirai botnet [8] and its evolution, Chalubo botnet [9] , which exploited the default/weak passwords or OS vulnerabilities in more than 100,000 IoT devices (such as IP cameras and home routers) and launched Distributed Denial of Service (DDoS) attacks affecting multiple targets. Such incidents suggest that IoT devices offer weak security and that proper defenses should be implemented to secure consumers, businesses and critical infrastructure. Many attacks on IoT devices that have been launched recently exploit the properties of RPL and typically include DoS [10] , [11] and routing attacks [12] , [13] . Detection of and effective defense against such attacks is currently an open research problem [14] , [15] . In this paper, we consider the RPL implementation of ContikiOS, namely ContikiRPL [16] . We focus on two popular types of DoS attacks: "Hello" flooding [11] and version number modification [17] , [18] , which can drain the batteries of IoT devices. We have implemented these attacks using the Cooja simulator [19] , which is used to simulate the behavior of ContikiOS. We demonstrate how these attacks may impact the power consumption of IoT devices and render some devices unreachable. Following the presentation of our simulation results, we discuss potential defenses and detection approaches. In particular, we propose a modular Intrusion Detection System (IDS) that comprises a set of distributed detection modules and a border router acting as a centralized detection module. The rest of the paper is structured as follows: In Section 2, we describe the Cisco 7-layer IoT model we have adopted. In Section 3, we briefly review the possible attacks in IoT networks. In Section 4, we demonstrate the most significant IDS solutions currently existing for IoT. In Section 5, we describe our "Hello" flooding and version number modification attack launched with the use of the Cooja simulator and present the simulation results obtained. In Section 6, we present our proposed IDS design. In Section 7, we conclude and discuss potential future research directions.
Cisco's 7-Layer IoT Model
In this work, we adopt Cisco's 7-layer model [20] , as it is one of the most detailed IoT references. Figure 1 shows its layers. In this paper, we mostly focus on layers 1-3. Beginning from layer 1, smart or physical devices transmit or receive data. Layer 2 refers to the connectivity among the devices, located within the same network or across multiple networks. In many implementations, data may be transferred reliably between IoT devices using the existing network infrastructure. Layer 3 includes functionalities related to data analysis and transformation. Specifically, the processing of network packets occurs in that layer, so that packets are understandable to the higher layers. Layer 4 is where data is accumulated and is available for use by specific applications. Data is abstracted in layer 5. In other words, data from various sources is collected and processed to be easily accessible by applications. IoT applications read the information in layer 6. The top layer, layer 7, is where the end user's business processes live. The IoT system will become useful only when people cooperate and make use of IoT applications and their data.
Attacks in IoT
The majority of IoT devices have weak or no security at all, making it easy for an attacker to exploit them. As a result, critical information may be stolen from devices or they may be used to cause harm in other networks. Below, we briefly review the most significant attack types against IoT devices. The 7-layer model by Cisco is assumed to describe attacks. At the layer of physical devices, replacing firmware of a smart device with its malicious counterpart could permit the attacker to read data in transit or data stored in the device. Another method of hardware exploitation is the non-network side-channel attack. In that attack, electromagnetic signals of the device are monitored by the attacker to expose the status of the device. DoS attack constitutes another threat for smart devices. Resource exhaustion and battery draining are some examples of DoS attacks [21] . In these attacks the attacker may prevent a device from sleeping by periodically transmitting "Hello" messages or may drain the limited power resources by submitting heavy computational tasks. Apart from DoS attacks, the adversary could attack the network by cloning a node. In this way, packets received by the node could be redirected or modified. At the connectivity level, eavesdropping is a popular attack method in which the goal of the attacker is to export confidential information including usernames and passwords. Therefore, the attacker may learn about the network infrastructure, enter and modify device data or steal important information. Also, at this level, devices are vulnerable to Man-in-the-Middle (MitM), routing and replay attacks [22] in which attackers try to spoof and drop packets or even modify routing information. In addition, connectivity level DoS attacks may exert a negative impact on the performance of the IoT network. Some examples of DoS attacks include packet flooding and signal jamming, whose goal is to corrupt the device's communication signal. Last but not least, IoT devices may be exploited and transformed into bots to carry out DoS attacks against selected targets. Chalubo and Mirai botnets are the most recent examples of this threat [8] , [9] . At the edge computing level, servers could be exploited by injecting malicious input and stealing important data. Similarly, attackers may try to leak information from a device or server to learn which services are used in the vulnerable IoT network. Database warnings or errors, for example, provide valuable information to attackers.
Intrusion Detection Systems for IoT
Over time, IDSs have been considered by researchers as security measures for keeping IoT networks secured. However, traditional network detection algorithms have different requirements than those based on IoT. Thus, adapting traditional methods in IoT environments is a challenging task. Certain IoT characteristics, such as the limited processing power of intelligent devices, different network structures and a variety of IoT device protocols, introduce new challenges which an IoT-based IDS must take into account [23] . Below, we present the latest IDS solutions for IoT. The first developed IDS that aims at protecting smart devices irrespective of specific IoT protocols or applications is Kalis [24] . Kalis is a network-based, hybrid signature/anomaly-based, hybrid centralized/distributed, online IDS. The detection strategy selected depends on the specific features of the protected network. Furthermore, Kalis obtains knowledge from network-installed modules and tries to prevent intrusion by taking into account the current topology of the network and by conducting traffic analysis. Moreover, it can be extended to support new protocol standards and may improve detection performance by allowing knowledge sharing between the nodes. It is implemented on routers using the OpenWRT firmware [25] . Evaluation is performed using 6 TelosB devices programmed in TinyOS [5] . Experimental results show that Kalis achieves 100% accuracy in detecting most of the attacks. Thus, it offers better detection performance than Snort [26] and other traditional IDS solutions.
Svelte IDS is another interesting work in the field [27] . This is an anomaly-and signature-based IDS, developed to prevent RPL-based routing attacks affecting IoT devices [3] . Some of the attacks considered include selective forwarding, sink-hole attack and spoofed or altered information. As far as the approach to node placement is concerned, Svelte has a centralized module, called 6LoWPAN border router (6BR), which carries out heavy calculations, and a number of resource-restricted modules monitoring network devices. The 6BR consists of three components. The first one is the 6LoWPAN mapper which gathers information from sensors to regenerate the network. The second component is the detection system which uses the obtained information to detect potential intrusions. The third component is a mini firewall that prevents the entry of malicious traffic into the network. In IoT devices, the first and third components are integrated.
Although quite a few IoT-based IDSs have been developed recently, current solutions have certain constraints. Kalis, for example, requires deployment of detection modules specific for the attack type. This could create a complex network resulting in poor detection performance. Additionally, it utilizes Wi-Fi for communication. This means that interference between smart sensors and Kalis nodes could occur if nodes are in close proximity. Svelte has also some limitations as it is a host-based IDS, meaning that the sensor's software must be modified. This, however, would be very challenging for larger networks, which is a typical case in many IoT application domains. Another major issue is that Svelte has a high false detection rate. This was proved by Matsunaga et al. [28] , who proposed a scheme to reduce false detection rate. However, further experiments are needed to ensure that the solution is robust and scalable. In conclusion, a technologically enhanced solution is needed to protect IoT networks against several possible attacks. We considered the aforementioned limitations during the design of our proposed IDS.
Implementing Battery Drain DoS Attacks in Cooja
Before designing an effective IDS, the initial step is to implement and study the impact of several attacks on each device and on the entire network. After that, by launching attacks using various configuration parameters and intensities, different detection methods can be implemented, tested, and enhanced. We use the Cooja simulator [19] for testing and experimentation, which is becoming increasingly popular among IoT researchers. It is also particularly suitable for experiments in the real world, since the developed applications can be directly uploaded to real hardware. Cooja can be used to simulate the behavior of ContikiOS -a popular open source IoT operating system [29] . In this work, two IoT-specific DoS attacks have been implemented in Cooja, namely version number modification and "Hello" flooding. These attacks exploit the RPL protocol's features and affect the power consumption of IoT devices. Cooja provides an implementation of the RPL protocol, called ContikiRPL [16] .
RPL Overview
RPL organizes nodes along a destination-oriented, directed, acyclic graph (DODAG) [30] . The root node initiates the creation of graphs by regularly generating DODAG information object (DIO) messages, which are advertised via link-local multicasts. DIO messages include such information as identity of the root, the metrics used for routing and the depth of the originating router (called "rank"). The "Hello" flooding attack in RPL occurs when a large number of DODAG information solicitation (DIS) messages are transmitted by the malicious node to other nodes. This causes the recipient nodes to reply by sending DIO messages. Consequently, network floods with packets and the node's batteries are drained. Similarly, in the version number modification attack [18] , the malicious node changes the DODAG version number before forwarding the received DIO messages to the next hop. Nodes receiving a malicious DIO message with the modified version number reset their trickle timer, store the new version number in their memory and advertise it to their neighbors via DIO messages. Note that the root uses the version number to control the so-called "global repairs" of the RPL network and to ensure that the latest routes are available to nodes in DODAG. Global repair is the repair mechanism that is initiated by the root to rebuild the network. During this process, it increases the version number of RPL DODAG and the whole DODAG is reconstructed. This method ensures a loop free and optimized tree based on the objective function used. Still, this makes IoT nodes perform useless computations and waste their energy. Thus, modifying the version number will cause unnecessary global rebuilds of the DODAG, create loops in the topology, as well as exhaust the nodes.
Simulation Scenarios and Results
Below are two scenarios, simulated in Cooja, which show the effects of the DoS attacks mentioned above. Applications of the UDP client-server model are used on top of each node. Seven Tmote Sky nodes [31] were simulated running ContikiOS. The network, depicted in Fig. 2 , consists of one server (root node with ID 1) and six client nodes with IDs from 2 to 7.
In the first scenario, no compromised nodes exist. Each node is configured to send messages to the server at specific intervals. These messages contain various information about the sending node, such as its battery indicator and temperature. In the second scenario, node 7 is malicious/compromised and performs DoS attacks. Specifically, node 7 has been configured to transmit a big number of DIS messages to its neighbors. In addition, it changes the DODAG version number, so that global repairs are initiated. The simulation time in our experiments in each scenario is 10 min. The configuration used for each node is shown in Table 1 . The server is the receiver of all messages exchanged in the network. As a result, it is always powered on. The Radio Duty Cycle (RDC) driver is responsible for saving as much as possible power for the device. ContikiOS implements several RDC drivers, but the server uses NullRDC, which does not save power. The Medium Access Control (MAC) driver is responsible for reliably transferring packets via the radio medium. If any collisions occur, it re-transmits the packets until they are delivered. All nodes in our scenarios use the Carrier Sense Multiple Access (CSMA) driver at the MAC layer to guarantee packet delivery. In contrast with benign and malicious nodes, the server does not transmit DIS messages. Benign nodes send data to the server. They are configured to send a DIS message every 60 s until they successfully join the network. The malicious node broadcasts 80 DIS message every second, thus launching the "Hello" flooding attack. Benign and malicious nodes in this scenario are configured to use NullRDC as RDC driver and CSMA as MAC driver. This setup will keep the devices always on.
In the first scenario, the network topology is formed as shown in Fig. 3 . The numbers displayed on each link indicate the expected number of transmission (ETX) that a node needs to make to the destination in order to successfully deliver a message. For instance, the ETX value of node 4 next to the server (node 1) is 8. In Fig. 3 we also note that messages of node 7 must be transmitted via nodes 3, 2 and 4 to get to the server. Note that node 7 is not malicious and runs the same code as all other nodes in this scenario. In Fig. 4 the power consumption of each node is shown. Measurements were collected using the PowerTracker tool in Cooja. As expected, all nodes are almost always on (99.87% of the time, on average) and have very low values of radio TX and radio RX. This is normal for small-sized networks.
In the second scenario, nodes use the same RDC and MAC driver configuration as before. Node 7 has, however, been modified to transmit 80 DIS messages and to increase the DODAG version number before transmitting the received DIO messages to the server. Changing the version number leads to global repair and to the formation of two different DODAGs. Every few minutes, global repair is triggered. As a result, the routes change quickly. The topology of the network is therefore not stable and some nodes may be disconnected from the server or from other nodes. There is one such situation Fig. 5 , where at that particular moment nodes 5 and 6 do not have a route to the server. The impact of the attack is demonstrated in Fig. 6 , which shows the measurements of power consumption. In adjacent nodes 3, 5, and 6, the attack caused high radio RX, and high radio TX in node 7. As a result, both malicious/compromised and neighboring nodes are depleted of energy. In the previous scenarios, nodes used the same RDC and MAC drivers. However, using a different RDC driver may produce different results. In ContikiOS, ContikiMAC is another option for RDC driver. For this reason, the two scenarios were repeated using the ContikiMAC RDC driver in benign and malicious nodes, while keeping the same MAC driver. Starting with the normal scenario, the nodes' power consumption is shown in Fig. 7 . As expected, Contiki-MAC enables sleep mode and this is clearly shown by the very low percentage of radio on for all nodes except for the server.
In addition, radio TX is 0.45%, on average, which means that nodes sleep most of the time and send very few packets within the network. Average radio RX is even lower than radio TX, because it is the server that is the destination of the majority of packets. The corresponding network topology is shown in Fig. 8 . It may be noticed that all nodes communicate with the server by using their next hop. Using the same node configuration, the second scenario with a malicious node was repeated. In this case, the power consumption of nodes is affected by the malicious node, as shown in Fig. 9 . Although nodes should be sleeping most of the time, they are ON for 50% of the time. This is true for the server as well. The difference compared with the nor- mal scenario is about 35%, which is significant. The reason for this behavior is caused by the fact that the malicious node 7 broadcasts DIS messages requiring a DIO reply from its neighbors. This is also the reason why nodes 3, 5 and 6 have the highest radio RX percentage in comparison with other nodes. These nodes are closer to node 7 and are more affected than other nodes. Furthermore, node 7 transmits all the time and has, therefore, the highest percentage of radio TX. Looking at the network topology in Fig. 10 , one may see that some links have unusually high ETX values. The reason for that are the global repairs initiated, which assign different ETX values to links. Nodes located near the malicious node have a worse ETX value in their links in comparison with other nodes. Moreover, the malicious node is not shown in the presented network topology because it never joins the DODAG and, therefore, no information is sent to the server.
Proposed IDS

Architecture and Components
In addition to the typical sensor nodes, two new types of devices are considered: i) IDS routers for the handling of both the detection module and the firewall, and ii) sensorlike devices, called IDS detectors, for the monitoring and transmission of suspicious traffic to the router. In a typical scenario of a small IoT network, one IDS router acts as the border router (BR) of the network, while several IDS detectors are deployed near the nodes. This scenario is demonstrated in Fig. 11 . This means that devices that need to communicate with an external server send all requests via the IDS router. The router analyses all passing traffic, and determines whether or not the sending node is malicious. IDS detectors monitor packets to help detect malicious nodes. Malicious devices may try to interrupt normal network operation internally without having to communicate with the router or external networks. In such cases, detectors log packets and if the behavior of a node corresponds to a known attack, relevant information is sent to the IDS router.
In the scenario shown in Fig. 11 , we have 5 Tmote Sky sensors and an IDS consisting of one router and 2 detectors. The router is Internet connected and has two components: a detection module and a firewall. These components contribute to the internal and external protection of the network. The detection module executes specific algorithms to determine if malicious nodes exist or not in the network, while the firewall generates and enforces rules for stopping malicious traffic. The detectors are wired to the router in order to prevent interference or eavesdropping via a wireless channel. If the communication of the router and the detectors needs to be wireless, a proper secure wireless communication scheme will be used (e.g. [32] ). IDS detectors capture any traffic exchanged among nearby sensors. Afterwards, a decision whether traffic should be forwarded to the router or not is taken based on a lightweight algorithm. We assume that detectors are resource-constrained. Algorithms that need heavy calculations or large memory are therefore not appropriate. Collaboration between the router and the detectors helps monitor traffic from both internal and external interfaces. Some malicious devices, for example, may attempt to communicate with a remote & control server to download malicious files or instructions [33] . Other devices that are compromised may exchange traffic locally. The presented design takes all types of communications into account in order to block malicious nodes. The router captures Wi-Fi and IEEE 802.15.4 traffic. It is also capable of detecting attacks from ZigBee and IPv6 over Low-Power Wireless Personal Area Network (6LoWPAN) devices [3] . The proposed IDS stores malicious patterns in the router's detection module in the same way as other signature-based solutions. The router connects the internal network to the Internet and is assumed to have sufficient computing power to execute algorithms required to detect various attack types.
Mitigating Attacks
As mentioned earlier, the goal of the proposed IDS is to detect and prevent a large number of different types of attacks, for instance DoS attacks that may occur in IoT networks to exhaust sensor node batteries. Moreover, routing attacks usually exploit RPL which is a routing protocol that many smart IoT network sensors currently use. Selective forwarding, sinkhole attack and clone ID are some of other well-known routing attacks [23] , [34] , [35] . The previous attacks can be detected using various techniques. Measuring the packet dropping rate, packet sending rate, the received signal strength (RSS), packet interval, and monitoring the number of node IDs in the network are some of the mitigation methods [36] . Specifically, the packet sending rate could be a good metric for detecting malicious nodes, as smart devices do not exchange many packets. A device that behaves abnormally and sends too many packets could be considered a malicious one. Another useful metric is the packet interval. Each device is configured to communicate with other in specific time intervals. Malicious devices could exploit this feature and send more requests in small intervals. Our IDS can detect this behavior by taking into account the time intervals of all nodes in the network and by calculating the average time interval which will be considered normal behavior. Thus, any node exceeding the normal packet interval threshold will be considered as malicious. A threshold-based detection is a lightweight mechanism that allows IDS detectors to perform fast calculations and detect compromised nodes. According to [6] , these well-known attacks may have a significant impact on the availability, as well as on the integrity of IoT systems. Regarding the scalability of the proposed IDS, it is expected to have good efficiency even in large networks. To ensure that, only the suspicious traffic will be forwarded from detectors to the router. This means that detectors will perform some specific computations (e.g. packet sending rate and packet interval) and will forward the node's traffic to the router for further investigation (e.g. signature matching) only if the metric of interest is above the threshold value. Apart from that, the router will have an overall picture of the network and will block suspicious nodes.
Detection Module and Firewall
As mentioned before, the detection module at the router plays an important role in the proposed IDS. This component determines if a node is malicious or not. Decision will be taken based on the information collected for each individual device. For example, a device sending a large number of packets with a high rate or a node with RSS value above the threshold value may be regarded as malicious. As a consequence, that device may be removed from the network, its IP address will be blacklisted, a proper firewall rule will be generated and the network administrator will be notified. However, complex attacks, such as selective forwarding, are not easy to detect and may need more time to identify. For this reason, the detection module will store signatures of known IoT malware. Packets matching a stored malicious signature will be blocked and the source and destination nodes will be blacklisted.
The firewall at the router is added as an extra layer of protection. The IP addresses of malicious nodes will be blocked if they match any stored firewall rules. The detection module will proceed to banning a node from the network only if it has information of its malicious behavior. In this case, a new firewall rule will be created including the IP of the node, and traffic between the node and the Internet will be stopped.
As regards the strategy of placing IDS modules, two methods are usually distinguished: network-based and hostbased [36] . In the network-based method, the agent is placed near the base station, so that it can monitor the traffic sent by the devices, creating an additional communication overhead. In the host-based method, the agent is embedded in all nodes, consuming a significant portion of the node's resources and energy. In this work, a hybrid approach that combines both methods, has been followed. A centralized node (i.e. the router) keeps signatures, analyzes traffic and detects sensor or Internet attacks. Some decentralized nodes (i.e. detectors) execute lightweight tasks, such as monitoring and sending suspicious packets to the router. The advantage of this placement strategy is that traffic can be captured and attacks can be detected from all network segments. Furthermore, deploying detectors near sensors helps detect attack attempts faster and more efficiently, instead of waiting for the malicious packets to pass via the router.
Conclusion and Future Work
In this paper, we studied the impact of battery drain DoS attacks on IoT devices. Cooja simulator is the platform chosen for implementing IoT-based attacks. It supports application development for ContikiOS. The demonstrated scenarios include attack scenarios where a compromised sensor performs DoS attacks based on "Hello" flooding and version number modifications. As demonstrated, the attack may negatively affect the energy consumption of IoT devices. We also proposed a new IDS for securing IoT networks and devices. The proposed IDS follows the hybrid placement approach for effective detection of intrusions originating both from external and internal networks. Some of the advantages of the proposed IDS are: i) no firmware modification of IoT devices is needed, ii) the detectors are wired to avoid jamming and other wireless attacks, iii) support for generic IDS modules, and iv) support for heterogeneous devices (e.g. ZigBee and 6LoWPAN).
As a future work, we plan to simulate attacks on larger networks of different topologies. In addition, the "Hello" flooding attack will be further studied using different temporal and spatial distributions of RPL messages. Apart from that, we aim to develop and test the proposed IDS in Cooja. IDS performance will be evaluated by simulating attack scenarios and obtaining useful metrics, such as detection rate and false positives rate. The IDS will be tested for DoS, routing and other types of attacks. Finally, to test their performance in a real world IoT environment, IDS modules will be imported into ContikiOS.
