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Abstract
Policy gradient methods are widely used in reinforcement learning al-
gorithms to search for better policies in the parameterized policy space.
They do gradient search in the policy space and are known to converge
very slowly. Nesterov developed an accelerated gradient search algorithm
for convex optimization problems. This has been recently extended for
non-convex and also stochastic optimization. We use Nesterov’s acceler-
ation for policy gradient search in the well-known actor-critic algorithm
and show the convergence using ODE method. We tested this algorithm
on a scheduling problem. Here an incoming job is scheduled into one of
the four queues based on the queue lengths. We see from experimental
results that algorithm using Nesterov’s acceleration has significantly bet-
ter performance compared to algorithm which do not use acceleration. To
the best of our knowledge this is the first time Nesterov’s acceleration has
been used with actor-critic algorithm.
1 Introduction
In Reinforcement Learning (RL), we have an intelligent agent which has to
choose actions depending on the state it is in. There are costs associated with
each state and action. The goal is to choose actions so that the accumulated cost
is minimized. This type of learning is different from both supervised learning
and unsupervised learning. RL algorithms have been successfully applied to
problems like control in computer networks, planning in robotics, autonomous
driving etc. In these problems we make the Markov assumption i.e., the future
state the agent goes to does not depend on past states and actions given the
present state and action. Hence we can model the system using Markov Decision
Processes (MDP’s), which are standard framework for RL algorithms [1, 14].
State transition probability gives the probability of going to the next state
given that we are in some particular state and we pick an particular action. If
these probabilities are known then we use model-based algorithms else there are
RL algorithms which do not require these probabilities they are called model-
free algorithms.
A policy is a mapping from state space to action space. It tells us what action
to pick if we are in a particular state. Policies can also be randomized by which
we mean it is a mapping from the state space to a probability distribution over
the action space. For a given policy (deterministic or randomized) we can define
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value function which is the total accumulated cost. This can be calculated in
different ways, in this paper we consider infinite horizon discounted cost criterion
formally defined in the next section.
RL algorithms have polynomial dependence on the state and action spaces
of the underlying MDP. In real world applications the size of state and action
space is very large. This is because it grows exponentially with some parameter
associated with the problem. This makes implementation of the algorithms a
challenge. One way to overcome this is to approximate the value function. This
is explained in the next section. In the paper we consider the well-known actor-
critic algorithm with linear function approximation [2] architecture. There are
two parts in this algorithm, one is the actor and another is critic. The critic
evaluates the policy while the actor updates the policy based on the evaluation
by critic. In our algorithm the actor performs gradient search in a parameterized
policy space and the critic part evaluates the policy using temporal difference
technique.
In convex optimization Nesterov’s accelerated gradient search is well-known
[9, 10]. It achieves a convergence rate of O(1/k2) compared to the O(1/k) con-
vergence rate for plain gradient search. Recently it was extended to non-convex
and stochastic problems [5]. We have used this accelerated gradient search of
Nesterov in the actor part of the algorithm to speed up the convergence. In a
related work, Meyer et al. [8] proposed accelerated gradient temporal difference
learning where they use Nesterov’s method to accelerate residual gradient based
TD algorithm. Our work is different as we use a multi timescale actor-critic algo-
rithm unlike minimizing the Bellman residual error in their paper. We see from
experiments on a scheduling problem the this accelerated actor-critic algorithm
has much better performance compared to the regular actor-critic algorithm.
The rest of the paper is organized as follows: the next section describes
the framework and problem definition. Section 3 gives a brief introduction
about Nesterov’s accelerated gradient search. The next section we describe our
algorithm. In section 5 we briefly present the convergence analysis and finally
we present the experimental results.
2 Framework and Problem Definition
Let S be the set of states the agent can be in and A be the set of actions which
the agent can take. We assume the transition to the next state depends only
on the previous state and action taken (controlled Markov property). Formally
if Xn and Zn denote the states at time n > 0 then
P (Xn+1 = j|Xm, Zm,m ≤ n) = p(Xn, Zn, j) a.s.
where transition probability p of moving from one state i to another state j
given an action a is given by p(i, a, j). Note that we have
∑
j∈S p(i, a, j) =
1,∀i ∈ S, a ∈ A. We have incur a cost c(i, a) when we pick action a at state i.
This can be calculated from the single-stage cost at time n ≥ 0, c(n) as
c(i, a) = E[c(n)|Xn = i, Zn = a], ∀n ≥ 0.
We assume c(n), n ≥ 0 to be non-negative, uniformly bounded and mutually
independent random variables. Our goal is to choose actions over time so the
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the total accumulated cost is minimized. How we choose our actions a at an
state i and time n ≥ 0 is determined by policy µn : S → A. By abuse of
terminology we also call pi = {µ0, µ1, . . .} as policy. If µn = µ, ∀n ≥ 0 then the
policy pi is called stationary. A randomized policy is specified via a probability
distribution over A in other words µ is a mapping from S to P (A) written as
µ(s, a). It can be seen that the states Xn at time n ≥ 0 form a Markov chain
under any stationary deterministic or randomized policy. We make the following
assumption
Assumption 1. The Markov chain {Xn} under any stationary randomized
policy (SRP) pi is irreducible.
Since the set of states are finite it follows from the Assumption that {Xn}
is positive recurrent under any SRP.
Let us define the initial distribution over states as β, our aim is to find a
policy that minimizes the following
Jβ(pi) =
∑
i∈S
β(i)Upi(i), (1)
where
Upi(i)
4
= E
[ ∞∑
n=0
γnc(n)|X0 = i, pi
]
. (2)
Note that we discount the future rewards by a factor γ when summing. We
have 0 < γ < 1.
It is well-known that the class of SRP’s are complete (Chapter 6 of [11]) i.e.,
it is enough the find the policy that minimizes equation (1) among SRP’s. From
now on, we denote the set of SRP’s as Π.
Let us denote the optimal cost by U∗(i),
U∗(i)
4
= min
pi∈Π
Upi(i).
For a discounted MDP, the optimal cost U∗(i) satisfies Bellman equation ([11])
for all i ∈ S
U∗(i) = min
a∈A(i)
(
g(i, a) + γ
∑
j∈S
p(i, a, j)U∗(j)
)
.
We approximate the value function Jβ(pi) using linear function approxima-
tion architecture . When the initial distribution β = ρi, the ith unit vector
i.e., β(i) = 1 and β(j) = 0, j 6= i we approximate Jρi(pi) as Jρi(pi) ≈ vpi>fi,
where vpi
> ∈ Rd1 are parameters which determine the value function and
fi = (fi(1), . . . , fi(d1))
> is a fixed d1 dimensional vector called the feature
vector associated with state i.
We have
Jβ(pi) =
∑
i∈S
β(i)Jρi(pi) ≈
∑
i∈S
β(i)vpi
>
fi. (3)
Let Φ be the |S| × d1 matrix whose kth column (k = 0, 1, . . . , d1) is f(k) 4=
(fi(k), i ∈ S)>. The following is a standard requirement for showing conver-
gence, see for instance [15].
Assumption 2. The basis function {f(k), k = 1, . . . , d1} are linearly indepen-
dent. Further, d1 ≤ |S| and Φ has full rank.
3
3 Nesterov’s Acceleration for Gradient Search
Consider the following problem
min f(x)
where f is a smooth convex function and x ∈ Rd is the variable. This prob-
lem can be solved using well-known gradient descent algorithm. This achieves
a convergence rate of O(1/k). In a seminal paper published in 1983, Nesterov
proposed an accelerated gradient search algorithm which achieves an conver-
gence rate of O(1/k2) (See [9],[10]). This rate is optimal among methods using
only gradient of f at consecutive iterates. Though originally for convex opti-
mization problems, this method has been recently extended by Ghadimi et al.
[5] to non-convex and stochastic programming.
Nesterov’s accelerated gradient search algorithm is simple to describe. We
follow the version given in [13]. This is given as
xk = yk−1 − sOf(yk−1), (4)
yk = xk +
k − 1
k + 2
(xk − xk−1). (5)
We denote the minimizer of f by x∗ and f∗ = f(x∗). Here s is the step-size.
Let L be the Lipschitz constant for Of . For any step-size with s ≤ 1/L, this
algorithm has convergence rate of
f(xk)− f∗ ≤ O
( ||x0 − x∗||2
sk2
)
.
4 Actor-critic Algorithm
Actor-critic algorithms are well-known reinforcement learning algorithms. In
these algorithms there are two components called the actor and the critic. The
critic component does the evaluation of the value function. While the actor
improves upon the policy found based on the evaluation by the critic. In our
algorithm we use Temporal Difference (TD(0)) learning to evaluate the value
function in the critic. TD learning (see [14] originally proposed by Sutton is
model free i.e., does not require knowledge of the transition probability. Sim-
ilar to dynamic programming it updates estimate of the value function at a
particular state from previously computed estimates in other states.
In the actor part we do gradient search in the policy parameter space. Both
actor and critic use function approximation. Actor-critic algorithms with linear
function approximation has been studied extensively in literature for example
see [7],[2].
The actor-critic algorithm in [2] is for a constrained MDP. We use the same
algorithm without considering the constraints and include Nesterov’s accelera-
tion in the policy gradient search. Instead of using two loops corresponding to
the critic (inner) and actor (outer) update, we use an algorithm with two time
scales as in [2]. The algorithm we consider has two time scales corresponding
to the actor and critic. The step-size sequences associated with each time-scale
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satisfy the following assumption∑
n
a(n) =
∑
n
b(n) =∞, (6)∑
n
(a2(n) + b2(n)) <∞.
The slower timescale update using step-size a(n) corresponds to the outer
loop and faster one using step-size b(n) to the inner loop. The step-size which
goes to zero faster corresponds to the slower time-scale. Thus the step-sizes
corresponding to the two time scales also satisfy
lim
n→∞
b(n)
a(n)
= 0. (7)
In our algorithm, the critic is updated in the faster time scale and actor in
the slower time scale. This is because critic corresponds to the inner loop as it
evaluates the value function which we use in the gradient search for the actor
update. The book by Borkar (chapter 6 of [4]) has more details on two-time
scale algorithms.
4.1 Policy Gradient and Stochastic Approximation
We use policy gradient methods to search for better policies. In these meth-
ods the assumption is that the policy pi(s, a) depends on a parameter θ
4
=
(θ1, . . . , θd)
> (for example Boltzmann policies, see [3]) taking values in a com-
pact subset C of Rd. When considering paramterized policies, our problem
becomes that of finding the optimal parameter θ. Let {piθ(i, a), i ∈ S, a ∈
A(i), θ ∈ C ⊂ Rd} be parameterized class of SRP. We assume the set C to be
convex and compact. We will now indicate the parameterized policy piθ itself as
pi. We make the following standard assumption [2] for policy gradient methods
Assumption 3. For any a ∈ A(i), i ∈ S, pi(i, a) is continuously differential in
θ.
We can see that
OθJβ(θ) =
∑
i∈S
β(i)OθUpi(i).
We use Simultaneous Perturbation Stochastic Approximation (SPSA) de-
veloped by Spall ([12]) to find the gradient OθUpi(i). While finite difference
SA requires 2d simulations to find the gradient of a stochastic function, SPSA
requires only 2 simulations. In this paper, we use the one simulation variant of
SPSA (see Section 10.2 of [4]).
Let4 = (41, . . . ,4d)> with4j being independent random variables taking
values plus or minus 1 with equal probability 1/2. Let policy pi′ be governed by
parameter θ + δ4 with δ being a positive constant. From Taylor’s expansion
we can see that
Upi
′
δ4i ≈
Upi
δ4i +
∂Upi
∂θ
+
∑
j 6=i
∂Upi
∂θ
4j
4i . (8)
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Taking expectation the first and the third term become zero since 4i is 1 with
equal probability and 4i is independent of 4j . Hence we take Upi
′
δ4i to be the
estimator of ∂U
pi
∂θ . Using the approximation of U
pi′(i) ≈ v>n fi we have
OθJβ(θ) =
∑
i∈S
β(i)
v>fi
δ4i . (9)
4.2 Temporal Difference Evaluation
TD prediction is well-known in reinforcement learning, for an introduction one
can refer to Chapters 6 and 7 of the book by Sutton and Barto [14]. We
assume the state {Xn} in the algorithm to be governed by the parameterized
policy {pin}. And the policy {pin} is determined by parameter θ(n) + δ4(n)
where 4(n) is the perturbation 4 at time step n. Let {Zn} be the sequence of
action chosen according to the policy {pin} and vn be the nth update of weight
parameter. Recall that c(n) is the random cost incurred at time n. We have
E[c(n)|Xn = i, Zn = a] = c(i, a).
The TD(0) error δn, n ≥ 0 at time n is given by c(n)+γUpi(Xn+1)−Upi(Xn).
We use TD(0) algorithm and to update the estimate v i.e. to get the new
estimate we add the previous estimate of v to the TD error multiplied with
the step-size a(n). Since we use linear function approximation to approximate
Upi(Xn) we also approximate the TD error which can now be written as
δn = c(n) + γv
>
n fXn+1 − v>n fXn . (10)
4.3 Accelerated Actor-Critic Algorithm
Now we can give the complete actor-critic algorithm with Nesterov’s accelera-
tion, for i = 1, . . . , d
vn+1 = vn + a(n)δnfXn , (11)
θi(n+ 1) = yi(n) + b(n)
∑
s0∈S
β(s0)
v>n fs0
δ4i(n) , (12)
yi(n+ 1) = θi(n+ 1) +
k − 1
k + 2
(
θi(n+ 1)− θi(n)
)
. (13)
The equation (11) corresponds to critic, where δn is the TD-error defined in
equation (10). Equations (12) and (13) are the actor update, where accelerated
gradient search corresponding to equations (4) and (5) given in section 3 is
performed in the parameterized policy space. Note that the gradient estimate
in (9) is used in equation (12).
As mentioned before β(·) corresponds to the initial distribution of states. If
we are interested in performance of the algorithm starting in some susbset of
states we let only those states take positive β(·) value. In our experiments on
queueing networks, we are start the system with empty queues, so for this state
β has value 1 and all other states value 0.
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5 Convergence Analysis
The convergence analysis of accelerated actor-critic algorithm is straight for-
ward. From equation (7) we have b(n) = o(a(n)). The theory of multi-timescale
stochastic approximation (chapter 6 of [4]) allows us to treat θ(n) and 4(n) as
constants θ and 4 while analyzing equation (11). The policies pin can therefore
be treated as time-invariant or stationary policies.
Let Ppi be the transition probability matrix with elements
ppi(i, j) =
∑
a∈A(i)
pi(i, a)p(i, j, a).
Let (dpi(i), i ∈ S)> denote the stationary distribution under policy pi. Further
let Dpi denote the diagonal matrix with diagonal elements dpi(i), i ∈ S. We
denote the Euclidean norm by || · ||.
Define T : R|S| → R|S| as
TJ(i) =
∑
a∈A(i)
pi(i, a)
(
c(i, a) + γ
∑
j∈S
p(i, j, a)J(j)
)
(14)
for all i ∈ S. Let Cpi denote the column vector
Cpi =
( ∑
a∈A(i)
pi(i, a)c(i, a), i ∈ S
)>
We have the following theorem from [2]
Theorem 1. Under Assumptions 1-2 with θ(n) ≡ θ and ∆(n) ≡ ∆ (for given ∆
and θ), ∀n ≥ 0 {vn} governed by recursion (11) satisfy vn → vpi with probability
one. The quantity vpi is the unique solution to
Φ>DpiΦvpi = Φ>DpiT (Φvpi) (15)
In particular the following is satisfied
vpi = −(Φ>Dpi(γPpi − 1)Φ)−1Φ>DpiCpi (16)
Proof. Since the temporal difference equation in (10) and critic recursion in
equation (11) are same as equations 12 and 14 of [2], the proof follows from the
proof of Theorem 1 in [2].
Lemma 1. Under Assumptions 1-2, solution vpi to equation (15) is continuously
diffferentiable in θ.
Proof. Refer proof of Lemma 1 in [2].
By abuse of notation, we refer vpi as vθ. Now consider the recursion (13).
Let X (·) be a vector field on the set C in which θ takes values. Let
K
4
=
{
−
∑
s0∈S
β(s0)Oθvθ
>
fs0 = 0
}
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Let
K = {θ¯ ∈ C| ||θ¯ − θ|| < , θ ∈ K}
We now have the main theorem which states that the policy parameter θ
converges to a local minima of the function
∑
s0∈S β(s0)v
θ>fs0 . The proof of
this theorem uses the result about Nesterov accelerated method in [13] where
they use a differential equation for modeling the algorithm.
Theorem 2. Let assumptions 1-2 hold, assume further that the iterates θ is
stable. Then given  > 0, ∃δ0 > 0 such that for all δ ∈ (0, δ0), θ(n), n ≥ 0
obtained according to equations (12),(13) satisfy θ(n) → K as n → ∞. with
probability one.
Proof. From the theory of two-time scale stochastic approximation (chapter 6
of [4]) it can be seen that while considering slower recursion for θ the faster
recursion for vn converges to v
θ+δ4(n) (Theorem 1). Hence the recursion in
equation (12) can be replaced by
θi(n+ 1) = yi(n) + b(n)
∑
s0∈S
β(s0)
vθ(n)+δ4(n)
>
fs0
δ4i(n) + 1(n), (17)
where 1(n)→ 0 as n→∞. By assumption the recursion is stable.
We have E
[
vθ(n)+δ4(n)
>
fs0
δ4i(n)
]
= Ovθ(n)>fs0 as
vθ(n)+δ4(n)
>
fs0
δ4i(n) =
vθ(n)
>
fs0
δ4i(n) + Oθi(n)v
θ(n)>fs0 +
d∑
l=1,l 6=i
4l(n)
4i(n)Oθi(n)v
θ(n)>fs0 + 2(δ)
T fs0 , (18)
where 2(δ)→ 0 as δ → 0 by Taylor’s expansion. The first term and third term
vanishes as E[4i(n)] = 0, ∀i and 4i(n) is independent of 4l(n), i 6= l. This is
a single Simultaneous Perturbation Stochastic Approximation (SPSA) scheme
for estimating gradient requiring only one function evaluation (see for example
page 120 in [4]).
Next we have the ODE for Nesterov scheme i.e., equations (12) and (13) (see
equations 1 and 3 from [13]) as
θ¨ +
3
t
θ˙ +
∑
s0∈S
β(s0)E
[
vθ+δ4
>
fs0
δ4i
]
= 0
θ¨ +
3
t
θ˙ +
∑¯
s0∈S
β(s0)Ovθ
>
fs0 = 0 (19)
Now this can be converted to a first order ODE by taking θ˙ = ς. Now we have
ς˙ + 3t ς +
∑
s0∈S β(s0)Ov
θ>fs0 = 0. Let χ =
[
θ
ς
]
, we have
χ˙ =
[
θ˙
ς˙
]
=
[
ς
− 3t ς −
∑
s0∈S β(s0)Ov
θ>fs0
]
8
The asymptotically stable equilibria of ODE χ˙ = 0 is the set where ς = 0
and 3t ς −
∑
s0∈S β(s0)Ov
θ>fs0 = 0 which corresponds to the K within the
set C. These can be seen to correspond to the local minimia of the function∑
s0∈S β(s0)v
θ>fs0 .
Now let Z(·) be defined according to
Z(·) = ς2 +
∑
i∈S
β(i)vθ
>
fi = ς
2 + vθ
>
V
where V =
∑
i∈S β(i)fi is a d-dimensional vector. It can be seen that Z(·) > 0
as the second term is similar to the Lyapunov function used in the Theorem 2 of
[2]. Then corresponding to the ODE (19), we have dZ(θ)dt = 2ς · ς˙ + V >Oθvθ θ˙ =
−6ς2/t − ςOθvθ>V + V >Oθvθς = −6ς2/t < 0, ∀θ /∈ K. Thus Z(·) is a strict
Liapunov function for ODE (19). The claim follows from Theorem 1, pp. 339
of [6].
6 Experimental Results
We consider a simple problem of scheduling jobs into four queues with expo-
nential service rate and FCFS queueing discipline. The jobs which arrive at the
scheduler according to Poisson distribution and are instantaneously scheduled
to one of the four queues. The service rates at the queues are different and
scheduler does not know the service rates. It schedules the jobs based on the
queue lengths.
Figure 1: Scheduling jobs between four parallel asymmetric queues
At time n, the decision to choose the queue i to send the job to is the ac-
tion Zn. Given an action, the queue lengths (g1(n), g2(n), g3(n), g4(n)) form
an Markov process. Thus the state Xn of the MDP is the queue lengths
9
Table 1: Expected service time and queue length for different discount factors
γ
γ Accelerated Actor-Critic Actor-Critic
Mean service time Mean queue length Mean service time Mean queue length
0.9 5.32±0.424 15.11±0.094 7.01±3.096 22.86±4.822
0.8 5.61±0.398 15.57±0.061 7.11±4.31 19.89±4.864
0.7 5.59±0.337 15.65±0.054 7.11±3.695 19.67±4.16
0.6 5.69±0.386 15.7±0.062 7.35±4.267 20.37±8.469
0.5 5.76±0.397 15.72±0.071 7.86±4.024 20.41±7.741
(g1(n), g2(n), g3(n), g4(n)). The cost c(n) is the average queue length of the
four queues.
c(n) = 1/4 ·
4∑
i=1
gi(n)
We need to choose actions (schedule jobs) such that the long-run discounted
value of c(n) is minimized.
We had a threshold L = 10 at the queues and the feature fXn used in
function approximation is as follows
fXn =
{
0, if Xn < 10.
1, o.w.
(20)
We tested the actor-critic and accelerated actor-critic algorithm in this prob-
lem. The algorithms were run for 50000 iterations. The result averaged for 100
runs is shown in Table 1. We compared the two algorithms using total mean
service time and queue length for different discount factors. The accelerated
actor-critic algorithm performed significantly better i.e. had lower mean and
variance for both these two parameters for all discount factors as can be seen
from the table.
7 Conclusion
We have used Nesterov’s accelerated gradient method to search the parame-
terized policy space. We have shown the convergence using the ODE method.
The resultant accelerated actor-critic algorithm is seen to have a much better
performance than the one without acceleration. We also plan to use Nesterov’s
method in other RL algorithms and also to test them in other applications.
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