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Abstract
In the thesis presented here, variations of two very prominent ma-
chine learning techniques, the Neural Network (NN) and Support
Vector Machine (SVM) are used in an attempt to solve two classifica-
tion problems. Classification involves the assignment of an unknown
object into a pre-determined group which consists of a set of pre-
classified objects with similar features to that unknown object. The
main theme of the research conducted in this thesis involves investi-
gation into existing and proposed classifier architectures to improve
the classification performance for certain research problems. The aim
of the research conducted is to develop new classifiers that are robust
and able to show a high level of classification accuracy to the problems
that are being considered.
The problems being considered in this thesis are material surface
classification and epilepsy seizure phase classification. The material
surface classification problem involves the classification of a material
based on its surface features which are obtained from a tactile-sensing
robotic arm. Feature extraction is carried out on this input and the
classifier is then used to classify based on the extracted feature inputs.
Epileptic seizure is a common neurological disorder which causes the
sudden discharge of cortical neurons in the brain. This results in the
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onset of seizures lasting from a few seconds to around a minute. The
input consists of data obtained from the electroencephalograph (EEG)
of patients who suffer from epilepsy. The input is then subjected to
feature extraction and the extracted feature inputs are applied to the
classifier. Four traditional classifiers, namely SVM, NN, k-nearest
neighbour (kNN) and naive Bayes classifier are utilised for compari-
son purposes to evaluate the performance of the proposed classifiers
during the research conducted. To evaluate the robustness property of
the classifier, the original data is contaminated with Gaussian white
noise at various levels. The results of the research carried out are
presented in three parts :
• The performance of six commonly used neural-network-based
classifiers are investigated in solving the material surface classi-
fication problem. The significant contribution from the research
conducted in this section is in the application of the neural net-
work architectures to a novel problem (i.e material classifica-
tion). The neural network architectures are also altered and
re-structured in order to fit the problem space. Experimental re-
sults show that the parallel-structured, tree-structured and naive
Bayes classifier outperform the others based on the average clas-
sification accuracy of the classifier when under the original data.
The tree-structured classifier demonstrates the best robustness
property under the noisy data.
• In continuation of the research conducted in the previous sec-
iv
tion, a novel neural network having variable weights is proposed
to deal with the material classification problem. The aim of do-
ing this is to compare its performance to the best out of the 6
neural network architectures applied in dealing with the material
classification problem. The epilepsy seizure phase classification
problem is also introduced with the proposed variable weight
neural network being implemented to deal with this problem.
It is shown that the variable weight neural network (VWNN)
classifier outperforms the traditional methods in terms of classi-
fication accuracy and robustness property when the input data
is contaminated with noise.
• A novel Interval Type-2 Fuzzy Support Vector Machine (IT2FSVM)
classifier has been proposed to deal with the epilepsy seizure
phase classification problem. The performance of the classifier
is measured based on its classification accuracy for each of the
epilepsy phases. Three traditional classifiers (SVM, kNN and
naive Bayes) are used for comparison purposes. The results ob-
tained from simulations show that the novel IT2FSVM is able
to show improved performance in terms of the average classifica-
tion accuracy when compared to the other classifiers under the
original dataset and also shows a high level of robustness when
compared to other classifiers under a noisy dataset.
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Statement of contributions
According to the knowledge of the author, the following contributions
are asserted to be original:
• Study of neural-network based classifiers and its application to a
material surface classification problem which is reported in chap-
ter 3. Six well known neural network architectures (one-against-
all, weighted one-against-all, binary coded, parallel structured,
weighted parallel-structured and tree-structured) were introduced
to deal with the material surface classification problem. The
classifiers are judged based on their classification accuracy and
robustness to a noisy input.
• VWNN and its application on material surface and epilepsy
seizure phase classifications which is reported in chapter 4. The
VWNN allows its weights to be changed based on the inputs to
the network. A novel VWNN is proposed where the weights at
each of the hidden layer levels of the tuned neural network is
supplied by the tuning neural network.
• A novel IT2FSVM is proposed and applied to an epilepsy seizure
phase classification problem as is reported in chapter 5. The
IT2FSVM has a membership function which is shaped with the
vi
aid of a genetic algorithm with the final output of the classifier
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Classification is a process that takes samples from objects and assigns each one of
them to a pre-defined group or class label. In general, a classification process usu-
ally consists of three main phases. In the first phase, data from the objects have to
be collected for the design of classifiers. In the second phase, feature extraction
is performed to extract characteristics from the collected data to be classified
such that redundant information is removed and representative information is
extracted resulting in reduction of input dimensions and improved classification
accuracy. In the third phase, a classifier is designed using the extracted feature
data. Existing classification techniques include traditional and machine learning
methods. An example of traditional methods are linear discriminant analysis [4],
logic based method (e.g., decision trees [136]), statistical approach (e.g. Bayesian
classification [127]) and instance-based methods (e.g. nearest neighbor algorithm
[148, 151]). Machine learning methods include the support vector machines and
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1. INTRODUCTION
neural network [8, 41, 70, 130]. These methods are discussed in the literature
review section of the thesis. Classification techniques have been applied to solve
a wide range of problems e.g. classification of different investments and lend-
ing opportunities as acceptable or unacceptable risk [155], classification of elec-
trocardiogram (ECG) arrhythmias [102], classification of ECG beat [25], facial
recognition [41, 86], hand-writing recognition [18, 69, 70, 71, 108], heart sound
classification [24], human body posture classification [58], speaker verification [8],
speech recognition [21, 72] and text classification [93, 130]. The two classifica-
tion problems that are investigated in this thesis are that of material surface
classification and epilepsy seizure phase classification.
Material classification is a very relevant field which involves the development
of algorithms and classifier architectures to aid in the classification of materials
via a supervised learning method. The classifier is designed and trained with
a labelled input dataset and is then applied to unseen data with the aim of
maximising the classification accuracy. The ability to classify materials is of
vital importance to the way we human beings view our surroundings since it
enhances our understanding of the world and enables us to better interact with the
objects around us. Given the ever present nature of materials, a robust material
classification system would be beneficial for a wide variety of applications such as
in quality assurance [55], selection of appropriate material for construction work
[7, 149] and failure analysis [124]. The ability to accurately differentiate between
certain materials is therefore a very important field of study and as a result there
is a significant amount of research work that has already been conducted in this
area.
Material classification has very important and in some cases life-saving ap-
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plications that serve to underline the importance and relevance of the research
being conducted in this field of study. Life-saving applications include passenger
safety where material classification is applied in the monitoring of the condition
of railway tracks [37]. It is also applied in war zones where the photon scattering
method is used to detect hidden explosive devices in the sand [112], another vi-
tal life-saving application is in rescue missions from wreckage sights [112] where
material classification is used to significantly reduce the time required to identify
and remove humans from the wreckage. Quality control is another important
application of material classification such as in the detection of foreign objects
in a manufacturing plant for cigarettes [109]. This is a very vital field in many
industrial sectors and it is imperative that unwanted materials be detected and
discarded from the processing chain. Material classification is also used in tactile
systems to mimic the functionality of the human hand. Two main activities that
benefit from tactile sensing are: humans interpreting tactile signals and using
prior experience to classify materials and textures only by touching surfaces, and
also in the grasping of objects by applying just enough grip force to hold objects
without slipping. Both tasks are very important for a robot if we are to operate
autonomously in unstructured environments [16].
The material classification problem can be split into three distinct phases
which pose different levels of difficulty in implementation. In the first phase, we
device a method that is used for obtaining the characteristics of the materials
(e.g frictional coefficient, frequency and damping ratio [124]), a potential chal-
lenge with this phase is in selecting the appropriate method for obtaining the
material characteristics and also the inherent noise that comes as a consequence
of the measuring equipment. In the second phase, feature extraction is carried out
3
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in order to extract the relevant data from the raw input data and also prevent re-
dundancies, this helps in reducing the complexity and computational costs of the
classifier. The dilemma faced in this stage is in selecting the appropriate feature
extraction methods in order to select the best features and therefore improve the
classification accuracy by reducing the dimensional complexity of the input. In
the third phase, a classification technique is used to classify the different materials
based on the feature inputs, this is the most important phase and a number of
classification methods have been applied in finding a solution to this problem, the
objective is to find a robust classifier that is able to provide significant improve-
ment in the classification accuracy. The objective of the research being carried
out in material classification is to introduce and implement novel classifiers and
classification architectures that are able to significantly improve the classification
performance with regards to existing problems and also to implement classifiers
to newer problems by adjusting their architecture to fit the problems pace.
The second problem that is addressed in the research conducted is that of
epileptic seizure phase classification. Epilepsy, which is characterized by its abil-
ity to instantiate recurrent seizures (an interruption of normal brain functions)
which are unforeseen in nature is a very common and significant neurological dis-
order caused by a sudden discharge of cortical neurons [30, 82]. The unexpected
nature of these seizures has proven to have an adverse effect on the quality of
life for those who are suffering from them. The impact is most prevalent in the
formative stages of a childs life as we see an increase in the requirements for spe-
cial education and also a higher incidence of below-average school performance
[62, 82] in children who suffer from this condition. It also proves life-threatening
in situations where the sufferer is isolated at the time of its occurrence and there
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is no experienced or medical help on hand to alleviate the situation. 25% of the
worlds 50 million people with epilepsy have seizures that cannot be controlled
by any available treatment. The need for new therapies and success of similar
devices to treat cardiac arrhythmias, has spawned an explosion of research into
algorithms for use in implantable therapeutic devices for epilepsy [119]. Therefore
having an accurate understanding or predictive model for the pre-seizure phase
(the transition towards an absence seizure occurrence) is a very vital task as it
would provide the sufferers and their carers with enough notice of the upcoming
seizure so they could prepare themselves and dampen the impact of the seizure
occurrence. The electroencephalogram (EEG) signal is used for the purpose of
epileptic detection as it is a condition related to the brains activity [121]. It
consists of a recording of the electric potentials generated by the brain. Typi-
cally sixteen channels of data are recorded by measuring the potential difference
between pairs of electrodes placed on the scalp. EEG is an important clinical
tool for diagnosing, monitoring and managing neurological disorders related to
epilepsy. The presence of epileptiform activity in the EEG confirms the diagnosis
of epilepsy, which is sometimes confused with other disorders producing similar
seizure-like activity. Between seizures, the EEG of a patient with epilepsy may
be characterised by occasional epileptic form transients-spikes and sharp waves.
Most of the existing algorithms focus on either detecting unequivocal EEG onset
of seizures or on quantitative methods for predicting seizures in the state space,
time, or frequency domains that may be difficult to relate to the neurophysiology
of epilepsy [119].
The classification of epilepsy risk levels is difficult due to the fact that in-
dividual laboratory findings and symptoms are often inconclusive [121]. As the
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epileptic seizure does not occur periodically and is therefore unpredictable, it is
necessary to record the EEG signal of a patient over several days, the detection
by an encephalographer would therefore be time consuming due to the length of
EEG recording as it would be required that they scan the entire length of the
EEG recording in search of spikes and seizures [106]. Another difficulty is that
different specialist may come up with differing conclusions [1]. One of the main
aims of epileptic seizure research is to help the encephalographer in the time
consuming task of epilepsy detection [107]. For each and every recording of the
EEG, the encephalographer always attempts to understand and determine the
true nature and exact locations of the EEG patterns. If this process were to be
automated, it would save time, solve the subjectivity problem and try to obtain
a better and more accurate diagnosis. This would then enable future works in
the field to be conducted at greater speed [1]. This is a significant motivation for
the research that has been conducted here [106].
The epilepsy seizure phase classification process of EEG signals consists of
three main phases which are data collection, feature extraction and classifica-
tion. In the first phase we have data collection where an EEG system with 10-20
electrode placement is used to obtain the raw EEG input data. One of the clas-
sic problems/difficulties associated in this phase is the noisy nature of the data
and also the level of precision of the measuring instrument. In the second phase
we have feature extraction which involves converting the raw EEG signal into
a more efficient input dataset that results in improved classification accuracy.
The challenge here is in being able to select the appropriate features that have
a significant effect on classification results whilst also getting rid of redundant
information from the input EEG data. The third phase involves the applica-
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tion of a classifier to classify the feature extracted inputs to a desired level of
accuracy, this is the most important phase of the classification process as the
ability to select an appropriate classifier would have a significant effect on the
classification accuracy. A lot of research has been carried out into differentiat-
ing between the various seizure phases (seizure-free, pre-seizure and seizure) and
these are reviewed in the following section. However, the main aim of the research
into this problem is to be able to accurately classify the pre-seizure phase which
would enable the patient to be adequately prepared for the onset of an epileptic
seizure. The objective of the research being conducted here is to review existing
classification methods that have been applied to epilepsy seizure classification
and also propose novel methods that are able to show an improved performance
in comparison to these methods.
The research carried out in this thesis is motivated by these two research prob-
lems with the aim of proposing and investigating various classification techniques




1.2 Aims and Organisation
The aim of this thesis is to provide competent and robust classifiers based on
computational intelligence which are applied to two major problems. These are
the material surface classification and epilepsy seizure phase classification prob-
lems. The motivation of the research carried out in this thesis is based on the
need for more robust classifiers and also the fact that a relatively small amount
of research has been carried out into this particular field. This therefore leaves
a large scope for discovery into these particular areas of research. The thesis is
structured as follows:
• In chapter 2, background knowledge of the support vector machine (SVM),
neural network (NN) and interval type-2 fuzzy inference system (IT2FIS)
is provided.
• In chapter 3 the performance of six commonly used neural-network-based
classifiers (one-against-all, weighted one-against-all, binary coded, parallel-
structured, weighted parallel-structured and tree-structured) are investi-
gated in solving the material surface classification problem which aims to
identify the object nature based on surface features of the object.
• In chapter 4, a novel neural network having variable weights which is able to
improve its learning and generalization capabilities is proposed to deal with
the epilepsy seizure phase classification and material classification problems.
The VWNN allows its weights to be changed in operation according to the
characteristic of the network inputs.
• In chapter 5, an IT2FSVM classifier is proposed to deal with the epilepsy
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seizure phase classification problem. The performance of the classifier is
measured based on its classification accuracy for each of the epilepsy phases.
• In chapter 6, a conclusion to all the proposed methods adopted and research





There has been a significant amount of research carried out into classification with
a vast number of classifiers and also hybrid classifiers being used. This section
will be organised as follows: I will first review the work done in the two research
problems investigated in this thesis which are the material surface classification
problem and the epilepsy seizure phase classification problem. Then I will review
relevant paper regarding classification techniques.
2.1.1 Material Surface Classification
From the review of existing research, there are a number of methods to obtain
the characteristic data of the materials. These include tactile sensing [15, 23, 55],
hyperspectral imaging [7, 32], modal analysis [124], polarimetric imaging [51, 129]
and photon scattering [112]. Tactile sensing is a method based on the artificial
sense of touch implemented in robotics. The sensors used are surface sensors
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which are attached to the surface of the robotic fingers. The robotic finger would
then come in contact with the surface by either sliding on it, or bouncing on the
surface like in [15] and the surface coefficients are recorded. Hyperspectral imag-
ing is unlike other similar imaging techniques where every pixel of the image is
mapped onto one of the reference spectra, this method uses the data itself to cre-
ate clusters of pixels with the same material. Hyperspectral imaging[7] involves
collecting image data simulataneously in several spectral bands and therefore
making it possible to obtain a continuous spectrum for each image cell. The
image cell or pixel would then be a vector of n different values which are each
representing a different spectral band. Classification is done by matching each in-
put image spectrum individually to one of the reference spectra from the spectral
library. The matching is done using some measure of the goodness of fit, with
the best match being labelled as the winner and given the classification label.
Another method for obtaining the characteristic data of materials is modal
analysis which involves the study of the dynamic characteristics of a material
induced by a vibrational excitation. Under this excitation, three parameters (fre-
quency, damping ratio and mode shape) are obtained. This constitutes the input
data to the classifier. In [124] we see modal analysis being combined with the
neural network in order to classify between glass and stainless steel. Polarimetric
imaging [51] is another method for obtaining the characteristic data of the ma-
terials which is based on the concept of polarization. Polarization is a property
of light or electromagnetic radiation that conveys information about the orien-
tation of the transverse electric and magnetic fields. This complements other
electromagnetic radiation attributes such as intensity and frequency. This there-
fore makes polarization a useful tool in material classification. The polarimetric
11
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imaging method is built on an iterative model which aims to recover the complex
index of refraction of a specular target from multiple polarization measurements.
The recovered parameters would then be used to discriminate between objects
with the aid of the nearest neighbour rule. A relatively new approach towards
obtaining characteristic data of materials is that of photon scattering. In [112]
the scatter components of an interrogating gamma-ray radiation beam was used
in order to determine the types of material that have been embedded in sands and
also to determine the depth of the material. The scattered protons were collected
using a planar surface detector located directly above the sample. The collected
signals were then subjected to feature extraction in the frequency domain before
being used as the input to the classifier.
The classification methods used include the neural network [15, 32, 112, 124,
149], naive Bayes [55], hyperspectral image classifier [7], SVM [23], regularized
least squares (RLS) [23], regularized extreme learning machine (RELM) [23] and
kNN [51, 129]. In [149] we observe a hybrid classifier which consists of the neural
network and the GA being used for classification. This method involves the
optimization of the interconnection weights. The GA is therefore being used
to improve/optimize the backpropagation algorithm and therefore improve the
performance of the classifier.
The existing literature poses some relevant and insightful research into this
area but we see that there are some aspects that are left wanting. For exam-
ple we do not see an adequate method which shows a high level of flexibility in
being able to add or subtract material classes from the classifier, also the classi-
fication accuracy obtained by some of the existing methods [112] offer room for
improvement. The research carried out in this thesis aims to address these issues
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by proposing classifiers that are able to meet these criterion whilst also posting
improved levels of robustness and classification accuracy.
2.1.2 Epilepsy Seizure Phase Classification
As mentioned in the previous section, this problem contains three phases with
phase 1 involving the obtaining of input EEG data, phase 2 being feature ex-
traction and phase 3 involving the classification of feature extracted inputs. As
this is a time-series input signal, feature extraction can be carried out on 3 lev-
els (features related to the frequency, features related to time and the wavelet).
A number of feature extraction methods have been applied to epileptic seizure
research, these include principal component analysis (PCA) in [36], empirical
mode decomposition in [59], discrete wavelet transform (DWT) in [103], the lift-
ing based discrete wavelet transform in [26, 135] and bivariate feature extraction
in [19]. The basic idea of the DWT is to represent the time-series input as a linear
combination of wavelet basis functions, keeping only the first N coefficients. The
wavelet transform represents an arbitrary function f(t) as a superposition of a
set of wavelets or basis functions. The basis functions are obtained from a sin-
gle prototype wavelet or the mother wavelet by shifting and scaling. The lifting
based discrete wavelet transform is a variation of the DWT where the decompo-
sition is done via three lifting steps, the first step involves converting the wavelet
filters into a polyphase matrix, then a Euclidean algorithm is applied to factor
the polyphase matrix into elementary matrices, the elements of the decomposed
matrices are then used as coefficients.
A number of traditional and hybrid classifiers have been applied to clas-
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sify the extracted features from the EEG signal such as the neural network
[2, 26, 34, 36, 94, 104, 135], support vector machine [13, 19, 103], kNN [12],
support feature machine (SFM) [13] and extreme learning machine (ELM) [34].
In [36] a method which uses the PCA feature extraction method and the co-
sine RBF NN is proposed. The results show that inclusion of the PCA feature
extraction method has a positive effect on the classification performance of the
classifier as the classifier has a significantly higher level of classification with
the feature input when compared to classifying with the raw EEG input. In
[12] a novel time-series method is proposed which involves the integration of the
time-series similarity measure with the kNN classifier. The classification method
involves three key phases. In the first phase, a quantitative measure of the brain
dynamics is obtained. This is done with the aid of short-term maximum Lya-
punov exponent. The second phase is based on the statistical comparison for
similarity/dissimilarity of classifiable features of the different seizure states, the
time-series similarity measures that are applied are the Euclidean, t-statistical
and dynamic time warping (DTW) distances. The third phase involves the clas-
sification algorithm which is based on the kNN classifier.
In [13] two classifiers are proposed, the first is the support feature machine
(SFM) which employs the nearest neighbour rule and time-similarity measures
in order to classify the EEG signals. Its optimization model selects features with
strong class separability in order to maximise the classification accuracy. Secondly
a network-based version of the support vector machine (NSVM) is proposed where
statistical and correlation measures among time-series profiles are incorporated.
The NSVM overcomes one of the drawbacks of the traditional SVM for time-
series analysis as the traditional SVM treats each time stamp of a time-series
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as an independent variable whereas the data are actually highly correlated. In
[34] we see the EEG signals being classified with the aid of a hybrid extreme
learning machine working in conjunction with a feed-forward neural network. The
initial weights of the feed-forward NN are selected with the aid of the analytical
hierarchy process (AHP) method, the output weights of the NN are analytically
selected with the aid of the ELM. In [44, 45, 46, 120, 122, 123] we see extensive
research being carried out into a fuzzy logic application into epileptic seizure
classification. The fuzzy logic approach is used to evaluate the epilepsy risk
levels of patients from the EEG signals, with the majority of research carried out
involving the optimization of the fuzzy outputs. Optimization techniques that
are covered include the decision trees, binary and continuous genetic algorithm
and the minimum relative entropy method.
From the existing research we see that there is a lack of emphasis on the
classification of the pre-seizure stage of epilepsy onset (the most important stage
to recognize in enabling patients to live better with the condition as they are
able to prepare themselves). In some of the research carried out [2, 12, 94] the
classifier is built to separate between the seizure-free and seizure phases with little
research carried out into the pre-seizure phases. We also see a relatively poor level
of classification accuracy obtained by the existing classifiers in separating between
the seizure phases [2], with little or no tests on the robustness of said classifiers.
The research carried out in this thesis aims to address these issues by proposing
a classifier that is able to distinguish between the seizure-free, pre-seizure and




2.1.3 Traditional Classification Methods
Bayesian decision theory [127] is one of most important methods in statistical
classification which offers a primary model for further classification procedures.
Naive Bayes classifier is based on the assumption that equal prior probabilities
exists for all classes [67]. This reduces the complexity of analysis and helps in
resolving conflicts that occur when two or more classes are not well separable,
resulting in improving the classification accuracy. Although Bayesian decision is
simple and powerful, the posterior probabilities cannot be determined directly
[147]. The Bayesian classifier has also been successfully implemented to many
real-world applications e.g. weeds identification [127], medical diagnosis [146],
speech recognition [92], image classification [133], credit score modelling [144].
Another traditional classification technique is the k-nearest neighbour tech-
nique (kNN) [151] which is easy to apply and good in dealing with text based
problems such as visual category recognition [148]. However, the kNN has its
intrinsic limitations with the main disadvantages being the large memory require-
ments and also the lack of a logical way to choose the best value for ”k”. This
would therefore introduce difficulties to a classification application as different
data sets require an optimized value of ”k” in order to improve the performance
of this method [66]. Furthermore, the precision accuracy of kNN declines when




2.1.4 Machine Learning Methods
Machine learning methods include single layer perceptron [88], artificial neu-
ral networks [31, 69, 147], support vector machines and neural-fuzzy networks
[25, 58, 71, 72, 102]. The first neural networks were designed based on mathe-
matics and algorithms in the 1940s. The McCulloch-Pitts neuron was proposed
in 1943, this laid the foundation of modern neural networks [31]. However, there
was no effective neural network training algorithm, so the development of neural
networks was stagnated for some years. After that, a trainable network with
adaptive elements, which are the building blocks, was designed [31]. A single
layer perceptron [88] neural network model was first introduced by Rosenblatt
in 1962, which cast a huge impact on the artificial intelligence field. Since then,
different types of perceptron-based techniques have emerged in large numbers.
A single layer perceptron has a simple structure which can be seen as a compo-
nent that adds weights to the inputs and then computes the sum to the output of
the system. After that, the outputs are used to compare with the corresponding
targets to verify the accuracy. With the information of difference between out-
puts and targets, the weights can be adjusted to achieve higher level of accuracy.
However, there is a major limitation that restrains the applications, only linearly
separable problems can be solved by the single layer perceptron. Although it has
the major limitation, the single layer perceptron has also been implemented well




The neural network has been applied into numerous areas such as surface texture
classification [137], aerial image classification [39], handwriting classification [63],
classification of ground vehicles [60], leaf classification [33], fault diagnosis [73]
and epilepsy detection [65]. In [53] we see the NN architecture being used to
implement a kNN classifier. This NN architecture uses a k-Maximum network
as opposed to the winner-take-all method used by the standard NN and other
techniques in order to select the maximum input. The significant issue is that
under this method, the NN does not need to be trained further after the initial
weights are set.
A number of hybrid classifiers have also been proposed in the literature such
as in [87] where the NN is merged with the GA for the weight training phase of the
neural network. This method is carried out in 3 phases, the first phase involves the
representation of the connection weights either as a binary string or a real number.
The second phase occurs as the evaluation of the connection weights fitness. This
is done by constructing the corresponding NN and computing its fitness function
and mean square error (MSE) function. The third and final phase involves the
application of an evolutionary process like crossover or mutation according to
the fitness from phase 2. The iterative evolution would stop when the fitness is
greater than a predefined value (i.e the training error is smaller than a certain
value) or the population has converged.
The research carried out in [73] also has a hybrid classifier which is based on
the merger of the NN with GA and wavelet transform. The NN has the limitation
when using the BP algorithm of only being able to find the local solution to the
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weight optimization problem but the GA is able to find the global solution and
is therefore complementary to the NN. In the reviewed research, the wavelet
transform is applied as a superior feature extraction method when compared to
traditional methods like the fourier transform. The initial weights of the network
are determined automatically using the GA instead of random selection. The
global solution is then found by the NN using the BP algorithm in this small
solution space.
2.1.5.1 Variable Structure Neural Network
The variable structure neural network is a very interesting and successful field
of study with applications in areas such as the prediction of electricity demand
[29, 42, 80], prediction of animal phenotype values [77], control systems [11, 83,
113, 141, 154], Pattern recognition [81], fuel cell model [105], facial recognition
[6], chaos reproduction [28] and stability analysis [17, 150]. In the literature, the
structure of the neural network is varied using components such as the synaptic
weights [28, 29, 57, 95], basis functions in the RBF NN [11, 83, 90, 105], hidden
neurons [57, 77, 95, 154], switch controller [80, 81], the learning rate [6] and by
adding/subtracting delays from the network [17, 145, 150].
For the VWNN there are a number of different methods being used to optimize
the weights such as the least squares method in [29]. In [28] the structure of the
network is changed based on the output performance. An initial configuration
is first assumed, if a pre-specified error bound is not reached, more synaptic
connections will be added to the network and another iteration is carried out.
This process is repeated until the output performance satisfies the pre-set error
bound or a maximum number of iterations is reached.
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The RBF NN is also prominent in the literature with a number of ways being
proposed to determine how the number of basis functions in the network are
altered. In [90, 105] the number of basis functions is increased or decreased based
on the approximation error of the network relative to the desired level of accuracy
with the aid of a self-organizing RBF network algorithm which optimizes the
network structure to prevent over-fitting or underfitting of the data. In [11] we
see that the number of basis functions increases gradually with each subsequent
iteration. In [83] the structure of the network is varied by increasing or decreasing
the number of basis functions based on adaptation laws developed using the
lyapunov synthesis approach.
The hidden neurons in the neural network present another method with which
to vary the structure. In [57], a variable structured NN based on fuzzy logic is
implemented. The initial values are chosen by the user based on experience,
then consequent structures are chosen based on the input-output mapping of the
network. When any weight value is below a pre-set limit, that particular node in
the network is deleted, this therefore means that the corresponding fuzzy rule is
deleted from the fuzzy rule base and the structure of the network is then altered
before the next iteration. This evaluative process is done with each iteration.
The research carried out in [95] proposes a novel mixed training algorithm
which consists of error back propagation (EBP) and a variable structure system
to optimize the way in which parameters are updated in neural networks. In the
optimization of the number of neurons in the hidden layer, a new term based on
the output of the hidden layer is added to the cost function in order to optimize
the use of hidden units relative to the weights corresponding to each unit of the
hidden layer. The advantages of this technique include guaranteed convergence,
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improved robustness and lower sensitivity to the initial weights of the neural
network.
The network switch controller (NSC) which is a 3-layer feedforward neural
network is also used to alter the structure of the neural network [80, 81]. In [80]
the variable structure consists of a neural network with link switches (NNLS) and
a network switch controller, the network switch controller is used to control the
switch of the NNLS. The proposed structure would then be able to model different
input patterns with variable network structures. A genetic algorithm (GA) is used
for the tuning of the parameters of the neural networks. The research carried
out in [81] consists of a neural network with node-to-node relationship (N4R)
and a network switch controller. In the N4R, a modified neuron model which
consists of two activation functions in the hidden layer and switches in its lines
are introduced. The network switch controller controls the switches in the N4R
and therefore enables the proposed variable structure NN to be able to model
different input patterns with a relatively low cost in terms of the computational
cost and complexity of the system. Given the research conducted with regards
to the variable structure neural networks, there are still rooms for improvement
and this is the motivation for part of the research conducted in the thesis. The
variable structured neural network is applied to deal with two relatively new
applications (material classificaiton and epilepsy seizure phase classification). A
novel VWNN structure is also proposed where the weights are varied over multiple
layers compared to the weights being varied over a single layer in the literature.
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2.1.6 Support Vector Machine
The support vector machine (SVM) [48, 50] is a kernel method that is used to map
non-linear and inseparable data from an input space into a higher dimensional
feature space where the data would then be linearly separable [143]. This is
done with the aid of the separating hyperplane [152]. The benefit of the kernel
method is that the use of kernel functions enables the user to save time and
computational power as the computation in the higher dimensional feature space
is no longer necessary [114]. The SVM algorithm aims to maximize the margin
(the region separating the support vectors on either side of the hyperplane). This
would result in an optimal classification accuracy of the hyperplane. Although
the SVM sometimes suffers from high complexity and long computational times,
it is shown to be very resistant to the problem of over-fitting the data. The SVM
has a good generalization ability and also performs well in a high dimensional
feature space. SVMs have been used for character recognition, text recognition
and facial recognition [50].
2.1.6.1 Fuzzy Support Vector Machine
The fuzzy support vector machine (FSVM) is a hybrid classification method that
was introduced to reduce the effect of outliers in the input on classification per-
formance [138]. This is done by applying a degree of membership to each of the
input datapoints which depicts the influence that the particular datapoint has on
the overall output of the classifier. The objective of the FSVM is to reduce the
membership of outliers in order to improve the overall result of the classifier, this
constitutes the majority of research done in this field as is shown in the following
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paragraphs. The FSVM has been applied into numerous areas such as text cat-
egorization [20], image classification [74], image watermarking [75], evaluation of
credit risk [43, 49, 56, 138] and hypoglycemia detection [98].
In [76] we see the FSVM being combined with the binary tree method. In
the binary tree method, the dataset is split into a number of samples N which is
defined by the user. The first sample is selected as the positive sample and the
remaining samples are classed negative, a binary-valued SVM classifier is then
trained to separate between both classes. This process is carried out iteratively
through all the N samples. Another interesting application of the FSVM is in an
image watermarking scheme [75] where the membership grade is calculated based
on the texture strength of the image. The image is split into an 8*8 block and
the texture features for each sub-block are used as the input vectors for the SVM,
a sub-block with strong texture features is given a larger fuzzy membership than
a sub-block with weaker texture. In [138] a multiclass FSVM is proposed where
each sample of the input is treated as both a positive and negative class. An
input is assigned with a low membership if it is detected as an outlier. The new
FSVM also treats each input as an input of the opposite class, in this way, the
FSVM makes full use of the data and is able to achieve a higher generalization
ability.
A number of hybrid classifiers involving the FSVM have also been proposed
in the literature, in [125] the FSVM is merged with the kNN technique to classify
liver disorders. In this method, the membership function is not based solely
on the distance between each datapoint and its class centre but also by a new
measure known as the affinity among samples which can be defined with k-nearest
neighbour distances. In [142] the FSVM is merged with fuzzy c-means clustering
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where the clustering algorithm is applied to each class of the training dataset.
The clustering algorithm places datapoints of greater importance as the centre of
the cluster. All the cluster centres now form the representation of other samples
that are in close proximity to them and are used as the input to the FSVM
classifier. This method is able to reduce the number of training data and also the
time elapsed in finding a solution to the constrained optimization problem.
In [153] an improved algorithm is presented where sample points have different
types of membership in different regions. The membership grade for a sample
point near the class centre is determined based on the distance between the
point and its class centre while the membership grade of a sample point that
is far away from the class centre is determined by the proportion between the
number of its congeneric points and the number of its heterogeneous points in
its neighbourhood. The research conducted in [115] involves an iterative FSVM
method where the membership grade is calculated based on the position of the
training vector from the SVM decision surface. Training vectors that are closer
to the decision surface have a larger impact than those further away. The FSVM
is then trained again and a new membership grade is assigned based on the
new SVM decision region. This process is repeated iteratively until the desired
classification accuracy is obtained or a pre-defined number of iterations has been
reached.
Although an extensive amount of research has been conducted in the FSVM
field, there are still some particular areas lacking like that of the type-2 fuzzy logic
based FSVM. In the literature there is a significantly sparse amount of published
research in this field when compared to the type-1 fuzzy logic based FSVM. The
type-2 FSVM however has a lot of advantages, a significant one being its ability
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to handle uncertainties in the input data. This is a very important ability as
noisy datasets are an inevitability in majority of real-world applications. From
the literature there is also a lack of application of the FSVM to deal with the
epileptic seizure classification problem. This therefore forms a major motivation
for the research conducted in this thesis as it addresses these deficiencies.
2.2 Background Theory
2.2.1 Artificial Neural Networks
A 3-layer feed-forward fully-connected neural network with nnin inputs and nnout
outputs is shown in Fig. 2.1 where w
(1)
ji denotes the weight between the j-th
hidden node and the i-th input node; w
(2)
ji denotes the weight between the j-th




j denote the weights of the
biases in the j-th hidden and output nodes, respectively. It has been shown that
a 3-layer feed-forward fully-connected neural network is a universal approximator
[47] which can approximate a smooth and continuous non-linear function in a
compact domain to an arbitrary level of accuracy.
A multiple-layer feed-forward fully-connected neural network with one in-
put layer, nl hidden layers and one output layer is briefly presented above. It
takes x(t) =
[
x1(t) x2(t) · · · xnin(t)
]
as the tth input and produces y(t) =[
y1(t) y2(t) · · · ynout(t)
]
as the outputs where nin denotes the number of


























Figure 2.1: A three-layer feed-forward fully-connected neural network.
The output of the j-th node in the input layer is given as follows:
f
(0)
i (t) = xi(t), i = 1, 2, . . . , nin (2.1)
and the output of the j-th node in the nl-th hidden layer is given as follows:
f
(nl)









, i = 1, 2, . . . , n
(nl)
h , (2.2)
where tfnl(·) denotes the transfer function; n(nl)h denotes the number of hidden
nodes, b
(nl)
i denotes the bias in the nl-th hidden layer; and w
(nl)
ij denotes the
weight between the j-th node in the n
(nl−1)
h -th hidden layer and the i-th node in
the n
(nl)
h -th hidden layer.
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2.2.2 Support Vector Machines
The SVM theory is reviewed in this section, this provides the theoretical back-
ground to the development of IT2FSVM. The main objective of the SVM is to
create a separating hyperplane such that the distance between the hyperplane
and the nearest data point in each class is maximized.
Given a dataset S containing labelled training points
(y1, x1), . . . , (yN , xN) i = 1, 2, . . . , N (2.4)
where vector xi represents the training point, yi represents the label and N rep-
resents the total number of samples. The vector xi is assigned to either of two
classes and is represented by the class label yi ∈ {−1, 1}. The hyperplane is ide-
ally placed in the middle of the margin between the two classes being separated.
The data points that are in close proximity to the margin are the basis of its
definition and are known as support vectors (SVs) [66]. In a non-linear function,
searching for the optimum hyperplane in the input space is difficult. This is due
to the fact that it there would be a high level of difficulty in defining a separating
hyperplane to maximise the margin between points in a non-linear function when
compared to a linear function. Hence, the input space is mapped onto a higher
dimensional feature space where a maximum-margin hyperplane is defined. Even
though the classifier is a hyperplane in the higher dimensional feature space, it
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may be non-linear in the original input space. Let z = ϕ(x) represent the feature
vector where x is an input vector and ϕ(x) is a transformation function. The
hyperplane can then be defined as
ω · z + b = 0 (2.5)
where z is the feature space vector, ω is the weight vector and b is the scalar
threshold (bias). The set S is linearly separable if there exists a combination of
ω and b that satisfies the following inequalities for all elements of the set S.

ω · zi + b ≥ 1, if yi = 1
ω · zi + b ≤ −1, if yi = −1, i = 1, 2, . . . , N
(2.6)
where zi = ϕ(xi).
As the set S is not linearly separable for all of its elements, a leeway for some
classification violations must be allowed in order to accommodate the elements
of the set that are not linearly separable. This deficiency can be resolved by
introducing non-negative slack variables ξi ≥ 0 for the samples xi which do not
satisfy (2.6). Hence, (2.6) is then modified to

ω · zi + b ≥ 1− ξi, if yi = 1
ω · zi + b ≤ −1− ξi, if yi = −1, i = 1, 2, . . . , N
(2.7)














yi(ω · zi + b) ≥ 1− ξi, i = 1, 2, . . . , N (2.9)
ξi ≥ 0 i = 1, 2, . . . , N (2.10)
where (2.8) is the convex cost function, (2.9) and (2.10) are the constraints, ‖ · ‖
denotes the l2 norm (i.e. Euclidean norm), and C is known as the regularization
constant which is the only free parameter in the SVM formulation and can be
tuned to find a balance between margin maximization and classification violation.
The optimal hyperplane can be found by constructing a Lagrangian multiplier















yiαi = 0, 0 ≤ αi ≤ C, i = 1, 2, . . . , N (2.12)
where α = (α1, . . . , αN) represents the vector of the nonnegative langrange mul-
tipliers which satisfy the constraints in (2.8).
Karush-Kuhn-Tucker theorem[139] is important to the development of the
SVM. The theorem states that the solution αi to (2.12) satisfies the following
conditions:
αi(yi(ω · zi + b)− 1 + ξi) = 0, i = 1, 2, . . . , N (2.13)
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(C − αi)ξi = 0, i = 1, 2, . . . , N (2.14)
The equalities (2.13) and (2.14) suggest that it is only the nonzero values αi in
(2.11) that satisfy the constraints in (2.9). The values of xi that corresponds with
the solution αi are known as support vectors. The instance is correctly classified
when xi corresponds with αi = 0 and is a significant distance away from the
decision margin.





and the scalar bias b should be determined via the Karush-Kuhn-Tucker condi-
tions in (2.13).
The decision function can then be derived from (2.6) and (2.15) as
f(x) = sgn(ω · z + b) = sgn( N∑
i=1
αiyizi · z + b
)
(2.16)
where sgn(·) represents the sign function which extracts the sign (positive or
negative) of a real number. As we have no knowledge of the higher dimensional
feature space ϕ(·), carrying out the computation in (2.11) and (2.16) would be
rendered impossible due to its complicated nature. An advantageous character-
istic of the SVM is that it is not necessary to determine ϕ(·). The problem is
alleviated with the aid of a kernel function which has the ability to compute the
dot product of the data points in the feature space of z. It is however obligatory
for these functions to satisfy Mercer’s theorem [78] before they can be used for
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computing the dot product[79].
zi · zj = ϕ(xi) · ϕ(xj) = K(xi, xj) (2.17)
whereK(xi, xj) = ϕ(xi)·ϕ(xj) is the kernel function which is used for the mapping
onto a higher dimensional feature space. The kernel functions can be linear or
















yiαi = 0, 0 ≤ αi ≤ C, i = 1, 2, . . . , N. (2.19)
The decision function can then be described as follows:
f(x) = sgn(ω · z + b) = sgn( N∑
i=1
αiyiK(x, xi) + b
)
(2.20)
2.2.3 Interval Type-2 Fuzzy Inference System (IT2FIS)
Fuzzy inference systems are mainly used to represent the relationship between
the input and output variables in systems. Fuzzy inference systems are governed
by selecting IF-THEN rules which utilize linguistic labels for the expression of
rules and facts. An IT2FIS is a fuzzy logic system where the uncertainty of the
membership functions are incorporated into fuzzy set theory. In the circumstance
where no uncertainty exists, a type-2 fuzzy set would reduce to a type-1 fuzzy
set, this is identical to the concept of probability reducing to the determinism
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when the unpredictability is eradicated [91]. In order to distinguish between a
type-1 and type-2 fuzzy set, a tilde symbol is placed above the symbol for the












Figure 2.2: An example of IT2 membership functions. Dashed line: lower mem-
bership function. Dotted line: Upper membership function. Gray area: footprint
of uncertainty.
An example triangular IT2FIS membership function is shown in Fig. 2.2. The
shape of the membership function is a triangle, with the dashed lines representing
the lower membership function LMF and the dotted line representing the upper
membership function UMF. The membership function can either be predefined
by the users or designed with the aid of optimization methods such as the genetic
algorithm (GA). The membership function for each input is represented by seven
points (p1 to p7) which can be optimised by the GA. Unlike in the type-1 case
where the membership grade is a crisp value, the membership grade in an IT2FIS
is an interval. The IT2FIS is then bounded at the two extremes of this interval to
give us the LMF and UMF which are both type-1 fuzzy sets. The area between
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the UMF and LMF is known as the footprint of uncertainty (FOU) which is

















Figure 2.3: Block diagram showing the IT2FIS [9].
Type-2 fuzzy sets are more prevalent than type-1 fuzzy sets in rule-based fuzzy
logic systems as they have a higher level of non-linearity and therefore type-2 fuzzy
sets have the ability to model uncertainties better than the type-1 fuzzy sets with
less number of rules[126]. The structure of the IT2FIS detailing the input-output
relationship is shown in Fig. 2.3. The IT2FIS consists of 5 major components
[140]: fuzzifier, fuzzy rules, inference engine, type-reducer and defuzzifier. The
crisp input is first transformed into fuzzy sets in the fuzzifier block as the rule
base is activated by fuzzy sets and not numbers. In the fuzzification stage, when
the measurements are perfect the input is modelled as a crisp data set, when the
measurements are noisy but stationary it is modelled as an interval type-2 fuzzy
set. After the input is fuzzified, the fuzzy input set is then mapped onto the fuzzy
output set with the aid of the inference block. This is achieved by quantifying
each rule using fuzzy set theory and then using the mathematics behind fuzzy
set theory to obtain an output for each rule. The output of the fuzzy inference
block would then contain one or more fuzzy output sets. The fuzzy output sets
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are then converted into a crisp output with the aid of the output processing unit.
In an IT2FIS the output processing unit consists of two blocks: the type-reducer
and the defuzzifier blocks. In the first step, the IT2 fuzzy output set is reduced
to an interval-valued type-1 fuzzy set through type-reduction.
Given an IT2FIS with n inputs xi ∈ Xi, . . . , xn ∈ Xn to give a singular output
y ∈ Y . The rule base for this IT2FIS consists of K IT2 fuzzy rules expressed in
the following form [132]:
Rk : If x1 is F˜
k
1 and · · · and xn is F˜ kn THEN y is G˜k (2.21)
where k = 1, . . . , K, F˜ kn and G˜
k represent type-2 fuzzy sets.
The rules are responsible for the mapping of an input domain X to an output
domain Y . Experimentation has shown that the general T2FIS model has high
computational costs and complexity. This has resulted in the development of
the IT2FIS which makes the computation simplified. The membership grades for
interval fuzzy sets can be portrayed by their lower and upper membership grades
of the FOU. The output of the firing strength for an IT2FIS ωi is represented by
a lower and upper bound i.e., ωi = [ωi, ωi]. The defuzzified output is obtained
by type reduction which is implemented using the KM algorithm [140] given in
Section 2.2.4 :
2.2.4 KM Algorithm
The first step of defuzzification is type reduction, where a type-2 fuzzy set is
reduced to a type-1 fuzzy set. The KM algorithm which was developed by Karnik
and Mendel [140] is an example of such a method. The KM algorithm is iterative
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and has fast convergence rates, hence its suitability for the research conducted
in this thesis. The iterative procedure produces an upper and lower bound of
the output. The second step of output processing occurs after type-reduction.
In the case of the KM algorithm being used as a type-reducer, the type-reduced
set is confined to a finite interval of numbers, the deffuzifier then obtains the
defuzzified value (which is a crisp output) by calculating the average of the upper
and lower bounds of this interval. A detailed description of the KM algorithm is
shown below in Section 2.2.4.1 and Section 2.2.4.2.
2.2.4.1 Lower Bound
1. Determine the lower bound of the output xi(i = 1, . . . , n) in ascending order
and then assign the same labels to them such that x1 ≤ x2 ≤ · · · ≤ xn.
2. Match the weights ωi with the corresponding xi and reassign the labels to
match with the new xi which are now in ascending order.













4. Determine the pivot point p where (1 ≤ p ≤ N − 1) such that
xp ≤ y ≤ xp+1 (2.24)
5. Assign the firing strength as

ωi, i ≤ p








6. Check if y′ = y; If yes, stop and set y = y, if no, go to step 7
7. Set y = y′ and go to step 3
2.2.4.2 Upper Bound
1. Define the upper bound of the output xi(i = 1, . . . , n) in ascending order
and then assign the same labels to them such that x1 ≤ x2 ≤ . . . ≤ xn.
2. Match the weights ωi with the corresponding xi and reassign the labels to
match with the new xi which are now in ascending order.













4. Determine the pivot point p where (1 ≤ p ≤ N − 1) such that
xp ≤ y ≤ xp+1 (2.29)
5. Assign the firing strength as

ωi, i ≤ p








6. Check if y′ = y; If yes, stop and set y = y, if no, go to step 7
7. Set y = y′ and go to step 3












In this chapter, we consider a classification problem in material surface classi-
fication of an unknown object using a contact sensing fingertip, which demon-
strates a wide range of potential domestic and industrial applications, such as on
robot-assisted surgery [5, 64, 100, 134], blind grasping application [22, 101], pose
classification [85], prosthetic limbs [27], quality assurance [54], shape extraction
and industrial inspection [14, 128], and brain-machine-brain interface [99]. The
properties of the object surface which are important for the aid of classification
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are the frictional coefficients, texture, compliance and roughness. The data is
obtained through an active surface exploration method [116, 117] with the aid of
contact-sensing fingertip which can accurately identify the normal and frictional
force of the object. During the experiments, the contact sensing fingertip slides
along the object with short strokes whilst increasing/decreasing the velocity as
is appropriate. The properties of the vibrations caused by this action are then
used as the input data. A feature vector is extracted from the raw data to reduce
the number of data points used for the classification procedure. It is of utmost
importance that the contact sensing fingertip is able to differentiate between the
objects and that is the basis of emphasis and importance for the research being
conducted in this chapter.
In view of the superior learning and generalization capability of the neu-
ral networks, we are motivated to implement classifiers using neural networks
to deal with the material classification problem [69, 70, 71]. In this study, the
characteristics of the neural networks are considered for the implementation of
neural-network-based classifiers, demonstrating different levels of flexibility, scala-
bility and complexity. Six neural-networked-based classifiers, namely one-against-
all, weighted one-against-all, binary coded, parallel structured, weighted parallel
structured, tree-structured, are introduced for classification of materials touched
by the robot finger. In order to make a comparison, two traditional classification
methods, namely k-nearest neighbor classifier and the naive Bayes classifier, are
considered. Their classification performance is investigated thoroughly using the
dataset collected from experiments. To investigate the robustness property of
the classifiers, Gaussian white noise is added to the test dataset and the classifi-
cation performance is evaluated. By investigating the classification performance
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of the introduced classifiers, the most suitable classifier for the material surface
classification problem can be recommended.
This chapter is arranged as follows: After the introduction, Section 3.2 presents
the six neural network based classifiers and comments on their flexibility, scala-
bility and complexity. The robustness of all the classifiers are also included. The
material classification problem is discussed in Section 3.3. Section 3.4 presents
the results produced from the simulations under both the original testing data
case and noisy data case. The results are discussed in Section 3.5 and a conclusion
is then drawn in Section 3.6.
3.2 NN-Based Classifiers
In this section, six NN-based classifiers namely one-against-all, weighted one-
against-all, binary coded, parallel-structured, weighted parallel-structured and
tree-structured, are introduced to classify the feature patterns. In the follow-
ing, the input pattern is denoted as x(t) = [x1(t) x2(t) . . . xnin(t)], which
is considered as the feature vector of an object to be recognised. The purpose
of these classifiers is to group the feature patterns into M classes through super-
vised learning. The six architectures that have been proposed we chosen from an
abundance of existing methods in the literature. However these six were chosen
due to their suitability and practicality in being a viable approach to deal with
the material classification problem. The structure of the proposed architectures
were then adjusted in order to fit this problem space and this represents a key
contribution of the research that has been conducted in this chapter.
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3.2.1 One-Against-All Classifier
A one-against-all classifier is shown in Fig. 3.1, which can be considered as
a multiple-input-single-output fully-connected feed-forward NN. It receives the
feature pattern x(t) as input and produces a single value y(t) as output. The
target output yd(t) is set to be i when the input pattern x(t) belongs to class i.
In other words, the one-against-all classifier is trained such that the output y(t)
is as close as possible to yd(t) according to the class of the feature pattern x(t).
During the operation, the feature pattern is classified as of class j which is
obtained by
j = arg min
i
{|y(t)− i| | i ∈ {1, 2, . . . ,M}}, (3.1)
where | · | is the absolute value operator. If the set j has more than one element,
the first element is considered as the recognised class label.
The one-against-all classifier has a simple structure. However, it is less flexible
and retraining is required when additional classes are introduced. Also, when
the number of classes increases, the training time increases accordingly. For a
large-scale classification problem (for example, with large dataset, large number
of classes and/or high dimensional input features), the number of hidden nodes
and/or layers have to be increased to achieve an acceptable classification accuracy.
3.2.2 Weighted One-Against-All Classifier
A weighted one-against-all classifier is shown in Fig. 3.2, which can be considered
as a multiple-input-multiple-output fully-connected feed-forward NN. It receives a
feature pattern x(t) as input and produces a vector y(t) = [y1(t) y2(t) . . . ynout(t)]
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Figure 3.1: NN-based one-against-all classifier.
as output where nout is a non-zero positive integer pre-determined by design-








is set to be
wi = [wi1 wi2 . . . winout ], i = 1, 2, . . ., M , which is a predefined constant
vector to be determined, when the input pattern x(t) belongs to class i. During
the operation, the input pattern is classified as of class j which is obtained by
j = arg min
i
{‖y(t)−wi‖ | i ∈ {1, 2, . . . ,M}}, (3.2)
where ‖ · ‖ denotes the l2 norm (i.e. Euclidean norm). If the set j has more than
one element, the first element is considered as the recognised class label.
Compared with the one-against-all classifier, it offers a relatively higher flex-
ibility to assign the target output, which could improve the classification accu-
racy by examining more than one output. As weighted one-against-all classifier
is based on the one-against-all classifier, it inherits the same limitations in terms
of flexibility, scalability and complexity as in one-against-all classifier discussed
in Section 3.2.1.
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Figure 3.2: NN-based weighted one-against-all or binary-coded classifier.
3.2.3 Binary-Coded Classifier
A binary-coded classifier is shown in Fig. 3.2, which can be considered as a
multiple-input-multiple-output fully-connected feed-forward NN. It receives a fea-
ture pattern x(t) as input and produces a vector y(t) = [y1(t) y2(t) . . . ynout(t)]





, d·e denotes the ceiling operator rounding up the
argument to the nearest integer. To reduce the number of outputs of the NN,
binary string is employed to represent the class of the input patterns. Class i, i =
1, 2, . . ., M , is represented by an nout-bit binary string. For example, assuming
that M = 18, a 5-bit binary string is employed to represent the class of input
patterns; class 1 is represented by ‘00001’, class 2 is represented by ‘00010’ and








is set to be
wi = [wi1 wi2 . . . winout ], i = 1, 2, . . ., M , which is the binary representation
of i.
The binary-coded classifier is a subset of the weighted one-against-all classifier.
When the weight wi of the weighted one-against-all classifier is chosen to be a
binary string, the classifier is configured as the binary-coded classifier. During
the operation, the input pattern is recognised as of class j based on (3.2).
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3.2.4 Parallel-Structured Classifier
A parallel-structured classifier is shown in Fig. 3.3, which consists of M nin-input-
nin-output fully-connected feed-forward NNs. Fig. 3.3 shows that the purpose of
the ith NN is to recognise the input patterns of class i. To realise this purpose,
the training objective is that the output of the NN corresponding to class i is the
same as the input patterns of class i, i.e., the target output vector yd(t) is set
to be x(t) such that the characteristic of input patterns of class i can be learnt.
Consequently, it is expected that the difference between the input and output
vector of the ith NN would be very small if the input patterns are of class i but
relatively larger if the input pattens are not of class i. The class determiner in
Fig. 3.3 will determine the input patten to be of class i if the ith NN produces
the least input-output difference. During the operation, the feature pattern is
classified as class j which is obtained by
j = arg min
i
{‖yi(t)− x(t)‖ | i ∈ {1, 2, . . . ,M}}. (3.3)
If the set j has more than one element, the first element is considered as the
recognised class label.
The ith NN is trained with the feature patterns of class i implying that the
complexity of the NN is lower compared with those in one-against-all, weighted
one-against-all and binary-coded classifier that feature patterns of all classes are
used for training the NN. Moreover, it is more flexible to add extra classes and
retraining of all existing NNs is not necessary. It is thus more suitable to handle
large-scale classification problem.
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Figure 3.3: NN-based parallel-structured classifier.
3.2.5 Weighted Parallel-Structured Classifier
A weighted parallel-structured classifier is a variant of parallel-structured clas-
sifier, which consists of dM
G
e nin-input-nin-output fully-connected feed-forward
NNs. Each NN in the parallel-structured classifier is able to learn the charac-
teristic of one single class of input patterns and the classification is realised by
looking into the least input-output difference. The weighted parallel-structured
classifier allows each NN to learn the characteristic of more than one class of
feature patterns such that each NN can classify more than one class. It reduces
the number of NNs to implement the weighted parallel-structured classifier.
Let G ≤ M be the number of classes recognised by each NN. The ith NN is
trained such that the target output vector yd(t) is set to be Wkx(t) where k =
(i − 1)dM
G
e + 1, (i − 1)dM
G
e + 2, . . ., (i − 1)dM
G
e + G, i = 1, 2, . . ., dM
G
e, when
the feature pattern x(t) belongs to class k; Wk = diag{wk1, wk2, . . . , wknin} is
a constant matrix determined by the designers. Consequently, when the input
pattern x(t) is input to the ith NN, the l2 norm of the difference between the
weighted input and output, i.e., ‖yi(t)−Wkx(t)‖ should be very small when x(t)
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belongs to class k, otherwise, a relatively larger l2 norm of the difference should
be obtained. The class determiner will determine the class of the input pattern
based on the least l2 norm of the difference.
During the operation, the feature pattern is classified as of class j which is
obtained by
j = arg min
k




k ∈ {(i− 1)⌈M
G
⌉
+ 1, (i− 1)⌈M
G
⌉




If the set j has more than one element, the first element is considered as the
recognised class label.
3.2.6 Tree-Structured Classifier
A tree-structured classifier is shown in Fig. 3.4, which consists of a single group
classifier and dM
G
e sub-classifiers making a total of 1 + dM
G
e NNs. We firstly
divide the total number of classes into dM
G
e groups such that each group has





-output NN. The group
classifier indicates which group the input pattern belongs to and then select the
corresponding sub-classifier to perform classification. During the training, the





, is set to be 1 if the
input pattern belongs to group k, otherwise, 0. When output zk(t) of the group
classifier is closer to 1, which suggests that the input pattern belongs to group k,
the kth sub-classifier is selected to determine which sub-class the input pattern
belongs to in this group.
During the operation, the feature pattern is classified as of group j which is
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obtained by
j = arg min
k




If the set j has more than one element, the first element is considered as the
recognised class label.
After the input pattern is recognised as of group j, the jth sub-classifier in-
dicates which sub-class the input pattern belongs to. The sub-classifier is an
nin-input-G-output NN. The l
th output of sub-classifier being 1 is to indicate the
input pattern belongs to sub-class l in group j so that the actual class of the
input pattern is (j − 1)G+ l. Based on this mechanism, the target output ydk(t)
for output yk(t), k = 1, 2, . . ., G, is set to be 1 if the input pattern belongs to
sub-class k, otherwise, 0.
During the operation, the input pattern is classified as of sub-class l which is
obtained by
l = arg min
k
{|yk(t)− 1| | k ∈ {1, 2, . . . , G}}. (3.6)
If the set l has more than one element, the first element is considered as the
recognised class label.
The tree-structured classifier provides flexibility to add extra classes without
retraining the sub-classifiers, however, the group classifier has to be retrained.
Furthermore, the number of levels can be increased to deal with large-scale clas-
sification problems. As the classification error propagates to the lower levels,
the classification performance of the upper-level classifiers, i.e., the group clas-
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sifier, plays an important role to the overall classification performance of the
tree-structured classifier. Unlike other classifiers introduced above, the process-
ing time for classification is relatively longer as the lower-level classifiers cannot
start to work until result has been received from the upper levels. As the sub-
classifiers only need to deal with sub-classes, the complexity of NN is relatively













Figure 3.4: NN-based tree-structured classifier.
The properties of the NN-classifiers are summarised in Table 3.1, which com-
pares the number of NNs used, number of outputs of NNs, flexibility adding extra
classes, scalability in handling large-scale classification problems and complexity
of NNs used in the classifiers.
3.3 Material Classification
In this section we consider a classification problem of the material surface classi-
fication of an unknown object using a contact sensing fingertip. Material surface
classification has a wide range of potential domestic and industrial applications,
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Classifier #NNs #outputs Flexibility Scalability Complexity
1 1 1 Low Low High




























Table 3.1: Comparison of various NN-based classifiers. Classifier 1: one-against-
all classifier, classifier 2: weighted one-againsy-all classifier, classifier 3: binary-
coded classifier, classifier 4: parallel-structured classifier, classifier 5: parallel-
structured classifier, classifier 6: tree-structured classifier.
examples include robot-assisted surgery [5, 64, 100, 134], blind grasping appli-
cation [22, 101], pose classification [85], prosthetic limbs [27], quality assurance
[54], shape extraction and industrial inspection [14, 128] and brain-machine-brain
interface [99].
A classifier is implemented to classify the 18 materials listed in Table 3.2 using
data collected from a robotic testing platform shown in Fig. 3.5, which includes
a robot arm Mitsubishi RV-6SL, a 6-axis force/torque sensor ATI Nano17 (reso-
lution = 0.003 N, sampling rate = 100 Hz) and a hemispherical plastic fingertip.
During experiments, the fingertip which is rigidly attached to the robot arm was
kept perpendicular to the material surface all the time. It was then commanded
to slide on a selected object surface, keeping the normal force around 2 N. To
obtain the dynamic relationship of friction and velocity, within one stroke, the
sliding velocity was increased from zero to 15 mm/s with a constant acceleration
rate of 3mm/s2. Each time the fingertip slides along a material surface, 100 nu-
merical values (raw data of frictional force) reflecting the material characteristics
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are collected. The same experiment was repeated for 60 times for each of the
18 materials. In total, 60 sets of data (each set contains 100 numerical values)
for each material were collected. Further detailed description of the experiment
setup and data collection can be found in [68, 84].
Figure 3.5: The test platform.
3.3.0.1 Feature Extraction
In these experiments, the raw data of 100 points (denoted as p1 to p100) will first be
reduced to feature vectors of 3, 4 and 5. As a result, the raw data of each pattern
(100 numerical values)is represented by 3, 4 or 5 features, which significantly
reduces the dimensions of the input features, implying reduced computational
demand and implementation complexity. The raw data of 100 numerical values
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9 Mouse pad (liner surface)
10 A4 paper
11 Laminated book cover
12 Plastic PC mouse
13 Plastic CD cover
14 Polymer composite (smooth surface)
15 Kitchen sponge
16 Stainless steel knife
17 Rubber tape
18 Un-laminated paper package
Table 3.2: 18 Materials used in the experiment.
of each pattern is first divided into P portions where P = 4 such that p1 =
[p1 p2 . . . p25], p2 = [p26 p27 . . . p50], p3 = [p51 p52 . . . p75] and



















(zi − f1(z))2, (3.9)
where z = [z1 z2 . . . zS] and S is an integer representing the number of
elements in z.
Based on the functions in (3.7) to (3.9), we define the feature vectors of 3 to
5 points as follows:






































It can be seen from (3.7) to (3.9) that f1(z) is the mean of z, f2(z) is the
sum of the difference of the mean of the consecutive portions of raw data, f3(z)
is the variance of z. The classification performance of the introduced NN-based
classifiers is investigated in its application to this problem in the following section.
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The 6 NN-based classifiers are employed to recognise the 18 materials using the
feature vectors of 3, 4, and 5 points. The introduced classifiers were implemented
on Matlab. The Levenberg-Marquardt back-propagation [118] is used to train
the classifiers by minimizing the mean square error.
In this experiment, recalling that 60 sets of raw data are being collected for
each material, 40 of them are to be used for the training of NNs and 20 of them
are used for testing. Various transfer functions and different number of hidden
nodes and hidden layers have been tried in this study. In the following, only
the appropriate configurations (number of hidden nodes, transfer functions, etc.)
which can achieve acceptable classification accuracy are reported. The linear
transfer function is used in the output layer of all classifiers. For comparison
purposes, the traditional kNN classifier and naive Bayes classifier are employed
for the classification problem. To investigate how the noise influences the classi-
fication performance of the classifiers, which is inevitable in real world, the test
dataset contaminated by Gaussian white noise with variance of 0.005 was consid-
ered. It should be noted that the simulations for all classifiers tested with noisy
test dataset are conducted 10 times for fair comparison, as different solutions
can be obtained by the Levenberg-Marquardt back-propagation algorithm with
different initial guesses. Statistical information of the tests including the average
classification accuracy for individual class, maximum and minimum classification
accuracy and standard deviation of the 10 tests are reported.
In the following, the classification performance of the 6 NN-based classifiers,
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kNN classifier and naive Bayes classifier for the classification problem subject
to original and noisy datasets is reported. The average classification accuracies
for the training and testing datasets are summarised in Table 3.3. Referring
to this table, the “Average” column reports the average training/testing clas-
sification accuracy for 18 materials while the “worst (individual)” is the worst
training/testing classification accuracy among the 18 materials. The testing clas-
sification accuracy for noisy data is summarised in Table 3.4. Referring to this
table, the column “worst”/“average”/“best” reports the worst/average/best of
the average testing classification accuracy of the 18 materials among the 10 tests.
The column “Std” is the standard deviation of the average testing classification
accuracy of the 18 materials in the 10 tests. The column “Worst individual (av-
erage)” reports the worst average testing classification accuracy for an individual
among the 18 materials.
54













3 1 100 100 80 96.9444
3 2 92.5 98.8889 80 96.3889
3 3 97.5 99.7222 90 98.6111
3 4 100 100 100 100
3 5 95 99.3056 90 98.0556
3 6 97.5 99.8611 90 99.1667
3 7 100 100 80 95.8333
3 8 100 100 90 99.4444
4 1 100 100 85 96.3889
4 2 97.5 99.8611 85 96.3889
4 3 97.5 99.5833 90 98.8889
4 4 100 100 100 100
4 5 87.5 99.0278 80 98.3333
4 6 100 100 90 98.6111
4 7 100 100 70 93.6111
4 8 100 100 100 100
5 1 100 100 85 96.1111
5 2 100 100 95 98.3333
5 3 97.5 99.8611 95 99.7222
5 4 100 100 100 100
5 5 97.5 99.8611 95 99.1667
5 6 100 100 100 100
5 7 100 100 40 89.7222
5 8 100 100 100 100
Table 3.3: Summary of classification performance of the 6 NN-based classifiers,
kNN classifier and Naive Bayes Classifier under noise-free dataset. Classifier 1:
one-against-all classifier, classifier 2: weighted one-againsy-all classifier, classifier
3: binary-coded classifier, classifier 4: parallel-structured classifier, classifier 5:
parallel-structured classifier, classifier 6: tree-structured classifier. classifier 7:
K-nearest neighbor classifier, 8: Naive Bayes classifier
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3 1 88.3333 92.9722 96.3889 2.7212 59.5000
3 2 80.0000 85.2500 89.4444 3.4430 0
3 3 94.4444 96.6944 98.8889 1.4593 74.5000
3 4 90.0000 93.9722 96.3889 2.2056 51.5000
3 5 86.9444 90.1944 92.5000 1.9889 5.5000
3 6 96.3889 97.8611 99.1667 0.9679 80.5000
3 7 88.6111 93.8889 98.3333 3.3120 84
3 8 92.5000 93.5278 94.1667 0.5826 0.5000
4 1 78.6111 83.0000 86.6667 2.8315 0.5000
4 2 81.6667 85.3889 88.6111 2.3061 0
4 3 90.0000 93.9444 96.3889 2.1650 64.5000
4 4 91.1111 92.7778 93.8889 1.0273 2.5000
4 5 90.2778 93.1667 95.2778 1.9215 10.5000
4 6 95.5556 97.3611 99.1667 1.0499 75.5000
4 7 81.6667 86.6667 91.1111 3.3264 27
4 8 95.5556 97.5000 98.6111 1.0499 72
5 1 87.7778 93.0278 97.2222 3.2587 56.5000
5 2 92.2222 94.8333 97.5000 1.9245 43
5 3 96.6667 98.8611 99.7222 1.1066 94
5 4 94.7222 95.8056 96.6667 0.6879 25
5 5 92.5000 96.5833 98.8889 2.1120 73.5000
5 6 99.1667 99.7778 100.0000 0.2869 96.0000
5 7 83.3333 88.6389 92.7778 3.0588 39.5000
5 8 93.3333 93.9167 94.4444 0.4086 0.5000
Table 3.4: Noise: Summary of classification performance of the 6 NN-based clas-
sifiers, KNN classifier and Naive Bayes Classifier. Classifier 1: one-against-all
classifier, classifier 2: weighted one-againsy-all classifier, classifier 3: binary-coded
classifier, classifier 4: parallel-structured classifier, classifier 5: parallel-structured
classifier, classifier 6: tree-structured classifier. classifier 7: K-nearest neighbor
classifier, 8: Naive Bayes classifier
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3.4.1.1 One-Against-All Classifiers
An NN with 3 layers as shown in Fig. 2.1 is employed to implement the one-
against-all classifier. The number of hidden nodes was chosen to be 30 and the
transfer function of hidden nodes was chosen to be a logarithmic sigmoid transfer
function.
Referring to Table 3.3, it can be seen that the average testing classification
accuracy (the 6th column in Table 3.3) is about 96% for the one-against-all classi-
fier using feature vector of 3 to 5 feature points. However, looking into the worst
individual testing classification accuracy of individual material (the 5th column
in Table 3.3), the one-against-all classifier using 3 feature points offers 80% clas-
sification accuracy while the one-against-all classifier using 4 or 5 feature points
offers 85% testing classification accuracy in the worst case. It suggests that the
feature vector of 3 feature points may not work well with the one-against-all
classifier.
Considering the case that the test data subject to Gaussian white noise, it can
be seen from Table 3.4 that the average classification accuracy (the 4th column
in Table 3.4) of the one-against-all classifiers subject to noisy data has declined
to about 92%, 83% and 93% for 3, 4 and 5 feature vectors, respectively. The
classifier with 4 feature points performs the worst when noise exists. Also, it is
found that some individual materials are very sensitive to noise leading to a very
low worst individual classification accuracy (the 7th column in Table 3.4).
57
3. NEURAL NETWORK ARCHITECTURES FOR SURFACE
CLASSFICATION
3.4.1.2 Weighted One-Against-All Classifiers
An NN with 3 layers is employed to implement the weighted one-against-all clas-
sifier. The elements of the weighting vector wi were all chosen to be di− 9.5e, i
= 1, 2, . . ., 18. The number of hidden nodes was chosen to be 30 and the transfer
function of hidden nodes was chosen to be hyperbolic tangent sigmoid transfer
function.
Referring to Table 3.3, the average testing classification accuracy is about 96%
for the weighted one-against-all classifier using the feature vector of 3 or 4 feature
points. However, the average testing classification accuracy is improved to about
98% for the feature vector of 5 feature points. Looking into the worst individual
testing classification accuracy, the weighted one-against-all classifier using feature
vector of 3 feature points offers 80% while the weighted one-against-all classifier
using 4 or 5 feature points offers 85% and 95% testing classification accuracy,
respectively, in the worst case. Similar conclusion that the feature vector of 3
feature points may not work effectively can be drawn.
Referring to Table 3.4, the average performance of weighted one-against-all
classifier under noisy data has declined to about 85%, 85% and 95% respectively.
Similar observation is found as in the results from one-against-all classifiers as
the same mechanism is used on both one-against-all and weighted one-against-all
classifiers.
3.4.1.3 Binary-Coded Classifiers
An NN with 3 layers as shown in Fig. 2.1 is employed to implement the binary-
coded classifier. The number of hidden nodes was chosen to be 30 and the transfer
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function of hidden nodes was chosen to be logarithmic sigmoid transfer function.
Referring to Table 3.3, the average testing classification accuracy for the
binary-coded classifier with feature vector of 3 or 4 feature points is 98% while
with feature vector of 5 feature points is about 100%. The worst individual test-
ing classification accuracy is 90% for binary-coded classifier with feature vector
of 3 and 4 feature points but is improved to 95% with feature vector of 5 fea-
ture points. Comparing with the one-against-all and the weighted one-against-all
classifier, the classification performance of binary-coded classifier is less sensitive
to the number of feature points.
Referring to Table 3.4, the average classification performance of binary-coded
classifier under noisy data can be observed. The binary-coded classifier is able
to offer a relatively higher performance compared with the one-against-all and
weighted one-against-all classifiers. Corresponding to the number of feature
points as 3, 4 and 5, the average classification accuracy can achieve about 97%,
94% and 99%, respectively. It is again showing that the dataset with 4 feature
points produces the worst result. It is observed that worst average individual clas-
sification accuracy is much improved compared with the previous two classifiers,
especially for the case with 5 feature points which can achieve 94%.
3.4.1.4 Parallel-Structured Classifiers
In the parallel-structured classifier, all NNs are with 3 layers where the number
of hidden nodes was chosen to be 10 and the transfer function of hidden nodes
was chosen to be logarithmic sigmoid transfer function. Compared with the NNs
used in the above classifiers, the number of hidden nodes is significantly reduced,
which supports the comment in Table 3.1 that the complexity of NN is relatively
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lower.
Referring to Table 3.3, the individual training and testing classification ac-
curacy are all 100% irregardless of the number of feature points used. Of all
classifiers, the parallel-structured classifier offers the best classification perfor-
mance. Based on the average classification accuracy, it suggests that 3 feature
points are sufficient for classification purposes.
Referring to Table 3.4, the performance of parallel-structured classifier under
noisy data can be observed. It can be seen that the parallel-structured classifier is
still able to offer a tolerable performance. Corresponding to the number of feature
points as 3, 4 and 5, the average classification accuracy can achieve about 94%,
93% and 96%, respectively. The average classification performance is not as good
as but comparable to that of the binary-coded classifier. Also, it can be seen
from the worst average individual classification accuracy that some individual
materials are very sensitive to noise.
3.4.1.5 Weighted Parallel-Structured Classifiers
In the parallel-structured classifier, all NNs are with 3 layers where the number
of hidden nodes was chosen to be 15, the transfer function of hidden nodes was
chosen to be hyperbolic tangent sigmoid transfer function and G = 3. The
weighting vectors wi were chosen as follows.
Feature vector of 3 feature points:
wi = [−1 − 1 − 1] , i = 1, 4, 7, 10, 13, 16.
wi = [1 1 − 1] , i = 2, 5, 8, 11, 14, 17.
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wi = [1 1 1] , i = 3, 6, 9, 12, 15, 18.
Feature vector of 4 feature points:
wi = [−1 − 1 − 1 − 1] , i = 1, 4, 7, 10, 13, 16.
wi = [1 1 − 1 − 1] , i = 2, 5, 8, 11, 14, 17.
wi = [1 1 1 1] , i = 3, 6, 9, 12, 15, 18.
Feature vector of 5 feature points:
wi = [−1 − 1 − 1 − 1 − 1] , i = 1, 4, 7, 10, 13, 16.
wi = [1 1 1 − 1 − 1] , i = 2, 5, 8, 11, 14, 17.
wi = [1 1 1 1 1] , i = 3, 6, 9, 12, 15, 18.
Referring to Table 3.3, it can be seen that the weighted parallel-structured
classifier with feature vector of 5 feature points offers the best average testing clas-
sification accuracy of about 99% with the worst individual classification accuracy
of 95%. Although the weighted parallel-structured classifier with feature vector
of 3 or 4 feature points does not have a bad performance with an average testing
classification accuracy of about 98%, the worst individual testing classification
accuracy is 90% for 3 feature points and 80% for 4 feature points.
Referring to Table 3.4, the performance of weighted parallel-structured classi-
fier under noisy data can be observed. The weighted parallel-structured classifier
is able to offer tolerable average classification accuracy of about 90%, 93% and
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97%, corresponding to 3, 4 and 5 points of feature vectors, respectively.
3.4.1.6 Tree-Structured Classifiers
In the tree-structured classifier, all NNs are with 3 layers where the number
of hidden nodes was chosen to be 20 for the group classifier, 5 for each sub-
classifier, the transfer function of hidden nodes was chosen to be logarithmic
sigmoid transfer function for both the group classifier and sub-classifiers. The
number of sub-classes is chosen to be G = 3. Compared with the NNs used in the
above classifiers, the number of hidden nodes in the sub-classifier is much smaller
as only 3 sub-classes need to be handled.
Referring to Table 3.3, the tree-structured classifier with feature vector of 5
feature points offers 100% training and testing classification accuracy while the
one with 3 or 4 feature points offers about 99% testing classification accuracy and
the worst individual testing classification accuracy of 90%.
It can be seen from Table 3.4 that the tree-structured classifier under noisy
data is still able to offer a relatively high classification accuracy. Corresponding
to 3, 4 and 5 points of feature vectors, the average classification accuracy of
about 98%, 97% and 100%, respectively, can be achieved. Among all NN-based
classifiers, the tree-structured classifiers are more robust to the noisy input.
3.4.2 Traditional Classifiers
In order to show the superiority and adaptability of the NN-based classifiers, two
traditional classifiers, namely kNN classifier and the naive Bayes classifier, are
employed to accomplish the classification of the 18 materials using the features
vectors of 3, 4, and 5 points.
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3.4.2.1 K-Nearest Neighbor Classifier
In this experiment, the classification accuracy for the kNN classifiers with feature
vectors of 3 to 5 feature points was achieved by fixing the value of k for kNN
classifier to 1.
From Table 3.3, it can be seen that the average classification accuracy for
the training dataset is 100% for 3, 4 and 5 points of feature vectors. However,
when the test dataset is considered, the kNN classifiers with 3 feature points can
achieve average classification accuracy of about 96%, which is higher than that
of the kNN classifiers with 4 and 5 feature points, which can achieve only 94%
and 90% of average classification accuracy.
From Table 3.4, it can be found that the average testing classification per-
formance of the kNN classifiers with noisy dataset has declined to some extent.
The best average classification accuracy of about 94% is obtained for the feature
vector of 3 points while the average classification accuracy is dropped to about
87% and 89% for the kNN classifiers with the feature vector of 4 and 5 points,
respectively. It is interestingly observed that the worst individual average classifi-
cation accuracy is able to achieved 84% for feature vector of 3 points while about
27% and 40% are achieved for feature vector of 4 and 5 points, respectively.
3.4.2.2 Naive Bayes Classifier
The classification accuracy for the naive Bayes classifier with feature vector of
3 to 5 points is summarised in Table 3.3. It can be seen from the table that
the average classification accuracies of the naive Bayes classifier for the training
dataset can achieve 100% for 3, 4 and 5 points of feature vectors while the average
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classification accuracies for the test dataset are 99%, 100% and 100%.
When noise is considered in the test dataset, the classification performance is
given in Table 3.4. The average classification accuracies achieved for 3 to 5 feature
points are about 94%, 98% and 94%, respectively. However, the worst individual
classification accuracy reveals that the naive Bayes classifier is sensitive to noise.
3.5 Discussion
Giving an overall picture of the classification performance, Table 3.3 summarises
the overall classification performance of the 6 NN-based classifiers and two tradi-
tional classifiers under the original dataset and Table 3.4 summarises the overall
classification performance under noisy test dataset.
It can be seen from Table 3.3 that in general the classifiers with 5 feature points
perform better in terms of the worst individual training and testing classification
accuracy, and the average training and testing classification accuracy. When 5
feature points are considered, the parallel-structured, tree-structured classifier
and naive Bayes classifer are able to offer the training and testing classification
accuracy of 100%. The second best is the binary-coded classifier which is able to
offer the training and testing classification accuracy around 99%. The worst one
is the one-against-all classifier which is only able to offer a testing classification
accuracy around 96%. When considering the kNN classifier, the overall classifi-
cation accuracy for the training dataset is 100%. However, among all classifiers,
the kNN classifier offers the worst classification accuracy for the test dataset.
Under the noisy test dataset, referring to Table 3.4, in general, the classifi-
cation performance declines for all classifiers. The overall average classification
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accuracy drops below 90% for weighted one-against-all classifier when feature
vector of 3 points is employed; for one-against-all classifier, weighted one-against-
all classifier and kNN classifier when feature vector of 4 points is employed; for
kNN classifier when feature vector of 5 points is employed. It is observed that
majority of classifiers can obtain better classification accuracy when feature vec-
tor of 5 points is employed. By looking into the details, it can be seen that
the tree-structured classifier can obtain the best average classification accuracy.
In particular, when feature vector of 5 points is employed, the tree-structured
classifier is able to achieve overall average classification accuracy of 99.7778%,
outperforming the other classifiers. It can also be seen that the tree-structured
classifier demonstrates consistent classification performance subject to noisy in-
put with the smallest standard deviation among all classifiers. The second best
is the binary-coded classifier which can obtain the overall average classification
accuracy of 98.8611% but the standard derivation is more or less 5 times higher
than that of the tree-structured classifier. The worst one is the kNN classifier
which can obtain the overall average classification accuracy of 88.6389% with a
significantly higher standard deviation. It is interestingly found that the parallel-
structured classifier is less sensitive to the number of feature points used, which is
able to offer more or less the same overall average classification accuracy regard-
less of the number of feature points subject to the original and noisy datasets.
From the summary tables, it can be concluded that the binary-coded classifier
and tree-structured classifier are more suitable for the application of material
classification when feature vector of 5 points are used.
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3.6 Conclusion
The research conducted has introduced 6 neural-network-based classifiers (namely
one-against-all, weighted one-against-all, binary coded, parallel structured, weighted
parallel structured, tree-structured classifier) and two traditional classifiers (namely
k-nearest neighbor classifier and naive Bayes classifier) to deal with a material
classification problem where data was collected from a robot finger installed with
tactile sensors. In total 18 materials have been considered in the experiment. The
properties of each classifier have been discussed and its mechanism of performing
classification has been detailed. To perform the classification, feature vectors of
size 3, 4 and 5 are extracted for each material. Supervised learning approach
has been adopted to train the neural-network-based classifier, kNN classifier and
naive Bayes classifier for the classification of 18 materials. The performance of
each classifier has been fully investigated and compared with each other in terms
of classification accuracy. In the case using original dataset, the results show
that the parallel-structured classifier produces the best performance among all
8 classifiers when 3, 4 and 5 feature points are used. However, under the case
of dataset subject to noise, the tree-structured classifier has achieved the best
performance among all the classifiers when 3, 4 and 5 feature points are used.
In the future, some more advanced techniques such as variable-parameter neural
network and fuzzy support vector machines can be applied to further improve
the classification accuracy and robustness property.
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Chapter 4
Variable Weight Neural Networks
and Classification Problems
4.1 Introduction
In this chapter, we consider two real-life applications which are material sur-
face classification and epilepsy seizure phases classification. In the application
of surface material classification, we develop classifiers to recognise the surface
material of an unknown object from 18 classes. In the application of epilepsy
seizure phases classification, classification of epilepsy signals is considered using
real clinical data. We will develop classifiers which are able to classify the 3
seizure phases namely seizure-free, pre-seizure and seizure phases. Both appli-
cations demonstrate a huge potential to be applied in domestic and industrial
tasks. In both of the applications, we will employ the VWNN to implement the
classifiers. The classification performance will be compared with some traditional
classifiers such as feedforward-neural-network, naive Bayes and kNN classifiers.
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Their robustness will be tested using noise-contaminated data.
The objective of the research conducted in this chapter is to improve the
generalization capabilities and also robustness of the neural network by proposing
the novel neural network-based classifier. One of the main limitations of the
traditional neural network when dealing with large datasets is the fact that a
large number of hidden neurons would be required to tackle this problem, in
this chapter we use a different network to predict the weights for the classifier
and as a result we can have an infinite number of networks, this is the main
difference between VWNN and other NNs. Particular interest is being paid to
its application to the material surface and epilepsy seizure phase classification.
The benefits of improving the generalization capabilities of this classifier is very
significant due to the implications that it would have in various industries such
as the medical and industrial fields. This is the main reason behind the research
being carried out in the chapter, the VWNN technique is relatively well known but
the main contribution of this chapter is in its application to surface classification
and epilepsy seizure phase classification.
The chapter is organised as follows. Section 4.2 introduces the VWNN and
explains how it works. The method used to implement the VWNN classifier to
the material and epilepsy phase classification problems is given in Section 4.3
with a presentation and discussion of results obtained in Section 4.4. Section 4.5
gives the conclusion.
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4.2 Variable-Weight Neural Networks
A feed-forward fully-connected neural network is a network with static weights
which processes all input using the same connection weights between layers. A
detailed description of the feed-froward NN is written in 2.2.1 of the thesis. Al-
though it has been shown that it is a universal approximator, it requires a suffi-
ciently large number of hidden nodes to offer an acceptable performance. Con-
sidering the case when the number of input data is large, the number of hidden
nodes will have to be large in order to maintain the learning and generalization
capability. However, a large number of hidden layers is not favourable to both
hardware and software implementations due to the increase of computational de-
mand. Using a small number of hidden nodes will definitely offer advantages
rather than disadvantages in terms of implementation costs. However, it will de-
grade the learning and generalization capability of the neural network resulting
in a poor performance.
A VWNN is a neural network with dynamic weights which is good in handling
a large dataset. Assuming that the large dataset is divided into a number of small
sub-datasets, a small neural network (with small number of hidden nodes) will
work well. The VWNN works based on the concept that different connection
weights are employed by the neural network according to the network input.
Consequently, the VWNN seems to consists of infinite number of neural networks
and each individual input is processed by an individual neural network.
A three-layer VWNN is shown in Fig. 4.1. The tuning neural networks (NN1









j to a three-layer feed-forward fully connected neural network according to the
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input x′(t) which consists of some selected features from x(t). The neural network
will process the input x′(t) according to the provided connection weights. This
concept can be generalised to a VWNN with any number of hidden layers.
A block diagram of a general VWNN is shown in Fig. 4.2 which consists
of 2 traditional neural networks, namely tuning and tuned neural networks.
The input x(t) will be selected by a pre-determined constant selection matrix









 and S =
 1 0 0
0 0 1
, we
have x′nin(t) = Sxnin(t) =
 x1(t)
x3(t)
 which selects x1(t) and x3(t) as the input
of the turning neural network. The tuning neural network will produce output
weight vector W(t) consisting of all connection weights of the tuned neural net-
work. The tuned neural network will then use W(t) to process the input x(t).
As a result, it seems like an individual input x(t) is processed by an individual
neural network to produce an output y(t).
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Figure 4.2: A block diagram of variable-weight neural network.
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4.3 Method
In this section, we present a detailed description of the method used in applying
the proposed VWNN classifier to handle two applications. The first application
is the classification of materials using the data collected by a robotic finger which
is described in Section 3.3 in Chapter 3 of the thesis. The second application
which is described below in Section 4.3.2 is the classification of epileptic seizure
phases using real clinical data.
4.3.1 Material Classification
The proposed VWNN is employed in the material classification problem to im-
plement a classifier to recognise the 18 materials using the feature vectors of 3,
4, and 5 points. Fig. 4.3 shows the structure of classifier consisting of a VWNN
with nin inputs (the number of feature points) and one output.
In this experiment, the dataset is divided into training dataset consisting of
40 sets of data for each material and test dataset consisting of 20 sets of data for
each material. Supervised learning was employed to train the VWNN classifier
according to the class labels shown in Table 3.2 in chapter 3 of the thesis.
We have tried different combinations of transfer functions, number of hidden
nodes and hidden layers in this study. In the following, only this combination
can achieve the best classification accuracy. The overall network is 6 hidden
layers structure, the number of hidden nodes are 3, 4, 6, 4, 3, 4, respectively.
The first two layers’s transfer function use ’tansig’ function and other layers are
’linear’ function, and the 3rd and 4th layers are VWNN layer, which tuned by two
ordinary networks using ’tansig’ transfer function. The linear transfer function is
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used in the output layer of all classifiers, and number of output nodes is 1. The
VWNN classifier was implemented on Matlab and Levenberg-Marquardt back-






Figure 4.3: NN-based classifier for materials.
For comparison purposes, traditional NN, kNN and naive Bayes classifiers
were employed as classifiers for this application. To test the robustness of the
classifiers, the test dataset extracted from raw data contaminated by Gaussian
white noise with variance of 0.005 and 0.01 was considered. Each classifier was
tested 10 times using the noisy test dataset.
4.3.2 Epilepsy Seizure Phase Prediction
Epilepsy, which is characterised with its ability to instantiate recurrent seizures
(an interruption of normal brain functions) which are unforeseen in nature is a
very common and significant neurological disorder caused by a sudden discharge
of cortical neurons [30, 82]. Epileptic seizures are classified as either partial
(involving focal brain regions) or generalised (where it involves a widespread
region of the brain across both hemispheres) [10]. The length of time for the
seizure occurrence varies from a few seconds up to a minute with some of the
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effects including momentary lapse of consciousness for the sufferer of the seizure
[10]. A complete loss of consciousness occurs when the epileptic activity involves
both the cortical and subcortical structures of the brain and this occurrence is
known as an absence seizure.
The unexpected nature of these seizures has proven to have an adverse ef-
fect on the quality of life for those who are suffering from them. The impact is
most prevalent in the formative stages of a childs life as we see an increase in the
requirements for special education and also a higher incidence of below-average
school performance [62, 82]. It also proves life-threatening in situations where
the sufferer is isolated at the time of its occurrence and there is no experienced
or medical help on hand to alleviate the situation. Therefore having an accurate
understanding or predictive model for the pre-seizure phase (the transition to-
wards an absence seizure occurrence) is a very vital task as it would provide the
sufferers and their carers enough notice of the upcoming seizure so they could
prepare themselves and dampen the impact of the seizure occurrence.
Absence seizures can be best characterised by the spike-and-wave discharges
(SWDs) which are as a result of synchronised oscillations in the thalamocortical
networks of the brain [38, 89]. The classification process of EEG signals consists of
two main parts which are feature extraction and classification. In the literature,
there are a wide range of available feature extraction methods which range from
the traditional methods to the non-linear methods. Traditional methods include
the fourier transform and also spectral analysis whilst the non-linear methods
include Lyapunov exponents [52, 82], correlation dimension [82] and similarity
[97]. After feature extraction has been implemented to the raw data, the extracted
features are then used and applied to the pre-determined classification technique.
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There are a wide range of classification techniques for EEG classification in the
literature, examples of these include the artificial neural network and also the
neuro-fuzzy systems [40, 61, 131].
For this particular problem of accurately classifying and thereby predicting
the onset of an epileptic seizure, the extracted features are applied to various
classifiers (kNN, naive Bayes, SVM and IT2FSVM) with the main aim of being
able to recognise and distinguish between the 3 seizure phases (seizure-free, pre-
seizure and seizure phase). The raw data obtained for the simulations being
carried out were obtained from the Peking University by the aid of 10 patients
who were suffering from absence epilepsy, their ages ranging from 6 to 21 years
old. The study has been approved by the ethics committee of Peking University
Peoples Hospital and the patients all signed documents in consent of their clinical
data being used for research purposes. The EEG data ( which was sampled at a
frequency of 256 Hz with the aid of a 16-bit analogue-to-digital converter and then
filtered within a frequency band of 0.5 to 35 Hz) was recorded by the Neurofile
NT digital video EEG system using a standard international 10-20 electrode
placement (Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6,
Fz, Cz, and Pz). There are 3 sets of EEG signals which are extracted from the
3 seizure phases (seizure-free, pre-seizure and seizure) to obtain 112 2-second 19-
channel EEG epochs from 10 patients for each dataset. The timing of the onset
and offset in the spike-wave discharges (SWDs) were identified by a neurologist
and these SWDs were identified to be large amplitude 3-4Hz discharges with a
spike-wave morphology typically lasting above a second in duration. The criteria
for determining the different seizure phases (seizure-free, pre-seizure and seizure)
are that there is an interval between the seizure-free phase and beginning of the
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seizure phase which is greater than 15 seconds, the interval is between 0 to 2
seconds before the occurrence of the seizure and that the interval occurs during
the first 2 seconds of the absence seizure.
4.3.2.1 Feature extraction
The feature extraction procedure is very vital in the classification process as it
obtains the relevant characteristics and information from a large dataset (EEG
signals in this instance), this has the knock-on effect of simplifying the dataset
and also reducing the effect of redundant datapoints that have little or no effect
in the classification of the dataset. This is a very important step in improving
the performance of the classifier as classification is easier when the classifier is
subject to fewer datapoints. For the EEG case being undertaken, there are 19
columns of signal output. The 19 columns represent signals that were drawn from
19 EEG sensors with each column containing 100 sample points. The purpose
of the feature extraction being carried out here is to extract the relevant feature
points from the 19 x 100 dataset and thereby reducing the dimensionality.
Research into the existing literature provides evidence to suggest that the 19
channels of the EEG data vary in importance with regards to classification, it was
observed that some of the channels have a lesser impact on the classification of the
EEG and the exclusion of these channels has been investigated in [3, 110]. Both
studies have discovered that some of the electrodes (F3, Fz, F4, C3 and Cz) are
the most significant ones for the classification between the seizure-free and seizure
patients and the remaining electrodes are found to have relevant information for
the classification between the different seizure phases.
We utilise the relevant channels for classification (i.e channel 1, 2, 3, 4, 5, 6, 11,
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12, 13, 14) for the simulations carried out in this paper. For each of the channels,
a feature vector containing the time-domain and frequency-domain components
of the dataset is created. The first part of the feature vector comprises of com-
putations in the time-domain such as the standard deviation, second order norm,
third order norm, fourth order norm, absolute sum, maximum value and min-
imum value of the 100 sample points from each channel. The second part is
comprised of computations in the frequency domain such as the mean frequency,
maximum frequency, minimum frequency, standard deviation of frequency, win-
dowing filtered mean frequency and windowing filtered maximum frequency of
each chosen channel will form the second part of the feature vector.
A problem that arises from these computations would result in a large vec-
tor which would be difficult to classify, this is solved by implementing principal
component analysis (PCA) to reduce the number of dimensions in the feature
vector. After this dimensionality reduction method has been implemented, we
finally have 45 points which form the feature vector, this feature vector is then
applied to the pre-determined classifiers.
4.3.2.2 Implementation
A tree-structured classifier implemented by the proposed VWNN is employed to
classify 3 classes of Epilepsy signals (seizure-free, pre-seizure and seizure phases)
using the feature vector achieved in the previous section. Amongst the three
epilepsy seizure phases, the pre-seizure and seizure-free phases are very similar
in terms of the EEG pattern and are therefore difficult to separate. The seizure
phase is distinctly different from these two phases and is therefore relatively easy
to classify an input pattern as belonging to the seizure phase when compared to
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the pre-sezire and seizure-free phases. For this reason, a tree-structured VWNN
classifier consisting of 2 45-input-single-output VWNNs and a class determiner
(as is shown in Fig. 4.4) is proposed to deal with this classification problem. The
1st VWNN is used to determine if the testing sample belongs to class 3 (seizure
phase), if not, we use the 2nd VWNN to determine if the testing sample belongs
to class 1 (seizure-free phase) or class 2 (pre-seizure phase). The classifier will
determine the final class according to the rules as shown in Table.4.4.
In this application, we have tried different combinations of transfer functions,
number of hidden nodes and hidden layers in this study. The following combina-
tion can achieve the best classification accuracy. For the 1st VWNN network as
shown in Fig. 4.4, the tuned NN has 45 inputs, 4 hidden layers with 25, 4, 8 and
5 hidden nodes and one output node. The transfer functions corresponding to
the 4 hidden layers are hyperbolic tangent sigmoid, hyperbolic tangent sigmoid,
logarithm sigmoid function and logarithm sigmoid function, respectively. Linear
function and logarithm sigmoid function are used in the input and output layers,
respectively. The tuning NN has 45 inputs, 2 hidden layers with 25 and 4 hidden
nodes and 32 output nodes. The first 3 layers, i.e., the input and the 2 hidden
layers, are common to the tuned NN. The output layer uses hyperbolic tangent
sigmoid function as the transfer function. The outputs of the tuning NN provide
the variable weights to the connections between the 3rd and 4th hidden layers of
the tuned NN.
The tuned NN of the 2nd VWNN as shown in Fig. 4.4 has 45 inputs, 4
hidden layers of 35, 5, 8 and 5 hidden nodes and one output node. The transfer
functions corresponding to the 4 hidden layers are hyperbolic tangent sigmoid,
hyperbolic tangent sigmoid, logarithm sigmoid function and logarithm sigmoid
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function, respectively. Linear function and logarithm sigmoid function are used in
the input and output layers, respectively. The tuning NN has 45 inputs, 2 hidden
layers with 35 and 5 hidden nodes and 40 output nodes. The first 3 layers, i.e.,
the input and the 2 hidden layers, are common to the tuned NN. The output
layer uses hyperbolic tangent sigmoid function as transfer function. The outputs
of the tuning NN provide the variable weights to the connections between the 3rd
and 4th hidden layers of the tuned NN.
For comparison purposes, traditional NN, kNN and naive Bayes classifiers
were employed as classifiers for this application. To test the robustness of the
classifiers, the test dataset extracted from the raw data contaminated by Gaussian
white noise with variance of 0.05 to 1 was considered. The NN classifier has the
same structure as the VWNN classifier as shown in Fig. 4.4 but the VWNNs are
replaced by the traditional NNs. The transfer function used in the 3rd layer of
the traditional NN which has the same number of hidden nodes as that of the
VWNN. Each classifier was tested 10 times using the test dataset subject to noise
of different levels.
4.4 Results and Discussion
In this section we present and give a detailed discussion of the results obtained
from the implementation of the VWNN to the material classification and epilepsy
phase classification problems. A comparison is also made to other traditional
classification techniques to gain an insight into the effectiveness of the proposed
VWNN classifier.
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4.4.1 Material Classification
The training and testing classification results of the VWNN, traditional NN,
kNN and naive Bayes classifiers are summarised in Table 4.1. In this table, the
worst and average classification accuracies for both training and test datasets are
shown. The worst classification accuracy is the worst individual accuracy in the
18 materials while the average classification accuracy is the average individual
accuracy of 18 materials.
Referring to this table, it can be seen that all classifiers perform well, achiev-
ing 100% of classification accuracy for training dataset. For test dataset, the
naive Bayes classifiers with 3, 4 and 5 feature points offer the best average clas-
sification performance of 99.4444%, 100% and 100%, respectively. The proposed
VWNN classifiers with 3, 4 and 5 come second offering the average classification
performance of 98.6111%, 98.6661% and 99.1667%. All the remaining classifiers
offer an average classification performance of less than 97%. Among all remain-
ing classifiers, the kNN classifier with 5 feature points offers the worst average
performance of 89.7222% and its worst individual classification accuracy is 70%.
The performance of the VWNN for this particular application shows its viabil-
ity and potential as a classifier, apart from the Nave Bayes classifier, we observe
that the VWNN outperforms all other classifiers significantly as its classification
accuracy is at least 2% greater than all the other classification techniques that
are used for comparison. The distinct advantage that the VWNN has over all
other techniques is its robustness and flexibility as the VWNN can be applied to
any range of input data without having an adverse impact in the performance,
this is due to the fact that a separate NN selects the weights used for the tuned
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NN. This makes the VWNN a very competent classifier for the material surface
classification application as it would not just be able to recognise and classify the
present materials but will have the ability to recognise additional material types
that could be added to the system without having a significant reduction in its
classification accuracy.
The testing classification results for the test dataset subject to Gaussian white
noise with variance of 0.005 and 0.01 are summarised in Table 4.2 and Table
4.3, respectively, which provide the statistical information including the average
classification accuracy (the average of the average classification accuracy of the
18 materials of the 10 times of tests), worst classification accuracy (the worst
average classification accuracy of the 18 materials among the 10 times of tests)
and best classification accuracy (the best average classification accuracy of the
18 materials among the 10 times of tests), standard deviation of the 10 times
of tests and the average of the worst individual classification accuracy among 18
materials.
In machine learning, the error due to the bias is the difference between the
predicted value of the model and the correct value that we are trying to pre-
dict. The error due to the variance is the variability of a model prediction for
a given datapoint [35]. The objective of machine learning is to minimise both
the bias and the variance of the proposed model. This is difficult in practise
as an increase in complexity of the classify may enable it to better fit the data
but this may likely result in overfitting where the classifier also models the noise
inherent in the input data and therefore generalises poorly with unseen data. A
balance between the bias and variance is therefore required in order to optimise
the classification accuracy of the proposed classifier. The VWNN is able to have a
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superior classification accuracy to the traditional classifiers due to the fact that a
better bias-variance tradeoff is attained by the VWNN structure when compared
to that of the traditional classifiers. This is due to the fact that the VWNN
has the ability to vary the structure of the classifier with each new input and
is therefore better suited to model the complex input patterns inherent in the
feature extracted input from the 18 different materials. As a result of this, the
VWNN is able to attain a high level of classification accuracy (low bias) with a
relatively low level of complexity (low variance) when compared to the traditional
classifiers. The VWNN has low structural complexity when compared to the tra-
ditional NN because the structure has a separate NN producing the weights for
the main NN. This enables it to have better ability to interpret the data with a
less complex NN structure when compared to the traditional NN.
It can be seen from the tables that the classification performance of all classi-
fiers degrade when the noise level increases. Considering the noise level of 0.005 in
Table. 4.2, the VWNN classifier with 5 feature points, and naive Bayes classifier
with 4 and 5 feature points offer the best average classification accuracy over 98%.
We also see in the case of 5 feature points that the VWNN classifier has a worst
individual accuracy of 68% which is better than all the traditional classifiers be-
ing used for comparison. The VWNN classifier also a has a standard deviation of
1.582 and therefore variance of 2.501 and this is lower than that of the traditional
NN and kNN classifiers. This shows that the VWNN classifier has a low bias and
low variance when subjected to an input with a noise level of 0.005. When the
noise level increases to 0.01 as is shown in Table. 4.3, naive Bayes classifiers
degrade their performance significantly compared with the VWNN classifier with
5 feature points. The VWNN classifier with 5 feature points is able to maintain
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its classification performance offering the best of the best average classification
accuracy of 94.7222% while the kNN classifier with 3 feature points comes second
offering 93.6111%.The worst individual accuracy for the VWNN can be seen to be
higher than that of the traditional NN and NB, it also has a standard deviation
of 3.650 and variance 13.323 that is lower than that of the kNN and traditional
NN classifers. The results show that the VWNN classifier performs better and
has a better generalisation performance which means that the classifier is able to
attain a better bias-variance tradeoff than the traditional classifiers.
Based on the above discussion, the VWNN classifier with 5 feature points
offers the best classification performance with noise-free raw data. Under the
noisy raw data, it is able to outperform the other classifiers in terms of worst,
average and best classification accuracy suggesting that it has a comparatively
superior capability to tolerating noise in the input. In a real world application
there would always be an element of noise in the input dataset and this is the
main reason why noise was applied to the input data to investigate what the
effect would be on classification accuracy. It is in this instance that we are
able to see the effect of the robustness and performance of the VWNN neural
network as we see that it outperforms all other classification methods when the
system has been subjected to a noise level of 0.01. This shows the suitability and
superiority of the VWNN as a classifier when compared to the Nave Bayes, kNN
and Traditional NN as it has a higher performance and shows a lot of promise
when applied to raw data as it has a higher level of tolerance to noise without
adversely affecting its performance. For the material classification problem, the
cost of misclassification is very high as it can result in costly mistakes such as the
inclusion of foreign and potentially harmful particles in the production cycle or in
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the case of a remote sensing application in war zones, the cost of misclassifiction
can result in massive human casualties if the classifier is unable to detect the
presence of explosive devices. The superior classification accuracy of the VWNN
and therefore the significantly reduced probability of misclassification makes it a





Classifier Worst Average Worst Average
3 1 100 100 90 98.6111
3 2 100 100 80 96.9444
3 3 100 100 80 95.8333
3 4 100 100 90 99.4444
4 1 100 100 90 98.6661
4 2 100 100 85 96.3889
4 3 100 100 70 93.6111
4 4 100 100 100 100
5 1 100 100 95 99.1667
5 2 100 100 85 96.1111
5 3 100 100 70 89.7222
5 4 100 100 100 100
Table 4.1: Summary of classification performance under noise-free dataset. Clas-
sifier 1: VWNN classifier, classifier 2: traditional neural network classifier, clas-
sifier 3: K-nearest neighbor classifier, 4: Naive Bayes classifier.
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Classifier Worst Average Best Std
Worst Individual
(Average)
3 1 91.3889 94.2222 97.2222 2.0916 50.0000
3 2 86.3889 92.3611 96.3889 3.1882 55.0000
3 3 88.6111 93.8889 98.3333 3.3120 84.0000
3 4 92.5000 93.5278 94.1667 0.5826 0.5000
4 1 88.6111 91.2222 93.0556 1.4722 0.0000
4 2 77.5000 82.3333 86.9444 3.1543 1.5000
4 3 81.6667 86.6667 91.1111 3.3264 27.0000
4 4 95.5556 97.5000 98.6111 0.9631 72.0000
5 1 93.6111 96.3889 98.3333 1.5817 68.0000
5 2 86.3889 92.9444 97.2222 3.5728 60.0000
5 3 83.3333 88.6389 92.7778 3.0588 39.5000
5 4 93.3333 93.9167 94.4444 0.4086 0.5000
Table 4.2: Summary of classification performance for the dataset subject to noise
level of 0.005. Classifier 1: VWNN classifier, classifier 2: traditional neural net-
work classifier, classifier 3: K-nearest neighbor classifier, 4: Naive Bayes classifier.
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3 1 58.6111 63.9167 68.0556 3.1284 0.0000
3 2 61.1111 68.6944 74.1667 4.1574 0.0000
3 3 77.7778 86.2500 93.6111 5.2281 50.5000
3 4 74.7222 77.9722 81.1111 2.2443 0.0000
4 1 61.9444 64.7500 67.2222 1.8301 0.0000
4 2 58.6111 66.6389 72.2222 4.6941 0.0000
4 3 55.8333 62.2778 66.9444 3.7609 0.0000
4 4 67.7778 71.6111 74.7222 2.1802 0.0000
5 1 84.1667 89.5000 94.7222 3.6503 34.5000
5 2 63.8889 72.9444 80.0000 5.4622 0.0000
5 3 72.5000 82.6111 89.7222 5.8274 38.5000
5 4 79.7222 81.0185 82.5000 1.5608 0.0000
Table 4.3: Summary of classification performance for the dataset subject to noise
level of 0.01. Classifier 1: VWNN classifier, classifier 2: traditional neural network
classifier, classifier 3: K-nearest neighbor classifier, 4: Naive Bayes classifier.
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not 3 1 1
not 3 2 2
Table 4.4: Output classes of class determiner.
4.4.2 Epilepsy Seizure Phase Classification
The classification performance of all classifiers with the original data and data
contaminated by noise level from 0.05 to 1 are shown below. The classification




Classifier Worst Average Worst Average
1 100 100 80.0000 91.1111
2 100 100 73.3333 86.6667
3 100 100 23.3333 56.6667
4 41.4286 77.1429 33.3333 77.7778
Table 4.5: Summary of classification performance for EEG signals with original
dataset. Classifier 1: VWNN classifier, classifier 2: traditional neural network
classifier, classifier 3: K-nearest neighbor classifier, 4: Naive Bayes classifier.
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1 85.5556 89.2222 94.4444 2.9801 75.0000
2 77.7778 85.0000 90.0000 4.0140 75.3333
3 51.1111 56.3333 61.1111 3.2735 20.3333
4 77.7778 78.3333 80.0000 0.7857 35.0000
Table 4.6: Summary of testing samples classification performance for EEG sig-
nal under dataset subject to noise level of 0.05. Classifier 1: VWNN classifier,
classifier 2: traditional neural network classifier, classifier 3: K-nearest neighbor
classifier, 4: Naive Bayes classifier.
Classification Accuracy (%)




1 80.0000 86.4444 92.2222 4.1869 67.0000
2 78.8889 85.7778 90.0000 3.6501 70.6667
3 52.2222 56.5556 61.1111 2.9232 20.3333
4 76.6667 78.8889 82.2222 1.8251 37.6667
Table 4.7: Summary of testing samples classification performance for EEG signal
under dataset subject to noise level of 0.1. Classifier 1: VWNN classifier, classifier
2: traditional neural network classifier, classifier 3: K-nearest neighbor classifier,
4: Naive Bayes classifier.
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1 78.8889 84.4444 90.0000 3.4978 58.6667
2 75.5556 84.1111 88.8889 3.8639 64.6667
3 53.3333 57.2222 62.2222 2.9614 20.6667
4 76.6667 79.0000 82.2222 1.8898 38.6667
Table 4.8: Summary of testing samples classification performance for EEG signal
under dataset subject to noise level of 0.2. Classifier 1: VWNN classifier, classifier
2: traditional neural network classifier, classifier 3: K-nearest neighbor classifier,
4: Naive Bayes classifier.
Classification Accuracy (%)




1 81.1111 83.5556 85.5556 1.5948 54.6667
2 76.6667 81.2222 86.6667 3.6429 56.0000
3 52.2222 59.0000 64.4444 3.8665 24.6667
4 75.5556 78.2222 80.0000 1.5585 36.3333
Table 4.9: Summary of testing samples classification performance for EEG signal
under dataset subject to noise level of 0.5. Classifier 1: VWNN classifier, classifier
2: traditional neural network classifier, classifier 3: K-nearest neighbor classifier,
4: Naive Bayes classifier.
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1 77.7778 83.4444 85.5556 2.4525 54.6667
2 72.2222 78.3333 82.2222 3.9338 49.0000
3 50.0000 59.6667 66.6667 5.8187 23.3333
4 76.6667 77.7778 80.0000 1.3242 36.3333
Table 4.10: Summary of testing samples classification performance for EEG signal
under dataset subject to noise level of 1. Classifier 1: VWNN classifier, classifier
2: traditional neural network classifier, classifier 3: K-nearest neighbor classifier,
4: Naive Bayes classifier.
In Table 4.5, the worst and average classification accuracies for both train-
ing and test datasets are shown. The worst classification accuracy is the worst
individual accuracy in the 3 classes while the average classification accuracy is
the average classification accuracy of the individual classification accuracy of all
3 classes. It can be seen that the VWNN offers the best performance over the
other 3 traditional classifiers methods evident by average training and testing
classification accuracies of 100% and 91.1111%, respectively.
The fact that the VWNN outperforms the other existing classification methods
(traditional NN, kNN and Nave Bayes) in all the simulations and when subjected
to various levels of noise in the input data, it is fair to conclude that the VWNN
is a very powerful tool with a strong suitability for this particular application
and the flexibility of the VWNN to accept a wide range of input data will be
very effective in dealing with the epilepsy seizure phase classification problem as
this technique would enable to classifier to accept a wide range of patient data
and have a good generalization ability that is not affected by this increase in the
range of input data. The fact that the VWNN performs well under higher levels
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of noise further enhances its suitability as a classifier due to the fact that real-life
data will not be smooth and will always be subject to noise in the system due to
different factors such as levels of error in the measurements techniques.
Table 4.6 to Table 4.10 show the testing data classification performance of
all the 4 classifiers with noisy data under noise levels of 0.05, 0.1, 0.2, 0.5, and
1. From these tables, it can be seen that the classification accuracy is in gen-
eral decreasing when the noise level is increasing. Among the 4 classifiers, the
VWNN classifier offers the best classification performance with the average clas-
sification accuracy in the range of 83.4444% of 89.2222% subject to different noise
levels while kNN classifier performs the worst offering the average classification
accuracies in the range of 50% to 53.3333%.
From the above discussion, it can be concluded that the VWNN classifier
outperforms the traditional classifiers offering the best classification performance
and robustness property.
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4.5 Conclusion
In this chapter, we presented a novel neural network, the variable weights neural
network, which demonstrates a great potential to cope with complicated classi-
fication problems. Different from the traditional NN, the weights of the VWNN
change adaptively according to the characteristic of the input data thereby en-
hancing its learning and generalization capability. We have implemented classi-
fiers using VWNNs for 2 real-life applications, i.e., material classification using
robotic finger and epilepsy classification using clinical data, to verify the effective-
ness of VWNN. From the results of these two applications, it has been shown that
the VWNN classifier has demonstrated the best classification performance over
the traditional neural networks, kNN method and Naive Bayes method when orig-
inal input data are considered. Moreover, the VWNN classifier has demonstrated
an outstanding robustness property towards noisy input data. In the future, we
will keep improving the performance of VWNN and trying to find the best way
to determine the structure of VWNN, for example, the number of hidden layers,
the transfer function of each layer and the nodes of each layer.
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Chapter 5
Classification of Epilepsy Seizure
Phase using Interval Type-2
Fuzzy Support Vector Machines
5.1 Introduction
The application being considered in this chapter is the classification of the phases
involved in the onset of an epileptic seizure, where the epilepsy signals obtained
from the Electroencephalograph (EEG) using real clinical data is subjected to
the novel classification technique [30, 82]. This is a very challenging classification
problem as the EEG has multiple features and is also contaminated with noise
and distortion [3, 110]. The classification technique is designed to differentiate
between the 3 seizure phases namely seizure-free, pre-seizure and seizure. The
early detection of seizure phases is a potentially life-saving application/research
field and this is a major motivation for this research. The accurate classifi-
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cation/differentiation between the 3 seizure phases would give doctors and other
healthcare professionals ample time to be able to prepare for the oncoming seizure.
Therefore the main objective of the research carried out in this chapter is to pro-
pose an adequate classifier to deal with this problem. As a result of this, an
interval type-2 fuzzy support vector machine (IT2FSVM) is being proposed to
deal with this problem. The IT2FSVM will be utilised to differentiate between
the 3 seizure phases. The IT2FSVM is proposed due to its superior ability at
dealing with uncertainties and unbalanced data [79]. This therefore provides a
higher level of classification accuracy than the traditional SVM and forms the
basis for the implementation of this classifier. The classification performance of
the IT2FSVM technique will be compared to some traditional classifiers including
the kNN technique
To aid comprehension of the work done in this chapter, it is important to
first read the background knowledge on the SVM which is in Section 2.2.2, the
IT2FIS in Section 2.2.3, the type reduction method (KM algorithm) in Section
2.2.4 all in Chapter 2 of the thesis. The description of the epilepsy seizure phase
classification problem is in Section 4.3.2 in Chapter 4 of the thesis with a descrip-
tion of the feature extraction method provided in Section 4.3.2.1. This chapter
is organised as follows: In Section 5.2 the IT2FSVM structure is proposed with
a detailed schematic to illustrate how it functions. Section 5.3 details how the
IT2FSVM method is implemented to solve the classification problem. Section 5.4
presents and analyses the experimental results obtained from the application of
the IT2FSVM method to the epilepsy seizure phase classification problem with
a comparison to other existing methods followed by a discussion of the results
obtained. Section 5.5 draws a conclusion.
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5.2 Interval Type-2 Fuzzy Support Vector Ma-
chines (IT2FSVMs)
In this section, the mechanism of the IT2FSVM classifier is discussed. The stan-
dard SVM classifier is used for this hybrid classification mechanism which involves
the merging of an IT2FIS with an SVM to form the IT2FSVM. The IT2FSVM
can be characterised as a multiple-input-single-output classifier. The ability of
the IT2FIS to handle uncertainty makes it very complementary to the SVM in













Figure 5.1: Block diagram of IT2FSVM.
The overall IT2FSVM architecture is shown in Fig. 5.1. The original EEG
input is first subjected to feature extraction in order to extract relevant features
from the dataset. The feature vector input is then fed into the IT2FSVMs which
are represented by the IT2 SVM blocks in the diagram. As the hyperplane can
only separate 2 classes, multiple SVMs are required as there are more than 2
classes in a classification problem. For the application in this chapter which is
to differentiate between the epileptic seizure stages, multiple SVMs are required
as there are three classes (seizure-free, pre-seizure and seizure). There are three
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Case Output1 Output2 Output3 Final Class (Output)
1 −1 −1 −1 or 1 1
2 1 −1 or 1 −1 2
3 −1 or 1 1 1 3
4 1 −1 1 3
5 −1 1 −1 3
Table 5.1: Table showing the if-then rules used by the rule based class determiner
system. Table showing the if-then rules. Class 1: Seizure-free, class 2: Pre-
seizure, class 3: Seizure
IT2 SVM blocks in the diagram which are used to individually separate between
the seizure phases. IT2 SVM 1 separates between the seizure-free and pre-seizure
phases with the label “−1” indicating the input data belongs to the seizure-free
class and label “1” indicating the input data belongs to the pre-seizure class. IT2
SVM 2 separates between the seizure-free and seizure phase with the label “−1”
indicating the input data belongs to the seizure-free class and label “1” indicating
the input data belongs to the seizure class. Finally, IT2 SVM 3 separates between
the pre-seizure and seizure phase with the label “−1” indicating the input data
belongs to the pre-seizure class and label “1” indicating the input data belongs
to the seizure class. The output of the three IT2 SVM blocks are presented in
Output1 to Output3. The output from the 3 IT2 SVM blocks are then fed into
the rule-based class determiner in order to get the final classification output.
In the following paragraphs, a more detailed description of the IT2FSVM
structure is provided. This will constitute of more technical details to aid in the
potential reproduction of the simulations carried out for the research conducted
in this chapter. The original EEG input data had a 19 × 100 vector input and
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feature extraction is used to reduce it to a 45-input feature vector which is used as
the input of the IT2SVM. This reduces the dimensionality of the input data and
thereby improves the classification performance. More details about the feature
extraction method can be found in Section 4.3.2.1 in Chapter 4 of the thesis.
The IT2FSVM block consists of a feature vector input, 3 fuzzy rules each con-
sisting of two SVMs associated with the lower and upper membership functions
and a defuzzification block which is used to produce the final crisp output. In this
block, the feature vector input is normalised and each input sample is assigned
a membership grade based on the IT2 membership functions with the GA being
used to optimise the shape of the IT2 membership functions. The objective func-
tion for the GA is to maximise the classification accuracy of the overall classifier
architecture. This process can be further improved by tweaking the parameters
of the genetic algorithm such as the number of iterations or the population size.
A full list of the GA parameters can be found in Table. 5.2.
The SVMs are then trained with a section of the feature vector input after
which unseen data can be applied in order to produce an output. Although the
standard SVM is used for this purpose, the results can be optimised by adjusting
the SVM parameters such as the regularization constant and kernel function.
The output of the SVM for each of the fuzzy rules is then combined with the
membership grade for that particular input to produce a fuzzy output. The
number of fuzzy rules can be defined by any integer value but an increase in the
number of fuzzy rules would lead to a slower convergence of training and also a
higher computational cost of the system. In this chapter, there are three fuzzy
rules employed to implement the IT2FSVM. Referring to Fig. 5.1, we have three
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IT2 SVMs. Each IT2 SVM is governed by the following rules:
Rj : If ‖x‖ is F˜ j THEN y is G˜j, j = 1, 2, 3 (5.1)
where ‖x‖ is the normalised input which is described further in Section 5.3 of
this chapter. F˜ j is defined as an IT2 triangular membership function as shown in
Fig. 2.2 and G˜j is a singleton with SVMjk as LMF and SVMjk as UMF, k = 1,
2, 3, denoting the number of IT2FSVMs in Fig. 2.3. SVMjk and SVMjk are two
SVMs with the output Outjk and Outjk defined by the following hyperplanes:
Outjk = sgn(ωjk · z + bjk) = sgn
( N∑
i=1
αijkyiK(xi, x) + bjk
)
(5.2)
Outjk = sgn(ωjk · z + bjk) = sgn
( N∑
i=1
αijkyiK(xi, x) + bjk
)
(5.3)
where j = 1, 2, 3 denotes the j-th (lower or upper) SVM in Fig. 2.3 and k = 1,
2, 3 denotes the k-th IT2 SVM in Fig. 2.3. Further clarification of Equations 5.2
and 5.3 can be obtained by reviewing the SVM theory in Section 2.2.2 in Chapter
2 of the thesis. The Outputk of the IT2 SVM block k can then be obtained by
the defuzzification process outlined in Section 2.2.4 in Chapter 2 of the thesis.
The output of the IT2 SVM blocks are then fed into the rule-based class
determiner. The rule-based class determiner was designed in order to maximise
the classification accuracy of the IT2FSVM classifier. The output from the 3 SVM
blocks are compared and the particular class that has the majority amongst the 3
SVM blocks is assigned the final class output. The system for selecting the final
classification output for the IT2FSVM is shown in Table. 5.1. The final class is a
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whole number between 1 and 3 where “1” represents the seizure-free phase, “2”
represents the pre-seizure phase and “3” represents the seizure phase.
5.3 Method
The epilepsy problem has been introduced and discussed previously in Section
4.3.2 in Chapter 4 of the thesis. This is the problem that we attempt to address
with the aid of the IT2FSVM. A classifier based on the proposed IT2FSVM
structure has been implemented for the classification of the 3 seizure phases with
the aid of the feature vectors obtained from the feature extraction method as
shown in the Epilepsy Seizure Phase Prediction section found in Chapter 4 of the
thesis . The structure of the IT2FSVM consists of 3 IT2 SVM blocks that are used
to distinguish between the 3 seizure phases. Fig. 5.1 shows the overall structure
of the FSVM classifier which consists of 18 45-input-single-output SVMs (6 for
each of the IT2 SVM blocks). The 3 sets of SVMs attempt to distinguish between
3 classes of data stems from the fact that the SVM can only separate between 2
classes at any given time.
There are 3 fuzzy rules for each of the IT2 SVM blocks. The parameters of the
triangular membership functions, i.e., p1 to p7, as shown in Fig. 2.2 are optimised
by the GA in order to influence the shape of the membership functions. The GA
optimization is performed to maximise the classification accuracy using 70% of
dataset as the training samples. The rest 30% of dataset are used as the test
samples. The lower and upper membership functions for SVM Block 1 to 3 after
training are shown in Figs. 5.2 to 5.4. The membership grade is represented
on the y-axis and the normalised inputs are represented on the x-axis. The
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Figure 5.2: Membership functions for SVM Block 1. Dotted line: Membership
function for rule 1, Straight Line: Membership function for rule 2, Dashed Line:
Membership function for rule 3.
normalised input denoted as xnorm is calculated as follows:
xnorm = x1
2 + x2





max(x)−min(x) , i = 1, 2, . . . , N, (5.5)
xi is the i-th element of the vector x, min(x) and max(x) denote the minimum
and maximum value of the elements in x, respectively.
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Figure 5.3: Membership functions for SVM Block 2. Dotted line: Membership
function for rule 1, Straight Line: Membership function for rule 2, Dashed Line:
Membership function for rule 3.








Figure 5.4: Membership functions for SVM Block 3. Dotted line: Membership
function for rule 1, Straight Line: Membership function for rule 2, Dashed Line:
Membership function for rule 3.
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Parameter Value
Number of Iterations 10
Population Size 20
Selection Stochastic uniform selection function





Stopping Criterion It stops when the weighted average relative
change in the best fitness function value over
100 generations is less than or equal to 10−6
Table 5.2: GA Parameters
The simulations that have been conducted with MATLAB. The control pa-
rameters of the GA are shown in Table. 5.2. Different combinations of kernel
functions are utilised in the SVMs. The optimal combination was chosen based
on its ability to maximise the classification accuracy of the classifier. The param-
eters used for the SVM are as follows: In the IT2 SVM1, there are 6 SVMs used,
with all utilizing the RBF kernel function with the width of the RBFs for all 6 of
them set to
√
1/200, and the regularization constant C = 500; In IT2 SVM2 6
SVMs are used, with the polynomial kernel function applied in all cases and the
degree of polynomial set to 2, and C = 5000; In IT2 SVM3 the kernel function
utilised for all SVMs is the quadratic kernel function with C = 500.
In order to obtain an appreciation of the robustness of the proposed classifier,
white Gaussian noise with the levels of 0.05, 0.1, 0.2 and 0.5 have been added
to the original test dataset. Under these noisy conditions, the simulations were
carried out 10 times for each of the noise levels and four statistical factors namely
worst, average, best and standard deviation of classification accuracy were cal-
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culated. We take these four statistical factors into account since the noisy data
is random in nature and drawing conclusions from a single simulation would not
accurately evaluate the robustness of the classifier to noise.
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5.4 Experimental Results and Analysis
The proposed IT2FSVM classifier is used to classify between the 3 epilepsy seizure
phases using the feature vector that has been obtained by the method detailed in
Section 4.3.2.1 in Chapter 4 of the thesis. For comparison purposes, 3 traditional
classifiers (kNN, naive Bayes and SVM classifiers) are considered. When tradi-
tional SVM classifier is considered, they are connected in the classifier structure
as shown in Fig. 2.3, i.e., replacing the IT2SVM with the traditional SVM. For
the design of the hyperplane, all three traditional SVMs take the RBF kernel
with the width of
√
1/1400 and regularization constant C = 500.
The classification accuracy with respect to the training dataset for all clas-
sifiers is given in Tables 5.3 and 5.4. The tables show the training and testing
classification accuracy from the best performed classifiers during the design. They
tabulate the worst (among the three classes), best (among the three classes), av-
erage (over the three classes) and individual class classification accuracy for both
training and testing dataset.
It can be seen from Table. 5.3 that the kNN classifier performs the best in
terms of average classification accuracy of 100%. The IT2FSVM classifier comes
in the second place with 99.0510% (less than 1% compared with the kNN clas-
sifier). This however is not an indication of the kNN being a superior classifier
as we see that it suffers from a significant reduction in its average classification
performance when exposed to unseen test data with and without noise as seen
in column 3 of Table. 5.4 and column 2 of Tables 5.5-5.8. The 100% average
training accuracy seen in Table. 5.3 is reduced to 56.6667% in Table.5.4 when
the classifier is subjected to the test data. Another significant impact of this is
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that the kNN has an individual testing classification accuracy of 23.3333% as seen
in the 5th column of Table.5.4 when classifying the pre-seizure phase (class 2),
this is significant because the accurate classification of the pre-seizure phase is a
core objective in addressing the problem of epilepsy seizure phase classification.
This would give the patients the advance warning and therefore sufficient time
to prepare for the onset of the seizure. The SVM and naive Bayes are ranked
third and fourth. Table. 5.4 shows that the IT2FSVM classifier outperforms
other classifiers in terms of average classification accuracy for testing dataset. It
also shows that the IT2FSVM demonstrates an outstanding generalization ability
dealing with unseen data. Compared with other classifiers, the average testing
classification accuracies are 10% to 21% higher. The results show that the naive
Bayes classifier performs the worst to the testing data and its generalization capa-
bility is the poorest. Referring to the worst individual class testing classification
accuracy, IT2FSVM can still achieve 70% while other degrade around 23% to
50%.
Tables 5.5 to 5.8 show the testing classification accuracy for the testing data
subject to Gaussian noise with the levels of 0.05, 0.1, 0.2 and 0.5. The experi-
ments were repeated 10 times for each classifiers. The “Worst” and the “Best”
columns show the worst and best testing individual class classification accura-
cies among the 10 experiments. The “Mean” and “Std” columns show the mean
and standard deviation of the average testing accuracies of the three classes of
the 10 experiments. The columns for “Class 1”, “Class 2” and “Class 3” show
average testing classification accuracy for classes 1 to 3, respectively, of the 10
experiments.
In general, the classification accuracies decreases for all classifiers when the
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Classification Accuracy (%)
Classifier Average Class 1 Class 2 Class 3
1 99.0510 100.000 97.1400 100.0000
2 86.6667 100.0000 90.0000 70.0000
3 100.0000 100.0000 100.0000 100.0000
4 77.1400 90.0000 41.4333 100.0000
Table 5.3: Summary of training samples classification performance for EEG signal
with original dataset. Classifier 1: FSVM classifier, classifier 2: traditional SVM
classifier, classifier 3: K-nearest neighbor classifier, 4: Naive Bayes classifier.
noise level increases. In most of the cases, the average testing classification of
IT2FSVM and naive Bayes classifiers achieve the best result. However, when
it is down to the individual class classification accuracy, especially for higher
noise levels (0.1, 0.2 and 0.5), the IT2FSVM performs more robustly with the
lowest class classification accuracy of 40% while other classifiers obtain lower
class classification accuracies ranging from 15% to 36%. Similar to the comment
concerning the kNN and its poor performance in accurately classifying the pre-
seizure phase (Class 2), it is important to also note that the nave Bayes classifier
exhibits a relatively poor ability to classify the pre-seziure phase as we see that
the SVM and IT2FSVM provides superior class classification for the pre-seizure
phase in the training, noise-free testing and noise testing of both classifiers. This
is a critical difference between these classifiers. The IT2FSVM however achieves a
superior overall/average classification accuracy when compared to the SVM and
this result shows the superiority and suitability of the IT2FSVM for classifying
the three epilepsy seizure phases.
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Classification Accuracy (%)
Classifier Average Class 1 Class 2 Class 3
1 87.7800 100.000 70.0000 93.3300
2 71.1100 90.0000 70.0000 53.333
3 56.6667 96.6700 23.3333 50.0000
4 77.7778 100.0000 33.3333 100.0000
Table 5.4: Summary of testing samples classification performance for EEG signal
with original dataset. Classifier 1: FSVM classifier, classifier 2: traditional SVM
classifier, classifier 3: K-nearest neighbor classifier, 4: Naive Bayes classifier.
Classification Accuracy (%)
Classifier Worst Mean Best Std Class 1 Class 2 Class 3
1 62.2200 66.1100 68.8900 0.0211 8.3000 93.0000 97.0000
2 61.1100 66.2200 68.8900 0.0235 11.1333 96.0000 97.3333
3 56.6700 57.8900 58.8900 0.0176 96.0000 25.0000 52.6700
4 77.7778 78.3333 80.0000 0.7857 99.0000 37.8900 100.0000
Table 5.5: Summary of testing classification performance for EEG signal under
dataset subject to noise level of 0.05. Classifier 1: FSVM classifier, classifier 2:
traditional SVM classifier, classifier 3: K-nearest neighbor classifier, 4: Naive
Bayes classifier.
Classification Accuracy (%)
Classifier Worst Mean Best Std Class 1 Class 2 Class 3
1 74.4400 79.4400 85.5600 0.0034 55.3333 66.3333 99.0000
2 66.6700 68.6700 70.0000 0.0126 15.0000 89.0000 98.3333
3 54.4400 56.2200 57.8800 0.0228 92.6700 22.0000 54.0000
4 76.6667 78.8889 82.2222 1.8251 100.0000 33.6667 100.0000
Table 5.6: Summary of testing classification performance for EEG signal under
dataset subject to noise level of 0.1. Classifier 1: FSVM classifier, classifier 2:
traditional SVM classifier, classifier 3: K-nearest neighbor classifier, 4: Naive
Bayes classifier.
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Classification Accuracy (%)
Classifier Worst Mean Best Std Class 1 Class 2 Class 3
1 73.3300 78.0000 83.3300 0.0384 94.0000 40.6667 99.3300
2 72.2200 74.6700 80.0000 0.0250 27.6667 79.3333 99.3333
3 50.0000 53.3333 55.7800 0.0207 91.6667 21.6667 54.0000
4 76.6667 79.0000 82.2222 1.8898 99.3333 34.3333 100.0000
Table 5.7: Summary of testing samples classification performance for EEG signal
under dataset subject to noise level of 0.2. Classifier 1: FSVM classifier, classifier
2: traditional SVM classifier, classifier 3: K-nearest neighbor classifier, 4: Naive
Bayes classifier.
Classification Accuracy (%)
Classifier Worst Mean Best Std Class 1 Class 2 Class 3
1 73.3300 78.0000 82.2200 0.0295 86.0000 48.0000 100.0000
2 67.7800 68.6700 70.0000 0.0126 36.3333 76.3333 98.3333
3 54.4444 56.6700 58.8900 0.0236 92.6700 23.0000 54.3333
4 75.5556 78.2222 80.0000 1.5585 99.6667 33.6667 100.0000
Table 5.8: Summary of testing classification performance for EEG signal under
dataset subject to noise level of 0.5. Classifier 1: FSVM classifier, classifier 2:
traditional SVM classifier, classifier 3: K-nearest neighbor classifier, 4: Naive
Bayes classifier.
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5.5 Conclusion
In this chapter, a novel classification method, IT2FSVM was proposed to use
EEG to classify the epileptic seizure from patients with neurological disorder
symptoms, where the three epileptic seizure phases seizure-free, pre-seizure and
seizure were taken into account. The IT2FSVM merges the SVM and IT2FIS
to create a hybrid classifier which attempts to achieve more accurate classifica-
tion when compared to the traditional classifiers. The simulation results show
that the IT2FSVM can achieve more accurate classifications than the traditional
kNN, naive Bayes and SVM method do when the classifier is subjected to the
original and uncontaminated input data. The input data was then contaminated
with noise in order to evaluate the robustness of the proposed IT2FSVM. The
validation results show that the proposed IT2FSVM achieve a more significant
level of robustness to noisy data when compared to other classification meth-
ods. Future research direction will aim to optimise the membership function and
the IT2FSVM architectures in order to further improve the overall classification
accuracy.
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5.6 Discussion - Material Surface Classification
In this section, we discuss the performance of the implemented classifiers in terms
of their ability to deal with the material classification problem. The results from
best out of the 6 neural network architectures reviewed in Chapter 3 (the tree-
structured classifier) and also the VWNN proposed in Chapter 4 which were im-
plemented in an attempt to deal with the material surface classification problem
are presented and discussed. The training and testing classification accuracy un-
der the original dataset can be found in Table. 5.9. In the table we have the worst
and average classification accuracies for the training and testing datasets. The
worst classification accuracy represents the worst individual accuracy amongst the
18 materials whilst the average classification accuracy is obtained by calculating
the average individual accuracy of the 18 materials.
In reference to Table. 5.9 we observe a high level of performance in terms
of classification accuracy at the different number of feature points used for both
classifiers with the lowest average classification being 98.61% recorded by both
the tree-structured and VWNN classifiers when 4 feature points are used for
classification. In terms of the individual classification accuracy, the lowest classi-
fication accuracy is 90%. When comparing both classifiers in terms of the results
obtained, we observe that the tree-structured classifiers outperforms the VWNN
when using 3 and 5 feature points as the input data for classification with the
performance of both classifiers being equal when 4 feature points are used. The
testing classification accuracy under a dataset subjected to noise is shown in
Table. 5.10. The results show that the tree-structured classifier outperforms
the VWNN when 3, 4 and 5 feature points are used as the input into the clas-
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97.5000 99.8611 90.0000 99.1667




100.0000 100.0000 90.0000 98.6111




100.0000 100.0000 100.0000 100.0000
5 VWNN 100.0000 100.0000 95.0000 99.1667
Table 5.9: Summary of classification performance of the Tree-Structured and
VWNN classifiers for Material Classification under noise-free dataset.
sifer with an average classification accuracy of 97.8611%, 97.3611% and 99.7778%
when compared to the VWNN which had a classification accuracy of 94.2222%,
91.2222% and 96.3889% respectively for 3, 4 and 5 feature points. In terms of the
worst individual classification accuracy, we see that the VWNN performs poorly
also as it has a classification accuracy of 0% for one of the classes when 4 feature
points are being used. From these results we come to the conclusion that the
tree-structured classifier poses a superior level of performance when compared to
the VWNN and it is therefore the most effective classifier at dealing with this
problem. The tree-structured classifier also has a lower level of complexity whilst
offering a higher level of flexibility in implementation.
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96.3889 97.8611 99.1667 0.9679 80.5000




95.5556 97.3611 99.1667 1.0499 75.5000




99.1667 99.7778 100.0000 0.2869 96.0000
5 VWNN 93.6111 96.3889 98.3333 1.5817 68.0000
Table 5.10: Noise: Summary of classification performance of the Tree-Structured
and VWNN classifiers for Material Classification under dataset subject to a noise
level of 0.005
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5.7 Discussion - Epilepsy Seizure Phase Classi-
fication
In this section, we discuss the performance of the implemented classifiers in terms
of their ability to deal with the epilepsy seizure phase classification problem. The
VWNN classifier in Chapter 4 and IT2FSVM classifier in Chapter 5 are imple-
mented in order to solve this problem. The results obtained from the simulations
carried out are presented and discussed. The training and testing classification
accuracy under the original dataset can be found in Table. 5.11. In the table
we have the worst and average classification accuracies for the training and test-
ing datasets. The worst classification accuracy represents the worst individual
accuracy amongst the 3 seizure phases whilst the average classification accuracy
is obtained by calculating the average individual classification accuracy of the 3
seizure phases.
Referring to the results in Table. 5.11 we see that the VWNN performs
better than the FSVM both with the training stage with an average classification
accuracy of 100% compared to that of the IT2FSVM which is 99.0500%. The
VWNN also proves to have superior performance when using the testing data with
an average classification accuracy of 91.1111% compared to that of the IT2FSVM
which is 87.7800%. We also observe that the worst individual accuracy in the
testing data for the VWNN is 80% compared to 70% when using the IT2FSVM
classifier.
The testing classification accuracy under a dataset that has been subjected to
noise at levels of 0.05, 0.1, 0.2 and 0.5 is shown in Table. 5.12. The results show
that the VWNN outperforms the IT2FSVM in at all noise levels with an average
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Classifier Worst Average Worst Average
VWNN 100 100 80.0000 91.1111
IT2FSVM 97.1400 99.0500 70.0000 87.7800
Table 5.11: Summary of classification performance of the VWNN and IT2FSVM
for EEG signals with original dataset.
classification accuracy of 89.2222%, 86.4444%, 84.4444% and 83.5556% for noise
levels of 0.05, 0.1, 0.2 and 0.5 respectively. From the results obtained, we come
to the conclusion that the VWNN classifier poses a high level of performance in
dealing with this problem when compared to the IT2FSVM. The high level of
classification accuracy for the classification between the 3 seizure phases show
that it is a suitable classifier to deal with this problem.
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Worst Average Best Std
VWNN 0.05 85.5556 89.2222 94.4444 2.9801
IT2FSVM 0.05 62.2200 66.1100 68.8900 0.0211
VWNN 0.10 80.0000 86.4444 92.2222 4.1869
IT2FSVM 0.10 74.4400 79.4400 85.5600 0.0034
VWNN 0.20 78.8889 84.4444 90.0000 3.4978
IT2FSVM 0.20 73.3300 78.0000 83.3300 0.0384
VWNN 0.50 81.1111 83.5556 85.5556 1.5948
IT2FSVM 0.50 73.3300 78.0000 82.2200 0.0295
Table 5.12: Summary of VWNN and IT2FSVM classification performance for
EEG signal under dataset subject to noise levels ranging from 0.05 to 0.5.
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Chapter 6
Conclusions and Future work
The research that was conducted in this thesis involved an investigation into a
number of classification techniques and their application to solve two research
problems. The classification techniques introduced were the neural network,
variable-weight neural network and interval type-2fuzzy support vector machine
with the Naive Bayes and kNN classifiers used for comparison. The novel and
existing methods were proposed in order to deal with two particular problems,
that of material surface classification and epilepsy seizure phase classification.
• For material surface classification where the input data is obtained with the
aid of a tactile sensing robotic finger, research was carried out into 6 well
known neural network architectures (one-against-all, weighted one-against-
all, binary coded, parallel structured, weighted parallel-structured and tree-
structured) which are applied as the classifiers in an attempt to solve the
material classification problem. There were 18 household materials which
were used as the input. In this approach, the viability of the classifier is
justified based on its classification accuracy and also the robustness to the
introduction of noise to the input. The performance of the classifiers were
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then compared to well-known traditional classification methods (kNN and
Naive Bayes) with and without noise in the inputs. From the experimental
results we see that the parallel-structured, tree-structured and nave Bayes
classifiers outperform all the others, the overall best classifier is the tree-
structured classifier as it demonstrates a high level of robustness to noise
when compared to the others.
• A novel classifier known as the variable weight neural network (VWNN) was
proposed in chapter 4. The variable weight neural network allows its weights
to be changed based on the inputs to the network. This is done by having
two neural networks known as the tuning network and the tuned network.
The tuning network produces output weights vectors which consists of all
the interconnection weights for the tuned neural network. The tuned neural
network then uses the weights obtained from the tuning network to process
the input. This gives it the unique ability of being able to adapt to a wide
range of inputs into the network and therefore offer better generalization
performance when compared to a neural network with fixed weights. The
proposed classifier is able to have an improved capability in being able to
deal with a wide range of classification problems. The capability of the
VWNN is tested by applying it to two real world problems, that of epilepsy
seizure phase classification and the material classification problem. Once
again the KNN and Nave Bayes classifiers are used as a comparison to the
performance of the VWNN. The simulation results show that the VWNN
has a superior performance to the traditional classifiers in terms of the
classification error and also robustness when the input data is contaminated
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with noise.
• The third and final significant contribution shown in the thesis involves the
merging of interval type-2 fuzzy logic with the support vector machine to
propose a novel interval type-2 fuzzy support vector machine (IT2FSVM).
The IT2FSVM was applied to the epileptic seizure classification problem
where the aim is to classify between three epileptic seizure phases (seizure-
free, pre-seizure and seizure). The performance of the IT2FSVM classifier
was measured based on its ability to accurately recognize the three epileptic
seizure phases. The IT2FSVM classifier shows superior learning capabilities
with the original data when compared to other classifiers. The IT2FSVM
also shows a high level of robustness to noise when white Gaussian noise is
applied to it.
The research conducted in this thesis has been successful in its ability to
deal with the two proposed problems (epileptic seizure classification and material
classification) as the classifiers proposed in the thesis have been able to show a
high level of classification accuracy in the classification involved in both problems.
6.1 Future Work
In this section, some ideas are discussed with the purpose of utilizing them for
future work on the research carried out in this thesis.
• For the IT2FSVM discussed in chapter 5, I would investigate different pa-
rameters for the classifier to deduce its effect on performance (i.e. in terms
of being able to significantly improve the classification accuracy of the clas-
118
6. CONCLUSIONS AND FUTURE WORK
sifier). The parameters referred to include the IT2FIS parameters (e.g mem-
bership function shape, type-reduction method) and genetic algorithm (GA)
parameters (mutation method, no of generations e.t.c) since the GA is used
to optimize the shape of the membership function. The SVM parameters
(kernel function and regularization constant) were optimized manually via
trial and error, a future work would be to utilize the GA or any other
optimization method in optimizing the SVM parameters.
• For the material classification problem, further research could be carried
out into other methods of obtaining the input data inspired from methods
used in the literature review (such as modal analysis, polarimetric imaging
or photon scattering ) and also different feature extraction methods inves-
tigated to obtain feature vectors. In the research conducted, the moments
of the distribution used for feature extraction were the mean and variance
(1st and 2nd order). Further research could be carried out into using higher
other moments such as skewness and kurtosis. The performance would be
judged based on their ability to improve the classification accuracy by mak-
ing it easier for the classifiers to differentiate between classes.
• For the epilepsy seizure phase classification, from the research conducted I
noticed that the greatest difficulty was in being able to differentiate between
the seizure-free and pre-seizure classes (the EEG pattern of the seizure phase
is significantly different from the others and therefore easily separable) and
this had a signficant effect on the overall classification accuracy of the clas-
sifier. In the research conducted in the thesis, the same feature extraction
method has been used for the data obtained from all 3 seizure phases.
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Research could be conducted into other signal processing and feature ex-
traction techniques that could be better suited to extracting the distinct
features in both classes.
• Tackle a time-series prediction problem (such as financial time-series) by
applying the IT2FSVM method proposed in the thesis. In this instance,
the SVMs are replaced by SVRs (Support Vector Regressors). This ap-
proach can be further improved by implementing a fuzzy kernel approach
to combine the existing SVM kernels with the aid of a membership func-
tion with a membership grade being attached to the output from each of
the kernels. The VWNN can also be utilised in a time-series application.
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