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INFINITELY MANY PERIODIC SOLUTIONS FOR A CLASS OF
FRACTIONAL KIRCHHOFF PROBLEMS
VINCENZO AMBROSIO
Abstract. We prove the existence of infinitely many nontrivial weak periodic solutions for a
class of fractional Kirchhoff problems driven by a relativistic Schrödinger operator with periodic
boundary conditions and involving different types of nonlinearities.
1. Introduction
In this paper we deal with the existence of infinitely many nontrivial weak periodic solutions for
the following class of fractional Kirchhoff problems:{
(a+ b|u|2
Hs
2π
)(−∆+m2)su = λ|u|q−2u+ |u|p−2u in (−π, π)3,
u(x+ 2πei) = u(x) for all x ∈ R3, i = 1, 2, 3 (1.1)
where a, b,m > 0 are real positive numbers, {ei}i=1,2,3 is the canonical basis in R3, λ > 0 is a
parameter, s ∈ (3/4, 1), and 1 < q < 2 < p ≤ 2∗s, where 2∗s = 63−2s is the fractional critical
exponent. The fractional Schrödinger operator (−∆ + m2)s is a nonlocal operator which can
be defined for any u =
∑
k∈Z3 ck
eık·x
(2π)
3
2
∈ C∞2π(R3), that is u is infinitely differentiable in R3 and
2π-periodic in each variable, by
(−∆+m2)su(x) =
∑
k∈Z3
ck(|k|2 +m2)s e
ık·x
(2π)
3
2
(1.2)
where
ck :=
1
(2π)
3
2
∫
(−π,π)3
u(x)e−ık·xdx (k ∈ Z3)
are the Fourier coefficients of the function u. This operator can be extended by density on the
Hilbert space
H
s
2π :=
{
u =
∑
k∈Z3
ck
eık·x
(2π)
3
2
∈ L2(−π, π)3 :
∑
k∈Z3
(|k|2 +m2)s |ck|2 < +∞
}
endowed with the norm |u|Hs
2π
:=
(∑
k∈Z3(|k|2 +m2)s|ck|2
)1/2
; see [5, 6].
When m = 0, the operator in (1.2) appears in the study of quasi-geostrophic equations; see
[21, 32]. In RN , one of the main reasons of studying the operator (−∆ +m2)s is related to its
physical meaning. Indeed, when s = 1/2, the operator (−∆ + m2)1/2 − m corresponds to the
free Hamiltonian of a relativistic particle with mass m; see [33]. There is also a deep connection
between −[(−∆+m2)s−m2s] and the theory of Lévy processes: such operator is the infinitesimal
generator of a relativistic 2s-stable process {Xmt }t≥0, that is a Lévy process with characteristic
function given by
E(eiξ·X
m
t ) := e−t[(m
2+|ξ|2)s−m2s] (ξ ∈ RN);
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see [16] for more details. More generally, fractional and nonlocal operators have achieved tremen-
dous popularity in these years both pure and applied mathematical research. In fact, these
operators arise in several concrete real-world applications such as phase transitions, flames prop-
agation, chemical reaction in liquids, population dynamics, American options in finance, crystal
dislocation. For more details and applications on this topic we refer to [22, 37].
On the other hand, if we take s = 1 and we replace λ|u|q−2u + |u|2∗s−2u by a more general
nonlinearity h(x, u), (−π, π)3 by a bounded open set Ω and periodic boundary conditions by
homogeneous Dirichlet boundary conditions, then (1.1) boils down to the well-known classical
Kirchhoff equation { − (a+ b ∫Ω |∇u|2dx)∆u = h(x, u) in Ω,
u = 0 on ∂Ω,
(1.3)
which is related to the stationary analogue of the Kirchhoff equation
ρutt −
(
p0
h
+
E
2L
∫ L
0
|ux|2dx
)
uxx = 0, (1.4)
introduced by Kirchhoff [31] in 1883 as an extension of the classical D’Alembert’s wave equation
for describing the transversal oscillations of a stretched string. The parameters in equation (1.4)
have the following meanings: L is the length of the string, h is the area of the cross-section,
E is the young modulus (elastic modulus) of the material, ρ is the mass density, and p0 is the
initial tension. We refer to [15,41] for the early classical studies dedicated to (1.4). We also note
that nonlocal boundary value problems like (1.3) model several physical and biological systems,
where u describes a process which depends on the average of itself, as for example, the population
density; see [2,19]. However, only after the Lions’ work [34], where a functional analysis approach
was given to attack a general Kirchhoff equation in arbitrary dimension with external force term,
problem (1.3) began to catch the attention of several mathematicians; see [1–3,25,28,36,40] and
the references therein. We would like to mention [29, 30] for some results concerning Kirchhoff
problems in closed manifolds.
In the nonlocal framework, Fiscella and Valdinoci [26] proposed for the first time a stationary
fractional Kirchhoff variational model in a bounded domain Ω ⊂ RN with homogeneous Dirichlet
boundary conditions and involving a critical nonlinearity:{
M
(∫
RN
|(−∆) s2u|2dx
)
(−∆)su = λf(x, u) + |u|2∗s−2u in Ω,
u = 0 in RN \Ω,
(1.5)
where (−∆)s is the fractional Laplacian in RN ,M is a continuous Kirchhoff function whose model
case is given by M(t) = a+ bt, f is a continuous subcritical nonlinearity and λ is a parameter. In
their correction of the early (one-dimensional) model, the tension on the string, which classically
has a “nonlocal” nature arising from the average of the kinetic energy |ux|
2
2 on [0, L], possesses a
further nonlocal behavior provided by the Hs-norm (or other more general fractional norms) of
the function u; see [26] for more details. After the pioneering work [26], several existence and
multiplicity have been established by different authors; see [9,10,12,24,38,42] and the references
therein. We note that the Kirchhoff problems considered in literature are set in RN or in bounded
domains with homogeneous boundary conditions. On the other hand, in these years the existence
and multiplicity of periodic solutions for subcritical and critical problems have been studied
in [5–8,11] and the references therein.
Motivated by the interest shared by the mathematical community towards fractional Kirchhoff
problems and periodic solutions for elliptic equations, the goal of this paper is to investigate
the existence of nontrivial periodic solutions for fractional Kirchhoff problems with subcritical or
critical growth. Now, we state our main results concerning (1.1).
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Theorem 1. Let 2 < p < 4. Then, problem (1.1) admits infinitely many periodic solutions, for
all λ > 0.
Theorem 2. Let 4 < p < 2∗s. Then, there exists λ∗ > 0 such that, for all λ ∈ (0, λ∗), problem
(1.1) has infinitely many periodic solutions.
Theorem 3. Let p = 4 and b > 1
S2
4
. Then, problem (1.1) has infinitely many periodic solutions,
for all λ > 0.
Theorem 4. Let p = 2∗s. Then, there exists λ∗ > 0 such that, for all λ ∈ (0, λ∗), problem (1.1)
has infinitely many periodic solutions.
The proofs of our main results are obtained by applying variational and topological arguments
inspired by [1, 25, 27] after transforming (1.1) into a local problem in one more dimension, via a
suitable variant of the extension method [18] in the periodic setting. In this way, we are able to
overcome the nonlocal nature of the operator (−∆+m2)s. More precisely, as proved in [5,6] (see
also [44]), for any u ∈ Hs2π there exists a unique function U ∈ Xs2π, called periodic extension of u,
weakly solving

− div(y1−2s∇U) +m2y1−2sU = 0 in S2π := (−π, π)3 × (0,∞),
U|{xi=0} = U|{xi=2π} on ∂LS2π := ∂(−π, π)3 × [0,∞),
U(x, 0) = u(x) on ∂0S2π := (−π, π)3 × {0},
where Xs2π is defined as the closure of the set C∞2π(R3+1+ ) of smooth and 2π-periodic (in x) functions
in R3+1+ with respect to the norm
‖U‖Xs
2π
:=
(∫∫
S2π
y1−2s(|∇U |2 +m2sU2) dxdy
)1/2
.
Moreover, Hs2π coincides with the space of traces on (−π, π)3 × {0} of functions in Xs2π.
The importance of the extension function U is that it is connected to the operator (1.2) of the
original function u through the formula
− lim
y→0+
y1−2s
∂U
∂y
(x, y) = κs(−∆+m2)su(x) in H−s2π ,
where κs = 2
1−2sΓ(1− s)
Γ(s)
and H−s2π denotes the dual space of H
s
2π; see Section 2.
As a consequence of the previous facts, the study of (1.1) is equivalent to investigate the
following degenerate elliptic problem

− div(y1−2s∇U) +m2y1−2sU = 0 in S2π,
U|{xi=−π} = U|{xi=π} on ∂LS2π,
(a+ b‖U‖2
Xs
2π
)∂1−2sν U = κs[λ|u|q−2u+ |u|p−2u] on ∂0S2π,
(1.6)
where
∂1−2sν U(x) := − lim
y→0+
y1−2s
∂U
∂y
(x, y)
is the conormal exterior derivative of U .
In the light of the variational structure of (1.6), we look for critical points of the energy
functional J : Xs2π → R given by
J (U) = a
2
‖U‖2Xs
2π
+
b
4
‖U‖4Xs
2π
− λκs
q
|Tr(U)|qq −
κs
p
|Tr(U)|pp.
Clearly, the functions U ∈ Xs2π are defined in S2π, so the local arguments that we will develop
along the paper have to be handled carefully in order to take care of the trace of the involved
functions. For instance, in the proof of Theorem 1, we use Clark’s Theorem [20] after proving a
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very interesting relation for appropriate finite dimensional spaces of Xs2π; see Sections 3. Again, in
the critical case, in order to recover some compactness properties for the functional J , we establish
a suitable variant of the concentration-compactness lemma [35] in periodic setting taking into
account that Xs2π is locally compactly embedded in the weighted Lebesgue spaces L
2(S2π, y1−2s);
see Section 5. We also stress that the restriction s ∈ (34 , 1) plays an important role to apply our
variational arguments. Indeed, when s ∈ (0, 34 ], since 2∗s ≤ 4, it is difficult to derive the geometric
structure of the functional and the boundedness, convergence of the Palais-Smale sequences.
To our knowledge, this is the first time that the existence and multiplicity of periodic solutions
for fractional Kirchhoff problems are investigated in the literature. Moreover, we believe that our
results can be improved and extended for more general fractional Kirchhoff equations in closed
manifolds. These questions will be addressed in future works.
The structure of the paper is the following. In Section 2 we present some preliminary results
concerning the fractional periodic Sobolev spaces and the extension method in periodic setting.
We also recall some basic notions on the Krasnoselskii genus that we will use in the proof of our
main results. In Sections 3 we deal with periodic solutions in the cases 2 < p < 4 and p = 4. In
Section 4 we study the case 4 < p < 2∗s using an appropriate truncated functional inspired by [27].
In Section 5, when p = 2∗s, we prove the existence of infinitely many solutions using a truncated
functional and a suitable version of the concentration-compactness lemma [35].
2. Preliminaries
2.1. Extension method in periodic setting. In this section we fix the notations and we
collect some preliminary facts for future references. Throughout this paper, we denote the upper
half-space in R4 by
R
3+1
+ = {(x, y) ∈ R4 : x ∈ R3, y > 0}.
Let S2π := (−π, π)3 × (0,∞) denote the half-cylinder in R3+1+ with basis ∂0S2π := (−π, π)3×{0}
and lateral boundary ∂LS2π := ∂(−π, π)3 × [0,+∞). We denote by B+r (z, t) = {(x, y) ∈ R3+1+ :
|(x, y) − (z, t)| < r} the ball in R3+1+ of center (z, t) ∈ R3+1+ and radius r > 0. We also use the
notation |u|r to denote the norm of any function u : R3 → R in Lr(−π, π)3.
Now, we recall the it is possible to define a trace operator from Xs2π to H
s
2π.
Theorem 5. [5, 6] There exists a surjective linear operator Tr : Xs2π → Hs2π such that:
(i) Tr(U) = U |∂0S2π for all U ∈ C∞2π(R3+1+ ) ∩ Xs2π;
(ii) Tr is bounded and √
κs|Tr(U)|Hs
2π
≤ ‖U‖Xs
2π
, (2.1)
for every U ∈ Xs2π. In particular, equality holds in (2.1) for some v ∈ Xs2π if and only if
v weakly solves the following equation
− div(y1−2s∇U) +m2y1−2sU = 0 in S2π.
Theorem 6. [5, 6] Let 1 ≤ q ≤ 2∗s. Then Tr(Xs2π) is continuously embedded in Lq(−π, π)3.
Moreover, Tr(Xs2π) is compactly embedded in L
q(−π, π)3 for any 1 ≤ q < 2∗s.
Taking into account Theorem 5 and Theorem 6, it is possible to introduce the notion of extension
for a function u ∈ Hs2π. More precisely, we have the following result:
Theorem 7. [5, 6] Let u ∈ Hs2π. Then, there exists a unique U ∈ Xs2π such that

− div(y1−2s∇U) +m2y1−2sU = 0 in S2π,
U|{xi=−π} = U|{xi=π} on ∂LS2π,
U(·, 0) = u on ∂0S2π,
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and
− lim
y→0+
y1−2s
∂U
∂y
(x, y) = κs(−∆+m2)su(x) in H−s2π .
We call U ∈ Xs2π the periodic extension of u ∈ Hs2π, and we denote it by Ext(u). Moreover, Ext(u)
has the following properties:
(i) Ext(u) is smooth for y > 0 and 2π-periodic in x;
(ii) ‖Ext(u)‖Xs
2π
≤ ‖V ‖Xs
2π
for any V ∈ Xs2π such that Tr(V ) = u;
(iii) ‖Ext(u)‖Xs
2π
=
√
κs|u|Hs
2π
.
In view of the previous facts, we can reformulate the nonlocal problem (1.1) with periodic bound-
ary conditions, in a local way according to the following definition.
Definition 1. We say that u ∈ Hs2π is a weak solution to (1.1) if and only if u = Tr(U) and
U ∈ Xs2π satisfies
(a+ b‖U‖2Xs
2π
)
∫∫
S2π
y1−2s(∇U∇V +m2UV ) dxdy
= κs
∫
(−π,π)3
[λ|Tr(U)|q−2Tr(U) + |Tr(U)|p−2Tr(U)]Tr(V ) dx
for every V ∈ Xs2π.
Next, we prove a very useful result which derives from the theory for the powers of closed positive
self-adjoint unbounded operators in a Hilbert space:
Lemma 1. (i) The operator (−∆+m2)s has a countable family of eigenvalues {λℓ}ℓ∈N which
can be written as an increasing sequence of positive numbers
0 < λ1 < λ2 ≤ · · · ≤ λℓ ≤ λℓ+1 ≤ . . .
Each eigenvalue is repeated a number of times equal to its multiplicity (which is finite);
(ii) λℓ = µ
s
ℓ for all ℓ ∈ N, where {µℓ}ℓ∈N is the increasing sequence of eigenvalues of −∆+m2;
(iii) λ1 = m
2s is simple, λℓ = µ
s
ℓ → +∞ as ℓ→ +∞;
(iv) The sequence {uℓ}ℓ∈N of eigenfunctions corresponding to λℓ is an orthonormal basis of
L2(−π, π)3 and an orthogonal basis of the Sobolev space Hs2π. Let us note that {uℓ, µℓ}ℓ∈N
are the eigenfunctions and eigenvalues of −∆+m2 under periodic boundary conditions;
(v) For any ℓ ∈ N, λℓ has finite multiplicity, and there holds
λℓ = min
u∈Pℓ\{0}
|u|2
Hs
2π
|u|22
(Rayleigh’s principle)
where
Pℓ := {u ∈ Hs2π : 〈u, uj〉Hs2π = 0, for j = 1, . . . , ℓ− 1}.
Proof. It is enough to prove that
(−∆+m2)−s : L2(−π, π)3 → L2(−π, π)3
is a self-adjoint, positive and compact operator.
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Firstly, we observe that if u =
∑
k∈Z3
ck
(2π)
3
2
eık·x and v =
∑
k∈Z3
dk
(2π)
3
2
eık·x belong to L2(−π, π)3,
then
〈(−∆+m2)−su, v〉L2(−π,π)3 =
∑
k∈Z3
ck
(|k|2 +m2)s d¯k
=
∑
k∈ZN
ck
d¯k
(|k|2 +m2)s
= 〈u, (−∆+m2)−sv〉L2(−π,π)3
that is (−∆+m2)−s is self-adjoint.
Clearly, for u =
∑
k∈Z3
ck
(2π)
3
2
eık·x ∈ L2(−π, π)3 we have
〈(−∆+m2)−su, u〉L2(−π,π)3 =
∑
k∈Z3
|ck|2
(|k|2 +m2)s ≥ 0,
and 〈(−∆+m2)−su, u〉L2(−π,π)3 > 0 if u 6= 0.
Finally, we show that (−∆+m2)−s is compact. Let {vj}j∈N be a bounded sequence in L2(−π, π)3
and let us denote by {djk}k∈Z3 its Fourier coefficients. Since L2(−π, π)3 ⊂ H−s2π , it is clear that
{vj}j∈N is bounded in H−s2π . Let us denote by uj = (−∆+m2)−svj.
Thus,
|uj|2Hs
2π
=
∑
k∈Z3
(|k|2 +m2)s |d
j
k|2
(|k|2 +m2)2s = |vj |
2
H
−s
T
,
that is {uj}j∈N is a bounded sequence in Hs2π. Using the compactness of Hs2π into L2(−π, π)3, we
deduce that {uj}j∈N admits a convergent subsequence in L2(−π, π)3. Accordingly, (−∆+m2)−svj
strongly converges in L2(−π, π)3. 
Next, we aim to find some useful relations between the eigenvalues {λj}j∈N of (−∆+m2)s and
the corresponding extended eigenvalue problem in the half-cylinder S2π,

− div(y1−2s∇V ) +m2y1−2sV = 0 in S2π,
V|{xi=0} = V|{xi=T} on ∂LS2π,
∂1−2sν V = κsλjTr(V ) on ∂
0S2π.
(2.2)
Let us introduce the following notations. Set
Vh := Span{V1, . . . , Vh}, (2.3)
where every Vj solves (2.2). Clearly, Tr(Vj) = uj for all j ∈ N, where {uj}j∈N is the basis of
eigenfunctions in Hs2π, defined in Lemma 1. For any h ∈ N, we define
V
⊥
h := {V ∈ Xs2π : 〈V, Vj〉Xs2π = 0, for j = 1, . . . , h}. (2.4)
Since Vj solves (2.2), then we deduce that
V
⊥
h = {V ∈ Xs2π : 〈Tr(V ),Tr(Vj)〉L2(−π,π)3 = 0, for j = 1, . . . , h}.
Hence, Xs2π = Vh
⊕
V
⊥
h . Let us stress that the trace operator is bijective on
E := {V ∈ Xs2π : V solves (7)}.
Indeed, if V˜1 and V˜2 are the extension of u˜1, u˜2 ∈ Hs2π respectively, then
〈V˜i, Φ〉Xs
2π
= ks〈u˜i,Tr(Φ)〉Hs
2π
∀Φ ∈ Xs2π, i = 1, 2. (2.5)
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If u˜1 = Tr(V˜1) = Tr(V˜2) = u˜2, it follows from (2.5) that
〈V˜1 − V˜2, Φ〉Xs
2π
= 0 ∀Φ ∈ Xs2π,
so we deduce that V˜1 = V˜2, that is Tr is injective on E. From this and the linearity of the trace
operator Tr, we get
dimVh = dimSpan{Tr(V1), · · · ,Tr(Vh)} = h.
Now we prove that ‖ · ‖Xs
2π
and | · |2 are equivalent norms on the finite dimensional space Vh.
More precisely, for any V ∈ Vh, it holds
κsm
2s|Tr(V )|22 ≤ ‖V ‖2Xs
2π
≤ κsλh|Tr(V )|22. (2.6)
Firstly, we note that {Vj}j∈N is an orthogonal system in Xs2π, since {Tr(Vj)}j∈N is an orthonormal
system in L2(−π, π)3, and Vj satisfies
〈Z, Vj〉Xs
2π
= κsλj〈Tr(Z),Tr(Vj)〉L2(−π,π)3 for all Z ∈ Xs2π, j ∈ N.
Then, using the fact that {λj}j∈N is an increasing sequence (see (i) of Lemma 1), and the trace
inequality (2.1), for any V =
∑h
j=1 αjVj ∈ Vh we have
κsm
2s|Tr(V )|22 ≤ ‖V ‖2Xs
2π
=
h∑
j=1
α2j‖Vj‖2Xs
2π
= κs
h∑
j=1
λjα
2
j |Tr(Vj)|22 ≤ κsλh
h∑
j=1
α2j |Tr(Vj)|22
= κsλh|Tr(V )|22.
Finally, we prove that for any V ∈ V⊥h the following inequality holds true
λh+1|Tr(V )|22 ≤
1
κs
‖V ‖2Xs
2π
.
Fix V ∈ V⊥h . Then Tr(V ) ∈ Ph+1. Indeed Tr(Vj) = uj is a weak solution to (−∆+m2)su = λju
and using the fact that
〈Tr(V ),Tr(Vj)〉L2(−π,π)3 = 0 for every j = 1, . . . , h,
we can infer that 〈Tr(V ),Tr(Vj)〉Hs
2π
= 0, for every j = 1, . . . , h. Hence, in the light of the
variational characterization (v) of Lemma 1 and the trace inequality (2.1), we get
λh+1|Tr(V )|22 ≤ |Tr(V )|2Hs
2π
≤ 1
κs
‖V ‖2Xs
2π
. (2.7)
Remark 1. In order to lighten the notation, we will assume that κs = 1, and, with abuse of
notation, we denote the trace of a function U : R3+1+ → R by u, that is u = Tr(U).
2.2. Krasnoselskii genus. In this section we recall the definition of the genus and some of its
fundamental properties which will be used along the paper; see [4, 43] for more details.
Let E be a real Banach space and let U denote the class of sets A ⊂ E \{0} such that A is closed
in E and symmetric with respect to the origin, i.e. u ∈ A implies −u ∈ A. For A ∈ U , we define
the genus γ(A) of A by the smallest integer k such that there exists an odd continuous mapping
from A to Rk \{0}. If there does not exist such a k, we put γ(A) =∞. Moreover, we set γ(∅) = 0.
Then we collect the following results.
Proposition 1. Let A,B ∈ U . Then we have
(i) If there exists an odd continuous mapping from A to B, then γ(A) ≤ γ(B).
(ii) If there is an odd homeomorphism between A and B, then γ(A) = γ(B).
(iii) If γ(B) <∞, then γ(A \B) ≥ γ(A)− γ(B).
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(iv) If Sn is the sphere in Rn, then γ(Sn) = n+ 1.
(v) If A is compact, then γ(A) < +∞, and there exists δ > 0 such that Nδ(A) ∈ U and
γ(Nδ(A)) = γ(A), where Nδ(A) = {x ∈ E : ‖x−A‖ ≤ δ}.
Theorem 8. [20] Let J ∈ C1(X,R) be a functional satisfying the Palais-Smale condition. Fur-
thermore, let us suppose that
(i) J is bounded from below and even,
(ii) there is a compact set K ∈ U such that γ(K) = k and supx∈K J (x) < J (0).
Then, J possesses at least k pairs of distinct critical points and their corresponding critical values
are less than J (0).
Proposition 2. If K ∈ U , 0 /∈ K and γ(K) ≥ 2, then K has infinitely many points.
3. Proofs of Theorem 1 and Theorem 3
In this section we provide the proofs of Theorem 1 and Theorem 3. Firstly, we consider the case
2 < p < 4. We begin by proving some auxiliary lemmas.
Lemma 2. The functional J is bounded from below.
Proof. Let us prove that J is coercive. Assume that {Un}n∈N ⊂ Xs2π is a sequence such that
‖Un‖Xs
2π
→∞. Then, using Theorem 6, we can see that
J (Un) ≥ b
4
‖Un‖4Xs
2π
− λ
qS
q/2
q
‖Un‖qXs
2π
− λ
pS
p/2
p
‖Un‖pXs
2π
,
where
Sr := inf
U∈Xs
2π\{0}
‖U‖2
Xs
2π
|u|2r
with r ∈ {p, q}.
Since 1 < q < 2 < p < 4, we can conclude that J (Un)→∞. 
Lemma 3. The functional J satisfies the Palais-Smale condition at any level c ∈ R.
Proof. Let {Un}n∈N ⊂ Xs2π be a sequence such that J (Un) → c and J ′(Un) → 0 as n → ∞. In
view of Lemma 2, we can deduce that {Un}n∈N is bounded in Xs2π. Then, up to a subsequence,
we may assume that
Un ⇀ U in X
s
2π
un → u in Lr(−π, π)3 ∀r ∈ [1, 2∗s)
un → u a.e. in (−π, π)3.
(3.1)
Using 〈J ′(Un), Un − U〉 = on(1), we have
(a+ b‖Un‖2Xs
2π
)
∫∫
S2π
y1−2s[∇Un∇(Un − U) +m2Un(Un − U)] dxdy
= λ
∫
(−π,π)3
|un|q−2un(un − u) dx+
∫
(−π,π)3
|un|p−2un(un − u) dx+ on(1). (3.2)
By (3.1) it follows that∫
(−π,π)3
|un|q−2un(un − u) dx =
∫
(−π,π)3
|un|p−2un(un − u) dx = on(1)
which together with (3.2) implies that
(a+ b‖Un‖2Xs
2π
)
∫∫
S2π
y1−2s[∇Un∇(Un − U) +m2Un(Un − U)] dxdy = on(1).
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Since {Un}n∈N is bounded in Xs2π, we obtain
a ≤ (a+ b‖Un‖2Xs
2π
) ≤ a+ bC ∀n ∈ N,
so that ∫∫
S2π
y1−2s[∇Un∇(Un − U) +m2Un(Un − U)] dxdy = on(1).
Taking into account this fact, (3.1) and that Xs2π is a Hilbert space, we get the thesis. 
Proof of Theorem 1. For each k ∈ N, we consider Vk = span{V1, . . . , Vk} defined as in (2.3). In
view of (2.6) and that all norm of Lr(−π, π)3 are equivalents on the finite dimensional spaces,
we deduce that the norms of Xs2π and L
q(−π, π)3 are equivalents on Vk. Hence, there exists a
positive constant Ck (depending on k) such that
Ck‖U‖qXs
2π
≤ |u|qq ∀U ∈ Vk. (3.3)
Then, for all R > 0 and U ∈ Vk with ‖U‖Xs2π ∈ [0, R], we have
J (U) ≤ C‖U‖2Xs
2π
− λ
q
Ck‖U‖qXs
2π
,
where C := a2 +
b
4R
2 > 0. Take R > 0 such that CR2−q < λqCk, and we set S := {U ∈ Vk :
‖U‖Xs
2π
= r}, where 0 < r < R. Consequently, for all U ∈ S, we find
J (U) ≤ Cr2 − λ
q
Ckr
q < Rq
[
CR2−q − λ
q
Ck
]
< 0 = J (0).
Since Vk and R
k are isomorphic and S and Sk−1 are homeomorphic, we can deduce that γ(S) = k.
Moreover, J is even, so, invoking Theorem 8, we get at least k pairs of different critical points.
From the arbitrariness of k, we obtain infinitely many critical points of J . 
Now, we assume that p = 4. Since the proof of the next result can be obtained arguing as in
Theorem 1, we only give a sketch of the idea.
Proof of Theorem 3. It is easy to show that J is coercive. Indeed, if {Un}n∈N ⊂ Xs2π is a sequence
such that ‖Un‖Xs
2π
→∞, we can use b > 1
S2
4
and 1 < q < 2 to see that
J (Un) ≥ 1
4
(
b− 1
S24
)
‖Un‖4Xs
2π
− λ
qS
q/2
q
‖Un‖qXs
2π
→∞. (3.4)
Then, we can argue as in Lemma 3 and Theorem 1 to infer that J admits infinitely many critical
points in Xs2π. This ends the proof of Theorem 3. 
4. Proof of Theorem 2
In this section we deal with the case 4 < p < 2∗s. Since J can not be bounded from below, we
overcome this difficulty borrowing some ideas introduced in [27].
By Theorem 6, we can note that
J (U) ≥ a
2
‖U‖2Xs
2π
− λ
qS
q/2
q
‖U‖q
Xs
2π
− 1
pS
p/2
p
‖U‖p
Xs
2π
=: g(‖U‖2Xs
2π
), (4.1)
where
g(t) =
a
2
t− λ
qS
q/2
q
tq/2 − 1
pS
p/2
p
tp/2.
Hence, there exists λ∗ > 0 such that, if λ ∈ (0, λ∗), then g achieves its positive maximum. Assume
that λ ∈ (0, λ∗). Let R0 and R1 be the first and second roots of g. Let φ ∈ C∞c ([0,∞)) be such
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that 0 ≤ φ ≤ 1, φ = 1 in [0, R0] and φ = 0 in [R1,∞). Now, we consider the following truncated
functional
I(U) = a
2
‖U‖2Xs
2π
+
b
4
‖U‖4Xs
2π
− λ
q
|u|qq − φ(‖U‖2Xs
2π
)
1
p
|u|pp.
As in (4.1), we can deduce that I(U) ≥ g¯(‖U‖2
Xs
2π
) where
g¯(t) =
a
2
t− λ
qS
q/2
q
tq/2 − φ(t) 1
pS
p/2
p
tp/2.
Let us observe that I is coercive, even and satisfies the Palais-Smale condition at any level c ∈ R.
Moreover, arguing as in the proof of Theorem 1 with R < R0, we can see that
sup
U∈S
I(U) = sup
U∈S
J (U) < 0 = J (0) = I(0),
and then I has infinitely many critical points. Therefore, in order to prove Theorem 3, it is enough
to verify that the critical points of I are the critical points of J . Note that each critical point U
of I fulfills g¯(‖U‖2
Xs
2π
) ≤ I(U) < 0. Hence, ‖U‖2
Xs
2π
< R0 and I(U) = J (U). On the other hand,
from the continuity of I , we can find a neighborhood N of U such that I(U) < 0 for all U ∈ N .
Accordingly, I(U) = J (U) < 0 for all U ∈ N , and we can deduce that I ′(U) = J ′(U) = 0, that
is U is a critical point of J .
5. Proof of Theorem 4
This last section is devoted to the critical case, that is when p = 2∗s in (1.1). As in Section 3,
the functional J can not be bounded from below. Moreover, an extra difficulty arises in the study
of (1.1) due to the lack of compactness of the embedding Hs2π in L
2∗s (−π, π)3. For this purpose,
we give a variant of the concentration-compactness lemma in periodic framework; see [13, 23, 39]
for some related results. In order to prove it, we first give the following definition:
Definition 2. We say that a sequence {Un}n∈N is tight in Xs2π if for every δ > 0 there exists
R > 0 such that
∫∞
R
∫
(−π,π)3 y
1−2s(|∇Un|2 +m2U2n) dxdy ≤ δ for any n ∈ N.
Lemma 4. Let {Un}n∈N be a bounded tight sequence in Xs2π, such that Un converges weakly to U
in Xs2π. Let µ, ν be two non-negative measures on R
3+1
+ and R
3 respectively and such that
lim
n→∞
y1−2s(|∇Un|2 +m2U2n) = µ (5.1)
and
lim
n→∞
|un|2∗s = ν (5.2)
in the sense of measures. Then, there exist an at most countable set I and three families {xi}i∈I ⊂
(−π, π)3, {µi}i∈I , {νi}i∈I ⊂ (0,∞), with µi, νi ≥ 0 for all i ∈ I, such that
ν = |u|2∗s +
∑
i∈I
νiδxi (5.3)
µ ≥ y1−2s(|∇U |2 +m2U2) +
∑
i∈I
µiδxi (5.4)
µi ≥ S∗ν
2
2∗s
i for all i ∈ I. (5.5)
Proof. We first suppose that U ≡ 0. We claim that for all V ∈ C∞2π(R3+1+ ) such that supp(V ) is
compact, it holds
C
(∫
(−π,π)3
|v|2∗sdν
) 2
2∗s
≤
∫∫
S2π
V 2 dµ (5.6)
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for some constant C > 0. For this purpose, we fix V ∈ C∞2π(R3+1+ ) such that K := supp(V ) is
compact. By Theorem 6 we know that
S∗
(∫
(−π,π)3
|vun|2∗sdx
) 2
2∗s
≤
∫∫
S2π
y1−2s[|∇(V Un)|2 +m2(V Un)2] dxdy. (5.7)
Now, we note that (5.2) implies that∫
(−π,π)3
|vun|2∗sdx→
∫
(−π,π)3
|v|2∗sdν. (5.8)
On the other hand,∫∫
S2π
y1−2s[|∇(V Un)|2 +m2(V Un)2] dxdy
=
∫∫
S2π
y1−2sV 2[|∇Un|2 +m2U2n] dxdy +
∫∫
S2π
y1−2sU2n|∇V |2 dxdy
+ 2
∫∫
S2π
y1−2sUnV∇V∇Un dxdy. (5.9)
Since H1(K, y1−2s) is compactly embedded in L2(K, y1−2s) (see [23]), we have that Un → 0 in
L2(K, y1−2s) which yields∫∫
S2π
y1−2sU2n|∇V |2 dxdy ≤ C
∫∫
K
y1−2sU2n dxdy → 0. (5.10)
Then, from Hölder’s inequality, the boundedness of {Un}n∈N in Xs2π and (5.10), we get∣∣∣∣
∫∫
S2π
y1−2sUnV∇V∇Un dxdy
∣∣∣∣
≤
(∫∫
S2π
y1−2sU2n|∇V |2 dxdy
) 1
2
(∫∫
S2π
y1−2sV 2|∇Un|2 dxdy
) 1
2
≤ C
(∫∫
S2π
y1−2sU2n dxdy
) 1
2
(∫∫
S2π
y1−2s|∇Un|2 dxdy
) 1
2
≤ C
(∫∫
K
y1−2sU2n dxdy
) 1
2
→ 0. (5.11)
Now, taking into account (5.1), we have∫∫
S2π
y1−2sV 2(|∇Un|2 +m2U2n) dxdy →
∫∫
S2π
V 2 dµ. (5.12)
Putting together (5.7)-(5.12), we can conclude that (5.6) holds true with C = S∗. Now, assume
U 6≡ 0. Then we can apply the above result to the sequence Wn = Un − U . Indeed, if
lim
n→∞
y1−2s(|∇Wn|2 +m2W 2n) = µ˜ (5.13)
lim
n→∞
|wn|2∗s = ν˜, (5.14)
in the sense of measures, then it holds
S∗
(∫
(−π,π)3
|v|2∗sdν˜
) 2
2∗s
≤
∫∫
S2π
y1−2s(|∇V |2 +m2V 2) dµ˜ (5.15)
12 V. AMBROSIO
for all V ∈ C∞2π(R3+1+ ) such that supp(V ) is compact. By the Brezis-Lieb Lemma [17] we get
|vwn|2
∗
s
2∗s
= |vun|2
∗
s
2∗s
− |vu|2∗s2∗s + on(1),
which in view of (5.2) and (5.14) implies that∫
(−π,π)3
|v|2∗sdν˜ =
∫
(−π,π)3
|v|2∗sdν −
∫
(−π,π)3
|vu|2∗sdx,
that is
ν = ν˜ + |u|2∗s . (5.16)
On the other hand,∫∫
S2π
y1−2sV 2(|∇Un|2 +m2U2n) dxdy =
∫∫
S2π
y1−2sV 2(|∇U |2 +m2U2) dxdy
+
∫∫
S2π
y1−2sV 2(|∇Wn|2 +m2W 2n) dxdy
+ 2
∫∫
S2π
y1−2sV 2(∇Wn∇V +m2WnV ) dxdy.
Letting n→∞ and using (5.1) and (5.13) we have∫∫
S2π
V 2dµ =
∫∫
S2π
y1−2sV 2(|∇U |2 +m2U2) dxdy +
∫∫
S2π
V 2dµ˜,
that is
µ = µ˜+ y1−2s(|∇U |2 +m2U2). (5.17)
Therefore, invoking [35], there exist an at most countable set I, a family of distinct points
{xi}i∈I ⊂ (−π, π)3 and {µi}i∈I , {νi}i∈I ⊂ (0,∞) with µi, νi ≥ 0 for all i ∈ I such that
ν˜ =
∑
i∈I
νiδxi µ˜ ≥
∑
i∈I
µiδxi
and µ˜i ≥ S∗ν˜
2
2∗s
i for all i ∈ I. Taking into account (5.16) and (5.17) we get the desired result.

Arguing as in Section 4, we consider the truncated functional I which is bounded from below.
Now, we verify that J fulfills a local Palais-Smale condition.
Lemma 5. Let {Un}n∈N ⊂ Xs2π be a bounded sequence such that J (Un) → c and J ′(Un) → 0,
where c is such that
c <
(
1
θ
− 1
2∗s
)
(aS∗)
3/2s −


(
1
q − 1θ
)
|(−π, π)3|
2
∗
s−q
2∗s(
1
θ − 12∗s
)


2
∗
s
2∗s−q

( q
2∗s
) 2∗s
2∗s−q −
(
q
2∗s
) q
2∗s−q

λ 2∗s2∗s−q
and θ ∈ (4, 2∗s) is a fixed constant. Then, there exists λ∗ > 0 such that, for all λ ∈ (0, λ∗),
{Un}n∈N admits a convergent subsequence in Xs2π.
Proof. Our claim is to apply Lemma 4. Firstly, we prove that {Un}n∈N is a tight sequence.
Assume by contradiction that there exists δ0 > 0 such that, for any R > 0 one has, up to a
subsequence, ∫ ∞
R
∫
(−π,π)3
y1−2s(|∇Un|2 +m2|Un|2) dxdy > δ0 ∀n ∈ N. (5.18)
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Fix ε > 0, and let r > 0 be such that∫ ∞
r
∫
(−π,π)3
y1−2s(|∇U |2 +m2|U |2) dxdy < ε.
Let j = [Mε ] be the integer part of
M
ε , where M is such that ‖Un‖2Xs2π ≤ M for any n ∈ N, and
define Ik = {y ∈ R+ : r + k ≤ y ≤ r + k + 1}, k = 0, 1, . . . , j. It is clear that
j∑
k=0
∫
Ik
∫
(−π,π)3
y1−2s(|∇Un|2 +m2|Un|2) dxdy ≤ ‖Un‖2Xs
2π
≤M < ε(j + 1),
and then we can find k0 ∈ {0, . . . , j} such that, up to a subsequence,∫
Ik0
∫
(−π,π)3
y1−2s(|∇Un|2 +m2|Un|2) dxdy ≤ ε ∀n ∈ N.
Let ψ(y) be a nondecreasing cut-off function in [0,∞) such that ψ = 0 in [0, r+ k0] and ψ = 1 in
(r + k0 + 1,∞). Define Vn(x, y) = Un(x, y)ψ(y). Since 〈J ′(Un), Vn〉 = on(1) and Vn(x, 0) = 0, it
follows that
(a+ b‖Un‖2Xs
2π
)
∫∫
S2π
y1−2sψ(|∇Un|2 +m2U2n) dxdy
= −(a+ b‖Un‖2Xs
2π
)
∫∫
S2π
y1−2sUnψ
′∂yUn dxdy + on(1).
Using Hölder’s inequality, the boundedness of {Un}n∈N in Xs2π, and thatH1((−π, π)3×Ik0 , y1−2s) ⊂
L2γ((−π, π)3 × Ik0 , y1−2s) where γ = 1 + 23−2s (see [23]), we get∣∣∣∣∣
∫
Ik0
∫
(−π,π)3
y1−2sUnψ
′∂yUn dxdy
∣∣∣∣∣
≤ C
(∫∫
S2π
y1−2s|∇Un|2 dxdy
) 1
2
(∫
Ik0
∫
(−π,π)3
y1−2sU2n dxdy
) 1
2
≤ C
(∫
Ik0
∫
(−π,π)3
y1−2s|Un|2γ dxdy
) 1
2γ
(∫
Ik0
∫
(−π,π)3
y1−2s dxdy
) 1
2γ′
≤ C
(∫
Ik0
∫
(−π,π)3
y1−2s(|∇Un|2 +m2U2n) dxdy
) 1
2
< C
√
ε.
In view of the above estimates, and noting that a ≤ (a+ b‖Un‖2Xs
2π
) ≤ a + bM for all n ∈ N, we
have
a
∫
Ik0
∫
(−π,π)3
y1−2s(|∇Un|2 +m2|Un|2) dxdy < (a+ bM)C
√
ε
which contradicts (5.18). Therefore, {Un}n∈N is tight in Xs2π.
Now, since {Un}n∈N is bounded, we may assume that
lim
n→∞
y1−2s(|∇Un|2 +m2U2n) = µ (5.19)
lim
n→∞
|un|2∗s = ν (5.20)
in the sense of measures, where µ and ν are two non-negative measures on R3+1+ and R
3, respec-
tively. In the light of Lemma 4, there exist an at most countable set I, a family of distinct points
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{xi}i∈I ⊂ (−π, π)3 and {µi}i∈I , {νi}i∈I ⊂ (0,∞), with µi, νi ≥ 0 for all i ∈ I, such that
ν = |u|2∗s +
∑
i∈I
νiδxi (5.21)
µ ≥ y1−2s(|∇U |2 +m2U2) +
∑
i∈I
µiδxi (5.22)
µi ≥ S∗ν
2
2∗s
i ∀i ∈ I. (5.23)
For all ρ > 0, we consider Ψρ(x, y) := Ψ(
x−xi
ρ ,
y
ρ), where Ψ ∈ C∞2π(R3+1+ ) is such that 0 ≤ Ψ ≤ 1,
Ψ = 1 in B+1 (0, 0), Ψ = 0 in S2π \B+2 (0, 0) and |∇Ψρ| ≤ Cρ . Since {ΨρUn}n∈N is bounded in Xs2π,
we get 〈J ′(Un),ΨρUn〉 = on(1), that is
(a+ b‖Un‖2Xs
2π
)
∫∫
S2π
y1−2sUn∇Ψρ∇Un dxdy
= −(a+ b‖Un‖2Xs
2π
)
∫∫
S2π
y1−2sΨρ(|∇Un|2 +m2U2n) dxdy
+ λ
∫
(−π,π)3
|un|qψρ dx+
∫
(−π,π)3
ψρ|un|2∗s dx+ on(1). (5.24)
Assume that ‖Un‖Xs
2π
→ t0. Since ψρ has compact support, we can see that
lim
ρ→0
lim
n→∞
∫
(−π,π)3
|un|qψρ dx = 0.
On the other hand, by Hölder’s inequality, {Un}n∈N is bounded in Xs2π, Un → U in L2(K, y1−2s)
for all compact set K ⊂ R3+1+ ,
lim
ρ→0
lim sup
n→∞
∣∣∣∣
∫∫
S2π
y1−2sUn∇Ψρ∇Un dxdy
∣∣∣∣
= lim
ρ→0
lim sup
n→∞
∣∣∣∣∣
∫∫
B+
2ρ(xi,0)
y1−2sUn∇Ψρ∇Un dxdy
∣∣∣∣∣
≤ lim
ρ→0
lim sup
n→∞
(∫∫
B+
2ρ(xi,0)
y1−2s|∇Un|2 dxdy
) 1
2
(∫∫
B+
2ρ(xi,0)
y1−2sU2n|∇Ψρ|2 dxdy
) 1
2
≤ lim
ρ→0
C
ρ
(∫∫
B+
2ρ(xi,0)
y1−2sU2 dxdy
) 1
2
≤ lim
ρ→0
C
ρ
(∫∫
B+
2ρ(xi,0)
y1−2s|U |2γ dxdy
) 1
2γ
(∫∫
B+
2ρ(xi,0)
y1−2s dxdy
) 1
2γ′
≤ C lim
ρ→0
(∫∫
B+
2ρ(xi,0)
y1−2s|U |2γ dxdy
) 1
2γ
= 0.
Therefore, taking the limit as n→∞ in (5.24), by (5.19) and (5.20) we get
(a+ bt20)
∫∫
S2π
Ψρ dµ ≤
∫
(−π,π)3
ψρ dν,
and letting ρ→ 0 we deduce that
νi ≥ (a+ bt20)µi ≥ aµi.
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In view of (5.23), s ∈ (3/4, 1) and θ ∈ (4, 2∗s), we obtain that
νi ≥ (aS∗)
3
2s ≥
(
1
θ
− 1
2∗s
)
(aS∗)
3
2s . (5.25)
Now, we show that (5.25) can not occur, so that I = ∅. Assume by contradiction that (5.25)
holds true for some i ∈ I. Then, for all n ∈ N,
c = J (Un)− 1
θ
〈J ′(Un), Un〉+ on(1)
≥ −λ
(
1
q
− 1
θ
)∫
(−π,π)3
|un|q dx+
(
1
θ
− 1
2∗s
)∫
(−π,π)3
|un|2∗s dx+ on(1)
≥ −λ
(
1
q
− 1
θ
)∫
(−π,π)3
|un|q dx+
(
1
θ
− 1
2∗s
)∫
(−π,π)3
ψρ|un|2∗s dx+ on(1)
and by passing to the limit as n→∞ we have
c ≥ −λ
(
1
q
− 1
θ
)∫
(−π,π)3
|u|q dx+
(
1
θ
− 1
2∗s
)∫
(−π,π)3
|u|2∗s dx+
(
1
θ
− 1
2∗s
)∑
i∈I
ψρ(xi)νi
= −λ
(
1
q
− 1
θ
)∫
(−π,π)3
|u|q dx+
(
1
θ
− 1
2∗s
)∫
(−π,π)3
|u|2∗s dx+
(
1
θ
− 1
2∗s
)∑
i∈I
νi
≥ −λ
(
1
q
− 1
θ
)∫
(−π,π)3
|u|q dx+
(
1
θ
− 1
2∗s
)∫
(−π,π)3
|u|2∗s dx+
(
1
θ
− 1
2∗s
)
(aS∗)
3
2s .
Applying Hölder’s inequality we get
c ≥
(
1
θ
− 1
2∗s
)
(aS∗)
3
2s − λ
(
1
q
− 1
θ
)
|(−π, π)3|
2
∗
s−q
2∗s
(∫
(−π,π)3
|u|2∗s dx
) q
2∗s
+
(
1
θ
− 1
2∗s
)∫
(−π,π)3
|u|2∗s dx.
Now, observing that, for t > 0, the function
h(t) =
(
1
θ
− 1
2∗s
)
t2
∗
s − λ
(
1
q
− 1
θ
)
|(−π, π)3|
2∗s−q
2∗s tq
achieves its absolute minimum at the point
t0 =

qλ(1q − 1θ )|(−π, π)3|
2
∗
s−q
2∗s
2∗s
(
1
θ − 12∗s
)


1
2∗s−q
> 0,
we can deduce that
c ≥
(
1
θ
− 1
2∗s
)
(aS∗)
3/2s −


(
1
q − 1θ
)
|(−π, π)3|
2∗s−q
2∗s(
1
θ − 12∗s
)


2
∗
s
2∗s−q

( q
2∗s
) 2∗s
2∗s−q −
(
q
2∗s
) q
2∗s−q

λ 2∗s2∗s−q
which leads to a contradiction. Therefore, I = ∅ and un → u in L2∗s (−π, π)3. Accordingly,
lim
n→∞
(a+ b‖Un‖2Xs
2π
)‖Un‖2Xs
2π
= λ
∫
(−π,π)3
|u|q dx+
∫
(−π,π)3
|u|2∗s dx.
On the other hand, from the weak convergence, we know that
(a+ bt20)‖U‖2Xs
2π
= λ
∫
(−π,π)3
|u|q dx+
∫
(−π,π)3
|u|2∗s dx
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which implies that
(a+ b‖Un‖2Xs
2π
)‖Un‖2Xs
2π
→ (a+ bt20)‖U‖2Xs
2π
.
Therefore, ‖Un‖2Xs
2π
→ ‖U‖2
Xs
2π
as n → ∞, and recalling that Xs2π is a Hilbert space, we can
conclude that Un → U in Xs2π. 
Remark 2. By Lemma 5, we can deduce that
(
1
θ
− 1
2∗s
)
(aS∗)
3/2s −


(
1
q − 1θ
)
|(−π, π)3|
2
∗
s−q
2∗s(
1
θ − 12∗s
)


2
∗
s
2∗s−q 
( q
2∗s
) 2∗s
2∗s−q −
(
q
2∗s
) q
2∗s−q

λ 2∗s2∗s−q > 0
for λ > 0 sufficiently small.
Lemma 6. If I(U) < 0, then ‖U‖2
Xs
2π
< R0 and I(V ) = J (V ) for all V in a neighborhood of U .
Moreover, I satisfies the Palais-Smale condition at any level c < 0.
Proof. Since g¯(‖U‖2
Xs
2π
) ≤ I(U) < 0, we can argue as in the proof of Theorem 2 to infer that
I(V ) = J (V ) for all ‖V ‖Xs
2π
< R02 . Moreover, if {Un}n∈N ⊂ Xs2π is a sequence such that
I(Un) → c < 0 and I ′(Un) → 0, then, for all n sufficiently large, J (Un) = I(Un) → c < 0 and
J ′(Un) = I ′(Un)→ 0. Due to the fact that I is coercive, we deduce that {Un}n∈N is bounded in
X
s
2π. In virtue of Remark 5, for λ > 0 sufficiently small, we have
c < 0 <
(
1
θ
− 1
2∗s
)
(aS∗)
3/2s −


(
1
q − 1θ
)
|(−π, π)3|
2
∗
s−q
2∗s(
1
θ − 12∗s
)


2
∗
s
2∗s−q

( q
2∗s
) 2∗s
2∗s−q −
(
q
2∗s
) q
2∗s−q

λ 2∗s2∗s−q
so, by Lemma 5, it follows that, up to a subsequence, Un → U in Xs2π. 
Lemma 7. Given k ∈ N, there exists ε = ε(k) > 0 such that γ(I−ε) ≥ k, where I−ε = {U ∈
X
s
2π : I(U) ≤ −ε}.
Proof. Fix k ∈ N and let Vk be the set defined in (2.3). Then there exists Ck > 0 such that
Ck‖U‖qXs
2π
≤ |u|qq ∀U ∈ Vk.
Take ρ¯ > 0 such that ‖U‖Xs
2π
= ρ¯ and 0 < ‖U‖2
Xs
2π
< R0, so that I(U) = J (U). Proceeding as
in the proof of Theorem 1, we can find R > 0 such that J (U) < −ε, for all U ∈ Vk with U ∈ S.
Hence, S ⊂ I−ε, and noting that I−ε is a symmetric and closed set, by Proposition 1 it follows
that γ(I−ε) ≥ γ(S) = k. 
Now, for all k ∈ N, we define
Γk = {C ⊂ Xs2π : C is closed , C = −C and γ(C) ≥ k},
Kc = {U ∈ Xs2π : I(U) = c and I ′(U) = 0},
and
ck = inf
C∈Γk
sup
U∈C
I(u).
Then we can prove that:
Lemma 8. Given k ∈ N, the number ck is negative.
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Proof. By Lemma 7, for each k ∈ N there exists ε = ε(k) > 0 such that γ(I−ε) ≥ k. Moreover,
0 /∈ I−ε and I−ε ∈ Γk. On the other hand, supU∈I−ε I(U) ≤ −ε. Consequently,
−∞ < ck = inf
C∈Γk
sup
U∈C
I(u) ≤ sup
U∈I−ε
I(u) ≤ −ε < 0.

Lemma 9. If c = ck = ck+1 = · · · = ck+r for some r ∈ N, then there exists λ∗ > 0 such that
γ(Kc) ≥ r + 1 ∀λ ∈ (0, λ∗).
Proof. From c = ck = ck+1 = · · · = ck+r, Lemma 5 and Lemma 8, it follows that I satisfies the
Palais-Smale condition in Kc, and it is easy to see that Kc is a compact set. Moreover, Kc = −Kc.
If by contradiction γ(Kc) ≤ r, then there exists a closed and symmetric set U , with Kc ⊂ U ,
such that γ(U) = γ(Kc) ≤ r. Note that we can choose U ⊂ I0 thanks to c < 0. By Theorem
3.4 in [14], we can find an odd homeomorphism η : Xs2π → Xs2π such that η(Ic+δ − U) ⊂ Ic−δ,
for some δ ∈ (0,−c). Thus, Ic+δ ⊂ I0, and by definition of c = ck+r, there exists A ∈ Γk+r such
that supu∈A I(u) < c+ δ, that is, A ⊂ Ic+δ, and
η(A− U) ⊂ η(Ic+δ − U) ⊂ Ic−δ. (5.26)
However, by Proposition 1, γ(A− U) ≥ γ(A) − γ(U) ≥ k, and γ(η(A− U)) ≥ γ(A− U) ≥ k.
Then, η(A− U) ∈ Γk and this is impossible because of (5.26). 
In the light of the previous lemmas, we are ready to give the proof of the main result of this
section.
Proof of Theorem 4. If −∞ < c1 < c2 < · · · < ck < · · · < 0 and noting that each ck is a critical
value of I , we can obtain infinitely many critical points of I , that is (1.6) admits infinitely many
solutions in Xs2π. Moreover, if ck = ck+r, then c = ck = ck+1 = · · · = ck+r, and applying Lemma
9 we can find λ∗ > 0 such that
γ(Kc) ≥ r + 1 ≥ 2.
By Proposition 2, Kc has infinitely many points, that is (1.6) possesses infinitely many solutions.

Acknowledgments. The author would like to express his sincere gratitude to the referee for
all insightful comments and valuable suggestions, which enabled to improve this version of the
manuscript.
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