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VoiceGrad: Non-Parallel Any-to-Many Voice
Conversion with Annealed Langevin Dynamics
Hirokazu Kameoka, Takuhiro Kaneko, Kou Tanaka, and Nobukatsu Hojo
Abstract—In this paper, we propose a non-parallel any-to-
many voice conversion (VC) method termed VoiceGrad. Inspired
by WaveGrad, a recently introduced novel waveform generation
method, VoiceGrad is based upon the concepts of score match-
ing and Langevin dynamics. It uses weighted denoising score
matching to train a score approximator, a fully convolutional
network with a U-Net structure designed to predict the gradient
of the log density of the speech feature sequences of multiple
speakers, and performs VC by using annealed Langevin dynamics
to iteratively update an input feature sequence towards the
nearest stationary point of the target distribution based on the
trained score approximator network. Thanks to the nature of this
concept, VoiceGrad enables any-to-many VC, a VC scenario in
which the speaker of input speech can be arbitrary, and allows
for non-parallel training, which requires no parallel utterances
or transcriptions.
Index Terms—Voice conversion (VC), non-parallel VC, any-to-
many VC, score matching, Langevin dynamics.
I. INTRODUCTION
Voice conversion (VC) is a technique to convert the voice of
a source speaker to another voice without changing the uttered
sentence. Its applications range from speaker-identity modifi-
cation [1] to speaking assistance [2], [3], speech enhancement
[4]–[6], bandwidth extension [7], and accent conversion [8].
While many conventional VC methods require parallel
utterances to train acoustic models for feature mapping, non-
parallel VC methods are ones that can work without parallel
utterances or transcriptions for model training. These methods
can be useful in many cases since constructing a parallel
corpus is often very costly and non-scalable. Another poten-
tially important requirement for VC methods is the ability to
achieve any-to-many conversion, namely to convert speech
of an arbitrary speaker to the voices of multiple speakers.
Such methods are also attractive in that they can work for
input speech of unknown speakers without model retraining
or adaptation.
A number of non-parallel methods have already been
proposed, among which those that have attracted particular
attention in recent years are based on deep generative models,
such as variational autoencoders (VAEs) [9], [10], generative
adversarial networks (GANs) [11], and flow-based models
[12]–[14].
VAEs are a stochastic version of autoencoders, consisting of
an encoder and decoder. The encoder and decoder are modeled
as different neural networks that produce a set of parameters
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of parametric distributions, such as Gaussians. The decoder
represents the conditional distribution of a given set of data
conditioned on a latent variable, whereas the encoder repre-
sents the posterior distribution of the latent variable. In VAEs,
the encoder and decoder networks are trained so that these
two distributions do not contradict each other in the Bayesian
sense. In VC methods based on VAEs [15]–[19], the encoder is
responsible for converting the acoustic features of input speech
into latent variables, while the decoder is responsible for doing
the opposite. The basic idea is to condition the decoder on
a target speaker code along with the latent variables so that
the decoder can learn to generate acoustic features that are
likely to be produced by the corresponding speaker and be
linguistically consistent with the input speech. Hence, these
methods are capable of simultaneously learning mappings to
multiple speakers’ voices by using a single pair of encoder
and decoder networks. By intentionally not conditioning the
encoder on a source speaker code, the encoder can be trained
to work in a speaker-independent manner. Under this setting,
these methods allow for any-to-many conversions.
GANs provide a general framework for training a generator
network without an explicit definition of the generator distribu-
tion. The goal is to train a generator network so as to deceive
a discriminator network, which learns to distinguish fake data
generated by the generator from real data. The training process
in GANs is formulated as a minimax game using an adversarial
loss, in such a way that the generator progressively gets
better at generating data that appear to be real, while the
discriminator gets better at distinguishing them as fake data.
The minimax game using the adversarial loss is shown to
be equivalent to a process of fitting the implicitly defined
generator distribution to the data distribution. We previously
reported a non-parallel VC method [20], [21] using a GAN
variant called cycle-consistent GAN (CycleGAN) [22]–[24],
which was originally proposed as a method for translating
images with unpaired training examples. The idea is to train
a pair of mappings between one speaker’s voice and another
speaker’s voice using a cycle-consistency loss along with the
adversarial loss. While the adversarial loss is used to ensure
that the output of each mapping will follow the corresponding
target distribution, the cycle-consistency loss is introduced to
ensure that converting input speech into another speaker’s
voice and converting it back to the original speaker’s voice
will result in the original input speech. This encourages each
mapping to make only a minimal change from the input so as
not to destroy the linguistic content of the input. The cycle-
consistency loss has recently proved effective also in VAE-
based methods [25]. Although the CycleGAN-based method
2was found to work reasonably well, one limitation is that it
can only handle one-to-one conversions. To overcome this
limitation, we further proposed an improved version [26]–
[28] based on another GAN variant called StarGAN [29],
which offers the advantages of VAE-based and CycleGAN-
based methods concurrently. As with VAE-based methods,
this method is capable of simultaneously learning mappings
to multiple speakers’ voices using a single network and thus
can fully use available training data collected from multiple
speakers. In addition, it works without source speaker infor-
mation, and can thus handle any-to-many conversions.
Flow-based models are a class of generative models con-
sisting of multiple invertible nonlinear layers called flows.
Flows can be seen as a series of changes of variables, which
gradually transform each real data sample into a random noise
sample following some prespecified distribution. The basic
idea is to enable the direct evaluation and optimization of a
log-likelihood function, which is usually hard to compute, by
using a special network architecture consisting of flows whose
Jacobians and inverse functions are easy to compute. Recently,
a non-parallel VC method using flow-based models has been
proposed [30]. The principle is conceptually similar to VAE-
based methods in the sense that the forward and inverse flows
play similar roles as the encoder and decoder in a VAE.
Meanwhile, given the recent success of the sequence-to-
sequence (S2S) learning framework in various tasks, several
VC methods based on S2S models have been proposed,
including the ones we proposed previously [31]–[34]. While
S2S models usually require parallel corpora for training, a
method to train an S2S model using non-parallel utterances
[35] has been proposed. However, it is not a fully non-parallel
method in the sense that it requires phoneme transcriptions as
auxiliary information for model training.
Some of the non-parallel methods mentioned above can
handle any-to-many conversions. However, since all these
methods have in common that they use neural networks to
describe feature mapping or encoder-decoder-style functions,
they can be weak against unexpected out-of-distribution inputs.
Therefore, for them to work reliably in any-to-many VC tasks,
they must generalize well to unknown speakers, by using a
sufficient variety of source speakers for training.
In this paper, we propose introducing yet another type of
deep generative model to achieve non-parallel any-to-many
VC, built upon the concepts of Langevin dynamics and score
matching. The model uses a neural network in a way that the
behavior depends less on the distribution of inputs, which we
believe can be advantageous in any-to-one or any-to-many VC
tasks, especially under low-resource conditions.
II. SCORE MATCHING AND LENGEVIN DYNAMICS
We start by briefly reviewing the concepts of Langevin
dynamics and score matching.
For any continuously differentiable probability density p(x),
we call ∇x log p(x) = ∂ log p(x)∂x its score function [36].
If we are given the score function of the data of interest,
we can use Langevin dynamics to draw samples from the
corresponding distribution: Starting from an initial point x(0),
we can iteratively refine it in a noisy gradient ascent fashion
so that the log-density log p(x) will be increased
x
(t) ← x(t−1) + α∇x log p(x(t−1)) +
√
2αz(t), (1)
where α > 0 is a step size, T is the total number of iterations,
and z(t) is a zero-mean Gaussian white noise with variance
1. It can be shown that when α is sufficiently small and T is
sufficiently large, x(T ) will be an exact sample from p(x)
under some regularity conditions. This idea is particularly
attractive in that we only need to access ∇x log p(x) instead
of p(x), which is usually very hard to estimate. Hence, given
a set of training examples X = {xn}1≤n≤N , the focus is on
how to estimate the score function from X at hand.
Score matching [36] is a method to estimate the score func-
tion of the true distribution by optimizing a score approximator
sθ(x) parameterized by θ. We can use the expected squared
error between sθ(x) and ∇x log p(x)
E(θ) = Ex∼p(x)
[
‖sθ(x)−∇x log p(x)‖22
]
, (2)
as the objective function to be minimized with respect to θ.
Here, Ex∼p(x)[·] can be approximated as the sample mean
over X . Even when the regression target ∇x log p(x) is not
directly accessible, there are several ways to make this problem
tractable without requiring an explicit expression of p(x). One
is implicit score matching [36], which uses the fact that (2) is
equivalent up to a constant to
I(θ) = Ex∼p(x)
[
2tr(∇xsθ(x)) + ‖sθ(x)‖22
]
, (3)
where ∇xsθ(x) denotes the Jacobian of sθ(x), and tr(·)
denotes the trace of a matrix. However, unfortunately, comput-
ing tr(∇xsθ(x)) can be extremely expensive when sθ(x) is
expressed as a deep neural network and x is high dimensional.
Another technique involves denoising score matching (DSM)
[37], which is noteworthy in that it can completely circumvent
tr(∇xsθ(x)). The idea is to first perturb x in accordance with
a pre-specified noise distribution qσ(x˜|x) parameterized by
σ and then estimate the score of the distribution qσ(x˜) =∫
qσ(x˜|x)p(x)dx of the perturbed version. It should be noted
that qσ(x) can be seen as a Parzen window density estimator
for p(x). If we assume the noise distribution to be Gaussian
qσ(x˜|x) = N (x˜|x, σ2I), the loss function to be minimized
becomes
Dσ(θ) = Ex∼p(x),x˜∼N (x˜|x,σ2I)
[∥∥∥∥sθ(x˜)− x− x˜σ2
∥∥∥∥
2
2
]
. (4)
As shown in [37], the optimal sθ(x) that minimizes (4) almost
surely equals ∇x log qσ(x), and it matches ∇x log p(x) when
the noise variance σ2 is small enough such that qσ(x) ≈ p(x).
The underlying intuition is that the gradient of the log density
at some perturbed point x˜ should be directed towards the
original clean sample x.
Recently, attempts have been made to apply the DSM
principle to image generation [38], [39] by using a neural
network to describe the score approximator sθ(x). A major
challenge to overcome in applying DSM to image generation
tasks is that real-world data including images tend to reside on
a low dimensional manifold embedded in a high-dimensional
3space. This can be problematic in naive applications of DSM
since the idea of DSM is valid only when the support of the
data distribution is the whole space. In practice, the scarcity
of data in low-density regions can cause difficulties in both
score matching-based training and Langevin dynamics-based
test sampling. To overcome this obstacle, the authors of [38]
proposed a DSM variant called weighted DSM. The idea is
to use multiple noise levels {σl}Ll=1 in both training and test
sampling. During test sampling, the noise level is gradually
decreased so that qσl(x) can initially fill the whole space and
eventually converge to the true distribution p(x). To let the
score approximator learn to behave differently in accordance
with the different noise levels, they proposed using a noise
conditional network to describe sθ(x, l), which takes the noise
level index l as an additional input. For the training objective,
they proposed using a weighted sum of Dσ1(θ), . . . ,DσL(θ)
L(θ) =
L∑
l=1
λlDσl(θ), (5)
where λl > 0 is a positive constant that can be chosen
arbitrarily. Based on their observation that when sθ(x, l) is
trained to optimality, ‖sθ(x, l)‖2 tends to be proportional to
1/σl, they recommended setting λl at σ
2
l , which results in
L(θ) =
L∑
l=1
Ex,x˜
[∥∥∥∥σlsθ(x˜, l)− x− x˜σl
∥∥∥∥
2
2
]
, (6)
where the expectation is taken over x ∼ p(x) and
x˜ ∼ N (x˜|x, σ2l I). Note that they also recommended set-
ting {σl}1≤l≤L to a positive geometric sequence such that
σ2
σ1
= · · · = σL
σL−1
∈ [0, 1]. Once sθ(x, l) is trained under
these settings, one can produce a sample from qσL(x) via an
annealed version of Langevin dynamics with a special step
size schedule such that αl = ǫ · σ2l /σ2L for the lth noise level,
where ǫ is a scaling factor (Algorithm 1).
Algorithm 1 Annealed Langevin dynamics [38]
Require: {σl}Ll=1, ǫ, T
Initialize x(0)
for l = 1 to L do
αl ← ǫ · σ2l /σ2L
for t = 1 to T do
Draw z(t) ∼ N (z(t)|0, I)
Update x(t) ← x(t−1) + αlsθ(x(t−1), l) +
√
2αlz
(t)
end for
x
(0) ← x(T )
end for
III. RELATED WORK
As the name implies, VoiceGrad is inspired by WaveGrad
[40], a recently introduced novel neural waveform generation
method based on the concept of diffusion probabilistic models
[41]. The idea is to use a Markov chain to express a denoising
process of gradually converting a Gaussian white noise signal
into a speech waveform that is best associated with a condi-
tioning acoustic feature sequence, such as a mel-spectrogram.
Under a certain parameterization, this denoising process can
be described as a process similar to Langevin dynamics,
and the training objective leads to a form resembling that
of DSM. After training, one can generate a waveform (in a
non-autoregressive manner, unlike WaveNet) given an acoustic
feature sequence via the trained denoising process, starting
from a randomly drawn noise signal. One straightforward way
of adapting this idea to VC tasks would be to use the model
to generate the acoustic feature sequence of target speech and
that of source speech as the conditioning input. This idea
may work if time-aligned parallel utterances of a speaker pair
are available, but here we are concerned with achieving non-
parallel any-to-many VC, as described below.
IV. VOICEGRAD
A. Key Idea
We will now describe how VoiceGrad uses the concepts of
DSM and Langevin dynamics to achieve non-parallel any-to-
many VC. Given a source speech feature sequence, our key
idea is to formulate the VC problem as finding the stationary
point of the log density of target speech feature sequences
nearest to the source sequence. Thus, we can naturally think
of employing Langevin dynamics to perform VC by using
the source speech feature sequence as an initial point and
moving it along the gradient direction of the log density
of target speech feature sequences. Although this process
does not necessarily ensure the preservation of the linguistic
content in source speech, it was experimentally found to work
under some settings, as detailed later. To enable a single
score approximator to predict the log densities of the feature
sequences of all the K target speakers included in the training
set, we further condition the noise conditional network on the
target speaker index k ∈ {1, . . . ,K}. Namely, VoiceGrad uses
a noise-speaker conditional network sθ(x, l, k) to descibe the
score approximator.
Owing to the idea described above, VoiceGrad does not
require the training set to consist of parallel utterances, allows
the speaker of input speech at test time to be arbitrary, and can
convert input speech to the voices of multiple known speakers
using a single trained network.
B. Training and Conversion Processes
The training objective for VoiceGrad to be minimized with
respect to θ becomes
L(θ) =
L∑
l=1
Ek,x,x˜
[∥∥∥∥σlsθ(x˜, l, k)− x− x˜σl
∥∥∥∥
2
2
]
, (7)
where the expectation is taken over k ∼ p(k), x ∼ p(x|k),
and x˜ ∼ N (x˜|x, σ2l I). Given a set of training examples
X = {xk,n}1≤k≤K,1≤n≤N , where N is the number of training
utterances of each speaker, xk,n ∈ RD×Mk,n denotes the
feature sequence of the nth training utterance of the kth
speaker, D denotes the feature dimension, Mk,n denotes the
length of xk,n, the expectation Ek,x[·] can be approximated
as the sample mean over X , and Ex˜[·] can be evaluated using
the Monte Carlo approximation.
4Once the score approximator sθ(x, l, k) is trained, we can
use Algorithm 1, in which sθ(x, l) is replaced with sθ(x, l, k),
to convert an input feature sequence to the voice of speaker k
by setting x(0) to the input feature sequence.
C. Acoustic Feature
Following our previous work [19], [26], [28], [32], [34],
we choose to use mel-cepstral coefficients (MCCs) computed
from a spectral envelope obtained using WORLD [42], [43]
as the acoustic feature to be converted.
At training time, we normalize each element xd,m of the
MCC sequence x of each utterance to xd,m ← (xd,m−ψd)/ζd,
where d denotes the dimension index of the MCC sequence,m
denotes the frame index, and ψd and ζd denote the means and
standard deviations of the d-th MCC sequence within all the
voiced segments of the training samples of the same speaker.
At test time, we normalize the MCC sequence of input speech
in the same way before feeding it into Algorithm 1.
D. Waveform Generation
After x(T ) is obtained using Algorithm 1, the mean and
variance of the generated feature sequence were adjusted so
that they match the pretrained mean and variance of the feature
vectors of the target speaker. For the fundamental frequency
(F0) contour conversion, the logarithm Gaussian normalized
transformation described in [44] was used. The aperiodicities
(APs) were directly used without modification. An acoustic
waveform can then be obtained using the WORLD vocoder or
any recently developed neural vocoder [40], [45]–[57].
E. Network Architecture
1) U-Net-like Structure: The architecture of the score ap-
proximator sθ(x, l, k) is detailed in Fig. 1. As Fig. 1 shows,
sθ(x, l, k) is designed to have a fully convolutional structure
similar to U-Net [58] that takes an acoustic feature sequence
as an input array and outputs an equally sized array.
2) Conditional Batch Normalization: To normalize layer
input distributions on noise-dependent and speaker-dependent
bases, we propose using conditional batch normalization lay-
ers. In a regular batch normalization layer, each element
yb,c,h,w of the output Y = B(X) is defined as yb,c,h,w =
γc
xb,c,h,w−µc(X)
σc(X)
+ βc, where X denotes the layer input given
by a four-way array with batch, channel, height, and width
axes; xb,c,h,w denotes its (b, c, h, w)th element; µc(X) and
σc(X) denote the mean and standard deviation of the c-th
channel components of X computed along the batch, height,
and width axes; and γ = [γ1, . . . , γC ] and β = [β1, . . . , βC ]
are the affine parameters to be learned. In a conditional batch
normalization layer, each element yb,c,h,w of the output Y =
Bl,k(X) is defined as yb,c,h,w = γ
l,k
c
xb,c,h,w−µc(X)
σc(X)
+ βl,kc ,
where the difference is that the affine parameters γl,k =
[γl,k1 , . . . , γ
l,k
C ] and β
l,k = [βl,k1 , . . . , β
l,k
C ] are conditioned on
noise-level l and speaker k.
3) Noise-level and Speaker Conditioning: To incorporate
the noise-level and speaker indices l, k into each convolution
layer in sθ(x, l, k), we represent them as one-hot vectors and
append them to the input of each layer along the channel
direction.
Fig. 1. Network architecture of the score approximator with a U-Net-like fully
convolutional structure. Here, the input and output of each layer are interpreted
as images, where “h”, “w” and “c” denote the height, width and channel
number, respectively. “Conv2d”, “BatchNorm”, “GLU”, “Deconv2d” denote
2D convolution, batch normalization, gated linear unit, and 2D transposed
convolution layers, respectively. Batch normalization is applied to each
channel of the input. “k”, “c” and “s” denote the kernel size, output channel
number and stride size of a convolution layer, respectively. The noise-level and
speaker indices, represented as one-hot vectors, are concatenated to the input
of each convolution layer along the channel direction after being repeated
along the height and width directions so that they have the shapes compatible
with the input.
4) Gated Linear Unit: For non-linear activation functions,
we use gated linear units (GLUs) [59]. The output of a GLU
is defined as GLU(X) = X1 ⊙ sigmoid(X2) where X is
the input, X1 and X2 are equally sized arrays obtained by
splitting X along the channel dimension, and sigmoid is a
sigmoid gate function. Like long short-term memory units,
GLUs provide a linear path for the gradients while retaining
non-linear capabilities, thus reducing the vanishing gradient
problem for deep architectures.
V. EXPERIMENTS
A. Dataset
To evaluate the performance of VoiceGrad, we conducted
speaker conversion experiments. For the experiments, we used
the CMU ARCTIC database [60], which consists of recordings
of 18 speakers each reading the same 1,132 phonetically
balanced English sentences. For the training set and the test
set for a closed-set scenario, we used the utterances of two
female speakers, ‘clb’ and ‘slt’, and two male speakers, ‘bdl’
and ‘rms’. Thus,K = 4. We also used the utterances of a male
speaker, ‘ksp’, and a female speaker, ‘lnh’, as the test set for
an open-set scenario. All the speech signals were sampled at
16 kHz.
For each speaker, we first split the 1,132 sentences into
1,000, 100, and 32 sentences and used the 32 sentences for
evaluation. To simulate a non-parallel training scenario, we
further divided the 1,000 sentences equally into four groups
and used the first, second, third, and fourth groups for training
for speakers clb, bdl, slt, and rms, respectively, so as not to use
the same sentences between different speakers. The training
utterances of speakers clb, bdl, slt, and rms were about 12,
11, 11, and 14 minutes long in total, respectively. For the
test set, we used the test utterances of speakers clb, bdl, slt,
and rms for the closed-set scenario, and those of speakers
5ksp and lnh for the open-set scenario. For each utterance,
we extracted a spectral envelope, a log F0, and APs every 8
ms using the WORLD analyzer [42], [43]. We then extracted
D = 28 MCCs from each spectral envelope using the Speech
Processing Toolkit (SPTK) [61].
B. Baseline Methods
We chose the VAE-based method [15] (hereafter, VAE-
VC) and our previously proposed StarGAN-VC [26], [28] for
comparison, as these methods can, in principle, also handle
any-to-many VC using a non-parallel corpus. Since the official
source code of VAE-VC provided by the authors [62] requires
the inclusion of source speakers in the training set, we slightly
modified it so that it accepts utterances of any speaker. We also
modified it to use the MCCs in each frame as the acoustic
feature vector to be converted, to make it consistent with the
other competing methods. For StarGAN-VC, we tested two
versions with different training objectives, one using the cross-
entropy loss [26] and the other using the Wasserstein distance
and gradient penalty loss [28]. We use the abbreviations
StarGAN-VC(C) and StarGAN-VC(W) to indicate the former
and latter versions, respectively.
C. Model Setup
The score approximator network was trained using the
Adam optimizer [63] with random initialization, the learning
rate of 0.001, and the mini-batch size of 16. The noise levels
{σl}1≤l≤L were set at a geometric sequence with common
ratio σ2
σ1
= · · · = σL
σL−1
= 10−0.2 ≈ 0.63, where L = 11,
σ1 = 1.0, and σL = 0.01. The step size parameter ǫ and the
iteration number T in Algorithm 1 were set at 10−5 and 120,
respectively. Under these settings, we observed that Algorithm
1 tended to result in unrecognizable speech when the noise
level was initialized at l = 1 in the annealing schedule. This
might be because the noise level at l = 1 was so large that
it led each input sequence to a distant stationary point of the
target distribution that was no longer linguistically consistent
with the input. We found that starting from l = 4 or l = 5
was a reasonably good choice for achieving content-preserving
conversions. Taking account of this finding, we chose l = 4
as the initial noise level. We also found that using a noiseless
version of (1), i.e., x(t) ← x(t−1) + α∇x log p(x(t−1))
performed better than using the original version.
For waveform generation, we used the WORLD vocoder for
all the methods in the current experiments.
D. Objective Evaluations
The test set for the above experiment consisted of speech
samples of each speaker reading the same sentences. Here,
we used the average of the mel-cepstral distortions (MCDs)
taken along the dynamic time warping (DTW) path between
converted and target feature sequences as the objective perfor-
mance measure for each test utterance.
Tabs. I and II show the MCDs with 95% confidence intervals
obtained with the proposed and baseline methods under the
closed-set and open-set conditions, respectively. As the results
TABLE I
MCD COMPARISONS IN THE CLOSED-SET SCENARIO
Speakers
VAE-VC
StarGAN-VC
VoiceGrad
source target (C) (W)
bdl 9.49± .12 8.01± .14 7.37± .11 7.61± .12
clb slt 8.28± .11 6.71± .07 6.63± .05 5.99± .06
rms 8.59± .12 7.47± .08 6.81± .06 7.56± .09
clb 8.95± .10 7.57± .13 7.03± .12 7.46± .15
bdl slt 9.04± .11 7.51± .10 6.85± .06 7.47± .10
rms 8.96± .11 7.76± .15 7.45± .17 7.22± .16
clb 8.65± .09 6.81± .08 6.72± .08 6.10± .08
slt bdl 8.96± .12 7.95± .10 7.40± .08 7.82± .10
rms 8.68± .09 7.94± .13 7.00± .09 8.02± .09
clb 8.80± .08 7.65± .06 6.94± .07 7.82± .09
rms bdl 9.44± .12 8.02± .18 8.16± .19 7.35± .16
slt 9.23± .09 8.06± .13 7.11± .10 8.26± .09
All pairs 8.92± .04 7.62± .04 7.12± .04 7.39± .05
TABLE II
MCD COMPARISONS IN THE OPEN-SET SCENARIO
Speakers
VAE-VC
StarGAN-VC
VoiceGrad
source target (C) (W)
ksp
clb 8.75± .09 8.39± .10 8.01± .08 8.29± .09
bdl 9.20± .15 8.92± .15 8.84± .16 8.38± .14
slt 9.10± .10 8.38± .11 7.97± .09 8.24± .10
rms 8.67± .09 7.97± .08 7.80± .09 7.51± .08
lnh
clb 8.97± .11 7.39± .14 7.10± .13 6.75± .08
bdl 9.34± .14 7.93± 18 7.67± .14 7.21± .17
slt 9.01± .09 7.27± .13 6.92± .11 6.75± .06
rms 8.83± .09 7.45± .11 7.00± .10 7.31± .09
All pairs 8.98± .04 7.96± .06 7.66± .04 7.55± .05
show, although VoiceGrad could not perform better than
StarGAN-VC(W) in the close-set scenario, it outperformed all
the baselines in the open-set scenario. We observed that the
performance of all the baseline methods showed significant
degradation in the open-set scenario compared to the closed-
set scenario. Since the present training set only contained
four speakers, the neural networks responsible for feature
mappings in these methods might not have been able to
generalize sufficiently well to unknown speakers. In contrast,
the performance difference in the open-set scenario compared
to the closed-set scenario in VoiceGrad was less significant
than in the baseline methods. This may be because VoiceGrad
uses a neural network in a way that the behavior depends less
on the distribution of input feature sequences, which is very
different than the other methods.
E. Subjective Listening Tests
We conducted mean opinion score (MOS) tests to compare
the speech quality and speaker similarity of the converted
speech samples generated by the proposed and baseline meth-
ods. For these tests, we only used samples obtained under the
open-set condition. Twenty-four listeners (including 21 native
Japanese speakers) participated in both tests. The tests were
conducted online, where each participant was asked to use a
headphone in a quiet environment.
With the speech quality test, we included the speech samples
synthesized in the same way as the proposed and baseline
methods (namely the WORLD synthesizer) using the acoustic
features directly extracted from real speech samples. Each
6Fig. 2. Results of MOS test for speech quality in open-set scenario Fig. 3. Results of MOS test for speaker similarity in open-set scenario
listener was asked to evaluate naturalness by selecting 5:
Excellent, 4: Good, 3: Fair, 2: Poor, or 1: Bad for each
utterance. The scores with 95% confidence intervals are shown
in Fig. 2. With the speaker similarity test, each listener was
given a converted speech sample and a real speech sample of
the corresponding target speaker and asked to evaluate how
likely they were produced by the same speaker by selecting 5:
Definitely, 4: Likely, 3: Fairly likely, 2: Not very likely, or 1:
Unlikely. The scores with 95% confidence intervals are shown
in Fig. 3.
As the results show, VoiceGrad performed slightly better
than StarGAN-VC(W) and significantly better than the re-
maining methods in terms of both speech quality and speaker
similarity. These results are consistent with those of the
objective evaluations shown earlier.
Audio examples are provided at [64].
VI. CONCLUSION
In this paper, we proposed VoiceGrad, a non-parallel any-to-
many VC method based upon the concepts of score matching
and Langevin dynamics: It uses weighted denoising score
matching to train a score approximator, a fully convolutional
network that predicts the gradient of the log density of the
speech feature sequences of multiple speakers, and performs
VC by using annealed Langevin dynamics to iteratively update
an input feature sequence towards the nearest stationary point
of the target distribution based on the trained score approxi-
mator network. Through objective and subjective experiments,
VoiceGrad was shown to perform better than several conven-
tional non-parallel VC methods in an any-to-many VC task.
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