Quantitative estimates for simple zeros of L-functions by Booker, Andrew R. et al.
ar
X
iv
:1
80
6.
01
95
9v
2 
 [m
ath
.N
T]
  1
0 N
ov
 20
18
QUANTITATIVE ESTIMATES FOR SIMPLE ZEROS OF
L-FUNCTIONS
ANDREW R. BOOKER, MICAH B. MILINOVICH, AND NATHAN NG
Abstract. We generalize a method of Conrey and Ghosh [CG88] to prove quantitative
estimates for simple zeros of modular form L-functions of arbitrary conductor.
1. Introduction
Let f ∈ Sk(Γ1(N)) be a classical holomorphic modular form of weight k and level N .
Assume that f is primitive, meaning that it is a normalized Hecke eigenform in the new
subspace. Then it has a Fourier expansion of the shape
f(z) =
∞∑
n=1
λf (n)n
k−1
2 e2πinz,
where the λf(n) are multiplicative and satisfy the Ramanujan bound |λf(n)| ≤ d(n). Let
Λf(s) = ΓC(s+
k−1
2
)Lf(s) denote the complete L-function of f , with analytic normaliza-
tion, where
ΓC(s) = 2(2π)
−sΓ(s) and Lf(s) =
∞∑
n=1
λf(n)
ns
,
and let
N sf (T ) = #
{
ρ ∈ C : Λf(ρ) = 0,Λ′f(ρ) 6= 0, |ℑ(ρ)| ≤ T
}
be the number of simple zeros of Λf(s) with imaginary part in [−T, T ].
In [MN14], the second and third authors showed that if Λf(s) satisfies the Generalized
Riemann Hypothesis, then
N sf (T ) ≥ T (log T )−ε
for any fixed ε > 0 and all sufficiently large T > 0. Unconditionally, when N = 1 and
k = 12, Conrey and Ghosh [CG88] showed that
(1.1) ∀ε > 0, ∃T ≥ ε−1 such that N sf (T ) ≥ T
1
6
−ε.
Moreover, their proof works more generally for N = 1 and arbitrary k, provided that
N sf (T ) is not identically 0. In light of the first author’s result [Boo16] that N
s
f (T ) →∞
as T →∞, (1.1) holds for all primitive f of conductor 1.
In this paper we aim to prove similar unconditional quantitative estimates of simple
zeros for primitive forms of arbitrary conductor N . However, we encounter some obstacles
that are reminiscent of the well-known difficulty of extending Hecke’s converse theorem
to arbitrary conductor, and are not present for N = 1. Taking inspiration from Weil’s
generalization [Wei67] of Hecke’s converse theorem, we consider character twists. For
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a Dirichlet character χ (mod q), let f ⊗ χ denote the unique primitive form such that
λf⊗χ(n) = λf (n)χ(n) for all n coprime to q.
Theorem 1.1. Let f ∈ Sk(Γ1(N)) be a primitive form. Then there is a Dirichlet char-
acter χ such that (1.1) holds with f ⊗ χ in place of f .
Next, for odd conductors we obtain a weaker but unconditional quantitative estimate
for N sf (T ), without the twist. Moreover, we show that there is a sort of “Deuring–
Heilbronn phenomenon” at play, so that if N sf (T ) is unexpectedly small then we can
substantially improve our result for N sf⊗χ(T ).
Theorem 1.2. Let f ∈ Sk(Γ1(N)) be a primitive form of odd conductor. Then
∀ε > 0, ∃T ≥ ε−1 such that N sf (T ) ≥
{
exp((log T )
1
3
−ε) if k = 1 or f is a CM form,
log log log T otherwise.
Further, if N sf (T )≪ 1 + T ε for every ε > 0, then
(i) there is a Dirichlet character χ such that, ∀ε > 0, ∃T ≥ ε−1 such that Λf⊗χ(s)
has at least T
1
2
−ε simple zeros with real part 1
2
and imaginary part in [−T, T ];
(ii) Λf(s) has simple zeros with real part arbitrarily close to 1.
Remarks.
(1) The exponent 1
6
in (1.1) is related to the best known subconvexity estimate for
modular form L-functions in the t aspect; it can be replaced by any δ > 0 such
that Lf (
1
2
+ it) ≪f,ε (1 + |t|) 12−δ+ε holds for all primitive forms f and all ε > 0.
In [BMN19] we showed that δ = 1
6
is admissible. Very recent work of Munshi
[Mun18] improves this to δ = 1
6
+ 1
1200
for forms of level 1, with a corresponding
improvement to (1.1) in that case.
(2) In Theorem 1.1, one can take the conductor of χ to be 1 or a prime number
bounded by a polynomial function of N .
(3) The proof of Theorem 1.2 makes use of the idea originating with Conrey and
Ghosh [CG88] of twisting the coefficients of Lf(s) by (−1)n to prevent the main
terms of our estimate from cancelling out. This relies implicitly on the fact that
there is no primitive Dirichlet character of conductor 2, and is the ultimate reason
for our restriction to odd N .
(4) The improved estimate in Theorem 1.2 in the Galois and CM cases arises from
Coleman’s Vinogradov-type zero-free region for Hecke L-functions [Col90].
Acknowledgements. We thank the anonymous referee for helpful suggestions and cor-
rections, and the Banff International Research Station for hosting us for a Research in
Teams Meeting (15rit201). A significant portion of this project was completed during
that week and we appreciated the excellent working conditions.
2. Dirichlet series
In order to establish the existence of simple zeros it is useful to study not only Lf (s),
but some related Dirichlet series and their additive twists. This is one of the central ideas
in [CG88]. A key role is played by the series
Df (s) = Lf(s)
d2
ds2
logLf(s) =
∞∑
n=1
cf(n)n
−s,
2
which has a meromorphic continuation to C with poles precisely at the simple zeros of
Lf (s) (including the trivial zeros s =
1−k
2
− n for n = 0, 1, 2, . . .).
For α ∈ Q× and χ a Dirichlet character, let
Lf (s, α) =
∞∑
n=1
λf(n)e(αn)n
−s and Lf (s, χ) =
∞∑
n=1
λf(n)χ(n)n
−s.
Likewise, define
Df (s, α) =
∞∑
n=1
cf (n)e(αn)n
−s and Df(s, χ) =
∞∑
n=1
cf(n)χ(n)n
−s.
Let ξ denote the nebentypus character of f . Set
Q(N) = {1} ∪ {q prime : q ∤ N},
and for each q ∈ Q(N), define the rational functions
Pf,q(x) =
{
1 if q = 1,
1− λf(q)x+ ξ(q)x2 otherwise
and
Rf,q(x) =
{
0 if q = 1,
q log2 q
q−1
x(λf (q)−4ξ(q)x+λf (q)ξ(q)x
2)
Pf,q(x)
if q 6= 1.
These are such that, if
χ0(n) =
{
1 if (n, q) = 1,
0 otherwise
denotes the trivial character mod q, then
Lf (s, χ0) = Pf,q(q
−s)Lf (s)
and
(2.1) Df(s, χ0) = Pf,q(q
−s)Df(s)− q − 1
q
Rf,q(q
−s)Lf (s).
For any a ∈ Z coprime to q, we define
Df,a,q(s) = Df(s,
a
q
)− Rf,q(q−s)Lf (s) =
∞∑
n=1
cf,a,q(n)n
−s,
D∗f,a,q(s) = Df,a,q(s) + ψ
′(s+ k−1
2
)Lf (s,
a
q
), where ψ(s) =
Γ′
Γ
(s)
and
Df,a,q(s, α) =
∞∑
n=1
cf,a,q(n)e(αn)n
−s for α ∈ Q×.
To each of Lf , Df , Df,a,q, D
∗
f,a,q and their twists, we define completed versions Λf , ∆f ,
∆f,a,q, ∆
∗
f,a,q obtained by multiplying by ΓC(s+
k−1
2
). By the Ramanujan bound |λf(q)| ≤
2 and [BK11, Proposition 3.1], ∆f (s, a/q) − ∆∗f,a,q(s) is holomorphic for ℜ(s) > 0. In
turn, the analytic properties of ∆∗f,a,q(s) are described by the following proposition.
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Proposition 2.1. Let f ∈ Sk(Γ0(N), ξ) be a primitive form, q ∈ Q(N), and a ∈ Z
coprime to q. Then ∆∗f,a,q(s) is a ratio of entire functions of finite order, has at most
simple poles, all of which are contained in the critical strip {s ∈ C : ℜ(s) ∈ (0, 1)}, and
satisfies the functional equation
(2.2) ∆∗f,a,q(s) = ǫξ(q)(Nq
2)
1
2
−s∆∗
f¯ ,−Na,q
(1− s),
where f¯ ∈ Sk(Γ0(N), ξ) is the dual of f , ǫ ∈ C× is the root number of f and Na denotes
a multiplicative inverse of Na (mod q).
Proof. For q = 1 the result follows immediately from [Boo16, (3.1)], so we may assume
that q is prime. Let χ be a Dirichlet character of conductor q. Then the complete twisted
L-function Λf(s, χ) satisfies the functional equation
Λf(s, χ) = ǫξ(q)χ(N)
τ(χ)2
q
(Nq2)
1
2
−sΛf¯(1− s, χ),
where ǫ ∈ C× is the root number of f . Applying [Boo16, (3.1)] to f ⊗ χ, we thus have
(2.3)
∆f (s, χ)− ǫξ(q)χ(N)τ(χ)
2
q
(Nq2)
1
2
−s∆f¯ (1− s, χ) = Λf(s, χ)
(
ψ′(k+1
2
− s)− ψ′(s+ k−1
2
)
)
.
Next, we have
∆f
(
s,
a
q
)
= ∆f (s)− q
q − 1∆f (s, χ0) +
1
q − 1
∑
χ (mod q)
χ 6=χ0
τ(χ)χ(a)∆f (s, χ),
where χ0 is the trivial character mod q. Combining this with (2.1) we get
(2.4)
∆f,a,q(s) =
(
1− q
q − 1Pf,q(q
−s)
)
∆f (s) +
1
q − 1
∑
χ (mod q)
χ 6=χ0
τ(χ)χ(a)∆f (s, χ).
Note in particular that ∆f,a,q(s) is a ratio of entire functions of finite order, and all of
its poles in {s ∈ C : ℜ(s) > 0} are simple and located at simple zeros of either Λf(s) or
Λf(s, χ) for some χ 6= χ0.
Note that Pf,q satisfies the functional equation
1− q
q − 1Pf,q(q
−s) = ξ(q)q1−2s
(
1− q
q − 1Pf¯ ,q(q
s−1)
)
,
and thus, by [Boo16, (3.1)],
(2.5)
(
1− q
q − 1Pf,q(q
−s)
)
∆f(s)− ǫξ(q)(Nq2) 12−s
(
1− q
q − 1Pf¯ ,q(q
s−1)
)
∆f¯ (1− s)
=
(
1− q
q − 1Pf,q(q
−s)
)
Λf(s)
(
ψ′(k+1
2
− s)− ψ′(s+ k−1
2
)
)
.
Thus, replacing f by f¯ , s by 1− s, a by −Na and χ by χ in (2.4), we get
∆f¯ ,−Na,q(1− s) =
(
1− q
q − 1Pf¯ ,q(q
s−1)
)
∆f¯ (1− s) +
1
q − 1
∑
χ (mod q)
χ 6=χ0
τ(χ)χ(−Na)∆f¯ (1− s, χ).
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Applying the functional equations (2.3) and (2.5), together with the relation τ(χ)τ(χ) =
χ(−1)q, we thus have
∆f,a,q(s)− ǫξ(q)(Nq2) 12−s∆f¯ ,−Na,q(1− s)
=
[(
1− q
q − 1Pf,q(q
−s)
)
Λf(s) +
1
q − 1
∑
χ (mod q)
χ 6=χ0
τ(χ)χ(a)Λf(s, χ)
](
ψ′(k+1
2
− s)− ψ′(s+ k−1
2
)
)
= Λf(s,
a
q
)
(
ψ′(k+1
2
− s)− ψ′(s+ k−1
2
)
)
.
Applying the classical Voronoi formula [KMV02, p. 179, (A.10)]
Λf(s,
a
q
) = ǫξ(q)(Nq2)
1
2
−sΛf¯
(
1− s,−Na
q
)
,
we arrive at (2.2).
Finally, by (2.4) and the nonvanishing of automorphic L-functions for ℜ(s) ≥ 1 [JS77],
∆∗f,a,q(s) is holomorphic for ℜ(s) ≥ 1. This conclusion applies to ∆∗f¯ ,−Na,q(s) as well, so
by (2.2), all poles of ∆∗f,a,q(s) have real part in (0, 1). 
Fix, for the remainder of this section, a choice of f, a, q as in Proposition 2.1, and
α ∈ Q×. We define
N sf,a,q(T ) = #
{
ρ ∈ C : |ℑ(ρ)| ≤ T,Res
s=ρ
∆∗f,a,q(s) 6= 0
}
and
(2.6) Sf,a,q(y, α) =
∑
ρ∈C
Res
s=ρ
∆∗f,a,q(s)(y − iα)−ρ−
k−1
2 for y ∈ R>0,
where (y − iα)−ρ− k−12 is defined in terms of the principal branch of log(y − iα). Our
goal is to derive the following expression for the Mellin transform of Sf,a,q(y, α), up to a
holomorphic function on {s ∈ C : ℜ(s) > 0}:
Proposition 2.2. Define
(2.7) Hf,a,q,α(s) = ∆f,a,q(s, α)− ǫξ(q)(i sgnα)k(Nq2α2)s− 12∆f¯ ,−Na,q
(
s,− 1
Nq2α
)
and
If,a,q,α(s) =
∫ |α|/4
0
Sf,a,q(y, α)y
s+ k−1
2
dy
y
.
Then If,a,q,α(s)−Hf,a,q,α(s) has analytic continuation to ℜ(s) > 0. Moreover, if∫ |α|/4
0
|Sf,a,q(y, α)|yσ+ k−12 dy
y
<∞
for some σ ≥ 0, then Hf,a,q,α(s) is holomorphic for ℜ(s) > σ.
The proof will be carried out in several lemmas, and involves the following auxiliary
functions defined on H = {z ∈ C : ℑ(z) > 0}:
F (z) = 2
∞∑
n=1
cf,a,q(n)n
k−1
2 e(nz), F (z) = 2
∞∑
n=1
cf¯ ,−Na,q(n)n
k−1
2 e(nz),
A(z) =
1
2πi
∫
ℜ(s)= k
2
Λf(s,
a
q
)
(
ψ′(s + k−1
2
) + ψ′(s− k−1
2
)
)
(−iz)−s− k−12 ds,
5
and
B(z) =
1
2πi
∫
ℜ(s)= k
2
Λf(s,
a
q
)
π2
sin2(π(s+ k−1
2
))
(−iz)−s− k−12 ds.
We first derive the following expression for Sf,a,q.
Lemma 2.3. For z = α + iy ∈ H, we have
(2.8) Sf,a,q(y, α) = F (z)− ǫξ(q)
(−i√Nqz)kF
(
− 1
Nq2z
)
+ A(z)−B(z).
Proof. Let 0 < ε < 1
2
. For z ∈ H we define
IR(z) =
1
2πi
∫
ℜ(s)=1+ε
∆f,a,q(s)(−iz)−s− k−12 ds, IL(z) = 1
2πi
∫
ℜ(s)=−ε
∆f,a,q(s)(−iz)−s− k−12 ds.
For the remainder of the proof we let z = α + iy.
Since ∆∗f,a,q(s) is a ratio of entire functions of finite order with at most simple poles,
by the calculus of residues we have
Res
s=0
∆f,a,q(s)(−iz)−s− k−12 + Sf,a,q(y, α) = IR(z)− IL(z).
Note that the residue term at s = 0 vanishes unless k = 1. We have
IR(z) =
1
2πi
∫
ℜ(s)=1+ε
ΓC(s+
k−1
2
)Df,a,q(s)(−iz)−s− k−12 ds
= 2(−2πiz)− k−12
∞∑
n=1
cf,a,q(n)
1
2πi
∫
ℜ(s)=1+ε
Γ(s+ k−1
2
)(−2πinz)−s ds.
Using the identity
1
2πi
∫
ℜ(s)=1+ε
Γ(s+ k−1
2
)z−s ds = z
k−1
2 e−z for ℜ(z) > 0,
it follows that
(2.9) IR(z) = 2
∞∑
n=1
cf,a,q(n)n
k−1
2 e(nz) = F (z).
By the functional equation, we have
∆f,a,q(s) = ǫξ(q)(Nq
2)
1
2
−s∆f¯ ,−Na,q(1− s) + Λf(s, aq )
(
ψ′(k+1
2
− s)− ψ′(s+ k−1
2
)
)
,
so IL(z) = IL1(z) + IL2(z), where
IL1(z) =
1
2πi
∫
ℜ(s)=−ε
ǫξ(q)(Nq2)
1
2
−s∆f¯ ,−Na,q(1− s)(−iz)−s−
k−1
2 ds,(2.10)
IL2(z) =
1
2πi
∫
ℜ(s)=−ε
Λf(s,
a
q
)
(
ψ′(k+1
2
− s)− ψ′(s+ k−1
2
)
)
(−iz)−s− k−12 ds.(2.11)
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Making the substitution s 7→ 1− s in (2.10), we get
(2.12)
IL1(z) =
1
2πi
∫
ℜ(s)=1+ε
ǫξ(q)(Nq2)s−
1
2∆f¯ ,−Na,q(s)(−iz)s−
k+1
2 ds
= 2ǫξ(q)(Nq2)−
1
2 (−iz)− k+12 (2π)− k−12 1
2πi
∫
ℜ(s)=1+ε
∆f¯ ,−Na,q(s)
( 2π
−iNq2z
)−s
ds
= 2ǫξ(q)(Nq2)−
1
2 (−iz)− k+12 (2π)− k−12
∞∑
n=1
cf¯ ,−Na,q(n)
( 2πn
−iNq2z
)k−1
2
e
(
− n
Nq2z
)
=
2ǫξ(q)
(−i√Nqz)k
∞∑
n=1
cf¯ ,−Na,q(n)n
k−1
2 e
(
− n
Nq2z
)
=
ǫξ(q)
(−i√Nqz)kF
(
− 1
Nq2z
)
.
Next, note that the integrand in (2.11) is holomorphic for −k−1
2
< ℜ(s) < k+1
2
. Moving
the contour to ℜ(s) = k
2
, we get a contribution from the pole at s = 0 (present only when
k = 1) of
Res
s=0
Λf(s,
a
q
)ψ′(s+ k−1
2
)(−iz)−s− k−12 = −Res
s=0
∆f,a,q(s,
a
q
)(−iz)−s− k−12 .
Thus
IL2(z) + Res
s=0
∆f,a,q(s,
a
q
)(−iz)−s− k−12
=
1
2πi
∫
ℜ(s)= k
2
Λf(s,
a
q
)
(
ψ′(k+1
2
− s)− ψ′(s+ k−1
2
)
)
(−iz)−s− k−12 ds.
The reflection formula for Γ implies that ψ′(1− s) + ψ′(s) = π2
sin2(πs)
, so
ψ′(k+1
2
− s)− ψ′(s+ k−1
2
) =
π2
sin2(π(s+ k−1
2
))
− ψ′(s+ k−1
2
)− ψ′(s− k−1
2
).
Therefore IL2(z) + Res
s=0
∆f,a,q(s,
a
q
)(−iz)−s− k−12 = IL2B(z)− IL2A(z), where
IL2A(z) =
1
2πi
∫
ℜ(s)= k
2
Λf (s,
a
q
)
(
ψ′(s+ k−1
2
) + ψ′(s− k−1
2
)
)
(−iz)−s− k−12 ds,
IL2B(z) =
1
2πi
∫
ℜ(s)= k
2
Λf (s,
a
q
)
π2
sin2(π(s+ k−1
2
))
(−iz)−s− k−12 ds.
Hence
Sf,a,q(y, α) = IR(z)− IL1(z) + IL2A(z)− IL2B(z).
By applying (2.9), (2.12) and by setting A(z) = IL2A(z) and B(z) = IL2B(z), we establish
Lemma 2.3. 
Next we evaluate
∫ |α|/4
0
Sf,a,q(y, α)y
s+ k−1
2
dy
y
, considering each term on the right-hand
side of (2.8) in turn.
Lemma 2.4.
∫ |α|/4
0
F (α+ iy)ys+
k−1
2
dy
y
−∆f,a,q(s, α) continues to an entire function of s.
Proof. From the definition of F we compute that∫ ∞
0
F (α+ iy)ys+
k−1
2
dy
y
= ∆f,a,q(s, α).
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Moreover, F (α+ iy) decays exponentially as y →∞, so the contribution to the integral
from y > |α|/4 is entire. 
Lemma 2.5. For any M ∈ Z≥0,
(2.13)∫ |α|/4
0
(−i√Nq(α + iy))−kF(− 1
Nq2(α+ iy)
)
ys+
k−1
2
dy
y
− (i sgnα)k
M−1∑
m=0
(−iα)−m
(
s+m− k+1
2
m
)
(Nq2α2)s−
1
2
+m∆f¯ ,−Na,q
(
s+m,− 1
Nq2α
)
continues to a holomorphic function on {s ∈ C : ℜ(s) > 1−M}.
Proof. As the proof of this lemma is very similar to that of [Boo16, Lemma 3.3], we just
provide a sketch and refer to the appropriate parts of loc. cit. for the relevant details. Fix
y ∈ (0, |α|/4], and set z = α+ iy, β = −1/Nq2α, and u = y/α. It may be checked that
− 1
Nq2z
= β + i|βu| − βu
2
1 + iu
.
Therefore
(−i
√
Nqz)−kF
(
− 1
Nq2z
)
= 2(−i
√
Nqα)−k
∞∑
n=1
cf¯ ,−Na,q(n)n
k−1
2 e(βn)e−2πn|βu|(1 + iu)−ke
(
− nβu
2
1 + iu
)
.
It was shown in [Boo16, p. 820] that
(1 + iu)−ke
(
− nβu
2
1 + iu
)
=
∞∑
m=0
(−iu)m
m∑
j=0
(
m+ k − 1
m− j
)
(−2πn|βu|)j
j!
,
and for M,K ∈ Z≥0 and |u| ≤ 14 ,
∞∑
m=M
(−iu)m
m∑
j=0
(
m+ k − 1
m− j
)
(−2πn|βu|)j
j!
≪α,M,K |u|M−Kn−Ke2πn|βu|.
Thus, we obtain
(2.14)
(−i
√
Nqz)−kF
(
− 1
Nq2z
)
= OM,K
(
yM−K
∞∑
n=1
|cf¯ ,−Na,q(n)|n
k−1
2
−K
)
+ 2(−i
√
Nqα)−k
×
M−1∑
m=0
(
− iy
α
)m m∑
j=0
(
m+ k − 1
m− j
) ∞∑
n=1
cf¯ ,−Na,q(n)n
k−1
2 e(βn)
1
j!
(
− 2πny
Nq2α2
)j
e
− 2piny
Nq2α2 .
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By the choice K = ⌊k−1
2
⌋+ 2, the error term converges and is OM(yM−K). For the other
term note that
2ym
∞∑
n=1
cf¯ ,−Na,q(n)n
k−1
2 e(βn)
1
j!
(
− 2πny
Nq2α2
)j
e
− 2piny
Nq2α2
= 2
yj+m
j!
dj
dyj
∞∑
n=1
cf¯ ,−Na,q(n)n
k−1
2 e(βn)e
− 2piny
Nq2α2
=
yj+m
j!
dj
dyj
1
2πi
∫
ℜ(s)=m+2
(Nq2α2)s+
k−1
2 ∆f¯ ,−Na,q(s, β)y
−s− k−1
2 ds
=
1
2πi
∫
ℜ(s)=2
(−s− k−1
2
−m
j
)
(Nq2α2)s+
k−1
2
+m∆f¯ ,−Na,q(s+m, β)y
−s− k−1
2 ds.
Inserting this in the last term of (2.14) and using the Chu–Vandermonde identity
m∑
j=0
(
m+ k − 1
m− j
)(−s− k−1
2
−m
j
)
=
(−s+ k−1
2
m
)
= (−1)m
(
s+m− k+1
2
m
)
,
we arrive at
(−i
√
Nqz)−kF
(
− 1
Nq2z
)
= OM(y
M−⌊k+3
2
⌋) + (i sgnα)k
M−1∑
m=0
(−iα)−m
2πi
∫
ℜ(s)=2
(
s+m− k+1
2
m
)
(Nq2α2)s−
1
2
+m
·∆f¯ ,−Na,q
(
s+m,− 1
Nq2α
)
y−s−
k−1
2 ds.
We multiply both sides by ys+
k−1
2
−1 and integrate over y ∈ (0, |α|/4]. The error term
yields a holomorphic function for ℜ(s) > 2−M . As for the sum over m, by shifting the
contour to the right, we see that each term decays rapidly as y →∞, so the integral over
(0, |α|/4] differs from the full Mellin transform by an entire function. By Mellin inversion,
it follows that (2.13) is holomorphic for ℜ(s) > 2 −M . Finally, replacing M by M + 1
and discarding the final term of the sum concludes the proof of the lemma. 
Lemma 2.6. ΓC(s)
−1
∫ |α|/4
0
A(α + iy)ys dy
y
continues to an entire function of s.
Proof. Let Φ(s) = ψ′(s + k−1
2
) + ψ′(s− k−1
2
). By the identity ψ′(s) =
∫∞
1
log x
x−1
x−s dx, we
have Φ(s) =
∫∞
1
φ(x)x−s−
k−1
2 dx for ℜ(s) > k−1
2
, where φ(x) = x
k−1+1
x−1
log x. It follows
that
Φ(s)Γ(s+ k−1
2
) =
∫ ∞
1
φ(x)x−s−
k−1
2 dx
∫ ∞
0
e−yys+
k−1
2 dy =
∫ ∞
1
φ(x)
∫ ∞
0
e−y
(y
x
)s+ k−1
2 dy
y
.
By the variable change y 7→ xy we obtain
Φ(s)Γ(s+ k−1
2
) =
∫ ∞
1
φ(x)
∫ ∞
0
e−xyys+
k−1
2
dy
y
=
∫ ∞
0
(∫ ∞
1
φ(x)e−xy dx
)
ys+
k−1
2
dy
y
.
By Mellin inversion,
(2.15)
∫ ∞
1
φ(x)e−xy dx =
1
2πi
∫
ℜ(s)=2
Φ(s)Γ(s + k−1
2
)y−s−
k−1
2 ds.
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Observe that Lf¯ (s,−Naq ) =
∑∞
n=1 bnn
−s, where bn = λf¯(n)e(−Naq ). Thus for z ∈ H,
A(z) = 2
∞∑
n=1
bn · 1
2πi
∫
ℜ(s)=2
Φ(s)Γ(s + k−1
2
)(−2πinz)−s− k−12 ds
= 2
∞∑
n=1
bn
∫ ∞
1
φ(x)e2πinxz dx,
where the last step follows from (2.15). For z = α + iy this simplifies to
(2.16) A(α + iy) = 2
∞∑
n=1
bn
∫ ∞
1
φ(x)e(αnx)e−2πnxy dx.
Using this expression, it follows that
(2.17)
∫ ∞
0
A(α + iy)ys
dy
y
= 2
∞∑
n=1
bn
∫ ∞
1
φ(x)e(αnx)
∫ ∞
0
e−2πnxyys
dy
y
dx
= ΓC(s)
∞∑
n=1
bnn
−s
∫ ∞
1
φ(x)e(αnx)x−s dx.
For j = 0, 1, 2, . . ., define the sequence of functions φj(x, s) by
φ0(x, s) = φ(x), φj+1(x, s) = x
∂φj
∂x
(x, s)− (s+ j)φj(x, s).
Integrating by parts,∫ ∞
1
φj(x, s)e(αnx)x
−s−j dx = −e(αn)φj(1, s)
2πiαn
− 1
2πiαn
∫ ∞
1
φj+1(x, s)e(αnx)x
−s−j−1 dx.
Repeated application of this yields
(2.18)
∫ ∞
1
φ(x)e(αnx)x−s dx = e(αn)
m−1∑
j=0
φj(1, s)
(−2πiαn)j+1
+ (−2πiαn)−m
∫ ∞
1
φm(x, s)e(αnx)x
−s−m dx
for m ∈ Z≥0. By (2.17) and (2.18) it follows that
1
ΓC(s)
∫ ∞
0
A(α + iy)ys
dy
y
=
m−1∑
j=0
φj(1, s)
(−2πiα)j+1Lf¯ (s+ j + 1,−
Na
q
+ α)
+ (−2πiα)−m
∞∑
n=1
bn
ns+m
∫ ∞
1
φm(x, s)e(αnx)x
−s−m dx.
Each term in the sum extends to an entire function of s, by [BK11, Proposition 3.1].
Furthermore, it may be checked that φm(x, s) ≪m,k (1 + |s|)mxk−1. Therefore the last
integral is holomorphic for ℜ(s) > k−m. Letting m→∞ shows that ΓC(s)−1
∫∞
0
A(α+
iy)ys dy
y
continues to an entire function.
Finally, from (2.16) we see that A(α + iy) decays exponentially as y →∞, and hence∫∞
|α|/4
A(α + iy)ys dy
y
is entire. This completes the proof. 
Lemma 2.7. ΓC(s)
−1
∫ |α|/4
0
B(α + iy)ys dy
y
continues to an entire function of s.
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Proof. Following the proof of [Boo16, Lemma 3.4], we obtain
B(α+ iy) =
M−1∑
j=0
Pj(α)y
j +OM(y
M) for all M ∈ Z≥0, y ∈
(
0, |α|
4
]
,
where
Pj(α) =
(−iα)−j
2πi
∫
ℜ(s)= k
2
ei
pi
2
sgn(α)(s+ k−1
2
)|α|−s− k−12
(−s− k−1
2
j
)
Λf (s,
a
q
)
π2
sin2(π(s+ k−1
2
))
ds.
Hence, ∫ |α|/4
0
B(α + iy)ys
dy
y
−
M−1∑
j=0
Pj(α)
|α/4|s+j
s+ j
is holomorphic for ℜ(s) > −M . Note that the sum over j is entire apart from at most
simple poles at the poles of ΓC(s). Dividing by ΓC(s) and taking M →∞ concludes the
proof. 
Proof of Proposition 2.2. Combining Lemmas 2.3–2.7 and taking M = 1, we see that
If,a,q,α(s)−Hf,a,q,α(s) has analytic continuation toℜ(s) > 0. If
∫ |α|/4
0
|Sf,a,q(y, α)|yσ+ k−12 dyy <
∞ for some σ ≥ 0, then the integral defining If,a,q,α(s) converges absolutely for ℜ(s) > σ,
and hence If,a,q,α(s) is holomorphic in that region. 
3. Estimates for N sf,a,q(T )
Fix f, a, q as in Proposition 2.1, and let α ∈ Q×. In this section, we derive estimates
for N sf,a,q(T ) based on Proposition 2.2.
Lemma 3.1. Let f ∈ Sk(Γ1(N)) be a primitive form. For ρ = β + iγ a zero of Λf(s),
we have
(3.1) Λ′f(ρ)≪f (2 + |γ|)
k
2
+
|β−12 |
3
− 1
6 log2(2 + |γ|)e−pi2 |γ|.
Proof. We begin by establishing, for s = σ + it and σ ∈ [1
2
, 1],
(3.2) ΓC(s+
k−1
2
)L′f (s)≪ τ
k
2
− 1−σ
3 e−
pi
2
|t| log2 τ,
where τ = |t|+ 2. By [BMN19, Theorem 1.1], we have
Lf (
1
2
+ it)≪ τ 13 log τ.
By the Phragme´n–Lindelo¨f principle, using
Lf
(
− 1
log τ
+ it
)
≪ τ log τ and Lf
(
1 +
1
log τ
+ it
)
≪ log τ,
it follows that Lf (σ + it) ≪ τ 13 log τ when |σ − 12 | ≤ 1/ log τ . An application of the
Cauchy integral formula then yields L′f (
1
2
+ it)≪ τ 13 log2 τ . By Cauchy’s inequality and
Rankin’s estimate
∑
n≤x |λf(n)|2 ≪ x, we get
|L′f(1 + ε+ it)| ≤
∞∑
n=1
|λf(n)| logn
n1+ε
≤
( ∞∑
n=1
|λf(n)|2
n1+ε
) 1
2
ζ ′′(1 + ε)
1
2 ≪ ε− 12 ε− 32 = ε−2
for ε > 0. Another application of the Phragme´n–Lindelo¨f principle yields
L′f (σ + it)≪ τ
2
3
(1−σ) log2 τ
11
for σ ∈ [1
2
, 1]. This, together with the Stirling formula estimate
ΓC(s+
k−1
2
)≪ τσ+k2−1e−pi2 |t|,
yields (3.2).
Setting s = ρ = β + iγ with β ≥ 1
2
in (3.2) gives
(3.3) Λ′f(ρ) = ΓC(ρ+
k−1
2
)L′f (ρ)≪ (2 + |γ|)
k
2
− 1−β
3 log2(2 + |γ|)e−pi2 |γ|.
Now suppose β < 1
2
. Differentiating the functional equation we obtain
Λ′f(ρ) = −ǫN
1
2
−ρΛ′f¯(1− ρ),
where |ǫ| = 1. Applying (3.3) to Λ′
f¯
(1− ρ) it follows that
(3.4) Λ′f(ρ)≪ (2 + |γ|)
k
2
−β
3 log2(2 + |γ|)e−pi2 |γ|.
Combining (3.3) and (3.4) we obtain (3.1). 
Lemma 3.2. For any fixed ε > 0 and all σ ∈ [ε, 2],∫ |α|
4
0
|Sf,a,q(y, α)|yσ+ k−12 dy
y
≪
∑
ρ=β+iγ
a pole of ∆∗
f,a,q
(s)
(2 + |γ|) 1+|β−
1
2 |
3
−σ log2(2 + |γ|).
Proof. Throughout this proof we let ρ = β + iγ denote a pole of ∆∗f,a,q(s), and we set
τ = 2 + |γ|. Recalling (2.6), observe that (y − iα)−ρ− k−12 = eipi2 sgn(α)(ρ+ k−12 )|α|−ρ− k−12 (1 +
iy
α
)−ρ−
k−1
2 and
(3.5)
∣∣(1 + i y
α
)−(β+iγ+
k−1
2
)
∣∣ = ∣∣e−( 12 log(1+(y/α)2)+i arctan(y/α))(β+iγ+ k−12 )∣∣
=
(
1 + ( y
α
)2
)−β
2
− k−1
4 eγ arctan(y/α).
Therefore
(3.6) (y − iα)−ρ− k−12 ≪ eγ sgn(α)(arctan(y/|α|)−pi2 ).
Next, we treat the residue in (2.6). By (2.4), the poles of ∆∗f,a,q(s) arise from poles of
∆f (s) and ∆f (s, χ) with χ 6= χ0. The contributrion of an individual term of (2.4) to
Res
s=ρ
∆∗f,a,q(s), if nonzero, is of the form
−
(
1− q
q − 1Pf,q(q
−ρ)
)
Λ′f(ρ) or −
τ(χ)χ(a)
q − 1 Λ
′
f (ρ, χ).
Applying Lemma 3.1 (possibly replacing f by f ⊗ χ) to each of these expressions, it
follows that
(3.7) Res
s=ρ
∆∗f,a,q(s)≪ τ
k
2
+
|β−12 |
3
− 1
6 (log2 τ)e−
pi
2
|γ|.
It follows from (2.6), (3.6), and (3.7) that
Sf,a,q(y, α)≪
∑
ρ
τ
k
2
+
|β−12 |
3
− 1
6 (log2 τ)e|γ|[sgn(αγ) arctan(y/|α|)−
pi
2
(1+sgn(αγ))].
By considering cases and using the bound arctanu ≥ u
2
for 0 ≤ u ≤ 1
4
, we have
Sf,a,q(y, α)≪
∑
ρ
τ
k
2
+
|β−12 |
3
− 1
6 (log2 τ)e−c|γ|y for y ∈ (0, |α|
4
]
,
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where c = 1
2|α|
> 0. We deduce from this
∫ |α|
4
0
|Sf,a,q(y, α)|yσ+ k−12 dy
y
≪
∑
ρ
τ
k
2
+
|β−12 |
3
− 1
6 log2 τ
∫ |α|
4
0
e−c|γ|yyσ+
k−1
2
dy
y
.
Now ∫ |α|
4
0
e−c|γ|yyσ+
k−1
2
dy
y
≪
∫ |α|
4
0
e−cτyyσ+
k−1
2
dy
y
≤
∫ ∞
0
e−cτyyσ+
k−1
2
dy
y
.
By the variable change u = cτy, the last integral equals
1
(cτ)σ+
k−1
2
∫ ∞
0
e−uuσ+
k−1
2
du
u
=
Γ(σ + k−1
2
)
(cτ)σ+
k−1
2
≪ τ−σ− k−12 ,
and thus ∫ |α|
4
0
Sf,a,q(y, α)y
σ+ k−1
2
dy
y
≪
∑
ρ
τ
1+|β−12 |
3
−σ log2 τ.

For a meromorphic function h on {s ∈ C : ℜ(s) > 1}, define
Θ(h) = inf
{
θ ≥ 0 : h continues analytically to {s ∈ C : ℜ(s) > θ}}.
We also set
θf,a,q(T ) = sup
({0} ∪ {ℜ(ρ), 1− ℜ(ρ) : ρ ∈ C, |ℑ(ρ)| ≤ T,Res
s=ρ
∆∗f,a,q(s) 6= 0
})
and
θf,a,q = lim
T→∞
θf,a,q(T ).
By Proposition 2.1, we have
(3.8) θf,a,q = max(Θ(∆f,a,q),Θ(∆f¯ ,−Na,q)).
Proposition 3.3. If Θ(Hf,a,q,α) > 0 then θf,a,q ≥ 12 and
(3.9) N sf,a,q(T ) = Ω
(
T
1
3
(1−θf,a,q)+Θ(Hf,a,q,α)−
1
2
−ε
)
for all ε > 0.
Further, if Θ(Hf,a,q,α) =
1
2
and Hf,a,q,α(s) has a pole with real part
1
2
, then
(3.10) N sf,a,q(T ) = Ω
(
T
1
3
(1−θf,a,q(T ))
(1− θf,a,q(T )) log2 T
)
,
and there are arbitrarily large T > 0 such that
(3.11) N sf,a,q(T ) ≥ log log log T.
Proof. Let βn + iγn run through the poles of ∆
∗
f,a,q(s), in increasing order of |γn|. For
brevity, we write I(s),H(s), Θ, S(y),N(t), θ(t) and θ for If,a,q,α(s),Hf,a,q,α(s), Θ(Hf,a,q,α),
Sf,a,q(y, α), N
s
f,a,q(t), θf,a,q(t) and θf,a,q, respectively. By Lemma 3.2, we have∫ |α|/4
0
|S(y)|yσ+ k−12 dy
y
≪
∑
n≥1
(2 + |γn|)
1+|βn−
1
2 |
3
−σ log2(2 + |γn|)
≤
∑
n≥1
(2 + |γn|)
θ(|γn|)
3
+ 1
6
−σ log2(2 + |γn|).
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If Θ > 0 then by Proposition 2.2, the integral must diverge for sufficiently small σ > 0,
and thus the right-hand side has infinitely many terms. Thus ∆∗f,a,q(s) has poles, so
θ ≥ 1
2
.
Suppose that (3.9) does not hold. Then there exists ε ∈ (0,Θ) such that N(t) =
o(t
1
3
(1−θ)+Θ− 1
2
−ε). Choosing σ = Θ− ε
3
and using the estimate log2(2+ |γn|)≪ (2+ |γn|) ε3 ,
we have∫ |α|/4
0
|S(y)|yΘ− ε3+ k−12 dy
y
≪
∑
n≥1
(2 + |γn|) θ3+ 16−Θ+ 23ε ≪ 1 +
∫ ∞
1
t
θ
3
+ 1
6
−Θ+ 2
3
ε dN(t)
≪ 1 +
∫ ∞
1
t
θ
3
+ 1
6
−Θ+ 2
3
ε−1N(t) dt≪ 1 +
∫ ∞
1
t−1−
ε
3 dt≪ 1.
By Proposition 2.2, it follows that H(s) is holomorphic for ℜ(s) > Θ − ε
3
. This is a
contradiction, so (3.9) must hold.
Next suppose that Θ = 1
2
, and let ρ be a pole of H(s) with ℜ(ρ) = 1
2
. Then for
sufficiently small δ > 0, by Proposition 2.2, we have
δ−1 ≪ |H(ρ+ δ)| ≪ 1 + |I(ρ+ δ)| ≤ 1 +
∫ |α|/4
0
|S(y)|yδ+ k2 dy
y
,
where we understand the right-hand side to be ∞ if the integral diverges. Applying
Lemma 3.2, we thus have
(3.12) δ−1 ≪ 1 +
∑
n≥1
(2 + |γn|)
θ(|γn|)−1
3
−δ log2(2 + |γn|).
In particular, the right-hand side must have infinitely many terms. Applying integration
by parts, we get
δ−1 ≪ 1 +
∫ ∞
1
t
θ(t)−1
3
−δ log2 t dN(t) = 1−
∫ ∞
1
N(t)d(t
θ(t)−1
3
−δ log2 t)
≤ 1 +
∫ ∞
1
N(t)
( 1−θ(t)
3
+ δ
)
t
θ(t)−1
3
−δ−1 log2 t dt,
where for the last inequality we have used the fact that θ(t) is nondecreasing and
d(t
θ(t)−1
3
−δ log2 t) = t
θ(t)−1
3
−δ−1(log t)
[
2− (1−θ(t)
3
+ δ
)
log t
]
dt+ 1
3
log3 t dθ(t).
Suppose that (3.10) is false, so that the function ε(t) = N(t)t
1
3
(θ(t)−1)(1 − θ(t)) log2 t
satisfies limt→∞ ε(t) = 0. Then we have
δ−1 ≪ 1 +
∫ ∞
1
(
1
3
+
δ
1− θ(t)
)
ε(t)t−1−δ dt.
By the standard zero-free region [IK04, Theorem 5.10], we have
1
1− θ(t) ≪ logmax(t, 2),
so that
δ−1 ≪ 1 +
∫ ∞
1
(1 + δ log t)ε(t)t−1−δ dt = 1 + δ−1
∫ ∞
0
ε(eu/δ)(1 + u)e−u du = o(δ−1).
This is a contradiction, so (3.10) holds.
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Finally, suppose (3.11) is false, so that N(T ) < log log log T for all sufficiently large T .
Then there exists n0 ≥ Z>0 such that |γn| > exp exp exp n for all n ≥ n0. Since the terms
from n < n0 contribute a bounded amount to (3.12), we have
1 +
∞∑
n=n0
|γn|−δ log2 |γn| ≫ δ−1
for all sufficiently small δ > 0.
Next we claim that there are infinitely many m ≥ n0 such that
(3.13) log log |γm+1| ≥ 135 log log |γm|.
If not then there exists n1 ≥ n0 such that (3.13) fails for all m ≥ n1, and by induction it
follows that
log log |γn| ≤ (135 )n−n1 log log |γn1| = c(135 )n for n ≥ n1,
where c = (13/5)−n1 log log |γn1| > 0. Hence,
n < log log log |γn| ≤ log c+ n log 135 .
Since log 13
5
< 1, this is false for sufficiently large n, proving the claim.
Choose a large m ≥ n0 satisfying (3.13), and set δm = (log |γm|)− 125 . Then using the
trivial bound ee
e ≤ |γn| ≤ |γm| for n0 ≤ n ≤ m, we have
m∑
n=n0
|γn|−δm log2 |γn| ≤ m log2 |γm| < (log log log |γm|) log2 |γm| ≤ (log |γm|) 115 = δ−
11
12
m ,
since log log x ≤ x 15 for all x > 1.
To estimate the contribution from n > m we apply integration by parts. Set g(t) =
t−δm log2 t. Then g′(t) < 0 for t > e2/δm = exp(2(log |γm|)12/5); in particular, if m is
sufficiently large then, by (3.13), g′(t) < 0 for t ≥ |γm+1|. Hence, we have
∞∑
n=m+1
g(|γn|) = lim
ε→0+
∫ ∞
|γm+1|−ε
g(t) dN(t) =
∫ ∞
|γm+1|
(−g′(t))(N(t)−m) dt
≤
∫ ∞
|γm+1|
(−g′(t))(log log log t) dt ≤ δm
∫ ∞
|γm+1|
t−δm−1(log t)
11
5 dt
= δm
∫ ∞
log |γm+1|
e−δmuu
11
5 du.
Applying integration by parts three times and using that δm log |γm+1| ≫ 1, we get
δm
∫ ∞
log |γm+1|
e−δmuu
11
5 du≪ |γm+1|−δm(log |γm+1|) 115 .
Note that δm = (log |γm|)− 125 ≥ (log |γm+1|)− 1213 , so |γm+1|−δm ≤ exp(−(log |γm+1|) 113 ).
Hence, we conclude that
∞∑
n=m+1
g(|γn|)≪ exp(−(log |γm+1|) 113 )(log |γm+1|) 115 ≪ 1.
Thus, altogether we have
δ−1m ≪ 1 +
∞∑
n=n0
|γn|−δm log2 |γn| ≪ 1 + δ−
11
12
m .
This is false for sufficiently large m, so (3.11) must hold for some arbitrarily large T . 
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4. Proofs of Theorems 1.1 and 1.2
We begin with an overview of the argument. By Proposition 3.3, N sf,a,q(T ) is sometimes
large if there exists α ∈ Q× for which Hf,a,q,α(s) has a pole with large real part. The main
obstacle to showing this is that Hf,a,q,α(s) is defined as the difference of two functions
(cf. (2.7)), whose poles could in principle cancel out. However, as we show, there are some
dependencies between Hf,a,q,α(s) for various choices of (a, q, α), from which it follows that
there is a suitable pole for at least one choice of inputs. More specifically, in Lemma 4.1
we exhibit a relationship between Hf,1,1,a/p(s) and Hf,a,q,−a/q(s), where p and q are primes
satisfying pq ≡ −1 (mod Na). For any prime p ∤ N , we show that there is some choice of
a ∈ Z for which this leads to poles at the simple zeros of Λf(s), and thanks to [Boo16,
Theorem 1.1], those exist in abundance. Ultimately this implies that at least one of
N sf (T ), N
s
f,a,p(T ), N
s
f,a,q(T ) is large, which yields Theorem 1.1. Choosing p = 2 and
appealing to the second and third conclusions of Proposition 3.3 yields Theorem 1.2.
Proceeding, given a prime p and a ∈ Z coprime to p, define
(4.1) Cf,a,p(s) = ∆f,a,p(s)− ξ(p)p1−2s∆f(s).
Lemma 4.1. Let a ∈ Z, and let p and q be prime numbers such that pq ≡ −1 (mod Na).
Then
(i) Cf,a,p(s)−
(
Hf,1,1,a/p(s)− ξ(p)p1−2sHf,a,q,−a/q(s)
)
is holomorphic for ℜ(s) > 0;
(ii)
p−1∑
b=1
Cf,b,p(s) = −Pf,p(p1−s)∆f (s).
Proof. We first consider Hf,a,q,α(s), where α = −a/q. We have
∆f,a,q(s, α)−∆f(s) = −Rf,q(q−s)Λf(s),
which is holomorphic for ℜ(s) > 0. Set a′ = −1+pq
Na
, so that a
′
q
− 1
Nq2α
= − p
Na
. Let rf¯ ,q(j)
be the numbers such that
Rf¯ ,q(x) =
∞∑
j=1
rf¯ ,q(j)x
j .
By Fourier inversion, we have
∑
j≥1
j≡t (mod ϕ(Na))
rf¯ ,q(j)x
j =
1
ϕ(Na)
ϕ(Na)∑
ℓ=1
e
(
− ℓt
ϕ(Na)
)
Rf¯ ,q
(
e
(
ℓ
ϕ(Na)
)
x
)
.
Thus,
∆f¯ ,a′,q
(
s,− 1
Nq2α
)
−∆f¯
(
s,− p
Na
)
= −
∞∑
j=1
rf¯ ,q(j)q
−jsΛf¯
(
s,
qj−1
Na
)
= −
ϕ(Na)∑
t=1
Λf¯
(
s,
qt−1
Na
) ∑
j≥1
j≡t (mod ϕ(Na))
rf¯ ,q(j)q
−js
= − 1
ϕ(Na)
ϕ(Na)∑
t=1
Λf¯
(
s,
qt−1
Na
) ϕ(Na)∑
ℓ=1
e
(
− ℓt
ϕ(Na)
)
Rf¯ ,q
(
e
(
ℓ
ϕ(Na)
)
q−s
)
,
which is again holomorphic for ℜ(s) > 0. Hence, up to a holomorphic function, Hf,a,q,α(s)
is
∆f (s)− ǫξ(q)(−i sgn a)k(Na2)s− 12∆f¯
(
s,− p
Na
)
.
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Next note that
Cf,a,p(s)−Hf,1,1,a/p(s) = ǫ(i sgn a)k
(
Na2
p2
)s− 1
2
∆f¯
(
s,− p
Na
)
−ξ(p)p1−2s∆f (s)−Rf,q(q−s)Λf(s).
Therefore, since ξ(p)ξ(q) = ξ(−1) = (−1)k, we see that
Cf,a,p(s)−Hf,1,1,a/p(s) + ξ(p)p1−2sHf,a,q,α(s)
is holomorphic for ℜ(s) > 0.
Finally, by (2.4) we have
p−1∑
b=1
Cf,b,p(s) = (p− 1)
[
1− p
p− 1Pf,p(p
−s)− ξ(p)p1−2s
]
∆f (s)
= −Pf,p(p1−s)∆f (s).

In the following we shall make frequent use of the observation that for any pair h1, h2
of meromorphic functions,
(4.2) Θ(h1 + h2) ≤ max(Θ(h1),Θ(h2)), with equality when Θ(h1) 6= Θ(h2).
Fix a prime p ∤ N . By [Boo16, Theorem 1.1] and the functional equation, ∆f (s) has a
pole with real part ≥ 1
2
, and thus
(4.3) Θ(∆f) = θf,1,1 ≥ 1
2
.
Since all zeros of Pf,p(p
1−s) have real part 1, this is also true of Pf,p(p
1−s)∆f(s). Hence,
by Lemma 4.1(ii), there exists a ∈ {1, . . . , p− 1} such that Cf,a,p(s) has a pole with real
part ≥ 1
2
and satisfies Θ(Cf,a,p) ≥ θf,1,1. By (4.1) and (4.2), it follows that
(4.4) Θ(Cf,a,p) = max(Θ(∆f,a,p), θf,1,1).
Let q be a prime satisfying pq ≡ −1 (mod Na), and set a′ = −(1 + pq)/(Na).
We aim to prove that
(4.5) max
(
N sf (T ), N
s
f,a,p(T ), N
s
f,a,q(T )
)
= Ω
(
T
1
6
−ε
)
for all ε > 0.
To that end, we will show that at least one of the following inequalities holds for some
α ∈ Q×:
(i) max(Θ(Hf,1,1,α),Θ(Hf¯ ,1,1,α)) ≥ θf,1,1 ≥ 12 ;
(ii) max(Θ(Hf,a,p,α),Θ(Hf¯ ,a′,p,α)) ≥ θf,a,p ≥ 12 ;
(iii) max(Θ(Hf,a,q,α),Θ(Hf¯ ,a′,q,α)) ≥ θf,a,q ≥ 12 .
To see that this suffices, suppose for instance that (iii) holds. By Proposition 2.1, we
have N sf,a,q(T ) = N
s
f¯ ,a′,q
(T ) and θf,a,q = θf¯ ,a′,q. Thus, applying Proposition 3.3 to either
(f, a, q) or (f¯ , a′, q), we conclude that
N sf,a,q(T ) = Ω(T
β−ε), where β ≥ 1
3
(1− θf,a,q) + θf,a,q − 1
2
=
2θf,a,q
3
− 1
6
≥ 1
6
.
If, instead, (i) or (ii) holds, then by a similar argument we find that N sf,1,1(T ) = Ω(T
β−ε)
or N sf,a,p(T ) = Ω(T
β−ε) for some β ≥ 1
6
. Hence, (4.5) follows in any case.
Let us suppose that conditions (i) and (iii) are false for all α ∈ Q× and show that this
leads to (ii). Since (i) is false, in view of (4.3) we must have θf,1,1 > Θ(Hf,1,1,a/p). In turn,
by (4.4) this implies that Θ(Cf,a,p) > Θ(Hf,1,1,a/p). Hence, by Lemma 4.1(i) and (4.2),
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we have Θ(Hf,a,q,−a/q) = Θ(Cf,a,p). By (4.4), this implies Θ(Hf,a,q,−a/q) ≥ θf,1,1 > 0, and
thus θf,a,q ≥ 12 , by Proposition 3.3.
Next, by (3.8) we have θf,a,p = max(Θ(∆f,a,p),Θ(∆f¯ ,a′,p)). If
(4.6) Θ(∆f¯ ,a′,p) ≤ max(Θ(∆f,a,p), θf,1,1) = Θ(Hf,a,q,−a/q)
then it follows that
(4.7) Θ(Hf,a,q,−a/q) = max(θf,a,p, θf,1,1).
Suppose now that (4.6) is false. Then Θ(∆f¯ ,a′,p) > max(Θ(∆f,a,p), θf,1,1), so that
θf,a,p = Θ(∆f¯ ,a′,p) > θf,1,1.
Since (i) is false, this implies that Θ(∆f¯ ,a′,p) > max(Θ(Hf¯ ,1,1,a′/p), θf,1,1). By (4.1) and
Lemma 4.1(i) with (f¯ , a′) in place of (f, a), it follows from (4.2) that
(4.8) Θ(Hf¯ ,a′,q,−a′/q) = Θ(∆f¯ ,a′,p) = max(θf,a,p, θf,1,1).
Therefore, since at least one of (4.7) and (4.8) must hold, we have
max(Θ(Hf,a,q,−a/q),Θ(Hf¯ ,a′,q,−a′/q)) ≥ max(θf,a,p, θf,1,1).
Since (iii) is false, this implies that θf,a,q > max(θf,a,p, θf,1,1). Hence, by (3.8), either
(4.9) Θ(∆f,a,q) > max(θf,a,p, θf,1,1) or Θ(∆f¯ ,a′,q) > max(θf,a,p, θf,1,1).
Suppose that the first inequality in (4.9) holds. Then by (4.1) (with q in place of
p) and (4.2), we have Θ(Cf,a,q) = Θ(∆f,a,q) > θf,1,1. Since (i) is false, this implies
Θ(Cf,a,q) > Θ(Hf,1,1,a/q). On the other hand, by Lemma 4.1(i) (with the roles of p and q
reversed) and (4.2), we have
Θ(Hf,a,p,−a/p) = Θ(Cf,a,q) = Θ(∆f,a,q) > θf,a,p.
This also implies that Θ(Hf,a,p,−a/p) > 0, whence θf,a,p ≥ 12 , by Proposition 3.3.
If, instead, the second inequality holds in (4.9), then running through the same argu-
ment with (f¯ , a′) in place of (f, a), we find that
Θ(Hf¯ ,a′,p,−a′/p) = Θ(Cf¯ ,a′,q) = Θ(∆f¯ ,a′,q) > θf¯ ,a′,p ≥
1
2
.
Hence, in either case we see that (ii) holds, and this concludes the proof of (4.5).
Now, by (4.5) and (2.4), it follows that there is a character χ of conductor 1, p or q
such that N sf⊗χ(T ) = Ω(T
1
6
−ε) for all ε > 0. This implies Theorem 1.1.
For the proof of Theorem 1.2, we may assume that N sf (T )≪ 1+T ε for all ε > 0, since
the result is trivial otherwise. To avoid contradicting Proposition 3.3, it must therefore
be the case that max(Θ(Hf,1,1,α),Θ(Hf¯ ,1,1,α)) ≤ 12 for all α ∈ Q×.
Since N is odd, we can take p = 2 and a = 1 in the above, and choose any suitable
prime q. Then by Lemma 4.1(ii), we have
∆f,a,p(s) =
(
ξ(p)p1−2s − Pf,p(p1−s)
)
∆f (s),
and it follows that N sf,a,p(T ) ≤ N sf (T ) and max(Θ(Hf,a,p,α),Θ(Hf¯ ,a′,p,α)) ≤ 12 for all
α ∈ Q×. Thus, by (4.5), N sf,a,q(T ) = Ω(T
1
6
−ε) for all ε > 0. Therefore, by Proposition 2.1,
at least one of ∆f,a,q(s),∆f¯ ,a′,q(s) has a pole in the region {s ∈ C : ℜ(s) ≥ 12} that is
not a pole of ∆f (s). By (4.1) and Lemma 4.1(i), the same applies to one of Hf,1,1,a/q(s),
Hf,a,p,−a/p(s), Hf¯ ,1,1,a′/q(s), or Hf¯ ,a′,p,−a′/p(s).
Since
N sf,a,p(T ) = N
s
f¯ ,a′,p(T ) ≤ N sf,1,1(T ) = N sf¯ ,1,1(T ),
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whichever function has the pole, we can apply Proposition 3.3 to see that N sf (T ) satisfies
the second and third conclusions. In particular, N sf (T ) ≥ log log log T for some arbitrarily
large T , and if k = 1 or f is a CM form then Coleman’s theorem [Col90] implies that
1− θf,a,p(T ) ≥ 1− θf,1,1(T )≫ (log T )− 23 (log log T )− 13 for all T ≥ 3,
whence N sf (T ) = Ω(exp((log T )
1
3
−ε)) for all ε > 0. Moreover, since N sf (T ) ≪ 1 + T ε, we
must have θf,1,1 = 1, so Λf(s) has simple zeros with real part arbitrarily close to 1.
Finally, by Lemma 4.1(ii) we have Θ(Cf,a,p) = 1. Since Θ(Hf,1,1,a/p) ≤ 12 , Lemma 4.1(i)
and (4.2) imply that Θ(Hf,a,q,−a/q) = 1. Applying Proposition 3.3, it follows that
N sf,a,q(T ) = Ω(T
1
2
−ε) for all ε > 0. By Lemma 4.1(i), Cf,a,q(s) and Cf¯ ,a′,q(s) are holomor-
phic for ℜ(s) > 1
2
. Hence, by (4.1) and Proposition 2.1, all poles of ∆∗f,a,q(s) that are not
poles of ∆∗f (s) lie on the line {s ∈ C : ℜ(s) = 12}. Since N sf (T )≪ 1 + T ε, ∆∗f,a,q(s) must
have Ω(T
1
2
−ε) poles with real part 1
2
and imaginary part in [−T, T ]. By (2.4), the same
applies to ∆f (s, χ) for some χ (mod q).
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