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Abstract
The goal of this work is two-fold. In the first part of this paper
we regard classical Plebanski’s action as a BF action supplemented by
constraints (defined in the spirit of Barrett and Crane). We introduce
a spin foam model for Riemannian general relativity by systematically
implementing these constraints as restrictions on paths in the state-
sum of the BF theory. The spin foam model obtained is closely related
to —but not the same as— the Barrett-Crane model. More precisely,
configurations satisfying our constraints correspond to a subset of the
Barrett-Crane configurations. Surprisingly, all tetrahedra in the al-
lowed configurations turn out to have zero volume.
In the second part of the paper we study the quantization of the
effective action corresponding to the degenerate sectors of Plebanski’s
theory and obtain a very simple spin foam model. This model turns out
to be precisely the one introduced by De Pietri et al. as an alternative
to the one proposed by Barrett and Crane. This result establishes a
clear-cut connection of the model with a classical action. The 4-simplex
configurations of the model corresponding to the full Plebanski’s action
(obtained in the first part) turn out to be entirely contained in the set
of configurations of the model of the degenerate sector.
e-print archive: http://xxx.lanl.gov/abs/gr-qc/0203058
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1 Introduction
In reference [1] Barrett and Crane introduced a very interesting model of
Riemannian quantum gravity based on a constrained state-sum. The def-
inition of the model can be nicely motivated by geometrical properties of
the so-called ‘quantum tetrahedron’. The definition of the quantum tetrahe-
dron in 3 dimensions was originally introduced by Barbieri in [2]. Baez and
Barrett showed that a generalization to 4 dimensions naturally leads to the
the Barrett-Crane (BC) model [3, 4]. Evidence suggesting that the model
corresponds to a discrete path integral for general relativity has been found
in [5, 6]. The model turns out to be well defined on a finite (non-degenerate)
triangulation once an appropriate normalization is chosen[7]. This normal-
ization arises naturally in the so-called group field theory (GFT) formulation
[8, 9], which in addition provides a prescription for summing over discretiza-
tions. The model has been extended to the Lorentzian sector in [10, 11, 12].
The finiteness properties are preserved in this extension[13].
The SO(4) Plebanski action corresponds to the SO(4) BF action plus cer-
tain Lagrange multiplier terms imposing constraints on the B field. There-
fore, one can formally quantize the theory restricting the BF-path-integral
to paths that satisfy the B-field constraints. In the literature, there is an
implicit assumption that the BC model corresponds to a realization of this
idea. In other words, the definition of the quantum tetrahedron in 4d (giving
rise to the BC model) is sometimes regarded as an alternative way to im-
pose the required restrictions on the B-configurations in the discretization.
The purpose of this work is to analyze if this is the case by systematically
carrying out this restrictions.
We will present a construction which defines the path integral of Ple-
banski’s action on a fixed simplicial decomposition of space-time. As just
mentioned, this is done by appropriately restricting the state-sum of the
SO(4) BF theory. The path-integral of the BF theory is defined on a tri-
angulation using techniques similar to those in lattice-gauge theory. The
spin-foam formulation —or state-sum— is obtained by performing the mode
expansion of certain distributions on SO(4). This is analogous to a Fourier
transform where modes correspond to unitary irreducible representations of
SO(4) (Peter-Weyl theorem). The constraints on the B-field in the classical
action can be naturally translated into restrictions on these modes. The def-
inition of these constraints is not different in spirit from that of Barrett and
Crane. However, we emphasize the requirement that the restrictions should
be imposed on configurations of the BF theory. After making some natural
definitions, a systematic derivation leads to a model that is closely related
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to the BC model but that does not agree with it. This new version has a
puzzling feature: states of 3-geometries (boundary spin-network states) are
annihilated by the volume operator. The point of view is related to that of
Reisenberger and Freidel-Krasnov in [14, 15, 16]. No obvious modification
of the prescription can lead to all the BC configurations.
In order to find a possible interpretation of this result we concentrate on
one of the degenerate sectors of Plebanski’s action described in [17]. It turns
out that one can define a spin foam quantum model corresponding to this
sector in a straightforward way. For this, one simply applies the same tech-
niques used in the case of the BF theory. Surprisingly, the model obtained
coincides with the one introduced by De Pietri et al. in [18]. This model was
defined as an alternative to the BC model arising naturally in the context
of the group field theory (GFT) framework. Our result provides a clear-cut
interpretations of the De Pietri et al. formulation as a quantization of a
classical action. An interesting result is that all the allowed configurations
for a 4-simplex in the previous model (corresponding to generic theory) are
special configurations of this model.
The article is organized in the following way. In the next section we recall
essential facts about SO(4) Plebanski formulation. In Section 3 we briefly
review the spin foam quantization of the BF theory and introduce our basic
definitions. In Section 4 we solve the constraints that lead one from the
BF theory to general relativity and construct the corresponding state-sum
model. We interpret the results and show that configurations have zero 3-
volume. In Section 5 we quantize the effective action corresponding to the
degenerate sectors of Plebanski’s action and show that the previous model
corresponds to a sub-set of the spin foam configurations obtained in the
degenerate sector. We end with concluding remarks in Section 6.
2 Classical SO(4) Plebanski action
Let us start by briefly reviewing Plebanski’s formulation[19] at the classical
level. Plebanski’s Riemannian action depends on an so(4) connection A, a
Lie-algebra-valued 2-form B and Lagrange multiplier fields λ and µ. Writing
explicitly the Lie-algebra indices, the action is given by
S[B,A, λ, µ] =
∫ [
BIJ ∧ FIJ(A) + λIJKL B
IJ ∧BKL + µǫIJKLλIJKL
]
,
(1)
where µ is a 4-form and λIJKL = −λJLKI = −λIJLK = λKLIJ is tensor
in the internal space. Variation with respect to µ imposes the constraint
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ǫIJKLλIJKL = 0 on λIJKL. λIJKL has then 20 independent components.
Variation with respect to the Lagrange multiplier λ imposes 20 algebraic
equations on the 36 B. Solving for µ they are
BIJ ∧BKL −
1
4!
ǫOPQRB
OP ∧BQRǫIJKL = 0 (2)
which is equivalent to
ǫIJKLB
IJ
µνB
KL
ρσ = eǫµνρσ , (3)
for e 6= 0 where e = 14!ǫOPQRB
OP
µν B
QR
ρσ ǫ
µνρσ[20]. The solutions to these
equations are
B = ±∗(e ∧ e), and B = ±e ∧ e, (4)
in terms of the 16 remaining degrees of freedom of the tetrad field eIa. If one
substitutes the first solution into the original action one obtains an effective
action that is precisely that of general relativity in the Palatini formulation
S[e,A] =
∫
Tr [e ∧ e ∧ ∗F (A)] . (5)
3 Quantum SO(4) BF theory
Classical (Spin(4)) BF theory is defined by the action
S[B,A] =
∫
Tr [B ∧ F (A)] , (6)
where BIJab is a Spin(4) Lie-algebra valued 2-form, A
IJ
a is a connection on
a Spin(4) principal bundle over M. The theory is rather trivial and all
classical solutions are locally equivalent (up to gauge transformations). The
theory has only global degrees of freedom.
One can quantize the theory a` la Feynman introducing a path integral
measure. This is easily done by replacing the manifold M by an arbitrary
simplicial decomposition ∆ 1. Take a fixed triangulation ∆ of M. The
2-skeleton of the dual of the triangulation defines a cellular 2-complex ∆∗.
Associate Bf ∈ so(4) to each triangle in ∆ (for convenience we use the
face sub index f since triangles are in one-to-one correspondence to faces
f ∈ ∆∗), and a group element ge ∈ Spin(4) to each edge e ∈ ∆
∗. Consider
the holonomy around faces Uf = ge1ge2 . . . gen , i.e., the product of group
1More generally, the path integral for the BF theory can be defined on an arbitrary
cellular decomposition of M. See [21].
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elements of the corresponding edges around one face (an arbitrary orientation
of faces has been chosen). The discretized version of the partition function
becomes
Z(∆) =
∫ ∏
f∈∆∗
dB
(6)
f
∏
e∈∆∗
dge e
iTr[BfUf ]. (7)
The measure dB(6)f is the Lebesgue measure on ℜ
6, while dg corresponds to
the normalized Haar measure of Spin(4). Now the integration over the Bf ’s
can be done explicitly [22], and the result is:
Z(∆) =
∫ ∏
e∈∆∗
dge
∏
f∈∆∗
δ(ge1 · · · gen). (8)
Expanding the delta distribution in unitary irreducible representations
(Peter-Weyl decomposition 2) we obtain
Z(∆) =
∑
C:{ρ}→{f}
∫ ∏
e∈∆∗
dge
∏
f∈∆∗
∆ρf Tr
[
ρf (g
1
e . . . g
N
e )
]
, (9)
where C : {ρ} → {f} denotes the assignment of irreducible representations
to faces in the dual 2-complex ∆∗. Each particular assignment is referred to
as a coloring, C.
Next step is to integrate over the connection ge. Since edges e ∈ ∆
∗
bound four different faces, each group element ge appears in the mode ex-
pansion of four delta functions in (8). The formula we need is that of the
projection operator into the trivial component of the tensor product of four
irreducible representations, namely
∫
dg ρ1(g)⊗ ρ2(g)⊗ ρ3(g)⊗ ρ3(g) =
∑
ι
C ι
ρ1ρ2ρ3ρ4
C∗ι
ρ1ρ2ρ3ρ4
, (10)
where C ι ∈ Hρ1 ⊗ Hρ2 ⊗ Hρ3 ⊗ Hρ4 represents an orthonormal basis of
invariant vectors and the sum on the RHS ranges over all the basis elements
ι.
2 Peter-Weyl theorem implies that
δ(g) =
∑
ρ
∆ρTr[ρ(g)],
where ρ(g) is the unitary irreducible representation of dimension ∆ρ.
952 Spin foam quantization . . .
The RHS of equation (11) can be represented graphically as
∑
ι
C ι
ρ1ρ2ρ3ρ4
C∗ι
ρ1ρ2ρ3ρ4
=
∑
ι
ρ ρ ρρ
ρ ρ ρρ1 2 3 4
1 2 3 4
*
* *
*
ι . (11)
Therefore, integrating over the ge’s using (11) and keeping track of indices
we obtain
ZBF (∆) =
∑
Cf :{f}→ρf
∑
Ce:{e}→{ιe}
∏
f∈∆∗
∆ρ
∏
v∈∆∗
ρ
ρ ρ
ρ
ρ
ρ
ρ
ρ
ρρ
ι
ι
ι
ι
ι2
3
5
1
3
4
5
6
7
8
9
10
1
2
4
, (12)
where the pentagonal diagram representing the vertex amplitude denotes the
trace of the product of five intertwiners C ιρ1ρ2ρ3ρ4 according to the graphical
notation of (11). Vertices v ∈ ∆∗ are in one-to-one correspondence to 4-
simplexes in the triangulation ∆. In addition we also have Ce : {e} → {ιe}
representing the assignment of intertwiners to edges. The sum over the
coloring of edges, Ce, comes from (11) (for an extensive explanation of the
construction of the state-sum for the BF theory and the notation used here
see[23]).
What happened in going from equation (7) to (9)? We have replaced the
continuous multiple integral over the B’s by the sum over representations of
SO(4). Roughly speaking, the degrees of freedom of B are now encoded in
the representation being summed over in (9). One can make a more precise
definition of what ‘B’ is at the level of (9). In order to motivate our definition
we isolate a single face contribution to the integrand in the partition function
(7). Then we notice that the right invariant vector field −iX IJ(U) has a well
defined action at the level of equation (9) and acts as a ‘quantum’ B at the
level of (7) since
−iX IJ(U)
(
eiTr[BU ]
)
|U∼1 = X
IJ µ
νU
ν
σ
∂
∂U
µ
σ
eiTr[BU ]|U∼1 =
= Tr[XIJUB]eiTr[BU ]|U∼1 ∼ B
IJeiTr[BU ], (13)
where XIJ are elements of an orthonormal basis in the SO(4) Lie-algebra.
The evaluation at U = 1 is motivated by the fact that configurations in the
BF partition function (8) have support on flat connections.
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The constraints in (3) are quadratic in the B’s. We have then to worry
about cross terms, more precisely the nontrivial case corresponds to:
ǫIJKLX
IJ(U)XKL(U)
(
eiTr[BU ]
)
|U∼1
= −ǫIJKL
(
Tr[XIJUB]Tr[XKLUB]eiTr[BU ] + iTr[XIJXKLUB]eiTr[BU ]
)
|U∼1
∼ ǫIJKLB
IJBKLeiTr[BU ], (14)
where the second term on the second line can be dropped using that ǫIJKLX
IJ
XKL ∝ 1 (one of the two SO(4) Casimir operators) and U ∼ 1. Therefore,
we define the Bf field associated to a face at the level of equation (9) as
the appropriate right invariant vector field −iX IJ(Uf ) acting on the corre-
sponding discrete holonomy Uf , namely
BIJf → −iX
IJ(Uf ). (15)
It is easy to verify that one can use left invariant vector fields instead in the
previous definition without changing the following results.
4 Implementation of the constraints that reduce
the BF theory to general relativity
4.1 Formulation of the problem
Now we describe the implementation of the constraints (3). The idea is
to concentrate on a single 4-simplex amplitude using the locality of the BF
theory state sum 3. The 4-simplex wave function is obtained using (8) on the
dual 2-complex with boundary defined by the intersection of the dual of a
single 4-simplex with a 3-sphere, see Figure 1. We refer to this fundamental
building block as ‘atom’ as in [14]. The boundary values of the discrete
connection are held fixed. We denote as hij ∈ Spin(4) (i 6= j, i, j = 1 · · · 5
and hij = h
−1
ji ) the corresponding 10 boundary variables (associated to thin
boundary edges in Figure 1) 4 and gi ∈ Spin(4) (i = 1, · · · , 5) the internal
3The term ‘local’ here is used as defined by Reisenberger in [14]. It means that the spin
foam can be written as 4-simplex contributions that communicate with other 4-simplexes
by boundary data (connection). The full amplitude is obtained by integrating out the
boundary connections along the common boundary of the 4-simplexes that make up the
simplicial complex.
4Strictly speaking, the boundary connections hij are defined as the product h
′
ijh
′′
ij
where h′ and h
′′
are associated to half paths as follows: take the edge ij for simplicity
and assume it is oriented from i to j. Then h′ij is the discrete holonomy from i to some
954 Spin foam quantization . . .
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Figure 1: A fundamental atom is defined by the intersection of a dual ver-
tex in ∆∗ (corresponding to a 4-simplex in ∆) with a 3-sphere. The thick
lines represent the internal edges while the thin lines the intersections of the
internal faces with the boundary. One of the faces has been emphasized.
connection (corresponding to the thick edges in Figure 1). According to (8)
the 4-simplex BF amplitude 4SIMBF (hij) is given by
4SIMBF (hij) =
∫ ∏
i
dgi
∏
i<j
δ(gihijgj). (16)
With the definition of the B fields given in (15) the constrained amplitude,
4SIMconst(hij), formally becomes
4SIMconst(hij) =
∫ ∏
i
dgiδ [Constraints(X (Uij))]
∏
i<j
δ(gihijgj), (17)
where Uij = gihijgj is the holonomy around the triangular face (wedge) 0ij
according to Figure 1. It is easy to verify, using an equation analogous to
(13), that one can define the B’s by simply acting with the right invari-
ant vector fields on the boundary connection hij . Therefore, the previous
equation is equivalent to
4SIMconst(hij) = δ [Constraints(X (hij))]
∫ ∏
i
dgi
∏
i<j
δ(gihijgj), (18)
where we have taken the delta function out of the integral. The quantity
on which the formal delta distribution acts is simply 4SIMBF (hij) (defined
point in the center of the path and h
′′
ij is the holonomy from that center point to j.
This splitting of variables is necessary when matching different atoms to reconstruct the
simplicial amplitude. The use of this variables (wedge variables) will be crucial in Section
5. For a more detailed description of wedge variables see [14, 15].
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in (16)), which after integrating over the internal connection gi, and using
equation (11) becomes
4SIMBF (hij) =
∑
ρ1···ρ10
∑
ι1···ι5
ρ
15 ρ
ρ
ρ
13
1
12
2
23
3
34
4
3514
25
ι
ρ
ι
ρ
ι
ρ
ιρι 5
ρ
ρ
24
45
ι
ι
ι
ι
ι2
3
5
1
4
ρ ρ
ρ
ρ
45
ρ
51
ρ
ρ
ρ
24
ρ
35
ρ
12 23
34
52
13
14
h
h
h
h
h
hh
h
h
h
12
1415
13
23
45
35
2425
34
,
(19)
where the circles represent the corresponding ρ-representation matrices eval-
uated on the the corresponding boundary connection h. The term on the
left is a 15j-symbol as in (12) while the term on the right is the trace of
five intertwiners with the respective boundary connection insertions. Notice
then that nodes on the two pentagonal diagrams are linked together by the
value of their intertwiner.
The 4-simplex amplitude for the constraint spin foam model is then de-
fined as the restriction of 4SIMBF (hij) imposed by the quantum version of
the constraints (3). The latter are defined by the following set of differential
equations
ǫIJKLX
IJ(hij)X
KL(hik) 4SIMconst(hij) = 0 ∀ j, k, (20)
and where the index i = 1, · · · , 5 is held fixed. The translation of the
continuum constraint (3) into discrete elements associated to faces in ∆∗ is
analogous to that given in [3, 20]. Notice that (20) is to be thought as a
condition on BF amplitudes and is not a general equation to be imposed to
any 4-simplex amplitude. Recall that the strategy is to constraint the BF
theory to obtain a definition of the path integral for general relativity 5.
5We illustrate the general idea with the following simple example. Imagine that the
analog of 4SIMBF function (eq. (16)) is the integral
A =
∫
dkdpe
ikx+ipy = δ(x)δ(y), (21)
where x, y ∈ [0, 2pi] represent the boundary ‘connections’. The analog of the constraint (3)
is defined to be k − p = 0 which in turn implies the constrained amplitude to be
Aconst = δ(x+ y).
Let us now apply the prescription used in the BF theory. We can expand the un-
956 Spin foam quantization . . .
Equations closely related to (20) can also be obtained as the geometric
restrictions on the B’s to be simple bi-vectors coming from a dual cotetrad
or to characterize the geometry of a tetrahedron in 4 dimensions [4, 3]. In
this case the equivalent of B correspond to bivectors defined by the faces of a
classical tetrahedron. Using geometric quantization one obtains the Hilbert
space of states of the ‘quantum tetrahedron’ where the B’s are promoted to
operators. Notice the our B operator (13) is obtained directly from the BF
path integral and one does not need to invoke any additional quantization
principle. The procedure is completely analogous to the simple example of
Footnote 5. A similar point of view has been taken by Reisenberger and
Freidel-Krasnov in [14, 16].
4.2 Restricted BF paths
The following procedure is very similar in spirit to the BC prescription[3, 4].
The essential difference is that we now require the set of restricted configu-
rations to be contained in the set of modes of the BF amplitude, 4SIMBF .
There are seven equations (20) for each value of i = 1, · · · , 5. If we
consider all the equations for the 4-simplex amplitude then some of them are
redundant. The total number of independent conditions is 20, in agreement
with the number of classical constraints (3). For a given i in (20) (i.e., a
given tetrahedron) and for j = k the equation becomes
ǫIJKLX
IJ(hij)X
KL(hij) 4SIMconst(hij)
=
[
jℓij(j
ℓ
ij + 1)− j
r
ij(j
r
ij + 1)
]
4SIMconst(hij) = 0, (22)
where we have used ρ = jℓ ⊗ jr for jℓ, jr ∈ Irrep[SU(2)]. The previous
constraints are solved by requiring the corresponding representation ρij to
be simple, i.e., ρij = jij ⊗ jij .
constrained function (21) in terms of ‘spin foam’ amplitudes
A =
1
4pi2
∑
n,m
e
inx+imy
.
In this case this corresponds to Fourier expanding delta function on S1 × S1 (Peter-Weyl
decomposition for U(1)×U(1)). The constraint is now represented by a combination C of
right invariant vector fields on U(1): C = ∂x − ∂y . So we can now impose the constraints
by means of selecting those configurations (modes) in (21) that are annihilated by C. The
equation analogous to (20) is
(∂x − ∂y)e
inx+imy = (n−m)einx+imy = 0
which implies n = m and Aconst = δ(x+ y).
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ρ
ρ
ρ
ρ ρ
ρ
ρ
ρ
12
1313
14 14
1515
ι
12
h12
h13
h14
h15
Figure 2: A tree decomposition of one of the nodes in (19). Any tree de-
composition is equivalent.
This solves 10 of the 20 equations. The next non-trivial condition im-
posed by (20) is when j 6= k. In this case we have
2ǫIJKLX
IJ(hij)X
KL(hik) 4SIMconst(hij)
= ǫIJKL
(
X IJ(hij) + X
IJ(hik)
) (
XKL(hij) + X
KL(hik)
)
4SIMconst(hij)
=
[
ιℓ(ιℓ + 1)− ιr(ιr + 1)
]
4SIMconst(hij)
= 0, (23)
where we used the gauge invariance at the 3-valent node in the tree decom-
position that pairs the representation ρij with the ρik
6, and that we have
already solved (22). In the last line we assume that the internal color of the
corresponding 4-intertwiner is ι = ιℓ ⊗ ιr. This choice of tree decomposition
in the case ij = 12 and ik = 13 is illustrated in Figure 2. The solution is
clearly ι = ι⊗ ι.
What happens now with any of the other two remaining conditions, for
example, E(ij′, ik′) for k 6= k′, j 6= j′ and j′ 6= k′? It seems that we
ran out o possibilities of restricting the representations. Generically this
equations will not be satisfied because an intertwiner that has simple ι in
one tree decomposition has not only simple ι′’s components in a different tree
decomposition and the equation would be violated. However there is a case
in which this happens trivially, namely when the dimension of the invariant
part of the tensor product of the four corresponding representations is unity.
6The gauge invariance at the node allows us to express the sum of right-invariant vector
fields acting on the external ‘legs’ (see Figure 2.) as a right-invariant vector field acting on
the internal representation ι. Of course right versus left invariant vector field is a matter
of convention which implies a choice of orientation. Since Spin(4) representations are self
dual we have X IJR (h) = −X
IJ
L (h
−1).
958 Spin foam quantization . . .
Let us write this condition as an equation since this corresponds to the
solution of the remaining 5 independent conditions, namely
dim (Inv [ρij ⊗ ρik ⊗ ρim ⊗ ρip]) = 1 (24)
In this case ι would be simple in any tree decomposition if it is simple in one
particular one. Notice that this is the only solution to our constraints as a
trivial consequence of the theorem proven by Reisenberger in [24]. Our set of
solutions are contained in the Barret-Crane solutions since our intertwiners
agree with the BC one every time that equation (24) is satisfied. Solutions
to the previous equation can be characterized as follows. Since all the ρ’s
are simple we can concentrate on their right (or left) components. Assume
j1 ≤ j2 ≤ j3 ≤ j4 then the condition is j1 + j2 + j3 = j4. Explicitly, a few
examples of solutions are (12 ,
1
2 , 2, 3), (
3
2 ,
1
2 ,
5
2 ,
1
2), (1, 5, 226, 220), etc. The
intertwiner color is completely determined by the face colors and a choice
of tree decomposition. If we pair j1 and j2 in our previous example then
ι = j1 + j2 = j4 − j3. The amplitude 4SIMconst is independent of the tree
decomposition chosen.
4.3 Gluing 4-simplexes
Once we have solved equations (20) for a single 4-simplex we can calculate
the amplitude of any simplicial decomposition of M, ∆. This is achieved
by putting together 4-simplexes with consistent boundary connections and
gluing them together by means of integrating over the boundary data in the
standard way.
Let us point out that there is a potential ambiguity in this step. We
have implemented constraints in the path integral and this generally should
be supplemented with the appropriate modification of the measure. This
could affect the values of lower dimensional simplexes such as face and edge
amplitudes. Constraints (20) act on each edge (tetrahedron) separately,
heuristically one would expect a Jacobian factor to modify the edge ampli-
tude of the model since the constraints are non linear functions of the B’s. A
rigorous derivation of such factors from the path integral definition is lacking
in our argument. We believe that this might shed light on the problem of
the correct normalization of this type of spin foam models. A more detailed
study of this issue is being explored in [25].
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If we do so then we end up with
Zconst(∆) =
∑
Cf :{f}→ρ
s
f
∏
f∈∆∗
∆ρ
∏
e∈∆∗
Ae
∏
v∈∆∗
ρ
15 ρ
ρ
ρ
13
1
12
2
23
3
34
4
3514
25
ι
ρ
ι
ρ
ι
ρ
ιρι 5
ρ
ρ
24
45
, (25)
where ρsf denote the set of representations selected by conditions (20), ι
s
e
are the corresponding colors of intertwiners, and Ae is the appropriate edge
amplitude (undetermined in our prescription).
4.4 Volume
In this section we discuss a rather puzzling feature of the model we have
defined above.
If we consider boundaries, then the spin-network states induced as bound-
aries of spin foams are four-valent and the representations of the correspond-
ing edges satisfy (24). Now using the standard definition of the volume
operator on this set of states we obtain an identically zero result, i.e, the
3-volume operator V(3) annihilates the states that solve (20). The reason is
that the volume is given by[2]
V 2(3) ∝
[
(Xi +Xj)
2, (Xi +Xk)
2
]
, (26)
where the square is taken using the internal metric δIJ . The solutions to the
constraints happen to diagonalize both operators in the commutator which
implies V(3) = 0.
5 Degenerate sector
As shown in [15, 20], constraints (3) correspond to the non-degenerate phase
of solutions of the general constraints (i.e., phase with e 6= 0). In [15]
Reisenberger explicitly solved the constraints in the degenerate sectors and
showed that, in these cases, the action reduces to
S±deg =
∫
Bri ∧ (Fi(A
r)± V ji Fj(A
ℓ)), (27)
960 Spin foam quantization . . .
where the upper index r (respectively ℓ) denotes the self-dual (respectively
anti-self-dual) part of B and A in the internal space, and V ∈ SO(3).
Let us concentrate in the sector with the minus sign in the previous
expression. Then it is straightforward to define the discretized path integral
along the same lines as BF theory in Section 3. The result is
Z(∆) =
∫ ∏
f∈∆∗
dB
r(3)
f dvf
∏
e∈∆∗
dgℓedg
r
e e
iTr[BrfU
r
f
vfU
ℓ−1
f
v−1
f ]. (28)
Integrating over the B field we obtain
Z(∆) =
∫ ∏
e∈∆∗
dgℓedg
r
e
∏
f∈∆∗
dvf δ
(3)(gre1 · · · g
r
envf (g
ℓ
e1
· · · gℓen)
−1v−1f ), (29)
where dgℓe, dg
r
e , and dvf are defined in terms of the SU(2) Haar measure and
the delta function δ(3) denotes an SU(2) distribution.
In order to obtain the corresponding state-sum it is easier to concentrate
on a single 4-simplex amplitude. Furthermore, we start by the wedge shown
in Figure 3. In this figure we represent one of the 10 wedges that form a
4-simplex atom (see Figure 1). Both the internal connection gij (gij = g
−1
ji )
and the boundary connection variables hij (hij = h
−1
ji ) are in Spin(4), while
uljki ∈ SU(2) ⊂ Spin(4) is an auxiliary variable. The SU(2) subgroup is
defined as the diagonal insertion ug = (ugℓ, ugr). The wedge amplitude is
defined as
w =
∫
duljki δ
(6)(gkihiluljkihljgjk) (30)
according to the notation in Figure 3 and where the δ(6) denotes a Spin(4)
delta distribution. Any face in the 2-complex will be defined by as many such
wedges as 4-simplexes share the corresponding face. Figure 4 illustrates the
case for a triangular face. The vertices 1, 2 and 3 correspond to the centers
of the three 4-simplexes sharing the face. The dotted line denotes the region
along which the boundary of the three atoms (Figure 1) join.
It is easy to check that integrating over all but one boundary variables
hij , the contribution of a combination of wedges forming a face f ∈ ∆
∗ is
given by ∫
dufdh δ
(6)(Ufhufh
−1), (31)
where Uf ∈ Spin(4) is the discrete holonomy, uf ∈ SU(2) ⊂ Spin(4) is
a product of the uw associated to the corresponding wedges and h is the
remaining boundary connection. In the case shown in Figure 4, Uf =
g1igi2g2jgj3g3kgk1, uf = u3u2u1, and h = hkl. Using that Spin(4) =
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i j
h
k
l
gki
h
u
gjk
il lj
ljki
Figure 3: Diagramatic representation of the single wedge contribution (30).
The group variables gki and gjk correspond to the internal connections while
hil and hlj to boundary data. uljki is an independent auxiliary variable in
the SU(2) subgroup.
SU(2) × SU(2) and the definition of the SU(2) subgroup where u lives,
the integral over uf of the previous equation becomes
∫
dufdh
ℓdhr δ(3)(U ℓfh
ℓufh
ℓ−1)δ(3)(U rfh
rufh
r−1)
=
∫
d(hℓhr−1) δ(3)(U ℓfh
ℓhr−1U r−1f h
rhℓ−1), (32)
where we have used that dh = dhℓdhr and δ(6)(g) = δ(3)(gℓ)δ(3)(gr) as well
as the invariance and normalization of the Haar measure. The previous face
amplitude coincides with that in (29) if we define vf = h
ℓhr−1. Therefore,
(30) defines the wedge amplitude of (29).
Now we can write the analog of equation (19) for the 4-simplex amplitude,
4SIMDeg(hij), putting together the 10 corresponding wedges and integrating
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Figure 4: A triangular face made up of three wedges. The wedge 2ilj has
been emphasized.
over the internal g’s, namely
4SIMDeg(hij) =
∑
ρ1···ρ10
∑
ι1···ι5
ρ
15 ρ
ρ
ρ
13
1
12
2
23
3
34
4
3514
25
ι
ρ
ι
ρ
ι
ρ
ιρι 5
ρ
ρ
24
45
ρ
15
ρ
12
ρ
34
ρ45
ρ
23
ρ
24
ρ
13
ρ
25
ρ
14 ρ35
ι
ι
ι
ι
ι2
3
5
1
4
,
(33)
where the dark dots denote integration over the SU(2) diagonal subgroup,
and the white circles represent the boundary connections. To keep the dia-
grammatic notation simple we have dropped some labels. The next step is
to perform the integration over the u’s. We concentrate on a single inter-
twiner in (33), i.e., a single node in the pentagonal diagram on the right of
the previous equation. Using the orthogonality of SU(2) unitary irreducible
representations and the fact that the representations ρ of Spin(4) are of the
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form ρ = j ⊗ k for j, k SU(2) unitary irreducible representations we have
k k k kj j j1 1 2 2 3 3 4 4j
L L L L RRRR
ιL ιR
=
δj1,k1 · · · δj4,k4
(2j1 + 1) · · · (2j4 + 1)
j j j j1 2 3 4
LR LR LR LR
ι ιL R
,
(34)
where we represent representations ρ = j ⊗ k as parallel lines, the symbol
R, L in the circles on the left denotes hr, hℓ SU(2)-representation matrices,
RL on the right denotes the product hrh−1ℓ, and the dark dots are subgroup
integrations.
The Kronecker deltas in the previous equation implies that the ρ’s label-
ing faces must be simple, i.e., ρ = j ⊗ j.
Finally, it is easy to verify that when gluing various 4-simplex atoms
together by means of integrating over matching boundary connections the
integration simply set ιR = ι
′
R, ιL = ι
′
L where ι, ι
′ are the intertwiners
corresponding to the tetrahedron shared by the two 4-simplexes. Notice
that no simplicity condition is imposed on ι. Now consider an arbitrary face
bounded by n edges. Such a face is made up n wedges. Therefore there is
a factor ∆2njj = (2j + 1)
2n coming from the delta function mode expansion
in (recall Footnote (2).), a factor (2j + 1)−n from the factors in (34), and
finally a factor (2j + 1)−n from the boundary connection integrations in the
gluing. This results in a face amplitude equal to unity.
Putting all this together one gets a spin foam model were only face
representations are constrained to be simple while intertwiners are arbitrary.
Explicitly
Zdeg(∆) =
∑
Cf :{f}→ρ
s
f
∑
Ce:{e}→{ιe}
∏
v∈∆∗
ρ
15 ρ
ρ
ρ
13
1
12
2
23
3
34
4
3514
25
ι
ρ
ι
ρ
ι
ρ
ιρι 5
ρ
ρ
24
45
. (35)
This is precisely the spin foam obtained in [18]! This model was obtained
as a natural modification of the GFT that defines a variant of the BC model.
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Here we have rediscovered the model from the systematic quantization of
S−deg defined in (27). This establishes the relation of the model with a classical
action! It corresponds to spin foam quantization of the ‘−’ degenerate sector
of SO(4) Plebanski’s theory.
The + sector action (27) can be treated in a similar way. The only modifi-
cation is that of the subgroup. Instead of using the diagonal insertion defined
above one has to define u ∈ SU(2) ⊂ Spin(4) so that ug = (ugℓ, u−1gr).
We have restricted to simplicial decompositions but all this should be
generalizable along the lines of reference [21] for arbitrary cellular decompo-
sitions of M. This generalization seems straightforward although it should
be investigated in detail.
To conclude this section let us notice that the allowed 4-simplex config-
urations of the model of Section 4 are fully contained in the set of 4-simplex
configurations of the model obtained here. We come back to this issue in
the following section.
6 Discussion
The principal idea behind this work was to study the spin foam quantization
of Plebanski formulation of gravity by restricting the paths that appear in
the SO(4) BF theory. This strategy is supported by the fact that Pleban-
ski’s action can be thought of as the SO(4) BF theory, supplemented by
certain constraints on the B field. Gravity in the Palatini formulation is ob-
tained as one of the non-degenerate sectors of the solutions to the classical
constraints. In the model introduced in section 4 we defined a prescrip-
tion for implementing these constraints by restricting the set of histories
of the BF theory to those satisfying the ‘quantum analog’ of (3). Solution
configurations of a single 4-simplex in the model are special 4-simplex BF
configurations. Even though the 4-simplex configurations appearing here
are a sub-set of the Barrett-Crane configurations, the great majority of the
Barrett-Crane configurations (independently of the normalization chosen)
are excluded by the requirement that they be BF configurations. The na-
ture of the constraints in the BC model is essentially the same as the ones
defined here. The difference is that in the BC case constraints are imple-
mented on a single intertwiner while here we keep track of the fact that
intertwiners appear in pairs in the BF state sum (see (11)).
There are alternative ways to motivate the definition of the Barrett-
Crane model which are independent of the line of thought used here. There
A. Perez 965
is also evidence that relate it to a theory of quantum gravity. However, we
believe that this work shows that there is no obvious way to interpret it as
the quantization of Plebanski’s action. Using reasonable definitions we have
shown that one obtains a more restrictive state sum.
In the context of the BC model, reference [4] shows how one can restrict
the states of the ‘quantum tetrahedron’ so that fake tetrahedra are ruled out
of the state sum. In our context this amounts to resolving the ambiguity
between the e ∧ e and ∗(e ∧ e) solutions of the constraints (see (4)) at the
quantum level. In [4] it is shown that the ‘correct’ configurations are selected
by imposing the so-called chirality constraint which is automatically satisfied
at the quantum level because it can be written as the commutator of the
simplicity constraints (20). It is also shown that the two spaces of solutions
(e∧e and ∗(e∧e) respectively) intersect on the set of configurations for which
V(3) = 0. It is easy to see that all this can be translated to our context.
The vanishing of the volume operator implies that in our model one can
not distinguish the two type of configurations and that the ambiguity (4)
remains at the quantum level.
The model of Section 4 contains only degenerate configurations in the
sense that spin-network states on the boundaries have zero volume. This
shows that the model cannot reproduce any of the semi-classical states of
general relativity. Somehow our definition of the constraints at the level
of the state-sum are so strong that non-degenerate configurations have been
eliminated. Some evidence supporting this view can be obtained considering
the following argument. Constraints are implemented locally on each 4-
simplex; therefore, we can concentrate on a single 4-simplex to analyze their
action. If we do so, then we conclude that all the 4-simplex configurations in
the model (25) are entirely contained in the set of 4-simplex configurations
of the model found in Section 5.
Is there a way out? If we maintain the point of view of defining the model
starting from Plebanski’s action then the problem can be traced back to our
definition of constraints. As it was pointed out in [20] there are two ways to
write Plebanski’s constraints in the non-degenerate sector (i.e., when e 6= 0
in (3)). If we stick with (3) then one can try to change the definition of
the B operators. One possibility would be to change right-invariant by left
invariant vector fields in the definition (15). One can do this consistently only
if one changes the orientation of the 4-simplex in which case the final result
remains the same. One can try to use the sum of right-invariant and left
invariant vector fields. This is certainly a possibility, and actually converges
faster to the value of B in the sense of equation (13) when U → 1. However,
since the constraints are quadratic in the B there will be cross-terms in (20).
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This terms cannot be expressed in terms of Spin(4) Casimir operators, and
consequently, the constraints cannot be solved in terms of simple restrictions
on the set of representations involved in the state-sum. There seem to be no
obvious way to use (3) and avoid the discouraging results of Section 4.
The other possibility is to use
ǫµνρσBIJµνB
KL
ρσ ∝ ǫ
IJKL, (36)
where the difference with (3) is in the fact that we have traded internal
with space-time indices. However with this choice, the connection with the
BC model becomes much more uncertain. Notice that in this form, the
constraints have free Lie-algebra indices and therefore cannot be written as
Casimir operators as they stand. This version of the constraints has been
studied in the literature. Such constraints have been incorporated in a spin
foam model of Riemannian general relativity in terms of self-dual variables
by Reisenberger in [15]. In the context of SO(4) Plebanski’s action a model
along this lines has been defined by Freidel et al. in [16]. But all these
models are quite different from the BC model. We believe that this shows
that there is no obvious means of interpreting the BC model as a spin foam
quantization of Plebanski’s theory.
Let us conclude by analyzing the results of the last section. In Section 5
we quantized the degenerate sectors of Plebanski’s action in a fairly straight-
forward way. In this case we do not impose any constraints and the state
sum follows directly from the discretized definition of the path integral of the
theory. There are no ambiguities in lower dimensional simplex-amplitudes.
The model turns out to be precisely the one introduced by De Pietri, Frei-
del, Krasnov and Rovelli in [18]. This work establishes a clear connection
between that model and the effective action corresponding to one of the
degenerate sectors of Plebanski’s action.
Finally the model is well defined, is not topological and has a clear con-
nection to a continuous action. It is somehow between the theory we want
to define and the simpler theories we understand well but do not have local
excitations (such as BF theory and gravity in lower dimensions). From this
viewpoint we believe that it might be useful to explore its properties as a ‘toy
model’ for understanding open issues in the spin foam approach to quantum
gravity. Among these is the very important problem of the continuum limit
(i.e., the issue of summing-over versus refining discretizations) and the inter-
pretation of the path integral in the diffeomorphism invariant context (time
evolution versus the projector/extractor operator on physical states).
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