Abstract. This paper provides feedback stabilization results, preserving the invariance of a given convex set, for the Boussinesq system, in 2D and 3D. The proofs use an existence theorem for weak solutions.
Introduction
Let T > 0 and Ω ⊂ IR In this section we recall the functional framework and put the Boussinesq system in an abstract form. In order to give a stability result we have to prove first the global existence for the solution of the involved problem. Because in the case d = 3 the strong solutions are in general only local, in Section 2 we will give an existence result for weak solutions. Section 3 concerns the exponential feedback stabilization of the Boussinesq equations; the solution remains in a closed convex set. The first stability result is global and the control used is distributed on the entire domain. The second result is a local stability one; the control belongs to a finite dimensional space and it is distributed on a subdomain; the idea of proof is based on the method of spectral decomposition, used by Barbu, Triggiani in [3] and by Lefter in [8, 9 ] to obtain local internal stabilization results for Navier-Stokes and MHD equations, respectively.
The scalar products of L 2 (Ω) and (L 2 
(Ω)} and we denote again by
Denote by m νk = min{ν, k}.
Denoting by ∥·∥ s the norm of the Sobolev space (H s (Ω)) d , the functional b satisfies (see e.g. [5, 10] )
(where τ ∈ (0, 1); of course, C bτ depends on τ ),
The applicationb verifies relations analogous to (3)- (8) .
In the rest of the paper, we will denote by C b the positive constants arising in estimations of b orb of the type (4)- (8) . Other various positive constants will be simply denoted by the symbol C.
. Using the notations (2), (9), (10) and denoting also by
∈ D(A) be fixed and define the linear continuous opera-
In order to be useful for the stability of the Boussinesq equations, an existence result must be stated for a slightly more complicated system, such as: In the sequel, the symbol ⇀ will be used to denote the convergence in the weak topology, while the strong convergence will be indicated by →.
2. An existence result for weak solutions
An auxiliary proposition
Let us state first a proposition which will be used in the proof of the existence theorem for weak solutions.
Following the idea in [2] , we introduce, for N ∈ IN * , the truncated operator 
Proof. The operator Υ N = A+B N +A 0 +R+α N I is maximal monotone in H B × H B , for a positive constant α N large enough, (see [7] 
. From here, the proof of Proposition 2.1 follows the one of Proposition 3.4 in [7] .
Weak solutions
Let K be a set satisfying the hypotheses (h K ) K ⊂ H B is closed and convex, 0 ∈ K and
Introduce the indicator function of the set K,
whose subdifferential is
where P K : H B → K is the orthogonal projection operator on K and Q K = I − P K . We recall that (∂I K ) λ coincides with the Fréchet derivative of the regularisation of I K ,
. By a weak solution for the perturbed Boussinesq equations
we mean a function
we have denoted the scalar products in V and 
Passing to the limit, first with j, then with N , we will get a weak solution for problem (19).
Recalling (18) 
Assume that j, N ∈ IN * are fixed. From Proposition 2.1 it results that the problem
Let us first multiply equation (22) scalarly by z j N (t) and integrate it on (0, t). Taking into account that the operator (∂I K ) 1 j is monotone and then applying (3), (4) for d = 2 and (6) for d = 3, we get
Hence,
where C does not depend on N, j.
Let us now multiply (22) scalarly by (∂I
). Recalling (21), after integrating on (0, t) we obtain that
Using also the relation (∂I K ) 1 j = jQ K and dividing by j in relation (24), we get
Denote also by [
we obviously obtain that y (5), (6) and the hypothesis (h P ), we infer
where a = 3/2 if d = 3 and a = 1 + τ , with τ ∈ (0, 1) given by (h P ), if d = 2 (τ being fixed, we have renoted C bτ = C b in (5)). C is a positive constant independent of j, N . Analogously, we get
(a has the same meaning as in the estimation of
By consequence,
Dropping the term (1/2)|Q K z j N (t)| 2 ≥ 0 and multiplying by j, we infer (26)
where C is a positive constant independent of j, N . Relation (23) also implies
where C is a positive constant independent of j, N .
For d = 2, using (3), (4) and (23), we obtain
If d = 3, from (7) and (23), it results that
From (26)-(30) and from the continuity of the operators
In order to prove that β N = B N z N and η N ∈ ∂I K (z N ), we use that for a positive constant C N (depending on N , which is fixed as we pass to the limit with j) large enough, B N satisfies the inequality (see [11] , (2.6) p. 491)
and we get that, for j,
where a = 1 if d = 2 and a = 3/2 if d = 3. This implies
After integrating on (0, t) and applying the Gronwall lemma, we get
Hence, for j → ∞,
Taking into account that
. On the other side, from (33), (34) and the maximal monotony of ∂I K we obtain η N (t) ∈ ∂I K (z N (t)), a.e. t ∈ (0, T ).
By consequence, the problem
, where
where C is a positive constant, independent of N . Then, on a subsequence renoted (z N ) N , we obtain for N → ∞ that
From (40), (41) and the compactness theorem of Aubin it follows that
The properties of ∂I K ensure that η(t) ∈ ∂I K (z(t)), a.e. t ∈ (0, T ). In order to prove that
is dense in V B . Using (7) and (3) coupled with (8), we obtain
Recalling (40), we obtain that
and by (42),
Then β(t) = Bz(t), a.e. t ∈ (0, T ), which concludes the existence part of Theorem 2.1. If d = 2, the solution is unique. Indeed, if problem (19) has had two
, from the monotony of ∂I K and the properties of b andb it would follow that
and Gronwall's lemma gives z 1 ≡ z 2 .
Feedback stabilization

Stability on closed convex sets
Let us consider the controlled system Let K ⊂ H B fullfill conditions (h K ), Section 2.2. The interest is in finding a feedback controller U such that z(t) − z e ∈ K, ∀t ≥ 0 and lim t→∞ |z(t) − z e | = 0 exponentially.
. Then the problem (43) transforms into
where the operator
is defined by relation (13), for z e in (44).
The following global stability result takes place,
3, be an open, bounded set, with a smooth boundary. Let F e ∈ H B , and let z e ∈ D(A) be a solution to (44).
Let K satisfy the hypothesis (h K ). Assume that z 0 − z e ∈ K and that P K verifies relation (h P ), page 291. Then, for σ > 0 large enough, the problem
, for all T > 0.
In addition, Z(t) ∈ K, t ≥ 0 and there exists
Proof. Let, for the moment, σ > 0 be any fixed constant; the exact interval in which σ takes values in order to accomplish stability will be precised later. We apply Theorem 2.1 with Z 0 = z 0 − z e , F = 0 and G ∈ L(H B , H B ) , G = σI. Then problem (45) has for any T > 0 at least one weak solution Z from the demanded spaces, and Z(t) ∈ K, t ∈ [0, T ). In the bidimensional case the solution is unique.
For proving the exponential stability, we consider first the approximative problem
with N ∈ IN * , which admits for any T > 0 a solution (see the proof of Theorem 2.1)
Z being a weak solution for problem (45).
Let us multiply scalarly equation (46) by Z N (t) and use (3), (4), (6) and the fact that ∂I K is a monotone operator, with 0 ∈ ∂I K (0) (0 ∈ K). We obtain
It results that
where we take σ large enough, such that δ 1 = σ − 
Choosing δ ∈ (0, δ 1 ), it follows that lim t→∞ |Z(t)|e δt = 0, which concludes the proof.
Particular case: Stability on finite dimensional sets
Let (f i ) i∈IN * ⊂ V be an orthonormate basis of H composed of eigenfunctions of the Stokes operator A. Let (λ i ) i∈IN * be the corresponding eigenvalues. We have
Then
eigenfunctions for the operator
A, corresponding to the eigenvalues νλ i ; also, 
Consequently, the stabilization Theorem 3.1 holds.
Finite dimensional, compactly supported stabilizing feedback controllers
Let
where E 1 , E 2 , . . . , E r ∈ B, with r ∈ IN * are eigenfunctions for the operator A.
Rearrange (if necessary) the eigenfunctions of the operator A such that their sequence, (E i ) i∈IN * , has on the first r positions the generators of K. Then any element W ∈ H B may be written as
Let (χ i ) i∈IN * be the eigenvalues corresponding to the eigenfunctions (E i ) i∈IN * We have χ i > 0 and
* . For the set K, given by (47), the hypotheses (h K ) and (h P ) are verified. Consider the controlled system
Let z e ∈ D(A) be a stationary solution of (48), i.e. z e satisfies (44). We intend to find a feedback controller U supported in a subdomain of Ω, such that z(t) − z e ∈ K, t ≥ 0 and lim t→∞ |z(t) − z e | = 0 exponentially.
is defined by relation (13), for z e in (44). Consider the problem
with P : (L 2 (Ω)) d → H the Leray projector. Given ω ⊂⊂ Ω, with a smooth boundary, the application
extends the functions of the subdomain (L 2 (ω)) d+1 by 0 to the whole space In order to get an operator S which would ensure stability, let us start from the problem
We multiply equation (50) scalarly with 
, for U ∈ (L 2 (ω)) d+1 . Consequently, the finite dimensional differential system (52) writes in vectorial form as (53) { W ′ (t) + LW (t) + BW (t) = HŪ (t), t > 0 W (0) = W 0 , is given by the variation of constants formula, multiplying by e ξt and applying Gronwall's lemma, we get (50) is, also, defined on [0, ∞) and lim t→∞ |Z(t)|e δt = 0.
