In this paper, we propose a novel self-supervised learning model for estimating continuous ego-motion from video. Our model learns to estimate camera motion by watching RGBD or RGB video streams and determining translational and rotation velocities that correctly predict the appearance of future frames. Our approach differs from other recent work on self-supervised structure-from-motion in its use of a continuous motion formulation and representation of rigid motion fields rather than direct prediction of camera parameters. To make estimation robust in dynamic environments with multiple moving objects, we introduce a simple two-component segmentation process that isolates the rigid background environment from dynamic scene elements. We demonstrate state-of-the-art accuracy of the self-trained model on several benchmark ego-motion datasets and highlight the ability of the model to provide superior rotational accuracy and handling of non-rigid scene motions.
Introduction
Supervised machine learning techniques based on deep neural networks have shown remarkable recent progress for image recognition and segmentation tasks. However, progress in applying these powerful methods to geometric tasks such as structure-from-motion has been somewhat slower due to a number of factors. One challenge is that standard layers defined in convolutional neural network (CNN) architectures do not offer a natural way for researchers to incorporate hard-won insights about the algebraic structure of geometric vision problems, instead relying on general approximation properties of the network to re-discover these facts from training examples. This has resulted in some development of new building blocks (layers) specialized for geometric computations that can function inside standard gradient-based optimization frameworks (see e.g., [1, 2] ) but interfacing these to image data is still a challenge.
A second difficulty is that optimizing convolutional neural networks (CNNs) requires large amounts of training data with ground-truth labels. Such groundtruth data is often not available for geometric problems (i.e., often requires expensive special-purpose hardware rather than human annotations). This challenge has driven recent effort to develop more realistic synthetic datasets such arXiv:1806.10309v1 [cs.CG] 27 Jun 2018 as Flying Chairs and MPI-Sintel [3] for flow and disparity estimation, Virtual KITTI [4] for object detection and tracking, semantic segmentation, flow and depth estimation, and SUNCG [5] for indoor room layout, depth and normal estimation.
In this paper, we overcome some of these difficulties by taking a "self-supervised" approach to learning to estimate camera motions directly from video. Selfsupervision utilizes unlabeled image data by constructing an encoder that transforms the image into an alternate representation and a decoder that maps back to the original image. This approach has been widely for low-level synthesis problems such as super-resolution [6] , image colorization [7] and in-painting [8] where the encoder is fixed (creating a downsampled, grayscale or occluded version of the image) and the decoder is trained to reproduce the original image. For estimation tasks such as human pose [9] , depth [10, 11] , and intrinsic image decomposition [12] , the structure of the decoder is typically specified by hand (e.g., synthesizing the next video frame in a sequence based on estimated optical flow and previous video frame) and the encoder is learned. This framework is appealing for geometric estimation problems since (a) it doesn't require human supervision to generate target labels and hence can be trained on large, diverse data, and (b) the predictive component of the model can incorporate user insights into the problem structure.
Our basic model takes a pair of calibrated RGB or RGBD video frames as input, estimates optical flow and depth, determines camera and object velocities, and resynthesizes the corresponding motion fields. We show that the model can be trained end-to-end with a self-supervised loss that enforces consistency of the predicted motion fields with the input frames yields a system that provides highly accurate estimates of camera ego-motion. We measure the effectiveness of our method using TUM [13] and Virtual KITTI [4] dataset.
Relative to other recent papers [14, 10, 11] that have also investigated selfsupervision for structure-from-motion, the novel contributions of our work are:
• We represent camera motion implicitly in terms of motion fields and depth which are a better match for CNNs architectures that naturally operate in the image domain (rather than camera parameter space). We demonstrate that this choice yields better predictive performance, even when trained in the fully supervised setting • Unlike previous self-supervised techniques, our model uses a continuous (linearized) approximation to camera motion [15, 16] which suitable for video odometry and allows efficient backpropagation while providing strong constraints for learning from unsupervised data. • Our experimental results demonstrate state-of-the-art performance on benchmark datasets which include non-rigid scene motion due to dynamic objects. Our model improves on substantially on estimates of camera rotation, suggesting this approach can serve well as a drop-in replacement for local estimation in existing RGB(D) SLAM pipelines. 
Related Work
Visual odometry is a classic and well studied problem in computer vision. Here we mention a few recent works that are most closely related to our approach. Optical Flow, Depth and Odometry: A number of recent papers have shown great success in estimation of optical flow from video using learning-based techniques [17, 18] . Ren et al. introduced unsupervised learning for optical flow prediction [19] using photometric consistency. Garg et al. utilize consistency between stereo pairs to learn monocular depth estimation in a self-supervised manner [20] . Zhou et al. [11] jointly trains estimators for monocular depth and relative pose using an unsupervised loss. SfM-Net [10] takes a similar approach but explicitly decomposes the input into multiple motion layers. [21] uses stereo video for joint training of depth and camera motion (sometimes referred to as scene flow) but tests on monocular sequences. Our approach differs from these recent papers in using a continuous formulation appropriate for video. Such a formu-lation was recently used by Jaegle et al. [16] for robust monocular ego-motion estimation but using classic (sparse) optical flow as input. SLAM: While conventional simultaneous localization and mapping (SLAM) methods estimate geometric information by extracting feature points [22, 23] or use all information in the given images [24] , recently several learning-based methods have been introduced. Tateno et al. [25] propose a fusion SLAM technique by utilizing CNN based depth map prediction and monocular SLAM. Melekhov et al. propose CNN based relative pose estimation using end-to-end training with a spatial pyramid pooling (SPP) [26] . Other recent works [27, 28] model static background to predict accurate camera pose even in dynamic environment. Sun et al. try to solve dynamic scene problem by adding motion removal approach as a pre-processing to be integrated into RGBD SLAM [29] . Finally, the work of Wang et al. [30] train a recurrent CNN to capture longer-term processing of sequences typically handled by bundle adjustment and loop closure.
3 Continuous Ego-motion Network Figure 1 provides an overview of three different types of architectures we consider in this paper. We take as input a successive pair of RGB images {I t , I t+δ } and corresponding depth images {d t , d t+δ }. When depth is not available, we assume it is predicted by a monocular depth estimator (not shown). The first network, N et POSE , directly predicts 6 DoF camera motion by attaching several fully connected layers at the end of several CNN layers. When camera motion is known, this baseline can be trained with a supervised loss L CAM or trained with a self-supervised image warping loss L 3DWARP as done in several recent papers [11, 14, 10] . Instead of directly predicting camera motion, we advocate utilizing a fullyconvolutional encoder/decoder architecture with skip connections (e.g., [31, 32, 17, 18] ) to first predict optical flow (denoted N et OF ). We then estimate continuous egomotion (t, ω) using weighted least-squares and resynthesize the corresponding motion field M F (t, ω). These intermediate representations can be learned using unsupervised losses (L OF ,L MF , L OP ) described below. When additional moving objects are present in the scene, we introduce an additional segmentation network, N et SEG , which decomposes the optical flow into layers which are fit separately.
In the following sections we develop the continuous motion formulation, interpret our model as projecting the predicted optical flow on to the subspace of ego-motion flows, and discuss implementation of segmentation into layers.
Estimating Continuous Ego-motion
Consider the 2D trajectory of a point in the image x = {x, y} as a function of its 3D position X = {X, Y, Z} and motion relative to the camera. We write
where f is the camera focal length. To compute the projected velocity in the image v(x) = (v x , v y ) ∈ R 2 as a function of the 3D velocity V (X) we take partial derivatives. For example, the x component of the velocity is:
Dropping t for notational simplicity, we can thus write the image velocity as:
where the matrix A(x) is given by:
In the continuous formulation, the velocity of the point relative to the camera V (X) arises from a combination of translational and rotational motions,
where ω = (ω x , ω y , ω z ) ∈ R 3 is unit length axis representation of rotational velocity of the camera and τ = (τ x , τ y , τ z ) ∈ R 3 is the translation. Denoting the inverse depth at image location x by ρ(x) = 1 Z(x) , we can see that the projected motion vector v is a linear function of the camera motion parameters:
where the matrix B includes the cross product
To describe motion field for the whole image, we concatenate equations for all N pixel locations and write U = QT where Our approach defines losses on the space of pixel flows and considers losses that measure the distance to the true motion field, the sub-space of possible ego-motion fields (blue), and its orthogonal complement (gray dashed). The model is also guided by photometric or scene-flow consistency between input frames (yellow) (c) shows prediction error for supervised models trained with different combinations of these losses and indicates that using losses defined in flow-space outperforms direct prediction of camera motion.
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We assume the focal length is a fixed quantity and in the following write the motion field as a function U = M F (ρ, T ) which is linear in both the inverse depths ρ and camera motion parameters T .
To infer the camera motion T given inverse depths ρ and image velocities U, we use a least-squares estimate: where w(x i ) is a weighting function that models the reliability of each pixel velocity in estimating the camera motion. The solution to this problem can be expressed in closed from using the pseudo inverse of matrix Q. We denote the mapping from U to estimated camera motion as T = M F † (ρ, U, w).
In our model we utilize M F † (ρ, U, w) to estimate camera model and M F (ρ, T ) to resynthesize the resulting motion field. Both functions are differentiable with respect to their inputs (in fact linear in U and T respectively) making it straightforward and efficient to incorporate them into a network that is trained end-toend using gradient-based methods.
Projecting optical flow onto ego-motion
Given the true motion field U, it is straight forward to estimate the the true camera motion T * . In practice, the motion must be estimated from image data which is often ambiguous (e.g., due to lack of texture) and noisy. Typically there is a large set of image flows that are photometrically consistent from which we must select the true motion field. Our architecture utilizes a CNN to generate an initial flow estimate from image data, then uses M F † (ρ, U, w) to fit a camera motion and finally reconstructs the image motion field corresponding to Fig. 3 . A sample result on a dynamic sequence from TUM [13] . From an input frame pair (a) and (b), N etOF predicts optical flow (d). Both camera and object motion are visible in the frame difference (c). A single motion field (e) is dominated by large object motions and yields poor warping error (f), particularly on the background. Our model includes a segmentation network N etseg that divides the image into dynamic and static masks (g,j) and fits corresponding motion fields (h,k). These provide better warping error on the objects (i) and background (l) respectively.
the camera motion. The composition of M F † and M F can be seen as a linear projection of the initial flow estimate into the space of continuous motion fields.
A key tenet of our approach is that it is a better match to the capabilities of a CNN architecture to predict the ego motion field in the image domain (and subsequently map to camera motion) rather than attempting to directly predict in the camera pose space. In particular, this allows for richer loss functions that guide the training of the network. We illustrate these idea schematically for the case of supervised learning in Figure 2 . Panel (a) depicts the direct approach in terms of a loss function whose gradient pulls the predicted pose towards the true pose.
We display the relationship between optical flow, motion field and camera pose in Figure 2(b) . Among all possible image flows φ, we indicate in yellow the set which are photometrically valid (i.e., have a zero warping loss L OF ≤ ). The blue line indicates the 6-dimensional subspace consisting of those motion fields that can be generated by all possible camera velocities (conditioned on scene depth). Introducing a loss on the camera pose (either directly on the prediction τ, ω, or on the resynthesized motion field M F (τ, ω) serves to pull the flow prediction towards the orthogonal complement of this space (i.e., the set {φ : M F † (φ) = τ * , ω * } denoted by the gray vertical line).
Our approach allows the consideration of two other loss functions that can provide additional guidance. When supervision is available, we can introduce a loss which directly measures the distance between the predicted flow and the true motion field (L * in the figure). In the self-supervised setting, we can approximate this with the photometric warping loss L OF . Additionally, in either supervised or unsupervised settings, we can include an orthogonal projection loss L OP , which encourages the model to predict flows which are close to the space of motion fields. In section , we describe how these losses are computed and adapted to the unsupervised setting.
While all of these losses are minimized in a perfect model, Figure 2 (c) shows that this choice of loss during training as a substantial practical effect. In the supervised setting, optimizing the direct loss in the camera pose space (using generic fully connected layers), or in the flow space (using our least-squares fitting) results in similar prediction errors. However, adding the projection loss or directly minimizing the distance to the true motion field yields substantially better predictions (i.e., halving average camera translation error).
Static and Dynamic Motion Layers
So far, our description has assumed a camera moving through a single rigid scene. A standard approach to modeling non-rigid scenes (e.g., due to relative motion of multiple dynamic objects in addition to ego-motion) is to split the scene into a number of layers where each layer has a separate motion model [33] . For example, Zhou et al. use a binary "explainable mask" [11] to exclude outlying motions, and Vijayanarasimhan et al. segment images into K regions based on motion [10] . However, in the later-case, there is no distinction between object motion and ego motion making it inappropriate for odometry.
We use a similar strategy in order to separate motion into two layers corresponding to static background and dynamic objects (outliers). We adopt a unet-like segmentation network [31] to predict this separation which then defines the weights used for camera motion estimation using pseudo inverse function M F † (·) described in Section 3.1.
Consider a scene divided into K regions corresponding to moving objects and rigid background. Let Seg i (x) ∈ {0, 1} denote a mask that indicates the image support of region i and U i denote the corresponding rigid motion field for that object considered in isolation. The composite motion field for the whole image U can be written as:
In the odometry setting, we are only interested in the motion of the camera relative to static background. We thus collect any dynamic objects into a single motion field and consider a single binary mask:
In our training with this segmentation network, we use the approximated motion field U for the photometric warping loss described below. For simplicity, we refer our single layer model as CeMNet 1 and dual layer model as CeMNet 2 In Figure 3 , we illustrate intermediate results demonstrating how the two layered model can better estimate camera motion in the presence of dynamic objects. Since the single layer model cannot distinguish background and foreground, the quality of predicted camera pose is bad. Excluding the dynamic scene components from the camera motion estimation provides substantially better pose estimation as seen in panels (i) and (l) which show less photometric warping error on the scene background relative to the single layer model shown in (f). Hard assignment to layers: Previous work such as [10] uses a soft probabilistic prediction of layer membership (i.e., using a softmax function to generate layer weights). However, such an approach introduces degeneracy since it can utilize weighted combinations of two motions to match the flow (e.g., even in a completely rigid scene). We find that using hard assignment of motions to layers yields superior camera motion estimates. We utilize the "Gumbel sampling trick" described in [34] to implement hard assignment while still allowing differentiable end-to-end training of both the flow and segment networks.
Training Losses

Losses for Self-supervision
As described in Section 3.2, there are several different losses which can be applied to predicted flows. Here we adapt them to the self-supervised setting. The basic building block is to check if a predicted flow is photometrically consistent with the input image pairs. For a given optical flow U OF and source image I t+δ we can synthesize warped image I W OF t and check if it matches I t . As described in [35] , this type of spatial transformation can be carried out in a differentiable framework using bilinear interpolation:
where w ij denotes the bilinear weighting of the four sample points. For simplicity, we write I W OF t (x i ) = W(I t+δ , U OF ) to denote the warping of I t+δ using flow U OF . We then define the self-supervised flow loss using the photometric error over all pixels:
This loss serves as an approximation of L * when the predictions are far from the true motion field.
We can similarly apply warping loss to the reconstructed motion field rather than the initial prediction. If the motion field we found is correct, then again, the warped image should be matched with the target image. We can build motion field loss by using motion-field warped image I W M F t = W(I t+δ , U M F ) as: Fig. 4 . Visualizations of our single layered model. Top three rows come from TUM [13] dataset and bottom three come from Virtual KITTI [4] . From the input images (a) and (b), the predicted flow, and recovered motion field are displayed in (c) and (d) respectively. Since motion field is derived from camera pose estimate, the error between It and motion field based warped image I W M F t reflects the accuracy of predicted camera motion. If the predicted camera pose and depth is ideal, then the error in (e) should be zero.
where the mask P t (x i ) is 1 when the depth at x i is valid, 0 otherwise. This is necessary when using a depth sensor which doesn't provide depths at every image location. This loss acts as a proxy for minimizing the camera motion estimation error by lifting the prediction back to the flow space. When we predict camera motion for static scene, we use global motion field, and for the dynamic scene, we use composite motion field U.
Finally, we can utilize the orthogonal projection loss to minimize the distance between predicted optical flow and its projection onto the space of motion fields via:
By combining three above losses, we can define the final self-supervised loss function
where λ OF , λ M F and λ OP weigh relative importance (we use 1, 0.1 and 0.1 respectively in our experiments).
Semi-supervision for symmetry breaking
In our segmentation network, we have two layers corresponding to static and dynamic parts. However, in the unsupervised setting, the loss is symmetric with respect to which is selected as background. This symmetry problem can interfere with training of the model and affect final performance. To break this symmetry, we found it most effective to utilize a small amount of supervised data where camera motion is known. For the supervised data we use an additional loss term on the camera parameters.
Camera Supervision from axis-angle representation
Our network predicts camera motion in an axis-angle representation that includes translation part t ∈ R 3 and rotation w ∈ R 3 . For supervised loss, we treat these two components separately in order to match the criteria typically used in benchmarking pose estimation performance. We first convert the axis-angle representation to a rotation matrix using quaternions and then combine with the translation velocity to yield a transformation matrix R ∈ R 4×4 . Following [13] , we compute the difference between our predicted transformation and the ground truth R d = (R p ) −1 R gt and penalize the translation and rotation components respectively by: Table 2 . Comparison to RGB SLAM odometry. To compare with methods that only use RGB, we train our model using monocular depth prediction [38] instead of input depth.
Experimental Results
For the following experiments, we use the synthetic Virtual KITTI dataset [4] depicting street scenes from a moving car, and the TUM RGBD dataset [13] which has been used to benchmark a variety of RGBD odometry algorithms. To measure performance, we use relative pose error protocol proposed in [13] .
Self-supervised learning improves model performance: To show the benefits of self-supervision, we assume that only 10% of each dataset has groundtruth available. We use 11 different sequences from the TUM dataset as training, choose a random ordering of frame pairs over the whole dataset and train models with increasingly large subsets of the data and test on a separate held-out collection of frames. This allows us to evaluate the effect of growing the amount of supervised/unsupervised training data in a consistent way across models.
In Figure 5 , we plot the relative translation/rotation errors as a function of training data size. The supervised version of the model (CeM-Sup) can only be trained on the first 10% of the dataset and makes no use of the unsupervised data. In this setting it outperforms the unsupervised model (CeM-Unsup). However, as the amount of unsupervised training data continues to grow, CeM-Unsup eventually outperforms the supervised model. For a clear comparison, the unsupervised losses are not used in training (CeM-Sup). We also compare a model which uses both supervised and unsupervised loss (CeM-SemiSup) which generally yields even better performance. We note that because the real world depth data in TUM is incomplete, limiting performance of the supervised model while the supervised model shows expected decreasing errors on Virtual KITTI.
Motion field and warping: In Section 4.1, we describe how a predicted camera pose is used to generate motion field and used in the warping loss. In Figure 4 , we plot the per-pixel warping loss for several inputs. Left two (a-b) show the input RGB frames, (c) shows predicted optical flow. (d) is regenerated motion
Method
Seq.09 Seq.10 ORB-SLAM (full) 0.014 ± 0.008 0.012 ± 0.011 ORB-SLAM (short) 0.064 ± 0.141 0.064 ± 0.130 Mean Odom 0.032 ± 0.026 0.028 ± 0.023 Zhou et al. [11] 0.021 ± 0.017 0.020 ± 0.015 Ours 0.019 ± 0.014 0.018 ± 0.013 [14] 0.1247 0.3333 CeMNet(RGBD) 0.0878 0.0781 CeMNet(RGB) 0.0941 0.1079 Table 4 . Relative pose error comparison using Virtual KITTI [4] . Both with (CeMNet(RGBD)) and without (CeMNet(RGB)) depth inputs, our models outperform previous methods.
field. (e) shows differences between the target image and warped image. Note that blue color means lower differences between those two images.
Camera motion error comparison:
To measure the quality of predicted camera pose, we compare our single layer model (CeMNet) with previous RGBD SLAM methods on the TUM dataset in Table 1 . CeMNet(RGBD) shows the best average performance among tested methods in terms of relative translation error. Several previous methods of interest, including [11, 10] do not utilize depth as an input, instead predicting it directly from input images. For fair comparison, we also test our model with predicted depth (CeMNet(RGB)) using off-the-shelf the monocular depth prediction method introduced by Iro et al. [38] . This model was pretrained using NYU Depth dataset V2 [39] . We rescale the predictions by 0.9 to match the range of depths in TUM (presumably due to differences in focal length) but otherwise leave the model fixed. focal length for TUM. As shown in Table 2 , our method continues to outperform others in terms of rotation and shows comparable translation errors. As another comparison, we use KITTI [40] dataset for absolute trajectory error in Table 4 . For training, we use sequence from 00 to 08, and use 09 and 10 for each evaluation.
Additionally, we show performance on the Virtual KITTI dataset in Table 4 . We specify how each method uses the available ground truth depth and camera pose data available for train and test. Using the true depth at test time results in strong performance from our model. For fair comparison, we also evaluate our model using the monocular depth prediction model of [41] pretrained with KITTI [40] dataset and converted from the predicted disparity to depth 1 . The results show better performance than previous self-supervised approaches even without using ground-truth depth.
Static/Dynamic segmentation: In Figure 6 , we visualize the results of breaking the input into static and dynamic layers. From the RGB input pair at It (a) and I t+δ , predicted optical flow is shown in (b). While single layered model generates motion field using the complete flow (c), two layered model focuses on static region (d) and generates motion field by only using it (e). The warping error from the total flow (c) is higher than (f) especially in background region.
We perform a quantitative comparison on the TUM dynamic dataset which includes both object and camera motion. The results results are shown in Table 5 . While single layered models such as the baseline direct prediction model and CeMNet 1 are sensitive Fig. 6 . Intermediate results of two layered model for dynamic scene camera pose prediction. Without separating static and dynamic components, it is difficult to get good camera motions (high error in (c)). However, as shown in (f), it is possible to predict camera motion for background by fitting only the static segment (d). Table 5 . Relative pose error comparison using TUM dynamic dataset [13] . Generally, the two layered model shows better performance than single layered model. Including a small amount of supervision (CeMNet 2 (Semi)) yields equivalent or better performance depends on dataset by breaking the symmetry of the unsupervised loss.
to dynamic objects, two layered model CeMNet 2 shows less pose error. However, as noted previously, the unsupervised loss suffers from a symmetry as to which layer correspond to ego-motion. We evaluate the use of a small amount of supervised data (10%) to break this symmetry in the segmentation prediction network. This yields the the lowest resulting motion errors across nearly all test sequences.
Conclusion
In this paper, we have introduced a novel self-supervised approach for ego-motion prediction that leverages a continuous formulation of camera motion. This allows for linear projection of flows into the space of motion fields and (differentiable) end-toend training. Compared to direct prediction of camera motion (both our own baseline implementation and previously reported performance), this approach yields more accurate two-frame estimates of camera motions for both RGBD and RGB odometry. Our model makes effective use of self-supervised training, allowing it to make effective use of "free" unsupervised data. Finally, by utilizing a two-layer segmentation approach makes the model further robust to the presence of dynamic objects in a scene which otherwise interfere with accurate ego-motion estimation.
