Abstract-We consider the problem of finding "backbones" in multihop wireless networks. The backbone provides end-to-end connectivity, allowing nonbackbone nodes to save energy since they do not have to route nonlocal data or participate in the routing protocol. Ideally, such a backbone would be small, consist primarily of high capacity nodes, and remain connected even when nodes are mobile or fail. Unfortunately, it is often infeasible to construct a backbone that has all of these properties; e.g., a small optimal backbone is often too sparse to handle node failures or high mobility. We present a parameterized backbone construction algorithm that permits explicit trade-offs between backbone size, resilience to node movement and failure, energy consumption, and path lengths. We prove that our scheme can construct essentially best possible backbones (with respect to energy consumption and backbone size) when the network is relatively static. We generalize our scheme to build more robust structures better suited to networks with higher mobility. We present a distributed protocol based upon our algorithm and show that this protocol builds and maintains a connected backbone in dynamic networks. Finally, we present detailed packet-level simulation results to evaluate and compare our scheme with existing energy-saving techniques. Our results show that, depending on the network environment, our scheme increases network lifetimes by 20 percent to 220 percent without adversely affecting delivery ratio or end-to-end latency.
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INTRODUCTION
I N multihop wireless networks, end nodes are typically responsible for relaying traffic [1] . However, we often utilize a "connected dominating set" (CDS) of nodes that form a routing backbone [2] , [3] . Nodes not in the backbone have at least one backbone neighbor (hence, the backbone is a dominating set). Further, since the nonbackbone nodes do not need to route traffic for other nodes, they can save energy by not participating in the routing protocol. If the hardware permits, the nonbackbone nodes can further save energy by entering a power-save or sleep mode, only waking up to send messages or check for pending messages. Smaller backbones lead to greater overall energy savings; as such, there have been many algorithms developed for constructing near-optimal CDSs in wireless networks [3] , [4] , [5] , [6] . 1 The problem of focusing only on the backbone size is that when nodes are battery-powered, the use of low-battery nodes in the backbone can shorten the overall network lifetime. Therefore, many schemes have been proposed that consider the residual battery power in selecting backbone nodes [7] , [8] , [9] . However, along with the battery capacity, these schemes often also use other criteria for including nodes in the backbone (e.g., randomized node selection for arbitration [7] ). This leads to the inclusion of low-capacity nodes in the resulting backbone.
Clearly, a small backbone composed of high-capacity nodes can significantly increase total network lifetime; the construction of such backbones is the subject of this paper.
The operating environments for multihop wireless networks can vary widely (e.g., minimal node mobility in sensor or rooftop networks [10] versus higher mobility for rescue operation). Ideally, a backbone construction algorithm should work well in a wide range of network environments. In some existing backbone construction algorithms, nodes use only local information to build and maintain a backbone quickly [2] , [7] , [8] , [9] . Although this class of backbone algorithms can be useful in dynamic networks, they do not provide any guarantee on performance objectives such as backbone size or node capacity. Other backbone construction schemes find a "good" connected backbone, e.g., with provable bounds on backbone size or control overhead. However, this second class of algorithms typically have higher control overhead, require longer convergence times, and do not provide efficient mechanisms for backbone maintenance [3] , [4] . Therefore, they are most useful in static environments, but in dynamic networks, the overhead of maintaining a "good" backbone can be prohibitive. Due to such inherent heterogeneities in the operating environments for multihop wireless networks, it is unlikely that a single fixed algorithm will work best in all situations. In this work, we develop a general solution that can be tailored to particular network environments.
The contributions of this paper are given as follows:
1. We present a parameterized backbone construction algorithm, which permits explicit trade-offs between different performance measures including backbone size, resilience to node movement and failure, node capacity, and path lengths. Our scheme has two logical steps. First, each node nominates its highest capacity neighbor as its "leader." Next, we connect these leaders such that the resulting backbone achieves specific efficiency and resilience properties. 2. We prove that our scheme can construct essentially best possible backbones with respect to node capacity and backbone size. To the best of our knowledge, this is the first work that achieves both objectives at the same time. 3. Based upon our backbone construction algorithm, we present a distributed protocol that builds and maintains a connected backbone in dynamic networks where nodes are mobile, and node capacity constantly changes. 4. We present simulation results that investigate different performance aspects of our proposed algorithm, including backbone size, network lifetime, backbone-node capacities, and path lengths. Compared to previous energy-saving techniques, our scheme increases network lifetimes by 20 percent to 220 percent without adversely affecting data delivery or end-to-end latency.
Roadmap. We present the first phase of our algorithm (leader nomination) in Section 2 and the second phase (leader connection) in Section 3. We present our distributed protocol in Section 4 and simulation results in Section 5. We compare our scheme with related work in Section 6 and conclude in Section 7. See Appendix A for proofs omitted in the body of this paper.
LEADER NOMINATION
In this section, we first describe how each node nominates a leader in the initial phase of our algorithm and then show desirable properties of the resulting set of leaders. We defer the description of connecting the leaders to Section 3.
We assume the network is connected and model it as undirected graph G ¼ ðV ; EÞ, where V is the set of nodes, and E is the set of edges between nodes. (We discuss the issue of unidirectional links in Section 4.) We denote the total number of nodes in the network by n ¼ jV j. We define NðvÞ to be the set of neighbors of node v, and N þ ðvÞ ¼ NðvÞ [ fvg. We denote v's degree by d v ¼ jNðvÞj, and Á ¼ max v2V d v . A node v has a unique ID and a capacity value c v . Although we can consider various attributes for c v (e.g., CPU speed, storage space), we focus on the battery capacity in this paper. 2 
Algorithm Description
We assume that each node knows the capacity value of its neighbors. The algorithm proceeds as follows: each node nominates the node with highest capacity value in N þ ðvÞ as leader. Each node then informs its leader of its decision, and all nominated nodes constitute the set of leaders, which we denote by L. For example, in Fig. 1a , the network has nine nodes. The number in each circle denotes the node capacity (e.g., c A ¼ 6). Thin lines between nodes represent wireless links, while thick lines with arrows represent leader nomination. In the figure, G nominates D because c D ¼ 5 is higher than c H ¼ 2 and c G ¼ 4. As a result, nodes A, C, D, F , and J become leaders, as shown in Fig. 1b. (Nodes A and F nominate themselves as leader, which we do not show here.)
The above algorithm requires only one-hop neighborhood information and constant time. A similar clustering scheme is proposed in [11] . Gao et al. [12] analyze the size of resulting set using specific geometrical properties. However, their analysis assumes that all nodes have a squareshaped communication region of the same size, which is seldom the case in practice [10] . We next present new analysis results, based on more realistic assumptions.
Properties of the Leader Set L
We show that L forms a dominating set using high-capacity nodes, and that the cardinality of L is small under reasonable assumptions. Recall that a dominating set DS of G ¼ ðV ; EÞ is a subset of V , where each node in V either is in DS or has a neighbor in DS [6] . If all nodes in DS are connected, then it is called a CDS. A minimum (connected) dominating set is of smallest cardinality among all (connected) dominating sets. We define a maximum-capacity (connected) dominating set DS M to be a (connected) dominating set that maximizes the bottleneck node capacity. Formally, DS M satisfies
where DS denotes a (connected) dominating set.
Theorem 2.1. L is a maximum-capacity dominating set.
Proof. L is a dominating set by construction. We prove the maximum-capacity property by contradiction. Assume that L is not a maximum-capacity dominating set. Consider a maximum-capacity dominating set DS M . Then, the minimum-capacity node v 2 L satisfies 8u 2 DS M , c v < c u . By the leader nomination rule, there exists a node w for which v is the maximum-capacity node in N þ ðwÞ. However, DS M also has a node u in N þ ðwÞ, and since v is w's maximum-capacity neighbor, c u c v , which is a contradiction. t u We now show that the expected size of L (denoted by E½jLj) is small. For the sake of simpler analysis, we first consider the case of D-regular graphs (i.e., 8v, d v ¼ D) and analyze a more generalized case later in this section. In this analysis, we assume c v is uniformly distributed between 0 and 1, and logðÁÞ denotes the natural logarithm. (We plan to extend our analysis for other distributions in the future.)
there exists a parameter > 0 such that
In addition, can be arbitrarily close to 0 as D increases.
2. For the ease of exposition, we assume distinct capacity values throughout this paper. In practice, we use unique IDs to break ties. In practice, wireless nodes are likely to have different numbers of neighbors, and Theorem 2.2 does not hold in general. However, due to spatial locality in the node distribution, we expect that neighboring nodes in multihop wireless networks have a similar number of neighbors. Formally, for a constant ! 1, we define G ¼ ðV ; EÞ to be locally regular if 8ðu; vÞ 2 E, d v d u . In a three-locallyregular graph, for example, the degree of v's neighbor is between d v =3 and 3d v .
We now generalize Theorem 2.2 to show that in -locally-regular graphs, E½jLj is within an Oðlog ÁÞ factor of the size of a minimum dominating set. Lemma 2.3. Suppose G ¼ ðV ; EÞ is locally regular for constant ! 1. Then,
where c 0 is a constant that depends on .
Theorem 2.4. Suppose G ¼ ðV ; EÞ is locally regular for constant ! 1. Then, E½jLj ¼ Oðlog ÁÞOP T , where OP T is the size of a minimum dominating set. Theorems 2.2 and 2.4 are essentially best possible. Theorem 2.2 holds for any D-regular graph, and as shown in [13] , there exist D-regular graphs whose minimum dominating sets are of size at least ð1 À 0 Þ n D log D for 0 > 0. As D becomes large, this value becomes arbitrarily close to the upper bound in Theorem 2.2. In addition, the approximation ratio of Theorem 2.4 to OP T is Oðlog ÁÞ. In general, finding a minimum dominating set for a given graph is NP-hard [6] . In addition, no polynomial time algorithm can achieve the approximation ratio of ð1 À 0 Þ log Á for any 0 > 0 unless NP has n Oðlog log nÞ -time deterministic algorithms [14] . Thus, the bound in Theorem 2.4 is within a constant factor of the best possible approximation. Although other existing schemes provide certain theoretical guarantees about resulting dominating sets, some rely on sequential operation on an entire network or multiple rounds of local operation [3] , [4] , [15] , which can delay the dominating-set formation in distributed environments. Some other analytical results are based on certain simplified assumptions [4] , [12] . We use only one round of local operation and provide an analysis for generalized settings that relate to realistic distributed environments.
CONNECTING THE LEADERS
We now present the second phase of our algorithm that connects the leaders to form a CDS. We describe a special case of our scheme and then present the general scheme (called TRUNC-K, where K is a system parameter).
Multigraph Representation
The set of leaders form a forest in which edges are leader nomination relations. We refer to each tree in this forest as a fragment. For example, in Fig. 1b , there are two fragments: fragment X (nodes A and D) and fragment Y (nodes C, F , and J). Since L is a dominating set, as shown in [6] , chains of up to two nonleader nodes are sufficient to connect all fragments. We define a virtual edge to be such a chain of (up to two) nonleader nodes that connects two fragments. We transform the graph into a multigraph, where each fragment corresponds to a vertex with (possibly multiple) virtual edges connecting fragments. For a given virtual edge, we use the minimum node capacity as the weight of the edge. 3 In Fig. 1b , there are three virtual edges between fragments X and Y : the first one using G and H, the second one using E and B, and the last one using B only. The weights of these three virtual edges are 2, 1, and 3, respectively. Fig. 2 shows the corresponding multigraph representation. We next describe how we use this multigraph to find a connected backbone.
TRUNC-1: Spanning Tree-Based Algorithm
We begin with an approach based on the well-studied minimum spanning tree (MST) problem. This MST-based approach is a special case of our parameterized algorithm (Section 3.3), which we call TRUNC-1. Recall that an MST of edge-weighted graph G ¼ ðV ; EÞ connects all nodes in V using a tree T E, such that the sum of edge weights in T is minimized [16] . In many algorithms that find MSTs, nodes select a minimum outgoing edge that does not result in a cycle [16] , [17] . However, since we want to select highcapacity nodes in the backbone, we need to use maximumweight outgoing virtual edges. For example, in Fig. 2 , when connecting fragments X and Y to obtain high-capacity connected backbone, we should use the virtual edge of weight 3. We further illustrate this using an example graph in Fig. 3 : here, each node corresponds to a fragment after the leader nomination phase, and each fragment is connected by virtual edges. (We show only the maximumweight virtual edges between fragments for clarity.) Fig. 4 shows the MST (as defined above).
Let B 1 denote the connected backbone obtained by using TRUNC-1. We next show that B 1 produces a small connected backbone using high-capacity nodes. Proof. If L has f fragments, we need ðf À 1Þ virtual edges for a spanning tree. Since each virtual edge has up to two nodes and f jLj, jB 1 j jLj þ 2ðf À 1Þ 3jLj. t u From the lemma and Theorem 2.4, the next theorem follows: Theorem 3.3. For -locally-regular graphs, E½jB 1 j ¼ Oðlog ÁÞOP T , where OP T denotes the size of a minimum CDS.
3. It is possible that no nodes are involved in a virtual edge. In this case, we set the weight of the virtual edge to 1. Discussion. Theorem 3.1 states that B 1 includes a node with low capacity only when it is necessary in maintaining connectivity. We show in Theorem 3.3 that for -locally-regular graphs, B 1 is an Oðlog ÁÞ approximation to a minimum CDS. As discussed in Section 2, this is within a constant factor of best possible approximation. However, if a maximum-capacity backbone of even smaller size is desired, we can further reduce the constant factor by using the following optimization. When the B 1 is found, we get to know the minimum node capacity in the backbone (say, c th ). Then, we apply any distributed CDS algorithm [3] , [4] onto a restricted set of nodes v, where c v ! c th . For example, by applying the scheme in [3] , the approximation ratio of the resulting maximum-capacity backbone becomes at most 2 log Á þ 3. (See the last part of the Appendix.)
Although TRUNC-1 backbones achieve our desired goals (i.e., finding a small backbone using high-capacity nodes), the running time can be long. For example, a distributed MST algorithm by Gallager, Humblet, and Spira (the GHS algorithm) takes Oðn log nÞ running time [17] . In addition, there is a clear trade-off between small backbones and shorter path lengths as well as resilience. In Fig. 4 , the backbone becomes disconnected even when a single link fails. In addition, to reach a node in fragment G, a node in fragment H needs to use a path consisting of five virtual edges, compared to only one when no backbone is used. We address this issue next.
TRUNC-K: Parameterized Algorithm
We now describe our generalized scheme that balances the above-mentioned trade-off when connecting the leader set (Algorithm 1). It is based on a well-known MST algorithm by Boruvka [18] . In Boruvka's algorithm, each fragment finds and marks the best outgoing edge. Then, using those edges, fragments are merged into new larger fragments. This step is repeated until there is no outgoing edge (i.e., there is only one fragment). During the first K rounds, our algorithm runs just as Boruvka's algorithm, where K is an algorithm parameter. However, in our truncated algorithm, all remaining fragments after K rounds mark edges to all neighboring fragments and are merged into one fragment. One extreme case is K ¼ 0, where after leader nomination, each pair of neighboring fragments marks one virtual edge (e.g., all edges in Fig. 3 ). Another extreme case is K ¼ 1, which results in B 1 .
Algorithm 1 Truncated Algorithm (Centralized)
1: Round 0 2: while more than one fragment exists do
Merge with all neighboring fragments 5: Return 6: end if 7: Each fragment selects the best outgoing edge 8: Merge fragments using the selected edges 9: Round Round þ 1 10: end while Fig. 5 shows the operations of the algorithm applied to the graph in Fig. 3 . Here, we set K ¼ 1. In the first round, each individual fragment selects the best outgoing edge among neighboring fragments, and fragments are merged using selected edges. Then, as shown in Fig. 5a , there remain four fragments at the end of first round. Since K ¼ 1 in this example, each remaining fragment after the first round connects to all neighboring fragments. For example, fragment FG chooses three edges to fragments AC, BD, and EH. The resulting connected backbone is shown in Fig. 5b .
We call this algorithm TRUNC-K and the resulting backbone B K . In contrast to Oðlog nÞ rounds in Boruvka's algorithm, TRUNC-K needs only a constant number ðKÞ of rounds to complete, and the resulting backbone has higher redundancy than B 1 . This eventually leads to both increased resilience against node mobility and decreased average path length. Note that the resulting backbone is not a maximum-capacity backbone and may include lowcapacity nodes. However, by construction, nodes included in the first K rounds are part of a maximum-capacity backbone. After the Kth round, when connecting to each of remaining neighboring fragments, we choose the best virtual edge among typically multiple edges, and we include relatively high-capacity nodes. In addition, the resulting backbone includes more virtual edges than B 1 , and Theorem 3.3 does not hold. However, we can adjust K to control the amount of increase. Our future goal is to analyze the performance trade-offs (e.g., backbone size, capacity distribution) when we vary K. We next use simulation experiments to illustrate that even with small values of K, the increase in backbone size is not significant.
Evaluation of the TRUNC-K Algorithm
In this section, we use simulations to understand performance trade-offs of the TRUNC-K algorithm (e.g., backbone size, capacity) when we use different values of the parameter K. In this simulation, stationary nodes are distributed on a square uniformly at random, and we vary the number of nodes and the size of square to experiment with various settings. Node capacity values are uniformly distributed between 0 and 1. Nodes within the nominal transmission range (250 m) become neighbors. For each set of parameters, we use 25 runs with different node placement scenarios and report the average. We also experimented using various scenarios with nonuniform node placement and different capacity distribution and obtained similar results (see Section 5).
Backbone size. In Fig. 6 , we show the average size of the backbone with varying K. We use two different network settings-the one with 1,000 nodes on a 2 km Â 2 km square, and the other with 4,000 nodes on a 4 km Â 4 km square. In Fig. 6 , the use of extra rounds is most effective when K is small. Specifically, the first round ðK ¼ 1Þ leads to the largest reduction in backbone size. With larger K > 2, there are a small number of remaining fragments after K rounds. As a result, when compared to B 1 , connecting all neighboring fragments does not significantly increase the backbone size.
Capacity distribution among backbone nodes. We investigate another potential problem with TRUNC-K backbone-the resulting backbone may include low-capacity nodes. In this scenario, we use 1,000 nodes but vary the square size, thus varying node density. In Table 1 , we list the minimum and average capacity values depending on the K values with different node density. Even with small K (1 or 2), the difference in minimum capacity between B K and B 1 is small. For example, in the case of 2 km Â 2 km square, the difference between B 1 and B 1 is around 10 percent (0.705 versus 0.787). The difference in average capacity values is even smaller: less than 1 percent for the same scenario. As discussed in Section 3.3, this is because fragments after K rounds choose best possible virtual edges to connect neighboring fragments, and very low-capacity nodes are not likely to join the backbone. However, in sparser networks, fewer virtual edges are available between neighboring fragments, and the difference in minimum capacity between B K and B 1 is slightly larger. 4 In the actual deployment of the TRUNC-K algorithm, we should choose an appropriate K value based on network parameters such as node density and mobility.
Average path length. We consider the average shortest path length (induced by the backbone) between each of all possible node pairs. This measure provides a good lower bound for the performance of practical routing protocols such as [1] . Due to space constraints, we report results for the cases with 1,000 nodes placed in a 4 km Â 4 km square. When there is no backbone, the average path length is 11.2. The use of any routing backbone inevitably increases path length since we are forced to find paths using a restricted set of nodes. B 0 has most redundancy, and the average path length is 12.5 with minimum increase. As K increases, the redundancy decreases and the path length thus increases; the average path length of B 1 is 14.8, while that of B 2 is 18.8. In contrast, the average expansion in path length for B 1 is 23.0, which is more than twice the underlying shortest paths. We observe that small K values again offer a good trade-off. For example, compared to B 1 , the average path length of B 1 is up to 36 percent shorter, while the backbone size is only up to 13 percent larger.
To summarize, backbones obtained using small K (1 or 2) perform well and provide a reasonable balance among a number of performance measures. We next describe a distributed protocol that implements the TRUNC-K algorithm.
DISTRIBUTED PROTOCOL DESCRIPTION
In this section, we present our distributed protocol that implements the TRUNC-K algorithm to construct and maintain a connected backbone in dynamic network environments. Our protocol is based on the GHS algorithm, which is a distributed version of Boruvka's algorithm [17] . We assume that each node has a unique ID (e.g., IP address). We first describe the leader nomination and explain how to connect the fragments obtained after the nomination phase. We also present a backbone maintenance mechanism later in this section. These backbone construction operations are performed periodically. While the interval depends on various factors such as mobility, node density, traffic pattern, and so forth, our simulations in Section 5 indicate that 10-20 seconds work well in typical scenarios.
Leader Nomination Protocol
Each node broadcasts a HELLO message periodically that includes information about itself and its neighbors. Fig. 7 shows the fields for individual node information in HELLO messages. Using these fields, each node maintains information about two-hop neighbors (e.g., capacity, fragment root IDs).
Before broadcasting a HELLO message, node v checks which neighbor has the highest capacity (e.g., residual battery power). Suppose u is the highest capacity neighbor of v. Then, v sets its Leader ID field to u in its HELLO message. Upon receiving a HELLO message from v, u becomes a leader and sets its IsLeader field to TRUE in subsequent HELLO messages until v changes leaders and there exist no other neighbors nominating u (e.g., due to later decrease in residual battery).
Suppose node u finds itself as the highest capacity node in N þ ðuÞ. Then, in addition to being a leader, u also becomes a level-0 fragment root, where a level-0 fragment is a set of leaders who are themselves connected via the leader nomination relation. In Fig. 1b , nodes A and F are level-0 fragment roots.
Protocol for Fragment Members
As discussed in Section 3, the set of leaders forms a forest consisting of multiple fragments, and the protocol described here merges the fragments to form one connected component. In Algorithm 2, we present a high-level protocol description. We begin with the operation of level-0 fragments and later discuss the operation of higher level fragments. Fragment root sends CONNECT i messages to all neighboring level-i fragments 6: else fi < Kg 7:
Fragment root sends CONNECT i message only to best neighboring level-i fragment 8: end if 9: end if
We illustrate the protocol operations of level-0 fragments using Fig. 8 . Each level-0 fragment forms a tree rooted at its fragment root. To discover neighboring level-0 fragments, level-0 fragment roots periodically send REQ 0 messages, which are forwarded down this tree to the leaves (who cannot forward the REQ message any further). The leaves then generate a REPLY 0 message that contains information about other fragments (if any) that they are connected to. The REPLY 0 messages are forwarded back toward the fragment root. For example, in Fig. 8b , node D generates a REPLY 0 message, which contains the ID of other level-0 fragments that D knows of (F y in this example) along with the cost of the virtual edge to connect to F y . (Recall that D keeps the information about fragment roots of two-hop neighbors.) At each hop, before forwarding the REPLY message toward the leader, nodes update the message if they know of a better virtual edge than the one carried in the message. In addition, nodes add information about any new neighboring fragments that are not in the REPLY message. In our example, node B does not modify the REPLY message from D, since its path to F y is worse than the one that D found (Fig. 8b) . (A and C also send REPLY 0 messages, which are not shown in the figure.) Once the fragment root has accumulated all REPLY messages (or has timed out on some), it sends a CONNECT message using the best outgoing virtual edge. This is shown in Fig. 8c , where X connects to Y using the weight 7 edge through D. This virtual edge has two nonbackbone nodes P and Q, and upon receiving the CONNECT 0 message, they become bridges and join the backbone. Using these bridge nodes, F x and F y are merged to form a new level-1 fragment.
Level-1 fragments also need to find neighboring level-1 fragments to form next-level fragments. To elect level-1 fragment roots that send REQ 1 messages, we use the following rule similar to [17] : If two fragments choose each other as their best neighboring fragment, then two fragment roots become candidates for the next-level fragment root. We choose the node with lower ID as the level-1 fragment root.
Level-i fragments ð0 < i < KÞ operate similarly to above procedures until their level reaches K. At the highest level-K, instead of using only the best virtual edge, the level-K fragment roots send CONNECT messages to all neighboring level-K fragments, thus assuring a connected backbone.
In Fig. 8 , X is both a level-0 fragment root and a level-1 fragment root, and it periodically sends both REQ 0 and REQ 1 messages. In general, a node can be a fragment root of up to ðK þ 1Þ levels at the same time. Even if higher level fragments are already found, lower level fragment roots (e.g., Y in Fig. 8 ) still send REQ i messages periodically. This allows lower level fragments to find new or better virtual edges to neighboring fragments in dynamic networks.
Backbone Maintenance
All of the protocol specific states (e.g., leaders, bridges, fragment roots) are "soft." A node removes a neighbor if it does not receive a HELLO message from the neighbor for a certain duration (e.g., four HELLO PERIODs). If the capacity of the leader becomes lower (e.g., due to battery consumption), a node may choose a different node with highest capacity as leader. If a leader finds that no neighbors nominate it as leader for some time, it stops being a leader. When a bridge does not receive a CONNECT message for a certain period of time, it stops being a bridge.
In a dynamic network, however, the basic protocol mechanisms described above may not be sufficient for the timely maintenance of the connected backbone. We efficiently reconstruct the backbone using a simple local search protocol that exploits spatial locality. We illustrate its operation via an example. In Fig. 9 , node P detects a link failure to backbone neighbor Q. P looks up its neighbor table to find other nodes that also had Q as neighbor. (Note that these nodes need not currently be part of the backbone.) In this example, P finds two such neighbors, M and N, and sends a RECOVER message to N, which has higher capacity. Upon receiving this message, N temporarily joins the backbone and forms a bridge to Q. In the next REQ-REPLY phase, X might choose a different virtual edge (of higher weight) to connect to F y . If that happens, N will leave the backbone after a time-out.
There are potential problems with the local recovery scheme. First, the repaired backbone may include lower capacity nodes than necessary. However, as mentioned above, in the next REQ-REPLY phase, the fragment root will discover the best virtual edge and send the appropriate CONNECT message. In addition, a node may not be able to find a common neighbor for recovery. However, in networks with reasonable node density, such events will likely be infrequent. Finally, the recovery scheme does not help when nodes fail. However, the TRUNC-K backbone should have sufficient resilience to maintain connectivity against infrequent recovery failures. We examine the effectiveness of this recovery scheme using simulations in Section 5.
Discussion. As shown in Fig. 7 , HELLO messages in TRUNC-K contain ðK þ 3Þ node IDs per neighbor: Node ID, Leader ID, and fragment roots for K þ 1 levels. For example, suppose that node U in Fig. 8c is about to broadcast a HELLO message. When K ¼ 1, the information for neighbor Q should include ðQ; U; Y ; XÞ. Including more information in HELLO messages increases the control overhead. However, since many neighbors share leaders and fragment roots, we can reduce the increase by using the following simple indexing scheme. U arranges all neighbors into an array and uses the index values for leader IDs and fragment roots of its neighbors. In the above example, U includes the following information for its neighbor Q : ðQ; I U ; I Y ; I X Þ. Since an index field is typically shorter (e.g., 1 byte) than an actual ID (e.g., 4 bytes), the amount of length increase becomes smaller. Note that U still needs to include some nonneighbor IDs (e.g., X) in its HELLO messages. However, since many of its neighbors share leaders and fragment roots, the number of such nonneighbor nodes are likely to be small. TRUNC-K also uses a few additional control messages (e.g., REQ, REPLY), which can potentially increase the overall control overhead. Our simulation results in Section 5.3 show that the overall control overhead of TRUNC-K is minimal.
Wireless links in practice can be unidirectional and show a wide range of difference in their quality [10] . In our protocol, we can easily detect unidirectional links using the neighbor information in periodic HELLO messages and exclude those links when building backbones. We further discuss the issue of link quality in Section 5.
SIMULATION STUDY
In this section, we compare TRUNC-K with prior approaches using simulation experiments. Based on the results in Section 3.4, we consider only the case of K ¼ 1. Although we performed experiments in various other scenarios using different topologies, traffic patterns, and capacity distributions, due to space constraints, we present only a subset of representative results in this paper. While we focus mainly on prior schemes that consider node capacity, at the end of Section 5.2, we also compare TRUNC-K with other existing schemes that do not consider node capacity. We first describe prior capacity-aware approaches and then compare the performance of our scheme against them.
Brief Description of Existing Schemes
In SPAN [7] , a node becomes a coordinator and joins the backbone when any two neighbors are not connected using up to two current coordinators. To minimize contention and give priority to high-energy nodes, SPAN uses a randomized backoff using the energy level, number of neighbors, and a random number. A coordinator withdraws after some period of time to give other neighbors a chance to become coordinators.
In GAF [8] , the area is divided into square-shaped virtual grids. GAF assumes the availability of location information (e.g., from GPS), and each node can know its virtual grid from the location information. Then, GAF elects the highest energy node in each grid, and these elected nodes form a connected backbone due to the grid construction rule [8] .
In the scheme by Wu et al. [9] , a node initially joins the backbone if its two neighbors are not connected. Then, to reduce the size of this initial backbone, node v searches for a neighbor u, or two neighbors u and w, such that the (union of) neighbor set(s) includes the neighbor set of v. Due to symmetry, the above rule may lead to connectivity loss, and the authors of [9] also use the power level and degree of node.
Comparison Study in Large Networks
In this set of experiments, we use the same settings as in Section 3.4. We measure the performance when the initial backbone stabilizes and report the average of 25 runs each.
We first examine the size of backbones constructed by different schemes. In this set of experiments, we vary the number of nodes and the size of square but maintain the average node degree constant. In Table 2 , we present the average backbone sizes for various scenarios. The standard deviations are small (less than 6 percent of the average in all cases), which we do not present here. We observe that TRUNC-1 backbones are smallest in all cases. Specifically, when the network has 4,000 nodes, the TRUNC-1 backbone has 355 nodes on average. This is 24 percent smaller than the SPAN backbone, which is the second smallest in all these experiments.
Our proposed scheme also builds a backbone consisting of higher capacity nodes. In Table 3 , we tabulate the In all cases, the backbone by TRUNC-1 achieves the highest values for both minimum and average node capacity. For example, in 4,000-node networks, the TRUNC-1 backbone does not include any of bottom 30 percent nodes, while the GAF backbone includes some of bottom 0.5 percent nodes. In the same scenario, the average capacity of TRUNC-1 backbone is also 30 percent higher than those of SPAN and GAF. When the routing backbone is used to reduce power consumption and increase the network lifetime, the use of low-capacity nodes can drain their energy unnecessarily. We later investigate this aspect using packet-level simulations.
In Fig. 10 , we present a detailed snapshot of a representative run with 1,000 nodes. We sort all nodes in an ascending order of capacity value and cumulatively plot the number of backbone nodes whose capacity is less than or equal to that of a given node. For example, the GAF backbone includes 49 nodes out of 500 lowest capacity nodes, while SPAN chooses 19 nodes from the lowest 500 nodes. In contrast, the TRUNC-1 backbone does not include any of the lowest capacity nodes but selects only 93 nodes among the top 330 nodes.
In Table 4 , we report the average path lengths by different schemes as well as the case using no backbones. Not surprisingly, since TRUNC-1 backbones are smaller in size than any other scheme (Table 2) , its average path lengths are the longest. However, the amount of reduction in backbone size is more than the increase in the path length, especially in larger networks. Specifically, in 4,000-node networks, the difference in the average path length between SPAN and TRUNC-1 is around 20 percent, while the difference in backbone size is more than 30 percent. The other two schemes (GAF and Wu et al.) have shorter path lengths on average, but their backbones are substantially larger in size (Table 2 ). This result illustrates that TRUNC-1 backbones provide relatively good paths considering the small size.
Experiments with nonuniform node distribution. In the previous experiments, we placed nodes uniformly at random. In this set of experiments, we first partition the area into square grids (with each side 200 m) and let each cell potentially have a widely varying number of nodes. Specifically, we randomly choose the node count for each cell using two different distributions: exponential and Pareto. (Within a single cell, nodes are randomly distributed.) In Table 5 , we report the results when we use a 2 km Â 2 km area and the average of 10 nodes in each cell. We observe that TRUNC-1 consistently outperforms existing schemes when nodes follow different distribution patterns.
Comparison with capacity-unaware schemes. While we have compared TRUNC-1 with prior backbone construction schemes that consider node capacity, there are other schemes that focus on small backbone size or control overhead without considering backbone capacity [3] , [4] , [19] . Basagni et al. [20] compare some of them based on multiple criteria, and we briefly compare them with TRUNC-1 in terms of backbone size. When we use the same network settings, TRUNC-1 finds smaller backbones than highly localized schemes (e.g., [19] ), while TRUNC-1 backbones are similar in size to those based on global operation (e.g., [4] ). For example, in dense networks (with the average node degree being around 20), both TRUNC-1 and the scheme by Wan et al. [4] include around 19 percent of nodes in the backbone on average, while backbones by Dai and Wu [19] include around 25 percent of nodes. This is somewhat expected; TRUNC-1 uses information about extended neighborhood (e.g., level-1 fragments) and thus can build smaller backbones than purely localized schemes, while the difference from the globally sequential scheme by Wan et al. is minimal (see Section 3.3). In addition to small size, TRUNC-1 considers node capacity, and the resulting backbones consist mostly of high-capacity nodes. We next present packet-level simulation results to demonstrate that TRUNC-1 leads to significant increase in network lifetime, while maintaining connectivity in dynamic scenarios.
Packet-Level Simulations
In this section, we focus on saving energy and extending network lifetime using ns-2 simulations [21] . SPAN and 5 Due to high resource requirements, we have been able to perform simulations only with relatively small topologies (with 150 nodes). We first describe our simulation environment before reporting the results.
Simulation Environment
Both TRUNC-K and SPAN run on top of the IEEE 802.11 MAC layer [22] , and nonbackbone nodes stay in the powersaving mode. In the IEEE 802.11 power-saving mode, time is partitioned into beacon periods. All nodes stay awake in the beginning of each beacon period and exchange messages to inform neighbors of pending messages. If a node finds that there are buffered incoming messages, it requests the messages and stays awake during the beacon period. Otherwise, it goes back to sleep until the start of the next beacon period. Power-saving mode usually leads to increased delay and reduced throughput (e.g., due to additional control packets), and Chen et al. [7] slightly modified the power-saving mode in the 802.11 MAC to improve performance, which we use in our simulations.
We assume there are three classes for the node energy level. A low-energy node has 300 J of energy, which is used in the experiments in [7] . A medium-energy node has 600 J, and a high-energy node has 2,500 J (2,500 J is usually sufficient to last 3,000 seconds of simulation time). We vary the node percentage of each class to examine the performance in different settings. Node energy is constantly updated using the following power consumption values reported in [7] : 1.4 W for transmission, 1.0 W for receiving, 0.83 W for idling, and 0.13 W for sleeping. We place 150 nodes uniformly at random on a 1,000 m Â 1,000 m square area. The transmission range of each mobile node is 250 m.
We choose 10 pairs of source and destination nodes uniformly at random among high-energy nodes; each source generates traffic 50 seconds into the simulation at the constant rate of one 128-byte packet per second. The MAClevel transmission rate is 2 Mbps. As we discuss later, SPAN rotates backbone nodes frequently (e.g., two changes per second), which shortens path lifetimes. When we used ondemand routing protocols over SPAN, the path maintenance overhead was high. Instead, we use an idealized scheme for packet routing, where a path is found on top of the connected backbone using the centralized Floyd-Warshall algorithm [16] implemented in ns-2. This corresponds to a best case scenario for SPAN. Nodes move according to the Random Waypoint mobility model (pause time = 400 seconds, and maximum speed is 1-16 m/s) [21] . We also set the minimum speed to be 0.1 m/s to avoid speed decay [23] . Unless otherwise stated, we use mobile scenarios with the maximum speed of 1 m/s.
In both TRUNC-1 and SPAN, each node sends a HELLO message every 2 seconds. For TRUNC-1, we set the period of REQ messages to 14 seconds, which leads to reasonable performance. In each case, we report the average of five runs.
Simulation Results
For the first set of results, we examine two types of network lifetimes [24] . Network 1-life is the time when the first node dies, and half-life is the time when the half of initial nodes die. 6 In addition to TRUNC-1 and SPAN, we use two other schemes for reference. The first one is to identify a lower bound, in which all nodes always stay in sleep mode except when they wake up at the beginning of beacon periods. Each node also sends a 128-byte HELLO message every 2 seconds. In the second scheme (No-PSM), no powersaving operation is used, and all nodes always stay awake without sending any control messages. We send no data traffic in either of the two reference cases.
In Fig. 11 , we present a snapshot of the number of dead nodes over time. In this setting, approximately 30 percent of nodes are low-energy (L), 40 percent of them are mediumenergy (M), and the rest 30 percent are high-energy (H) nodes. (To denote this ratio, we use an abbreviated notation L: M : H ¼ 3 : 4 : 3.) In Fig. 11 , the network 1-life of SPAN is similar to that of "No-PSM." This is expected from Fig. 10 to some extent; SPAN includes low-energy nodes in the backbone, and their lifetimes decrease significantly. Although SPAN rotates the backbone node responsibility, there exists an unfortunate low-energy node in most of our experiments that stays in the backbone during the first 350 seconds. In contrast, with TRUNC-1, the network 1-life is close to 960 seconds, which is 2.7 times longer than that of SPAN. This is because the TRUNC-1 backbone consists mostly of high-energy nodes plus a few medium-energy nodes, and low-energy nodes can stay in sleep mode and save energy. In the case of TRUNC-1, we observe a sharp increase in the number of dead nodes as the first node dies. This is the time (960 seconds) when all low-energy nodes in TRUNC-1 run out of power. Note that this is earlier than the case of lower bound (around 1,050 seconds). This is because with TRUNC-1 nodes consume more energy to exchange larger HELLO messages (in this experiment around 211 bytes on average) than the lower bound case (128 bytes). Compared to SPAN, TRUNC-1 also increases the average lifetime of low-energy nodes by 28 percent (1,038.1 seconds versus 811.3 seconds).
We now consider the lifetime of medium-energy nodes in Fig. 11 . The use of low-energy backbone nodes in SPAN allows more medium-energy nodes to be in sleep mode and increase their lifetime. Still, compared to SPAN, the TRUNC-1 backbone increases the network half-life by around 26 percent. We explain this as follows. In this network setting, a connected backbone needs to use 5 . Available at http://www.pdos.lcs.mit.edu/span/. We plan to make our simulation code public as well. 6 . We assume that the network needs external support after this time (e.g., addition of fresh nodes in the case of sensor networks). several medium-energy nodes to maintain connectivity. Ideally, as the initial medium-energy backbone nodes expend their energy, they should be replaced with different medium-energy nodes, such that their lifetimes do not decrease significantly. From Fig. 11 , we infer that TRUNC-1 evenly distributes the backbone responsibility among all medium-energy nodes, and no medium-energy nodes die until 1,600 seconds. (In Fig. 11 , after all lowenergy nodes die in the case of TRUNC-1 backbone, we observe a relatively stable period during which no node dies.) In contrast, in SPAN, medium-energy nodes start to die before 1,200 seconds, and the network half-life of SPAN decreased.
In Table 6 , we tabulate the average network lifetimes and standard deviations while varying the proportion of nodes at different energy levels. We observe that in all scenarios, TRUNC-1 achieves longer network lifetimes than SPAN (133-152 percent longer for 1-life and 20-26 percent longer for half-life). We also experimented using different parameters (e.g., different initial battery capacity values and L:M:H ratios), and TRUNC-1 outperformed SPAN in all cases. In all these experiments, the average backbone sizes of TRUNC-1 and SPAN are very similar (between 21 and 23 nodes depending on the scenarios).
In the previous experiments, we have used the energy consumption values reported in [7] . In Table 7 , we briefly compare the results when we use different sets of values reported in [25] and [8] . We only show the ratio between idle and sleep energy consumption, which is the most dominant difference between these sets. Compared to the results in Table 6 , as nodes in sleep mode consume less energy, TRUNC-1 achieves larger network lifetime extension over SPAN (e.g., up to 220 percent increase in 1-lifetime, compared to previous 152 percent).
Backbone maintenance. We now examine the backbone resilience as well as the effectiveness of our proposed maintenance mechanisms against backbone partition. Let us define the coverage of a connected backbone to be the number of nodes that are in the backbone or have a neighbor in the backbone. For an ideal connected backbone, its coverage would always be equal to the number of nodes alive in the network. In Fig. 12 , we show the largest coverage of the TRUNC-1 backbone over time, while we change the maximum speed (1, 8, and 16 m/s). Due to node mobility or energy-level change, the backbone may get disconnected, and we see occasional drops in the coverage of TRUNC-1 backbone. However, our protocol detects such disconnections quickly, and the local maintenance scheme helps to regain the perfect coverage in a short period of time. As node mobility becomes higher, we observe modest increase in the number of partitions in the TRUNC-1 backbone. Compared to the TRUNC-1 backbone, the SPAN backbone results in more frequent coverage loss (Fig. 13) . In SPAN, nodes periodically leave the backbone only after ensuring that the departure does not cause backbone disconnection. However, it is possible that a node makes such a decision based on outdated information (e.g., due to node mobility), which occurs frequently, for example, once every 30 seconds on average in Fig. 13a .
Another aspect of backbone maintenance is the frequency with which nodes in the backbone change. In Fig. 13a , the SPAN backbone undergoes 674 membership changes between 100 and 400 seconds. This is because backbone nodes in SPAN periodically leave the backbone. In the same scenario, TRUNC-1 causes 49 changes in the backbone membership. Suppose that an on-demand routing protocol such as DSR [1] found a path using backbone nodes. With SPAN, nodes on such a path are likely to leave the backbone about 12 times more frequently than TRUNC-1, and the source may need to find a new path consisting of backbone nodes frequently. (Recall that this is why we use the idealized routing in our experiments.)
Data delivery. We briefly report the results about data delivery performance of TRUNC-1 backbone. In the previous light-load experiments, both TRUNC-1 and SPAN achieve near-perfect data delivery ratios. In this set of experiments, we experiment with high-load scenarios using 1,024-byte data packets with varying packet rates. We also use static networks and ensure the distance between source and destination is more than 500 m such that all data packets go through at least two intermediate hops. In Table 8 , we tabulate the average data delivery ratios and standard deviations (in parentheses) with different sending rates. As the amount of data traffic increases, the average delivery ratio decreases in both schemes, and the difference between TRUNC-1 and SPAN is marginal. In these experiments, TRUNC-1 leads to shorter average end-toend delays than SPAN, but the difference is not significant.
Control overhead. In both TRUNC-1 and SPAN, each node sends a HELLO message every 2 seconds. HELLO messages in TRUNC-1 contain more information, and the average message is longer than that of SPAN. Specifically, in TRUNC-1, the average length of HELLO messages is around 192 bytes, and in SPAN, it is around 131 bytes. Note that the difference is due in part to more dead nodes in SPAN, which lead to fewer neighbors in HELLO messages.
TRUNC-1 uses additional control messages (e.g., REQ and CONNECT). In Table 9 , we tabulate the average numbers of control packets per second used in the entire network. In TRUNC-1, the total number of non-HELLO control packets is only around six packets per second in the 150-node network, and their average sizes are 20 to 70 bytes. While the expected number of HELLO messages is 75 per second (with 150 nodes sending once every 2 seconds), due to dead nodes, the number in the table is around 30 percent smaller. We also observe that the overall increase in control overhead due to higher mobility is marginal. We believe that the advantages of TRUNC-1 (e.g., longer network lifetime, better backbone coverage) outweigh the modest increase in control overhead.
Experiments in lossy environments. Wireless links are more prone to frame errors than wired links, and a large amount of research attempts to improve system performance in this environment [10] , [26] . We briefly report the results when TRUNC-K operates in such lossy wireless environments. In our experiments, we randomly select 20 percent of links, which intermittently experience a high frame-error rate in which 80 percent of frames are lost. We vary the length of high-error period and experiment with two scenarios: links experience average of 1) 10-second lossy period in every 100 seconds and 2) 30-second lossy period in every 100 seconds. Our results show that without any loss, the delivery ratio is 99.2 percent, while it goes down to 96.9 percent and 91.4 percent with 10-second and 30-second lossy periods, respectively. While the drop in delivery ratio is expected, the decrease is moderate-around 3 percent and 8 percent drop when errors occur for 10 percent or 30 percent of time. In fact, we ideally do not want to consider those fluctuating links when connecting nodes to form a backbone (if not necessary), and a more careful design of a backbone construction scheme that jointly considers link quality and node capacity is an interesting future research topic.
RELATED WORK
Many distributed algorithms have been proposed to find a CDS. Das and Bharghavan [3] apply well-known centralized algorithms [6] . Using the unit-disk graph model, Wan et al. [4] propose a message-optimal algorithm that achieves a constant approximation ratio. Dubhashi et al. [5] propose a distributed algorithm that finds an Oðlog ÁÞ approximation to the minimum CDS in Oðlog n log ÁÞ time. None of them consider backbone maintenance or node capacity. As described in Section 5, SPAN [7] , GAF [8] , and the scheme by Wu et al. [9] all consider remaining energy level when finding a connected backbone. However, none achieves a maximum-capacity backbone nor provides a bound on the backbone size. Recently, Basagni et al. [20] present simulation results and compare a number of existing schemes for connected backbone construction in various aspects such as completion time, backbone size, and message overhead; also related are clustering algorithms for sensor networks [27] , [28] . Kuhn et al. [27] propose a clustering algorithm that finds a dominating set in the initial deployment phase. HEED [28] selects cluster-heads based on the residual energy and parameters such as node degree but assumes that the network is quasi-stationary. In contrast, TRUNC-K provides backbone-maintenance mechanisms for dynamic networks. Recently, Lee et al. [29] present a backbone-construction scheme in a selfish environment and report experimental results from an implementation on a 12-node testbed.
TRUNC-K uses the sleep mode to save energy. There are schemes that exploit the sleep mode operation but are not based on the connected backbone approach. A number of wireless MAC protocols attempt to save energy by putting nodes to sleep mode depending on various criteria [30] , [31] . Zheng and Kravets [32] propose an on-demand powersaving scheme, where nodes stay awake according to traffic [33] uses a simple mechanism to determine "active" and "passive" nodes. However, AS-CENT does not guarantee network connectivity. We also can achieve energy saving through transmission power control at each node [34] , [35] , [36] , which is complementary to our work.
CONCLUSIONS AND FUTURE WORK
We have presented a parameterized scheme TRUNC-K that builds a connected backbone in multihop wireless networks. We have also proved that our scheme can construct essentially best possible backbones with respect to backbone size and node capacity. We generalized our scheme to construct and maintain a resilient backbone in dynamic networks. Through detailed simulations, we demonstrated that our proposed scheme outperforms existing energysaving techniques in many aspects. In the future, we plan to investigate how to adjust the K value according to network environments (e.g., node mobility or density). Then, we will be able to include adaptive protocol mechanisms that can automatically change the K value when network parameters change over time (e.g., increased mobility, or new node deployment). We also want to analytically investigate the backbone performance with different K values. As discussed earlier, another interesting future direction is to design a backbone construction scheme that jointly considers node capacity and link quality.
APPENDIX A PROOFS
We describe a special case of the FKG inequality [37] . Consider an event F that is determined by a vector Y ¼ ðY 1 ; Á Á Á ; Y m Þ of independent random variables Y i 2 f0; 1g. Suppose that whenever F holds forã, F also holds for anyb that coordinate-wise dominatesã (i.e., 8i, a i b i ). Then, we call F an increasing event of Y . For increasing events F 1 ; . . . ; F l , the following holds:
We also use the following identity from [38] , which holds for any nonnegative integer d and any real x = 2 fÀd; Àd þ 1; . . . ; 0g:
t u
A.1 Proof of Theorem 2.2
We prove that in any D-regular graph with n nodes,
for a parameter c that can be arbitrarily close to 1 as D becomes large. Consider an indicator variable X v , where
Let us denote by P v the probability that node v is nominated as leader.
Then, from the linearity of expectation, E½jLj ¼ E½
Then, to prove the theorem, it is sufficient to show that
Since all nodes have exactly D neighbors, P v is the same for all v's. To show the above inequality, we use the following:
We define E i ¼ P r½ith neighbor of v does not nominate v. We also denote E 0 ¼ P r½v itself nominates other node. For each node u, consider the following random variable:
i DÞ is an increasing event of n random variable Y u 's, and we can apply the FKG inequality to P v , similarly to [39] 
We want to find a value c ! 1 that satisfies the following:
Then, since x ! 1 þ log x for all x > 0, we have A ! 1 À c logðD þ 1Þ=D, and consequently, P v c logðD þ 1Þ=D, which is what we want to show. Now, it remains to determine c. By taking the natural logarithm of (7), c should satisfy
We further simplify A by using (4):
We note the following facts: HðnÞ ¼ P n i¼1 1=i log n þ 1, and 1 þ x e x for all x ! 0. We denote expðxÞ ¼ e x . So, we can upper bound the right-hand side of (8) We denote by v the minimum-capacity node of the resulting backbone. If v 2 L, by Theorem 2.1, the backbone is a maximum-capacity CDS. We study the case where v is a part of a virtual edge. Consider the virtual edge that included v while connecting fragments F 1 and F 2 . Pick any two leaders each from F 1 and F 2 and call them L 1 and L 2 , respectively. We first prove by contradiction that the following set is not connected: S ¼ fujc u > c v g. Note that L 1 2 S and L 2 2 S. Let us assume S is connected. Then, L 1 and L 2 have at least one path P consisting only of nodes in S. In this case, F 1 and F 2 can get merged using possibly multiple virtual edges using the nodes on P . As a result, F 1 and F 2 would not have chosen the virtual edge with v. This contradiction proves that S is not connected. Since S is not connected, no subset of S can be a CDS. Therefore, any CDS must include a node whose capacity is at most c v . t u A.5 Proof of the ð2HðÁÞ þ 1Þ Bound in [3] The proof for the ð2HðÁÞ þ 1Þ bound in [3, Lemma 2] is not available in the literature, and we present the proof here. Their algorithm first finds a dominating set DS using the greedy heuristic [16] , which guarantees s¼ : jDSj HðÁÞOP T . Then, when we connect fragments using an MST-based algorithm with chains of up to two nodes, we should first connect two components using one node whenever available. If no pairs of components have common neighbors, then we connect components using chains of two nodes. Suppose that we have added x nodes before using chains of two nodes. Let us denote by y the number of remaining components at this point. Clearly, y s À x. Since these components have no common neighbors, each component requires at least one distinct node in OP T , and y OP T . We now use two nodes for each connection of remaining components, giving a total cost of s þ x þ 2ðy À 1Þ 2s þ y ð2HðÁÞ þ 1ÞOP T . . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
