The most popular and perhaps universal estimator of location and scale in robust estimation, where one accepts that ideally we have a normal population, but wish to guard against possible small departures from such, is Huber's Proposal-2 M-estimator. In this paper we give the first order small sample bias correction for the scale estimator, verifying the calculation both through theory and simulation. While there may be other ways of reducing small sample bias, say as in jackknifing or bootstrapping, these can be computationally intensive, and would not be routinely used with this iteratively derived estimator. It is suggested that bias reduced estimates of scale are most useful when forming confidence intervals for location and or scale based on the asymptotic distribution.
Introduction
While recent articles in robust statistics address higher order expansions for variances and test statistics in robustness, see for example Cabrera & Fernholz (1999) and De Rossi & Gatto (2001) , relatively little attention has been given to small sample bias of the scale estimate when simultaneously estimating location and scale. One of the most popular location and scale estimates in robust statistics is that derived from Huber's Proposal 2 M-estimator first given in Huber (1964) , where estimatorŝ µ andσ are solutions of equations
(1.1)
Here X 1 , X 2 , ..., X n represent independent identically distributed random variables having the normal distribution with mean µ and standard deviation σ and ψ = (ψ 1 , ψ 2 ) ⊤ is a vector function defined by ψ 1 (x) = min (k, max(x, −k) )
Hence for example K n = (K n1 , K n2 ) ⊤ is a two component vector function. The term k appearing in the formula for ψ is a tuning constant and β satisfies ∫ ψ 2 (x)dΦ(x) = 0, where Φ(x) is the standard normal cumulative distribution function. For example, the choice of k = +∞ yields the maximum likelihood equations for a normal parametric family defined by ψ(x) = (x, −1 + x 2 ) ⊤ , while robust choices of k vary, some popular choices being values such as k from the set of {1, 1.285, 1.5, 1.645, 1.96}. For example, choosing a value of k = 1.96 has the interpretation that asymptotically 5% of the data is winsorized leading say to an asymptotic variance of a location estimator of 1.0116 when data are generated from the standard normal distribution. See Table 1 for corresponding variances of location and scale for different values of k. In the deliberations in this paper we assume at the very least that the underlying distribution is symmetric (as does Huber). In actual calculations of bias we revert to the assumption that the data are normal. While this assumption is usually challenged in typical robustness studies, it can be noted that the bias calculations in small symmetric deviations from normal appear to be robust in the sense that they vary continuously with small departures from the normal distribution when k < +∞.
Ifθ = (μ,σ)
⊤ is a solution to equations (1.1) for suitably smooth ψ, we may assume the bias determined through b ψ (θ) = E[θ] − θ , where E represents expectation 2 with respect to the underlying population, has the following expansion:
For instance, here θ = (µ, σ) ⊤ . From symmetry considerations it follows that E[μ] = µ, however there is a non-zero bias in the estimation of scale. To illustrate the bias calculations, it is well known that when estimating variance via the maximum likelihood estimator (mle), the formula for the estimated variance isσ
2 and this statistic has a bias of − σ 2 n , subsequently a bias corrected estimator of σ 2 is s . While the exact bias can be calculated as in Johnson & Kotz (1970, p. 62) and related references therein it is informative here to derive this first order bias term. Related calculations are given in Kendall & Stuart (1979,p. 33, Exercise 17.6 ) for the expectation of s n . However to give credence to the formula that we derive for the M-estimator we show the reader that the above approximation is in fact valid. To see this, consider the Taylor expansion defined as:
Now substituting f (x) = x 1 2 and taking expectations of both sides we arrive at:
The remaining expectation in this equation can be found in Berry and Lindgren(1996,p. 395) where at the normal model:
Consequently, the first order bias term, from the expansion given in equation (1.3), of the maximum likelihood estimator for scale is:
that is, ignoring second order bias involving 1 n 2 . We shall return to this calculation once we have derived the bias of the more general scale estimate in M-estimation 3 using a different approach. It transpires that in discussing M-estimators of location and scale that the above estimator of scale is a special case and the bias calculations agree. A bias reduced estimator of scale in the case of maximum likelihood estimation from a normal population is thus (
Bias calculation for implicitly defined M-estimators
In the case for M-estimators of scale, when location and scale are estimated simultaneously, it is a little more complex to work out the expectations, due to the estimators only being implicitly defined through equations (1.1). However we may follow the heuristic arguments similar to those given in Cox & Hinkley (1974,pp. 260-309) where a series expansion is proffered for bias calculation, using Taylor series, and suitable approximations. Cox & Hinkley illustrate the argument for maximum likelihood estimators, whereupon one solves using the notation of those authors
Here f θ (x) represents the parametric density. This is a special case of equations (1.1) where
Then ifθ is a consistent estimator of θ, and the underlying distribution is suitably regular, the Taylor series expansion about the true parameter value θ is defined as
We may consider the same expansion using
2 ). Taking expectation of this equation yields an explicit formula for E [θ − θ] . For instance, we make use of the approximation
where
The expansion (2.1) is justified for the ψ defining Huber's Proposal 2 through the arguments in Clarke(1986) illustrating Fréchet differentiability of the Proposal 2 estimator, for instance at the normal distribution.
Taking the expectation of the Taylor series expansion for the second component equation in (1.1) involving K n2 (μ,σ) and making use of the approximation (2.1) leads to the following formula for the first order bias term of the M-estimator of scale,
Here X is the standardized variable and E represents expectation with respect to the standardized distribution, in this case for example E[Xψ
. Also E µ,σ is the expectation with respect to the unstandardized distribution.
Remark
The above formula remains valid if Φ(x) is replaced with other suitably regular absolutely continuous symmetric distribution F (x).
Details of the derivation of the above equation are given in the appendix.
As a measure of veracity of this calculation we can note that the mle of location and scale afforded by the choice of ψ(x) = (x, −1 + x 2 ) ⊤ yields a calculation in (2.2) of the first order bias of exactly − 3 4 σ n , which corroborates the calculation given in the introduction. It can also be noted here that equation (2.2) needs to be interpreted at least heuristically for ψ functions which do not have continuous derivatives, as in the case of Huber's Proposal 2 with a finite tuning constant k. Such functions are at least continuous and piecewise continuously differentiable. For example calculations we refer to Huber (1964, p. 78) , Huber (1970, p. 462) and Hampel et al. (1986, p. 103 
Some explicit calculated values
In this section tabulated values of the first order bias term in the scale estimate are given for Huber's Proposal 2 M-estimator. Values are given at the standard normal distribution. Also tabulated are asymptotic variances derived from the asymptotic distribution that results from the approximation (2.1). Further details are available in Huber(1981) and Hampel et al. (1986) .
The bias parameter for this estimator is always negative, and reaches an absolute minimum in magnitude at k = 1.75. This is only an observation and we do not suggest that this value of k should be used in preference to any other k. Ifσ is the scale solution to equations (1.1) it follows that a bias corrected estimator of scale isσ * = n n+Biasσ , where Bias is the parameter for example calculated in Table 1 . For instance, consider the data of Cushny & Peebles (1905) on the prolongation of sleep by means of two drugs. This data set consists of 10 observations, being the difference in additional hours of sleep gained between two drugs. The data set is as 
Verification by simulation and conclusion
In this section a simulation supporting the calculations of the previous section is carried out. One use for the bias correction of the scale M-estimator is in the use of confidence intervals for location based on the asymptotic normal distribution when jointly estimating location and scale. From the expansion (2.1) the asymptotic distribution leads to a 95% confidence interval for location of
The confidence interval involves the estimate of σ. The use of the bias corrected scale estimatorσ * leads to confidence levels closer to nominal values. It is recognized that this simulation implements the asymptotic confidence interval, rather than an interval such as derived by a Studentized t-statistic. As the limits of the interval derived from a t-statistic are always higher than those derived from the normal distribution, this explains why actual levels are below the nominal 95%. At a referee's suggestion we have also calculated through simulation the coverages of the confidence intervals for scale, both using the unadjusted scale estimate and using the adjusted scale estimate. The simulations generally show an improvement in coverage if one uses the adjusted scale estimate in the corresponding confidence interval for scale.
For each n running from n = 3 to n = 30 and k = 1.645, ten thousand samples from a standard normal distribution were generated in the package MATLAB. For every n the average value of the location and scale estimates were calculated. The average of the unadjusted scale estimate minus one gives the estimated bias. Noticably the average adjusted estimate for scale is very close to the true generating parameter of scale which is one. See Also, for confidence intervals for location, the percentage of confidence intervals containing the true value of µ = 0 was calculated for both the confidence interval using the unadjusted scale estimate and the confidence intervals using the bias corrected scale estimate. Similar calculations are carried out for the percentage of confidence intervals covering the true parameter of one for the scale estimate. These confidence intervals are based on the asymptotic distribution. It is clear from Table 3 that use of the adjusted scale in the above confidence interval gives an improvement in the sense of giving coverage closer to nominal levels. Simulations generally show an improvement in coverage if one uses the adjusted scale estimate in the corresponding confidence interval for scale except for the aberrant behaviour of the confidence interval for scale for n = 3, which is attributed to the very skew distribution of the scale estimate in this small sample case
The biases calculated here rely on Taylor expansions. The expansions are carried out assuming the derivatives exist, which they do not at particular points for Huber's proposal 2. Nevertheless as commented for instance following formula (2.1) the linear approximation involved there is justified through arguments involving nonsmooth analysis as in Clarke (1986) . It is clear from the simulations that the bias correction for scale is working where we have made the appropriate interpretations for expectations which involve second second derivatives of ψ, as in the discussion below the remark in section 2.
Finally, while small sample biases can be calculated for other distributions, for example, at distributions in contaminated neighbourhoods of the normal distribution, little is to be gained, other than to note for robust choices of tuning parameter k, say in the vicinity of one to two the bias is relatively stable. Since the normal distribution is the hypothesized distribution we tabulate values for this distribution only.
