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1 Introduction
Motivation. In the last years, coordinate descent methods attract more and more at-
tention of the Optimization Community. Its popularity is based mainly on the fact that
they can be applied to problems of a very big size. Starting from the paper [7], it be-
came possible to provide the randomized variants of these schemes with very attractive
worst-case efficiency guarantees, which take into account a very high sparsity of the data.
Consequently, the further developments of these methods were naturally related to the
needs of Big-Data machinery: parallelization, distributed computing, etc (see, for exam-
ple, [4, 5]). However, in this paper we show that the coordinate descent strategies can be
useful even for the problems of moderate-size when the data is dense.
In [7], there was proposed a variant of Fast Gradient Method [3], where the gradient
step was replaced by a step along coordinate direction (we call this method Accelerated Co-
ordinate Descent Method, ACDM for short). It was suggested to choose the corresponding
active coordinate randomly, in accordance to uniform distribution. The expected com-
plexity of this scheme for finding an !-solution for unconstrained minimization problem is
of the order
O
(
n
!1/2
max
1≤i≤nLi
)
(1.1)
iterations, where Li is the uniform upper bound on the ith diagonal element of the Hessian
of the objective function, and n is the number of variables. At the same time, in [7] it was
also mentioned that this scheme is not appropriate for Huge-Scale optimization problems
since it needs at least one full-dimensional vector operation at each iteration.
Complexity bound (1.1) was improved in [2] up to the level
O
([
n
!
n∑
i=1
Li
]1/2)
(1.2)
iterations. For choosing the active coordinate, the authors suggest to use probabilities
Li
[
n∑
k=1
Lk
]−1
, i = 1, . . . , n. Finally, in our paper we get the further improvement in the
complexity of ACDM, up to the level
O
(
1
!1/2
n∑
i=1
L1/2i
)
(1.3)
iterations. The probabilities we use now are defined as L1/2i
[
n∑
k=1
L1/2k
]−1
. This is the first
time when we get the complexity estimate of ACDM, which does not depend explicitly in
the dimension of the space of variables.
Another important result of our paper consists in finding interesting applications,
where the new scheme becomes dominant. We show that in all unconstrained convex
optimization problems obtained by Smoothing Technique [6], our method provably out-
performs the standard Fast Gradient Methods. For some classes of problems, the gain in
the computational time reaches the square root of the dimension. This improvement is
mainly achieved due to the fact, that in many situations the computational expenses at
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each iteration of our method are perfectly balanced with the computational time spent
for updating the results of matrix-vector products (both depend linearly in the dimension
of the problem). For the standard first-order methods, this is not true even if we apply
them for unconstrained minimization of convex quadratic function with dense matrix.
For the latter problem, the worst-case estimates of computational time of our method
are provably better than the estimates of unbeatable Conjugate Gradients.1) Note also
that for problems with explicit minimax structure, it is always possible to compute good
bounds for the constants Li, i = 1, . . . , n (see Section 3.3).
Contents. In Section 2, we present a new version of ACD-method for solving the prob-
lem of unconstrained minimization of strongly convex function with Lipschitz continuous
partial derivatives. The probability of choosing component i to be active is define as
L1/2i
[
n∑
k=1
L1/2k
]−1
, where Li is the corresponding Lipschitz constant. Our scheme, com-
plexity analysis, and efficiency estimates are nonstandard since they all are continuous
in the convexity parameter of the objective function. In order to obtain the efficiency
estimates and the rules of the method just for differentiable convex function, we need to
pass to the limit in the corresponding expressions, tending the convexity parameter to
zero.2)
In Section 3, we present some applications, where the new method has the best known
worst-case bounds for the total computational time. In Section 3.1 we develop a gen-
eral model of the objective function, which allows to update and compute efficiently the
directional derivatives. Our key observation is that in many cases a single directional
derivative can be easily computed, often in linear time. After that, we analyze the be-
havior of the new ACDM on the problems of quadratic minimization (Section 3.2) and in
the framework of Smoothing Technique (Section 3.3)). In both cases, we show that our
method has better worst-case guarantees in computational time, as compared with the
total computational time of the standard FGM.
We conclude the paper by presenting the results of preliminary computational exper-
iments (Section 4). At our class of test problems, new ACDM always outperforms the
standard Fast Gradient Method with automatic adjustment of the Lipschitz constant for
the gradient.
Notation. In what follows, we assume that the finite-dimensional linear vector space of
variables E, dimE = N , is represented as a direct product of n-dimensional spaces E(i),
dimE(i) = ni:
E =
n⊗
i=1
E(i), N =
n∑
i=1
ni.
We denote by E(i)∗ , i ∈ {1 : n}, the corresponding dual spaces. Thus, E∗ =
n⊗
i=1
E(i)∗ . Value
1) Of course, this result does not contradict to the well known fact on optimality of conjugate gradient
methods. Note that coordinate descent methods belong to another family of optimization schemes, which do
not generate minimization sequences belonging to Krylov spaces.
2) When this paper was already finished, we found a very recent paper [1], where there was analyzed a version
of ACDM with the same distribution of probabilities. This version can be also used for minimizing strongly
convex functions. However, it becomes inefficient as the convexity parameter goes to zero.
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of linear function s(i) ∈ E(i)∗ at point x(i) ∈ E(i) is denoted by 〈s(i), x(i)〉. We define
〈s, x〉 def=
n∑
i=1
〈s(i), x(i)〉, x ∈ E, s ∈ E∗.
We define also the partition operators Ui : Ei → E, i = 1, . . . , n, by identity
x =
(
x(1), . . . , x(n)
)
=
n∑
i=1
Uix(i), x(i) ∈ E(i), i ∈ {1 : n}.
If E = RN , Then the matrices Ui are composed by columns of the unit N ×N -matrix:
IN = (U1, . . . , Un).
For a linear operator A, acting from one linear vector space E′ to another linear vector
space E′′∗, we define its adjoint operator by identity
〈Au, v〉 = 〈A∗v, u〉, u ∈ E′, v ∈ E′′.
Clearly, A∗ : E′′ → E′∗.
For all spaces E(i), we fix self-adjoint positive-definite operators Bi : E(i) → E(i)∗
(notation: Bi = B∗i & 0), i = 1, . . . , n. Using these operators, we can introduce in these
spaces the scalar products and Euclidean norms:
〈x(i), y(i)〉i def= 〈Bix(i), y(i)〉, ‖x(i)‖2i def= 〈Bix(i), x(i)〉, x(i), y(i) ∈ E(i), i ∈ {1 : n}.
Similarly, for the dual spaces, we have the following definitions:
〈s(i), v(i)〉∗i def= 〈s(i), B−1i v(i)〉, ‖s(i)‖∗i def= 〈s(i), B−1i s(i)〉, s(i), v(i) ∈ E(i)∗ , i ∈ {1 : n}.
Thus, we get valid Cauchy-Schwartz inequalities:
〈s(i), x(i)〉 ≤ ‖s(i)‖∗i · ‖x(i)‖i, x(i) ∈ E(i), s(i) ∈ E(i)∗ , i ∈ {1 : n}. (1.4)
In order to define the norms for the whole space E, we use the scaling coefficients
L = (L1, . . . , Ln) (to be defined later in (2.3)), and the tolerance parameter α ∈ [0, 1].
For x = (x(1), . . . , x(n)) ∈ E and s = (s(1), . . . , s(n)) ∈ E∗ denote
〈s, x〉 =
n∑
i=1
〈s(i), x(i)〉,
‖x‖2[α] =
n∑
i=1
Lαi ‖x(i)‖2i ,
‖s‖2[α]∗ =
n∑
i=1
L−αi
(‖s(i)‖∗i )2 .
(1.5)
Clearly, for all x ∈ E and s ∈ E∗ we have
〈s, x〉 ≤ ‖x‖[α] · ‖s‖[α]∗. (1.6)
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In the case E = RN , we have ‖x‖2[α] = 〈Bαx, x〉, ‖s‖2[α]∗ = 〈s,B−1α s〉, with
Bα =
n∑
i=1
Lαi UiBiU
T
i , B
−1
α =
n∑
i=1
L−αi UiB
−1
i U
T
i .
For a differentiable function f(x), x ∈ dom f ⊆ E, denote by ∇f(x) ∈ E∗ its gradient.
Then, its partial derivatives are defined as follows:
∇if(x) def= UTi −∇f(x) ∈ E(i)∗ , i ∈ {1 : n}.
If function f is convex, then for any x ∈ dom f and any partial displacement h(i) ∈ E(i)
satisfying condition x+ Uih(i) ∈ dom f (we call it feasible), we have
f(x+ Uih(i)) ≥ f(x) + 〈∇f(x), Uih(i)〉 = f(x) + 〈UTi ∇f(x), h(i)〉
= f(x) + 〈∇if(x), h(i)〉, i ∈ {1 : n}.
(1.7)
2 Accelerated Coordinate Descent Method
Consider the following optimization problem:
min
x∈E
f(x), (2.1)
where function f is convex and continuously differentiable on E. We assume that this
problem is solvable and x∗ ∈ E is its optimal solution.
Global behavior of function f(·) is described by the following characteristics.
• Parameter of strong convexity σα ≥ 0, such that
f(y) ≥ f(x) + 〈∇f(x), y − x〉+ 12σ1−α‖y − x‖2[1−α], ∀x, y ∈ E. (2.2)
• Lipschitz constants Li for partial derivatives:
‖∇if(x+ Uih(i))−∇if(x)‖∗i ≤ Li‖h(i)‖i,
∀x ∈ E, h(i) ∈ E(i), i ∈ {1 : n}.
(2.3)
These inequalities are equivalent to the following conditions:
f(x+ Uih(i)) ≤ f(x) + 〈∇if(x), h(i)〉+ 12Li‖h(i)‖2i ,
∀x ∈ E, h(i) ∈ E(i), i ∈ {1 : n}.
(2.4)
For the sake of simplicity, we assume that parameters σα and L
def
= (L1, . . . , Ln) are known.
Let us define now the partial gradient step at point x ∈ E along the active coordinate
i ∈ {1 : n}:
h(i)(x)
def
= −B−1i ∇if(x). (2.5)
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In view of inequality (2.4), for any stepsize τ ∈ R, we have
f(x+ τUih(i)(x))− f(x) ≤ τ〈∇if(x), h(i)(x)〉+ τ22 Li‖h(i)(x)‖2i
= −τ(1− 12τLi)(‖∇if(x)‖∗i )2.
(2.6)
Finally, we need to define a random generator j = Rβ(L), β ∈ [0, 1], which generates
random numbers j ∈ {1 : n} with the following probabilities:
piβ [i] ≡ Prob (j = i) def= 1SβL
β
i , i ∈ {1 : n}, (2.7)
where Sβ =
n∑
i=1
Lβi .
For solving the problem (2.1), consider the following method.
Method ACDMα(x0)
1. Define v0 = x0 ∈ E, A0 = 0, B0 = 1, and β = α2 .
2. For t ≥ 0, iterate:
1) Choose active coordinate it = Rβ(L).
2) Find parameter at+1 > 0 from equation a2t+1S
2
β = At+1Bt+1,
where At+1 = At + at+1 and Bt+1 = Bt + σ1−αat+1.
3) Define αt =
at+1
At+1
, βt =
σ1−αat+1
Bt+1
, and yt =
(1−αt)xt+αt(1−βt)vt
1−αtβt .
4) Compute ∇itf(yt). Update xt+1 = yt + 1LitUith
(it)(yt),
and vt+1 = (1− βt)vt + βtyt + at+1L1−αit Bt+1piβ [it]Uith
(it)(yt).
(2.8)
Denote wt = (1− βt)vt + βtyt. Then
yt =
(1−αt)xt
1−αtβt +
αt(1−βt)
1−αtβt · wt−βtyt1−βt =
(1−αt)xt+αtwt
1−αtβt − αtβtyt1−αtβt .
Thus, in method (2.8) we have the following representation:
yt = (1− αt)xt + αtwt. (2.9)
Method (2.8) generates random output, which depends on particular implementation
of the collection of i.i.d.-variables It = {i0, . . . , it} (define I−1 = ∅). In what follows,
notation EIt(·) denotes the expectation of corresponding random variables.
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Theorem 1 Let sequences {xt}t≥0 and {vt}t≥0 be generated by method (2.8). Then, for
any t ≥ 0 we have
2AtEIt−1(f(xt)− f(x∗)) +BtEIt−1(‖vt − x∗‖2[1−α]) ≤ ‖x0 − x∗‖2[1−α], (2.10)
where
At ≥ 14σ1−α
[
(1 + γ)t − (1− γ)t]2 ≥ 1
4S2β
t2,
Bt ≥ 14
[
(1 + γ)t + (1− γ)t]2 , (2.11)
and γ =
σ1/21−α
2Sα/2
.
Proof:
Denote r2t = ‖vt − x∗‖2[1−α]. Then
‖vt+1 − x∗‖2[1−α] =
∑
i $=it
L1−αi ‖w(i)t − x(i)∗ ‖2i + L1−αit
∥∥∥∥w(it)t − x(it)∗ + at+1h(it)(yt)L1−αit Bt+1piβ [it]
∥∥∥∥2
it
= ‖wt − x∗‖21−α − 2at+1Bt+1piβ [it]〈∇itf(yt), w
(it)
t − x(it)∗ 〉+ a
2
t+1
L1−αit B
2
t+1pi
2
β [it]
(‖∇itf(yt)‖∗it)2 .
Since ‖wt − x∗‖21−α ≤ (1− βt)r2t + βt‖yt − x∗‖21−α, we can continue as folows:
Bt+1r2t+1
(2.6)
≤ Btr2t + βtBt+1‖yt − x∗‖21−α − 2at+1piβ [it] 〈∇itf(yt), w
(it)
t − x(it)∗ 〉
+
2a2t+1L
α
it
Bt+1pi2β [it]
(f(yt)− f(yt + 1LitUith
(it)(yt))
(2.7)
= Btr2t + βtBt+1‖yt − x∗‖21−α − 2at+1piβ [it] 〈∇itf(yt), w
(it)
t − x(it)∗ 〉
+2
a2t+1
Bt+1
S2β(f(yt)− f(yt + 1LitUith
(it)(yt)).
Note that Eitf(xt+1) =
n∑
i=1
piβ [i]f(yt +
1
Li
Uih(i)(yt)). Therefore, taking expectation of the
above inequality in random variable it, we obtain
Eit(Bt+1r
2
t+1) ≤ Btr2t + at+1σ1−α‖yt − x∗‖21−α + 2at+1〈∇f(yt), x∗ − wt〉
+2
a2t+1
Bt+1
S2β(f(yt)− Eit(f(xt+1))).
(2.12)
Since wt
(2.9)
= yt +
1−αt
αt
(yt − xt), we obtain
at+1〈∇f(yt), x∗ − wt〉 = at+1〈∇f(yt), x∗ − yt + 1−αtαt (xt − yt)〉
(2.2)
≤ at+1(f(x∗)− f(yt))− 12at+1σ1−α‖yt − x∗‖21−α + at+1 1−αtαt (f(xt)− f(yt))
(2.8)2
= at+1f(x∗)−At+1f(yt) +Atf(xt)− 12at+1σ1−α‖yt − x∗‖21−α.
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Substituting this inequality in (2.12), we obtain
Eit(Bt+1r
2
t+1) ≤ Btr2t + 2At(f(xt)− f(x∗))− 2At+1(Eit(f(xt+1)− f(x∗)).
It remains to take the expectation in It−1 and sum up all previous inequalities. We obtain
2AtEIt−1(f(xt)− f(x∗)) +BtEIt−1(r2t ) ≤ r20 = ‖x0 − x∗‖2[1−α].
Let us estimate now the growth of coefficients At and Bt. Note that Bt = 1+σ1−αAt.
Therefore, equation for finding parameter at+1 in method (2.8) looks as follows:
(At+1 −At)2S2β = At+1(1 + σ1−αAt+1).
Denote Ct = σ
1/2
1−αA
1/2
t , t ≥ 0. Then
σ−11−αC2t+1(1 + C2t+1) = σ
−2
1−αS2β(C
2
t+1 − C2t )2 ≤ 4σ−21−αS2β(Ct+1 − Ct)2C2t+1.
Thus, Ct+1 −Ct ≥ γ(1 +C2t+1)1/2 ≥ Ct + γ(1 +C2t )1/2 with γ = σ
1/2
1−α
2Sβ
. Now, by induction
we can easily check that Ct ≥ 12
[
(1 + γ)t − (1− γ)t] ≥ γt for t ≥ 0. Indeed, in this case,
1 + C2t ≥ 1 + 14(1 + γ)2t + 14(1− γ)2t − 12(1− γ2)t ≥ 14
[
(1 + γ)t + (1− γ)t]2 .
Hence,
Ct+1 ≥ 12
[
(1 + γ)t − (1− γ)t]+ γ2 [(1 + γ)t + (1− γ)t]
= 12
[
(1 + γ)t+1 + (1− γ)t+1] .
Thus, At ≥ 14σ1−α
[
(1 + γ)t − (1− γ)t]2 ≥ 1
4S2β
t2, and
Bt = 1 + σ1−αAt ≥ 1 + 14
[
(1 + γ)t − (1− γ)t]2 ≥ 14 [(1 + γ)t + (1− γ)t]2 .
!
Note that method (2.8) and its efficiency bounds (2.10), (2.11) are continuous in the
convexity parameter σ1−α. As σ1−α → 0, we get a monotone decrease of values Bt to one,
and values At go to their lower bounds
t2
4S2α/2
.
Remark 1 The first coordinate descent version of method (2.8) with α = 0 (uniform
distribution) was suggested in [7]. In [2], this method was extended onto arbitrary values
of α ∈ [0, 1]. However, in [2] the authors used another random strategies (pii = Lαi /Sα).
As a result, they get weaker complexity bounds. Indeed, in order to solve problem (2.1)
with accuracy %, they need O
(√
nSα
σ1/21−α
ln 1%
)
iterations (see Theorem 4 in [2]). Our method
requires O
(
Sα/2
σ1/21−α
ln 1%
)
iterations. It is easy to see that we always have
√
nSα ≥ Sα/2,
and sometimes the gain can reach a factor of order
√
n. We give the corresponding
examples in Section 3.
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3 Examples of applications
3.1 Favorable structure of objective function
Let us compare now the complexity bounds of the Accelerated Coordinate Descent Method
(2.8) with complexity bounds of the standard Fast Gradient Methods (e.g. [6]). For the
sake of simplicity, we assume that in problem (2.1) we have dimE(i) = 1, i ∈ {1 : n}.
Thus, dimE = N ≡ n. Moreover, let us assume that the objective function in (2.1) is
twice continuously differentiable. Therefore,
Li(f) = sup
x∈E
〈∇2f(x)ei, ei〉, x ∈ E, i ∈ {1 : n}, (3.1)
where ei is the ith coordinate vector in E.
Let us define also the Lipschitz constant for the gradient of objective function in (2.1):
L(f) = sup
x∈E
max
‖h‖≤1
〈∇2f(x)h, h〉. (3.2)
Assuming that ‖ei‖ ≤ 1 for all i = 1, . . . , n, we clearly have Li(f) ≤ L(f), i ∈ {1 : n}.
For our comparison, let us choose α = 1. Then all distances in E ≡ Rn are measured
in the standard Euclidean norm, which does not depend on the Lipschitz constants for
the derivatives. For the sake of notation, denote ‖ · ‖ ≡ ‖ · ‖[0]. Denote R = ‖x0−x∗‖ and
let us assume that σ0 = 0 (no strong convexity).
In this situation, fast gradient methods solve problem (2.1) up to accuracy # in
O
(
IFGM
def
= L
1/2(f)
!1/2
R
)
iterations (e.g. [8]). At each iteration, they need to update
n-dimensional vectors and to call oracle (a constant number of times). Denoting the
corresponding computational expenses by TFGM , we get the following bound for total
computational cost:
CFGM = IFGM · TFGM = L
1/2(f)
!1/2
R · TFGM .
Similarly, in view of Theorem 1, for solving problem (2.1) up to accuracy #, method (2.8)
needs O
(
IACDM
def
=
S1/2
!1/2
R
)
iterations. Thus, its total computational cost is
CACDM = IACDM · TACDM = S1/2!1/2 R · TACDM .
Note that S1/2 ≤ nL1/2(f). Therefore, in order to ensure CACDM ≤ CFGM , we need to
find problems, for which TACDM ≤ 1nTFGM .
Let the objective function f in problem (2.1) has the following structure:
f(x) = F (Ax, x), (3.3)
where F (s, x) : Rm+n → R is a convex differentiable function, and A is an m× n-matrix.
Our main structural assumption on function F is that the complexity TF of its first-order
oracle is linear:
TF = O(m+ n). (3.4)
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This time is required for computing the function value F (s, x) and the gradient
∇F (s, x) = (∇sF (s, x),∇xF (s, x)) ∈ Rm × Rn.
Note that ∇f(x) = ∇xF (Ax, x)+AT∇sF (Ax, x). Let us estimate now the complexity of
one iteration of our methods, assuming that matrix A is dense and
m ≥ O(n). (3.5)
For Fast Gradient Method, the most expensive computation at each iteration is the call
of oracle. In accordance of our assumptions, computation of the function value and the
gradient needs O(mn) arithmetic operations. All other costs (update of n-dimensional
vectors, computation of scalar products, etc.) need O(m + n) operations. Thus, we
conclude that
TFGM = O(mn). (3.6)
For ACD-method (2.8), at each iteration we need to know only the value of directional
derivative∇itf(yt). If the vector Ayt is already computed, this needs O(m+n) operations.
Therefore, during the process (2.8) we need to update recursively these vectors. For this,
we need to update also the products Axt, Avt, and Awt. These operations need just
computation of convex combinations of some already computed vectors with the cost
O(n). Only two operations for computing Axt+1 and Avt+1 need addition of itth column
of matrix A with some factors, and their cost is O(m). Thus, we conclude that in our
case
TACDM = O(m+ n)
(3.5)
≤ 1nTFGM . (3.7)
Hence, for all optimization problem (2.1) with above structure we have CACDM ≤ CFGM .
In the next two parts of this section we give examples of objective functions, for which
ACD-method (2.8) can outperform the standard schemes by a dimensionally dependent
factor. For these examples, we can guarantee that Li(f) << L(f), i ∈ {1 : n}.
3.2 Unconstrained minimization of quadratic function
Let A ∈ Rn×n be a symmetric positive-definite matrix, and F (s, x) = 12〈s, x〉 − 〈b, x〉.
Then, all structural assumptions of Section 3.1 are satisfied, and we conclude that for
problem
min
x∈Rn
[f(x) = 12〈Ax, x〉 − 〈b, x〉] (3.8)
we have CACDM ≤ CFGM .
Let us assume now that matrix A has positive elements, which have same order of
magnitude:
0 < κ1 ≤ A(i,j) ≤ κ2, i, j ∈ {1 : n}, (3.9)
and κ2 ≤ O(κ1). Then,
S1/2 ≤ nκ1/22 . (3.10)
On the other hand,
L(f) = λmax(A) ≥ κ1λmax(1n1Tn ) = nκ1, (3.11)
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where 1n ∈ Rn is the vector of all ones. This implies that
S1/2 ≤
√
nκ2
κ1
· L1/2(f).
In other words, assumption (3.9) implies CACDM ≤ O
(
1
n1/2
)
CFGM .
3.3 Smoothing Technique
Smoothing technique [6] can be applied to objective functions with sufficiently simple dual
representation:
f(x) = max
u∈Q
{〈Ax, u〉 − φ(u)}, (3.12)
where Q ⊂ Rm is a closed convex bounded set, and function φ is convex on Q. Let us
measure distances in Rm by some norm ‖ · ‖X . We assume that
‖ei‖X ≤ 1, i = 1, . . . , n, (3.13)
where ei is ith coordinate vector in Rn.
Function f defined by (3.12) is typically nonsmooth. However, optimization problem
in (3.12) must be simple enough since we assume it solvable in a closed form (otherwise,
the value f(x) is not computable). In this situation, it is often possible to approximate f
by a convex function with Lipschitz continuous gradient.
Indeed, let prox-function d(u) be differentiable and strongly convex on Q in some norm
‖ · ‖U with convexity parameter one:
〈∇d(u1)−∇d(u2), u1 − u2〉 ≥ ‖u1 − u2‖2U , u1, u2 ∈ U. (3.14)
Assume that d(u) ≥ 0 for all u ∈ Q and d(u0) = 0 at some prox-center u0 ∈ Q.
Denote
fµ(x) = max
u∈Q
{〈Ax, u〉 − φ(u)− µd(u)}, (3.15)
where µ > 0 is the smoothness parameter. Then fµ approximates f with accuracy O(µ),
and its gradient is Lipschitz continuous with constant L(fµ) =
1
µ‖A‖2, where
‖A‖ = max
x,u
{〈Ax, u〉 : ‖x‖X ≤ 1, ‖u‖U ≤ 1}.
Note that ‖A‖
(3.13)
≥ max
u
{〈Aei, u〉 : ‖u‖U} = ‖Aei‖∗U for all i = 1, . . . , n. Therefore,
n∑
i=1
‖Aei‖∗U ≤ n‖A‖. (3.16)
Recall that the gradient of function fµ is defined as
∇fµ(x) = ATuµ(x), (3.17)
where uµ(x) is the unique solution of the optimization problem in definition (3.15).
10
Let us justify now the bounds for Li(fµ), i ∈ {1 : n}. Consider two points x1 and
x2 = x1 + h, where h is an arbitrary direction in Rn. Denote ui = uµ(xi), i = 1, 2. From
the optimality conditions for optimization problem in (3.15), we have
〈Ax1 −∇φ(u1)− µ∇d(u1), u2 − u1〉 ≤ 0,
〈Ax2 −∇φ(u2)− µ∇d(u2), u1 − u2〉 ≤ 0.
Adding these two inequalities, we get
µ‖u1 − u2‖2U
(3.14)
≤ µ〈∇d(u1)−∇d(u2), u1 − u2〉
≤ 〈Ax1 −Ax2 − (∇φ(u1)−∇φ(u2)), u1 − u2〉
≤ 〈Ah, u2 − u1〉.
Taking now h = τei, where ei is the ith coordinate vector in Rn, we obtain:
τ (∇ifµ(x2)−∇ifµ(x1)) (3.17)= τ〈ei, AT (u2 − u1)〉 ≥ µ‖u1 − u2‖2U
≥ µ(‖Aei‖∗U )2 〈Aei, u1 − u2〉
2 = µ(‖Aei‖∗U )2 (∇ifµ(x1)−∇ifµ(x2))
2 .
Thus, we can take Li(fµ) =
1
µ(‖Aei‖∗U )2, i ∈ {1 : n}. Consequently,
n∑
i=1
L1/2i (fµ)
(3.16)
≤ nL1/2(fµ). (3.18)
If the set Q and function φ in (3.15) are simple, then fµ satisfies all conditions of
Section 3.1 (in particular, with known product Ax, vector uµ(x) is computable in O(m)
operations). Therefore, for its unconstrained minimization, efficiency estimates of ACD-
method (2.8) are always not worse than the bounds of any Fast Gradient Method.
Let us present an example, where ACD-method (2.8) is much better than FGM (since
Li(fµ) << L(fµ), i ∈ {1 : n}). Assume that all elements of matrix A are positive and
have the same order of magnitude:
0 < κ1 ≤ A(i,j) ≤ κ2, i ∈ {1 : m}, j ∈ {1 : n}, (3.19)
and κ2 ≤ O(κ1). Then, clearly Li(fµ) ≤ mµ κ22. Therefore, S1/2 ≤ nκ2
(
m
µ
)1/2
.
On the other hand,
L(fµ) =
1
µλmax(A
TA) ≥ 1µκ21mλmax(1n1Tn ) = 1µκ21mn.
Thus, comparing the bounds
CACDM = O
(
m · S1/2R
!1/2
)
≤ O
(
nm3/2 · R
µ1/2!1/2
)
,
and
CFGM = O
(
mn · L1/2(fµ)R
!1/2
)
≥ O
(
n3/2m3/2 · R
µ1/2!1/2
)
,
we can see that the bound for ACD-method (2.8) is at least in O
(
n1/2
)
times better.
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4 Preliminary computational experiments
In our computational experiments, we solved the following problem with randomly gen-
erated data:
min
x∈RM
{
fµ(x) =
N∑
i=1
φµ
(〈ai, x〉 − c(i))} , (4.1)
where
φµ(τ) =
{
τ2
2µ , if |τ | ≤ µ,
|τ |− 12µ, if τ > µ.
Coefficients of dense vectors ai, i = 1, . . . , N , are uniformly distributed in the interval
[1, 2]. Coefficients of vector c = (c(1), . . . , c(N))T ∈ RN are chosen as c(i) = 〈ai, y¯〉, where
the entries of vector y¯ ∈ RM are uniformly distributed in the interval [−1, 1].
Thus, the optimal value of function fµ is zero. Therefore, for all methods we use the
termination criterion fµ(x) ≤ # with # = 10−2. We choose also µ = #.
Among numerous variants of Fast Gradient Methods, we choose the method with
the maximal adaptivity to the unknown Lipschitz constant for the gradient of objective
function. Its scheme is as follows.
FGM: Choose x0 ∈ E and L0 > 0. Set v0 = x0.
For t ≥ 0 iterate:
1) Find the smallest it ≥ 0 such that for
at,it =
1
2it+1Lt
(
1 +
√
1 + 2it+2LtAt
)
, τt,it =
at,it
at,it+At
,
yt,it = (1− τt,it)xt + τt,itvt, and xt+1,it = yt,it − 12itLt∇f(yt,it)
we have f(yt,it)− f(xt+1,it) ≥ 12it+1Lt ‖∇f(yt,it)‖2.
2) Set xt+1 = xt+1,it , vt+1 = vt − at,it∇f(yt,it),
At+1 = At + at,it , and Lt+1 = 2
it−1Lt.
(4.2)
On the contrary, for Accelerated Coordinate Descent Method (2.8) with parameters
α = 1 and σ0 = 0, we choose the fixed worst-case estimates for the coordinate Lipschitz
constants
Li(fµ) =
1
µ‖AT ei‖2, i = 1, . . . ,M, (4.3)
where A = (a1, . . . , aN ) and the norm is standard Euclidean. Since we take β ≡ α/2 = 12 ,
we get the following distribution of probabilities:
pi1/2[i] =
‖AT ei‖
N∑
k=1
‖AT ek‖
, i = 1, . . . ,M.
(4.4)
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At the same time, S21/2 =
1
µ
(
M∑
i=1
‖AT ei‖
)2
.
In all our experiments we use the staring point x0 = 0 ∈ RM . In the method below,
notation Ax (or, Ay, Av) is used for the value of the linear operator in (4.1), computed
at point x ∈ RM :
Ax ≡ ATx− c ∈ RN .
The scheme of ACD-method for problem (4.1) looks as follows.
ACDM for (4.1): Define v0 = x0 = 0 ∈ RM , Av0 = Ax0 = −c, and A0 = 0.
For t ≥ 0, iterate:
1) Find parameter at+1 > 0 from equation a2t+1S
2
β = At+1 + at+1.
Set At+1 = At + at+1, and τt =
at+1
At+1
.
2) Define yt = (1− τt)xt + τtvt. Update Ayt = (1− τt)Axt + τtAvt.
3) Choose it in accordance to distribution (4.4) and compute ∇itf(yt).
4) Update xt+1 = yt − 1Lit∇itf(yt)eit , Axt+1 = Ayt −
1
Lit
∇itf(yt)AT eit ,
vt+1 = vt − at+1∇itf(yt)eit , and Avt+1 = Avt − at+1pi1/2[it]∇itf(yt)AT eit .
(4.5)
Note that the computational cost of all operations in the above method, including the
computation of directional derivative∇if(yt) = 〈AT ei,∇f(yt)〉, is linear in the dimensions
of problem (4.1).
In view of its adaptivity, in our experiments, FGM is a priori in a much better position
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than ACDM. Nevertheless, the computational results are as follows.
FGM ACDM
N M IT NF Time (sec) IT/M Time (sec)
100 50 4727 18916 0.547 2024 0.578
50 100 4889 19566 0.578 2305 0.672
200 100 11244 44986 4.750 3700 4.000
100 200 12859 51450 5.250 3750 4.203
400 200 25473 101902 40.234 5495 23.125
200 400 26184 104750 40.719 6345 30.157
800 400 55511 222056 358.234 8789 302.203
400 800 61994 247992 397.656 11461 245.657
1600 800 122542 490184 3185.953 13899 1652.733
800 1600 126748 507008 3213.156 19139 2360.719
Table 1. Performance of FGM and ACDM on problem (4.1).
In this table, first two columns display the dimensions of problem (4.1). In all our
tests, the matrix A is dense. Therefore, for the largest problem we have more than one
million nonzero coefficients. Columns IT and NF show the number of iterations and
number of function evaluation of FGM. Column IT/M shows the number of blocks of M
iterations in method ACDM. Finally, the column Time displays the total computational
time in seconds.
For us, the main characteristics of complexity of the problem for numerical scheme
is the total computational time. As we can see, ACDM always outperforms FGM. Its
domination is less impressive with respect to the theoretical prediction. However, this
can be explained by the ability of method (4.2) to use much smaller estimate of the
constant L(fµ) than the worst-case theoretical value.
To conclude, we can see that potentially, ACDM is a promising computational scheme,
which has good chances to outperform FGM on many important real-life problems. At
this moment, as compared with FGM, ACDM has four main drawbacks:
• absence of version with separable constraints;
• impossibility to adjust the worst-case estimates for Li(f) during the minimization
process;
• absence of a reliable stopping criterion;
• impossibility to generate good primal-dual solutions.
In our opinion, any advancement in these directions will be very interesting.
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