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1CHAPTER 1. Introduction
High-dimensional data nowadays appear in many scientific studies, where the dimension of
the data is as large as or even larger than the number of observations. This is the so-called “large
p, small n” phenomenon, where p is the data dimension and n is the sample size. Examples
include biological experiments, image processing, climate studies, financial observations and
others. In genetic studies, the number of genes may be as large as tens of thousands, while
the number of biological replications is around dozens, or even smaller. Traditional statistical
inference relies on the assumption of large sample size. Namely, p is kept fixed and n increases
toward infinity. However, for high-dimensional data, the asymptotical paradigm is p → ∞
as n → ∞, such that p/n → c < ∞ or p/n → ∞. The traditional methods are no longer
valid with the increase of dimensionality and parameters in the model. Therefore, the high
dimensionality calls for new statistical methodologies which are adaptive to this new feature of
the modern statistical data. In this dissertation, we consider inferences for high-dimensional
covariance matrices, which include both hypothesis testing and estimation. Motivated by the
analysis of RNA-seq data, we also study the signal detection problem for high-dimensional
count distributions.
In this chapter, we briefly review some issues arising from testing and estimating high-
dimensional covariance matrices and the topics relevant to detection of sparse and faint signals
for count distributions. More detailed literature reviews will be available in each chapter.
1.1 Failure of Sample Covariance under High Dimensionality
Let X1, X2, . . . Xn be independent and identically distributed p-dimensional random vectors
with mean µ and covariance matrix Σ = (σij)p×p, where Xi = (Xi1, · · · , Xip) for i = 1, · · · , n.
2The covariance matrix Σ is an important measure on the dependence among the p components
of the random vectors. Inference of covariance matrices is important in a number of areas
of statistical analysis, including dimension reduction by principal component analysis (PCA),
classification by linear or quadratic discriminant analysis (LDA and QDA), signal detection for
means, inferring a graphical model structure and others.
Let X¯n =
∑n
i=1Xi/n be the sample mean. The sample covariance
Sn =
1
n− 1
n∑
i=1
(Xi − X¯n)(Xi − X¯n)′
is a popular estimator of Σ in classical multivariate analysis where the data dimension p is
regarded as fixed and the sample size n increases to infinity. This is because that Sn is consistent
to Σ when the sample size is a lot larger than the number of parameters to be estimated.
However, if p is large, with the dramatic increase of parameters in Σ, Sn is no longer a
good estimator of the population covariance. Many results in random matrix theory illustrate
this, from the classical Marc˘enko Pastur law to the more recent work on the theory of the
largest eigenvalues and associated eigenvectors. If X1, X2, . . . Xn follow Gaussian distribution
with spherical covariance Σ = σ2I and p/n → c < 1, Bai, Silvertein and Yin (1998) showed
that as n→∞,
λmin(Sn)→ σ2(1−
√
c)2 and λmax(Sn)→ σ2(1 +
√
c)2,
where λmin(Sn) and λmax(Sn) stand for the smallest and largest eigenvalues of Sn, respectively.
This means the eigenvalues of the sample covariance matrix are no longer consistent to their
population counterpart. The discrepancy between empirical and true eigenvalues increases with
the increase of p/n. Therefore, sample covariance Sn is no longer consistent to Σ, which hinders
applications of many conventional multivariate statistical procedures for high-dimensional data.
1.2 Hypothesis Testing for High-dimensional Covariances
To overcome the problem with sample covariances, regularization methods such as banding,
tapering, thresholding and penalized likelihood methods are applied on sample covariance to
construct consistent covariance estimators under high dimensionality. For the data having
3a good ordering such that the dependence between two variables decay as the two variable
move away from each other, Bickel and Levina (2008a) proposed banding estimators for the
covariance and its inverse, the precision matrix. Banding can be performed either on the sample
covariance Sn directly for estimating Σ or on the factor matrix in the Cholesky decomposition
for estimating Σ−1. Under the “bandable” class of covariance matrices
U(ε0, α, C) =
{
Σ : max
j
∑
|l1−l2|>k
|σl1 l2 | ≤ Ck−α for all k > 0,
and 0 < ε0 ≤ λmin(Σ) ≤ λmax(Σ) ≤ ε−10
}
,
(1.1)
they demonstrated that both estimators are consistent to Σ and Σ−1, respectively, where α
is an index value for the“bandable” class, representing the decaying rate as σl1l2 moves away
from the main diagonal.
From Bickel and Levina’s result, banding the sample covariance is a promising way to
estimate the population covariance under high dimensionality, if the population covariance is
within the “bandable” class. However, it is unknown in practise whether the covariance is
bandable or not. Without such information, the banding estimator may not be consistent.
Motivated by this, we consider to explore the structure of high-dimensional covariances. We
develop in Chapter 2 a test procedure on the hypothesis that Σ is banded. A matrix A =
(aij)p×p is said to be banded if there exists an integer k ∈ {0, · · · , p− 1} such that aij = 0 for
|i− j| > k. Let Bk(Σ) = (σijI{|i− j| ≤ k})p×p be a banded version of Σ with bandwidth k. We
intend to test
Hk,0 : Σ = Bk(Σ) v.s. Hk,1 : Σ 6= Bk(Σ)
for k = o(p1/4). A direct testing on Σ being banded provides a path of advance to gain
knowledge on the structure of the covariance. If the banded hypothesis is confirmed by the
test, the banding estimators may be employed.
Covariances with banded structure include diagonal matrices as a special case. For Gaussian
random vectors, testing the diagonal structure of covariance is of special interest because such
a structure means independence among variables. This so-called sphericity hypothesis under
high-dimensional settings has been considered in Ledoit and Wolf (2002), Jiang (2004), Schott
(2005) and Chen, Zhang and Zhong (2010). For normally distributed data, Cai and Jiang
4(2012) considered the test for the bandedness of Σ with finite bandwidth, which is shown to be
applicable for the “large p, small n” situations such that log(p) = o(n1/3). Their test is based
on the coherence measure of the sample correlation matrix, which is the largest absolute sample
correlation outside the band under null hypothesis. As the coherence is an extreme value type
statistic, the convergence to its limiting distribution can be slow. Simulation study shows the
proposed test outperforms Cai and Jiang’s with more reasonable size and higher power. More
discussion can be found in Chapter 2.
1.3 Estimation of High-dimensional Covariances
Chapter 2 focuses on testing the bandedness structure of covariances. In Chapter 3, we
consider the estimation of high-dimensional covariance matrices, that typically involves reg-
ularization methods such as thresholding and truncation. If the data have a good ordering
such that the covariance is bandable, Bickel and Levina (2008a) proposed banding the sample
covariance Sn that truncates all sub-diagonal entries beyond certain band width to zero. For
any p×p matrix A = (al1l2)p×p, let Bk(A) = (al1l2I{|l1− l2| ≤ k})p×p be a banded version with
a band width k ∈ {0, · · · , p− 1}. Bickel and Levina (2008a) proposed Bk(Sn) as an estimator
of Σ, and showed that
E||Bk(Sn)− Σ||2(2,2) = O
{
(log(p)/n)α/(1+α)
}
if k = {log(p)/n}−1/(2+2α)
under the “bandable” covariance class (1.1).
Cai, Zhang and Zhou (2010) investigated a tapering estimator which can be viewed as a soft
banding on the sample covariance, and demonstrated that it can attain the minimax optimal
rate. For covariances satisfying (1.1), they proposed the tapering estimator
Tk(Sn) = ΩT (k) ◦ Sn,
where ◦ denotes the Hadamard product, and ΩT (k) =
(
ωl1l2
)
is the weighting matrix with
ωl1l2 := k
−1{(2k − |l1 − l2|)+ − (k − |l1 − l2|)+}.
5Note that ωl1l2 = 1 for |l1 − l2| ≤ k, ωl1l2 = 0 for |l1 − l2| ≥ 2k and ωl1l2 decreases linearly for
k < |l1 − l2| < 2k. Cai, Zhang and Zhou (2010) showed that for k ∼ n1/(1+2α)
E||Tk(Sn)− Σ||2(2,2) = O{log(p)/n+ n−2α/(1+2α)},
which attains the minimax convergence rate over the “bandable” class (1.1).
For random vectors which do not have a natural ordering so that the elements of Σ do not
necessarily decay as they move away from the diagonal, Bickel and Levina (2008b) proposed
the thresholding estimator under the following covariance class:
V(q, c0(p),M) =
{
Σ : σl1l1 ≤M,
p∑
l2=1
|σl1 l2 |q ≤ c0(p), for all l1
}
for a q ∈ (0, 1) and some positive function c0(p). They proposed
Dtn(Sn) =
(
sl1l2I{|sl1 l2 | ≥ s}
)
p×p
as an estimator of Σ, where tn =
√
2t(log p)/n for a positive threshold parameter t, and showed
that, if (log p)/n = o(1),
||Dtn(Sn)− Σ||(2,2) = O
{
c0(p)(log(p)/n)
(1−q)/2}.
The thresholding estimator Dtn(Sn) keeps large sample covariances and thresholds small ones
to zero. Similar estimators have been studied in Rothman, Levina and Zhu (2009) and Cai and
Liu (2011).
All these estimators are consistent under some sparsity conditions on the population co-
variance. However, the banding and tapering estimators require specifying the band width
parameter, and the thresholding estimator needs to determine the threshold level. The min-
imax optimal bandwidth relies on the “bandable” class index α, which is usually unknown
in practise. Bickel and Levina (2008a,b) and Cai, Zhang and Zhou (2010) showed that the
performance of these estimators are crucially dependent on the choice of the band width or the
threshold level. Without a reasonable band width, these methods may perform poorly.
To choose the band width and threshold level, Bickel and Levina (2008a,b) introduced cross-
validation method to approximate the Frobenius risk of estimation. However, sample covariance
6is used in this method, which adversely affects the performance of the tuning parameter (band
width or threshold level) selection under high dimensionality. This is also demonstrated in
our numerical studies. In Chapter 3, we use the Frobenius risk of the banding, tapering and
thresholding estimators as the objective functions, which are the expected squared Frobenius
loss of the covariance estimation. The estimators of the objective functions are constructed,
and the tuning parameter selected is the one that minimizes the estimated Frobenius risk.
Theoretical and simulation studies verify its superior performance over the cross-validation
method.
1.4 Detection of Sparse and Faint Signals for Count Data
Detection of rare and faint signals arises in a wide range of modern scientific studies. Donoho
and Jin (2004) studied the signal detection problem for means under Gaussian distribution and
identity covariance. Suppose that X1, · · · , Xn are i.i.d. samples from a p dimensional Gaussian
distribution with mean µ = (µ1, · · · , µp)′ and identity covariance. Let νf be the point mass
measure at f . They considered the hypothesis
H0 : µj = 0 for all j vs. Ha : µj ∼ (1− )ν0 + νµa ,
where  = p−κ and µa = rmean
√
(2 log p)/n for κ ∈ (1/2, 1) and rmean ∈ (0, 1). It is challenging
to construct consistent tests under the rare and faint signals. In fact, Ingster (1997) showed
that there exits a detection boundary for such a hypothesis testing problem, in the sense that
it is impossible to asymptotically distinguish H0 and Ha if κ and rmean is below the boundary.
Donoho and Jin (2004) proposed the Higher Criticism (HC) test that can attain the detection
boundary established by Ingster (1997). Delaigle, Hall and Jin (2011) and Hall and Jin (2008,
2010) further explored the properties of HC test under different settings. Zhong, Chen and
Xu (2014) proposed a test based on an L2 thresholding statistic that was shown to be more
powerful than the HC test.
As mentioned above, the focus so far is on detection of rare and faint signals for high-
dimensional means. In Chapter 4, we study this problem under a more general framework,
including both continuous and discrete data. Suppose there are p response variables measured
7for n experimental units under m treatments. Let yij be the value of the jth response variable
of the ith experimental unit for i = 1, · · · , n and j = 1, · · · , p. For the ith experimental unit,
suppose that the p response variables are related to some explanatory variables (treatments)
zi = (zi,1, · · · , zi,m)′. Let βj = (βj,1, · · · , βj,m)′ be the regression coefficients for the jth response
variable. We intend to detect the rare and faint signals in βj for j = 1, · · · , p. Namely, we
are interested in whether any of the response variables is differently expressed under some
treatments or some combinations of treatments. Let βj,0 be the value under the null hypothesis,
which may be unknown. Let βa = r
√
2(log p)/n for an m-dimensional vector r ∈ (0, 1)m, such
that Dr 6= 0 for a constat d×m matrix D. For the hypothesis
H0 : βj = βj,0 such that Dβj,0 = 0 for all j vs.
Ha : βj ∼ (1− )νβj,0 + νβj,0+βa for all j,
we proposed a thresholding statistic based on the maximum likelihood estimators of βj that can
detect such rare and faint signals under Ha. The motivation example of this work is RNA-seq
data. A case study on maize RNA-seq data is analyzed in Chapter 4 by the proposed methods.
1.5 Dissertation Organization
This dissertation consists of three main chapters. In Chapter 2, we propose a test for a
high-dimensional covariance Σ being banded with possible diverging bandwidth. The test is
adaptive to the “large p, small n” situations without assuming a specific parametric distribution
for the data. We also formulate a consistent estimator for the bandwidth of a banded high-
dimensional covariance matrix. The properties of the test and the bandwidth estimator are
investigated by theoretical evaluations and simulation studies, as well as an empirical analysis
on a protein mass spectroscopy data set. This work is published in The Annals of Statistics
(2012, Volume 40, Number 3, 1285-1314).
Chapter 3 focuses on tuning parameter selection for high-dimensional covariance estimation.
We propose a band width selector for the banding covariance estimator of Bickel and Levina
(2008a) by minimizing an empirical estimate of the expected squared Frobenius norms of the
estimation error matrix. The ratio consistency of the band width selector to the underlying
8band width is established. We also provide a lower bound for the coverage probability of
the underlying band width being contained in an interval around the band width estimate.
Extensions to the band width selection for the tapering estimator and threshold level selection
for the thresholding covariance estimator are made. Numerical simulations and a case study
on sonar spectrum data are conducted to confirm and demonstrate the proposed band width
and threshold selection approaches. This paper is now under revision invited by the Journal of
the American Statistical Association.
In Chapter 4, we consider the detection of rare and faint signals in high-dimensional count
data. The focus of signal detection so far is on linear models and Gaussian distributions. We
study this problem under a general framework. Under Generalized Linear Models, a thresh-
olding statistic based on the maximum likelihood estimators (MLEs) is proposed to test the
existence of differentially expressed response variables under the alternative with rare and faint
signals. The Crame´r type moderate deviation for multi-dimensional MLEs with non-identically
distributed data is derived, which is the prerequisite to study the properties of the thresholding
test statistic. For the case of linear regression, the detection boundary is obtained, and the
proposed thresholding test can attain such boundary. A multi-threshold test is constructed
by maximizing the standardized thresholding statistic over a set of thresholds. Extensions to
Generalized Linear Mixed Models are made, where Gauss quadratures and data cloning are
used to approximate the MLEs of such models. Numerical simulations and an empirical study
on maize RNA-seq data show the good properties of the proposed approaches.
9CHAPTER 2. Test for Bandedness of High-dimensional Covariance
Matrices and Bandwidth Estimation
2.1 Introduction
High-dimensional data are increasingly collected in statistical applications, which include
biological experiments, climate and environmental studies, financial observations and others.
The high dimensionality calls for new statistical methodologies which are adaptive to this new
feature of the modern statistical data. The covariance matrix Σ = Var(X) for a p-dimensional
random vector X is an important measure on the dependence among components of X. The
sample covariance Sn, constructed based on n independent copies of X, is a key ingredient
in many statistical procedures in the conventional multivariate analysis [Anderson (2003) and
Muirhead (1982)] where the data dimension p is regarded as fixed. The widespread use of Sn
in the conventional multivariate procedures is largely due to Sn being a consistent estimator
of Σ when p is fixed or small relative to the sample size n. However, for high-dimensional
data such that p/n → c ∈ (0,∞], it is known that the eigenvalues of the sample covariance
matrix are no longer consistent to their population counterpart, as demonstrated in Bai and
Yin (1993), Bai, Silverstein and Yin (1998), Johnstone (2001) and El Karoui (2011). These
mean that the sample covariance Sn is no longer consistent to Σ, which hinders applications of
many conventional multivariate statistical procedures for high-dimensional data.
To overcome the problem with the sample covariance, constructing covariance estimators via
banding or tapering the sample covariance matrix has been a focus in high-dimensional covari-
ance estimation. Wu and Pourahmadi (2003) considered banding the Cholesky factor matrix
via the kernel smoothing estimation, which was further developed by Rothman, Levina and Zhu
(2010). Bickel and Levina (2008a) proposed banding the sample covariance matrix directly for
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estimating Σ and banding the Cholesky factor matrix for estimating Σ−1. They demonstrated
that both estimators are consistent to Σ and Σ−1, respectively, for some “bandable” classes of
covariance matrices. Cai, Zhang and Zhou (2010) proposed a tapering estimator, which can be
viewed as a soft banding on the sample covariance, which was designed to improve the banding
estimator of Bickel and Levina. They demonstrated that the tapering estimator attains the
optimal minimax rates of convergence for estimating the covariance matrix. Wagaman and
Levina (2009) developed a method for discovering meaningful orderings of variables such that
banding and tapering can be applied. Both the banding and tapering methods for covariance
estimation are well connected to the regularization method considered in Huang et al (2006),
Bickel and Levina (2008b), Fan, Fan and Lv (2008) and Rothman, Levina and Zhu (2009).
Motivated by the promising results regarding banding and tapering the sample covariance,
we develop in this paper a test procedure on the hypothesis that Σ is banded. The rationale
for developing such a test is to check a Σ in the so-called “bandable” class outlined in Bickel
and Levina (2008a) such that the banding or the tapering estimators are consistent. There is
yet a practical guideline to confirm or otherwise if a Σ is within the “bandable” class so that
the banding and tapering can be applied. Hence, a direct testing on Σ being banded provides a
path of advance to gain knowledge on the structure of the covariance. If the banded hypothesis
is confirmed by the test, the banding and tapering estimators may be employed.
Diagonal matrices are the simplest among banded matrices. Given the importance com-
manded by covariance matrices in high-dimensional multivariate analysis, directly testing for
Σ being diagonal and the so-called sphericity hypothesis in classical multivariate analysis [John
(1972) and Nagao (1973)], have been considered in a set of studies including Ledoit and Wolf
(2002), Jiang (2004), Schott (2005), Chen, Zhang and Zhong (2010) and Cai and Jiang (2012)
under high-dimensionality. For normally distributed data, Jiang (2004) proposed testing for
diagonal Σ by considering a coherence statistic Ln = max
1≤i<j≤p
|ρˆij |, where ρˆij is the sample cor-
relation coefficient between the ith and the jth components of the random vector X. Jiang
established the asymptotic distribution of Ln under the null diagonal hypothesis, which was
used to derive a sphericity test. As Ln is an extreme value type, its convergence to its limiting
distribution can be slow. Liu, Lin and Shao (2008) proposed a modification which is shown to
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be able to speed up the convergence. Cai and Jiang (2012) extended the test of Jiang (2004)
for the bandedness of Σ, which is shown to be applicable for the “large p, small n” situations
such that log(p) = o(n1/3).
In this paper, we propose a nonparametric test for Σ being banded without assuming a
parametric distribution for the high-dimensional data. The test is formulated to allow the
dimension to be much larger than the sample size. Based on the test statistic for bandedness,
we propose a consistent estimator for the bandwidth of a banded high-dimensional covariance.
The properties of the test and bandwidth estimator are demonstrated by theoretical evaluation,
simulation studies and empirical analysis on a protein mass spectroscopy data for prostate
cancer.
The chapter is organized as follows. Section 2.2 introduces the hypotheses, the assumptions
and the test statistic. In Section 2.3, we present the properties of the test statistic and the test,
and evaluate its power properties. Estimation of the bandwidth is considered in Section 2.4.
Section 2.5 reports simulation results. An empirical analysis on a prostate cancer spectroscopy
data is outlined in Section 2.6. All technical details are relegated to Section 2.7 and Appendix
A.
2.2 Preliminary
Let X1, X2, . . . Xn be independent and identically distributed p-dimensional random vectors
with mean µ and covariance matrix Σ = (σij)p×p. A matrix A = (aij)p×p is said to be banded
if there exists an integer k ∈ {0, · · · , p − 1} such that aij = 0 for |i − j| > k. The smallest k
such that A is banded is called the bandwidth of A. Banding of A at a bandwidth k refers to
setting aij = 0 for all |i− j| > k.
Let Bk(Σ) = (σijI{|i−j| ≤ k})p×p be a banded version of Σ with bandwidth k. Specifically,
B0(Σ) is the diagonal version of Σ. We intend to test
Hk,0 : Σ = Bk(Σ) v.s. Hk,1 : Σ 6= Bk(Σ) (2.1)
for k = o(p1/4). Hence, the bandwidth k of Σ to be tested can be either fixed or diverging
to infinite as long as it is slower than p1/4. Allowing divergent bandwidth in the hypothesis
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is an improvement over the sphericity test as considered in Ledoit and Wolf (2002) and Chen
et al. (2010). It also connects to the latest works on high-dimensional covariance estimation
with banded or tapered versions of the sample covariance as in Bickel and Levina (2008a) and
Cai, Zhang and Zhou (2010). In particular, the optimal rates for the bandwidth of the banded
covariance estimator of Bickel and Levina (2008a) is k = O[{n/ log(p)}1/(2α+1)], and that for
the tapering estimator is k = O(n1/(2α+1)), where α is an index value for a “bandable” class of
covariances
U(ε0, α, C) =
{
Σ : max
j
∑
|i−j|>k
|σij | ≤ Ck−α for all k > 0,
and 0 < ε0 ≤ λmin(Σ) ≤ λmax(Σ) ≤ ε−10
}
.
(2.2)
The range of bandwidths k = o(p1/4) in the hypothesis (2.1) should cover the above optimal
rates when p >> n.
We note that Hk,0 is valid if and only if
∑
|i−j|>kp σ
2
ij = 0, and the latter implies that
tr{Σ−Bk(Σ)}2 = 0. A strategy is to construct an unbiased estimator of tr{Σ−Bk(Σ)}2 and
use it to develop the test statistic. Let Dq :=
∑p−q
l=1 σ
2
l l+q be the sum of squares of the qth
sub-diagonal of Σ. Then, tr{Σ−Bk(Σ)}2 = 2
∑p−1
q=k+1Dq. It can be checked that an unbiased
estimator of Dq is
Dˆnq =
p−q∑
l=1
{ 1
P 2n
∗∑
i,j
(XilXi l+q)(XjlXj l+q)− 2 1
P 3n
∗∑
i,j,k
XilXk l+q(XjlXj l+q)
+
1
P 4n
∗∑
i,j,k,m
XilXj l+qXklXm l+q
}
,
where
∗∑
denotes summation over mutually different subscripts shown and P bn = n!/(n − b)!.
The reason to sum over different indices is for easier manipulations with the mean and variance
of the final test statistic and to establish the asymptotic normality. The latter leads to a test
procedure for the bandedness.
We consider the following statistic:
Wnk := 2
p−1∑
q=k+1
Dˆnq. (2.3)
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As each Dˆnq is invariant under the location shift, Wnk is also location shift invariant. Hence,
without loss of generality, we assume µ = E(X) = 0.
To facilitate our analysis, as Bai and Saranadasa (1996) and Chen, Zhang and Zhong (2010),
we assume a multivariate model for the high-dimensional data.
Assumption 1. (i) X1, X2, · · · , Xn are independent and identically distributed (i.i.d.) p-
dimensional random vectors such that
Xi = ΓZi for i = 1, 2, · · · , n, (2.4)
where Γ is a p × m constant matrix with m ≥ p, ΓΓ′ = Σ, and Z1, · · · , Zn are i.i.d. m-
dimensional random vectors such that E(Z1) = 0 and Var(Z1) = Im.
(ii) Write Z1 = (z11, . . . , z1m)
T . Each z1l has uniformly bounded 8th moment, and there
exist finite constants ∆ and ω such that for l = 1, · · · ,m, E(z41l) = 3 + ∆, E(z31l) = ω and for
any integers `ν ≥ 0 with
∑q
ν=1 `ν = 8
E(z`1i1 z
`2
i2
· · · z`qiq ) = E(z`11i1)E(z`21i2) · · ·E(z
`q
1iq
) (2.5)
whenever i1, i2, · · · , iq are distinct subscripts.
The requirement of common third and fourth moments of z1l is not essential and is purely
for the sake of simpler notation. Our theory allows different third and fourth moments as long
as they are uniformly bounded, which are actually assured by z1l having uniformly bounded
8th moment.
The asymptotic framework that regulates the sample size n, the dimensionality p and the
covariance Σ is the following.
Assumption 2. As n→∞, p = p(n)→∞, n = O(p) and tr(Σ4)/tr2(Σ2) = O(p−1).
We note that n = O(p) includes p >> n, the “large p, small n” paradigm, but may not
imply p = O(n). Different from the usual approach of specifying an explicit growth rate of p
with respect to n, Assumption 2 requires ratio of tr(Σ4) to tr2(Σ2) shrinks at the rate of p−1
or smaller. The latter is stronger than tr(Σ4)/tr2(Σ2) = o(1). It is needed due to possible
diverging bandwidths.
Let
Up =
{
Σ :
tr(Σ4)
tr2(Σ2)
= O(p−1)
}
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be the class of covariances satisfying the last part of Assumption 2. The class includes the
“bandable” class U(ε0, α, C) of Bickel and Levina (2008a) given in (2.2) for the banding esti-
mation. To appreciate this, let λ1 ≤ λ2 ≤ · · · ≤ λp be the eigenvalues of Σ. If the smallest and
largest eigenvalues are bounded away from 0 and ∞ respectively, then
tr(Σ4)
tr2(Σ2)
=
∑p
i=1 λ
4
i(∑p
i=1 λ
2
i
)2 ≤ λ4ppλ41 = O(p−1).
Therefore, the “bandable” covariances are contained in Up. Now suppose that Σ has exactly
mp zero eigenvalues and λmp+1 being the smallest nonzero eigenvalue. Then
tr(Σ4)
tr2(Σ2)
≤ λ
4
p
(p−mp)λ4mp+1
.
Thus, Σ is in Up as long as λp/λmp+1 is bounded and mp ≤ cp for some c ∈ (0, 1) as p→∞. The
latter means that the class Up is likely to contain the class considered in Cai et al. (2010), which
allows the smallest eigenvalue to diminish to zero. It can be also checked that the following
two covariances
Σ =
(
σiσjρ
|j−i|
)
p×p
or Σ =
(
σiσjρ
|j−i|I(|j − i| ≤ d)
)
p×p
are members of Up if {σ2l }pl=1 are uniformly bounded from infinity and zero respectively.
2.3 Main Results
We first describe the basic properties of the statistic Wnk defined in (2.3). Let
ν2nk =
4
n2
tr2(Σ2) +
8
n
tr {Σ(Σ−Bk(Σ))}2
+
4
n
∆tr{Γ′(Σ−Bk(Σ))Γ ◦ Γ′(Σ−Bk(Σ))Γ},
(2.6)
where Ω ◦ Λ = (ωijλij) for two matrices Ω = (ωij) and Λ = (λij).
Proposition 2.1. Under Assumptions 1 and 2,
E(Wnk) = tr[{Σ−Bk(Σ)}2] and Var(Wnk) = ν2nk + o(ν2nk).
The proposition indicates that under Hk,0, E(Wnk) = 0 and νnk = 2tr[{Bk(Σ)}2]/n, and ν2nk
is the leading order variance of Wnk. It can be shown that tr{Σ(Σ−Bk(Σ))}2 ≤ 4(k+1)2tr(Σ4).
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Since
tr{Γ′(Σ−Bk(Σ))Γ ◦ Γ′(Σ−Bk(Σ))Γ} ≤ tr{Σ(Σ−Bk(Σ))}2,
∆ ≥ −2 and tr(Σ4)/tr2(Σ2) = O(p−1), we have
4n−2tr2(Σ2) ≤ ν2nk ≤ C0anptr2(Σ2) (2.7)
for a constant C0 ≥ 4 and anp = n−2 + k2(np)−1. We note that anp → 0 as n → ∞ since
k = o(p1/4). In particular, if k is fixed, anp = O(n
−2).
The following theorem establishes the asymptotic normality of Wnk.
Theorem 2.1. Under Assumptions 1 and 2, and if k = o(p1/4),
Wnk − tr[{Σ−Bk(Σ)}2]
νnk
D−→ N(0, 1).
In order to formulate a test procedure based on the asymptotic normality, we need to
estimate tr[{Bk(Σ)}2] since νnk = 2tr[{Bk(Σ)}2]/n under Hk,0. Let Vnk := Dˆn0 + 2
∑k
q=1 Dˆnq
be the estimator, whose consistency to tr[{Bk(Σ)}2] is implied in the following proposition.
Proposition 2.2. Under Assumptions 1 and 2, Var{Vnk/tr(Σ2)} = O(anp), where anp =
n−2 + k2(np)−1.
Since E(Vnk) = tr[{Bk(Σ)}2] and anp → 0, Proposition 2.2 means that, under Hk,0,
Vnk/tr[{Bk(Σ)}2] p−→ 1 as n → ∞. This together with Theorem 2.1 indicates that under
Hk,0
Tnk =: n
Wnk
Vnk
D−→ N(0, 4).
This leads to our choice of Tnk as the test statistic and the proposed test of size α that rejects
Hk,0 if Tnk ≥ 2zα where zα is the upper α quantile of N(0, 1).
As Theorem 2.1 prescribes the asymptotic normality under both Hk,0 and Hk,1, it permits
a power evaluation of the test. Let
δnk =
tr(Σ2)− tr[{Bk(Σ)}2]
νnk
, (2.8)
which may be viewed as a signal to noise ratio for the testing problem. This is because
tr[{Σ−Bk(Σ)}2] is the square of Frobenius norm of the difference between Σ and its k-banded
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version, and νnk measures the level of noise in the statistic Wnk. Then, the power of the test
under Hk,1 : Σ 6= Bk(Σ) is
βnk = P{nWnk/Vnk ≥ 2zα|Σ 6= Bk(Σ)}
= P
(
Wnk − tr(Σ2) + tr[{Bk(Σ)}2]
νnk
≥ 2zαVnk
nνnk
− δnk
)
.
Since νnk ≥ 2n−1tr(Σ2), then 2Vnk/(nνnk) ≤ Vnk/tr(Σ2) for n large. Hence, asymptotically,
βnk ≥ P
(
Wnk − tr(Σ2) + tr[{Bk(Σ)}2]
νnk
≥ zα Vnk
tr(Σ2)
− δnk
)
. (2.9)
To gain more insight on the power, let rk = tr[{Bk(Σ)}2]/tr(Σ2). Clearly, rk ≤ 1 and is
monotone non-decreasing with respect to k. If Σ is banded with bandwidth k0, then
rk < 1 for k < k0 and rk = 1 for k ≥ k0. (2.10)
From the bounds for νnk in (2.7), it follows that
(C0anp)
−1/2(1− rk) ≤ δnk ≤ 12n(1− rk), (2.11)
which indicates that a
−1/2
np (1−rk) = O(δnk). When k is fixed, anp = O(n−2) and δnk ∼ n(1−rk),
indicating that δnk is at the exact order of n(1− rk).
Theorem 2.2. Under Assumptions 1 and 2, Hk,1, and if k = o(p
1/4), then
(i) lim inf
n
βnk ≥ 1− Φ
(
zα − lim inf
n
δnk
)
;
(ii) If a
−1/2
np (1− rk)→∞, then βnk → 1 as n→∞.
Theorem 2.2 indicates that the proposed test is consistent as long as the speed of 1−rk → 0
under Hk,1 is not faster than a
1/2
np . The test will have non-trivial power as long as lim inf
n
δnk > 0.
If n(1− rk)→ 0, the test will have no power beyond the significant level α. We note that this
happens when Hk,0 and Hk,1 are extremely close to each other, so that 1 − rk decays to zero
faster than n−1. We are actually a little amazed by the fact that the test is powerful as long
as lim inf
n
a
−1/2
np (1 − rk) > 0 or equivalently (1 − rk) does not shrink to zero faster than a1/2np ,
despite the high-dimensionality and a possible diverging bandwidth k. Theorem 2.2 and (2.11)
together imply that if rk does not vary much as p increases, the power of the test will be largely
determined by n, as confirmed by our simulation study in Section 5.
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Our proposed test is targeted on the covariance matrix Σ. A test for the correlation matrix
can be developed by modifying the test statistic by first standardizing each data dimension
via its sample standard deviation. The theoretical justification would be quite involved, and
would require extra effort. In addition to be invariant under the location shift, the test statistic
is invariant if all the variables among the high-dimensional data vector are transformed by a
common scale. However, the proposed test statistic is not invariant under variable-specific scale
transformation. The above mentioned test for the correlation matrix would be invariant under
variable-specific scale transformation.
2.4 Bandwidth Estimation
We propose in this section an estimator to the bandwidth of banded covariance Σ. Esti-
mating the bandwidth of a banded covariance matrix is an important and practical issue, given
the latest advances on covariance estimation by banding [Bickel and Levina (2008a)] or taper-
ing [Cai, Zhang and Zhou (2010)] sample covariance matrices. Indeed, finding an adequate
bandwidth is a pre-requisite for applying either the banding or tapering estimators.
The proposed estimator is motivated by the test procedure developed in the previous section.
Let k0 be the true bandwidth. As the proposed test is consistent as long as rk → 1 not too
fast, and the sample size is large enough (can still be much less than p), the proposed test
would reject (not reject) Hk,0 for k less (larger) than k0. An immediate but rather naive
strategy would be to use the smallest integer k such that Hk,0 is not rejected as the bandwidth
estimator. However, this strategy may be insufficient to counter “abnormal” samples which can
produce larger ( smaller ) values of the statistic T˜nk := Wnk/Vnk consistently for a wide range
of k values, when in fact Hk,0 (Hk,1) is true. And yet these “abnormal” samples are expected
within the normal range of variations. To make the estimator robust against these “abnormal”
samples and not so much dependent on the significant level α, we consider an estimator based
on the difference between successive statistics, dnk = T˜nk − T˜nk+1.
We assume the true bandwidth k0 be either fixed or diverging as long as
k0(n
−1/2 + p−1/4)→ 0 as n→∞, (2.12)
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which covers a quite wide range for the bandwidth. Note that
T˜nk =
Wnk − E(Wnk)
νnk
νnk
Vnk
+
E(Wnk)
Vnk
.
For k ≤M , where M = o(p1/4) is a pre-chosen sufficiently large integer, {Wnk − E(Wnk)}/νnk
is stochastically bounded (Theorem 2.1) and from (2.7), we have
T˜nk = Op
a 12npr−1k tr[{Bk(Σ)}2]
Vnk
+ (r−1k − 1)tr[{Bk(Σ)}2]Vnk .
Let bnk = Vnk/tr[{Bk(Σ)}2]− 1. From Propositions 2.1 and 2.2,
E(bnk) = 0 and Var(bnk) = O(anpr
−2
k ). (2.13)
Since Σ = Bk0(Σ) is non-negative definite, tr(Σ
2) ≤ (2k0 + 1)tr[{B0(Σ)}2]. Hence, for any k,
rk ≥ (2k0 + 1)−1. These imply that
T˜nk = Op(a
1
2
npk0) + (r
−1
k − 1){1 + op(1)}. (2.14)
It can be checked that a
1
2
npk0 → 0 under (2.12), which makes the first term on the right of the
above equation negligible relative to the second term. And the second term is quite indicative
between k < k0 and k ≥ k0, since rk = 1 for k ≥ k0.
To amplify the second term when k < k0 while not inflicting the first term on the right
of (2.14) too much, we consider multiplying nδ on T˜nk for a small positive δ and let d
(δ)
nk =
nδ(T˜nk − T˜nk+1). The proposed bandwidth estimator is
kˆδ,θ = min{k : |d(δ)nk| < θ}, (2.15)
for a pair of tuning parameters δ > 0 and θ > 0. The following theorem gives the consistency
of the bandwidth estimator for both fixed or diverging k0.
Theorem 2.3. Under Assumptions 1 and 2, if lim infn{infk<k0(rk+1 − rk)} > 0, then for
any θ > 0, kˆδ,θ−k0 p−→ 0 under either of the two settings: (i) for any δ ∈ (0, 1) if k0 is bounded;
(ii) for any δ ∈ (0, 1/2] if k0 is diverging but satisfies (2.12), and {σll}pl=1 are uniformly bounded
away from 0 and ∞.
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We would like to remark that the multiplier nδ in d
(δ)
nk ’s formation leads to θ being “free
ranged” as long as θ > 0. If such multiplication is not administrated, namely by setting
δ = 0, the range of θ needs to be restricted properly to ensure convergence. The requirement
of lim infn{infk<k0(rk+1 − rk)} > 0 is to avoid situations where Σ has segments of zero sub-
diagonals followed by non-zero sub-diagonals when one moves away from the main diagonal.
Our estimator can be modified to suit such situations. However, we would not elaborate here
for the sake of simplicity in the presentation. Attaining the consistency of kˆδ,θ with diverging
k0 requires a smaller δ value.
To better understand the theorem and the bandwidth estimator, we conducted a simulation
study for k0 = 5, n = 60 and p = 600 with Xi generated from Model (2.18) with a multivariate
normal distribution. The detailed simulation setting will be provided in Section 2.5. Figure 2.1
presents box-plots of the modified statistics nδT˜nk (Left panel) and its first-order difference d
(δ)
nk
(right panel), with δ = 0.5. We see from the right panel that the first five boxes are relatively
large, and d
(δ)
nk is close to 0 while for k ≥ 5. This indicates that five would be the bandwidth
estimate.
In practical implementations with finite samples, the bandwidth estimator may be sensitive
to the tuning parameters δ and θ. Note that, as revealed a few paragraphs earlier, dnk should
be significantly larger than 0 for k < k0 and close to 0 for k ≥ k0. Such a pattern, as
displayed in Figure 2.1, indicates that k0 is a change point for {dnk}Mk=0. This motivates us
to consider a regression change-point detection algorithm for bandwidth estimation. Consider
dnj , the difference between successive statistics T˜nj , for j = 1, · · · ,M , for a sufficiently large
M that covers the true bandwidth k0. The idea is to fit, at each candidate k, a regression
function gk(j) to {dnj}Mj=0 such that g(j) ≡ g(k) for all j > k. We may fit a nonparametric,
locally weighted linear regression [Cleveland and Devlin (1988); Fan and Gijbels (1996)] on
j ∈ Lk = {l : 0 ≤ l ≤ k} to the left of k with the smoothing window-width hk, where h is a
smoothing parameter, and fit a flat line at the level dnk for j ∈ Rk = {l : k + 1 ≤ l ≤ M}
to the right of k. If k is too small for the above nonparametric regression, a parametric
polynomial regression may be conducted. Let gˆk(j) be the regression estimate, nonparametric
20
or parametric, obtained over the set Lk, and let
err(k) =
∑
j∈Lk
|gˆk(j)− dnj |+
∑
j∈Rk
|dnk − dnj |
be the absolute deviation of the fitted errors. Then a bandwidth estimator, as we call the
change-Point estimator, is
kˆ = arg min
k
{err(k) : 1 ≤ k ≤M}. (2.16)
Our empirical studies reported in Section 2.5 show this estimator worked quite well.
Bickel and Levina (2008a, 2008b) proposed a method to select the bandwidth based on a
repeated random splitting of the original sample to two sub-samples of sizes n1 and n2 = n−n1.
Let Σˆv1 and Σˆ
v
2 be the sample covariances based the sub-samples of sizes n1 and n2 respectively,
where v denotes the vth split, for v = 1, · · · , N , where N is the total numbers of sample
splitting. The risk for each candidate k is defined to be R(k) = E||Bk(Σˆ)− Σ||(1,1), where for
a p1 × p2 matrix A = (aij), ||A||(1,1) = max
1≤j≤p2
∑p1
i=1 |aij |. An empirical version of the risk is
Rˆ(k) =
1
N
N∑
v=1
||Bk(Σˆv1)− Σˆv2||(1,1) (2.17)
and the bandwidth estimator is
kˆBL = arg min
0≤k≤p−1
Rˆ(k).
Bickel and Levina (2008a) recommended n1 to be n/3, and the number of random splits N = 50,
while Bickel and Levina (2008b) suggested n1 = n(1− 1/ log n) and using the Frobenius norm
instead of the || · ||(1,1) norm. Rothman, Levina and Zhu (2010) considered a similar method
to select the bandwidth in their estimator. We note that these approaches can be adversely
impacted by high-dimensionality, due to the fact that Σˆ2 may be a poor estimator of Σ if p is
much larger than n, as found in early works [Johnstone (2001); Bai and Silverstein (2005)].
2.5 Simulation Results
In this section, we report results from simulation studies to verify the proposed test for
the bandedness and the bandwidth estimator. We evaluate the performance of the proposed
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test under several different structures of covariance matrix for normal and gamma random
vectors. We generate p-dimensional independent and identical multivariate random vectors
Xi = (Xi1, · · · , Xip)′ according to a model
Xi j =
k0∑
l=0
γlZi j+l, (2.18)
where k0 is the bandwidth of the covariance, γ0 = 1 in all settings and the other coefficients
γl will be specified shortly. Two distributions are assigned to the i.i.d. Zij : (i) the normal
distribution N(0, 1); (ii) the standardized Gamma(1, 0.5) distribution so that it has zero mean
and unit variance. To mimic the “large p, small n” paradigm, we choose n = 20, 40, 60 and
p = 50, 100, 300, 600, respectively.
We first evaluate the size of the proposed test under the null hypothesis Hk,0 : Σ = Bk(Σ)
for k = 0 (diagonal), 1, 2 and 5. The coefficients γl for l > 0 are: γ1 = 1 and 0.5, respectively, for
k = 1; γ1 = γ2 = 1, and γ1 = 0.5 and γ2 = 0.25, respectively, for k = 2; and γ1 = · · · = γ5 = 0.4
for k = 5. To assess the power, we generate data according to (2.18) so that Σ = Bk(Σ) and
test for Hk−1,0 : Σ = Bk−1(Σ) for k = 2 and 5, respectively, with the γl values being the same
with those in the corresponding k in the simulation for the size reported above. We note that
this design, having the bandwidth of the null hypothesis adjacent to the true bandwidth, is
the hardest for the test, as the null and the alternative is the closest, given the setting of the
parameters {γl}. All the simulation results are based on 1000 simulations.
We also evaluate the test proposed in Cai and Jiang (2012), based on the asymptotic
distribution of the coherence statistic Ln under the same simulation settings used for the
proposed test. The test encountered a very severe size distortion in that the real sizes are much
less than the nominal level of 5%, which also caused the power of the test to be unfavorably
low. For these reasons, we will not report the simulation results of the test. The coherence
statistic is the largest Pearson correlation coefficients among all pairs of different components
in X, and is an extreme value-type statistic. Extreme value statistics are known to be slowly
converging, and a computing intensive method is needed to speed up its convergence. The
asymptotic distribution established in Cai and Jiang (2012) may be the foundation to justify
such a method.
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Table 2.1 reports the empirical sizes of the proposed test at the 5% nominal significance
for Hk,0 with k = 0, 1, 2 and 5, respectively, under both the normal and gamma distributions.
Table 2.2 summarizes the empirical power of the tests whose sizes are reported in Table 2.1. To
understand the power results, Table 2.2 also contains the values of 1 − rk for each simulation
setting. We observe from Table 2.1 that the test has reasonably empirical sizes, around 5%, and
that the test is not sensitive to the dimensionality indicated by its robust performance. There
is some size inflation, which is due to a number of factors, mainly to the dimensionality p, the
sample size n and the approximation error of the finite sample distribution of the test statistic
by the limiting normal distribution. We recall that the test statistic is a linear combination
of U -statistics, whose convergence to the limiting normal distribution can be slow. In the
simulations for power evaluation (reported in Table 2.2), we designed the simulation so that
a constant rk was maintained for a set of different ps, while n was held fixed. The empirical
powers reported in Table 2.2 show that the power is quite reflective to the sample size n and
1− rk, namely larger n or large 1− rk leads to higher power. This is because as rk decreases,
the signal of the test increases. So it becomes easier to distinguish the null hypothesis from
the alternative. And after we controlled n and 1− rk, the power was not sensitive to p at all,
confirming a remark made at the end of Section 2.3.
For bandwidth estimation, we generate {Xi}ni=1 according to (2.18). While we keep γ0 = 1,
the other coefficients γl for l > 0 are:
Bandwidth 3: γi = 1, for i = 1, 2, 3;
Bandwidth 5: γi = 0.4 for 1 ≤ i ≤ 5;
Bandwidth 10: γi = 0.2 for 1 ≤ i ≤ 5 and γi = 0.4 for 6 ≤ i ≤ 10;
Bandwidth 15: γi = 0.2 for 1 ≤ i ≤ 10 and γi = 0.4 for 11 ≤ i ≤ 15.
The covariances have bandwidth 3, 5, 10 and 15 respectively. We evaluate two bandwidth
estimators. One is kˆδ,θ given in (2.15) with δ = 0.5 and θ = 0.06, namely kˆ0.5,0.06, and the other
is the change-point estimator given in (2.16), applied on candidate ks whose p-values for H0k
are larger than 10−10. We employ the LOESS algorithm in R to carry our the nonparametric
regression estimation to the left of a k, with a default smoothing parameter h = 0.75.
23
For each Σ, we compare the proposed bandwidth estimators with the estimators advocated
in Bickel and Levina (2008a, 2008b) and Rothman, Levina and Zhu (2010). We choose n to
be 20, 40 and 60. For each n, p is chosen 2 times, 5 times and 10 times of n, respectively.
Following the settings of Bickel and Levina (2008a) and (2008b), n1 is chosen to be n/3 and
n(1− 1/ log n), respectively, and the number of random splits in (2.17) is N = 50 .
Table 2.3 reports the average empirical bias and standard deviation of the five bandwidth
estimators based on 100 replications. We observe from Table 2.3 that the overall performance of
the proposed estimators is better than those of Bickel and Levina (2008a, 2008b) and Rothman,
Levina and Zhu (2010), with smaller standard deviation and bias. Moreover, as n is increased,
both the bias and standard deviation of the proposed estimators decreased, and are quite robust
to p, which is a nice property to have. For the estimators of Bickel and Levina (2008a, 2008b)
and Rothman, Levina and Zhu (2010), the bias and the standard deviation could increase along
with the increase of p, and are much larger than those of the proposed estimators. These are
likely caused by the problems associated with the sample covariance matrix when the data
dimension is high.
2.6 Empirical Study
In this section, we report an empirical study on a prostate cancer data set [Adam et al.
(2003)] from protein mass spectroscopy, which was aimed to distinguish the healthy people from
the ones with the cancer by analyzing the constituents of the proteins in the blood. Adam et
al. (2003) recorded for each blood serum sample i, the intensity Xij for a large number of
time-of-flight values tj . The time of flight is related to the mass over charge ratio m/z of the
constituent proteins. They collected the intensity in the total of 48538 m/z-sites and the full
data set consisted of 157 healthy patients and 167 with cancer.
Tibshirani et al. (2005) analyzed the data by the fused Lasso. They ignored m/z-ratios
below 2000 to avoid chemical artifacts, and averaged the intensity recordings in consecutive
blocks of 20. These gave rise to a total of 2181 dimensions per observation. Levina, Rothman
and Zhu (2008) estimated the inverse of the covariance matrix of the intensities by an adaptive
banding approach with a nested Lasso penalty. They carried out additional averaging of the
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data of Tibshirani et al. (2005) in consecutive blocks of 10, resulting in a total of 218 dimensions.
We considered the standardized data of Levina, Rothman and Zhu (2008), and tested for the
banded structure of the covariance matrix of the intensities.
The test statistics, p-values and the first order differences dnk for the healthy and cancer
groups are displayed in Figure 2.2 for bandwidths k ≥ 50. We do not display in the figure for
bandwidths less than 50 since the values of the test statistics are too large, and the associated
p-values for H0k are too small for k < 50. These bandwidth estimates together with the shapes
of the curves for the test statistics and the p-values in Figure 2.2 suggest that the covariance
matrix of the healthy group is likely to be banded, while the covariance of the cancer group
may not be banded at all, given the very large bandwidth and the shape of the curve. For the
cancer group, as shown in Figure 2.2, the test statistics are relatively flat for 120 ≤ k ≤ 140,
and then fall sharply afterward, which indicates relatively small values in the covariance matrix
from sub-diagonal 120 to 140. However, there is a substantial contribution from sub-diagonals
for k > 140. These are echoed in the p-values displayed in panel (b) with almost stationary p-
values within the above mentioned range, followed by a sharp increase. Panel (d) of Figure 2.2
displays a rather unsettled curve for dnk, the difference between successive statistics T˜nk. These
are all in sharp contrasts to those of the healthy group, indicating rather different covariance
structures between the two groups.
At α = 5%, we reject a Hk,0 when the statistic is larger than 3.29. For the healthy group,
the smallest k such that Hk,0 is not rejected is k = 116, while for the cancer group is 191. We
apply the bandwidth estimator (2.15) with δ = 0.5 and θ = 0.005. The estimated bandwidth
for the health group is 121 and for the cancer group is 212. At the same time, the bandwidth
estimates, by employing Bickel and Levina’s (2008a) approach, are 144 for the healthy group
and 193 for the cancer group. The one for the healthy group is much larger than the 121 we
obtained earlier, using the estimator (2.15). We then apply the proposed regression change-
point bandwidth estimator over a range of bandwidths whose associated p-values for testing
H0k are larger than 10
−10. For the healthy group, the bandwidth range is k ≥ 85; for the
cancer group the range is k ≥ 150. We set the smoothing parameter h = 0.75 in the LOESS
procedure in R. The regression bandwidth estimator is kˆh = 127 for the healthy group, which
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is slightly larger than the 121 obtained from the estimator (2.15). For the cancer group, the
estimated bandwidth is 215. This rather large estimated bandwidth suggest that, compared to
the healthy group, there is substantially more dependence among the protein mass spectroscopy
measurements among the cancer patients, and, in particular, the covariance may not be banded
at all for this group of patients.
2.7 Technical Proofs
We first introduce some notation. For q = 0, · · · , p, define
B1,q =
1
P 2n
p−q∑
l=1
∗∑
i,j
(XilXil+q)(XjlXjl+q),
B2,q =
1
P 3n
p−q∑
l=1
∗∑
i,j,k
XilXkl+q(XjlXjl+q) and
B3,q =
1
P 4n
p−q∑
l=1
∗∑
i,j,k,m
XilXjl+qXklXml+q.
Then, Vnk = B1,0 − 2B2,0 + B3,0 + 2
∑k
q=1(B1,q − 2B2,q + B3,q), and Wnk = 2
∑p−1
q=k+1(B1,q −
2B2,q + B3,q). Let Cnk = 2
∑p−1
q=k+1B1,q and Ui = Bi,0 + 2
∑p−1
q=1 Bi,q for i = 1, 2, 3. We first
establish some lemmas for later use.
Lemma 2.1. Under Assumptions 1 and 2, Var(Cnk) = ν
2
nk + o{n−2tr2(Σ2)}.
Proof. Since Cnk = (P
2
n)
−1∑∗
i,j
∑
|l1−l2|>kXil1Xil2Xjl1Xjl2 , by the independence between
different observations, we have
E(Cnk) = (P
2
n)
−1
∗∑
i,j
∑
|l1−l2|>k
E(Xil1Xil2)E(Xjl1Xjl2) =
∑
|l1−l2|>k
σ2l1l2 .
Note that
C2nk = (P
2
n)
−2
∗∑
i1,j1
∗∑
i2,j2
∑
|l1−l2|>k
∑
|l3−l4|>k
Xi1l1Xi1l2Xi2l3Xi2l4Xj1l1Xj1l2Xj2l3Xj2l4 .
Let fl1l2l3l4 =
∑
m Γl1mΓl2mΓl3mΓl4m and σl1l2σl3l4 [3] = σl1l2σl3l4 + σl1l3σl2l4 + σl1l4σl2l3 . Then,
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E(C2nk) = (P
2
n)
−2(Ln1 + Ln2 + Ln3), where
Ln1 = P
4
n
∑
|l1−l2|>k
∑
|l3−l4|>k
σ2l1l2σ
2
l3l4 ,
Ln2 = 4P
3
n
∑
|l1−l2|>k
∑
|l3−l4|>k
(∆fl1l2l3l4 + σl1l2σl3l4 [3])σl1l2σl3l4 and
Ln3 = 2P
2
n
∑
|l1−l2|>k
∑
|l3−l4|>k
(∆fl1l2l3l4 + σl1l2σl3l4 [3])
2.
We compute Ln2 and Ln3 part by part. First, note that∑
|l1−l2|>k
∑
|l3−l4|>k
fl1,l2,l3,l4σl1l3σl2l4
=tr(A2 ◦A2)− 2
∑
|l1−l2|≤k
∑
l3,l4
fl1l2l3l4σl1l3σl2l4 +
∑
|l1−l2|≤k
∑
|l3−l4|≤k
fl1l2l3l4σl1l3σl2l4 .
By the Cauchy-Schwarz inequality,
|
∑
|l1−l2|≤k
∑
l3,l4
fl1l2l3l4σl1l3σl2l4 | ≤ tr
1
2 (T 2)tr
1
2 [(ΣΓ ◦ ΣΓ){(ΣΓ)′ ◦ (ΣΓ)′}] and
|
∑
|l1−l2|≤k
∑
|l3−l4|≤k
fl1l2l3l4σl1l3σl2l4 | ≤ (2k + 1)2tr{(Γ ◦ Γ)(Γ′ ◦ Γ′)(Σ ◦ Σ)},
where T = (Γ ◦ Γ)(Γ′ ◦ Γ′). Note that
tr(T ) ≤ tr(Σ2), tr{(Γ ◦ Γ)(Γ′ ◦ Γ′)(Σ ◦ Σ)} ≤ tr(Σ4)) and
tr
[
(ΣΓ ◦ ΣΓ){(ΣΓ)′ ◦ (ΣΓ)′}] ≤ tr(Σ6).
Since tr(Σ6) ≤ tr(Σ2)tr(Σ4), k = o(p1/4) and from Assumption 2, it follows that∑
|l1−l2|≤k
∑
l3,l4
fl1l2l3l4σl1l3σl2l4 = o{tr2(Σ2)} and
∑
|l1−l2|>k
∑
|l3−l4|>k
fl1l2l3l4σl1l3σl2l4 = o{tr2(Σ2)}.
Similarly, it can be shown that
∑
|l1−l2|≤k
(Σ2)2l1l2 = o{tr2(Σ2)},
∑
|l1−l2|≤k
∑
|l3−l4|≤k
σ2l2l4σ
2
l1l3
= o{tr2(Σ2)},
∑
|l1−l2|≤k
(Σ2)l1l1(Σ
2)l2l2 = o{tr2(Σ2)},
∑
|l1−l2|>k
∑
|l3−l4|>k
f2l1,l2,l3,l4 = o{tr2(Σ2)},
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and
∑
|l1−l2|≤k
∑
|l3−l4|≤k
σl1l3σl2l4σl1l4σl2l3 = o{tr2(Σ2)}. By combining these together,
Var(Cnk) =4n
−2tr2(Σ2) + 8n−1
∑
|l1−l2|>k
∑
|l3−l4|>k
σl1l3σl2l4σl1l2σl3l4
+ 4∆n−1
∑
|l1−l2|>k
∑
|l3−l4|>k
fl1l2l3l4σl1l2σl3l4 + o
(
n−2tr2(Σ2)
)
.
It can be checked that∑
|l1−l2|>k
∑
|l3−l4|>k
σl1l3σl2l4σl1l2σl3l4 = tr{Σ(Σ−Bk(Σ))}2 and
∑
|l1−l2|>k
∑
|l3−l4|>k
fl1l2l3l4σl1l2σl3l4 = tr(Γ
′(Σ−Bk(Σ))Γ ◦ Γ′(Σ−Bk(Σ))Γ).
Therefore, Var(Cnk) = ν
2
nk + o{n−2tr2(Σ2)}. 
Lemma 2.2. Under Assumptions 1 and 2, for q = 0, · · · , k,
Var(B2,q) = O{n−2tr 12 (Σ4)tr(Σ2)} and Var(B3,q) = O{n−4tr(Σ4)}.
Proof. First consider B2,q. Since EB2,q = 0 for any q = 0, · · · , k, we only need to calculate
EB22,q. Note that we can decompose B
2
2,q as
B22,q = (P
3
n)
−2(
2∑
i=1
B2,q,ai +
3∑
i=1
B2,q,bi +
2∑
i=1
B2,q,ci),
where
B2,q,a1 =
p−q∑
l1,l2=1
∗∑
i,k,j1,j2
(Xil1Xil2)(Xkl1+qXkl2+q)(Xj1l1Xj1l1+q)(Xj2l2Xj2l2+q),
B2,q,a2 =
p−q∑
l1,l2=1
∗∑
i,k,j1,j2
(Xil1Xil2+q)(Xkl1+qXkl2)(Xj1l1Xj1l1+q)(Xj2l2Xj2l2+q),
B2,q,b1 =
p−q∑
l1,l2=1
∗∑
i,j,k
(Xil1Xil2Xil2+q)(Xjl1Xjl1+qXjl2)Xkl1+qXkl2+q,
B2,q,b2 = 2
p−q∑
l1,l2=1
∗∑
i,j,k
(Xil1Xil2Xil2+q)(Xjl1Xjl1+qXjl2+q)Xkl1+qXkl2 ,
B2,q,b3 =
p−q∑
l1,l2=1
∗∑
i,j,k
(Xil1+qXil2Xil2+q)(Xjl1Xjl1+qXjl2+q)Xkl1Xkl2 ,
B2,q,c1 =
p−q∑
l1,l2=1
∗∑
i,j,k
(Xil1Xil2)(Xkl1+qXkl2+q)(Xjl1Xjl1+qXjl2Xjl2+q) and
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B2,q,c2 =
p−q∑
l1,l2=1
∗∑
i,j,k
(Xil1Xil2+q)(Xkl1+qXkl2)(Xjl1Xjl1+qXjl2Xjl2+q).
We need to show that the expectations of all the terms above are controlled by the order
n4tr
1
2 (Σ4)tr(Σ2). First, note that
E(B2,q,a1) = P
4
n
p−q∑
l1,l2=1
σl1l2σl1+q l2+qσl1l1+qσl2l2+q.
By the Cauchy-Schwarz inequality, it can be shown that
|E(B2,q,a1)| = P 4nO(tr
1
2 (Σ4)tr(Σ2)).
Employing a similar derivation, we can show that the same result holds for all the other
terms, which lead to the first part of Lemma 2.2. The second part can be proved following the
same track. 
Lemma 2.3. Under Assumptions 1 and 2, Var(Ui) = o{n−2tr2(Σ2)} for i = 2, 3.
Proof. The proof is similar to Lemma 2.2. 
Lemma 2.4. Under Assumptions 1 and 2, Var
(∑p−1
q=k+1Bi,q
)
= o{n−2tr2(Σ2)} for i =
2, 3.
Proof. Noting that
∑p
q=k+1Bi,q = Ui −
∑k
q=1Bi,q, the lemma follows by applying Lemma
2.2, Lemma 2.3, k = o(p1/4) and Assumption 2. 
In the following, we provide the proof of Proposition 2.1 and 2.2.
Proof of Proposition 2.1. Rewrite Wnk as
Wnk = Cnk − 2
p∑
q=k+1
B2,q +
p∑
q=k+1
B3,q.
Since E(Cnk) =
∑
|i−j|>k σ
2
ij = tr[{Σ − Bk(Σ)}2] and E(Bi,q) = 0 for i = 2, 3 and any q =
0, 1, · · · , p−1, the first statement is readily obtained. The second statement follows by applying
Lemma 2.1, Lemma 2.4 and the fact that ν2nk ≥ 4n−2tr2(Σ2).
Proof of Proposition 2.2. It can be carried out following the same routes as those in
Lemma 2.1 and 2.2. Specifically, it can be shown that Var(Vnk) = O{anptr2(Σ2)}. Hence,
Var{Vnk/tr(Σ2)} = O(anp)→ 0. 
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It is clear from the proof of Proposition 2.1 that Wnk = Cnk+op(νnk). Therefore, in order to
derive the asymptotical distribution of the statistic, we only need to consider the asymptotical
normality of Cnk. Let F0 = {∅,Ω}, and Ft = σ{X1, · · · , Xt} for t = 1, 2, · · · , n, be a sequence
of σ-field generated by the data sequence. Let Et(·) denote the conditional expectation with
respect to Ft. Write Cnk − E(Cnk) =
∑n
t=1Dtk, where Dtk = (Et − Et−1)Cnk. Then for every
n, Dtk, 1 ≤ t ≤ n is a martingale difference sequence with respect to the σ-fields {Ft}∞t=0.
Lemma 2.5. Let σ2tk = Et−1(D
2
tk). Under Assumptions 1 and 2, as n→∞,∑n
t=1 σ
2
tk
Var(Cnk)
p−→ 1 and
∑n
t=1 E(D
4
tk)
Var2(Cnk)
−→ 0. (2.19)
Proof. We first establish the first part of (2.19). Noting that E(
∑n
t=1 σ
2
tk) = Var(Cnk), we
need only to show Var(
∑n
t=1 σ
2
tk) = o(Var
2(Cnk)). Note that
Dtk =
2
n(n− 1)
[ ∑
|l1−l2|>k
(Xtl1Xtl2 − σl1l2)
{ t−1∑
i=1
(Xil1Xil2 − σl1l2)
}]
+
2
n
( ∑
|l1−l2|>k
Xtl1Xtl2σl1l2 −
∑
|l1−l2|>k
σ2l1l2
)
.
Denote Ql1l2t−1 =
∑t−1
i=1(Xil1Xil2 − σl1l2). Let Qt−1 be the matrix with the (l1, l2)th entry being
Ql1l2t−1 and Mt−1 = Γ
′Qt−1Γ; then
n∑
t=1
σ2tk =
3∑
i=1
R1i + ∆
3∑
i=1
R2i +
4∑
i=1
R3i + ∆
4∑
i=1
R4i + nγ,
where γ is a constant and
R11 =
4
n2(n− 1)2
n∑
t=1
tr(M2t−1),
R12 =− 8
n2(n− 1)2
n∑
t=1
∑
|l1−l2|≤k
Ql1l2t−1(ΣQt−1Σ)l1l2 ,
R13 =
4
n2(n− 1)2
n∑
t=1
∑
|l1−l2|≤k
∑
|l3−l4|≤k
Ql1l2t−1Q
l3l4
t−1σl1l3σl2l4 ,
R21 =
4
n2(n− 1)2
n∑
t=1
tr(Mt−1 ◦Mt−1),
R22 =− 8
n2(n− 1)2
n∑
t=1
∑
m
∑
|l1−l2|≤k
Ql1l2t−1M
mm
t−1 Γl1mΓl2m,
R23 =
4
n2(n− 1)2
n∑
t=1
∑
m
∑
|l1−l2|≤k
∑
|l3−l4|≤k
Ql1l2t−1Q
l3l4
t−1Γl1mΓl2mΓl3mΓl4m,
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R31 =
8
n2(n− 1)
n∑
t=1
tr(ΣQt−1Σ2),
R32 =− 8
n2(n− 1)
n∑
t=1
∑
|l1−l2|≤k
Ql1l2t−1(Σ
3)l1l2 ,
R33 =− 8
n2(n− 1)
n∑
t=1
∑
|l1−l2|≤k
(ΣQt−1Σ)l1l2σl1l2 ,
R34 =
8
n2(n− 1)
n∑
t=1
∑
|l1−l2|≤k
∑
|l3−l4|≤k
Ql1l2t−1σl3l4σl1l3σl2l4 ,
R41 =
8
n2(n− 1)
n∑
t=1
tr(Mt−1 ◦A2),
R42 =− 8
n2(n− 1)
n∑
t=1
∑
m
∑
|l1−l2|≤k
Ql1l2t−1Γl1mΓl2m(A
2)mm,
R43 =− 8
n2(n− 1)
n∑
t=1
∑
m
∑
|l1−l2|≤k
σl1l2Γl1mΓl2mM
mm
t−1 and
R44 =
8
n2(n− 1)
n∑
t=1
∑
m
∑
|l1−l2|≤k
∑
|l3−l4|≤k
Ql1l2t−1σl3l4Γl1mΓl2mΓl3mΓl4m.
To prove Var(
∑n
t=1 σ
2
tk) = o(Var
2(Cnk)), we intend to prove the variance of each Rij is of
small order of n−4tr4(Σ2).
For R12, denote for any 1 ≤ i, j ≤ n,
Y 12ij =
∑
|l1−l2|≤k
(Xil1Xil2 − σl1l2){(ΣXjX ′jΣ)l1l2 − (Σ3)l1l2}.
Then
∑
|l1−l2|≤kQ
l1l2
t−1(ΣQt−1Σ)l1l2 =
∑t−1
i=1 Y
12
ii +
∑t−1
i 6=j Y
12
ij . Note that EY
12
ij = 0 for any i 6= j
and E(Y 12i1j1Y
12
i2j2
) = 0 for any (i1, i2, j1, j2), except {i1 = i2, j1 = j2} and {i1 = j1, i2 = j2}.
Thus for any t < l,
Cov(
∑
|l1−l2|≤k
Ql1l2t−1(ΣQt−1Σ)l1l2 ,
∑
|l1−l2|≤k
Ql1l2l−1(ΣQl−1Σ)l1l2)
=(t− 1)Var(Y 1211 ) + (t− 1)(t− 2)Var(Y 1212 ).
We only need to verify that Var(y1211) and Var(y
12
12) are of small orders of tr
4(Σ2). Note that
E(Y 1211 )
2 =E
∑
|l1−l2|≤k
∑
|l3−l4|≤k
(X1l1X1l2 − σl1l2)(X1l3X1l4 − σl3l4)
× {(ΣX1X ′1Σ)l1l2 − (Σ3)l1l2}{(ΣX1X ′1Σ)l3l4 − (Σ3)l3l4}
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≤γ12
∑
|l1−l2|≤k
∑
|l3−l4|≤k
(σ2l1l2 + σl1l1σl2l2)
1
2 (σ2l3l4 + σl3l3σl4l4)
1
2
× {(Σ3)2l1l2 + (Σ3)l1l1(Σ3)l2l2}
1
2 {(Σ3)2l3l4 + (Σ3)l3l3(Σ3)l4l4}
1
2
≤γ12
∑
|l1−l2|≤k
(σ2l1l2 + σl1l1σl2l2)
∑
|l1−l2|≤k
{(Σ3)2l1l2 + (Σ3)l1l1(Σ3)l2l2}
≤γ12(2k + 1)2tr(Σ2)tr(Σ6),
where γ12 is a constant. Since tr(Σ
6) ≤ tr 32 (Σ4),
(2k + 1)2tr(Σ2)tr(Σ6) = O{k2tr(Σ2)tr 32 (Σ4)} = O{k2p− 32 tr4(Σ2)} = o{tr4(Σ2)},
which indicates that Var(Y 1211 ) = o{tr4(Σ2)}. Similarly, we can also show that Var(Y 1212 ) =
o{tr4(Σ2)}. Thus
Var(R12) =
64
n4(n− 1)4 Var

n∑
t=1
∑
|l1−l2|≤k
Ql1l2t−1(ΣQt−1Σ)l1l2
 = o{n−4tr4(Σ2)}.
Following the same procedure, we can prove that for all the otherRij , Var(Rij) = o{n−4tr4(Σ2)}.
Since Var2(Cnk) ≥ n−4tr4(Σ2), we have Var(Rij) = o{Var2(Cnk)}. Thus we have Var(
∑n
t=1 σ
2
tk) =
o(Var2(Cnk)), and hence the first part of (2.19).
For the second part of (2.19), by simple algebra, we can rewrite Dtk as Dtk = St1 − St2 +
St3 − St4, where
St1 =
2
n(n− 1)
{
X ′tQt−1Xt − tr(Qt−1Σ)
}
,
St2 =
2
n(n− 1)
[
X ′tBk(Qt−1)Xt − tr{Bk(Qt−1)Σ}
]
,
St3 =
2
n
{
X ′tΣXt − tr(Σ2)
}
and
St4 =
2
n
[
X ′tBk(Σ)Xt − tr{Bk(Σ)Σ}
]
.
Since D4tk ≤ γ˜(S4t1 + S4t2 + S4t3 + S4t4), we have for a positive constant γ˜,
n∑
t=1
E(D4tk) ≤ γ˜
{
n∑
t=1
E(S4t1) +
n∑
t=1
E(S4t2) +
n∑
t=1
E(S4t3) +
n∑
t=1
E(S4t4)
}
.
In the following, we will prove the four terms on the right are of small orders of Var2(Cnk),
respectively. To this end, note that
E
{
X ′tQt−1Xt − tr(Qt−1Σ)
}4 ≤ γ˜1E{tr2(M2t−1)},
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where γ˜1 is a positive constant. Since E{tr(M2t−1)} = (t− 1)O{tr2(Σ2)}, and Var{tr(M2t−1)} =
t2O(tr2(Σ2)tr(Σ4)), then we have E{tr2(M2t−1)} = t2O{tr4(Σ2)}. Thus,
n∑
t=1
E(S4t1) =
16
n4(n− 1)4
n∑
t=1
E
{
X ′tQt−1Xt − tr(Qt−1Σ)
}4
≤ 16
n4(n− 1)4
n∑
t=1
t2O{tr4(Σ2)} = 1
n5
O{tr4(Σ2)} = o{Var2(Cn)}.
Similarly, we can show that for i = 2, 3 and 4,
∑n
t=1 E(S
4
ti) = o{Var2(Cn)}. Combining all
the four parts together, we have
∑n
t=1 E(D
4
k,t) = o{Var2(C)}, which leads to the second part
of (2.19). 
Proof of Theorem 2.1. By Lemma 2.5, Lemma 2.1 and the martingale central limit
theorem [Billingsley (1995)], it is readily shown that as n→∞,
Cnk − E(Cnk)
νnk
D−→ N(0, 1).
Substituting Cnk for Wnk, Theorem 2.1 follows by noting Wnk = Cnk + op(νnk). 
Proof of Theorem 2.2. Note that Var{Vnk/tr(Σ2)} −→ 0, E{Vnk/tr(Σ2)} = rk and
lim sup
n
rk ≤ 1. It can be shown that for any η > 0, limn→∞ P (Bn,η) = 1 where Bn,η = {Vnk <
(1 + η)tr(Σ2)}. This means that for any ε > 0, there exists a positive integer N , such that for
all n > N , P (Bn,η) > 1− ε. Then from (2.9),
βnk ≥ P
(
Wnk − tr(Σ2) + tr[{Bk(Σ)}2]
νnk
≥ zα Vnk
tr(Σ2)
− δnk, Bn,η
)
≥ P
(
Wnk − tr(Σ2) + tr[{Bk(Σ)}2]
νnk
≥ zα(1 + η)− δnk, Bn,η
)
≥ P
(
Wnk − tr(Σ2) + tr[{Bk(Σ)}2]
νnk
≥ zα(1 + η)− δnk
)
− P (Bcn,η).
Therefore, from Theorem 2.1,
lim inf
n→∞ βnk ≥ lim infn→∞ P
{
Wnk − tr(Σ2) + tr[{Bk(Σ)}2]
νnk
≥ zα(1 + η)− δnk
}
− lim sup
n→∞
P (Bcn,η)
≥1− Φ{zα(1 + η)− lim inf
n→∞ δnk} − ε.
The first part of the theorem follows by taking ε→ 0 and η → 0.
(ii) The condition a
−1/2
np (1− rk)→∞ implies that δnk →∞ as n→∞. Hence, βnk → 1. 
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Table 2.1: Empirical sizes of the proposed test at 5% significance for the normal and gamma
random vectors generated according to model (2.18).
(a) H0 : Σ = B0(Σ)
Normal Gamma
p p
n 50 100 300 600 50 100 300 600
20 0.069 0.065 0.061 0.066 0.055 0.056 0.065 0.075
40 0.067 0.049 0.047 0.060 0.056 0.054 0.055 0.059
60 0.066 0.064 0.045 0.051 0.068 0.039 0.065 0.049
(b) H0 : Σ = B1(Σ)
γ1 = 1
20 0.069 0.061 0.056 0.060 0.062 0.058 0.069 0.069
40 0.061 0.048 0.048 0.069 0.059 0.049 0.069 0.075
60 0.045 0.053 0.056 0.067 0.048 0.061 0.068 0.059
γ1 = 0.5
20 0.065 0.069 0.058 0.067 0.063 0.061 0.057 0.061
40 0.063 0.052 0.047 0.068 0.059 0.055 0.066 0.071
60 0.050 0.056 0.057 0.061 0.050 0.070 0.068 0.060
(c) H0 : Σ = B2(Σ)
γ1 = γ2 = 1
20 0.058 0.050 0.055 0.058 0.056 0.046 0.062 0.062
40 0.049 0.042 0.051 0.058 0.059 0.048 0.076 0.071
60 0.050 0.043 0.065 0.064 0.040 0.063 0.065 0.052
γ1 = 0.5, γ2 = 0.25
20 0.060 0.055 0.056 0.061 0.059 0.054 0.062 0.062
40 0.055 0.047 0.055 0.059 0.058 0.046 0.071 0.064
60 0.044 0.043 0.058 0.060 0.042 0.060 0.067 0.061
(d) H0 : Σ = B5(Σ) with γ1 = · · · = γ5 = 0.4
20 0.045 0.058 0.067 0.059 0.050 0.061 0.054 0.064
40 0.043 0.054 0.049 0.061 0.041 0.052 0.065 0.064
60 0.031 0.046 0.065 0.069 0.034 0.040 0.053 0.048
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Table 2.2: Empirical power of the proposed test at α = 5% for the normal and gamma random
vectors generated according to model (2.18).
(a) H0 : Σ = B1(Σ) when Σ = B2(Σ)
Normal Gamma
p p
n 50 100 300 600 50 100 300 600
γ1 = γ2 = 1, 1− r1 = 1/14
20 0.300 0.313 0.330 0.336 0.315 0.312 0.340 0.312
40 0.683 0.722 0.711 0.702 0.710 0.721 0.752 0.741
60 0.962 0.964 0.952 0.954 0.958 0.955 0.950 0.949
γ1 = 0.5, γ2 = 0.25, 1− r1 = 1/35
20 0.146 0.144 0.139 0.152 0.148 0.140 0.147 0.143
40 0.269 0.253 0.258 0.279 0.256 0.281 0.311 0.311
60 0.406 0.443 0.455 0.451 0.438 0.449 0.458 0.441
(b) H0 : Σ = B4(Σ) when Σ = B5(Σ) with
γ1 = · · · = γ5 = 0.4, 1− r4 = 1/38.05
20 0.090 0.112 0.119 0.123 0.096 0.112 0.108 0.118
40 0.149 0.181 0.178 0.200 0.161 0.169 0.218 0.196
60 0.261 0.284 0.328 0.314 0.246 0.297 0.290 0.284
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Table 2.3: Averaged empirical bias (standard deviation) of the five bandwidth estimators: estimator
(2.15) with δ = 0.5 and θ = 0.06 (Fixed), the change-point estimator (2.16) (change-Point) with h = 0.75
and the estimators proposed in Bickel and Levina (2008a) (BLa), Bickel and Levina (2008b) (BLb) and
Rothman, Levina and Zhu (RLZ).
Bandwidth
n p method 3 5 10 15
Fixed 0.58(1.465) 0.07(0.946) -0.5(1.114) -1.63(1.931)
Change-Point 0.60(0.569) -0.21(0.518) -1.48(2.134) 0.06(1.734)
40 BLa -0.66(0.855) -0.86(1.287) -4.72(2.202) -9.19(2.246)
BLb 0.59(1.036) -0.53(1.460) -3.97(2.932) -6.63(4.403)
RLZ 0.11(1.363) -0.18(1.855) -2.55(2.732) -8.02(2.760)
Fixed 0.14(0.636) 0.1(0.659) -0.22(0.440) -0.96(0.875)
Change-Point 0.56(0.499) -0.07(0.293) -0.52(0.882) 0.18(0.968)
20 100 BLa -0.09(1.272) 0.45(1.617) -2.33(2.010) -6.14(2.686)
BLb 0.7 (1.219) -0.26(1.561) -3.88(2.772) -7.29(3.506)
RLZ 0.45(1.861) -0.59(1.799) -3.79(2.203) -8.8(2.103)
Fixed 0.01( 0.1 ) 0(0) -0.12(0.327) -0.66(0.728)
Change-Point 0.67(0.473) 0(0) -0.18(0.435) 0.09(0.379)
200 BLa 0.78(2.077) 1.14(2.327) -0.58(2.637) -2.55(3.560)
BLb 1.18(1.935) -0.1(2.302) -2.91(2.878) -6.14(3.579)
RLZ 0.55(1.641) -0.29(1.719) -4.6(1.928) -9.51(1.823)
Fixed 0.14(0.551) 0.08(0.464) -0.01(0.1) -0.10(0.302)
Change-Point 0.47(0.502) -0.01(0.100) -0.12(0.383) 0.08(0.273)
80 BLa -0.24(0.780) 0.23(1.014) -1.32(1.663) -3.55(2.907)
BLb 1.5(1.514) 0.94(1.427) 0.06(2.210) -0.17(3.260)
RLZ 1.05(1.629) 0.71(2.222) 0.72(2.374) 1.28(3.229)
Fixed 0( 0 ) 0(0) 0(0) -0.04(0.197)
Change-Point 0.55(0.500) 0(0) -0.04(0.281) 0.02(0.141)
40 200 BLa 0.29(1.200) 1.03(1.322) 0.28(1.633) -1.30(2.285)
BLb 1.64(1.605) 1.24(1.837) 0.58(2.833) -0.1(2.976)
RLZ 1.36(2.435) 1.16(2.465) 2.07(3.647) 1.07(2.861)
Fixed 0( 0 ) 0(0) 0(0) 0( 0 )
Change-Point 0.56(0.499) 0(0) 0(0) 0( 0 )
400 BLa 0.88(1.754) 1.5(1.962) 1.25(2.240) 0.22(2.642)
BLb 2.61(2.457) 1.74(2.493) 0.68(3.396) 0.09(3.715)
RLZ 2.19(2.943) 1.98(3.369) 1.17(3.420) -0.39(2.821)
Fixed 0.02(0.141) 0.08(0.706) 0.02(0.2) -0.01( 0.1 )
Change-Point 0.52(0.502) 0(0) 0(0) -0.01( 0.1 )
120 BLa 0.22(0.938) 0.85(0.989) 0.14(1.363) -0.88(1.659)
BLb 1.71(1.458) 1.52(1.541) 1.67(2.108) 1.49(2.615)
RLZ 1.24(1.753) 0.71(1.431) 2.03(2.683) 2.13(2.845)
Fixed 0( 0 ) 0(0) 0(0) 0( 0 )
Change-Point 0.58(0.496) 0(0) 0(0) 0( 0 )
60 300 BLa 0.47(1.439) 1.56(1.683) 1.06(2.136) 0.70(2.452)
BLb 2.15(2.017) 2.04(2.474) 1.73(2.877) 1.74(2.922)
RLZ 1.68(2.188) 1.02(2.383) 2.45(3.686) 2.75(3.331)
Fixed 0( 0 ) 0(0) 0(0) 0( 0 )
Change-Point 0.54(0.501) 0(0) 0(0) 0( 0 )
600 BLa 1.05(1.702) 1.92(2.102) 2.01(2.393) 1.06(2.490)
BLb 3.16(2.631) 2.87(2.699) 2.97(3.532) 1.33(3.254)
RLZ 3.3(3.721) 3.23(3.787) 3.82(4.029) 2.7(3.506)
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Figure 2.1: Box-plots of the modified statistics nδT˜nk and their first order differences of the simulated
data. The dash line in the right panel is θ = 0.06. The true bandwidth is 5.
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Figure 2.2: Test statistics, p-values and the first order differences dnk for the healthy and cancer
groups for bandwidths larger than 50. The p-values of the test for H0k for k < 50 were too small to be
considered for bandwidth estimation.
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CHAPTER 3. Band Width Selection for High-dimensional Covariance
Matrix Estimation
3.1 Introduction
With the advance in the modern data collection technology, data of very high dimensions
are increasingly collected in scientific, social economic and financial studies, which include the
microarray data, the next generation sequencing data, recordings of huge networks with their
interactions and financial observations of large portfolios. Suppose we observe independent and
identically distributed p-dimensional random variables X1, · · · , Xn with an unknown covariance
matrix Σ = Var(X1). The covariance matrix Σ provides a detailed account on the correlation
among components of X, and is of great importance in multivariate analysis. The classical
sample covariance Sn = n
−1∑n
i=1(Xi − X¯n)(Xi − X¯n)′ is a popular and valid estimator of Σ
in conventional settings where the dimension p is fixed and the sample size n is relative large.
However, for high dimensional data such that p/n→ c ∈ (0,∞], it is known that Sn is no longer
consistent; see Bai and Ying (1993), Bai, Silverstein and Yin (1998) and Johnstone (2001) for
accounts of the issue.
There have been recent advances in constructing consistent covariance estimators for high
dimensional data via the regularization methods that typically involved thresholding or trun-
cation. Regularization based on the Cholesky decomposition has been considered in Wu and
Pourahmadi (2003), Huang, Liu, Pourahmadi and Liu (2006) and Rothman, Levina and Zhu
(2010) for estimating Σ and its inverse. In a significant development, Bickel and Levina (2008a)
proposed banding the sample covariance Sn that truncates all sub-diagonal entries beyond cer-
tain band width to zero. Cai, Zhang and Zhou (2010) investigated a tapering estimator which
can be viewed as a soft banding on the sample covariance, and demonstrated that it can attain
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the minimax optimal rate. Fan, Fan and Lv (2008) estimated Σ based on a factor model.
For random vectors which do not have a natural ordering so that the elements of Σ do not
necessarily decay as they move away from the diagonal, Bickel and Levina (2008b) proposed a
thresholding estimator of the covariance, which was further developed by Rothman, Levina and
Zhu (2009) and Cai and Liu (2011). Regularized estimation of Σ−1 has also been developed in
Bickel and Levina (2008a), Cai, Liu and Luo (2011) and Xue and Zou (2012).
The banding and tapering estimators require specifying the band width parameter that
defines the number of sub-diagonals which are not truncated to zero. For the thresholding
estimator, a threshold level needs to be determined. Bickel and Levina (2008a,b) and Cai,
Zhang and Zhou (2010) showed that the performance of these estimators are crucially dependent
on the choice of the band width or the threshold level. In particular, these papers provided
rates for the band width that depend on an unknown index parameter of the bandable class to
attain certain rate of convergence for the estimation under the spectral norm.
Bickel and Levina (2008a,b) introduced cross-validation approximations to the Frobenius
risk of estimation by repeated random splitting of the sample to two segments. One segment of
the sample was used to estimate Σ and the other segment was employed to form cross-validation
scores for the band width and the threshold level selection, respectively. The conventional
sample covariance was used to estimate Σ in the first segment. This can adversely affect
the performance of the tuning parameter (band width or threshold level) selection due to the
sample covariance’s known defects under high dimensionality, as demonstrated in our numerical
studies. For banded covariance matrices, Qiu and Chen (2012) proposed a method to select
the band width, using a by-product of their test for the bandedness of Σ. Yi and Zou (2013)
proposed a band width selection for the tapering estimator by minimizing the expected squared
Frobenius norm of the estimation error matrix (Frobenius risk) for Gaussian distributed data.
The Frobenius norm (risk) was estimated by using the Stein’s unbiased risk estimator.
In this chapter, we employ the Frobenius risk of the banding and the tapering estimators
as the objective function, and define the underlying band width as the smallest band width
that minimizes the objective function. By studying the properties of the objective function
under a general distributional framework, we investigate the basic properties of the underlying
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band width under a new bandable covariance class that is better suited for the Frobenius
norm. An estimator of the band width is proposed by minimizing a nonparametric estimator
of the objective function. The use of the Frobenius norm, as Yi and Zou (2013) have noted,
confers easier tractability than that based on the spectral norm. The ratio consistency of the
proposed band width estimator to the underlying band width is established. We also give
a lower bound for the coverage probability of the underlying band width being contained in
an interval around the estimated band width. Extensions to the tapering and thresholding
estimators are considered. Numerical simulations and a case study on sonar spectrum data
are conducted to confirm and demonstrate the proposed band width and threshold selection
approaches.
The chapter is organized as follows. The new bandable covariance class and some needed
assumptions are outlined in Section 3.2. Section 3.3 defines the underlying band width and
gives its properties. A ratio consistent band width estimator is constructed and its theoretical
properties are investigated in Section 3.4. Section 3.5 provides an extension to the band width
selection for the tapering estimator. Section 3.6 extends to the threshold level selection for the
thresholding estimator. Simulation results and a real data analysis are presented in Sections
3.7 and 3.8, respectively. Technical proofs are provided in Section 3.10 and Appendix B.
3.2 Bandable Classes and Assumptions
Let X1, X2, . . . Xn be independent and identically distributed (IID) p-dimensional random
vectors with mean µ and covariance matrix Σ = (σij)p×p. Throughout the paper, ||·||F , ||·||(2,2)
and || · ||(1,1) denote the Frobenius, the spectral and the `1 norms of a matrix, respectively; and
C with or without subscripts denote positive constants whose value may change on different
occasions. We make the following assumptions.
Assumption 1. As n→∞, p = p(n)→∞ and lim sup
n→∞
n/p ≤ C <∞.
Assumption 2. (i) Xi = ΓZi + µ, where Γ is a p × m matrix of constants with m ≥ p,
ΓΓ′ = Σ, and Z1, · · · , Zn are IID m-dimensional random vectors such that E(Z1) = 0 and
Var(Z1) = Im. (ii) For Z1 = (Z11, . . . , Z1m)
T , {Z1l}ml=1 are independent with uniformly bounded
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8-th moment, and there exist finite constants ∆ and ω such that E(z41l) = 3 + ∆ and E(z
3
1l) = ω
for l = 1, · · · ,m.
Assumption 1 prescribes the asymptotic mechanism governing the sample size and the
dimensionality. The last part of Assumption 1 contains the “large p, small n” paradigm where
p can be much larger than n, as well as the case of p and n being the same order. For the band
width selection, no specific relationship between n and p is needed. However, for the threshold
level selection discussed in Section 6, a restriction in the form of log p = o(n1/3) is required.
Assumption 2 is the general multivariate model employed in Bai and Saranadasa (1996) and
Qiu and Chen (2012), where {Zil}ml=1 may be viewed as the innovations of the data, borrowing
a terminology from the time series analysis. The requirements of common third and fourth
moments of Z1l are not essential, but lead to simpler notation.
Bickel and Levina (2008a) considered the following “bandable” class of covariances:
U1(α,C) =
{
Σ : max
l2
∑
|l1−l2|>k
|σl1 l2 | ≤ Ck−α for all k > 0
and 0 < ε1 ≤ λmin(Σ) ≤ λmax(Σ) ≤ ε−11
} (3.1)
for given positive constants α, C and ε1. For any p × p matrix M = (ml1l2)p×p, let Bk(M) =
(ml1l2I{|l1 − l2| ≤ k})p×p be a banded version with a band width k ∈ {0, · · · , p − 1}. Bickel
and Levina (2008a) proposed Bk(Sn) as an estimator of Σ, where Sn is the sample covariance,
and showed that
E||Bk(Sn)− Σ||2(2,2) = O
{
(log(p)/n)α/(1+α)
}
if k = {log(p)/n}−1/(2+2α).
Cai, Zhang and Zhou (2010) considered a slightly different class
U2(α,C) =
{
Σ : max
l2
∑
|l1−l2|>k
|σl1 l2 | ≤ Ck−α for all k > 0
and 0 < ε2 ≤ min{σll} ≤ max{σll} ≤ ε−12
}
.
(3.2)
They replaced the restriction on the eigenvalues in U1(α,C) with those on the diagonal elements.
For U2(α,C), Cai, Zhang and Zhou (2010) proposed the tapering estimator
Tk(Sn) = ΩT (k) ◦ Sn, (3.3)
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where ◦ denotes the Hadamard product, and ΩT (k) =
(
ωl1l2
)
is the weighting matrix with
ωl1l2 := k
−1{(2k − |l1 − l2|)+ − (k − |l1 − l2|)+}.
Note that ωl1l2 = 1 for |l1 − l2| ≤ k, ωl1l2 = 0 for |l1 − l2| ≥ 2k and ωl1l2 decreases linearly
for k < |l1 − l2| < 2k. For easy algebraic manipulation, we use 2k as the effective band width
rather than k as in Cai, Zhang and Zhou (2010).
Cai, Zhang and Zhou (2010) showed that for k ∼ n1/(1+2α)
E||Tk(Sn)− Σ||2(2,2) = O{log(p)/n+ n−2α/(1+2α)},
which attains the minimax convergence rate over U2(α,C). The banding and tapering estima-
tors are not necessarily positive definite. One way to mitigate the problem is to obtain the
spectral decomposition of the covariance estimators and replace the negative and zero eigen-
values with small positive values as suggested by Cai, Zhang and Zhou (2010).
It is clear from the analysis in Bickel and Levina (2008a) and Cai, Zhang and Zhou (2010)
that the convergence rates of the banding and the tapering estimators are critically dependent
on the band width k, whereas the band width k depends on the unknown index parameter α
of the bandable classes. However, estimating the index parameter is a challenging problem.
We shall consider another “bandable” matrix class which is better suited for band width
selection based on the Frobenius norm. To define the new “bandable” covariance class, let us
define for k = {0, 1, · · · , p− 1},
h(k) :=
1
2(p− k)
∑
|l1−l2|=k
σ2l1l2 =
1
p− k
p−k∑
l=1
σ2l l+k
to be the average of the squares of the k-th sub-diagonal entries.
For a fixed positive constant ν and the ∆ in Assumption 2, define a covariance matrix class
G(ν, q0p) =
{
Σ : (i) ν−1 ≤ λmin(Σ) ≤ λmax(Σ) ≤ ν;
(ii) h(k) = o(k−1) and
∑
q>k h(q)→ 0 for k →∞ and p→∞;
(iii) there exists a sequence q0p →∞ and q0p = o(n) such that
nh(k) > (2 + |∆|)λ2max(Σ) for k ≤ q0p and n large
}
.
(3.4)
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The bounded largest and smallest eigenvalues in Part (i) replicates that in U1(α,C). Part (ii)
of (3.4) prescribes that h(k) diminishes to zero at a rate faster than k−1 for k large. It may be
viewed as an analogue to the sparsity condition
max
l2
∑
|l1−l2|>k
|σl1 l2 | ≤ Ck−α (3.5)
in U1(α,C) and U2(α,C). Note that for another covariance matrix class
F(β,M) = {Σ : |σlj | ≤M(1 + |l − j|)−β for some β > 1/2}, (3.6)
Part (ii) of (3.4) is satisfied. Cai et al. (2010) established the minimax convergence result for
the Frobenius norm under the class F(β,M) with β > 1. Hall and Jin (2010) also considered
this class in their innovated higher criticism test. Part (iii) of (3.4) requires h(k) to maintain
a sufficient amount of “energy” for smaller band widths so that h(k) is at least of order n−1.
We note that h(k) actually starts with quite high “energy” since Part (i) implies that nh(0) =
np−1
∑
σ2ll →∞.
The reason for having the sample size n appeared in Part (iii) is because the banding
estimator depends on the sample size n. As shown in the next section, the criterion function
for the band width selection is based on the expected Frobenius norm of the estimation error
matrix of the banding estimator, which inevitably has n involved.
The main difference between G(ν, q0p) and U1(α,C) or U2(α,C) is that the sparsity in
G(ν, q0p) is written in terms of h(k) with respect to the sub-diagonals whereas the sparsity
in U1(α,C)/U2(α,C) are defined via
∑
|j−l|>k |σjl|. This difference reflects the different matrix
norms employed in these studies. The sparsity in U1(α,C) and U2(α,C) is designed for the
matrix (1, 1) norm which readily bounds the spectral norm. As we use the Frobenius norm, it
is natural to define the sparsity via h(k).
Two specific forms of h(k), which will be referred to repeatedly, are those which decay
exponentially and polynomially fast as k →∞. In the case of the exponential decay,
h(k) = Cp(k)θ
−k for some θ > 1 ; (3.7)
in the case of polynomial decay,
h(k) = Cp(k)k
−β for some β > 1. (3.8)
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In both cases {Cp(q)}p−1q=0 are sequences bounded within [C1, C2] for C1 ≤ C2. It can be shown
that Part (ii) of (3.4) is satisfied under (3.7) or (3.8) with q0p = log n/(2 log θ) for the exponential
decay and q0p = n
1/(2β) for the polynomial decay.
3.3 Underlying Band Width
In this section, we define the underlying band width for the matrix class G(ν, q0p). The
properties of the underlying band width are given, which provide the basics for its empirical
estimation in the next section.
Consider the standardized square of Frobenius norm for Bk(Sn)− Σ,
p−1||Bk(Sn)− Σ||2F = p−1
∑
|l1−l2|≤k
(σˆl1l2 − σl1l2)2 + p−1
∑
|l1−l2|>k
σ2l1l2 . (3.9)
Comparing with the spectral norm, the Frobenius norm is more tractable in the context of the
band width estimation. The objective function is
O˜bjB(k) := p
−1E{||Bk(Sn)− Σ||2F }.
The underlying band width is
kB = min{k′|k′ = argmin
0≤k<p
O˜bjB(k)}. (3.10)
As O˜bjB(k) is discrete, kB exists and we choose the smallest minimizer in the case of multi-
plicity.
We now analyze the properties of kB for Σ ∈ G(ν, q0p). Denote fl1l2 =
∑
h Γ
2
l1h
Γ2l2h, where
Γ = (Γjl)p×m is defined in Assumption 2. A derivation given in Section 3.10 shows that
O˜bjB(k) =
1
np
tr(Σ2) + (1− n−1)Mn(k) + ∆
np
(1− n−1)2
∑
|l1−l2|≤k
fl1l2 , (3.11)
where
Mn(k) =
1
p
∑
|l1−l2|>k
σ2l1l2 +
1
np
∑
|l1−l2|≤k
σl1l1σl2l2 . (3.12)
As tr(Σ2)/(np) is irrelevant to k, we only minimize
ObjB(k) = Mn(k) + ∆
∑
q≤k
R(q), (3.13)
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where R(q) = (np)−1(1 − n−1)∑|l1−l2|=q fl1l2 . For Gaussian distributed data, ∆ = 0 and
ObjB(k) = Mn(k).
The first term of Mn(k) in (3.12) measures the bias caused by the banding estimation, and
the second term penalizes for larger k. Therefore, ObjB(k) can be viewed as a penalized risk
function of the band width. We note that ObjB(k) depends also on n due to the presence of
the banding estimator Bk(Sn). As a result, n is involved in both the conditions and the results
regarding the underlying band width.
The following lemma provides the basic properties of Mn(k) and R(k) in ObjB(k).
Lemma 3.1. For Σ ∈ G(ν, q0p),
(i) Mn(k) ∼ k/n+ p−1
∑
q>k
2(p− q)h(q)→ 0 for k →∞ and k = o(n) ;
(ii)
p−1∑
q=0
R(q) ≤ ν2/n.
Lemma 3.1 and (3.13) imply thatMn(k) is at least at the order k/n. Since
∑
q≤k R(q) ≤ C/n
for a constant C, Mn(k) is the leading order of ObjB(k) as k →∞.
Let σ(1) ≤ σ(2) ≤ · · · ≤ σ(p) be the ordered diagonal elements {σll}pl=1 of Σ. Define a = 2σ2(p),
b = σ2(1)/2 and
ka,n = min{k : an−1 − h(k) > 0} − 1 and kb,n = max{k : bn−1 − h(k) < 0}. (3.14)
Denote k˜B be the smallest minimizer of Mn(k), and b·c be the integer truncation function. The
following lemma provides ranges for k˜B and kB.
Lemma 3.2. Under Assumptions 1 and 2 and for Σ ∈ G(ν, q0p),
(i) k˜B ∈ [ka,n, kb,n], ka,n ≥ q0p and kb,n = o(n);
(ii) kB ∈ [ka,n − L, kb,n + L] for L = b2|∆|ν4c+ 1.
The lemma shows that kB has a broader range than k˜B. This is due to the uncertainty
introduced by |∆|R(k) in (3.13). The ranges given in Lemma 3.2 prepare for k˜B/kB → 1 as
n → ∞, the key result of this section. Since ka,n ≥ q0p → ∞, it follows from Lemma 3.1 that
Mn(k) is the leading order term of ObjB(k) for k ∈ [ka,n − L, kb,n + L]. This suggests that we
can minimize Mn(k) directly.
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The main thrust of the paper is to minimize an empirical estimator of Mn(k) to obtain an
estimator of k˜B, which may be viewed as a kind of M-estimation, despite the target “parameter”
is the band width. As in the M-estimation, a condition is needed to guarantee the existence
of a unique and well-separated minimum of the objective function. Since Mn(k) is the leading
order term of ObjB(k), a condition that serves this purpose is that, for any small δ > 0 and n
large enough,
inf
k:|k−k˜B |>δk˜B
nk˜−1B
{
Mn(k)−Mn(k˜B)
}
> C. (3.15)
Condition (3.15) is similar to the second equation of (5.8) in van der Vaart (2000) for the
objective function in the M-estimation, except that (3.15) imposes a minimum rate of separation
k˜Bn
−1 between Mn(k) and Mn(k˜B). The latter is because that Mn(k˜B) shrinks to zero at the
rate of k˜B/n as revealed by Lemma 3.1.
The following lemma shows that under (3.15), kB and k˜B are ratioly equivalent.
Lemma 3.3. For Σ ∈ G(ν, q0p) and under (3.15), k˜B/kB → 1 as n→∞.
As the condition (3.15) is a key condition to the M-estimation for the underlying band
width, we provide two sufficient conditions to (3.15) in Appendix B to show it can be satisfied
if h(k) decays either exponentially or polynomially.
Exponentially Decayed h(k). In this case h(k) = C(k)θ−k as specified in (3.7) with {C(k)}p−1k=0 ⊂
[C1, C2]. It is shown in Appendix that kB ∼ log n/ log θ. A proof in Appendix B shows that
(3.15) is satisfied under the exponential decay.
Polynomially Decayed h(k). If h(k) decays polynomially as specified in (3.8), kB ∼ n1/β as
shown in Section 3.10. If max
k∈[ka,n,kb,n]
|C(k) − C| → 0 as n, p → ∞, and the diagonal elements
{σll}pl=1 are regulated in certain ways such that
max
k∈[ka,n,kb,n]
p−1
∑
|l1−l2|=q
σl1l1σl2l2 → 2C0 as p→∞, (3.16)
(3.15) is satisfied. One such situation is when all the diagonal elements are equal. If the
diagonal entries differ, but are independent realizations from m super-populations, for a fixed
integer m, such that {σll}hpml=(h−1)pm+1 ∼ Fh, where Fh is the h-th super-population distribution
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with mean φh and finite variance for h = 1, · · · ,m and pm = p/m. It is shown in Appendix B
that (3.16) is satisfied with C0 = m
−1∑m
h=1 φ
2
h.
Now let us put our analysis in the context of existing results on the banding and taper-
ing estimation. Recall that Bickel and Levina (2008) found that if k ∼ {log(p)/n}−1/(2α+2),
the expectation of the squared spectral norm of the error matrix of the banding estimator is
Op{(log(p)/n)α/(α+1)} uniformly for Σ ∈ U1(α,C). Cai, Zhang and Zhou (2010) showed that
setting k ∼ n1/(2α+1) leads to the minimax optimal rate of Op{n−2α/(2α+1) + log(p)/n} for the
tapering estimator under the spectral norm for Σ ∈ U2(α,C).
While the above results are for the spectral norm, Cai, Zhang and Zhou (2010) also provided
the minimax rate under the Frobenius norm. They showed that the minimax rate for the
tapering estimator for Σ ∈ U2(α,C) is equivalent to the minimax rate for the smaller class
F(β,M) in (3.6) with β > 1, and the band width corresponding to the minimax optimal rate
is k ∼ n1/(2β). By inspecting the proofs of Cai, Zhang and Zhou (2010), it can be shown
that the banding estimator with k ∼ n1/(2β) can also attain the minimax lower bound under
the Frobenius norm. And the minimax rate of the banding and tapering estimators under
F(β,M) is attained at covariances with |σl j | = M |l−j|−β. The latter model coincides with the
polynomial decay model (3.8) with h(k) = Mk−2β. We note that this minimax band width rate
of k ∼ n1/(2β) is the rate of the kB under the polynomial decay as shown in (3.53). Since kB
minimizers the Frobenius risk, the banding estimator with the kB should attain the minimax
convergence rate under the Frobenius norm as well.
Our analysis has indicated that the convergence rate of kB is quite responsive to the be-
havior of h(k) within the class G(ν, q0p). Specifically, that h(k) decays exponentially makes
kB diverges more slowly than that when h(k) decays polynomially. This is due to employing
p−1E{||Bk(Sn) − Σ||2F } as the risk function for estimation rather than the minimax risk. The
latter tends to produce more stable rates for the band width.
3.4 Consistent Band Width Estimator
We consider in this section estimating the band width for the banding estimator Bk(Sn).
A proposal for the tapering estimator will be given in Section 3.5. As outlined in the previous
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sections, there are two band widths kB and k˜B, which are asymptotically equivalent to each
other under (3.15). However, it is easier to estimate k˜B than kB since Mn(k) is more readily
estimated. Clearly, if ∆ = 0 as in the Gaussian case, ObjB(k) = Mn(k) which implies kB = k˜B.
However, if ∆ 6= 0, it is difficult to estimate ObjB(k) = Mn(k) + ∆
∑
q≤k R(q) due to its
requiring estimating R(k) and ∆. Note that R(k) depends on fl1l2 =
∑
h Γ
2
l1h
Γ2l2h, which
involves higher order moments of Xi.
According to (3.12), in order to estimate Mn(k), we need to estimate
W (k) := p−1
∑
|l1−l2|>k
σ2l1l2 and V (k) := p
−1 ∑
|l1−l2|≤k
σl1l1σl2l2 ,
respectively. Note that,∑
|l1−l2|>k
σ2l1l2 = 2
p−1∑
q=k+1
(p− q)h(q) and
∑
|l1−l2|≤k
σl1l1σl2l2 = g(0) + 2
k∑
q=1
g(q),
where g(q) :=
∑p−q
l=1 σllσl+q l+q. Define estimators of h(q) and g(q):
hˆ(q) = (p− q)−1
p−q∑
l=1
{ 1
P 2n
∗∑
i,j
(XilXi l+q)(XjlXj l+q)− 2 1
P 3n
∗∑
i,j,k
XilXk l+q(XjlXj l+q)
+
1
P 4n
∗∑
i,j,k,m
XilXj l+qXklXm l+q
}
and
gˆ(q) =
p−q∑
l=1
{ 1
P 2n
∗∑
i,j
X2ilX
2
j l+q −
1
P 3n
∗∑
i,j,k
(
XilXklX
2
j l+q +Xi l+qXk l+qX
2
jl
)
+
1
P 4n
∗∑
i,j,k,m
XilXj l+qXklXml+q
}
,
where
∗∑
denotes summation over mutually different subscripts and P bn = n!/(n − b)!. These
two estimators are linear combinations of U-statistics of different orders with the first term
being the dominating term, respectively.
Let Wˆ (k) := 2p−1
∑p−1
q=k+1(p − q)hˆ(q) and Vˆ (k) := p−1{gˆ(0) + 2
∑k
q=1 gˆ(q)}, which are
unbiased estimators of W (k) and V (k), respectively. Then, an unbiased estimator of Mn(k) is
Mˆn(k) := Wˆ (k) + n
−1Vˆ (k). (3.17)
As Lemmas 3.2 and 3.3 indicate k˜B ∈ [ka,n, kb,n] and k˜B/kB → 1, kB can be estimated by
kˆB = argmin
k1,n≤k≤k2,n
Mˆn(k) (3.18)
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where [k1,n, k2,n] constitutes a range for the minimization. In light of the analysis given in the
previous section, we may choose k1,n = bka,n/r1c and k2,n = min{r2kb,n, n} for some positive
constants r1 and r2 ≥ 1. Although ka,n and kb,n are unknown, they can be estimated via hˆ(q)
and the largest and smallest marginal sample variances, σˆ(1) and σˆ(p), respectively. Then, the
estimates of ka,n and kb,n are
kˆa,n = min{k : aˆn−1 − hˆ(k) > 0} − 1 and kˆb,n = max{k : bˆn−1 − hˆ(k) < 0},
where aˆ = 2σˆ2(p) and bˆ = σˆ
2
(1)/2. Accordingly, we can choose kˆ1,n = bkˆa,n/r1c and kˆ2,n =
min{r2kˆb,n, n} upon given r1 and r2 ≥ 1. In practice, we may choose r1 = r2 = 2.
Alternatively, we can minimize Mˆn(k) over a more conservative interval [0, n] so that
kˆB = argmin
0≤k≤n
Mˆn(k), (3.19)
by making the relationship between n and p more restrictive.
Theorem 3.1. Under Assumptions 1 and 2, (3.15), if Σ ∈ G(ν, q0p) and (kb,n−ka,n)/ka,n ≤ C,
then for kˆB given in (3.18), kˆB/k˜B
p→ 1 as n→∞.
As k˜B/kB → 1 under (3.15), Theorem 3.1 implies that kˆB is a ratioly consistent estimator
of kB. The same ratio consistency result of Theorem 3.1 can be established for the version of
the band width estimator (3.19) under Assumption 2, (3.15) and n = O(p1/3). The latter is
more restrictive than Assumption 1.
That (kb,n − ka,n)/ka,n ≤ C assumed in Theorem 3.1 implies that ka,n and kb,n are of the
same order. Derivations leading to (3.50) and (3.53) in Section 3.10 show that it is satisfied
under both the exponential and polynomial decays of h(k).
Recall that ObjB(kB) is the minimum of the Frobenius risk of the banding estimator.
The following corollary provides the difference of the Frobenius risk between the true and the
estimated band widths.
Corollary 3.1. For the exponentially decayed h(k), ObjB(kˆB)−ObjB(kB) = o{(log n)/n}; for
the polynomially decayed h(k), ObjB(kˆB)−ObjB(kB) = o{n(1−β)/β}.
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Note that ObjB(kB) are at the order log(n)/n and n
(1−β)/β for exponentially and polynomi-
ally decayed h(k), respectively. Corollary 1 implies that ObjB(kˆB)−ObjB(kB) = o
{
ObjB(kB)
}
.
Namely, the discrepancy between ObjB(kˆB) and ObjB(kB) is negligible relative to ObjB(kB).
In the following, we evaluate the estimation error of kˆB to k˜B by providing a lower bound on
the probability of k˜B being included in an interval around kˆB. To this end, we need a condition
on the behavior of Mn(k) in additional to (3.15).
Assumption 3. There exist a constant γ ≥ 1 and an integer τ ≥ 1 such that for any small
δ > 0, any τ < η < δk˜B and n large enough
inf
k∈Jη
{Mn(k)−Mn(k˜B)} ≥ Cηn−γ , (3.20)
where Jη = {k : η ≤ |k − k˜B| < 2η} ∩ [ka,n, kb,n].
While (3.15) dictates that the absolute deviation between k˜B and any k outside (k˜B(1 −
δ), k˜B(1 + δ)) is at least a constant multiple of n
−1k˜B, (3.20) prescribes that the deviation
between k˜B and k inside (k˜B(1− δ), k˜B(1 + δ)) is at least |k˜B − k|n−γ for γ ≥ 1, which is much
smaller than n−1k˜B.
Denote C1,p(k) = {2(p−k)}−1
∑
|l1−l2|=k σl1l1σl2l2 . In the following, we show that Assump-
tion 3 is satisfied for both the exponential and polynomial decay of h(k), whose proof is in
Appendix B.
Proposition 3.1. For Σ ∈ G(ν, q0p), (i) if h(q) = C2,p(q)θ−q for θ > 1, and max
q∈[ka,n,kb,n]
|Ci,p(q)−
Ci| → 0 as n→∞ for i = 1, 2, then Assumption 3 holds for τ = 1 and γ = 1;
(ii) if h(q) = C2,p(q)q
−β for β > 1 and max
q∈[ka,n,kb,n]
|Ci,p(q) − Ci| = o(n−1/β) as n → ∞ for
i = 1, 2, then Assumption 3 holds for τ = 1 and γ = 1 + 1/β.
Theorem 3.2. Under Assumptions 1, 2, 3 and (3.15), if Σ ∈ G(ν, q0p), (kb,n − ka,n)/ka,n ≤ C
and log(k2,n)
∑
q>k1,n
h(q) = o(1), then P (k˜B ∈ [kˆB − τ, kˆB + τ ]) = 1− o(n2γ−1p−1).
The proof of Theorem 3.2 is given in Appendix B. Recall that k1,n = bka,n/r1c and k2,n =
min{r2kb,n, n} for r1, r2 ≥ 1. Derivations given in (3.52) and (3.54) show that log(k2,n)
∑
q>k1,n
h(q) =
o(1) under both the exponential and polynomial decays respectively for any positive constants
r1 and r2. Since τ is usually unknown, [kˆB − τ, kˆB + τ ] is not a confidence interval of k˜B.
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We may call it a concentration interval. Theorem 3.2 shows that the probability that k˜B is
included in the interval converges to 1 if n2γ−1p−1 is bounded from infinity.
For Gaussian data, ∆ = 0 and kB = k˜B. Hence, the above concentration interval is also
the one for kB. If ∆R(k) 6= 0, it may be shown that under certain conditions the convergence
of
∑
|l1−l2|=k fl1l2/p can be regulated, and |kB − k˜B| ≤ 1 for sufficiently large n, which implies
P (kB ∈ [kˆB − 2, kˆB + 2]) = 1− o(n2γ−1p−1).
3.5 Extension to Tapering Estimation
The analysis we have made for the banding estimator can be extended to the tapering
estimator of Cai, Zhang and Zhou (2010). The underling band width for the tapering estimator
Tk(Sn) given in (3.3) can be defined via the standardized squared Frobenius norm p
−1||Tk(Sn)−
Σ||2F . It can be verified that
1
p
||Tk(Sn)− Σ||2F (3.21)
=
1
p
{ ∑
|l1−l2|≤k
(σˆl1l2 − σl1l2)2 +
∑
|l1−l2|>2k
σ2l1l2 +
∑
k<|l1−l2|≤2k
(ωl1l2 σˆl1l2 − σl1l2)2
}
.
Taking the expectation, the risk of the tapering estimation is
O˜bjT (k) = p
−1E{||Tk(Sn)− Σ||2F } = (np)−1tr(Σ2) + (1− 1/n) ObjT (k),
where
ObjT (k) = Nn(k) + ∆(np)
−1(1− 1/n)( ∑
|l1−l2|≤k
fl1l2 +
∑
k<|l1−l2|≤2k
ω2l1l2fl1l2
)
and
Nn(k) =
1
p
∑
|l1−l2|>2k
σ2l1l2 +
1
np
∑
|l1−l2|≤k
σl1l1σl2l2 +
1
p
∑
k<|l1−l2|≤2k
(1− ωl1l2)2σ2l1l2
+
1
np
∑
k<|l1−l2|≤2k
ω2l1l2σl1l1σl2l2 . (3.22)
The underlying band width kT for the tapering estimator is
kT = min{k′|k′ = argmin
0≤k<p/2
O˜bjT (k)}. (3.23)
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Similar to the banding estimator, the minimizer of O˜bjT (k) is equivalent to that of ObjT (k).
Just like Mn(k) is the dominant term of ObjB(k), it can be shown that Nn(k) dominates
ObjT (k) and the minimization of ObjT (k) can be carried out approximately by minimizing
Nn(k).
Denote ωq to be the tapering weight for |l1− l2| = q. Utilizing the estimators hˆ(q) and gˆ(q)
in the previous section, we define
W˜ (k) := 2p−1
2k∑
q=k+1
(1− ωq)2(p− q)hˆ(q) and V˜ (k) := 2p−1
2k∑
q=k+1
ω2q gˆ(q),
which are unbiased for
p−1
∑
k<|l1−l2|≤2k
(1− ωl1l2)2σ2l1l2 and p−1
∑
k<|l1−l2|≤2k
ω2l1l2σl1l1σl2l2 ,
respectively. From (3.22), an unbiased estimator of Nn(k) is
Nˆn(k) := Wˆ (2k) + W˜ (k) + n
−1{Vˆ (k) + V˜ (k)}, (3.24)
where Wˆ (2k) and Vˆ (k) are estimators used in the estimation of Mn(k) for the banding esti-
mation. The proposed estimator for kT is
kˆT = argmin
0≤2k≤n
Nˆn(k) (3.25)
by noting that the tapering estimator used 2k as the effective band width. Denote k˜T to be
the smallest minimizer of Nn(k). An analysis on the band widths kT and k˜T may be carried
out in a similar fashion to what we have done for kB and k˜B for the banding estimator. The
ratio convergence of kˆT to kT may be established under certain conditions. However, it would
be more involved to formally establish these results due to the more complex weighting matrix
ΩT (k). We will evaluate the empirical performance of kˆT in the simulations and the case study
in Sections 3.7 and 3.8.
3.6 Extension to Thresholding Estimation
Both the banding and tapering estimators require the variables in X having a natural
ordering such that the correlation decays as two variables are further apart. For covariances
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not satisfying such ordering, Bickel and Levina (2008b) proposed the thresholding estimator
under the following covariance class:
V(q, c0(p),M) =
{
Σ : σl1l1 ≤M,
p∑
l2=1
|σl1 l2 |q ≤ c0(p), for all l1
}
(3.26)
for a q ∈ (0, 1) and some positive function c0(p). For any p × p matrix M = (ml1l2)p×p, the
thresholding operator is
Ds(M) = (ml1l2I{|ml1 l2 | ≥ s})p×p
with a threshold level s. Bickel and Levina (2008b) proposed Dtn(Sn) as an estimator of Σ,
where tn =
√
2t(log p)/n for a positive threshold parameter t, and showed that, if (log p)/n =
o(1),
||Dtn(Sn)− Σ||(2,2) = O
{
c0(p)(log(p)/n)
(1−q)/2}. (3.27)
Similar estimators have been studied in Rothman, Levina and Zhu (2009) and Cai and Liu
(2011).
Similar to the banding and tapering estimators, the Frobenius risk function for the thresh-
olding estimator can be explicitly expressed, as shown in the following proposition. Let φ(·)
and Φ¯(·) be the standard normal density and upper tail probability functions, respectively, and
O˜bjD(t,Σ) = E{||Dtn(Sn)− Σ||2F } for tn =
√
2t(log p)/n.
Proposition 3.2. Suppose log p = o(n1/3) and for any 1 ≤ l ≤ p, there exists a positive
constant Hl such that E
[
exp{t(X1l − µl)2}
]
<∞ when |t| < Hl, then, for any Σ = (σl1l2)p×p,
O˜bjD(t,Σ) = ObjD(t,Σ)
(
1 + o(1)
)
, where
ObjD(t,Σ) =
p∑
l1,l2=1
{
g2l1l2
n
[η
(1)
l1l2
φ(η
(1)
l1l2
) + Φ¯(η
(1)
l1l2
) + η
(2)
l1l2
φ(η
(2)
l1l2
) + Φ¯(η
(2)
l1l2
)]
+ σ2l1l2 [Φ¯(−η
(1)
l1l2
)− Φ¯(η(2)l1l2)]
}
,
(3.28)
η
(1)
l1l2
=
√
n(tn−σl1l2)/gl1l2, η(2)l1l2 =
√
n(tn+σl1l2)/gl1l2 and g
2
l1l2
= Var{(X1l1−µl1)(X1l2−µl2)}.
The sub-gaussian condition in the theorem is required in order to utilize the moderate
deviation results. However, if a standardization is used so that sij =
∑n
l=1(Xli−µi)(Xlj−µj)/n
is used to estimate the underlying marginal variance as in Cai and Liu (2011), the sub-Gaussian
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assumption can be relaxed. The standardization allows use of moderate deviation results for
self-normalized statistics, which requires less assumption as shown in Jing, Shao and Wang
(2003).
From Proposition 3.2, it is seen that ObjD(t,Σ) is the leading order term of O˜bjD(t,Σ).
We will use ObjD(t,Σ) as a substitute of O˜bjD(t,Σ). Under Assumption 2, it can be shown
that g2l1l2 = σl1l1σl2l2 + σ
2
l1l2
+ ∆fl1l2 . For simplicity, we focus on the normally distributed data
in this section such that ∆ = 0 and g2l1l2 = σl1l1σl2l2 + σ
2
l1l2
. Therefore, in order to estimate
g2l1l2 , it is suffice to estimate σl1l2 .
Note that η
(1)
l1l2
, η
(2)
l1l2
and tn are continuous and differentiable functions. So, ObjD(t,Σ) is
continuous and differentiable with respect to t. Therefore, the minimum of ObjD(t,Σ) exists
on any closed interval [0, B] for B > 0. Define the underlying threshold level as
t0(Σ) = arg min
t∈[0,B]
ObjD(t,Σ) (3.29)
Before we present an algorithm to find an estimate of t0(Σ), we review the cross validation
(CV) approach proposed in Bickel and Levina (2008b), which was designed to approximate the
Frobenius risk O˜bjD(t,Σ). They proposed splitting the original sample into two groups of size
n1 and n2 randomly for N times. In the v-th split, let S
v
1 and S
v
2 be the sample covariances
based on the two sub-samples, respectively. The estimated Frobenius risk with respect to t is
RˆD(t) =
1
N
N∑
v=1
||Dtn(Sv1 )− Sv2 ||2F (3.30)
and the estimated threshold level is
tˆBL = arg min
t∈[0,B]
RˆD(t). (3.31)
Similar approach has been used in Bickel and Levina (2008a) to select the band width for
the banding estimator, and in Cai and Liu (2011) for the adaptive thresholding estimator.
Due to the inconsistence of the sample covariance Sv2 under high dimensionality, RˆD(t) can be
unreliable for O˜bjD(t,Σ), which may result in unstable threshold selection as revealed in our
simulation study.
We propose an iterative procedure for selecting the threshold level t which makes use of the
derived expressions for the Frobenius risk in Proposition 3.2. We use ÔbjD(t,Dtˆn,BL(Sn)) for
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tˆn,BL =
√
2tˆBL(log p)/n as an initial estimate of ObjD(t,Σ) where Dtˆn,BL(Sn) is the thresh-
olding estimator of Σ with the Bickel and Levina’s threshold selector tˆBL. In the computation
of ÔbjD(t,Dtˆn,BL(Sn)), all the gl1l2 , η
(1)
l1l2
and η
(2)
l1l2
appeared in (3.28) are replaced by their
estimates implied under Dtˆn,BL(Sn). Then, the selected threshold level in the first iteration is
tˆ1 = arg min
t∈[0,B]
ÔbjD(t,Dtˆn,BL(Sn)), (3.32)
which may be viewed as a refinement of Bickel and Levina’s approach.
Having acquired the tˆh−1 for a h ≥ 1, the h-th iterative threshold estimator is
tˆh = arg min
t∈[0,B]
ÔbjD(t,Dtˆn,h−1(Sn)), (3.33)
where tˆn,h−1 =
√
2tˆh−1(log p)/n. Simulations given in the next section demonstrate that the
algorithm tends to converge within five iterations and had superior performance over Bickel
and Levina’s CV method.
3.7 Simulation Results
We report results of simulation studies which were designed to evaluate the empirical per-
formance of the proposed band width and threshold estimators for the banding, tapering and
thresholding covariance estimators. We also compared with the cross-validation estimator of
Bickel and Levina (2008a,b) and SURE of Yi and Zou (2013).
Independent and identically distributed p-dimensional random vectors were generated ac-
cording to
Xi = Σ
1
2Zi, (3.34)
where Zi = (Zi1, · · · , Zip)′ and the innovations {Zij}pj=1 were i.i.d. from (i) N(0, 1) and (ii) the
standardized t-distribution with degree of freedom 10 so that they have zero mean and unit
variance. For the tapering estimation, we compared the proposed band width estimator with
SURE of Yi and Zou (2013) for N(0, 1), and the standardized Gamma(1, 0.5), Gamma(0.5, 1),
Gamma(0.3, 1) and Gamma(0.1, 1) distributed innovations, which correspond to the excess
kurtosis ∆ being 0, 6, 12, 20 and 60, respectively.
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Two designs of covariance structures for Σ = (σl1l2)p×p were considered
(A): σl1l2 = θ
−|l1−l2| for θ > 1;
(B): σl1l2 = I(l1 = l2) + ξ|l1 − l2|−βI(l1 6= l2) for ξ ∈ (0, 1) and β > 1,
(3.35)
which prescribe the exponential and polynomial decay, respectively. In the simulation, we chose
θ = 0.7−1, 0.9−1, and ξ = 0.5 and β = 1.5, respectively.
We also considered a covariance structure to confirm the discussion made regarding the
unequal diagonal entries associated with the polynomial decay in Section 3.3. Specifically, let
{σll}hp
′
l=(h−1)p′+1
iid∼ χ2h for h = 1, · · · , 10, and p′ = p/10. Let Λ = diag(σ1/211 , · · · , σ1/2pp ). The
third design (Design (C)) of Σ was
Σ = ΛΨΛ and Ψ = (ρl1l2) with
ρl1l2 = I(l1 = l2) + 0.5|l1 − l2|−1.5I(l1 6= l2).
(3.36)
The random generation of the diagonal elements made the column series {Xi1, · · · , Xip} under
Design (C) non-stationary. Similar designs have been considered in Cai, Liu and Xia (2013).
When evaluating the thresholding estimator, the normally distributed data were generated
for the covariance structure (A) in (3.35) with θ = 0.7−1 and 0.9−1, as well as a block diagonal
covariance (Design (D)):
Σp×p = diag(Σ
(1)
p/2×p/2,Σ
(2)
p/2×p/2) where Σ
(1) and Σ(1) follow
structure (A) with θ = 0.3−1 and 0.9−1, respectively.
(3.37)
To mimic the “large p, small n” paradigm, we chose n = 40, 60 and p = 40, 200, 400 and
1000, respectively. We considered the more conservative band width estimator in (3.19) that
has a wider span of search region. For the banding estimation, comparison has been made with
the cross-validation approach of Bickel and Levina (2008a,b). Similar to (3.30), the empirically
estimated Frobenius risk with respect to the band width k is
Rˆ(k) =
1
N
N∑
v=1
||Bk(Σˆv1)− Σˆv2||2F (3.38)
and the band width estimator is kˆBL = arg min
k
Rˆ(k). According to Bickel and Levina (2008b),
we chose n1 = n(1 − 1/ log n) and the number of random splits N = 50. We choose B = 2.5
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in (??), (3.32) and (3.33) in the algorithm for the threshold levels. All the simulation results
reported in this section were based on 500 replications.
Tables 3.1, 3.2 and 3.3 report the averages and the standard deviations of the proposed band
width estimators for both the banding and the tapering estimation, and those of Bickel and
Levina (2008a) (BL)’s CV band width estimator, under both the Gaussian and the standardized
t-distributed (degree of freedom 10) innovations with the covariance designs (A), (B) and (C)
specified in (3.35) and (3.36). The tables also provide the underlying band widths kB and kT ,
respectively.
It is observed from Tables 3.1 and 3.2 that the proposed band width had smaller bias
and standard deviation than those of the Bickel and Levina’s CV estimators for almost all
the cases in the simulations. The bias and standard deviation of the proposed band width
selector were consistently less than 0.5 for larger p, which may be viewed as confirmatory to
the finding in Theorem 3.2 that the underlying band widths are within O1 = [kˆB − 1, kˆB + 1]
with overwhelming probability. It is also observed that as p was increased, both the bias
and the standard deviation of the proposed band width estimator were reduced. This was not
necessarily the case for the CV band width selector, most likely caused by inconsistency sample
covariance estimator in the procedure.
Comparing the results of the band widths for the banding and the tapering estimators in
Table 3.1 and 3.3 under Design (A), we found that the underlying kB and kT (which were the
same as k˜B and k˜T , respectively) were more responsive to the increase of the sample size n
than to the increase of the dimension p. This may be understood by the fact that the penalty
term (np)−1
∑
|l1−l2|≤k
σl1l1σl2l2 in the objective function decreases as n is increased. Although
there is a division of p in the penalty term, it is absorbed as part of the averaging process. As
a result, the underlying band widths were not sensitive to p upon given a particular covariance
design. It was then not that surprising to see a slight increase in the variability of the band
width estimates with respect to the increase of n.
It is noted from Tables 3.1 to 3.3 that the underlying band widths in all the cases satisfied
kT ≤ kB ≤ 2kT , where 2kT was the effective band width of the tapering estimator. This
ordering may be understood by the fact that the weight of the soft thresholding tapering
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estimator starts to decline from 1 at band width k to 0 at band width 2k. Under both the
standardized normal and t-distributed (degree of freedom 10) innovations, it was found that
kB = k˜B and kT = k˜T for all the (p, n) combinations under the covariance Designs (A)-(C). This
was not necessarily the case for more skewed data, for instance the standardized Gamma(0.1, 1)
innovation (which was experimented as part of simulation for Figure 3.3), where kB = k˜B − 1
under the covariance Design (A) with θ = 0.7−1, Designs (B) and (C) for n = 40.
Table 3.4 reports the average and the standard deviations of the selected threshold levels
by the proposed iterative approach and Bickel and Levina (2008b)’s CV method. It shows that
the selected threshold level from the first iteration were already better than those of the CV
method for having smaller bias and being less variable. The second iteration improved those
of the first significantly, and the improvement continued as the iteration went. A convergence
was largely established within five iterations.
In addition to evaluate the performance of the band width estimation, we also computed
the estimation loss for the covariance matrix Σ with the estimated band widths, and Bickel and
Levina’s (BL) as well as Cai and Yuan (2012)’s (CY) adaptive blocking estimation. Let ΣˆkˆB
and ΣˆkˆT be the banding and the tapering estimators with the proposed band width selection,
respectively; and ΣˆkˆBL and ΣˆCY be the banding estimator with BL’s band width selection
and Cai and Yuan’s adaptive blocking estimation, respectively. For each of the covariance
estimators, say Σˆ, we gathered the spectral loss ||Σˆ−Σ||(2,2) and the Frobenius loss ||Σˆ−Σ||F .
Figure 3.1 displays the box plots of the estimation losses under Design (A) with θ = 0.7−1,
Design (B) with ξ = 0.5 and β = 1.5 and the Gaussian innovations. The estimation losses with
the standardized t-distributed (degree of freedom 10) innovation are displayed in Figure 3.2.
We observe from Figures 3.1 and 3.2 that under the spectral norm, the estimation losses of
ΣˆkˆBL encountered large variance under both the spectral and Frobenius norms, which was likely
caused by the large variation of the BL’s band width estimator shown in Tables 3.1 and 3.2.
The performance of the block thresholding estimator ΣˆCY was quite variable. It endured quite
large estimation errors in terms of the Frobenius norm under all the cases considered. While
its relative performance was improved under the spectral norm, the errors were still larger
than those of the banding and tapering estimators with the proposed band width selection
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methods under the covariance Designs (A) and (B). Under the Frobenius norm, we observe
a significant advantage of the covariance estimation with the proposed band width selection
method. In particular, the losses of the banding and the tapering estimators with the proposed
band widths were substantially less than those of ΣˆCY and ΣˆkˆBL . Although ΣˆkˆBL ’s median
loss was less than that of ΣˆCY in most cases, it was much more variable. In contrast, the
banding and the tapering estimation with the proposed band widths had the smallest medians
and variation. We also observe that the estimation loss of the tapering estimator was smaller
than that of the banding estimator under Design (A). This is due to that the h(k) function
decays gradually as the band width k was increased. Therefore, the tapering estimator fits
these covariance structures better than the banding estimator. However, under Design (B), the
advantage of the tapering estimator over the banding estimator was much reduced.
The relative performance of the proposed band width selection for the tapering estimator to
that of the SURE of Yi and Zou (2013) is displayed in Figure 3.3. The figure plots the differences
in the absolute bias and the standard deviation between the SURE and the proposed band width
selection under covariance Design (A) with θ = 0.7−1. The comparison was made under the
Gaussian innovation (∆ = 0), and the standardized Gamma innovations with ∆ = 6, 12, 20
and 60. We recall that ∆ measures the excessive kurtosis over that of the Gaussian. We
observed that the performance of SURE and the proposed were largely comparable for smaller
∆ and larger n (n = 60). As ∆ got larger so that the data deviate more from the Gaussian,
the performance of SURE was adversely affected. The standard deviation and the bias of the
proposed banding estimates were largely stable with respect to the changing ∆. It is noted
that SURE is proposed under Gaussianity whereas the proposed banding estimation is largely
nonparametric.
3.8 Empirical Study
In this section, we reported an empirical study on a sonar spectrum data set by conduct-
ing the banding and tapering covariance estimation with the proposed band width selection
methods. Gorman and Sejnowski (1988a and 1988b) and Yi and Zou (2013) had analyzed the
same data, which are publicly available at the University of California Irvine Machine Learn-
60
ing Repository. The data set collects the so-called sonar returns which are the amplitudes
of bouncing signals off an object, essentially the return signal strength over time. The sonar
returns were collected from bouncing signals off a metal cylinder and a cylindrically shaped
rock, respectively positioned on a sandy ocean floor. The data set contains 208 returns, 111
of them from the metal cylinder and 97 from the rock. A data preprocessing based on the
Fourier transform was applied to obtain the spectral envelope for each sonar return, and each
spectral envelope composed of 60 numerical readings in the range 0.0 to 1.0, with each reading
representing the energy within a particular frequency band. Hence, the data dimension p = 60,
and there were two samples of sizes 111 and 97 respectively.
Gorman and Sejnowski (1988) analyzed the data set by the neural network, aiming to
classify sonar targets to two groups. Yi and Zou (2013) found that there was a quite obvious
decay among entries of the sample covariance along the off-diagonals. They estimated the
covariance matrices for the metal and the rock groups by their SURE-tuned tapering estimation
method. Their analysis suggested the effective band width of the tapering estimator to be 34
for the rock group.
We consider estimating the covariance matrices by the banding and tapering estimators
with the proposed band width selection. The estimated h(k) for the rock and metal groups
are displayed in the upper panel of Figure 3.4, from which we see that h(k) decays rapidly
as the band width k increases, indicating potential bandable structure of the covariance. The
estimated Frobenius loss Mˆn(k) and Nˆn(k) for both groups are displayed in the two lower
panels of Figure 3.4 for both the banding and tapering estimators, respectively. These graphs
showed that the band widths which minimize the Frobenius losses of the banding estimation
were 26 and 37 for the rock group and metal group, respectively. The estimated band widths
for the tapering estimation were 17 and 25, and hence the effective band widths were 34 and 50
for the two groups, respectively. This respected the ordering that kB is between kT and 2kT ,
which we have observed in the simulation study.
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3.9 Discussion
Cai and Yuan (CY) (2012) proposed an adaptive covariance estimator through a block
thresholding approach for the normally distributed data with the covariance matrix class
U1(α,C). They showed that such adaptive estimator can achieve the minimax convergence
rate under the spectral norm. The approach of Cai and Yuan (2012) is “data-driven” up to
the initial block size k0 and a thresholding parameter λ, which were set to be blog pc and 6,
respectively. The initial block size k0 functions similarly as the band width in the banding
and tapering estimation. While fixing the initial block size k0 attains simplicity, it may be less
responsive to the different underlying covariance structures.
The block thresholding estimator can attain the minimax rate of convergence, so can the
tapering estimator of Cai, Zhang and Zhou (2010). It is important and assuring to have
minimax properties. However, the minimax rate tends to be less sensitive when the matrix class
under consideration is large, for instance the U1(α,C) class. As shown in Section 3.3, the rates
of the underlying band width kB, which minimizes the Frobenius risk for the banding estimation
are quite responsive to the different forms of sparsity of Σ. Specifically, the exponential and
polynomial decays lead to different rates for kB. This responsive feature can produce less
estimation error. Our simulation study showed that the banding and the tapering estimators
with the proposed band widths outperformed the block thresholding estimator consistently
under the Frobenius norm for all three covariance designs used in the simulation, which was
also the case under the spectral norm for the two covariance designs with the exponential and
polynomial decays. For the third design of covariance (Design (C)), the performance of the
CY’s estimator was comparable to those of the banding and tapering estimators.
It can be shown that the banding estimation can also reach the minimax convergence rate
under the Frobenius norm at kB, the underlying banding width that minimizes the Frobenius
risk. Under the matrix class considered in Theorem 3.1, the difference between ObjB(kˆB) and
ObjB(kB) is negligible comparing to ObjB(kB), as revealed by Corollary 3.1. This leads to
the belief that the banding estimation with the estimated banding width kˆB should also attain
the minimax rate under the Frobenius norm for the matrix class G(ν, q0p). Confirming this
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theoretically would be an interesting future reserach topic, given the limited space available for
this poaper.
3.10 Technical Proofs
3.10.1 Derivation of (3.11)
In this section, we derive the Frobenius risk for the banding estimation. Without loss of
generality, we assume µ = 0.
The first term on the right hand side of (3.9) can be decomposed as
∑
|l1−l2|≤k
(σˆl1l2 − σl1l2)2 = A1 +A3 − 2A2, (3.39)
where
A1 =
∑
|l1−l2|≤k
(
1
n
n∑
i=1
Xil1Xil2 − σl1l2
)2
, A2 =
∑
|l1−l2|≤k
(
1
n
n∑
i=1
Xil1Xil2 − σl1l2
)
X¯l1X¯l2 ,
A3 =
∑
|l1−l2|≤k
(X¯l1X¯l2)
2.
Note that
A1 =
1
n2
∑
|l1−l2|≤k
∑
i,j
Xil1Xil2Xjl1Xjl2 −
2
n
∑
|l1−l2|≤k
∑
i
Xil1Xil2σl1l2 +
∑
|l1−l2|≤k
σ2l1l2 .
Let fl1l2 =
∑
h Γ
2
l1h
Γ2l2h. For the first term on the right side of the above equation, from
Assumption 2, we have
E
∑
|l1−l2|≤k
∑
i,j
Xil1Xil2Xjl1Xjl2
=
∑
|l1−l2|≤k
{
∗∑
i,j
E(Xil1Xil2)E(Xjl1Xjl2) +
∑
i
E(X2il1X
2
il2)}
=
∑
|l1−l2|≤k
{n(n+ 1)σ2l1l2 + ∆nfl1l1l2l2 + nσl1l1σl2l2}.
Note that En−1
(∑
iXil1Xil2
)
= σl1l2 . By combining the three parts together,
E(A1) = n
−1 ∑
|l1−l2|≤k
(σ2l1l2 + σl1l1σl2l2 + ∆fl1l2).
63
For the second term A2, note that
A2 =
∑
|l1−l2|≤k
{
n−3
∑
i,j,m
Xil1Xil2Xjl1Xml2 − n−2
∑
j,m
Xjl1Xml2σl1l2
}
.
The expectation of the first term on the right side of the equation equals to zero whenever
j 6= m. Hence, the expectation of this term equals to E∑i,j Xil1Xil2Xjl1Xjl2 , which has
been established above. Also note that the expectation of the second term equals to n−1σ2l1l2 .
Combine both the terms together, we have the expression for E(A2) as below. The result for
A3 can be derived similarly. To sum up, we have
E(A1) = n
−1 ∑
|l1−l2|≤k
(σ2l1l2 + σl1l1σl2l2 + ∆fl1l2),
E(A2) = n
−2 ∑
|l1−l2|≤k
(σ2l1l2 + σl1l1σl2l2 + ∆fl1l2) and (3.40)
E(A3) = n
−2 ∑
|l1−l2|≤k
(2σ2l1l2 + σl1l1σl2l2 + ∆n
−1fl1l2).
Substituting these into (3.39), we have from (3.9) that
O˜bjB(k) =
1
np
∑
|l1−l2|≤k
(σ2l1l2 + σl1l1σl2l2 + ∆fl1l2) +
1
p
∑
|l1−l2|>k
σ2l1l2
− 1
n2p
∑
|l1−l2|≤k
{σl1l1σl2l2 + (2− n−1)∆fl1l2}
=
1
np
tr(Σ2) + (1− n−1)Mn(k) + ∆
np
(1− n−1)2
∑
|l1−l2|≤k
fl1l2 ,
(3.41)
which leads to (3.11) with Mn(k) being defined in (3.12). 
3.10.2 Proofs for Results in Section 3.3
Proof of Lemma 3.1. The first claim is a direct implication of part (i) of G(ν, q0p), the
definition of h(k) and (3.12).
Since for any Σ ∈ G(ν, q0p), λmax(Σ) < ν < ∞. Let A = Γ′Γ = (Al1l2)m×m, then it follows
that
p−1∑
q=0
∑
|l1−l2|=q
fl1l2 =
∑
l1,l2
fl1l2 =
∑
h
A2hh ≤ tr(Σ2) ≤ λ2max(Σ)p ≤ ν2p.
Therefore, for the summation of q over any J ⊂ {0, · · · , p− 1}, we have∑
q∈J
|∆|R(q) ≤ |∆|λ2max(Σ)/n ≤ |∆|ν2/n, (3.42)
64
which implies the second statement. 
Define first order differences of ObjB(q) as:
DiffB(k) := ObjB(k)−ObjB(k − 1) = DM (k) + ∆R(k), (3.43)
where R(k) = (np)−1(1− n−1)∑|l1−l2|=k fl1l2 and
DM (k) = Mn(k)−Mn(k − 1) = p−1
∑
|l−j|=k
{n−1σllσjj − h(k)}. (3.44)
In the following, we prove a more detailed version of Lemma 3.2, which implies that Mn(k)
decrease sharply for k < ka,n and increases sharply for k > kb,n.
Lemma 3.2A. Under Assumptions 1 and 2 and for Σ ∈ G(ν, q0p), for any constant c ∈ (0, 1)
and sufficiently large n,
(i) there exist positive constants C˜1 and C˜2 such that DM (k) < −C˜1/n for k < ka,n and
DM (k) > C˜2/n for kb,n < k < cp;
(ii) k˜B ∈ [ka,n, kb,n] where ka,n ≥ q0p and kb,n = o(n);
(iii) kB ∈ [ka,n − L, kb,n + L] where L = b2|∆|ν4c+ 1.
Proof. Note that for any Σ ∈ G(ν, q0p) and any q,
2(p− q)p−1{σ2(1)/n− h(q)} ≤ DM (q) ≤ 2(p− q)p−1{σ2(p)/n− h(q)}. (3.45)
From (iii) of (3.4), an−1 − h(q) < 0 for q ≤ q0p and n large, which implies that ka,n ≥ q0p for n
large. For any ε > 0, note that, h(q) = o(1/n) for q > εn and n large. Hence, b/n− h(q) > 0
for any q > εn, which leads to kb,n < εn. Therefore, ka,n ≤ kb,n = o(n).
For the first claim, from (3.45), we have
DM (q) ≤ −2(p− q)p−1σ2(p)n−1 ≤ −ν−2n−1 (3.46)
for any q ≤ ka,n, and
DM (q) ≥ 2(1− q/p){σ2(1)/n− h(q)} ≥ (1− q/p)σ2(1)/n > (1− c)ν−2n−1 (3.47)
for any kb,n < q < cp.
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Since DM (k) changes sign at k˜B from negative to positive and DM (k) > 0 for any q > kb,n,
the first claim indicates k˜B ∈ [ka,n, kb,n]. For k > kb,n +L, we have from (3.42) and (3.47) that
ObjB(k)−ObjB(kb,n) ≥ Lν−2/(2n)− |∆|ν2/n > 0.
It follows that kB ≤ kb,n + L. Similarly, it can be shown kB ≥ ka,n − L. Therefore, we have
kB ∈ [ka,n − L, kb,n + L] for a positive constant L. 
Proof of Lemma 3.3. We first prove that (3.15) is equivalent to the statement that for any
small δ > 0 and n large enough,
inf
k:|k−k˜B |>δk˜B
nk˜−1B
{
ObjB(k)−ObjB(k˜B)
}
> C. (3.48)
Note that for any k > k˜B, from (3.43),
nk˜−1B {ObjB(k)−ObjB(k˜B)} = nk˜−1B {Mn(k)−Mn(k˜B)}+ nk˜−1B
k∑
q=k˜B+1
∆R(q).
From (ii) of Lemma 3.1, for a positive constant C˜, we have
∣∣nk˜−1B ∑kq=k˜B+1 ∆R(q)∣∣ ≤ C˜/k˜B,
which converge to 0 since k˜B → ∞ as n → ∞. Therefore, if (3.15) is satisfied, then for any
k such that k − k˜B > δk˜B, nk˜−1B {ObjB(k) − ObjB(k˜B)} > C/2 for n large. The case for
k − k˜B < δk˜B can be proved similarly. Similarly, it can be shown that (3.48) leads to (3.15).
Once (3.48) is satisfied, it directly implicates k˜B/kB → 1. 
Rate of kB under exponential decay sub-class. Suppose h(q) = C(q)θ
−q for θ > 1 and
{C(q)}p−1q=0 ∈ [C1, C2]. Consider two equations:
a/n = C1θ
−k and b/n = C2θ−k
which represent interceptions of two horizontal lines at a/n and b/n to the lower and upper
bound functions of h(k), respectively. The solutions for k are, respectively,
sa,n = (log n− log a+ logC1)/ log θ and sb,n = (log n− log b+ logC2)/ log θ.
Note that for q ≤ sa,n, a/n − h(q) ≤ a/n − C1θ−q ≤ a/n − C1θ−sa,n = 0. So, we have
ka,n ≥ sa,n. Similarly, for q ≥ sb,n, b/n − h(q) ≥ b/n − C2θ−sb,n = 0, which implies that
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kb,n < sb,n. Therefore,
k˜B, kB ∼ log(n)/ log(θ) and (3.49)
kb,n − ka,n
ka,n
≤ sb,n − sa,n
sa,n
=
log{(aC2)/(bC1)}
log n− log a+ logC1 → 0. (3.50)
Also, note that
h(k) ≤ C2θ−k ≤ C2θ−sa,n = aC2/(C1n) (3.51)
for any k ∈ [ka,n, kb,n]. And, for any constant r1 ≥ 1,∑
q>k1,n
h(q) ≤
∑
q>sa,n/r1
C2θ
−q ≤ Cθ−
logn
r1 log θ = Cn−1/r1 , (3.52)
where k1,n = ka,n/r1. 
Rate of kB under polynomial decay sub-class. Suppose h(q) = C(q)q
−β for β > 1 and
{C(q)}p−1q=0 ∈ [C1, C2]. Similar to the exponential decay sub-class, consider the equations: a/n =
C1q
−β and b/n = C2q−β. And, their solutions are sa,n = (C1n/a)1/β and sb,n = (C2n/b)1/β,
respectively. Therefore, we have
k˜B, kB ∼ n1/β and (kb,n − ka,n)/ka,n ≤ C˜ (3.53)
for a positive constant C˜, and
∑
q>k1,n
h(q) ≤
∑
q>sa,n/r1
C2q
−β ≤ C2
{
(C1n/a)
1/βr−11
}1−β
= Cn(1−β)/β, (3.54)
for any constant r1 ≥ 1. 
3.10.3 Proof of Theorem 3.1
To prove Theorem 3.1, first, we intend to calculate the variance of (p− q)hˆ(q) and gˆ(q). To
this end, we introduce some notations. For q = 0, · · · , p− 1, define
F1,q =
1
P 2n
p−q∑
l=1
∗∑
i,j
(XilXi l+q)(XjlXj l+q),
F2,q =
1
P 3n
p−q∑
l=1
∗∑
i,j,k
XilXk l+q(XjlXj l+q),
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F3,q = G3,q =
1
P 4n
p−q∑
l=1
∗∑
i,j,k,m
XilXj l+qXklXml+q,
G1,q =
1
P 2n
p−q∑
l=1
∗∑
i,j
X2ilX
2
j l+q and
G2,q =
1
P 3n
p−q∑
l=1
∗∑
i,j,k
(
XilXklX
2
j l+q +Xi l+qXk l+qX
2
jl
)
.
Then, Wˆ (k) = 2p−1
∑p−1
q=k+1(F1,q−2F2,q+F3,q) and Vˆ (k) = p−1{G1,0−G2,0+G3,0+2
∑k
q=1(G1,q−
G2,q+G3,q)}. As both hˆ(q) and gˆ(q) are invariant with respect to the location shift, so is Mˆn(k).
Hence, without loss of generality, we can assume µ = E(X) = 0. The following lemma presents
the variances of Fi,q and Gi,q for i = 1, 2, 3, whose proof can be found in Appendix B.
Lemma 3.4. Under Assumptions 2, if λmax(Σ) ≤ C <∞, for any q = 0, · · · , p− 1,
(i) Var(F1,q) = O{ph(q)n−1 + pn−2}, Var(F2,q) = O{ph(q)n−2 + pn−3} and Var(F3,q) =
Var(G3,q) = O(pn
−4);
(ii) Var(G1,q) = O(pn
−1) and Var(G2,q) = O(pn−2).
Proof of Theorem 3.1. Let S0 = [k1,n, k2,n]. For any δ > 0 and every n, define S1 = {k :
|k − k˜B| ≥ δk˜B} ∩ S0. Then, if kˆB ∈ S1,n, we have supk∈S1{Mˆn(k˜B) − Mˆn(k)} ≥ 0. It follows
that,
P (|kˆB − k˜B| ≥ δk˜B) = P (kˆB ∈ S1) ≤ P [ sup
k∈S1
{Mˆn(k˜B)− Mˆn(k)} ≥ 0].
For the term on the right side of the inequality, noting by (3.15), we have infk∈S1{Mn(k)−
Mn(k˜B)} ≥ Ck˜Bn−1. Hence,
P [ sup
k∈S1
{Mˆn(k˜B)− Mˆn(k)} ≥ 0]
≤P [ sup
k∈S1
{Mˆn(k˜B)− Mˆn(k) +Mn(k)−Mn(k˜B)} ≥ Ck˜Bn−1].
(3.55)
Note that E{Mˆn(k˜B)− Mˆn(k)} = Mn(k˜B)−Mn(k) and
Mˆn(k˜B)− Mˆn(k) = 2
np
3∑
i=1
k˜B∑
q=k+1
Gi,q − 2
p
3∑
i=1
k˜B∑
q=k+1
Fi,q for k < k˜B, and
Mˆn(k˜B)− Mˆn(k) = 2
p
3∑
i=1
k∑
q=k˜B+1
Fi,q − 2
np
3∑
i=1
k∑
q=k˜B+1
Gi,q for k > k˜B.
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By Lemma 3.4, it follows that
Var{Mˆn(k˜B)− Mˆn(k)} ≤C|k − k˜B|
∑
q∈[k˜B ,k]
{
(pn)−1h(q) + p−1n−2
}
=C{|k − k˜B|(pn)−1o(1) + (k − k˜B)2p−1n−2}.
Therefore, by Chebyshev’s inequality, the probability on the right side of (3.55) can be bounded
by a constant times
∑
k∈S1
(pn)−1{|k − k˜B|o(1) + (k − k˜B)2n−1}
k˜2Bn
−2 ≤ C
∑
k∈S1
{n(pk˜B)−1o(1) + p−1},
where the inequality above comes from the condition (kb,n − ka,n)/ka,n ≤ C. Note that |S1| ≤
C(kb,n − ka,n) for a positive constant C. It follows that,
P [ sup
k∈S1
{Mˆn(k˜B)− Mˆn(k)} ≥ 0]
≤ C(kb,n − ka,n){n(pk˜B)−1o(1) + p−1} = O{np−1o(1) + kb,np−1},
Since kb,n = o(n), the last term in the inequality above is the small order term of np
−1. Noting
that n = O(p) by Assumption 1, we have P (|kˆB − k˜B| ≥ δk˜B) = o(n/p) → 0 for any δ > 0,
which leads to the conclusion that kˆB/k˜B → 1, as n→∞. 
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Table 3.1: Average and standard deviation in parentheses of the proposed band width estimators
and Bickel and Levina’s CV estimators (BL) for the banding estimation under the covariance
Design (A) with θ−1 = 0.7 and θ−1 = 0.9 in (3.35) for the standardized normal and t-distributed
(degree of freedom 10) innovations.
Covariance (A) with θ−1 = 0.7
Normal t-distribution
n p True Proposed BL True Proposed BL
40 40 5 4.65(1.059) 4.40(1.616) 5 4.82(1.131) 4.69(1.906)
40 200 5 4.71(0.528) 5.06(2.206) 5 4.71(0.537) 5.09(2.315)
40 400 5 4.73(0.442) 5.43(2.516) 5 4.70(0.459) 5.32(2.812)
40 1000 5 4.87(0.332) 5.98(3.510) 5 4.86(0.348) 6.40(3.689)
60 40 5 5.35(1.169) 5.35(1.799) 5 5.34(1.075) 5.46(1.874)
60 200 5 5.26(0.483) 5.65(2.149) 5 5.29(0.482) 6.06(2.367)
60 400 5 5.16(0.372) 6.28(2.865) 5 5.17(0.373) 6.29(2.694)
60 1000 5 5.11(0.308) 6.93(3.695) 5 5.08(0.272) 7.16(3.524)
Covariance (A) with θ−1 = 0.9
40 40 17 17.45(6.329) 17.99(8.154) 17 17.65(6.711) 18.17(8.646)
40 200 17 17.23(2.614) 16.37(4.970) 17 17.27(2.798) 16.22(5.244)
40 400 17 17.12(1.738) 16.38(5.316) 17 17.11(1.938) 16.22(5.489)
40 1000 17 17.02(1.084) 17.84(7.044) 17 16.99(1.049) 17.82(7.257)
60 40 19 19.58(6.894) 22.24(11.38) 19 19.61(6.332) 23.79(10.50)
60 200 19 19.01(2.750) 17.69(4.537) 19 19.09(2.738) 19.18(5.595)
60 400 19 19.05(1.766) 18.89(5.294) 19 18.90(1.769) 18.90(6.969)
60 1000 19 19.00(1.063) 19.93(6.696) 19 18.98(1.167) 20.33(6.887)
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Table 3.2: Average and standard deviation in parentheses of the proposed band width estimators
and Bickel and Levina’s CV estimators (BL) for the banding estimation under the covariance
Design (B) and (C) with ξ = 0.5 and β = 1.5 in (3.35) for the standardized normal and
t-distributed (degree of freedom 10) innovations.
Covariance (B)
Normal t-distribution
n p True Proposed BL True Proposed BL
40 40 2 1.70(0.585) 1.81(0.948) 2 1.68(0.627) 1.99(1.112)
40 200 2 1.88(0.330) 2.38(1.497) 2 1.88(0.326) 2.47(1.477)
40 400 2 1.96(0.200) 2.81(1.914) 2 1.93(0.256) 3.09(2.095)
40 1000 2 2.00(0.063) 3.33(2.611) 2 1.99(0.082) 3.77(3.060)
60 40 2 2.08(0.511) 2.16(1.079) 2 2.12(0.485) 2.25(1.211)
60 200 2 2.01(0.099) 2.59(1.406) 2 2.01(0.082) 2.91(1.855)
60 400 2 2.00(0.045) 2.98(1.949) 2 2.00( 0 ) 3.08(2.011)
60 1000 2 2.00( 0 ) 3.81(2.769) 2 2.00( 0 ) 4.27(3.040)
Covariance (C)
40 40 2 1.74(0.842) 1.90(1.022) 2 1.80(0.852) 1.98(1.099)
40 200 2 1.76(0.462) 2.38(1.470) 2 1.75(0.461) 2.52(1.636)
40 400 2 1.85(0.369) 2.88(2.060) 2 1.87(0.339) 3.49(2.849)
40 1000 2 1.95(0.214) 3.23(2.360) 2 1.95(0.226) 3.81(3.034)
60 40 2 2.17(0.869) 2.23(1.185) 2 2.16(0.822) 2.38(1.288)
60 200 2 2.05(0.219) 2.74(1.570) 2 2.06(0.273) 2.79(1.689)
60 400 2 2.02(0.147) 3.02(1.874) 2 2.01(0.110) 3.36(2.099)
60 1000 2 2.00 ( 0 ) 3.79(2.666) 2 2.00(0.063) 3.92(2.899)
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Table 3.3: Average and standard deviation in parentheses of the proposed band width estimators
for the tapering estimation under the covariance Design (A) with θ−1 = 0.7 and θ−1 = 0.9,
(B) and (C) with ξ = 0.5 and β = 1.5 in (3.35) and (3.36) for the standardized normal and
t-distributed (degree of freedom 10) innovations.
Normal t-distribution Normal t-distribution
Covariance (A) with θ−1 = 0.7 Covariance (A) with θ−1 = 0.9
n p True Proposed True Proposed True Proposed True Proposed
40 40 3 3.42(0.741) 3 3.50(0.729) 11 10.97(3.251) 11 11.49(3.612)
40 200 3 3.40(0.490) 3 3.38(0.492) 11 11.47(1.691) 11 11.40(1.588)
40 400 3 3.36(0.479) 3 3.29(0.455) 11 11.47(1.205) 11 11.43(1.212)
40 1000 3 3.27(0.442) 3 3.26(0.441) 11 11.37(0.744) 11 11.34(0.766)
60 40 4 3.83(0.789) 4 3.84(0.726) 12 12.26(3.595) 12 12.24(3.118)
60 200 4 3.90(0.342) 4 3.91(0.330) 13 12.61(1.757) 13 12.58(1.420)
60 400 4 3.97(0.176) 4 3.97(0.180) 13 12.66(1.209) 13 12.62(1.157)
60 1000 4 4.00( 0 ) 4 4.00( 0 ) 13 12.70(0.738) 13 12.69(0.818)
Covariance (B) Covariance (C)
n p True Proposed True Proposed True Proposed True Proposed
40 40 2 1.60(0.549) 2 1.62(0.539) 2 1.64(0.677) 2 1.65(0.652)
40 200 2 1.81(0.391) 2 1.81(0.396) 2 1.69(0.463) 2 1.70(0.464)
40 400 2 1.91(0.281) 2 1.90(0.305) 2 1.80(0.400) 2 1.79(0.411)
40 1000 2 1.98(0.140) 2 1.98(0.151) 2 1.92(0.272) 2 1.92(0.278)
60 40 2 1.94(0.403) 2 1.95(0.328) 2 1.93(0.618) 2 1.94(0.629)
60 200 2 2.00( 0 ) 2 2.00( 0 ) 2 1.99(0.155) 2 1.99(0.147)
60 400 2 2.00( 0 ) 2 2.00( 0 ) 2 2.00(0.045) 2 2.00( 0 )
60 1000 2 2.00( 0 ) 2 2.00( 0 ) 2 2.00( 0 ) 2 2.00( 0 )
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Table 3.4: Empirical average and standard deviation in parentheses of the proposed threshold
estimators and Bickel and Levina (BL)’s under the covariance Design (A) in (3.35) and (D)
in (3.37) for the normal distributed data.
Covariance (A) with θ = 0.7−1
n p True BL 1st iteration 2nd iteration 5th iteration
40 40 0.64 0.92(0.177) 0.76(0.104) 0.70(0.090) 0.66(0.095)
40 200 0.86 1.28(0.078) 1.05(0.053) 0.98(0.049) 0.95(0.046)
40 400 0.89 1.38(0.061) 1.13(0.042) 1.06(0.039) 1.03(0.038)
40 1000 0.92 1.48(0.047) 1.21(0.033) 1.15(0.031) 1.13(0.030)
60 40 0.64 0.85(0.171) 0.72(0.120) 0.67(0.116) 0.64(0.121)
60 200 0.85 1.20(0.063) 1.00(0.041) 0.94(0.037) 0.92(0.036)
60 400 0.88 1.25(0.042) 1.05(0.031) 1.00(0.029) 0.98(0.028)
60 1000 0.91 1.31(0.031) 1.11(0.021) 1.06(0.019) 1.04(0.019)
Covariance (A) with θ = 0.9−1
40 40 0 0.09(0.133) 0.06(0.099) 0.04(0.082) 0.02(0.063)
40 200 0.56 0.79(0.098) 0.65(0.070) 0.60(0.064) 0.57(0.064)
40 400 0.65 0.95(0.074) 0.78(0.052) 0.72(0.046) 0.70(0.044)
40 1000 0.72 1.09(0.052) 0.90(0.040) 0.84(0.037) 0.82(0.036)
60 40 0 0.08(0.153) 0.05(0.113) 0.04(0.098) 0.03(0.084)
60 200 0.56 0.76(0.075) 0.64(0.053) 0.60(0.051) 0.58(0.052)
60 400 0.65 0.89(0.059) 0.74(0.040) 0.70(0.035) 0.68(0.034)
60 1000 0.72 1.00(0.037) 0.84(0.028) 0.80(0.026) 0.78(0.025)
Covariance (D)
40 40 0.58 0.76(0.241) 0.62(0.164) 0.58(0.144) 0.54(0.149)
40 200 0.73 1.07(0.082) 0.87(0.054) 0.81(0.050) 0.78(0.051)
40 400 0.78 1.17(0.063) 0.95(0.041) 0.90(0.038) 0.87(0.037)
40 1000 0.83 1.28(0.042) 1.05(0.030) 0.99(0.028) 0.97(0.027)
60 40 0.61 0.79(0.196) 0.67(0.125) 0.63(0.111) 0.61(0.108)
60 200 0.73 1.00(0.079) 0.84(0.049) 0.79(0.046) 0.77(0.047)
60 400 0.78 1.08(0.052) 0.91(0.034) 0.87(0.032) 0.85(0.031)
60 1000 0.82 1.17(0.034) 0.98(0.025) 0.94(0.023) 0.92(0.023)
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Figure 3.1: Box-plots of the Frobenius and Spectral loss of the banding estimator with the
proposed band width selector (PB) and Bickel and Levina’s selector (BL), the tapering estimator
with the proposed band width selector (PT) and Cai and Yuan’s adaptive blocking estimator
(CY) for covariance Deign (A) with θ = 0.7−1 and Design (B) with ξ = 0.5 and β = 1.5,
n = 40, p = 1000 and Gaussian data.
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Figure 3.2: Box-plots of the Frobenius and Spectral loss of the banding estimator with the pro-
posed band width selector (PB) and Bickel and Levina’s selector (BL), the tapering estimator
with the proposed band width selector (PT) and Cai and Yuan’s adaptive blocking estimator
(CY) for covariance Deign (A) with θ = 0.9−1 and Design (C), n = 60, p = 1000 and stan-
dardized t-distributed (degree of freedom 10) innovation.
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Figure 3.3: Differences in the absolute bias and standard deviation of SURE and the proposed
band width estimator (SURE minus Proposed) for the tapering estimation under covariance
(A) with θ = 0.7−1 and N(0, 1) (∆ = 0), standardized Gamma distributed innovation with
∆ = 6, 12, 20, 60.
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Figure 3.4: Estimated h(k) and estimated Frobenius loss of the banding and the tapering esti-
mators for the metal and the rock groups of the sonar spectrum data.
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CHAPTER 4. Thresholding Tests for Overall Treatment Effect for
High-dimensional Count Distribution
4.1 Introduction
Detection of sparse and faint signals is important in a number of areas of statistical appli-
cations such as bioinformatics, signal processing and astrophysics. The goal of signal detection
is to determine the existence of signals in means or regression coefficients from the noise in the
data. With the advance of modern technology, there are are more and more high-dimensional
count data in scientific studies, for example, RNA-seq data and social network data. Suppose
we have a vector of response variables with count distributions, each of which is related to
some fixed dimensional explanatory variables (treatments). We intend to detect the signals
in some treatment effects or some combinations of treatment effects for all the response vari-
ables. Statistical inferences for the data with sparse and faint signals are also considered in
the areas of high-dimensional linear regression, classification and clustering. See, for example,
Arias-Castro, Cande`s and Plan (2011), Ji and Jin (2012) and Fan, Jin and Yao (2013).
A motivating example of this work is RNA-seq data. RNA-sequencing (known as RNA-
seq) is the method of using Next Generation Sequencing (NGS) technology to measure the
expression of several genomic features, such as gene expression and allele specific expression. It
provides the information about transcript sequence and transcript abundance simultaneously
for each of many thousands of genes. When there are two or more treatments, we are interested
in detecting the differentially expressed genes based on the RNA-seq data. Namely, we would
like to test whether any of the genes are differentially expressed under different experimental
conditions.
Unlike the continuous signals produced by microarrays, RNA-seq data are summarized for
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statistical analysis into counts. The statistical methods constructed to detect differentially
expressed genes for microarray data are not directly applicable to RNA-seq data. Generalized
linear models (GLMs) and their extensions are often used to model such data. Bullard et al.
(2010) proposed a Poisson model for the expression level of each gene. The tests of differential
expression for each gene were constructed by the likelihood ratio statistics and the z-statistics
of the maximum likelihood estimates based on such a model. Since the variation of the gene
expression data is typically greater than that modeled by the Poisson distribution, Srivastava
and Chen (2010) proposed a generalized Poisson distribution to account for the over-dispersion.
The Negative Binomial distribution is commonly used to model RNA-seq data, which capture
the quadratic mean-variance relationship. See, for example, Robinson and Smyth (2007, 2008)
and Anders and Huber (2010). A quasi-likelihood method was discussed in Lund et al. (2012).
Generalized Linear Mixed Models (GLMMs) are used to accommodate the complex experiment
design. For all the methods mentioned above, p-values of differential expression for each gene
are obtained, and the multiple testing procedure is applied to control the false discovery rate.
The detection of rare and faint signals for means was considered by Donoho and Jin (2004),
which demonstrated that multiple testing procedures suffer power loss for the rare and faint
alternatives. This pioneering work showed that the Higher Criticism (HC) test can attain the
optimal detection boundary which was established by Ingster (1997) for uncorrelated Gaussian
random vectors with known variances. The optimal detection boundary is a phase-diagram of
the sparseness and faintness parameters under the alternative hypothesis. If the two parameters
are above the boundary, there exists a test whose type I error and type II error both diminish
to zero asymptotically; if the two parameters are below the boundary, no such test exists. The
detection problem of means was further considered by Delaigle, Hall and Jin (2011) for the
HC test based on t-statistics, and Hall and Jin (2008, 2010) for the HC test under column-
wise dependence. Zhong, Chen and Xu (2014) proposed a test for the mean based on an L2
thresholding statistic that was shown to be more powerful than the HC test.
In this paper, we consider the problem of detecting sparse and faint signals under a more
general framework. We first build generalized linear models (GLMs) for each response variable,
which include the popular negative binomial regression as a special case. The goal is to detect
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the signals in the regression coefficients of the GLMs, which amounts to testing whether some
linear combinations of the regression parameters are equal to zero for all the response variables.
This framework includes testing for means as a special case. We focus on the alternative
hypothesis with rare and faint signals, which is the most challenging situation for developing
consistent test procedures. In the words of the RNA-seq data, we intend to detect differentially
expressed genes under the alternative that few genes are differentially expressed and strength
of differential expression is faint.
We consider the high-dimensional paradigm that the number of the response variables
could be a lot larger than the number of the replications. Due to the high dimensionality,
regularization methods are needed to detect rare and faint signals. Thresholding methods
offer one approach to regularization. For each response variable, the maximum likelihood
estimators (MLEs) of the regression coefficients are obtained. A threshold is applied on the
Euclidean norm of the estimated regression coefficients of that variable. The thresholding
test statistic is constructed as the summation of the thresholded MLEs over all the response
variables, in the sense that we keep the large estimates and regularize the small ones to zero.
The Crame´r type moderate deviation with the exact error rate for the MLE is derived, based
on which the asymptotic distribution of the thresholding test statistic is obtained. We also
discuss the properties of a multi-threshold test statistic that is constructed by maximizing the
standardized thresholding statistics over a set of thresholds. Extensions to the generalized
linear mixed models (GLMMs) are made, where Gaussian quadrature and data cloning are
used to approximate the MLE under such models. Numerical simulations and an analysis of
maize RNA-seq data are conducted to confirm and demonstrate the proposed tests.
The chapter is organized as follows. The commonly used models for count data are intro-
duced in Section 4.2. Section 4.3 provides the formulation of the single threshold test and its
asymptotical properties, which is applicable to all the models discussed in Section 4.2. The
multi-threshold test is proposed in Section 4.4, where the powers of both the single and multiple
threshold tests are investigated. Section 4.5 provides an extension to generalized linear mixed
models. Simulation results and an analysis of maize RNA-seq data are presented in Sections
4.6 and 4.7, respectively. Technical proofs are provided in Section 4.8.
80
4.2 Models for Count Data
Suppose p response variables are measured for n experimental units under m treatments.
Let yij be the value of the jth response variable of the ith experimental unit for i = 1, · · · , n and
j = 1, · · · , p. For RNA-seq data, yij denotes the gene expression level that takes non-negative
integer values. To model count data, we first consider generalized linear models (GLMs).
Suppose the distribution of yij is within the exponential dispersion family with the mean µij
and dispersion parameter φj .
Suppose the treatments are applied to experimental units such that the value of explanatory
variables are the same for all the response variables within each experimental unit. Let zi =
(zi,1, · · · , zi,m)′ be the vector of explanatory variable values for the ith experimental unit, and let
βj = (βj,1, · · · , βj,m)′ be the corresponding vector of parameters for the jth response variable.
The relation between the mean µij and βj is modeled as g(µij) = ηij = z
′
iβj with the link
function g(·). Two specific models within the exponential dispersion family are discussed in
the following.
Poisson Regression. Poisson distributions are commonly used to model count data. For
the log link, the dependence of µij = E(yij) on the covariate vector zi is assumed to be
log(µij) = αij = z
′
iβj .
Note that under the Poisson model, the dispersion parameter is a constant where φj = 1 for
any jth response variable. For RNA-seq data, if library size Ni (e.g., the total number of reads
for the ith experimental unit Ni =
∑p
j=1 yij) is considered as an offset in the model, then
zi = (log(Ni), zi,1, · · · , zi,m)′ and βj = (1, βj,1, · · · , βj,m)′.
Binomial Regression. For allele-specific expression data, Binomial regression could be
used if the proportion of the allele-specific expression level to the total expression level is
under interest. Suppose yij follows the Binomial distribution with parameters nij and pij for
i = 1, · · · , n and j = 1, · · · , p, where pij = E(yij/nij) is the success probability. Then, yij/nij
belongs to the exponential dispersion family with dispersion parameter n−1ij . For the logistic
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link, the relationship between the expected proportion and the covariates is given as
pij = exp(z
′
iβj)/{exp(z′iβj) + 1}.
Over-dispersion phenomenon is often observed in real problem such as RNA-seq data, where
the variance of the expression level can be much larger than its mean. The Poisson distribution
implies the mean of response is equal to its variance, which is not a proper model for the
over-dispersed data. The Negative-Binomial regression provides a way to solve such a problem,
where the variance increases quadratically as the mean increases.
Negative-Binomial Regression. Under the Negative-Binomial distribution, the proba-
bility density function of yij is
f(yij , µij , φj) =
Γ(yij + φj)
Γ(yij + 1)Γ(φj)
(
φj
µij + φj
)φj( µij
µij + φj
)yij
where Γ(·) stands for the Gamma function. The distribution with known dispersion parameter
φj is within the natural exponential family. In our study, φj is unknown and it may change
from one response variable to another. The mean and variance of yij satisfy the relationship
E(yij) = µij and Var(yij) = µij + µ
2
ij/φj .
Similar to the Poisson regression, we consider the log link µij = exp(z
′
iβj). The reasoning of
using Negative-Binomial distribution can be also revealed by the following hierarchical model.
Let wij be the true but unobserved level of the jth response variable in the ith observation that
varies among replicates. Suppose that due to the measurement error, given wij , yij follow the
Poisson distribution with mean wij . The assumption of negative binomial variation for yij is
equivalent to assuming that the true but unobserved variable wij follow a gamma distribution
across observations.
Quasi-Poisson model. The Quasi-Poisson model is an alternative way to address the
over-dispersed data, where an additional parameter is used to model the variance of such data.
Under such a model, the distribution of yij is not specified. We only have the mean and variance
functions as
g(µij) = z
′
iβj and Var(yij) = φjµij ,
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where g(·) is the log link function and φj is the over-dispersion parameter. The parameters in
such a model can be estimated by the Quasi-likelihood method.
Group Effect Mixed Model. Generalized Linear Mixed models (GLMMs) are commonly
used to accommodate more complex experiment designs in analyzing count data. Suppose that
there are n = u× v samples from u groups with v samples in each group. The group effects are
usually modeled as random. For the jth response variable, denote yijk to be the value of the
kth observation in the ith group, where i = 1, · · · , u, k = 1, · · · , v and j = 1, · · · , p. Let zik
be the corresponding explanatory variables, and αi be the effect of the ith group. For a link
function g(·), the relationship between the mean response µijk = E(yijk) and the covariates is
modeled as
g(µijk) = z
′
ikβj + αi for αi
i.i.d.v N(0, σ2), (4.1)
where α = (α1, · · · , αu)′ and βj = (βj1, · · · , βjm)′ are vectors of random effects and fixed
treatment effects, respectively. The inference for the GLMMs will be elaborated in Section 4.5.
4.3 Thresholding MLE
We consider the fixed design for the models discussed in the previous section. In general,
for the jth response variable of the ith observation, let fj(yij |zi; θj) be the conditional density
function of yij given zi, where θj = (β
′
j , φj)
′. Let
Iij(θj) = −E
{
∂2
∂βj∂β′j
fj(yij |zi; θj)
}
be the Fisher Information of βj for the ith observation. Let Ij(θj) =
∑n
i=1 Iij(θj)/n. We
want to study whether any of the response variables are differentially expressed under some
treatments or combination of treatments. Namely, we are interested in testing
H0 : Dβj = 0 for all j vs. Ha : not all the Dβj = 0, (4.2)
where Dd×m is a known matrix.
Specifically, we intend to detect the sparse and weak signals under the alternative. Let βj,0
be the value of βj under the null hypothesis. Under the alternative, βj comes from a binary
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super-population, which takes the value βj,0 with 1− probability, and βj,0+βa with probability
. This means only  proportion of the response variables are differentially expressed under the
alternative with signal strength βa. Namely,
H0 : βj = βj,0 such that Dβj,0 = 0 for all j vs.
Ha : βj ∼ (1− )νβj,0 + νβj,0+βa for all j,
(4.3)
where νβ stands for the point mass distribution on β, and βj,0 may be unknown. Define  = p
−κ
for 1/2 < κ < 1 and βa = r
√
2(log p)/n for an m-dimensional vector r ∈ (0, 1)m and Dr 6= 0.
Under such a setting, κ and r specify the sparsity and strength of the signal, respectively. Note
that → 0 as p→∞, and βa converge to 0 if (log p)/n→ 0 as n, p→∞. Similar settings have
been considered in Donoho and Jin (2004) and Hall and Jin (2010) when testing for the mean.
A special case of (4.3) is when only one component of βj is of interest, say βj,k for some
k = 1, · · · ,m. The corresponding hypothesis under consideration is
H0 : βj,k = 0 for all j vs. Ha: βj,k ∼ (1− )ν0 + νβa . (4.4)
Let θˆj = (βˆ
′
j , φˆj)
′ and θ0j = (β
0
j
′
, φ0j )
′ be the MLE and the true value of θj for the jth
response variable, respectively, where βˆj = (βˆj,1, · · · , βˆj,m)′. Note that the estimation of θ0j for
each response variable is a low dimensional problem, and the MLEs for each response variable
under the Generalized Linear Models can be readily obtained. Let Iˆj = Ij(θˆj) be the estimated
Fisher Information matrix. Since most of the response variables are not differentially expressed
under the sparse alternative (4.3), to construct a more effective test procedure, we apply the
thresholding on the estimated treatment effects for each response variable. Let | · | and ‖ · ‖
represent the Euclidean norm for vectors and the Frobenius norm for matrices, respectively.
Let I(·) be the indicator function. For a constant s ∈ (0, 1), define the thresholding test
statistic
Tn(s) =
p∑
j=1
n(Dβˆj)
′Vˆ −1j (Dβˆj)I
(|Vˆ −1/2j Dβˆj | >√(2s log p)/n), (4.5)
where Vˆj/n = DIˆ
−1
j D
′/n is the estimated asymptotic variance of Dβˆj . Such a thresholding
statistic sums only the large estimated signals and sets the small estimated signals to zero.
Doing so can remove non-signal components and make the test statistic less variable than the
sum of all estimated signals.
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The thresholding test statistics for the hypothesis (4.4) is
Tn,k(s) =
p∑
j=1
nIˆj,kβˆ
2
j,k I
(|Iˆ1/2j,k βˆj,k| ≥√(2s log p)/n),
where nIˆj,k is the estimated Fisher Information for βj,k. This is a special case of (4.5) with
D = e′k, where ek is the m-dimensional unit vector with the k-th element being 1 and the others
being 0.
Note that for the fixed covariates design, the responses {yij}ni=1 are not identically dis-
tributed. Their distributions depend on the covariates {zi}ni=1. To derive the mean and vari-
ance of Tn(s) in (4.5) under both H0 and Ha, the moderate deviation expansion (MDE) of the
maximal likelihood estimator for the non-identically distributed data needs to be established.
In the following, we present such results for the MLEs that are suitable to our case.
We make the following two assumptions for the probability density function fj(yij |zi; θ) for
i = 1, · · · , n and j = 1, · · · , p.
A1. There exist non-negative measurable functions Gj(yij , zi) and a positive constant δ0
such that for any θ1 ∈ Θ ⊆ Rm+1 and |θ1 − θ0j | < δ0,∥∥∥∥ ∂2∂θ∂θ′ log fj(yij |zi; θ1)− ∂2∂θ∂θ′ log fj(yij |zi; θ0j )
∥∥∥∥ ≤ Gij(yij)|θ1 − θ0j |,
and lim supn−1
∑n
i=1 EGij(yij) ≤ Gj <∞, for some positive number Gj .
A2. Moment generating function condition: there exists positive constant δ1 such that for
any h ∈ Rk and |h| ≤ δ1, E
[
exp{h′ ∂∂θ log fj(yij |zi; θ0j )}
]
<∞, and for |δ| ≤ δ1, E
[
exp{δGij(yij)}
]
<
∞ and E[ exp{δ‖ ∂2∂θ∂θ′ log fj(yij |zi; θ0j )‖}] <∞.
A1 is the Lipschitz condition, which is commonly assumed for the likelihood inference, see
Van der Varrt (2000). The existence of the moment generating function of ∂∂θ log fj(yij |zi; , θ0j )
around zero in A2 is a necessary condition for the Crame´r type moderate deviation results (see
Petrov, 1976, and Saulis and Statulevic˘ius, 1991). Let Iθ,j(θj) = −n−1
∑n
i=1 E
{
∂2
∂θj∂θ′j
fj(yij |zi; θj)
}
be the average Fisher Information of θj , and Iˆθ,j = Iθ,j(θˆj). Note that Ij(θj) and Iˆj are the
upper-left m × m blocks of Iθ,j(θj) and Iˆθ,j , respectively. Denote C to be a constant whose
value may change from occasion to occasion.
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Lemma 4.1. Suppose the Assumption A1 and A2 are satisfied for the jth response variable
of the ith observation, i = 1, · · · , n and j = 1, · · · , p. Then,
(i) for wn = o(n
1/6),
P
(|Iˆ1/2θ,j (θˆj − θ0j )| ≥ wn/√n) = P (|Nm+1| ≥ wn){1 +O(w3n/√n)},
where Nm+1 stands for the m+ 1 dimensional random vector with the standard normal distri-
bution N(0, Im+1);
(ii) for wn = O(
√
n), wn →∞ and some positive constant M ,
P
(|Iˆ1/2θ,j (θˆj − θ0j )| ≥ wn/√n) ≤ C exp(−w2n/M).
Lemma 4.1 provides the Crame´r type moderate deviation of the MLEs for independent
but not identically distributed data. The results of Lemma 4.1 also hold for i.i.d. data with
more concise conditions. For the i.i.d. case, Inglot and Kallenberg (2003) presented results
for the moderate deviation of an MLE θˆ under model mis-specification, where the amount of
mis-specification converges to 0 as n→∞. They showed that
lim
n→∞w
−2
n log
{
P
(√
n|I1/2θ (θˆ − θ0)| ≥ wn
)}
= −1/2,
where θ0 and Iθ are the true value and Fisher Information of θ, respectively. Such a result is
not enough for the analysis of the thresholding statistics Tn(s) in (4.5). Lemma 4.1 gives the
Crame´r type moderate deviation of the MLE θˆ with the estimated Fisher Information matrix.
The error rate w3n/
√
n presented in the first part of the lemma will play an important role in
the analysis of the thresholding test statistics. The following lemma extends Lemma 4.1 to the
transformed MLE.
Lemma 4.2. Under the conditions of Lemma 4.1, for any d ×m constant matrix D with
rank d, the MLE θˆj = (βˆ
′
j , φˆj)
′ and the true value θ0j = (β
0
j
′
, φ0j )
′, we have
P
(|Vˆ −1/2j D(βˆj − β0j )| ≥ wn/√n) = P (|Nd| ≥ wn){1 +O(w3n/√n)}
for wn = o(n
1/6) and Vˆj = DIˆ
−1
j D
′. And, for some positive constant M ,
P
(|Vˆ −1/2j D(βˆj − β0j )| ≥ wn/√n) ≤ C exp(−w2n/M)
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for wn = O(
√
n) and wn →∞.
Let Yi = (yi1, · · · , yip)′ for i = 1, · · · , n, and Fba(Yi) = σ{Yij : a ≤ j ≤ b} be the σ-field
generated by Yi for −∞ ≤ a ≤ b ≤ ∞. Define the ρ-mixing coefficients of the sequence {Yij}pj=1
ρi(k) = sup
m∈Z
ρ{Fm−∞(Yi),F∞m+k(Yi)},
where for two σ-algebras A and B
ρ(A,B) = sup{|Corr(f, g)| for f ∈ L2(A), g ∈ L2(B)}.
In the above, Corr(·, ·) denotes the correlation operator, and L2(A) is class containing all the
square integrable functions on A. Based on the ρ-mixing coefficients, the following assumption
prescribes the dependence between response variables.
A3. The observed responses Yi = {yij}pj=1 is a ρ-mixing sequence, and the ρ-mixing coeffi-
cients satisfy ρi(k) ≤ Cαk for a constant α ∈ (0, 1) and i = 1, · · · , n.
Assumption A3 is for deriving the variance of Tn(s). It has no implication on Lemmas 4.1
and 4.2. Note that the thresholding statistics Tn(s) (4.5) involves summation over p response
variables. Essentially, we only require the condition A3 holds for some ordering of response
variables, but we do not necessarily know such an ordering. Based on Lemmas 1 and 2, we
have the following proposition giving the mean and variance of Tn(s). Let λn(s) = 2s log p and
χ2d be a Chi-square random variable with d degrees of freedom.
Proposition 4.1. Under H0, the conditions A1 and A2 and log p = o(n
1/3), for any
s ∈ (0, 1),
E{Tn(s)|H0} = pE
{
χ2d I(χ
2
d ≥ λ(s))
}{1 +O(λn(s)3/2/√n)}.
In addition, if A3 is satisfied,
Var{Tn(s)|H0} = pVar
{
χ2d I(χ
2
d ≥ λ(s))
}{1 +O(λn(s)3/2/√n)}.
Denote F¯d(·) and fd(·) to be the survival and the density functions of χ2d, respectively. It
can be shown that
E
{
χ2d I(χ
2
d ≥ λ(s))
}
= dF¯d+2(λ(s)),
Var
{
χ2d I(χ
2
d ≥ λ(s))
}
= d(d+ 2)F¯d+4(λ(s))− d2F¯ 2d+2(λ(s)).
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For the univariate case (d = 1), the above results are in the forms of
E
{
χ21 I(χ
2
1 ≥ λ(s))
}
= 2
{√
λn(s)φ(
√
λn(s)) + Φ¯(
√
λn(s))
}
,
Var
{
χ21 I(χ
2
1 ≥ λ(s))
}
=
{
2(λn(s)
3/2 + 3λn(s)
1/2)φ(
√
λn(s))
+6Φ¯(
√
λn(s))
}
(1 + o(1)).
Given the results of Proposition 4.1, the limiting distribution of Tn(s) is established by the
central limiting theorem as follows.
Theorem 4.1. Under H0 and the conditions A1, A2 and A3, for any s ∈ (0, 1),
Tn(s)− E{Tn(s)|H0}√
Var{Tn(s)|H0}
d→ N(0, 1) as n, p→∞. (4.6)
In order to construct a test procedure based on Theorem 4.1, we need to estimate E{Tn(s)|H0}
and Var{Tn(s)|H0}. Define
µ0(s) = pdF¯d+2(λ(s)) and σ
2
0(s) = pd(d+ 2)F¯d+4(λ(s))− pd2F¯ 2d+2(λ(s)),
which are the leading order mean and variance, and are known upon given s. From Proposition
4.1, we have Var{Tn(s)|H0} = σ20(s){1 + o(1)}. Suppose µˆ(s) is an estimator of E{Tn(s)|H0}.
Note that
Tn(s)− µˆ(s)
σ0(s)
=
Tn(s)− E{Tn(s)|H0}√
Var{Tn(s)|H0}
{1 + o(1)}+ E{Tn(s)|H0} − µˆ(s)
σ0(s)
.
To make {Tn(s) − µˆ(s)}/σ0(s) converge to the standard normal distribution, by the Slusky
Theorem, it is needed that
E{Tn(s)|H0} − µˆ(s)
σ0(s)
= o(1). (4.7)
Naturally, we could take µˆ(s) as µ0(s). By Proposition 4.1, we have E{Tn(s)|H0} =
µ0(s){1 + O(λn(s)3/2/
√
n)}. Since exp(−λn(s)/2) = p−s, the leading order terms of µ0(s)
and σ0(s) are Lpp
1−s and Lpp(1−s)/2 for s ∈ (0, 1), respectively, where Lp denotes a multi
log(p) term which may change from case to case. Therefore, it follows that
µ0(s)/σ0(s) = O{Lpp(1−s)/2} for s ∈ (0, 1),
88
which leads to
E{Tn(s)|H0} − µ0(s)
σ0(s)
=
µ0(s)O(λn(s)
3/2/
√
n)
σ0(s)
= O{Lpn−1/2p(1−s)/2}.
To satisfy (4.7), we need p(1−s)/2n−1/2 → 0. Suppose n = pξ for a ξ ∈ (0, 1), this requires that
1− s− ξ < 0, which means s > 1− ξ.
Corollary 4.1. Suppose n = pξ for ξ ∈ (0, 1), under H0 and the conditions of Proposition
4.1, for any s ∈ (1− ξ, 1), we have
Tn(s)− µ0(s)
σ0(s)
d→ N(0, 1) as n, p→∞. (4.8)
From Corollary 4.1, under the significance level α, we reject the null hypothesis of (4.3) if
Tn(s)−µ0(s) > zασ0(s), where zα is the upper α quantile of the standard normal distribution.
In the following, we verify that the conditions in Lemma 4.1 are satisfied under the gener-
alized linear models discussed in Section 4. 2. For simplicity, we drop the response variable
index j in the following discussion. Suppose y1, · · · , yn are the n observations of the response
variable from the exponential dispersion family. Their density functions take the form
f(yi, αi) = exp{(yiαi − b(αi))/φ+ c(yi, φ)}
for some functions b(α) and c(y, φ). If the dispersion parameter φ is known, this is the a
natural exponential family model with the natural parameters αi. Denote µi to be the mean
of yi. Then,
µi =
d
dα
b(αi) and Var(yi) = φ
d2
dα2
b(αi).
Let g(·) be the canonical link function that is the inverse of db(·)/dα. The relation between µi
and the explanatory variable zi is modeled as
g(µi) = αi = z
′
iβ.
The first and second derivatives of the log likelihood function with respect to β are
∂
∂β
log f(yi|zi;β, φ) = φ−1
{
yi − d
dα
b(z′iβ)
}
zi, (4.9)
∂2
∂β∂β′
log f(yi|zi;β, φ) = −φ−1 d
2
dα2
b(z′iβ)ziz
′
i. (4.10)
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For the fixed covariates design, the distributions of {yi}ni=1 depend on {zi}ni=1, that are not
identically distributed. Let β0 be the true regression parameter.
If b(α) is three times differentiable, the Lipschitz condition A1 of ∂
2
∂β∂β′ log f(yi|zi;β, φ) is
satisfied within a neighborhood of β0. If the covariates {zi}ni=1 are bounded, and the moment
generation function of yi exists within a neighborhood around 0 for i = 1, · · · , n, it can be shown
that the moment generation functions of every component of (4.9) and (4.10) exit around 0.
Therefore, there exists positive constant δ such that
E
[
exp
{
h′
∂
∂β
log f(yi|zi;β0, φ)
}]
≤ ∞ and E
[
exp
{
δ
∥∥∥∥ ∂2∂β∂β′ log f(yi|zi;β0, φ)
∥∥∥∥}] ≤ ∞
for any |h| ≤ δ and i = 1, · · · , n.
Note that the dispersion parameters of Poisson and Binomial distributions are constant.
Based on the discussion above, the conditions A1 and A2 are satisfied for the Poisson and
Binomial regression models. It has been shown in the Appendix that these conditions are also
satisfied for the Negative-Binomial model, where the dispersion parameter is unknown.
The Crame´r type moderate deviation results given in Lemma 4.1 can be extended to gen-
eral M-estimation. Therefore, the thresholding procedure can be used on the M-estimators.
This means that the proposed test can be also applied on the Quasi-Poisson model, with the
thresholded M-estimators similar to (4.5).
4.4 Power Analysis and the Maximal Test
To evaluate the power of the proposed test, we consider a special case of (4.3) where the
regression parameters of each response variable are the same under the null hypothesis, namely,
H0 : βj = β0 such that Dβ0 = 0 for all 1 ≤ j ≤ p v.s.
Ha : βj
i.i.d.∼ (1− )νβ0 + νβ0+βa for all 1 ≤ j ≤ p,
(4.11)
where β0 is an unknown constant,  = p
−κ for 1/2 < κ < 1 and βa = r
√
2(log p)/n for
r ∈ (0, 1)m and Dr 6= 0. Donoho and Jin (2004) considered testing the high-dimensional
mean of a normally distributed random vector with identity covariance. They studied a similar
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setting of sparse and weak signals for the mean, where
H0 : µj = 0 for all j vs. Ha : µj
i.i.d.∼ (1− )ν0 + νµa (4.12)
for µa = rmean
√
2(log p)/n and rmean ∈ (0, 1).
Ingster (1997) showed that the function
DB(κ) =
 κ− 1/2 if 1/2 < κ ≤ 3/4,(1−√1− κ)2 if 3/4 < κ < 1, (4.13)
is the detection boundary of the hypothesis (4.12). This means that
Type I Error + Type II Error→ 1 if r2mean < DB(κ)
for any test as n → ∞. For a series of Type I error converging to zero slowly, there exists a
test such that
Type I Error + Type II Error→ 0 if r2mean > DB(κ)
as n→∞.
In the following, it will be shown that DB(κ) is also the boundary function for the power
of the proposed test. Denote µ1(s) = E(Tn(s)|Ha) and σ21(s) = Var(Tn(s)|Ha) to be the
expectation and variance of the proposed thresholding statistic (4.5) under the alternative Ha.
Given a nominal significant level α, the power of the proposed test is
Powern(s;α) = P
(
Tn(s)− µ0(s)
σ0(s)
> zα
∣∣∣∣Ha)
= P
(
Tn(s)− µ1(s)
σ1(s)
> zα
σ0(s)
σ1(s)
− µ1(s)− µ0(s)
σ1(s)
)
.
Let
∆n(s) =
µ1(s)− µ0(s)
σ1(s)
be the signal to noise ratio. It can be shown that 0 < σ0(s)/σ1(s) ≤ 1 and σ1(s)−1(Tn(s)−µ1(s))
is stochastically bounded. To ensure the power converge to 1, the signal to noise ratio ∆n(s)
needs to diverge to ∞ as n → ∞. Therefore, we focus on ∆n(s) to study the power of the
proposed test.
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Recall Ij(·) is the Fisher Information matrix of βj for the jth response variable. For sim-
plicity, suppose the models of each response variable have the same form such that Ij(·) = I(·).
For the hypotheses (4.11) define the standardized signal strength rs as
rs = r
′D′V −1Dr, (4.14)
where V = DI−1(β0 + βa)D′. The following proposition gives the mean, variance and asymp-
totical normality of the thresholding statistic Tn(s) under the alternative hypothesis in (4.11).
Let Lp be a multi-log(p) term that may change from case to case.
Proposition 4.2. Under the alternative Ha in (4.11), the conditions A1, A2, A3 and
log p = o(n1/3), for a constant s ∈ (0, 1), we have
µ1(s) = {Lpp1−κI(s ≤ rs) + Lpp1−κ−(
√
s−√rs)2I(s > rs) + µ0(s)}{1 + o(1)}
σ21(s) = {Lpp1−κI(s ≤ rs) + Lpp1−s + Lpp1−κ−(
√
s−√rs)2I(s > rs)}{1 + o(1)},
and σ−11 (s){Tn(s)− µ1(s)} d→ N(0, 1) as n→∞.
Based on Proposition 4.2, we have the following proposition shows that (4.13) is the bound-
ary function for the power of the thresholding test.
Proposition 4.3. Under Ha in (4.11), as n→∞,
(i) if rs < DB(κ), ∆n(s)→ 0 for any 0 < s < 1;
(ii) if rs > DB(κ) and 1/2 < κ < 3/4, ∆n(s)→∞ for s = 4rs;
(iii) if rs > DB(κ) and 3/4 < κ < 1, ∆n(s)→∞ for s = (rs + κ)2/(4rs).
Proposition 4.3 means the signal to noise ratio of the proposed test converges to zero for
any threshold level 0 < s < 1 if rs < DB(κ). This leads to Powern(s;αn)→ 0 for slowly varying
type I error αn → 0 as n → ∞. If rs > DB(κ), there exists an s such that ∆n(s) → ∞ as
n→∞. Therefore, there exists a threshold level such that Powern(s;αn)→ 1 as n→∞.
Note that the formulation of the signal strength is different between the hypotheses (4.11)
and (4.12). For testing the high-dimensional means, the signal strength is solely determined
by rmean. For the problem of testing regression coefficients, the standardized signal strength is
V −1/2Dβa, where βa = r
√
2(log p)/n is the difference of the regression coefficients under the
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alternative and null hypotheses. Since the variance term V = DI−1(β0 + βa)D′ depends on
the value of β0, the standardized signal strength is not only determined by the difference of
the regression coefficients βa, but also is related to the regression coefficient β0 under the null
hypothesis.
From the above analysis, we see that for any rs > DB(κ), there exists a threshold level
that depends on rs and κ such that the power of the proposed thresholding test converges to
1 as n → ∞. To make the proposed test adaptive to the unknown rs and the sparsity κ, we
consider a test that is based on multiple threshold levels. Denote
Tˆn(s) =
Tn(s)− µˆ(s)
σ0(s)
to be standardized thresholding statistic, where µˆ(s) is an estimate of E{Tn(s)|H0} such that
σ−10 (s)[µˆ(s) − E{Tn(s)}] = o(1). The strategy is to maximize Tˆn(s) over the range of s ∈
(0, 1− ω], where ω is a small positive constant. This is the same idea as the Higher Criticism
test proposed by Donoho and Jin (2004), and the maximal L2 test proposed by Zhong, Chen
and Xu (2014). Define the maximum of the thresholding statistic as
Tn = sup
0<s≤ω
Tˆn(s). (4.15)
Let Sn = {sj : sj = n(Dθˆj)′Vˆ −1j (Dθˆj)/(2 log p) and sj ≤ 1− ω for 1 ≤ j ≤ p}. Since E{Tn(s)|H0}
and Var{Tn(s)|H0} are monotone decreasing functions of s, we have
Tn = max
s∈Sn
Tˆn(s).
This means that the maximum of Tˆn(s) can be obtained over Sn by evaluating at most p
threshold levels. This largely reduces the computation burden of Tn. Therefore, we call Tn as
the multi-thresholding statistic. The following theorem states the asymptotic distribution of
Tn.
Theorem 4.2. Under the H0 in (4.3) and the conditions of Proposition 4.1, for any
x ∈ R, we have that, as n→∞,
P
(
apTn − bp(ω) ≤ x
)→ exp{− exp(−x)}
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where ap = {2 log(log(p))}1/2 and bp(ω) = 2 log(log(p)) + 2−1 log(log(log(p))) + log(1 − ω) −
2−1 log(4pi).
Based on Theorem 4.2, given a nominal significant level α, the multi-thresholding test
rejects the null hypothesis in (4.3) if
Tn > a−1p (gα + bp(ω)),
where gα is the upper α quantile of the Gumbel distribution exp{− exp(−x)}. Note that such
multi-thresholding test is adaptive to the choice of threshold level s. The following proposition
shows that the power of the multi-thresholding test can achieve the boundary DB(κ) in (4.13).
Proposition 4.4. Under Ha in (4.11) and the conditions of Proposition 4.1, for a series
of slowly varying type I error converges to 0 as n→∞,
(i) if rs < DB(κ), the power of the multi-thresholding test converges to 0;
(ii) if rs > DB(κ), the power of the multi-thresholding test converges to 1.
Consider the linear regression model
yij = ziβj + εij for εij
i.i.d.∼ N(0, σ2) (4.16)
for i = 1, · · · , n and j = 1, · · · , p. Note that the linear regression is a special case of gen-
eralized linear model, with normally distributed response and identity link function. Define
rs,linear =
∑n
i=1(z
′
ir)
2/(nσ2). The following theorem demonstrates DB(κ) in (4.13) is the de-
tection boundary for (4.11) under the linear regression model.
Theorem 4.3. Under the model (4.16), DB(κ) in (4.13) is the detection boundary for
testing the hypotheses in (4.11). Namely, no test can asymptotically distinguish H0 and Ha if
rs,linear < DB(κ), whereas, there exists a test that can asymptotically distinguish H0 and Ha if
rs,linear > DB(κ).
For the linear regression model (4.16), it can be shown that rs = rs,linear when D is
identity matrix. Therefore, under the linear regression model, the proposed tests can achieve
the detection boundary for the hypotheses (4.11) with D being identity. Note that (4.13) may
not be the detection boundary for general models. This means that for general models, the
proposed tests may not be able to achieve the detection boundary.
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4.5 Generalized Linear Mixed Model
Mixed models are commonly used in empirical studies, where random effects are introduced
to account for the dependence among observations as well as the over-dispersion phenomenon.
For example, the group effects are usually modeled as random in the sub-sampling design. In
the split plot design, there are nested random effects, where both the block effect and the
whole plot effect within each block are set as random. Some well known distributions can be
written as a mixture model. Note that the negative-binomial distribution could be viewed as
the Poisson-Gamma mixture model. In this section, we consider testing for treatment effects in
the context of the Generalized Linear Mixed Models (GLMM). We first focus on the grouped
random effects model (4.1) for the sub-sampling design.
Suppose that the n = u× v samples come from u groups with v samples in each group. For
the jth response variable, denote yijk to be the value of the kth observation in the ith group,
where i = 1, · · · , u, k = 1, · · · , v and j = 1, · · · , p. Let µijk = E(yijk), α = (α1, · · · , αu)′ and
βj = (βj1, · · · , βjm)′ be the random group effects and the fixed treatment effects, respectively.
For the link function g(·),
g(µijk) = z
′
ikβj + αi for αi
i.i.d.v N(0, σ2j ).
Define θj = (β
′
j , φj , σ
2
j )
′, Yij = (yij1, · · · , yijv)′ and Zij = (z′ij1, · · · , z′ijv)′. Let Yj =
(Y ′1j , · · · , Y ′uj)′. For the jth response variable in the ith group, the marginal probability density
function of Yij is
fj(Yij |Zij ; θj) =
∫ v∏
k=1
pijk(yijk|z′ik, t;βj , φj)h(t;σj)dt, (4.17)
where pijk(yijk|z′ik, t;βj , φj) is the conditional density of yijk given zik and αi = t, and h(t;σj)
is the density of N(0, σ2j ). Due to the existence of the random group effect, the observations
are independent between groups, but dependent within groups.
The full likelihood for the jth response variable can be written as
Lj(θj ;Yj) = exp{`j(θj ;Yj)} for `j(θj ;Yj) =
u∑
i=1
log{fj(Yij |Zij ; θj)}.
Suppose θ˜j maximizes `j(θj ;Yj), which we call the exact MLE. If v is fixed and u → ∞,
then θ˜j is
√
u consistent to the true parameter θ0j under the standard conditions. The moderate
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deviation expansion of θ˜j could be established similarly to Lemma 4.1 (replacing n by u), which
indicates that the proposed thresholding procedure can be applied on θ˜j . However, due to the
intractable integration in (4.17)forfj(Yij |Zij ; θj), the exact MLE θ˜j may be unobtainable. A
set of methods have been proposed to approximate the exact MLE, for example the Laplace
approximation, the penalized quasi-likelihood, the Monte Carlo EM algorithm among others,
see McCulloch, Searle and Neuhaus (2008) and Jiang (2006) for comprehensive overviews. We
call such estimators the approximate MLEs. Note that the proposed test depends on the tail
properties of the estimator. The approximate MLE may be consistent to θ0. However, the
Crame´r type moderate deviation results for the approximate MLEs are unclear. Therefore,
without a careful analysis on the difference in the tail distribution of the approximate MLE
and the exact MLE, it is questionable to apply the thresholding procedure on the approximate
MLEs for the Generalized Linear Mixed Models.
Since the closed form of `j(θj ;Yj) may not be obtained, to approximate its maximum,
a natural way is first to approximate fj(Yij |Zij ; θj) and then to maximize the approximated
`j(θj ;Yj). Note that αi in the group random effect model is assumed Gaussian distributed. We
can apply the Gauss-Hermite quadratures to approximate fj(Yij |Zij ; θj). The marginal density
fj(Yij |Zij ; θj) in (4.17) after a simple transform can be written as
fj(Yij |Zij ; θj) =
∫
pj(Yij |Zij , t; θj) exp(−t2)dt where
pj(Yij |Zij , t; θ) =
v∏
k=1
pijk(yijk|z′ik,
√
2σt;βj , φj)/
√
pi.
(4.18)
If pj(Yij |Zij , t; θ) is a smooth function of t, the Gauss-Hermite quadrature method approximates
the integral in (4.18) as a weighted sum so that∫
pj(Yij |Zij , t; θj) exp(−t2)dt ≈
G∑
k=1
pj(Yij |Zij , rk; θj)ωk,
where G is the degree of the quadrature, representing the number of evaluation points. Let Hl
be the Hermite polynomial of order l. The evaluation points {rk}Gk=1 are the roots of HG(r) of
order G, and
ωk =
2G−1G!
√
pi
G2{HG−1(rk)}2 .
96
Denote fˆj,G(Yij |Zij ; θj) to be Gauss-Hermite quadrature approximation of fj(Yij |Zij ; θj) with
G nodes (degrees). The approximate MLE based on the G nodes Gauss-Hermite quadratures
is
θˆj,G = max
θj∈Θ
u∑
i=1
log{fˆj,G(Yij |Zij ; θj)},
see McCulloch, Searle and Neuhaus (2008) for more discussion. Note that the Laplace approx-
imation is a special case of the Gauss-Hermite quadrature approximation with G = 1. For the
GLMM with a single random effect (4.1), Liu and Pierce (1994) showed that the accuracy of
fˆj,G(Yij |Zij ; θj) depends on the sub-sampling size v and the order of the quadratures G as
|fˆj,G(Yij |Zij ; θ)− fj(Yij |Zij ; θ)| = O{v−(G/3+1)[(2G)!]−1}
for θ ∈ Θ. Based on this, the difference between θˆj,G and θ˜j can be controlled by G as shown
in the following proposition.
Proposition 4.5. Suppose Y is the sample space of Yij. Let G0 = blog uc. For Model
(4.1), |θˆj,G0 − θ˜j | < M/u for a positive constant M , a.s. Y.
From Proposition 4.2, if |θˆj,G0 − θ˜j | ≤ M/u is satisfied, the following lemma shows that
similar moderate deviation result as Lemma 4.1 also holds for the approximate MLE θˆj,G0 . Let
Ij(θ˜j) be the average Fisher Information of `j(θj ;Yj), and Iˆj = Iˆj(θˆj,G0) be its estimate by
Gaussian-Hermite quadrature approximation with G0 nodes.
Lemma 4.3. Suppose the jth response variable follows the grouped random effect model
(4.1), and the marginal density fj(Yij |Zij ; θ) satisfy the conditions A1 and A2 for i = 1, · · · , u.
Then, for any d× k constant matrix D with rank d,
(i) for zu = o(u
1/6) and Vˆj = DIˆ
−1
j D
′,
P
(|Vˆ −1/2j D(θˆj,G0 − θ0)| ≥ zu/√u) = P (|N(0, Id×d)| ≥ zu)(1 +O(z3u/√u));
(ii) for zu = O(
√
u), zu →∞ and some positive constant M ,
P
(|Vˆ −1/2j D(θˆj,G0 − θ0)| ≥ zu/√u) ≤ C exp(−z2u/M).
The above moderate deviation results for θˆj,G0 prepare us to apply the proposed thresholding
procedure on θˆj,G0 . The thresholding test statistic for the hypothesis (4.3) under the group
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random effect model (4.1) is
Tu(s) =
p∑
j=1
u(Dθˆj,G0)
′Vˆ −1j (Dθˆj,G0)I
(|Vˆ −1/2j Dθˆj,G0 | >√(2s log p)/u) (4.19)
for s ∈ (0, 1). The rejection criterion is the same as Corollary 4.1 and the multi-thresholding
test can be constructed similar to Tn in (4.15).
Even though Gauss-Hermit quadrature can produce accurate approximation for the integral
with a single or two nested random effects, its application is limited in more general mixed mod-
els. Higher levels of nesting and crossed random factors lead to integrals that are not amenable
to the Gauss-Hermit quadrature method. Also note that the Gauss-Hermit quadrature only
appropriately approximates the integral of the form∫ ∞
−∞
q(v) exp(−v2)dv,
for q(·) being a smooth function. Such a kind of integral corresponds to the normally distributed
random effect. For other random effect distributions, we need alternative quadrature methods.
The data cloning technique (Lele et al. 2010) is a more general way to approximate the
exact MLE with high accuracy, which has no limitation on the distribution and structure of
the random effects. Let Xj = (Y
′
j , Z
′)′ be the data vector where Yj = (yj1, · · · , yjn)′ and
Z = (z′1, · · · , z′n)′ are the response and explanatory variables for the jth response variable,
respectively, and n denotes the sample size. Consider the general mixed model set-up:
Xj |α = t ∼ pj(Yj |α = t, Z;βj , φj) and α ∼ g(t;σj). (4.20)
We observe Xj whereas the random effects α are unobserved. Denote θj = (β
′
j , φj , σj)
′. The
marginal likelihood of Xj is
Lj(θj ;Xj) =
∫
pj(Yj |α = t, Z;βj , φj)g(t;σj)dα.
Denote pi(θ) to be the prior distribution on the parameter θ. Then, the posterior distribution
of θj is
pij(θ|Xj) = Lj(θ;Xj)pi(θ)
C(Xj)
,
where C(Xj) =
∫
Lj(θ;Xj)pi(θ)dθ is a normalizing constant.
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Suppose that the experiment underlying the observation Xj has been repeated indepen-
dently Q times, and by accident, we get exactly the same observations every time. Denote this
cloned data set to be X
(Q)
j = (X
′
j , · · · , X ′j)′. Then, the posterior distribution of θj conditional
on the cloned data X
(Q)
j is
pij,Q(θ|X(Q)j ) =
{Lj(θ;Xj)}Qpi(θ)
C(X
(Q)
j )
,
where C(X
(Q)
j ) =
∫ {Lj(θ;Xj)}Qpi(θ)dθ is the new normalizing constant. Lele et al. (2010)
has shown that, if Q is large, pij,Q(θ|X(Q)j ) is approximately Normal with mean θ˜j and variance
J−1(θ˜j)/Q, where J(·) is the Fisher Information of θ under Model (4.20). Therefore, if B
samples are generated from the posterior pij,Q(θ|X(Q)j ) by the MCMC, then their mean and
variance are the approximates of the exact MLE θ˜j and its asymptotic variance, respectively.
The accuracy of such approximations are controlled by the size of the clone Q and the number
of the MCMC draws B. Let `j(θ;Xj) = log{Lj(θ;Xj)}, `(m)j (θ;Xj) be its mth derivative with
respect to θ, and k be the dimension of θ. Let θ
(Q)
j be a random variable with the posterior
density pij,Q(θ|X(Q)j ) as its density.
Proposition 4.6. (i) Conditioning on the data Xj, if `j(θ;Xj) has continuous second
derivatives in a neighborhood of the exact MLE θ˜j, `
(2)
j (θ˜j ;Xj) is strictly negative definite, and
γ(δ) := sup{Lj(θ;Xj) : |θ − θ˜j | > δ}/Lj(θ˜j ;Xj) < 1 for any δ > 0, then for any  > 0,
P (|θ(Q)j − θ˜j | > |Xj) ≤ CXjQk/2 exp(2λj,0Q/4)
where λj,0 is the largest eigenvalue of `
(2)
j (θ˜j ;Xj) that is smaller than 0, and CXj is a constant
that depends on Xj.
(ii) For Model (4.1), under the conditions of Lemma 4.1, letting Q = u, we have
P (|θ(u)j − θ˜j | > Mzu/u) < exp(−M0z2u)
for zu > C
√
log(u), where M,M0 and C are positive constants.
Part (i) gives the bound for the difference between the posterior sample from data cloning
and the exact MLE conditioning on the observed data Xj for the general cases. The case for the
grouped random effect model is presented in Part (ii). For such a model, denote θ
(u)
j,1 , · · · , θ(u)j,B
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to be B samples from the posterior pij,u(θ|X(u)j ). Let θˆ(u)j =
∑B
k=1 θ
(u)
j,k /B be the posterior
sample mean that approximates the exact MLE θ˜j . From Proposition 4.6, we see that
P (|θˆ(u)j − θ˜j | > Mzu/u) < exp(−M0z2u).
As long as the difference between θˆ
(u)
j and θ˜j can be controlled at the order O(zu/u), similar
to the approximation by the Gauss-Hermite quadrature, the moderate deviation expansion as
Lemma 4.3 can be established for θˆ
(u)
j . This means that the proposed thresholding procedures
can also be applied on θˆ
(u)
j as (4.19). The thresholding test statistic based on data cloning is
Tu(s) =
p∑
j=1
u(Dθˆ
(u)
j )
′Vˆ −1j (Dθˆ
(u)
j )I
(|Vˆ −1/2j Dθˆ(u)j | >√(2s log p)/u) (4.21)
for s ∈ (0, 1). It is surprised to see that the choice of the number of posterior samples, B, is
not as important as the cloning size, Q. This is because the variance of θ
(Q)
j decay at the rate
of 1/Q, which makes θ
(Q)
j converging to θ˜j as Q→∞.
4.6 Simulation study
We studied the empirical performance of the proposed test under generalized linear and
generalized linear mixed models. Balanced factorial designs with two treatments are considered.
To mimic the “large p, small n” paradigm, we chose the total sample size n = 20, 30, 40 for
the balanced two treatments designs, where the sub-sample sizes of each treatment group are
10, 15, 20, respectively. The data dimension was chosen as p = 100, 400, 700 and 1000. Four
types of models were considered.
• Poisson regression. The response yij follows Poisson distribution with mean log(µij) =
z′iβj , where zi is the explanatory variable indicating the treatments for i = 1, · · · , n and
j = 1, · · · , p.
• Binomial regression. Suppose yij follows Binomial(nij , pij) for
pij = exp(z
′
iβj)/{exp(z′iβj) + 1}.
The parameters nij are randomly chosen from the integers between 10 and 20.
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• Negative-Binomial regression. The response yij is generated from NB(µij , φj) with
log(µij) = z
′
iβj . The dispersion parameter φj is from the super-population Uniform(3, 5).
• Logistic-Normal mixed regression. Consider the Logistic regression with a single random
effect that is normal distributed. For two treatment design, the model is
y1ij ∼ Bin(n1ij , p1ij), and y2ij ∼ Bin(n2ij , p2ij);
Logit(p1ij) = β1j + γij and Logit(p2ij) = β2j + γij ,
where γij ∼ N(0, σ2j ) for i = 1, · · · , n/2. The parameters n1i and n2i are randomly chosen
from the integers between 20 and 40, and σj = 0.1 for j = 1, · · · , p.
We studied two types of hypotheses. First, we tested whether the treatments effects are the
same for all the response variables,
H0 : βj = β0 for all j = 1, · · · , p vs.
Ha : ns response variables have the coefficient equal to β0 + f
√
(2 log p)/n,
(4.22)
where f =
√
r(1, 1)′. To generate sparse and faint signals, ns = 2, 4, 6 and r = 0.4 and 0.6,
which represent the sparsity and faintness of the signals, respectively. The nominal size is 5%.
All the simulation results reported below were based on 1000 replications.
The empirical size and power of the thresholding test Tn(s) in (4.5) for the balanced fac-
torial design with two treatments are displayed in Figures 4.1 - 4.4, corresponding to Poisson
regression with β0 = (1.5, 2.5)
′, Logistic regression with β0 = (0.3, 0.6)′, Negative-Binomial
regression with β0 = (2.5, 3.5)
′ and Logistic-Normal mixed regression with β0 = (0.5, 1)′, re-
spectively. In each of the figures, the first column is for threshold level s = 0.4 and the second
one is for s = 0.6. The three rows present different sample sizes. The vertical axis is the
proportion of rejection, that is the type I error under the null hypothesis and the power un-
der the alternative hypothesis. The horizontal axis gives the null hypothesis and 6 alternative
hypotheses with different combination of signal density and strength. The first and second
numbers in the parentheses stand for the number of signals and signal strength, respectively.
For instance, (0, 0) means ns = r = 0, which corresponds to the null hypothesis where there is
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no signal. The index (B1, B2) means B1 differential expressed response variables with strength
r = B2/10. Four dimensions indicated by different colors are considered in each graph.
For the Poisson and Logistical regression, we observe from Figures 4.1 and 4.2 that the
empirical sizes of the proposed test were around 5% for all the cases. The power of the Poisson
regression was quite close to 1 even for the alternative with only 2 signals and r = 0.4. Note
that the differential expressing level
√
2r(log p)/n = 0.372 for p = 1000, n = 40 and r = 0.4,
indicating the strength of the signal is fairly weak. The powers of the Logistic regression were
lower than those of the Poisson regression. But it reached 0.8 when ns = 4 and r = 0.4, and
kept increasing with the increase of r.
For the Negative-Binomial regression, there is a severe size distortion of the proposed test
when the Fisher Information of β is estimated by plugging in the MLE of ψ. Denote βˆ and ψˆ
to be the MLEs for the regression and dispersion parameters, respectively. The size distortion
is due to the over estimation of the ψˆ when the sample size is small. For the Negative-Binomial
distribution, the Fisher Information of β is
µ2
µ+ µ2/ψ
=
1
1/µ+ 1/ψ
,
where µ is the mean of the response. The Fisher Information increase with the increase of
ψ, which leads to a smaller estimated standard deviation of βˆ. This enlarges the proposed
thresholding statistic, therefore, the chance of rejection increases. Note that, under the factorial
design, the estimation of ψ does not affect βˆ. This means that the estimator ψˆ affects the
proposed test only through the estimated Fisher Information of β.
To solve the problem, the parametric bootstrap is adopted, which intends to correct the
bias of ψˆ. In detail, we first obtain the MLEs of β and ψ from the original sample with size n.
Then, we draw n i.i.d. sample from the Negative-Binomial regression with parameters βˆ and
ψˆ, and estimate the dispersion parameter by the maximum likelihood estimation. Suppose we
repeat the process B times, getting bootstrap estimators of ψ as ψ∗1, · · · , ψ∗B. The bootstrap
corrected estimator of ψ is
ψ˜ = 2ψˆ − ψ¯∗ for ψ¯∗ =
B∑
i=1
ψ∗i /B.
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The Fisher Information of β is estimated by plugging in ψ˜. The results with the bootstrap
corrected estimation of dispersion is presented in Figure 4.3, from which we see that the pro-
posed test had overall high powers for the Negative Binomial regression under the sparse and
weak alternatives. For small sample size n = 20 and s = 0.4, the sizes of the test were below
5% and the powers for the p = 400, 700 and 1000 were quite small. This may be due to the
over-correction of ψ˜ by the bootstrap when n is small. The powers improved dramatically if
the threshold level s = 0.6 is used.
The results for the Logistic Normal mixed model are reported in Figure 4.4. The Gaussian-
Hermite quadratures with 10 nodes (degrees) were used to approximate the exact MLE as
discussed in Section 4.5. The results based on data cloning approximation are similar to those
by the Gaussian Hermite quadratures, hence, they are omitted here. We observed from Figure
4.4 that the overall performance of the proposed test is quite good for the Logistic Normal
mixed model. Similar to the findings in the Negative-Binomial model, under the cases we
considered, the powers with threshold level 0.6 were higher than those with threshold level 0.4.
Comparing the Figures 4.1 - 4.4, the powers differed a lot for the four models under the
alternatives with the same ns and r. As demonstrated in Section 4.4, the power of the proposed
test is related to not only the sparsity and faintness of the signal, but also the distribution of
the response and the value of β0. Therefore, although the alternatives we considered have the
same number and strength of signals for all the four models, their powers performed differently.
As discussed in Section 4.4, the standardized signal strength for the alternative hypothesis in
(4.22) is
rs = f
′I{β0 + f
√
(2 log p)/n}f = r(1, 1)I{β1 + f
√
(2 log p)/n}(1, 1)′.
From Proposition 4.2, the power of the proposed test is determined by the signal to noise ratio
∆n(s) that depends on rs. The following table provide rs for the four models considered in
Figures 4.1 - 4.4.
From the table, we see that the standardized signal strength rs for the Poisson regression is
the largest among the four models. This is the reason that the power of the Poisson regression
is the highest. The rs for the logistic normal mixed model is larger than that of the Logistic
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Table 4.1: The standardized signal strength rs for the four models in Figure 1 - 4.
Poisson Logistic Negative Binomial Logistic Normal
r β0 = (1.5, 2.5)
′ β0 = (0.3, 0.6)′ β0 = (2.5, 3.5)′ β0 = (0.5, 1)′, σ = 0.1
0.4 3.33 1.42 1.31 2.29
0.5 4.17 1.78 1.63 2.86
0.6 5 2.13 1.96 3.43
regression under the settings we considered. This coincides with the comparison between
Figures 4.2 and 4.4, where we observed that the power of the logistic normal mixed model
is higher than that of the Logistic regression model.
The maximal tests are considered in Figures 4.5 - 4.8, where we saw that the proposed
maximal test had reasonable size and high power under various situations. To compare the
performance of the proposed test under the Poisson regression and the Negative-Binomial
regression, we use the same regression coefficient β0 = (2.5, 3.5)
′ under H0 for both the models.
The simulation results are reported in Figure 4.5. Figure 4.7 shows the comparison between the
Binomial regression and Logistic-Normal mixed regression for β0 = (0.5, 1)
′. The parameters
indicating the total number of trials are randomly generated from the integers within (20, 40).
From Figures 4.5 and 4.7, we observed that the powers of the Negative-Binomial regression
were smaller than those of the Poisson regression, and the powers of the Logistic normal model
were smaller than those of the Logistic regression. This is due to the additional variability in
the Negative-Binomial regression and Logistic-Normal mixed regression models.
The second hypothesis is to detect whether any of the response variables is differentially
expressed. Similar to the first hypothesis, we considered the sparse and faint alternative as
below,
H0 : Dβj = 0 for all j = 1, · · · , p vs.
Ha : ns out of p response variables have one treatment effect√
(2r log p)/n larger than others,
(4.23)
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where D equals to (1,−1) for the factorial designs with two treatments. Define the coefficient
of the jth response variable under H0 to be βj,0 = (β˜j,0, β˜j,0)
′. Under the H0 of (4.23), β˜j,0
is randomly generated. For the Poisson and Negative-Binomial regression, β˜j,0 is generated
from the uniform(2, 5) distribution. Once generated, it is kept fixed. The estimation of the
over dispersion parameters of the Negative-Binomial regression are corrected by the parametric
bootstrap. For the Binomial regression and the Logistic normal mixed model, β˜j,0 is generated
from the uniform(−1, 1) distribution. The simulation results are displayed in Figures 4.6 and
4.8. The powers of Negative-Binomial, Binomial and Logistic normal mixed models were lower
than those for the hypothesis (4.22). This is because, under the Ha of (4.23), the signal is only
in one coordinate of the regression coefficient. While under the Ha of (4.22), the signal is in
both coefficients. This means the signal strength of (4.23) is weaker than that of (4.22).
4.7 Case study
In this section, we study maize RNA-seq data by the proposed method. In an RNA-seq
experiment, target mRNAs are first convert to cDNA fragments that are sequenced on the
high-throughput platforms. Then, these sequences are aligned to a reference genome, and the
number of reads mapped to a given gene measures its expression level. In this data set, allele-
specific gene expressions of four tissues (cortex, stele, elongation zone, meristematic zone) of
corns under four genotypes (B73, Mo17, B73×Mo17 (BM) and Mo17×B73 (MB)) are measured
by RNA-Seq. The following table provides the experimental design for the stele tissue. There
are four types of barcoding, AR001, AR003, AR008 and AR009. The designs for other tissues
are the same.
We first consider the tissue-specific analysis of total gene expression. For the stele tissue, we
would like to test whether any of the genes is differentially expressed across different genotypes,
replicates and barcoding. Denote Yj = (y1,j , · · · , y16,j) to be the total gene expression level for
the jth gene. The Negative-Binomial model for yi,j with mean µi,j and dispersion parameter
φj is such that For the log link,
log(µi,j) = νj +X
′
g,iαj +X
′
r,iτj +X
′
b,iγj ,
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Table 4.2: The Experimental Design for the Corn Study.
Genotype
B73 Mo17 B × M M × B
Replicate 1 B73-1-AR001 Mo17-1-AR003 B×M-1-AR008 M×B-1-AR009
Replicate 2 B73-2-AR009 Mo17-2-AR001 B×M-2-AR003 M×B-2-AR008
Replicate 3 B73-3-AR008 Mo17-3-AR009 B×M-3-AR001 M×B-3-AR003
Replicate 4 B73-4-AR003 Mo17-4-AR008 B×M-4-AR009 M×B-4-AR001
where αj = (α1,j , α2,j , α3,j , α4,j)
′, τj = (τ1,j , τ2,j , τ3,j , τ4,j)′ and γj = (γ1,j , γ2,j , γ3,j , γ4,j)′ are the
treatment effects for the genotypes, the replicates and the barcodings of the jth gene, satisfying
α4,j = τ4,j = γ4,j = 0. We test the following four hypotheses:
• Overall genotype effect:
H0 : α1,j = α2,j = α3,j = 0 for all j vs.
Ha : at least one component of αj not equal to 0 for some j.
• Overall replication effect:
H0 : τ1,j = τ2,j = τ3,j = 0 for all j vs.
Ha : at least one component of τj not equal to 0 for some j.
• Overall genotype effect:
H0 : γ1,j = γ2,j = γ3,j = 0 for all j vs.
Ha : at least one component of γj not equal to 0 for some j.
• The difference between the genotypes B73×Mo17 and Mo17×B73:
H0 : α2,j = α3,j for all j vs. Ha : α2,j 6= α3,j for some j.
Let βj = (νj , α1,j , α2,j , α3,j , τ1,j , τ2,j , τ3,j , γ1,j , γ2,j , γ3,j)
′. The D matrices in (4.3) correspond to
the four hypotheses are (03,1, I3,03,3,03,3), (03,1,03,3, I3,03,3), (03,1,03,3,03,3, I3) and (01,2, 1,−1,01,6),
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where I3 is the 3 dimensional identity matrix and 0l1,l2 are the zero matrix with dimension l1
and l2.
Figure 4.9 presents the histograms of the p-values for the four hypotheses above. From
Figure 4.9, we observed clear evidence in favor of the alternatives for the first three hypotheses.
Namely, we believe that some of the genes are differentially expressed under different genotypes,
replicates and barcoding. However, the frequencies in the last histogram of Figure 4.9 are
nearly monotone increasing with the increase of the p-value. Based on this histogram, there is
no significant evidence to reject the null for the last hypothesis. That means we failed to find
the evidence of differential expressed genes between the genotypes B73×Mo17 and Mo17×B73
for the stele tissue of corns.
Therefore, we studied those four hypotheses by our proposed method. The maximal thresh-
olding test statistics in (4.15) are 2826.1, 274.6, 1507.1 and 22.5 for the tests of overall genotype
effect, overall replicate effect, overall barcoding effect and the difference between genotypes BM
and MB, respectively. Given the significant level 5%, we reject the null hypothesis if the maxi-
mal test statistic is larger than 3.09, the upper 5% quantile of the Gumbel distribution. There-
fore, we reject all the four null hypotheses above. In particular, we reject hypothesis that the
expression level of all the genes are the same between genotypes B73×Mo17 and Mo17×B73.
This is the case where the proposed test can detect the signals that can not be found out by
the histogram of p-values.
4.8 Technical Proofs
Proof of Lemma 4.1. For simplicity of the natation, we drop the response variable index
j in the proof. Let θ0 be the true value and k = m+1 be the dimension of the parameter space.
Write `(yi|zi; θ) = log f(yi|zi; θ), `(1)(yi|zi; θ) =
(
∂
∂θ1
log f(yi|zi; θ), · · · , ∂∂θk log f(yi|zi; θ)
)′
, and
`(2)(yi|zi; θ) =
(
∂2
∂θ∂θ′ log f(yi|zi; θ)
)
k×k. Let xi = I
−1/2
θ `
(1)(yi|zi; θ0). By Taylor expansion, we
have
n−1
n∑
i=1
`(1)(yi|zi; θˆ) = n−1
n∑
i=1
`(1)(yi|zi; θ0) + n−1
n∑
i=1
`(2)(yi|zi; ξ)(θˆ − θ0),
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where ξ is between θˆ and θ0. Note that
∑n
i=1 `
(1)(yi|zi; θˆ) = 0. By denoting
An = n
−1
n∑
i=1
`(2)(yi|zi; ξ)− n−1
n∑
i=1
`(2)(yi|zi; θ0),
Bn = n
−1
n∑
i=1
`(2)(yi|zi; θ0) + Iθ and
Cn = I
1/2
θ − Iˆθ
1/2
= I
1/2
θ (θ0)− I1/2θ (θˆ),
we have
n−1
n∑
i=1
xi − I1/2θ (θˆ − θ0) = −I−1/2θ (An +Bn)(θˆ − θ0). (4.24)
It follows that
n−1
n∑
i=1
xi − Iˆ1/2(θˆ − θ0) = {Cn − I−1/2(An +Bn)}(θˆ − θ0). (4.25)
By Lipschitz condition, it follows that∥∥∥∥E ∂2∂θ2 log f(yi|zi; θ1)− E ∂2∂θ2 log f(yi|zi; θ0)
∥∥∥∥ ≤ CE{Gi(yi)}|θ1 − θ0|.
Since lim supn−1
∑n
i=1Gi(yi) ≤ G < ∞, this implies that
∥∥Iθ(θ0) − Iθ(θˆ)∥∥ ≤ C ′|θ0 − θˆ| for
some positive constant C ′.
From Horn and Johnson (1991), page 557, we have the inequality
‖B1/2 −A1/2‖2 ≤
{
max(‖B−1‖2, ‖A−1‖2)
}1/2‖B −A‖2
for any positive definite matrices A and B of the same size, where ‖ · ‖2 denotes the matrix
spectral norm. Note that ‖A‖2 ≤ ‖A‖ ≤
√
k‖A‖2 for any k × k square matrix A. Setting
A = Iθ(θ0) and B = Iθ(θˆ), it can be shown that
‖Cn‖ ≤ Ck
∥∥Iθ(θ0)− Iθ(θˆ)∥∥ ≤ Ck|θ0 − θˆ|,
where Ck is a positive constant depending on the dimension size k.
To capture the magnitude of An and Bn, for small positive δ, define
D1,n =
{
(y1, · · · , yn) : n−1
n∑
i=1
[Gi(yi)− EGi(yi)] ≤ 1
}
,
D2,n =
{
(y1, · · · , yn) : ‖Bn‖ =
∥∥n−1 n∑
i=1
[`(2)(yi|zi; θ0)− E`(2)(yi|zi; θ0)]
∥∥ ≤ δ}.
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Since E
[
exp{δGi(yi)}
] ≤ C and E[ exp{δ‖`(2)(yi|zi; θ0)‖}] ≤ C for i = 1, · · · , n, by standard
large deviation results, it can be shown that P (Dc1,n) and P (D
c
2,n) are bounded by C1 exp(−C2n)
and for some positive constants C1 and C2. Therefore, for any (y1, · · · , yn) ∈ D1,n ∩D2,n, we
have
‖An‖ ≤ n−1
n∑
i=1
Gi(yi)|θ0 − θˆ| ≤ C3|θ0 − θˆ|, ‖Bn‖ ≤ C3δ and
P (Dc1,n ∪Dc2,n) ≤ C1 exp(−C2n),
for some positive constant C3. Hence, from (4.25), it follows that∥∥∥∥n−1 n∑
i=1
xi − Iˆ1/2θ (θˆ − θ0)
∥∥∥∥ ≤ C(|θ0 − θˆ|+ δ)|θ0 − θˆ|. (4.26)
Define D3,n =
{
(x1, · · · , xn) : |θˆ − θ0| < δ
}
. By the asymptotical normality of MLE, it can be
also shown that P (Dc3,n) = O{exp(−cn)} for some positive constant c.
Therefore, for any (y1, · · · , yn) ∈ D1,n∩D2,n∩D3,n, we have ‖n−1
∑n
i=1 xi− Iˆ1/2θ (θˆ−θ0)‖ ≤
Cδ|θ0 − θˆ|, which leads to
∥∥n−1∑ni=1 xi∥∥ ≥ (1 − δ1)∣∣Iˆ1/2θ (θˆ − θ0)∣∣ for some δ1 > 0. Hence, for
any positive αn = O(1), we have that
P (
∣∣Iˆ1/2θ (θˆ − θ0)∣∣ > αn) ≤ P(∥∥∥∥n−1 n∑
i=1
xi
∥∥∥∥ > (1− δ1)αn)
≤ C exp{− (1− δ1)2nα2n/M ′}.
Therefore, for some M > 0,
P (
∣∣Iˆ1/2θ (θˆ − θ0)∣∣ > αn) ≤ C exp(−nα2n/M) + C1 exp(−C2n) = C exp(−nα2n/M).
Choosing αn = wn/
√
n for wn = O(
√
n) and wn > n
1/6 leads to the second claim.
For wn = 0(n
1/6), define
D4,n =
{
(x1, · · · , xn) : ‖Bn‖ ≤ ξn/
√
n
}
and
D5,n =
{
(x1, · · · , xn) : |I1/2(θˆ − θ0)| ≤ ξn/
√
n
}
,
where ξn = M˜wn > wn and M˜ =
√
(C0 + 1/2) max{M, 1} for a large constant C0 > 1. From
the previous analysis, we know that P (Dc5,n) ≤ exp(−ξ2n/M) ≤ exp{−(C0 + 1/2)w2n}. Similar
to the case of D2,n, it can be shown that P (D
c
4,n) ≤ exp{−(C0 + 1/2)w2n}. Therefore, we have
P (Dc1,n ∪Dc4,n ∪Dc5,n) ≤ exp{−(C0 + 1/2)w2n},
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and for any (y1, · · · , yn) ∈ D1,n ∩D4,n ∩D5,n,∥∥∥∥n−1 n∑
i=1
xi − Iˆ1/2θ (θˆ − θ0)
∥∥∥∥ ≤ C ξn√n |θ0 − θˆ|
for some positive constant C depending on k. It follows that
(1− C ξn√
n
)|Iˆ1/2θ (θ0 − θˆ)| ≤
∥∥∥∥ 1n
n∑
i=1
xi
∥∥∥∥ ≤ (1 + C ξn√n)|Iˆ1/2θ (θ0 − θˆ)|.
From the inequality above, we see that, If
∥∥n−1∑ni=1 xi∥∥ ≥ (1+Cξn/√n)wn/√n, then |Iˆ1/2θ (θˆ−
θ0)| ≥ wn/
√
n; and if |Iˆ1/2θ (θˆ − θ0)| ≥ wn/
√
n, then
∥∥n−1∑ni=1 xi∥∥ ≥ (1− Cξn/√n)wn/√n.
Therefore, we have that
P
{∥∥∥∥ 1n
n∑
i=1
xi
∥∥∥∥ ≥ (1 + C ξn√n)wn√n
}
≤ P
{
|Iˆ1/2θ (θˆ − θ0)| ≥
wn√
n
}
≤ P
{∥∥∥∥ 1n
n∑
i=1
xi
∥∥∥∥ ≥ (1− C ξn√n)wn√n
}
.
(4.27)
By large deviation theories from Von Bahr (1967), Saulis (1992) and Saulis and Statulevic˘ius
(1991), it can be shown that the first part of the inequality (4.27) is equal to
P
{|N(0, Ik×k)| ≥ (1 + C ξn√
n
)wn
}{1 +O(w3n√
n
)}
= P
{
χ2k ≥ (1 + C
ξn√
n
)2w2n
}{1 +O(w3n√
n
)},
where χ2k denotes Chi-square distribution with degree of freedom k.
Let δn = Cξn/
√
n, F¯k(·) and fk(·) be the upper tail probability function and probability
density function of χ2k, respectively. Note that
F¯k((1 + δn)
2w2n)
F¯k(w2n)
=
F¯k(w
2
n)−
∫ (1+δn)2w2n
w2n
fk(t)dt
F¯k(w2n)
= 1− 1
F¯k(w2n)
∫ (1+δn)2w2n
w2n
fk(t)dt.
Since
2δnw
2
nfk{(1 + δn)2w2n} ≤
∫ (1+δn)2w2n
w2n
fk(t)dt ≤ 2δnw2nfk(w2n)
and fk{(1 + δn)2w2n} = fk(w2n){1−O(w3n/
√
n)}, it follows that
1− 2δnw
2
nfk(w
2
n)
F¯k(w2n)
≤ F¯k((1 + δn)
2w2n)
F¯k(w2n)
≤ 1− 2δnw
2
nfk(w
2
n)
F¯k(w2n)
{1−O(w3n/
√
n)}.
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From Gross and Hosmer (1978), it can be shown that fk(w
2
n)/F¯k(w
2
n) = 1/2 + o(1). There-
fore, the above inequality can be written as
F¯k((1 + δn)
2w2n)
F¯k(w2n)
= 1−O(w3n/
√
n),
from which we see that the first part of the inequality (4.27) is equal to F¯k(w
2
n){1+O(w3n/
√
n)}.
In the same way, it can be shown that the third part of (4.27) also equals to F¯k(w
2
n){1 +
O(w3n/
√
n)}. Therefore, we have for some large positive constant C0,
P
{∣∣Iˆ1/2θ (θˆ − θ0)∣∣ ≥ wn√n
}
= P
{∣∣Iˆ1/2θ (θˆ − θ0)∣∣ ≥ wn√n ∩ (D1,n ∩D4,n ∩D5,n)
}
+ P
{∣∣Iˆ1/2θ (θˆ − θ0)∣∣ ≥ wn√n ∩ (Dc1,n ∪Dc4,n ∪Dc5,n)
}
= F¯k(w
2
n)
{
1 +O(w3n/
√
n) +O(exp(−C0w2n))
}
.
This completes the proof of Lemma 4.1. By multiplying V −1/2DI−1/2 on both sides of
equation (4.24), Lemma 4.2 can be proved similarly to Lemma 4.1. 
Proof of Proposition 4.5. The first statement comes from Liu and Pierce (1994). For
the second statement, from (i) we have that∣∣∣∣1u
u∑
i=1
log{fˆj,G(Yij |Zij ; θ)} − 1
u
`j(θ;Yj)
∣∣∣∣ = O{v−(G/3+1)[(2G)!]−1}.
By choosing G = log u, it follows v−(G/3+1)[(2G)!]−1 = o(u−2). Since `(2)j (θ˜;Yj) < 0 with
overwhelming probability, by the Taylor expansion of `j(θˆj,G0 ;Yj) at θ˜j , it can be shown that
|θˆj,G0 − θ˜j | < M/u for a positive M . 
Proof of Proposition 4.6. To simplify the notation, we drop the response variable index
j in the proof. For part (i), let λ0 be the maximum eigenvalue of `
(2)(θ˜;X). Since `(2)(θ˜;X)
is strictly negative definite, λ0 < 0. Denote λmax{`(2)(θ;X)} to be the maximum eigenvalue
of `(2)(θ;X). Due to the continuity of `(2)(θ;X) in a neighborhood of θ˜, there exists a δ0 > 0
such that for |θ − θ˜| < δ0, λmax{`(2)(θ;X)} < λ0/2.
By Taylor expansion of `(θ;X) at `(θ˜;X), we have
`(θ;X) = `(θ˜;X) + (θ˜ − θ)′`(2)(θ1;X)(θ˜ − θ)/2
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where θ1 is between θ and θ˜. For |θ − θ˜| < δ0, it follows that
`(θ;X)− `(θ˜;X) ≤ λmax{`(2)(θ;X)}|θ − θ˜|2/2 < λ0|θ − θ˜|2/4.
From Lele et al. (2010), we have {L(θ˜;X)}Q/C(X(Q)) ≤ CQk/2 where C is a constant depends
on the data X. Let θ(Q) be a sample from the posterior piQ(θ|X(Q)) after data cloning. For
 < δ0,
P ( < |θ(Q) − θ˜| < δ0|X) = 1
C(X(Q))
∫
<|θ−θ˜|<δ0
pi(θ){L(θ;X)}Qdθ
≤ CQk/2
∫
<|θ−θ˜|<δ0
{
L(θ;X)
L(θ˜;X)
}Q
pi(θ)dθ
< CQk/2
∫
<|θ−θ˜|<δ0
exp{λ0Q|θ − θ˜|2/4}pi(θ)dθ
< CQk/2 exp{2λ0Q/4}
for λ0 < 0 and a constant C that depends on X. Since γ(δ0) := sup{L(θ;X) : |θ − θ˜| >
δ0}/L(θ˜;X) < 1, we have
P (|θ(Q) − θ˜| > δ0|X) = 1
C(X(Q))
∫
|θ−θ˜|>δ0
pi(θ){L(θ;X)}Qdθ
≤ CQk/2
∫
|θ−θ˜|>δ0
{
L(θ;X)
L(θ˜;X)
}Q
pi(θ)dθ
< CQk/2
∫
|θ−θ˜|>δ0
γ(δ0)
Qpi(θ)dθ
≤ CQk/2 exp [Q log{γ(δ0)}].
Since δ0 is fixed, for  small, exp{2λ0Q/4} > exp
[
Q log{γ(δ0)}
]
. Combining the two parts
together, we have the first claim.
For the grouped random effect model, we first derive a lower bound for the normalizing
constant C(X(Q)), that is independent of X. Let X = (X ′1, · · · , X ′u)′ where X ′i is the data from
the ith group. Define H = −`(2)(θ˜;X)/u that converges to I = −E{`(2)(θ0;X)}/u as u→∞.
For any θ ∈ Rk, by Taylor Expansion, we have
`(θ;X) = `(θ˜;X) + `(1)(θ˜;X)(θ˜ − θ) + (θ˜ − θ)′`(2)(θ1;X)(θ˜ − θ)/2
= `(θ˜;X)− (θ˜ − θ)′{−`(2)(θ1;X)}(θ˜ − θ)/2, (4.28)
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where θ1 lays between θ and θ˜. Given a fixed positive constant C0, consider θ = θ˜+H
−1/2t/
√
Qu
for t ∈ [−C0, C0]k. We have
`(θ;X) = `(θ˜;X)− t′H−1/2{−`(2)(θ1;X)}H−1/2t/(2Qu),
where θ1 − θ˜ = H−1/2t1/
√
Qu and t1 ∈ [−C0, C0]k. By the Lipschitz condition of `(2)(θ;X),
‖`(2)(θ1;X)/u+H‖ ≤ C(Qu)−1/2|H−1/2t|
u∑
i=1
Gi(Xi)/u ≤ C(Qu)−1/2
with overwhelming probability when u is large. It follows that
|t′H−1/2{H + `(2)(θ1;X)/u}H−1/2t| ≤ C(Qu)−1/2,
where C is a positive constant. Therefore,
`(θ;X)− `(θ˜;X) ≥ − t
′t+ C(Qu)−1/2
2Q
.
Note that
C(X(Q))
{L(θ˜;X)}Q =
∫ (
L(θ;X)
L(θ˜;X)
)Q
pi(θ)dθ
= |H|−1/2(Qu)−d/2
∫ (
L(θ˜ +H−1/2t/
√
Qu;X)
L(θ˜;X)
)Q
pi(θ˜ +H−1/2t/
√
Qu)dt
≥ |H|−1/2(Qu)−d/2
∫ C0
−C0
exp{−t′t/2− C(Qu)−1/2}pi(θ˜ +H−1/2t/
√
Qu)dt
≥ C(Qu)−d/2
for a positive constant C.
Note that ‖`(2)(θ;X)/u+H‖ ≤ C|θ − θ˜| and ‖H − I‖ ≤ δ for a small positive δ when u is
large. From (4.28), we have that
u(θ˜ − θ)′{−`(2)(θ1;X)/u}(θ˜ − θ) = u(θ˜ − θ)′{I +H − I − (H + `(2)(θ1;X)/u)}(θ˜ − θ).
Since for a constant C > 0,
u(θ˜ − θ)′I(θ˜ − θ) ≥ Cu|θ˜ − θ|2, |u(θ˜ − θ)′(H − I)(θ˜ − θ)| ≤ Cδu|θ˜ − θ|2 and
|u(θ˜ − θ)′{H + `(2)(θ1;X)/u}(θ˜ − θ)| ≤ Cu|θ˜ − θ|3,
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it follows that
u(θ˜ − θ)′{−`(2)(θ1;X)/u}(θ˜ − θ)/2 > u|θ˜ − θ|2(C1 − C2|θ˜ − θ|),
where C1 and C2 are two positive constants. Choose 0 < δ0 < C1/C2. For any |θ˜ − θ| < δ0,
L(θ;X)
L(θ˜;X)
< exp(−Cu|θ˜ − θ|2).
Let θ(Q) be a realization of the posterior piQ(θ|X(Q)). Therefore, given the data X, for a large
positive constant M , it follows that
P (Mzu/u < |θ(Q) − θ˜| < δ0|X) = 1
C(X(Q))
∫
Mzu/u<|θ−θ˜|<δ0
pi(θ){L(θ;X)}Qdθ
≤ C(Qu)d/2
∫
Mzu/u<|θ−θ˜|<δ0
{
L(θ;X)
L(θ˜;X)
}Q
pi(θ)dθ
≤ C(Qu)d/2
∫
Mzu/u<|θ−θ˜|<δ0
exp{−CuQ|θ˜ − θ|2}pi(θ)dθ
≤ C(Qu)d/2 exp{−CM2z2uQ/u}.
Note that the right side of the inequality is free of X. By choosing Q = u, for any 0 > 0 and
zu > 0
√
log(u), we have
P (|θ(u) − θ˜| > Mzu/u) < exp(−M0z2u),
where M0 is a positive constant. 
Negative-Binomial regression. Suppose y|z follows the Negative-Binomial distribution
with mean µ = exp(z′β) and dispersion parameter ψ. Let h(·) be the pdf of z. The log
likelihood of x = (y, z′)′ is
log f(x, β, ψ) = ψ log
(
ψ
µ+ ψ
)
+ y log
(
µ
µ+ ψ
)
+ cNB(y, ψ) + log h(z), (4.29)
where cNB(y, ψ) = log{Γ(y+ψ)}− log{Γ(y+1)}− log{Γ(ψ)}. The first and second derivatives
of the log likelihood function with respect β and ψ are
∂
∂β
log f(x, β, ψ) = ψ
y − exp(z′β)
exp(z′β) + ψ
z,
∂2
∂ψ∂β
log f(x, β, ψ) =
exp(z′β)(y − exp(z′β))
(ψ + exp(z′β))2
z,
∂2
∂β∂β′
log f(x, β, ψ) = −(y + ψ) exp(z
′β)ψ
(exp(z′β) + ψ)2
zz′,
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and
∂
∂ψ
log f(x, β, ψ) =
y−1∑
j=0
1
j + ψ
− ψ + y
ψ + µ
+ log
(
ψ
ψ + µ
)
+ 1,
∂2
∂ψ2
log f(x, β, ψ) = −
y−1∑
j=0
1
(j + ψ)2
+
y − ψ − 2µ
(ψ + µ)2
+ ψ−1,
where µ = exp(z′β). Since the moment generation function of the Negative-Binomial dis-
tribution exists in a neighborhood of 0, and z is a bounded random variable, the moment
generation functions of the above derivatives exit around 0. Note that the second derivatives
are differentiable with respective to β and ψ. The Lipschitz condition is also satisfied. 
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Figure 4.1: Empirical sizes and powers of the thresholding test (4.5) for the hypothesis (4.22)
under Poisson regression. The first index of the horizontal axis gives the number of signals,
and the second index equals to 10r, providing the strength of the signal.
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Figure 4.2: Empirical sizes and powers of the thresholding test (4.5) for the hypothesis (4.22)
under Logistic regression. The first index of the horizontal axis gives the number of signals,
and the second index equals to 10r, providing the strength of the signal.
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Figure 4.3: Empirical sizes and powers of the thresholding test (4.5) for the hypothesis (4.22)
under the Negative-Binomial regression. The first index of the horizontal axis gives the number
of signals, and the second index equals to 10r, providing the strength of the signal.
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Figure 4.4: Empirical sizes and powers of the thresholding test (4.5) via Gaussian-Hermite
Quadrature approximation for the hypothesis (4.22) under Logistic-Normal Mixed regression.
The first index of the horizontal axis gives the number of signals, and the second index equals
to 10r, providing the strength of the signal.
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Figure 4.5: Empirical sizes and powers of the multi-thresholding test for the hypothesis (4.22)
under Poisson and Negative-Binomial regression. The first index of the horizontal axis gives
the number of signals, and the second index equals to 10r, providing the strength of the signal.
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Figure 4.6: Empirical sizes and powers of the multi-thresholding test for the hypothesis (4.23)
under Poisson and Negative-Binomial regression. The first index of the horizontal axis gives
the number of signals, and the second index equals to 10r, providing the strength of the signal.
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Figure 4.7: Empirical sizes and powers of the multi-thresholding test for the hypothesis (4.22)
under the Logistic and Logistic-Normal mixed regression, where β0 = (0.5, 1)
′. The first index
of the horizontal axis gives the number of signals, and the second index equals to 10r, providing
the strength of the signal.
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Figure 4.8: Empirical sizes and powers of the multi-thresholding test for the hypothesis (4.23)
under the Logistic and Logistic-Normal mixed regression. The first index of the horizontal axis
gives the number of signals, and the second index equals to 10r, providing the strength of the
signal.
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Figure 4.9: Histogram of the p-values of the overall test for the Genotype, Replicate and
Barcoding effects, and the test for differential expression between genotype B73 × Mo17 and
Mo17 × B73 for the tissue stele.
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APPENDIX A. Supplementary Material to Chapter 2
A.1 Proof of Theorem 2.3
We assume the true bandwidth k0 be either fixed or diverging as long as it satisfies
k0(n
−1/2 + p−1/4)→ 0 as n→∞, (A.1)
which covers a quite wide range for the bandwidth. Note that
T˜nk =
Wnk − E(Wnk)
νnk
νnk
Vnk
+
E(Wnk)
Vnk
.
Noting that for k ≤ M , where M = o(p1/4) is a pre-chosen sufficiently large integer,
{Wnk − E(Wnk)}/νnk is stochastically bounded (Theorem 2.1) and from (??), we have
T˜nk = Op
a 12npr−1k tr[{Bk(Σ)}2]
Vnk
+ (r−1k − 1)tr[{Bk(Σ)}2]Vnk .
Let bnk = Vnk/tr{B2k(Σ)} − 1. From Proposition 2.2,
E(bnk) = 0 and Var(bnk) = O(anpr
−2
k ). (A.2)
Since Σ = Bk0(Σ) is non-negative definite, tr(Σ
2) ≤ (2k0 + 1)tr{B0(Σ)2}. Hence, for any k,
rk ≥ (2k0 + 1)−1. These imply that
T˜nk = Op(a
1
2
npk0) + (r
−1
k − 1){1 + op(1)}. (A.3)
It can be checked that a
1
2
npk0 → 0 under (A.1), which makes the first term on the right of the
above equation negligible relative to the second term. And the second term is quite indicative
between k < k0 and k ≥ k0, since rk = 1 for k ≥ k0.
To amplify the second term when k < k0 while not inflicting the first term on the right
of (A.3) too much, we consider nδT˜nk for a small positive δ, which we call modified statistic.
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Then, followed by taking successive differences of them, obtain
d
(δ)
nk := n
δ(Wnk/Vnk −Wnk+1/Vnk+1).
Consider a bandwidth estimator
kˆδ,θ = min{k : |d(δ)nk| < θ}, (A.4)
for a pair of tuning parameters δ > 0 and θ > 0. The following theorem shows that the
consistency of the above bandwidth estimator is attained for both k0 is bounded and diverging.
To establish the theorem, we first introduce some lemmas. Recall that
Dˆnk =
p−k∑
l=1
{ 1
P 2n
∗∑
i,j
(XilXi l+k)(XjlXj l+k)− 2 1
P 3n
∗∑
i,j,h
XilXh l+k(XjlXj l+k)
+
1
P 4n
∗∑
i,j,h,m
XilXj l+kXhlXm l+k
}
,
which is an unbiased estimator of Dk :=
∑p−k
l=1 σ
2
l l+k, and Vnk = Dˆn0 + 2
∑k
q=1 Dˆnq, which is
an unbiased estimator of tr[{Bk(Σ)}2].
Lemma A1. If {σll}pl=1 is bounded away from ∞, then Var(Dˆnk) = O(tr(Σ2)/n) and
Var(Vnk) = O(k
2tr(Σ2)/n).
Proof. Similar to the proof of Lemma 2.1 and Lemma 2.2 in Chapter 2. 
Lemma A2. For a banded covariance matrix with bandwidth k0, under (A.1) and the
condition of Lemma A1, if lim inf
n
{ inf
k<k0
(rk+1 − rk)} > 0, then
P
(
Dˆnk > 0 for any k ≤ k0
)→ 1 as n→∞.
Proof. By Chebyshev’s inequality and Lemma A1, note that for any ε > 0
P
(∣∣∣∣Dˆnk − E(Dˆnk)tr(Σ2)
∣∣∣∣ > ε) ≤ Var(Dˆnk)ε2tr2(Σ2) ≤ Cε2ntr(Σ2)
where C is a positive constant. Therefore,
P
(
max
0≤k≤k0
∣∣∣∣Dˆnk − E(Dˆnk)tr(Σ2)
∣∣∣∣ ≤ ε) ≥ 1− k0∑
k=0
P
(∣∣∣∣Dˆnk − E(Dˆnk)tr(Σ2)
∣∣∣∣ > ε)
≥ 1− Ck0
ε2ntr(Σ2)
→ 1 as n→∞.
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Since lim infn{infk<k0(rk+1−rk)} > 0, there exists a κ > 0 and a N > 0 such that rk+1−rk > κ
for k < k0 and n > N . Choose ε = κ/2, we note that for n > N E(Dˆnk)/tr(Σ
2) = rk − rk−1.
Thus,
Dˆnk/tr(Σ
2) ≥ rk − rk−1 − κ/2 > 0,
for k ≤ k0, n > N and any ω ∈ {ω : max0≤k≤k0 |Dˆnk − E(Dˆnk)| ≤ κtr(Σ2)/2}. Therefore, for
n > N ,
P
(
Dˆnk > 0 for any k ≤ k0
) ≥ P( max
0≤k≤k0
|Dˆnk − E(Dˆnk)| ≤ κtr(Σ2)/2
)
→ 1. 
Lemma A3. For a banded covariance matrix with bandwidth k0, under (A.1) and the
condition of Lemma A1, if
∑p
l=1 σ
2
ll ≥ Cp, where C is a constant, then, for any ε > 0,
P
(|Vnk − E(Vnk)| ≤ εr2ktr(Σ2) for any k ≤ k0)→ 1 as n→∞.
Proof. By Chebyshev’s inequality and Lemma A1, for any ε > 0
P
(∣∣∣∣Vnk − E(Vnk)tr(Σ2)
∣∣∣∣ > εr2k) ≤ Var(Vnk)ε2tr2(Σ2)r4k ≤ Ck
2
ε2npr3k
≤ Ck
2k30
ε2np
,
where the last inequality comes from the fact that r−1k ≤ 2k0 + 1. Therefore,
P
(
max
0≤k≤k0
∣∣∣∣Vnk − E(Vnk)tr(Σ2)r2k
∣∣∣∣ ≤ ε) ≥ 1− k0∑
k=0
P
(∣∣∣∣Vnk − E(Vnk)tr(Σ2)
∣∣∣∣ > εr2k)
≥ 1−
k0∑
k=0
Ck2k30
ε2np
≥ 1− Ck
6
0
ε2np
.
The conclusion follows by applying the same lines of proof as those in the proof of Lemma A1.

Lemma A4. Under the condition of Lemma A3, for any ε > 0 and any δ ≤ 0.5,
P
(|Dˆnk − E(Dˆnk)| ≤ εrktr(Σ2)k−10 n−δ for any k ≤ k0)→ 1 as n→∞.
Proof. By Chebyshev’s inequality and Lemma A1, for any ε > 0
P
(∣∣∣∣Dˆnk − E(Dˆnk)tr(Σ2)
∣∣∣∣ > εrkk−10 n−δ) ≤ Var(Dˆnk)k20n2δε2tr2(Σ2)r2k ≤ Ck
2
0n
2δ
ε2nprk
≤ Ck
3
0n
2δ−1
ε2p
.
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Therefore, similar to Lemma A3, we have
P
(
max
0≤k≤k0
∣∣∣∣Dˆnk − E(Dˆnk)tr(Σ2)rk
∣∣∣∣ ≤ εk−10 n−δ) ≥ 1− Cε−2k40n2δ−1p−1.
The conclusion follows by noting k0 = o(p
1/4) and δ ≤ 0.5. 
Lemma A5. let M be a sufficient large integer, which is larger than k0 and M = o(p
1/4).
Then, under the condition of Lemma A3, for any ε > 0 and any δ ≤ 0.5,
P
(|Dˆnk| ≤ εtr(Σ2)M−1n−δ for any k0 < k ≤M)→ 1 as n→∞.
Proof. Similar to Lemma A4, by Chebyshev’s inequality, for any ε > 0, we have
P
(∣∣∣∣Dˆnk − E(Dˆnk)tr(Σ2)
∣∣∣∣ > εM−1n−δ) ≤ Var(Dˆnk)M2n2δε2tr2(Σ2) ≤ CM2n2δ−1ε2p ,
which leads to the result
P
(
max
k0<k≤M
∣∣∣∣Dˆnk − E(Dˆnk)tr(Σ2)
∣∣∣∣ ≤ εM−1n−δ) ≥ 1− Cε−2M3n2δ−1p−1 → 1.
The conclusion follows by noting E(Dˆnk) = 0 for k > k0. 
Denote Ink = {Wnk − E(Wnk)}/Vnk and Jnk = E(Wnk)/Vnk. Then, T˜nk = Ink + Jnk. For
k0 diverging but satisfies (A.1), we intend to prove the uniform convergence in probability of
Ink for k ≤M , where M is a sufficient large integer such that k0 < M but M = o(p1/4).
Lemma A6. Under the condition of Lemma A3, for any 0 < ε < 1 and any δ ≤ 0.5, as
n→∞,
(a). P
(
nδ|Ink| ≤ ε, for any k ≤ k0
)→ 1;
(b). P
(
nδ|Ink| ≤ ε, for any k0 < k ≤M
)→ 1, where k0 < M and M = o(p1/4).
Proof. (a). It can be verified that a
1
2
npk0 = o(n
−1/2) if k0 satisfies (A.1). Hence, nδ|Ink| =
Op(n
δa
1
2
npk0)
p−→ 0 for any k < M and δ ∈ (0, 1/2], where M = o(p1/4). Especially, we have
nδ|In1| p−→ 0. Therefore, P
(
nδ|In1| ≤ ε/2
)→ 1, as n→∞. Denote for any ε > 0
Ω1 =
{
ω : nδ|In1(ω)| ≤ ε/2},
Ω2 =
{
ω : Dˆnk(ω) > 0, for any k ≤ k0
}
,
Ω3 =
{
ω : |Vnk(ω)− E(Vnk)| ≤ rktr(Σ2)/2, for any k ≤ k0
}
and
Ω4 =
{
ω : |Dˆnk(ω)− E(Dˆnk)| ≤ εrktr(Σ2)k−10 n−δ/8, for any k ≤ k0
}
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For any ω ∈ ⋂4i=1 Ωi, we have Vnk/tr(Σ2) ∈ [rk/2, 3rk/2]. Therefore,
nδ|In2| = nδ |Wn1 − E(Wn1)− 2{Dˆn2 − E(Dˆn2)}|
Vn1 + 2Dn2
≤ nδ |Wn1 − E(Wn1)|
Vn1 + 2Dn2
+ 2nδ
|Dˆn2 − E(Dˆn2)|/tr(Σ2)
Vn2/tr(Σ2)
≤ nδIn1 + 2nδ r2n
−δε/(8k0)
r2/2
≤ {1/2 + 1/(2k0)}ε
for ω ∈ ⋂4i=1 Ωi. In this way, it can be shown that nδ|Ink| ≤ {1/2 + k/(2k0)}ε ≤ ε for any
ω ∈ ⋂4i=1 Ωi and any k ≤ k0. Hence,
P
(
nδ|Ink| ≤ ε for any k ≤ k0
) ≥ P (⋂Ωi).
Since P
(⋂4
i=1 Ωi
) ≥ 1−∑4i=1 P (Ωci ) = 1−∑4i=1{1−P (Ωi)}, the conclusion (a) follows by the
facts P (Ωi)→ 1 for i = 1, · · · , 4, which have been established in Lemmas A2 - A4.
(b). For the proof of (b), denote
Ω5 =
{
ω : nδ|Ink0(ω)| ≤ ε/8} and
Ω6 =
{
ω : |Dˆnk| ≤ εtr(Σ2)M−1n−δ/16, for any k0 < k ≤M
}
.
Note that nδInk0
p−→ 0, then P (nδ|Ink0 | ≤ ε/8) → 1 as n → ∞. For any ω ∈ Ω3⋂Ω5⋂Ω6, we
have Vnk0/tr(Σ
2) ∈ [1/2, 3/2] and
nδ|Ink| =nδ
|Wnk0 − E(Wnk0)− 2
∑k
q=k0+1
Dˆnq|
Vnk0 + 2
∑k
q=k0+1
Dˆnq
≤nδ |Wnk0 − E(Wnk0)|/tr(Σ
2)
(Vnk0 + 2
∑k
q=k0+1
Dˆnq)/tr(Σ2)
+ 2nδ
k∑
q=k0+1
|Dˆnq|/tr(Σ2)
(Vnk0 + 2
∑k
q=k0+1
Dˆnq)/tr(Σ2)
≤ ε/8
1/2− ε(k − k0)/(8M) + 2n
δ (k − k0)n−δε/(16M)
1/2− ε(k − k0)/(8M)
≤ε/(2− ε/2) < ε,
for any k0 < k ≤M . Therefore,
P
(
nδ|Ink| ≤ ε, for any k0 < k ≤M
) ≥ P (Ω3⋂Ω5⋂Ω6).
Similar to the first conclusion, the second one follows by Lemmas A3 and A5. 
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Recall that Jnk = E(Wnk)/Vnk = (r
−1
k − 1)tr[{Bk(Σ)}2]/Vnk. In the following, we intend to
prove nδ(Jnk − Jnk+1) diverging to ∞ uniformly on k < k0 for any δ > 0.
Lemma A7. Under the condition of Lemma A3, if lim inf
n
{ inf
k<k0
(rk+1 − rk)} > 0, then for
any δ > 0 and any ξ > 0,
P
(
nδ(Jnk − Jnk+1) > ξ, for any k < k0
)→ 1 as n→∞.
Proof. For any ε < 1/2, denote
Ω7 =
{
ω : |Vnk − E(Vnk)| ≤ εr2ktr(Σ2), for any k < k0
}
.
By Lemma A3, P (Ω7)→ 1 as n→∞. For any ω ∈ Ω7, we have
1− εrk ≤ 1/(1 + εrk) ≤ tr[{Bk(Σ)}2]/Vnk ≤ 1/(1− εrk) ≤ 1 + 2εrk
for any k < k0. Hence, for any ω ∈ Ω7,
nδ(Jnk − Jnk+1) ≥ nδ{(r−1k − 1)(1− εrk)− (r−1k+1 − 1)(1 + 2εrk+1)}
≥ nδ(rk+1 − rk) + nδ(εrk + 2εrk+1 − 3ε) ≥ nδ(rk+1 − rk)− 3nδε,
which implies that nδ(Jnk − Jnk+1) diverge uniformly on k < k0, by choosing ε small enough.
Therefore, for any ξ > 0, by choosing ε small enough, there exists a N > 0 such that for any
n > N ,
P
(
nδ(Jnk − Jnk+1) > ξ for any k < k0
) ≥ P (Ω7).
The conclusion follows by noting that P (Ω7)→ 1 as n→∞. 
Theorem 2.3. Under Assumptions 1 and 2, if lim inf
n
{ inf
k<k0
(rk+1 − rk)} > 0, then for any
θ > 0,
(a). If k0 is bounded, kˆδ,θ
p−→ k0 for any δ ∈ (0, 1);
(b). If k0 is diverging but satisfies (A.1), {σll}pl=1 is bounded away from ∞ and
∑p
l=1 σ
2
ll ≥
Cp, then kˆδ,θ − k0 p−→ 0 for any δ ∈ (0, 1/2].
Proof of Theorem 2.3. First consider the case where k0 is bounded. Consider M to be
a fixed sufficiently large integer. Recall that T˜nk = Ink + Jnk where
Ink = {Wnk − E(Wnk)}/Vnk and Jnk = E(Wnk)/Vnk.
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By (A.3), since a
1
2
np = O(n−1), we have nδInk = Op(nδa
1
2
np)→ 0, for any k ≤M . Note that
nδ(r−1k − r−1k+1) = nδ
rk+1 − rk
rk+1rk
≥ nδ(rk+1 − rk).
Thus, from (A.3), for k < k0, the condition lim inf
n
(rk+1−rk) > 0 implies that nδ(Jnk−Jnk+1) ∼
nδ → ∞ in probability where δ ∈ (0, 1). Therefore, d(δ)nk → ∞ for k < k0 and d(δ)nk = op(1) for
k ≥ k0. Hence, for any θ > 0, as n→∞,
P (|d(δ)nk| > θ)→ 1 for k < k0 and P (|d(δ)nk| > θ)→ 0 for k ≥ k0.
Therefore, for any θ > 0 and any ε > 0, for each k, there exists a positive integer Nk such
that for all n ≥ Nk,
P (|d(δ)nk| < θ) < ε/(M + 1) for any k < k0 and
P (|d(δ)nk| ≥ θ) < ε/(M + 1) for any k0 ≤ k ≤M.
Note that both k0 and M are finite, we can set a N which is larger than all Nk such that the
above are satisfied. Define, for k ≤M , Bnk := {|d(δ)nk| < θ} andBn :=
(⋂k0−1
i=0 B
c
n i
)⋂(⋂M
i=k0
Bn i
)
for n > N . Then, for any ω ∈ Bn, kˆδ,θ(ω) = k0.
P (Bcn) ≤
k0−1∑
i=0
P (Bn i) +
M∑
k0
P (Bcn i) ≤ ε.
Hence, for any 0 < δ < 1 and θ > 0, kˆδ,θ
p−→ k0.
For the case of diverging k0, consider k0 < M and M = o(p
1/4). For any θ > 0 and δ ≤ 1/2,
let ε < θ/2 and ξ > 2θ. Denote
U1 =
{
ω : nδ|Ink| ≤ ε, for any k ≤ k0
}
,
U2 =
{
ω : nδ|Ink| ≤ ε, for any k0 < k ≤M
}
and
U3 =
{
ω : nδ(Jnk − Jnk+1) > ξ, for any k < k0
}
.
Then, for any ω ∈ ⋂3i=1 Ui, we have nδ(Jnk − Jnk+1) > ξ > 2θ for any k < k0 and nδ|Ink| ≤
ε < θ/2 for any k ≤M , which lead to nδ|Ink − Ink+1| < θ for any k ≤M . Therefore,
|d(δ)nk| ≤ nδ|Ink − Ink+1|+ nδ(Jnk − Jnk+1) > θ for any k < k0 and
|d(δ)nk| ≤ nδ|Ink − Ink+1| < θ for any k0 ≤ k < M.
From (A.4), we have kˆδ,θ − k0 = 0. It follows that
⋂3
i=1 Ui ⊂ {ω : kˆδ,θ − k0 = 0}. Since
P
(⋂3
i=1 Ui
)→ 1 as n→∞ by Lemma A6 and Lemma A7, we have kˆδ,θ − k0 p−→ 0. 
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APPENDIX B. Supplementary Material to Chapter 3
B.1 Sufficient Conditions of (3.15)
As the condition (3.15) is a pillar of the M-estimation for the underlying band width, we now
provide two sufficient conditions to (3.15) to shown it can be satisfied by standard covariance
structures. One sufficient condition is
For a positive constant Cd and n sufficiently large, h(k) ≤ Cd/n
for k ∈ [ka,n, kb,n], and (kb,n − ka,n)/ka,n → 0 as n→∞. (B.1)
If the second part of (B.1) can not be fulfilled, the following is another sufficient condition to
(3.15):
For some positive constant C0, any η > 0 small and n sufficiently large,
(i) sup
k∈[ka,n,kb,n]
p−1
∑
|l−j|=k
σllσjj → 2C0 as p→∞, and (B.2)
(ii) there exist positive constants C
′
η < C0 and C
′′
η > C0 such that h(k) < C
′
η/n
for k ∈ ((1 + η)k˜B, kb,n) and h(k) > C ′′η /n for k ∈ (ka,n, (1− η)k˜B).
Now we have the following proposition which confirms that either (B.1) or (B.2) is sufficient
to (3.15).
Proposition B1. For Σ ∈ G(ν, q0p), then under either (B.1) or (B.2), (3.15) is satisfied.
Derivation leading to (3.50) and (3.51) in Section 3.10 of the main paper have shown that
(B.1) can be attained for the exponentially decayed h(k). In the following, we demonstrate
that the sufficient condition (B.2) can be attained for the polynomially decayed h(k).
Suppose h(q) = C(q)q−β for β > 1 and {C(q)}p−1q=0 ∈ [C1, C2]. Consider the equations:
a/n = C1q
−β and b/n = C2q−β. Their solutions are sa,n = (C1n/a)1/β and sb,n = (C2n/b)1/β,
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respectively. Under (i) of (B.2) and if max
k∈[ka,n,kb,n]
|C(k)− C| → 0, it can be shown that
kBn
−1/β and k˜Bn−1/β converge to (C/C0)1/β as n→∞. (B.3)
For any arbitrary small ε > 0 and any η > 0, we have
nh(k) ≤ n(C + ε/2)k−β ≤ (C + ε/2)(1 + η)−βnk˜−βB ≤
(C + ε)C0
C(1 + η)β
,
for (1 + η)k˜B < k < kb,n and n sufficiently large. Similarly, it can be shown that
nh(k) ≥ n(C − ε/2)k−β ≥ (C − ε/2)(1− η)−βnk˜−βB ≥
(C − ε)C0
C(1− η)β ,
for ka,n < k < (1− η)k˜B and n sufficiently large. Therefore, by letting ε = Cη, it follows that,
h(k) ≤ (1 + η)1−βC0/n < C0/n for (1 + η)k˜B < k < kb,n and
h(k) ≥ (1− η)1−βC0/n > C0/n for ka,n < k < (1− η)k˜B,
(B.4)
for n sufficiently large. 
Verify part (i) of (B.2) under super-population. By Chebyshev’ inequality, it is shown
in the next paragraph that for any ε > 0 and k ∈ [ka,n, kb,n], as p→∞,
P
(∣∣∣∣p−1 ∑
|l−j|=k
σllσjj − 2C0
∣∣∣∣ > ε) ≤ Cε−2p−1, (B.5)
for some constant C. Note that kb,n = o(n) and n = O(p). Therefore,
P
(
max
k∈[ka,n,kb,n]
∣∣∣∣p−1 ∑
|l−j|=k
σllσjj − 2C0
∣∣∣∣ > ε)
≤
∑
k∈[ka,n,kb,n]
P
(∣∣∣∣p−1 ∑
|l−j|=k
σllσjj − 2C0
∣∣∣∣ > ε) = O{(kb,n − ka,n)p−1} → 0,
which leads to part (i) of (B.2). 
Proof of (B.5). For simplicity, denote σl = σll for l = 1, · · · , p. Let Lh = {(h−1)pm+ 1, (h−
1)pm + 2, · · · , hpm − q} and Jh = {hpm − q + 1, hpm − q + 2, · · · , hpm} for h = 1, · · · ,m and
q ∈ [ka,n, kb,n]. Also let L = ∪mh=1Lh and J = ∪mh=1Jh. Then
∑
|l−j|=q
σllσjj = 2
p−q∑
j=1
σj+qσj = 2
∑
j∈L
σj+qσj + 2
∑
j∈J
σj+qσj . (B.6)
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For the second part on the right side of (B.6), since each term in the summation is inde-
pendent and |J | = mq, it can be shown that E(∑j∈J σj+qσj) ∼ q and Var(∑j∈J σj+qσj) ∼ q.
Hence, for any ε > 0, we have
P
(∣∣∣∣p−1 ∑
j∈J
σj+qσj
∣∣∣∣ ≥ ε)
≤ P
(∣∣∣∣p−1 ∑
j∈J
σj+qσj − p−1
∑
j∈J
E(σj+qσj)
∣∣∣∣ ≥ ε/2)+ P(p−1 ∑
j∈J
E(σj+qσj) ≥ ε/2
)
≤ Cε−2qp−2 + P (C ′q/p ≥ ε/2) ≤ Cε−2p−1, (B.7)
as p→∞, where the last inequality comes from the fact that q = o(p) for any q ∈ [ka,n, kb,n].
For the first part on the right side of (B.6), we may rewrite the summation as
∑
j∈L
σj+qσj =
∑
j∈L1
σj+qσj + · · ·+
∑
j∈Lm
σj+qσj .
Since the summation over each Lh is similar for h = 1, · · · ,m, we only focus on L1. Note that
E(
∑
j∈L1 σj+qσj) = (pm − q)φ21 and Var(σjσj+q) = ψ21 + 2ψ21φ21 for j ∈ L1. Since σj1σj1+q and
σj2σj2+q are dependent if and only if j2 = j1 + q, and
cov(σjσj+q, σj+qσj+2q) = E(σjσ
2
j+qσj+2q)− φ41 = ψ21φ21
for j = 1, · · · , pm − 2q, we have
Var(
∑
j∈L1
σj+qσj) = (pm − q)ψ21 + (4pm − 6q)ψ21φ21 ∼ p.
It follows by Chebyshev’s inequality that for any ε > 0 there exists a constant C > 0 such that
P
(∣∣∣∣p−1 ∑
j∈L1
σj+qσj − (1/m− q/p)φ21
∣∣∣∣ ≥ ε) ≤ Cε−2p−1.
Similarly, it can be shown that for any ε > 0 and h = 1, · · · ,m,
P
(∣∣∣∣p−1 ∑
j∈Lh
σj+qσj − (1/m− q/p)φ2h
∣∣∣∣ ≥ ε) ≤ Cε−2p−1. (B.8)
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Combining (B.7) and (B.8), for any ε > 0 and p sufficiently large, we have
P
(∣∣∣∣p−1 ∑
|l−j|=q
σlσj − 2m−1
m∑
h=1
φ2h
∣∣∣∣ ≥ ε)
≤
m∑
h=1
P
(∣∣∣∣p−1 ∑
j∈Lh
σj+qσj − (1/m− q/p)φ2h
∣∣∣∣ ≥ ε/(6m))
+P
(∣∣∣∣p−1 ∑
j∈J
σj+qσj
∣∣∣∣ ≥ ε/6)+ P (qp−1 m∑
h=1
φ2h ≥ ε/6)
≤ Cm3ε−2p−1 + Cε−2p−1,
where P (qp−1
∑m
h=1 φ
2
h ≥ ε/6) = 0 for p sufficiently large. Hence, (B.5) is valid. 
Proof of Proposition B1. We first consider the case under (B.1). For any δ > 0 and
k > (1 + δ)k˜B, define I1 = {k˜B < q ≤ kb,n} and I2 = {(1 + δ/2)kb,n < q ≤ (1 + δ)k˜B}. Since
k˜B ≥ ka,n and (kb,n − ka,n)/ka,n → 0, it turns out that
(1 + δ)k˜B − (1 + δ/2)kb,n > (1 + δ)ka,n − (1 + δ/2)kb,n
=ka,n{δ/2 + (1 + δ/2)(ka,n − kb,n)/ka,n},
which is larger than δka,n/4 for n large. Hence, I2 is not empty. Also note that I1∩I2 = ∅. By
lemma 3.2A (i), we have DM (q) > C/n > 0 for a positive constant C and any q > kb,n, hence,
Mn(k)−Mn(k˜B) ≥
∑
q∈I1
DM (q) +
∑
q∈I2
DM (q) ≥
∑
q∈I1
DM (q) + (Cδka,n)/(4n).
From (B.1), we note that
∑
q∈I1
DM (q) = p
−1 ∑
|l1−l2|=q∈I1
{
σl1l1σl2l2/n− h(q)
} ≥ −2(kb,n − ka,n)Cd/n.
Therefore,
inf
k:k>(1+δ)k˜B
{|Mn(k)−Mn(k˜B)|} ≥∑
q∈I1
DM (q) +
∑
q∈I2
DM (q)
≥ k˜Bn−1[Cδka,n/(4k˜B)− 2(kb,n − ka,n)Cd/k˜B]
≥ k˜Bn−1[Cδka,n/(4k˜B)− 2(kb,n − ka,n)Cd/ka,n].
The conclusion follows by noting (kb,n − ka,n)/ka,n → 0 and k˜B/ka,n → 1 as n→∞. The case
for k < (1− δ)k˜B can be proved similarly.
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Next, we consider the case under (B.2). For k > (1 + δ)k˜B, from Lemma 3.2A, it suffices
to consider k ≤ kb,n. Therefore, without loss of generality, we assume (1 + δ)k˜B ≤ kb,n. Let
η = δ/2, then (ii) of (B.2) implies that h(k) < C
′
η/n for any kb,n > k > (1 + δ/2)k˜B. Letting
Cη = C0 − C ′η, from (i) of (B.2), we have for any Cη/(2C0) >  > 0 that
p−1
∑
|l1−l2|=q
σl1l1σl2l2 ∈ [(1− )2C0, (1 + )2C0]
uniformly over q ∈ [ka,n, kb,n] for n large. It follows from (3.44) that
DM (q) ≥ 2{(1− )C0/n− h(q)}+ o(1/n) ≥ 2(Cη − C0)/n+ o(1/n) > Cη/n,
for kb,n > k > (1 + δ/2)k˜B and n large. Therefore, for k > (1 + δ)k˜B,
Mn(k)−Mn(k˜B) ≥Mn{(1 + δ)k˜B} −Mn{(1 + δ/2)k˜B} ≥ δCηk˜B/(2n).
The case for k < (1− δ)k˜B can be proved similarly. 
B.2 Proofs of Lemma 3.4
Consider F1,q first. By the independence between different observations, we have
E(F1,q) = (P
2
n)
−1
∗∑
i,j
p−q∑
l=1
E(XilXi l+q)E(XjlXj l+q) =
p−q∑
l=1
σ2l l+q.
Note that
F 21,q = (P
2
n)
−2
∗∑
i1,j1
∗∑
i2,j2
p−q∑
l1=1
p−q∑
l2=1
Xi1l1Xi1 l1+qXj1l1Xj1 l1+qXi2l2Xi2 l2+qXj2l2Xj2 l2+q.
Let fl1l2l3l4 =
∑
m Γl1mΓl2mΓl3mΓl4m and σl1l2σl3l4 [3] = σl1l2σl3l4 + σl1l3σl2l4 + σl1l4σl2l3 . Then,
E(F 21,q) = (P
2
n)
−2(F1,q,a + F1,q,b + F1,q,c), where
F1,q,a = P
4
n
p−q∑
l1=1
p−q∑
l2=1
σ2l1 l1+qσ
2
l2 l2+q,
F1,q,b = 4P
3
n
p−q∑
l1=1
p−q∑
l2=1
(∆fl1 l1+q l2 l2+q + σl1 l1+qσl2 l2+q[3])σl1 l1+qσl2 l2+q and
F1,q,c = 2P
2
n
p−q∑
l1=1
p−q∑
l2=1
(∆fl1 l1+q l2 l2+q + σl1 l1+qσl2 l2+q[3])
2.
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Noting that Var(F1,q) = E(F
2
1,q)− {E(F1,q)}2, we have
Var(F1,q) =(P
2
n)
−2
p−q∑
l1=1
p−q∑
l2=1
{
(4P 3n + 4P
2
n)(2σl1l2σl1+q l2+qσl1 l1+qσl2 l2+q
+ ∆σl1 l1+qσl2 l2+qfl1 l1+q l2 l2+q) + 2P
2
n(∆
2f2l1 l1+q l2 l2+q + 2σ
2
l1l2σ
2
l1+q l2+q
+ 4∆fl1 l1+q l2 l2+qσl1l2σl1+q l2+q + 2σl1l2σl1+q l2+qσl1 l2+qσl2 l1+q)
}
.
Since λmax(Σ) ≤ C <∞, we have σij ≤ C for any i, j = 1, · · · , p, and (Σ2)ll ≤ λmax(Σ2) ≤ C2
for any l = 1, · · · , p. It follows by Cauchy-Schwartz inequality that
|
p−q∑
l1=1
p−q∑
l2=1
σl1l2σl1+q l2+qσl1 l1+qσl2 l2+q| ≤
 p−q∑
l1,l2=1
σ2l1l2σ
2
l1 l1+q
1/2 p−q∑
l1,l2=1
σ2l1+q l2+qσ
2
l2 l2+q
1/2 .
Noting that
∑
l2
σ2l1l2 = (Σ
2)l1l1 ≤ C2, the right side of the inequality above is equal to
O{ph(q)}. By Cauchy-Schwartz inequality, we also have
|
p−q∑
l1=1
p−q∑
l2=1
σl1 l1+qσl2 l2+qfl1 l1+q l2 l2+q|
≤( p−q∑
l1,l2=1
σ2l1 l1+q
∑
m
Γ2l2mΓ
2
l1+q m
)1/2( p−q∑
l1,l2=1
σ2l2 l2+q
∑
m
Γ2l1mΓ
2
l2+q m
)1/2
.
Denote Am×m = Γ′Γ. Since λmax(A) = λmax(Σ) ≤ C,
p−q∑
l2=1
∑
m
Γ2l2mΓ
2
l1+q m =
∑
m
Γ2l1+q mAmm ≤ C
∑
m
Γ2l1+q m = Cσl1+ql1+q.
Therefore, |∑l1,l2 σl1 l1+qσl2 l2+qfl1 l1+q l2 l2+q| = O{ph(q)}. It can be shown that
p−q∑
l1=1
p−q∑
l2=1
f2l1 l1+q l2 l2+q
≤
∑
m1,m2
∑
l1
|Γl1m1Γl1+q m1Γl1m2Γl1+q m2 |
∑
l2
|Γl2m1Γl2+q m1Γl2m2Γl2+q m2 |
≤
∑
m1,m2
(∑
l
Γ2l m1Γ
2
l m2
)(∑
l
Γ2l+q m1Γ
2
l+q m2
)
≤
∑
m1,m2
{(Γ′ ◦ Γ′)(Γ ◦ Γ)}2m1m2 = tr{(Γ′ ◦ Γ′)(Γ ◦ Γ)(Γ′ ◦ Γ′)(Γ ◦ Γ)}
≤tr(Σ2 ◦ Σ2) ≤ tr(Σ4) = O(p),
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where the last equality result from λmax(Σ
4) ≤ C4 <∞. Also, we have
p−q∑
l1=1
p−q∑
l2=1
σ2l1l2σ
2
l1+q l2+q ≤ C
p−q∑
l1=1
p−q∑
l2=1
σ2l1l2 ≤ Ctr(Σ2) = O(p),
|
p−q∑
l1=1
p−q∑
l2=1
σl1l2σl1+q l2+qσl1 l2+qσl2 l1+q| ≤ C
p−q∑
l1=1
p−q∑
l2=1
σ2l1l2 = O(p)
and
|
p−q∑
l1=1
p−q∑
l2=1
fl1 l1+q l2 l2+qσl1l2σl1+q l2+q| ≤ C
(∑
l1,l2
σ2l1l2
)1/2(∑
l1,l2
f2l1 l1+q l2 l2+q
)1/2
= O(p).
Therefore, Var(F1,q) = O{ph(q)n−1 + pn−2}.
Next, consider F2,q and F3,q. Since E(F2,q) = 0, then Var(F2,q) = E(F
2
2,q) for any q =
0, · · · , p− 1. Note that we can decompose F 22,q as
F 22,q = (P
3
n)
−2(
2∑
i=1
F2,q,ai +
3∑
i=1
F2,q,bi +
2∑
i=1
F2,q,ci),
where
F2,q,a1 =
p−q∑
l1,l2=1
∗∑
i,k,j1,j2
(Xil1Xil2)(Xkl1+qXkl2+q)(Xj1l1Xj1l1+q)(Xj2l2Xj2l2+q),
F2,q,a2 =
p−q∑
l1,l2=1
∗∑
i,k,j1,j2
(Xil1Xil2+q)(Xkl1+qXkl2)(Xj1l1Xj1l1+q)(Xj2l2Xj2l2+q),
F2,q,b1 =
p−q∑
l1,l2=1
∗∑
i,j,k
(Xil1Xil2Xil2+q)(Xjl1Xjl1+qXjl2)Xkl1+qXkl2+q,
F2,q,b2 = 2
p−q∑
l1,l2=1
∗∑
i,j,k
(Xil1Xil2Xil2+q)(Xjl1Xjl1+qXjl2+q)Xkl1+qXkl2 ,
F2,q,b3 =
p−q∑
l1,l2=1
∗∑
i,j,k
(Xil1+qXil2Xil2+q)(Xjl1Xjl1+qXjl2+q)Xkl1Xkl2 ,
F2,q,c1 =
p−q∑
l1,l2=1
∗∑
i,j,k
(Xil1Xil2)(Xkl1+qXkl2+q)(Xjl1Xjl1+qXjl2Xjl2+q) and
F2,q,c2 =
p−q∑
l1,l2=1
∗∑
i,j,k
(Xil1Xil2+q)(Xkl1+qXkl2)(Xjl1Xjl1+qXjl2Xjl2+q).
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Taking the expectation of the terms above, first, we have
|EB2,q,a1 | = P 4n |
p−q∑
l1,l2=1
σl1l2σl1+ql2+qσl1l1+qσl2l2+q| = P 4nO{ph(q)},
|EB2,q,a2 | = P 4n |
p−q∑
l1,l2=1
σl1l2+qσl1+ql2σl1l1+qσl2l2+q| = P 4nO{ph(q)}.
By Cauchy-Schwartz inequality, it can be verified that
|
∑
Γl1mΓl2mΓl3m| ≤ (
∑
Γ2l1mΓ
2
l2m)
1/2σ
1/2
l3l3
≤ (σl1l1σl2l2σl3l3)1/2 ≤ C
and ∑
l1,l2
(∑
m
Γl1mΓl2mΓl2+q m
)2 ≤∑
l1,l2
(∑
m
Γ2l1mΓ
2
l2m
)(∑
m
Γ2l2+q m
)
≤ C
∑
l1,l2
∑
m
Γ2l1mΓ
2
l2m = C
∑
m
A2mm ≤ Ctr(Σ2) = O(p).
It follows that
|EF2,q,b1 | ≤ ω2P 3n
∑
l1,l2
|σl1+q l2+q|
∣∣∑
m
Γl1mΓl1+qmΓl2m
∣∣∣∣∑
m
Γl1mΓl2mΓl2+qm
∣∣
≤ ω2P 3n
{∑
l1,l2
σ2l1+q l2+q
(∑
m
Γl1mΓl1+qmΓl2m
)2}1/2{∑
l1,l2
(∑
m
Γl1mΓl2mΓl2+qm
)2}1/2
= P 3nO(p).
Similarly, we have
|EF2,q,b2 | ≤ ω2P 3n
p−q∑
l1,l2=1
|σl1 l2+q|
∣∣∑
m
Γl1mΓl1+qmΓl2m
∣∣∣∣∑
m
Γl1+qmΓl2mΓl2+qm
∣∣ = P 3nO(p),
|EF2,q,b3 | ≤ ω2P 3n
p−q∑
l1,l2=1
|σl1l2 |
∣∣∑
m
Γl1mΓl1+qmΓl2+qm
∣∣∣∣∑
m
Γl1+qmΓl2mΓl2+qm
∣∣ = P 3nO(p).
Similar to the calculation of Var(F1,q), it can be shown that
|EF2,q,c1 | = P 3n
∣∣ p−q∑
l1,l2=1
σl1l2σl1+q l2+q(∆fl1 l1+q l2 l2+q + σl1 l1+qσl2 l2+q[3])
∣∣ = P 3nO(p) and
|EF2,q,c2 | = P 3n
∣∣ p−q∑
l1,l2=1
σl1 l2+qσl1+q l2(∆fl1 l1+q l2 l2+q + σl1 l1+qσl2 l2+q[3])
∣∣ = P 3nO(p).
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The conclusion follows by combining all the parts together. Employing a similar derivation,
we can show that
E(F 23,q) =(P
4
n)
−2
p−q∑
l1,l2=1
∗∑
i1,j1,k1,m1
∗∑
i2,j2,k2,m2
E(Xi1l1Xj1l1+qXk1l1Xm1l1+qXi2l2
Xj2l2+qXk2l2Xm2l2+q)
=4!(P 4n)
−2
p−q∑
l1,l2=1
∗∑
i,j,k,m
E(Xil1Xjl1+qXkl1Xml1+qXil2Xjl2+qXkl2Xml2+q)
=4!(P 4n)
−1
p−q∑
l1,l2=1
σ2l1l2σ
2
l1+ql2+q = O(n
−4p)
Note that E(F3,q) = 0, therefore, Var(F3,q) = E(F
2
3,q) = O(n
−4p).
For G1,q, denote G˜1,q = G1,q+G1,−q = (P 2n)−1
∑
|l1−l2|=q
∑∗
i,j X
2
il1
X2j l2 . Since G1,q = G1,−q,
we have G˜1,q = 2G1,q. Therefore,
E(G˜1,q) = (P
2
n)
−1
∗∑
i,j
∑
|l1−l2|=q
E(X2il1)E(X
2
jl2) =
∑
|l1−l2|=q
σl1l1σl1l1 and
E(G˜21,q) = (P
2
n)
−2(G˜1,q,a + G˜1,q,b + G˜1,q,c),
where
G˜1,q,a = P
4
n
∑
|l1−l2|=q
∑
|l3−l4|=q
σl1l1σl2l2σl3l3σl4l4 ,
G˜1,q,b = 4P
3
n
∑
|l1−l2|=q
∑
|l3−l4|=q
(∆fl1l1l3l3 + σl1l1σl3l3 + 2σ
2
l1l3)σl2l2σl4l4 and
G˜1,q,c = 2P
2
n
∑
|l1−l2|=q
∑
|l3−l4|=q
(∆fl1l1l3l3 + σl1l1σl3l3 + 2σ
2
l1l3)(∆fl2l2l4l4 + σl2l2σl4l4 + 2σ
2
l2l4).
Noting that Var(G˜1,q) = E(G˜
2
1,q)− {E(G˜1,q)}2, we have
Var(G˜1,q) =(P
2
n)
−2 ∑
|l1−l2|=q
∑
|l3−l4|=q
{
(4P 3n + 4P
2
n)(2σ
2
l1l3σl2l2σl4l4 + ∆σl1l1σl3l3fl2l2l4l4)
+ 2P 2n(∆
2fl1l1l3l3fl2l2l4l4 + 4σ
2
l1l3σ
2
l2l4 + 4∆fl2l2l4l4σ
2
l1l3)
}
.
Note that fl1l1l3l3 =
∑
m Γ
2
l1m
Γ2l3m ≤ σl1l1σl3l3 ≤ C for any l1 and l3, and∑
l1,l3
fl1l1l3l3 =
∑
m
∑
l1,l3
Γ2l1mΓ
2
l3m =
∑
m
A2mm ≤ tr(Σ2) = O(p).
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It follows that ∑
|l1−l2|=q
∑
|l3−l4|=q
σ2l1l3σl2l2σl4l4 ≤ C
∑
l1,l3
σ2l1l3 = O(p),
∑
|l1−l2|=q
∑
|l3−l4|=q
σl1l1σl3l3fl2l2l4l4 ≤ C
∑
l2,l4
fl2l2l4l4 = O(p),
∑
|l1−l2|=q
∑
|l3−l4|=q
fl1l1l3l3fl2l2l4l4 ≤ C
∑
l2,l4
fl2l2l4l4 = O(p),
∑
|l1−l2|=q
∑
|l3−l4|=q
σ2l1l3σ
2
l2l4 ≤ C
∑
l1,l3
σ2l1l3 = O(p) and
∑
|l1−l2|=q
∑
|l3−l4|=q
fl2l2l4l4σ
2
l1l3 ≤ C
∑
l1,l3
σ2l1l3 = O(p).
Therefore, Var(G1,q) = Var(G˜1,q)/4 = O(pn
−1).
Last, consider G2,q. Note that
G2,q = G2,−q = (P 3n)
−1 ∑
|l1−l2|=q
∗∑
i,j,k
Xil1Xkl1X
2
jl2
for q = 0, · · · , p − 1. Similar to the calculation of Var(F2,q), we have E(G2,q) = 0, hence,
Var(G2,q) = E(G
2
2,q) for q = 0, · · · , p− 1. We can decompose E(G22,q) as
E(G22,q) = (P
3
n)
−2(2G2,q,a + 4G2,q,b + 2G2,q,c),
where
G2,q,a = P
4
n
∑
|l1−l2|=q
∑
|l3−l4|=q
σ2l1l3σl2l2σl4l4 ,
G2,q,b = P
3
n
∑
|l1−l2|=q
∑
|l3−l4|=q
σl1l3E(X1l1X
2
1l4)E(X1l3X
2
1l2) and
G2,q,c = P
3
n
∑
|l1−l2|=q
∑
|l3−l4|=q
σ2l1l3E(X
2
1l2X
2
1l4).
Since for any l1 and l2,
E(X21l1X
2
1l2) = ∆fl1l1l2l2 + σl1l1σl2l2 + 2σ
2
l1l2 ≤ (3 + ∆)σl1l1σl2l2 ≤ C,
we have G2,q,a ≤ CP 4ntr(Σ2) = P 4nO(p) and G2,q,c ≤ CP 3ntr(Σ2) = P 3nO(p). Under Assumption
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2, it can be verified by Cauchy Schwartz inequality that
G2,q,b =ω
2P 3n
∑
m1,m2
∑
|l1−l2|=q
∑
|l3−l4|=q
σl1l3Γl1m1Γ
2
l4m1Γl3m2Γ
2
l2m2
≤CP 3n
( ∑
m1,m2
∑
|l1−l2|=q
∑
|l3−l4|=q
σ2l1l3Γ
2
l4m1Γ
2
l2m2
)1/2
( ∑
m1,m2
∑
|l1−l2|=q
∑
|l3−l4|=q
Γ2l1m1Γ
2
l4m1Γ
2
l3m2Γ
2
l2m2
)1/2
Note that ∑
m1,m2
∑
|l1−l2|=q
∑
|l3−l4|=q
σ2l1l3Γ
2
l4m1Γ
2
l2m2 ≤ C
∑
l1,l3
σ2l1l3 = O(p)
and ∑
m1,m2
∑
|l1−l2|=q
∑
|l3−l4|=q
Γ2l1m1Γ
2
l4m1Γ
2
l3m2Γ
2
l2m2
=
∑
|l1−l2|=q
∑
|l3−l4|=q
{(Γ ◦ Γ)(Γ′ ◦ Γ′)}l1l4{(Γ ◦ Γ)(Γ′ ◦ Γ′)}l3l2
≤C
∑
l1,l4
{(Γ ◦ Γ)(Γ′ ◦ Γ′)}2l1l4 = tr{(Γ ◦ Γ)(Γ′ ◦ Γ′)(Γ ◦ Γ)(Γ′ ◦ Γ′)} ≤ tr(Σ4) = O(p).
Therefore, G2,q,b = P
3
nO(p). The conclusion follows by combining all the three parts together.

B.3 Proof of Theorem 3.2
Proof of Proposition 3.1. Recall from (3.44) that DM (k) = 2(p − k)p−1{C1,p(k)/n −
h(k)}. First, we consider the exponential decay subclass. Since k˜B is the minimizer of Mn(k),
C1,p(k˜B)/n− C2,p(k˜B)θ−k˜B ≤ 0 and C1,p(k˜B + 1)/n− C2,p(k˜B + 1)θ−(k˜B+1) ≥ 0,
which lead to
log{nC2,p(k˜B + 1)/C1,p(k˜B + 1)}/ log θ − 1 ≤ k˜B ≤ log{nC2,p(k˜B)/C1,p(k˜B)}/ log θ.
Due to the uniform convergence of C1,p(q) and C2,p(q), we have
k˜B = log(nC2C
−1
1 )/ log θ − rn + o(1),
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where 0 ≤ rn ≤ 1. Therefore, for 0 ≤ d < k˜B − ka,n,
−DM (k˜B − d) ={1 + o(1)}(C2θ−k˜B+d − C1/n)
={1 + o(1)}{C2θ− log(nC2C
−1
1 )/ log θ+rn+d+o(1) − C1/n}
={1 + o(1)}(θd+rn+o(1) − 1)C1/n.
Similarly, for 1 ≤ d ≤ kb,n− k˜B, we have DM (k˜B + d) = {1 + o(1)}{1− θ−(d−rn)+o(1)}C1/n. To
sum up, there exists a constant C > 0 such that DM (k˜B − d) < −C(θd − 1)/n for d ≥ 1 and
DM (k˜B + d) > C(1− θ−d+1)/n for d ≥ 2. Hence, for any k > k˜B + 1,
Mn(k)−Mn(k˜B) =
k∑
q=k˜B+1
DM (q) ≥ Cn−1
k−k˜B∑
d=2
(1− θ−d+1). (B.9)
And for k < k˜B − 1,
Mn(k)−Mn(k˜B) = −
k˜B∑
q=k+1
DM (q) ≥ Cn−1
k˜B−k−1∑
d=1
(θd − 1). (B.10)
Therefore, for τ = 1 and any η > τ , we have
inf
k∈Jη
{Mn(k)−Mn(k˜B)} ≥ Cηn−1,
where C is a positive constant that depends on θ only.
Similarly to exponential decay subclass, for the polynomial decay subclass, we have
C1,p(k˜B)/n− C2,p(k˜B)k˜−βB ≤ 0 and C1,p(k˜B + 1)/n− C2,p(k˜B + 1)(k˜B + 1)−β ≥ 0,
which leads to
{C2,p(k˜B + 1)n/C1,p(k˜B + 1)}1/β − 1 ≤ k˜B ≤ {C2,p(k˜B)n/C1,p(k˜B)}1/β.
By the convergence of Ci,p(k) for i = 1, 2, it can be shown that k˜B = (nC2/C1)
1/β − rn + o(1)
for 0 ≤ rn ≤ 1.
Letting d = |k − k˜B|, since the case for d ∼ k˜B ∼ n1/β has already been considered by
(3.15), it suffices to focus on d = o(n1/β), under which we could calculate −DM (k˜B − d) as
C2(k˜B − d)−β − C1n−1 + o(n−1−1/β)
=[{1− (rn + d+ o(1))(nC2/C1)−1/β}−β − 1]C1n−1 + o(n−1−1/β)
={(d+ rn + o(1))β(nC2/C1)−1/β +O(d2n−2/β)}C1n−1 + o(n−1−1/β),
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where the last equation is from the Taylor expansion for the function (1 + x)−β. Hence, there
exists some constant C such that DM (k˜B − d) < −Cdn−(1+1/β) for d ≥ 1 and n sufficiently
large. Similarly, it can be shown that for d ≥ 2, DM (k˜B + d) > Cn−(1+1/β). It follows that, for
any k > k˜B + 1,
Mn(k)−Mn(k˜B) =
k∑
q=k˜B+1
DM (q) ≥ C(k − k˜B)n−(1+1/β).
And for k < k˜B − 1,
Mn(k)−Mn(k˜B) = −
k˜B∑
q=k+1
DM (q) ≥ Cn−(1+1/β)(k˜B − k − 1)(k˜B − k)/2.
Therefore, for τ = 1 and any η > τ , we have for a positive constant C
inf
k∈Jη
{Mn(k)−Mn(k˜B)} ≥ Cηn−(1+1/β). 
Proof of Theorem 3.2. Let S0 = [k1,n, k2,n]. For every n, define Sj,n = {k : 2j−1 ≤ |k− k˜B| <
2j} ∩ S0 for j ≥ 1. Then, if kˆB ∈ Sj,n, we have supk∈Sj,n{Mˆn(k˜B) − Mˆn(k)} ≥ 0. Denoting
I = {j ∈ N+ : 2j−1 > τ and Sj,n 6= ∅}, it follows that,
P (|kˆB − k˜B| > τ) =
∑
j∈I
P (kˆB ∈ Sj,n) ≤
∑
j∈I
P [ sup
k∈Sj,n
{Mˆn(k˜B)− Mˆn(k)} ≥ 0].
From Assumption 3 and (3.15), we have infk∈Sj,n{Mn(k)−Mn(k˜B)} ≥ C2jn−γ . Hence,
P [ sup
k∈Sj,n
{Mˆn(k˜B)− Mˆn(k)} ≥ 0]
≤ P [ sup
k∈Sj,n
{Mˆn(k˜B)− Mˆn(k) +Mn(k)−Mn(k˜B)} ≥ C2jn−γ ]. (B.11)
Similar to the proof of Theorem 3.1, we have
Var{Mˆn(k˜B)− Mˆn(k)} = O
{
|k˜B − k|(pn)−1
∑
q>k1,n
h(q) + (k˜B − k)2p−1n−2
}
.
Thus, by Chebyshev’s inequality, the probability on the right side of (B.11) can be bounded
up to a constant multiple
2−2jn2γ
∑
k∈Sj,n
{
|k˜B − k|(pn)−1
∑
q>k1,n
h(q) + (k˜B − k)2p−1n−2
}
≤n2γ−1p−1
∑
q>k1,n
h(q) + 2jn2γ−2p−1.
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Note that
∑
j∈I 2
j ≤ C1k2,n and |I| ≤ C2 log(k2,n). It follows that,
∑
j∈I
P [ sup
k∈Sj,n
{Mˆn(k˜B)− Mˆn(k)} ≥ 0]
≤ C
∑
j∈I
{
n2γ−1p−1
∑
q>k1,n
h(q) + 2jn2γ−2p−1
}
≤ Cn2γ−1p−1
{
log(k2,n)
∑
q>k1,n
h(q) + k2,nn
−1
}
,
Since log(k2,n)
∑
q>k1,n
h(q) → 0 and k2,n = o(n) as n → ∞, the last term in the inequality
above is the small order term of n2γ−1p−1, which leads to the conclusion of the theorem. 
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