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Abstract 
This dissertation investigates the causal relationships between the crude oil (spot and 
one-month maturity futures) prices and fixing gold prices, conditioning on the U.S. dollar 
exchange rate against a basket of major currencies. We used daily data for the sample 
period spanning from January 2, 1986 till August 13, 2013. Two frequency domain non-
linear causality tests [Breitung and Candelon, 2006 and Lemmens et al., 2008] were 
implemented before and after first moment filtering, in order to identify the nature of 
causality. Firstly, we examined the causal relationships between the returns of our series 
and found a unidirectional causality running from the spot and futures oil market 
towards the gold market for all frequencies (with and without conditioning on the U.S. 
dollar exchange rate). As for the filtered series, our findings revealed the existence of 
bidirectional causal relationships in both short- and long-run between crude oil spot 
prices and gold prices as well as between crude oil futures prices and gold prices, on both 
bivariate and trivariate level.   
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1. Introduction 
It is commonly accepted that crude oil and gold are regarded as two of the world’s 
leading commodities. Although the literature on both the gold and the oil market is 
rather wide, the literature that studies the (direct or indirect) relationship between these 
two markets can be argued to be rather poor but still evolving. The relationship among 
the two above mentioned markets has attracted attention in recent years mostly due to 
the upward price movements of crude oil and gold. Oil is one of the world’s most 
essential commodities since it is one of the basic energy sources. Gold has been 
considered as the “leader” among the major precious metals (Sari et al. 2010) and is 
widely recognized not only for its industrial usage, but also for its ability to act as an 
investment asset. 
Paying attention to the evolvement of the oil and gold prices (Fig. 1, 3 and 5) it is 
obvious that since the recession occurred over the period 3/2001-11/2001 the prices of 
these two commodities have been increasing till the first semester of 2008. During the 
second semester of 2008, the prices of these commodities faced a sudden drop due to 
the global economic and financial crisis, however from 2009, due to expectations of the 
economic recovery, the prices of oil and gold continue on following an upward trend.  
Wang and Chueh (2013) provided another explanation for the observed “co-
movement” of these commodities’ prices since 2001. The increase in demand for oil and 
other commodities due to the penetration of emerging economies in the world market, in 
combination with the continuous depreciation of U.S. dollar, gradually lead investors to 
seek safety in the gold market. As it is known, gold is widely used by investors to hedge 
against risk, retain their assets’ value or simply speculate. When the future demand for oil 
fairly exceeds the supply of oil, crude oil prices are likely to rise and consequently 
investors will persist on purchasing gold. 
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These recent price movements of crude oil and gold and their abovementioned 
characteristics rationalize the significance of investigating the relationship between these 
two commodities. The price movements of oil and gold may offer valuable information 
for predicting the price movements of other widely traded commodities, especially in 
view of the fact that both crude oil and gold markets are believed to represent major 
commodity markets. Furthermore, it is commonly accepted that due to oil’s and gold’s 
individual characteristics the prices of these two commodities are not only supply and 
demand driven. For those reasons, it is of great importance to try identifying the 
relationship between these two commodities. 
There have been several researches, over the last decade, investigating the oil-gold 
relationship. To the best of our knowledge, there are very few studies that have 
investigated the causal relationships between the prices of gold and crude oil, with the 
majority of them identifying a unidirectional causality running from crude oil towards 
gold [Zhang and Wei (2010), Kim and Dilts (2011), Le and Chang (2011), Natanelov et al. 
(2011)].  When the causal relationship between these commodities is investigated in 
emerging economies different results are produced. The findings of Jain and Ghosh 
(2013) for India suggest that there is a bidirectional causality from world oil towards 
Indian gold and vice versa, whereas, Soytas et al. (2009) in a similar study for Turkey 
found no evidence of causal relationship from world prices of crude oil to Turkey’s gold 
prices, neither in the reverse direction. 
As mentioned before the price movements of oil and gold are not exclusively driven 
by supply and demand forces, consequently their relationship can be influenced by other 
factors as well. Since both crude oil and gold prices are denominated in U.S. dollars, 
makes it possible for the relationship between the prices of oil and gold to be affected by 
fluctuations in the value of the U.S. dollar, thus in this dissertation we also included the 
U.S. dollar exchange rate against a basket of several major currencies. Some of the 
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studies that include the U.S. dollar exchange rate in their researches are those of Kim and 
Dilts (2011) and Le and Chang (2011), with only the later to investigate the oil-gold 
relationship on a trivariate level.  
This dissertation is inspired from Narayan et al. (2010) as it tries to continue their 
work. Narayan et al. (2010) examined the long-run equilibrium relationship between the 
spot and futures markets of crude oil and gold. In their concluding remarks, as potential 
future extension, suggest that the above mentioned relationship should be investigated 
within a non-linear or non-parametric framework. Therefore, this dissertation study 
examines the nexus between gold and the “black gold” adopting cutting edge techniques 
in the literature. In particular, as suggested by Narayan et al. (2010) we implemented the 
Breitung and Candelon (2006) and the Lemmens et al. (2008) spectrum causality tests 
which both are capable to capture the non-linear dynamics of the examined relationship. 
To the extent of our knowledge this is among the first studies where the notion of 
causality between crude oil and gold is investigated, within a non-linear framework, while 
taking into account the impact of the U.S. dollar exchange rate. In this context, this study 
makes an effort to broaden the extents of the related literature. In more detail, the most 
important contributions of our paper are: (a) the attempt to shed more light upon the 
causal relationships developed between crude oil spot and futures prices and fixing gold 
prices, and (b) the implementation, before and after a linear filtering, of a recently 
advanced causality tests of Breitung and Candelon (2006) and Lemmens et al. (2008) in 
the frequency domain, which remains vigorous in the presence of volatility clusters, 
separates between long-run and short-run causality and, finally, enables to identify non-
linear relationships. [Dergiades et al. (2012)] 
At first, we test for causality between crude oil spot and gold return series and also 
between the return series of crude oil futures and gold (with and without conditioning on 
the U.S. dollar exchange rate) by adopting the approaches of Breitung and Candelon 
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(2006) and Lemmens et al. (2008). Moreover, due to the existence of cointegration 
relationship, the linear components of the series are filtered-out through an error 
correction model (ECM) and we employ for a second time the same causality tests (with 
and without conditioning on the U.S. dollar exchange rate). By manipulating the 
examined series in this fashion allows us to draw conclusions whether the causality 
established in the previous step is due to the first moment (conditional mean) or higher-
order moments (variance, skewness and kurtosis). In the case where persistent causality is 
identified after-first moment filtering, indicates that the causality is non-linear and is 
attributed to second- or higher-order moments. 
The rest of the paper is arranged as follows: Section 2 provides a review of the 
literature, Section 3 outlines the adopted methodological framework, while the 
description of the data, the preliminary econometric analysis and the empirical analysis 
are presented in Section 4, and finally in Section 5 some concluding remarks are provided 
along with future research directions. 
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2. Literature Review 
2.1 The effect of crude oil market on other non-related energy commodities. 
Many studies have been conducted to identify the nexus between the crude oil market 
and several non-energy related commodity markets. More specifically, one of the 
emerging trends in the crude oil literature is to investigate the linkage between crude oil 
and agricultural commodities. The interest in defining the relationship between crude oil 
prices and agricultural commodity prices has been renewed recently due to the increase 
in agricultural prices in the last few years. The following literature is organized according 
to whether the findings support the existence of a relationship between the crude oil 
market and the agricultural commodity market or the absence of the above mentioned 
relation. 
For the above mentioned market, Nazlioglu et al. (2013) in their recent study 
examined the volatility transmission between oil and selected agricultural commodity 
prices by using the causality in variance test developed by Hafner and Herwartz (2006) 
and a generalized impulse - response method supported by Koop et al. (1996) and 
Perasan and Shin (1998), in order to identify the response of agricultural commodity 
prices to oil price volatility shocks. They used spot daily prices from January 1986 till 
March of 2011 and divided the period into two subgroups: the pre-crisis1 period 
(1/1986-12/2005) and the post crisis-period (1/2006-3/2011). The results of their 
research support that there is not any risk transfer between any of the markets before the 
food crisis in 2006, but for the post-crisis period the volatility responses of all agricultural 
markets to risk shocks seem to be significant, although not permanent, this is evidence 
for contagion rather than long-run dependence. Overall, their findings suggest that the 
                                                             
1 Accordingly to Nazlioglou et al.(2013) the food crisis is placed between 2006-2008. 
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interdependency between oil and the agricultural markets has risen after the commodity 
crisis. 
Baffes (2007) examined the pass-through influence of crude oil price changes to the 
prices of 35 internationally traded primary commodities. He estimated an OLS regression 
equation in order to examine the responses of each commodity price to the price of 
crude oil by taking into consideration inflation and technological change, using annual 
data from 1960 up to 2005. His findings indicate that the prices of agriculture 
commodities, especially the prices of food commodities, had high response to oil price 
changes.  
Nazlioglou and Soytas (2012) examined the dynamic relationship between world oil 
prices and twenty four world agricultural commodity prices taking into account the US 
dollar exchange rate against a basket of major currencies. They conducted panel 
cointegration [Pedroni (1999)] and Granger causality methods for a panel (Panel VECM) 
of the agricultural commodity prices. Using monthly prices from January 1980 to 
February 2010, they found existence of information transmission between these variables 
suggesting that oil prices do have an impact on agricultural commodity prices. 
Natanelov et al. (2011) analyzed the concept of co-movement between crude oil 
futures markets and the agricultural commodities markets, using monthly data starting 
from July 1989 to February 2010. Their methodological framework consists of 
cointegration techniques [Johansen (1988), Johansen and Juselius (1990)], a Vector Error 
Correction Model (VECM) for examining the existence of causal relationships between 
the variables and Threshold Vector Error Correction Model (TVECM) for detecting 
non-linear cointegration. Their results support the existence of a temporal co-movement 
of the commodity prices. Moreover, they have found parallel movement, in the past two 
decades, between crude oil and cocoa and wheat pairs, which indicates the existence of 
strong linkages between crude oil and these markets. Overall, according to their findings, 
14 
 
co-movement appears between crude oil and commodity futures markets that are mature 
and well established. 
Pindyck and Rotemberg (1990) examined the price co-movement between crude oil, 
gold, copper and four agricultural commodities by applying a correlation analysis 
[MIMIC model (multiple indicator multiple cause)] on the U.S. monthly prices of these 
commodities from April 1960 to November 1985. Their results confirm their claim of 
co-movement in those unrelated commodities accounting for macroeconomic effects 
such as inflation, the level of industrial production and changes in interest as well as 
exchange rates. 
Using for the same time period, exactly the same data set as Pindyck and Rotemberg 
(1990), Cashin et al. (1999) reviewed the claim of Pindyck and Rotemberg for existence of 
the co-movement notion by utilizing a concordance statistic developed by Pagan (1999) 
and Harding and Pagan (1999). Their results did not support the notion of co-movement 
between crude oil and unrelated commodity prices, with the only exception to be the co-
movement between crude oil and gold in terms of concordance. 
More recently Reboredo (2012) conducted a study to examine the co-movement 
between world oil prices and global prices for corn, soybean and wheat by applying 
various copula models (Gaussian, Student-t, Clayton, Gumbel and SJC copula models) in 
order to model different types of tail dependence between the series. Reboredo (2012) 
used weakly data from January 1998 till April 2011. The outcomes of their analysis 
supported that crude oil prices were not the driving force of the prices of these 
agricultural commodity prices and that the soaring of oil prices had no causal effect on 
the soaring prices of the agricultural commodities studied. 
In another study, Nazlioglou and Soytas (2011) followed the Toda-Yamamoto 
procedure in order to examine the short-run and long-run interdependence between the 
world oil prices and individual agricultural commodity prices in Turkey taking into 
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account the Turkish lira-U.S. dollar exchange rate for the sample period from January 
1994 to March 2010. They examined both the direct and indirect effects (through the 
exchange rate) of the crude oil prices on the prices of the examined agricultural 
commodities and vice versa. Their findings suggest that world oil prices have neutral 
effect on individual agricultural commodity prices in Turkey, the neutrality of both the 
direct and indirect effects is also supported in the case where the effects of agricultural 
commodities on the crude oil prices are examined. 
Gilbert (2010) attempted to identify the determinants of agricultural price increases. 
His research was based on the standard Granger causality test using quarterly data for the 
period 1970-2008 and found that the main factors which drive agricultural prices were 
demand growth, monetary and financial developments. He stated in his concluding 
remarks that the correlation link between crude oil and agricultural prices was not the 
outcome of a direct causal relationship, but it is determined by the previously mentioned 
factors. 
Ji and Fan (2012) applied a bivariate EGARCH model in order to investigate the 
influence of crude oil price volatility on non-energy commodity markets, using daily data 
from the 7th of July 2006 till the 30th of June 2010. They found that the volatility of crude 
oil prices affects the prices of non-related energy commodities. In more detail, the price 
spillover effects between the crude oil market and the metal market were significant in 
both pre- and post-crisis2 periods, whereas the effects between the oil market and the 
agricultural market were not significant. In addition, they found that after the economic 
recession the relationship between the oil market and other commodity markets was 
strengthened. 
The crude oil market has been considered accountable for affecting different 
macroeconomic variables, economic recessions or booms, employment or 
                                                             
2 Accordingly to Ji and Fan (2012) the financial crisis occurred in 2008. 
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unemployment, high or low inflation, changes in stock values, exchange rates and interest 
rates, etc. Cavalcanti and Jalles (2013) investigated the effect of oil price shocks on the 
inflation rates and the economic growth of Brazil and the U.S.A. The data used in their 
paper cover the period from the first quarter of 1975 to the second quarter of 2008. 
After examining the stationarity properties of their variables, they employed a Structural 
Vector Autoregression Model (SVAR) and found that the effect of oil price shocks in the 
output growth volatility of U.S. was fading out over time and whereas the inflation 
volatility decreased, the oil price shocks were responsible for a large percentage of this 
volatility. On the other hand, according to their findings, oil price shocks did not appear 
to influence output growth and were responsible for a small fraction of the inflation 
volatility. 
In a similar study conducted by Kumar (2009) the relationship between crude oil 
prices and macroeconomic activities in India was examined over the period 1975Q1-
2004Q3 by incorporating a multivariate VAR estimated for both linear and non-linear 
specification. Their findings suggested that the growth rate of industrial production was 
negatively affected when real oil prices increased, in more detail, they found that a 100 
percent increase in crude oil prices leads to a one percent reduction in the growth of the 
Indian industrial production. On the other hand, inflation rate and short-term interest 
rate were positively affected by an increase in crude oil prices.  
A structural cointegrated VAR model was applied by Cologni and Manera (2008) for 
the G-7 countries to study the impact oil price shocks on several economic variables. 
The macroeconomic data used by Cologni and Manera are quarterly for the first quarter 
of 1981 to the fourth quarter of 2003. Their findings indicated that for the majority of 
these countries oil price shocks react on the inflation rate and these inflation rate shocks 
in their turn forward the shock to the interest rates by increasing them.  
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Guo and Kliesen (2005) examined the effect of relative oil price changes and increases 
in oil volatility on the macroeconomy of the U.S. over the period 1984-2004 by 
conducting Granger causality tests developed by Hamilton (1983, 1996 and 2003) on 
their data. In particular, they found that increases in the prices of crude oil have negative 
effects on output growth and increase unemployment and inflation. They also found that 
oil price volatility can influence output growth and when oil price volatility grows, it is 
observed that results in decrease in employment growth and increase in the 
unemployment rate. Overall, their findings indicate that increased uncertainty about the 
future oil prices has a significant effect on the macroeconomy of the U.S. and carries 
greater weight than increases in the prices of crude oil. 
Lizardo and Mollick (2010) in their research examined how the U.S. dollar exchange 
rates respond to oil prices shocks for the period 1970-2008 by carrying out cointegration 
tests (Johansen 1988, 1991). The results of their research showed that when the real price 
of oil increases results to i) a significant depreciation of U.S. dollar relative to net oil 
exporter countries (such as Canada, Mexico and Russia), ii) depreciation of the currencies 
of significant net importers of oil (such as Japan) and iii) decrease of the U.S. dollar value 
relative to widely traded currencies of countries that are neither significant importers or 
exporters. 
Archanskaïa et al. (2012) implemented a bivariate canonical VAR analysis to study the 
relationship between crude oil prices and GDP growth of net consumers oil countries 
over the period 1970-2006. Their findings revealed that during the period 1970-1992, the 
supply-driven crude oil price shocks had a negative impact on macroeconomic activity, 
whereas in the period 1992-2006, during which the oil price shocks were demand-driven, 
these oil price shocks had zero impact on global growth. 
Park and Ratti (2007) in their study examined the impacts of oil price shocks and the 
volatility of oil prices on real stock returns of the U.S. and 13 European countries from 
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1/1986 to 12/2005 by conducting a multivariate VAR model on their monthly data. The 
results of their paper showed that oil price shocks had significant negative impact on real 
stock returns in the same month or within a month for the U.S. and 10 out of the 13 
European countries. Furthermore they found that increased uncertainty about world oil 
prices leads to significant depreciation of real stock returns for many European countries 
but not for U.S.  
Malik and Hammoudeh (2007) employed a multivariate GARCH model to identify 
the volatility and shock transmission mechanism among the daily prices of global crude 
oil, the U.S. equity market and the equity markets of three oil rich Gulf countries (Saudi 
Arabia, Kuwait and Bahrain) from 14 February of 1994 to 25 December of 2001. As one 
would expect, all Gulf equity markets are affected by the oil market volatility, as well as, 
the U.S. equity market, which is indirectly affected. But the only case where the global oil 
market receives volatility from a Gulf equity market is the case of Saudi Arabia. 
Basher et al. (2012) employed a Structural Vector Autoagressive model (SVAR) in 
order to investigate the dynamic interactions among oil prices, exchange rates and 
emerging market stock prices. In their research monthly data were used, covering the 
period from January 1988 to December 2008. The results of their paper support that 
positive oil price shocks leads to negative responses in stock prices and immediate drops 
in exchange rates. Their findings also indicate that an unexpected increase in oil supply 
leads to a negative response in oil prices, whereas unexpected increases in the demand of 
oil and positive shocks to emerging stock markets have the opposite effect on oil prices. 
Papapetrou (2001), using a multivariate Vector Autoregression (VAR) model, 
conducted a study to investigate for Greece the dynamic interrelations between oil prices, 
real stock prices, interest rates, real economic activity and employment. The data used in 
this study consist of monthly observations during the period 1989:1-1999:6. Her findings 
showed that sudden increases in oil prices lead to positive reactions of interest rates and 
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negative responses in industrial production, employment and real stock returns in 
Greece. 
In the following part of the literature review the papers that study the linkage between 
the crude oil market and precious metal market will be discussed. The relationship 
between the crude oil market and the precious metals market has attracted a lot of 
interest since the economic recession in 2008. Baffes (2007) employed a natural log 
specification model and found among other that the pass-through influence of crude oil 
prices on the prices of precious metals was of the highest. 
Hammoudeh and Yuan (2008) in their study conducted three GARCH models 
[standard GARCH, exponential GARCH (EGARCH) and component GARCH 
(CGARCH) models] to identify the volatility pattern of gold, silver and copper in 
correlation to oil price movements. They employed daily data in their analysis covering 
the sample period from January 2, 1990 to May 1, 2006. Their findings suggest that oil 
price shocks affect negatively the uncertainty of gold and silver prices, whereas they have 
no impact on copper’s volatility. 
Soytas et al. (2009) investigated the information transmission between the world oil 
prices and the spot prices of gold and silver in Turkey. They utilized the Toda-
Yamamoto procedure (1995) and the generalized impulse responses developed by Koop 
et al. (1996) and Pesaran and Shin (1998). For the empirical analysis, they used daily data 
from the 2nd of May 2003 till the 1st of March 2007. According to their findings, the oil 
price shocks do not have any impacts on the prices of those precious metals in the long-
run.  
Lescaroux (2009) re-examined the hypothesis of excess co-movement that was set 
forth by Pindyck and Rotemberg (1990). He tested the prices 51 commodities over the 
period 1980-2008, using monthly data. He followed the methodology of Hodrick and 
Prescott (1980) in order to identify the tendency of these commodities prices to move 
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together and employed a market-oriented approach to test the hypothesis of the excess 
co-movement. His results do not support the hypothesis of excess co-movement. More 
specifically, for oil and six metals prices this assumption is also rejected, indicating that 
the price correlation observed between these variables is the effect of an influence of 
supply and demand.  
Akram (2009) in his research investigated the price fluctuations of a wide sample of 
traded commodities. The empirical analysis of this paper is based on quarterly data 
covering the period from the first quarter of 1990 till the fourth quarter of 2007. Akram 
employed structural vector autoagressive (SVAR) models on their data. Their results 
indicate that oil price shocks do not seem to affect the prices of metals in the very short 
run. 
Sari et al. (2010) examined the connection between the spot prices of four precious 
metals (gold, silver, platinum and palladium) and the spot prices of crude oil, through 
implementing the generalized forecast error variance decompositions (VDC) and the 
generalized impulse response functions of Koop et al. (1996) and Pesaran and Shin 
(1998) taking into account the exchange rate of U.S. dollar against the Euro. The data 
used in this research consist of daily observations from January 4, 1999 to October 19, 
2007. The findings of their analysis have shown that price shocks in the oil market 
positively affect the price movements of the examined precious metals, but the impact of 
these price shocks is strong only in the short-run. 
In a recent study, Jain and Ghosh (2013) tried to investigate the long-run relationship 
between world oil prices and precious metals (gold, platinum and silver) in India, taking 
into account the rupee- U.S. dollar exchange rate. For the empirical analysis of their 
study they used daily data over the period from January 2, 2009 to December 30, 2011. 
The relationship among the variables was examined through cointegration (ARDL 
bound tests) and Granger causality [Toda-Yamamoto (1995)] tests. The results of the 
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cointegration tests indicate long term dependence between oil and precious metals prices 
and the findings of the Granger causality tests show that the relationship between some 
precious metals and oil is caused by the exchange rate. 
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3 ARDL=Autoregressive distributed lag 
 
 Table 1: Review table of the literature discussed in subsection 2.1  
Study Methodology Period 
Level of oil prices 
affect the 
investigated 
variables 
Volatility of oil 
affect 
investigated 
variables 
YES NO YES NO 
Cavalcanti 
and Jalles 
(2013) 
SVAR 1975-2008  - - - 
Jain and 
Ghosh (2013) 
ARDL3, Toda-
Yamamoto (1995) 
2009-2011  - - - 
Nazlioglu et 
al. (2013) 
Hafner & Herwartz 
(2006) 
1986-2011 - -  - 
Archanskaïa 
et al. (2012) 
VAR 1970-2006   - - 
Basher et al. 
(2012) 
SVAR 1988-2008  - - - 
Ji and Fan 
(2012) 
EGARCH 2006-2010 - -  - 
Nazlioglou 
and Soytas 
(2012) 
Pedroni (1999),  
Panel VECM 
1980-2010  - - - 
Reboredo 
(2012) 
Copula models for 
tail dependence 
1998-2011 -  - - 
Natanelov et 
al. (2011) 
Johansen (1988), 
Johansen & Juselius 
(1990), VECM and 
TVECM 
1989-2010  - - - 
Nazlioglou 
and Soytas 
(2011) 
Toda-
Yamamoto(1995) 
1994-2010 -  - - 
Gilbert (2010) 
Granger causality 
tests 
1970-2008 -  - - 
Lizardo and 
Mollick 
(2010) 
Johansen 1988, 1991 1970-2008  - - - 
Sari et al. 
(2010) 
GVD, GIRF Koop et 
al. (1996) and 
Pesaran and Shin 
(1998) 
1999-2007  - - - 
Akram (2009) SVAR 1990-2007 -  - - 
Kumar (2009) VAR 1975-2004  - - - 
Lescaroux 
(2009) 
Hordick & Prescott 
(1990) 
1980-2008 -  - - 
Soytas et al. 
(2009) 
Toda-
Yamamoto(1995) 
2003-2007 -  - - 
Hammoudeh 
and Yuan 
(2008) 
GARCH, CGARCH, 
EGARCH 
1990-2006   - - 
Baffes (2007) OLS 1960-2005  - - - 
Malik and 
Hammoudeh 
(2007) 
GARCH 1994-2001 - -  - 
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Park and 
Ratti (2007) 
VAR 1986-2005  -  - 
Guo and 
Kliesen 
(2005) 
Hamilton (1983, 
1996 and 2003) 
1984-2004  -  - 
Papapetrou 
(2001) 
VAR 1989-1999  - - - 
Cashin et al. 
(1999) 
Concordance statistic 
[Pagan (1999), 
Harding and 
Pagan(1999)] 
1960-1985 -  - - 
Pindyck and 
Rotemberg 
(1990) 
MIMIC 1960-1985  - - - 
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2.2 The role of gold to act as a hedge or safe haven in the market. 
Gold is one of the precious metals that are related with the economic activity since 
ancient times. It was and still is one of the most famous assets among investors for 
diversifying portfolios. Gold through time has been used for coins, jewelries, as an asset 
or hedging strategy but in more recent years has been used as an industrial metal as well. 
Many are the academic studies that investigate the role of gold in the market, but few 
have examined its hedging properties. In this section, we will focus on the literature that 
investigates the role of gold to act as a hedge or a safe haven in the market. 
Before proceeding to the literature, is important to define what is regarded as a hedge 
and a safe haven. The definitions featured below have been adopted from the study of 
Baur and Lucey (2010). 
“A hedge is defined as an asset that is uncorrelated or negatively correlated with another asset or 
portfolio on average.” 
In simple words, a hedge is an investment that is expected to reduce the risk of 
unfavorable price changes in a capital and is used by investors when they worry about the 
market developments in the future. 
”A safe haven is defined as an asset that is uncorrelated or negatively correlated with another asset or 
portfolio in times of market stress or turmoil.”  
A safe haven is an investment that is supposed to maintain or even increase its value 
during periods of extreme market conditions. Thus safe havens are used by investors to 
limit their losses during financial crisis.  
In order to examine whether gold was used as a hedge against the sterling-dollar and 
yen-dollar exchange rates, Capie et al. (2005) adopted several GARCH processes [the 
conventional GARCH process, the threshold GARCH process, and the exponential 
GARCH process (EGARCH)]. The empirical analysis of their study was based on weekly 
data over the period 1971-2004. Their findings support that gold was used as a hedge 
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against the sterling-dollar and yen-dollar exchange rates over the examined period, but 
this ability of gold was seemingly utilized the most during unstable political periods and 
unpredictable events. 
Worthington and Pahlavani (2007) applied a cointegration analysis [Saikkonen and 
Lutkepohl (2000a, 2000b, 2000c)] to examine the possible existence of a long-run 
relationship between gold and inflation in U.S. The empirical analysis of their study is 
based on monthly data covering two sample periods: from January 1945 to February 
2006 and from January 1973 to February 2006. The results of this analysis have shown 
that the prices of gold and inflation rates are strongly cointegrated especially in the post-
war period and in the post-1970s period, meaning that gold can act as an effective hedge 
against inflation. 
Soytas et al. (2009) investigated the information transmission between the world oil 
prices, the spot prices of gold and silver in Turkey, the Turkish lira-U.S. dollar exchange 
rate and the Turkish interest rate, by following the Toda-Yamamoto (1995) procedure 
and the generalized impulse responses developed by Koop et al. (1996) and Pesaran and 
Shin (1998). Their computational analysis is based on daily data covering the period from 
May 2, 2003 to March 1, 2007. Their findings support the existence of a unidirectional 
Granger causality from both the lira-dollar exchange rate and Turkish interest rate to 
Turkish domestic gold, meaning that Turkish gold can serve both as a hedge and a safe 
haven against the Turkish interest rate and the Turkish lira-U.S. dollar exchange rate. 
Baur and Lucey (2010) investigated the hedging and safe haven properties of gold in 
the stock and bond markets of U.S., U.K. and Germany, using daily observations 
covering the period from November 30, 1995 to November 30, 2005. They employed a 
dynamic regression model (asymmetric GARCH) to their data and found that gold can 
act as a safe haven against the stock markets of all three countries, but only after extreme 
stock market downturns and loses its effectiveness as a safe haven after around 15 
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trading days. Furthermore, they found that gold is regarded as a hedge for stocks in both 
U.S. and U.K., but not in Germany. Finally, their findings suggest that gold does not act 
either as a hedge, or as a safe haven for bonds in all the countries that participated in the 
study. 
The safe haven property of gold in the international market was examined by Baur 
and McDermott (2010). More specifically they tested the assumption that gold acts as a 
safe haven against the stock markets of developed and developing countries through 
employing a GARCH(1,1) model on their data, which consist of daily observations over 
the sample period: 3/2/1979-3/2/2009. The results of their research indicate that in 
times of extreme volatility, gold cannot be regarded as a safe haven for most of the 
countries examined. Further analyzing these crisis periods, they found that gold in most 
of the developed countries stock markets is regarded as a strong safe haven for extreme 
negative market shocks. In contrast, for most of the emerging markets examined gold is 
uncorrelated with stock markets during periods of financial crisis.  
Joy (2011) in his approach employed a multivariate GARCH model of dynamic 
conditional correlation (DCC-GARCH) developed by Engle (2002) in his data, which 
consists of weekly gold prices and 16 U.S. dollar exchange-rate pairings from January 10, 
1986 to August 29, 2008. The empirical findings suggest that gold and the 16 U.S. dollar 
exchange rates are negatively correlated, meaning that gold serves as a hedge against the 
exchange-rates of U.S. dollar throughout the sample period. He also has found that 
gold’s hedging effectiveness against dollar has increased since 2001, reaching its peak in 
2008. Finally, the results of this study indicate that gold does not have effective safe 
haven properties against U.S. dollar exchange rate in periods of market downturns. 
Wang et al. (2011) examined the hedging effectiveness of gold against inflation in U.S. 
and Japan over the period from January 1971 to January 2010, using monthly 
observations of C.P.I (expressed in both Yen and U.S. dollar) and gold prices (expressed 
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in both Yen and U.S. dollar). To answer these questions, they employed the cointegration 
tests of Engle and Granger (1987) and Enders and Siklos (2001) to evaluate the long-run 
relationship of the variables and in order to evaluate the short-run relationship among 
the variables they first examined their symmetric relationship. The nonlinear error 
correction model [threshold vector error correction model (TVECM)] was then 
employed if the short-run relationship was not linear, whereas the long-run relationship 
was symmetric (linear and stable) and if the long-run relationship is asymmetric then the 
threshold cointegration- threshold vector error correction model (TC-TVECM) is 
employed. Finally, causality test (Wald coefficient test) was conducted to evaluate the 
short-run relationship between the variables examined. Their findings suggest that gold 
cannot act at any place and at any time as an inflation hedge. Gold loses its effectiveness 
as an inflation hedge in times of low momentum, whereas during high momentum 
periods it is able to hedge against inflation only in the case of U.S.A., but not in the case 
of Japan. 
Wang and Lee (2011) examined whether gold can serve as a hedge against fluctuations 
of the Japanese yen-U.S. dollar exchange rate, using monthly data over the period 1986-
2007. In order to test for causality between gold returns and the depreciation rate of yen, 
they generated a threshold vector autoregressive (TVAR) model [Tong (1978), Tong and 
Lim (1980)]. Their results indicate that gold’s hedging effectiveness relies on the level of 
the depreciation rate of yen; in particular, if the depreciation rate is above the variation 
margin (2.62%) gold can serve as an exchange rate hedge.  
Beckmann and Czudaj (2013) examined the hedging effectiveness of gold against 
inflation in four major world economies (U.S., U.K., the Euro Area and Japan), using 
monthly data from January 1970 to December 2011. The variable chosen as an indicator 
of inflation was the Producer Price Index (PPI) of the four countries participating in this 
study. Beckmann and Czudaj examined the relationship between gold prices and the PPI 
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by applying Markov-switching vector error correction approach (MS-VECM) on their 
data. Their findings support that gold can be used as a hedge against future inflations 
although, it is more effective as one in the U.S. and U.K. markets rather than in the 
markets of Japan and Euro area. They have also found that in times when no price 
adjustment is observed, gold cannot be regarded as an effective inflation hedge. 
Ciner et al. (2013) investigated whether some major assets can be regarded as hedges 
or safe havens for each other, using daily data from the U.S. and the U.K. over the 
period 1990-2010. To identify the hedging effectiveness for each asset they employed the 
dynamic conditional correlation approach (DCC-GARCH) of Engle (2002) and for the 
safe haven dynamics they follow the quantile regression approach (asymmetric GARCH). 
Their analysis revealed that gold can be considered as a hedge against the exchange rate 
variations in the U.S. and the U.K. Their findings also suggest that gold can be regarded 
as a safe haven against significant exchange rate falls in both countries. But their 
conclusions regarding the hedging and safe haven properties of gold against the equity 
market and the bond market are mixed. Gold can be regarded as a hedge, but not as a 
safe haven against the uncertainty of the stock market. Finally, their analysis support that 
gold can act as a safe haven against bonds, however it cannot be trusted as a hedge 
against them. 
Hood and Malik (2013) examined among other variables the ability of gold to serve as 
a stock hedge and stock safe haven in the U.S. market in periods of stock market 
volatility. They adopted a GARCH model to account for heteroscedasticity in their daily 
data for the period 1995-2010. Their findings support that gold can serve both as a hedge 
and a safe haven against the U.S. stock market during the examined period, with the 
exception of times with extremely low or high volatility in the U.S. stock market. 
Reboredo (2013) employed different copula functions (Gaussian, Student-t and 
Clayton-Gumbel copulas) to investigate the hedging and safe haven properties of gold 
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against oil price movements. The empirical analysis of this study was based on weekly 
data covering the period from 7 January 2000 to 30 September 2011. His findings 
support the hypothesis that gold cannot serve as a hedge against oil price movements, 
but it can be regarded as an effective safe haven in times of extreme oil price movements. 
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  Table 2: Review table of the literature discussed in subsection 2.2 
Study Methodology Period Variables 
Gold acts as a 
hedge against 
the 
investigated 
variables 
Gold acts as a 
safe haven 
against the 
investigated 
variables 
YES NO YES NO 
Beckmann 
and Czudaj 
(2013) 
MS-VECM 1970-2011 Inflation  - - - 
Ciner et al. 
(2013) 
Asymmetric 
GARCH, 
DCC-GARCH 
1990-2010 
Stocks  - -  
Bonds -   - 
Exchange rates  -  - 
Hood and 
Malik (2013) 
GARCH 1995-2010 Stocks  -  - 
Reboredo 
(2013) 
TVP Gaussian 
copula 
2000-2011 Oil -   - 
Joy (2011) DCC-GARCH 1986-2008 
U.S. dollar 
exchange rate  - -  
Wang et al. 
(2011) 
Engle & Granger 
(1987), Enders & 
Siklos (2001), 
TVECM, 
TC-TVECM 
1971-2010 
Inflation in 
U.S.A   - - 
Inflation in 
Japan -  - - 
Wang and 
Lee (2011) 
TVAR 1986-2007 
Yen exchange 
rate   - - 
Baur and 
Lucey (2010) 
Asymmetric 
GARCH 
1995-2005 
Stocks  -  - 
Bonds -  -  
Baur and 
McDermott 
(2010) 
GARCH 1979-2009 Stocks - - -  
Soytas et al. 
(2009) 
Toda-Yamamoto 
(1995) 
2003-2007 
Turkish 
interest rate  -  - 
Turkish lira-
U.S. dollar 
exchange rate 
 -  - 
Worthington 
and Pahlavani 
(2007) 
Saikkonen & 
Lutkepohl (2000) 
1945-2006 
& 
1973-2006 
Inflation in 
U.S.  - - - 
Capie et al. 
(2005) 
GARCH 1971-2004 
Sterling-U.S. 
dollar &  
Yen-U.S. dollar 
exchange rate 
 - - - 
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2.3 The nexus between gold and oil spot and future prices. 
In this section we will review the literature that examines the relationship between the oil 
market and the gold market. Surprisingly, the studies that directly investigate the 
relationship mentioned above are few but during the last few years there is an emerging 
literature that examines this relation. 
One of the first studies that tried to examine the relationship between the gold and oil 
markets is that of Melvin and Sultan (1990). The subject they investigated is mainly the 
notion that oil price movements affect the demand for gold in oil exporting countries. In 
more detail, they argued that when oil prices follow an upward trend, the revenues from 
oil will rise for oil exporting countries resulting to a rise in the demand for gold, since 
gold constitutes a large proportion of the oil exporters’ asset portfolio (in comparison 
with other nations). This rise in the demand for gold will lead to increase of gold prices. 
Therefore, increases in the price of oil result to a rise in the price of gold. In order to test 
their argument, they utilized a GARCH model on their data and their results verify their 
theoretical framework, that the gold market is affected by oil market. Particularly, their 
findings indicate that the time-varying risk premium in the gold futures market is 
influenced by the crude oil price movements. 
As we have already mentioned, Baffes (2007) in his study examined the pass-through 
influence of crude oil price changes to the prices of 35 internationally traded primary 
commodities. He applied an OLS regression equation on his data in order to examine the 
responses of each commodity price to the price of crude oil by taking into consideration 
inflation and technological change, using annual data from 1960 up to 2005. His findings 
indicate that the prices of precious metals he examined, especially the prices of gold 
responded highly to oil price changes. 
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Hammoudeh and Yuan (2008) in their study employed three GARCH models 
[standard GARCH, exponential GARCH (EGARCH) and component GARCH 
(CGARCH) models] to identify the volatility pattern of gold, silver and copper in 
correlation to oil price movements. Their data consist of daily observations covering the 
sample period from January 2, 1990 to May 1, 2006.  Their findings suggest that oil price 
shocks do not significantly influence gold returns, but these shocks have a decreasing 
effect on the uncertainty related to gold returns. 
Liao and Chen (2008) adopted GARCH and TGARCH models in their research 
paper to identify the relation between the price volatilities of oil and gold in Taiwan. For 
their research, the authors employed daily data covering the period from the 3rd of 
January to the 30th of December 2005. The results of their analysis indicate that the 
uncertainty of oil price returns influences the uncertainty of gold price returns, however 
this relationship is not bidirectional, meaning that they did not find evidence of volatility 
spillover effects from gold to oil prices.  
Hammoudeh et al. (2009) examined the cointegration relationship between crude oil, 
gold, silver and copper as a group by employing the Autoregressive Distributed Lag 
(ARDL) developed by Pesaran and Pesaran (1997) and Pesaran, Shin and Smith (2001) 
on daily data over the covering the period from the 2nd of January 1990 to 1st of May 
2006. Their results, which contradict the findings of similar studies, support that the 
prices of gold, among others, are the forcing variables of the crude oil prices. These 
findings suggest that when a common stochastic shock hits the system of the 
abovementioned variables the prices of gold are the first to move followed by the prices 
of oil. 
Soytas et al. (2009) investigated the information transmission between the world oil 
prices and the spot prices of gold and silver in Turkey, taking into account the Turkish 
lira-U.S. dollar exchange rate. They utilized the Toda-Yamamoto procedure (1995) and 
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generalized impulse responses [Koop et al. (1996) and Pesaran and Shin (1998)]. For the 
empirical analysis, they used daily data from the 2nd of May 2003 till the 1st of March 
2007. According to their results, the Turkish gold prices cannot be used to provide 
information for future world oil price movements. Moreover, they did not find any proof 
of causal relationship from the world oil prices towards gold prices in Turkey.  
Narayan et al. (2010) examined the long-run relationship between the prices of gold 
and oil for both spot and futures markets. Their data consist of daily observations 
covering the following periods: from 2/01/1995 to 12/11/2008 for the spot prices, from 
2/01/1995 to 12/11/2008 for futures contracts with maturities of 1- to 3-month, from 
2/01/1995 to 11/17/2008 for futures contracts with 4 and 5 month maturities and from 
2/01/1995 to 12/09/2009 for futures contracts with 6, 9 and 10 month maturities. 
Through implementing a cointegration test [Gregory and Hansen (GH) (1996)] they 
showed that the two markets were strongly cointegrated, these results were confirmed 
for both spot markets and futures markets for all different levels of maturity tested (1-6, 
9 and 10 month maturities). These findings suggested that gold prices can be used to 
forecast the prices of the oil market, and vice versa. 
Sari et al. (2010) examined the relation between the spot prices of gold and the spot 
prices of crude oil, using daily observations over the period between January 4, 1999 and 
October 19, 2007. Through implementing generalized forecast error variance 
decompositions (VDC) they found that the relationship between gold and oil is rather 
weak, meaning that gold returns do not explain much of the price returns of oil. Also, the 
results, of the generalized impulse response functions of Koop et al. (1996) and Pesaran 
and Shin (1998) they employed, suggest that gold and oil affected each other positively 
and significantly, but these impacts were eliminated by the second day. 
Zhang and Wei (2010) examined the dynamic relationship between the crude oil 
market and the gold market through conducting cointegration test [Engle and Granger 
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(1987)], linear and non-linear Granger causality tests [Baek and Brock (1992) and 
Hiemstra and Jones (1994)]. Their empirical analysis is based on daily data covering the 
period between January 4, 2000 and March 31, 2008. Their findings indicate that crude 
oil and gold follow similar price trends and that there is a strong cointegration 
relationship between the prices of these commodities in the long-term. Furthermore, 
they found the existence of linear Granger causality from crude oil price returns to gold 
price returns, but this does not apply in the opposite case. Finally, their results implied 
that there was no indication of non-linear Granger causality between these markets. 
Kim and Dilts (2011) employed Granger causality test in order to examine the 
relationship among the monthly prices of oil, gold and the value of U.S. dollar covering 
the sample period from January 1970 till July 2008. Their findings support the existence 
of a causal relationship between each pairing of the examined variables. They also have 
found that there exist negative relationships among the value of U.S. dollar and oil and 
among the value of U.S. dollar and gold and a positive relationship between the oil and 
gold prices. 
Le and Chang (2011) examined the relationships between the prices of oil and gold 
through inflation and interaction with the U.S. dollar index, using monthly prices during 
the period between January 1986 and April 2011. Through Johansen cointegration test 
[Johansen (1988), Johansen and Juselius (1990)] they verified the existence of a long-run 
relationship between oil and gold prices and through employing Granger causality 
analysis they confirmed the existence of a non-linear relationship between shifts in the 
values of oil and gold, although they did not find evidence of asymmetric impacts from 
oil on gold prices. Overall, their findings suggest that oil prices can be used to forecast 
gold prices. 
As we have previously discussed in section 2.1, Natanelov et al. (2011) analyzed the 
hypothesis of co-movement between crude oil futures markets and the gold futures 
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markets. In their methodological framework they employed cointegration techniques 
[Johansen (1988), Johansen and Juselius (1990) and Hansen and Seo (2002) for threshold 
cointegration] and a vector error correction model (VECM) to examine for causal 
relationships between the variables. Their analysis reveals that the futures crude oil 
market and the gold futures market are strongly linked to each other throughout the 
whole sample period, which consists of monthly observations starting from July 1989 
until February 2010. They also verified the existence of a causal relationship from crude 
oil towards gold, starting from 2002 till 2010. 
Sari et al. (2011) investigated the information transmission between several variables; 
among them were the oil and the gold markets. They utilized three methods in this study 
[autoregressive distributed lag (ARDL) approach of Pesaran and Pesaran (1997) and 
Pesaran et al. (2001), generalized forecast-error variance decomposition (GVD) and 
generalized impulse response functions (GIRF) of Koop et al. (1996) and Pesaran and 
Shin (1998)] and used daily data for the period 01/02/2003-08/10/2009. Their findings 
support that gold had the second higher impact on the uncertainty of the oil prices, after 
silver. 
Sujit and Kumar (2011) in their study tried to identify the dynamic relationship 
between exchange rates, stock market returns, gold and oil prices. They used daily data in 
their empirical analysis which cover the period from 01/02/1998 until 06/05/2011. By 
adopting Vector autoregressive (VAR) techniques they found that gold prices are not 
affected by oil or other variables, but depend mostly on gold itself and affect the WTI 
index. Also the cointegration analysis [Johansen (1991)] verified the existence of a weak 
long run relationship between the examined variables. 
As featured in a previous section (2.1), Jain and Ghosh (2013) tried to investigate the 
long-run relationship between world oil prices and precious metals in India (gold, 
platinum and silver), using daily data over the period from January 2, 2009 to December 
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30, 2011. The relationship among the variables was examined through cointegration 
(ARDL bound tests) and Granger causality [Toda-Yamamoto (1995)] tests. The results of 
the cointegration tests indicate long term dependence between oil and these precious 
metals prices, especially gold. Their results also indicate that gold4 traded in India 
Granger causes the prices of world oil, meaning that locally traded gold can be used to 
predict the world oil price movements.5 
Wang and Chueh (2013) examined the causal relationships between crude oil and gold 
spot prices throughout the period from January 2, 1989 to December 20, 2007 by 
implementing a Threshold error-correction model (TECM). According to their findings 
there exists a bidirectional influence between crude oil and gold prices, possibly due to 
the fact that both oil and gold are affected by inflation, interest rates and industrial 
production. 
  
                                                             
4 As well as the silver prices and the Rupee-U.S. dollar exchange rate. 
5 According to Jain and Ghosh (2013) this notion cannot be easily explained by a theoretical framework. 
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  Table 3: Review table of the literature discussed in subsection 2.3 
Study Methodology Period 
Existence of relationship 
between oil and gold 
YES NO 
Jain and Ghosh 
(2013) 
ARDL, Toda-
Yamamoto (1995) 
2009-2011  - 
Wang and Chueh 
(2013) 
TECM 1989-2007  - 
Kim and Dilts 
(2011) 
Granger causality 
test 
1970-2008  - 
Le and Chang 
(2011) 
Johansen 1988, 
Johansen & Juselius 
1990,  Granger 
causality test 
1986-2011  - 
Natanelov et al. 
(2011) 
Johansen 1988, 
Johansen & Juselius 
1990, Hansen and 
Seo 2002 an VECM 
1989-2010  - 
Sari et al. (2011) 
ARDL,  GVD and  
GIRF 
2003-2009  - 
Sujit and Kumar 
(2011) 
VAR 1998-2011  - 
Narayan et al. 
(2010) 
Gregory and 
Hansen (GH) 
(1996) 
1995-2008  - 
Sari et al. (2010) 
GVD, GIRF Koop 
et al. (1996) and 
Pesaran and Shin 
(1998) 
1999-2007  - 
Zhang and Wei 
(2010) 
Engle and Granger 
(1987),  Baek and 
Brock (1992) and 
Hiemstra and Jones 
(1994) 
2000-2008  - 
Hammoudeh et al. 
(2009) 
ARDL 1990-2006  - 
Soytas et al. (2009) 
Toda-
Yamamoto(1995) 
2003-2007 -  
Hammoudeh and 
Yuan (2008) 
GARCH, 
CGARCH, 
EGARCH 
1990-2006 -  
Liao and Chen 
(2008) 
GARCH,  
TGARCH 
1998-2005  - 
Baffes (2007) OLS regression 1960-2005  - 
Melvin and Sultan 
(1990) 
GARCH 1975-1988  - 
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3. Methodological Framework  
3.1 Unit Root Tests 
In this section the various unit root tests that were implemented to test the stationarity of 
our variables will be investigated. In order to verify the order of integration of the 
variables several Unit Root tests will be conducted, in particular the Augmented Dickey-
Fuller (ADF) Test, the Dickey-Fuller Test with GLS Detrending (DF GLS), the Phillips-
Perron (PP) Test, the Kwiatkowski, Phillips, Schmidt and Shin (KPSS) Test, the Zivot 
and Andrews (ZA) test with one structural break and the Kapetanios et al. unit root test. 
A stationary time series is defined as a time series whose statistical properties remain 
the same over time. If a series is not stationary is called non-stationary. Most of time 
series techniques are based on the assumption that the time series are stationary, due to 
that non-stationary series have to be transformed into stationary series. Non-stationary 
series can be converted to stationary series by differentiating them, these series are called 
integrated and are expressed as I(d), where d is the order of integration. The order of 
integration is a number that expresses how many times we had to differentiate the non-
stationary series in order to make them stationary. 
We will briefly discuss the main characteristics of the unit root tests. Consider a 
simple autoregressive model of order one [AR (1)]: 
1t t t ty y x         ,                                            (1) 
where: 'tx  are optional exogenous regressors which may consist of constant or a 
constant and a trend,   and   are parameters to be estimated, and the t  are assumed 
to be white noise. If 1  , y  is a stationary series and its statistical properties remain 
steady for all values of t and if 1  , y  is a non-stationary series. Therefore, the 
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stationarity of the series, in most unit root tests, is tested simply by calculating the value 
of  . The theory behind the tests used in this study will be discussed in the following 
paragraphs.  
 
3.1.1 The Augmented Dickey-Fuller Test (ADF) 
The first test to be presented is the Augmented Dickey-Fuller test. The simple Dickey-
Fuller test is implemented after subtraction of 1ty   from both sides of equation (1): 
1 1 1t t t t t ty y y y x           
( ) 11t t t ty y x          ,          set 1    
            1t t t ty y x                                                              (2) 
The null hypothesis under which the test is carried out is the assumption that there is a 
unit root against the alternative hypothesis that there is no unit root. These hypotheses 
are written as: 
: )
: )
0
1
0 , (implying 1
0 , (implying 1
H
H
 
 
 
 
,                                          (3) 
For evaluating these hypotheses the conventional t-ratio for α is used⁚ 
ˆ ˆ/ ( )at a se a  ,                                                       (4) 
where aˆ  is the estimate of α and ˆ( )se a  is the coefficient standard error. 
Because the simple Dickey-Fuller test is efficient only on the assumption that the 
series is an AR(1) process, for series that are correlated at lag order p higher than one, the 
Augmented Dickey-Fuller test is considered to test (3) by utilizing the t-ratio (4): 
'1
1
p
t t t j t j t
j
y ay x y   

                                         (5) 
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3.1.2 The Dickey-Fuller Test with GLS Detrending (DF GLS) 
We will proceed by introducing the DF GLS test. The Dickey-Fuller Test with GLS 
Detrending (DF GLS) is an adjustment of the ADF test, proposed by Elliott, 
Rothenberg and Stock (ERS) in 1996. The DF GLS test is almost identical to the ADF 
test, their difference lies on the fact that in the DF GLS test the series is transformed 
through a generalized least square regression (GLS) before conducting the test. 
First the quasi-difference of ty  that depends on the variable α is introduced: 
,
( )
,1
             =1
    1
t
t
t t
y if t
d y
y ay if t



 
 
    ,                                   (6) 
Afterwards, an OLS regression of the ( )td y a  on the quasi-differenced ( )td x a  is 
estimated: 
( ) ( ) ( )t t td y a d x a      
,                                        (7) 
where tx  contains a constant or a constant and a trend, and 
( )  is the OLS estimates of 
the regression. Now, the value of   has to be established, we use    as 
recommended by ERS, where: 
 
 
,
. ,
1 7     if  1
1 13 5 ,   if  1
t
t
T x
T x t

  
 
    
,                                 (8) 
Now the GLS detrended data dty  is defined, adopting the OLS estimates associated with 
the  : 
    dt t ty y x         ,                                        (9) 
Now that the series have been detrended the DF GLS test is conducted using the 
traditional ADF, after the replacing the original ty  in equation (5) with the GLS 
detrended dty : 
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1
1
p
d d d
t t j t j t
j
y ay y  

       .                                  (10) 
 
3.1.3 The Phillips-Perron Test (PP) 
The next unit root test we use in this study is the Phillips-Perron test. The Phillips-
Perron method is a non-parametric adjustment of the standard Dickey-Fuller test 
equation (2). The PP test instead of introducing lads as regressors, it adjusts the t-ratio of 
the α coefficient to account for auto correlations and heteroscedasticity. The statistic of 
the PP test is: 
    /
/
1 2
0 0
0
1 2
0 02
a
T f se
t t
f f s
   
   
 
  ,                              (11) 
where:   is the estimate, at  the t-ratio of α,  se  is the coefficient standard error, s is 
the standard error of the test regression, ( ) 20 T k s T    (k is the number of the 
regressors) is the consistent estimator of the error variance in equation (2) and 0f  is an 
estimator of the residual spectrum at frequency zero. 
 
3.1.4 The Kwiatkowski, Phillips, Schmidt and Shin Test (KPSS) 
The next in line unit root test used is the Kwiatkowski, Phillips, Schmidt and Shin 
(KPSS) test. The difference between the KPSS test and the tests described above lies to 
the fact that the null hypothesis which assumes that the series ty  is stationary is tested 
against the alternative in which the series are assumed to be non-stationary. The KPSS 
statistic is based on the residuals from the OLS regression of ty  on the exogenous 
variables tx : 
     t t ty x u    ,                                                    (12) 
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The variance of the error tu  is assumed to be zero under the null hypothesis: 
: ,
: ,
2
0
2
1
0     [implying that  is stationary]
0     [implying that  is non-stationary]
u t
u t
H y
H y




      ,                  (13) 
Utilizing the Lagrange Multiplier (LM) test statistic, the LM statistic is defined as: 
( ) ( )2 2 0
t
LM S t T f    ,                                          (14) 
where: 0f  is an estimator of the residual spectrum at frequency zero and S(t) is a 
cumulative residual function: 
( )
1
t
r
r
S t u

   ,                                                    (15) 
based on the residuals   0t t tu y x   . The estimator δ used in this equation is based 
on a regression employing the original and not the quasi-differenced data as in the case of 
GLS detrending. 
 
3.1.5 Zivot and Andrews Unit Root Test with a Single Structural Break (ZA) 
One of the problems of the abovementioned unit root tests is that because they do not 
account for structural breaks, random shocks are presumed to affect the long-run 
movement of the series, thus they fail to reject the null hypothesis. For testing whether 
these shocks have a temporary effect on the movement of the series, the unit root tests 
that allow a structural break in the series have been introduced.  
Zivot and Andrews unit root test is a modification of Perron’s (1989) original unit root 
test with one structural break. Based on Perron’s test, Zivot and Andrews apply three 
models to test for a unit root considering the existence of three types of structural breaks: 
model A (Eq. 16) which allows for a break in the intercept of the series, model B (Eq. 17) 
which permits a break in the slope of the trend function of the series and model C (Eq. 
18) which allows for both kind of breaks to occur all at once i.e. a break in both the level 
and the slope of the trend function. 
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1
model A:    
k
t t t j t t
j
y c y t DU d y    

        ,                      (16) 
1 1
1
model B:    
k
t t t j t t
j
y c y t DT d y    

         ,                       (17) 
1 1
1
model C:    
k
t t t t j t t
j
y c y t DU DT d y     

          ,          (18) 
Where: tDU  is an indicator dummy variable that stands for a break point in the level and 
tDT  is the dummy variable that indicates a break date in the slope of the trend function. 
,
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 

                (19) 
where TB are the possible break dates. 
For all three models above the null hypothesis :0 0H a  , implying that the series has 
a unit root with a drift that excepts any structural break, is tested against the alternative 
hypothesis :1 0H a  , which implies that the series is stationary with a structural break.   
 
3.1.6 The non-linear unit root test of Kapetanios et al. (KSS) 
The last unit root test to be implemented in this study is the unit root test of Kapetanios 
et al. This test examines the null hypothesis of the ADF test, i.e. the series is non-
stationary, against the alternative hypothesis the series follows a non-linear but globally 
stationary process.  
For further understanding the KSS test we consider a univariate smooth transition 
autoregressive model of order 1, STAR(1): 
( ; ) ,...,1 1    ,  1t t t t d ty y y y t T                                     (20) 
where ( , )20t iid  ,   and   are the unknown parameters. The selected transition 
function is of exponential form: 
( ; ) exp( )21t d t dy y                                              (21) 
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where 0   and 1d  . On the abovementioned relation holds:  : ,0 1  , meaning 
that the transition function is bounded between 0 and 1.  
Replacing the ( ; )t dy   in equation (20) with the second member of equation (21) 
results in obtaining a univariate exponential smooth transition autoregressive model of 
order 1, ESTAR(1): 
exp( )21 1 1t t t t d ty y y y              ,                                (22) 
Subtracting 1ty   from both sides in equation (22), results to the following equation: 
exp( ) ,21 1 1       where: 1t t t t d ty y y y                            (23) 
Kapetanios et al. set 0  , suggesting that ty  follows a unit root process in the middle 
regime, and 1d   in equation (23) which transforms the specific ESTAR model: 
exp( )21 11t t t ty y y          .                                     (24) 
The hypotheses tested are the null, i.e. :0 0H   , implying that there is a unit root 
against the alternative, i.e. :1 0H   , which implies that the series follows a non-linear 
but globally stationary process. Because γ is not directly identified under the null, testing 
the null hypothesis is not possible. For this reason, equation (24) is reparameterised by 
using a first-order Taylor series approximation resulting to the following auxiliary 
regression: 
3
1t t ty y      ,                                                   (25) 
To consider any serial correlation in the error terms, equation (25) can be augmented 
as follows: 
3
1
1
q
t t t k t
k
y y y  
 

       ,                                           (26) 
where q is the number of augmentations. Now, the hypotheses tested are: 
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0  which is the null against 
0  which is the alternative
H
H




 ,                                (27) 
for evaluating the abovementioned hypotheses the following t-statistic is used: 
ˆ ˆ/ . .( )NLt s e  ,                                                   (28) 
where ˆ  is the OLS estimate of    and ˆ. .( )s e   is the standard error of ˆ . 
  
3.2 Cointegration  
Cointegration tests are widely used in the literature to examine the existence of a long-run 
equilibrium between the investigated variables in each study. In their innovative study in 
1987, Engle and Granger were the first to introduce the concept of cointegration. 
According to Engle and Granger two or more series are said to be cointegrated if there 
exists a stationary linear combination of these variables.  
In the following sections the cointegration tests performed in this study will briefly be 
described.  
 
3.2.1 The Johansen Test for Cointegration 
To describe the approach of Johansen (1991, 1995) we first need to consider a vector 
autoregression (VAR) of order p: 
1
p
t j t j t t
j
y A y Bx 

                                                 (29) 
where, ty  is a k-vector of integrated variables of order one, tx  is a d-vector of 
deterministic variables and t  is a k-vector of innovations. This VAR may be rewritten as: 
1
1
1
p
t t i t i t t
i
y y y Bx 

 

                                               (30) 
where: 
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 
                                          (31) 
According to Granger’s representation theorem; if the coefficient matrix Π has 
reduced rank r k , then there exists a k r  matrices α and β each of them with rank r 
such that a    and ty   is stationary. The number r denotes the number of 
cointegrating relations and is referred as the cointegrated rank, each column of β is the 
cointegrating vector and the elements of α are identified as the adjustment parameters in 
the vector error correction VEC model. Johansen’s method is to estimate the Π matrix 
from an unrestricted VAR and to test whether we can reject null hypothesis of no 
cointegration. 
To determine the number of cointegrating relations; two types of tests statistics are 
used, the trace and maximum eigenvalue statistics. In more detail, the trace statistic 
examines the null hypothesis of r cointegrated relations against the alternative of k 
cointegrated relations, where k is the number of endogenous variables for ,...,0 1r k  . 
The alternative hypothesis equals to the case where the series are non-stationary and a 
stationary VAR can be established for the levels of the series. This test statistic is defined 
as: 
   log
1
1
k
tr i
i r
LR r k T 
 
                                         (32) 
where, i  is the i-th largest eigenvalue of the Π matrix illustrated in Eq. (31). The 
maximum eigenvalue statistic examines the null hypothesis that the cointegrated rank is r 
against the alternative that the rank is r+1. The maximum eigenvalue statistic is computed 
as follows: 
   max log 11 1 rLR r r T       
   1tr trLR r k LR r k                          (33) 
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3.2.2 The Gregory and Hansen Test for Cointegration (GH) 
Gregory and Hansen based on the traditional Engle and Granger cointegration test, 
proposed a cointegration test that accounts for structural breaks. In the GH test, the null 
hypothesis of no cointegration is the same as in the conventional cointegration tests [e.g. 
Engle and Granger (1987), Phillips and Ouliarys (1990)], while the alternative hypothesis 
differs in the sense that the class of the models concerned is extended. 
First, consider the standard cointegration model without a structural break denoted 
below as model A. Let  ,t t ty y y 1 2  be the observed data, where ty1 is the real-valued 
and ty2  is an m-vector. 
t t ty a y e
  1 2model A:    ,        ,...,t n 1                         (34) 
where, ty2  is integrated of order one, te  is stationary and the parameters μ and α describe 
the m-dimensional hyper plane towards which ty  tends over time. 
To model structural change, the following dummy variable is defined: 
 
 
t n
t n



 
 

1
0  if  
1  if  
                                               (35) 
where, the unknown parameter  ,  0 1  denotes the timing of the break an [ ] denotes 
the integer part.  
Gregory and Hansen introduced three models that allow one time structural break in 
the system. The first model, which is called as level shift model (model C), implies that 
there exists a parallel shift in the equilibrium equation and has the following form: 
t t ty a y e  
   1 1 2 1 2model C:    ,      ,...,t n 1                    (36) 
where, 1  is the is the intercept before the shift and 2  is the change in the intercept at 
the time of the shift. 
The next model, called level shift with trend model (C/T), is formed after introducing a 
time trend in Eq. (36): 
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t t ty t a y e   
    1 1 2 1 2model C/T:    ,      ,...,t n 1             (37) 
Finally, the regime shift model (C/S) is proposed which not only allows the equilibrium 
equation to shift parallel but to rotate as well: 
, , ...,t t t ty a y a y e t n  
 
     1 1 2 1 1 2 2 2model C/S:          1          (38) 
where, 1  and 2  denote the same as in the case of model C, a1  and a2  represents the 
cointegrating slope coefficients before the regime shift and the change in the slope 
coefficient respectively. 
The proposed sequence of test statistics for the GH cointegration test is the ADF 
statistic and the *aZ  and 
*
tZ  test statistic proposed by Phillips. These test statistics are: 
 
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
 

.                          (39) 
 
3.3 The Granger Causality 
The main purpose of this study is to examine the Granger causal relationships between 
daily fixing gold prices and WTI crude oil spot and one-month futures prices. As firstly 
introduced by Granger (1969): “A variable tX is said to cause another variable tY  if we 
are better able to predict tX  using all available information than if the information apart 
from tY  had been used”. Although, Granger (1969) emphasized on both the frequency 
domains and time, the empirical work at that time focused exclusively on time and did 
not give any attention on the frequency domain. 
The common barriers of the standard Granger causality tests that are usually 
implemented in the literature (e.g. Toda and Yamamoto, 1995; Hsiao, 1981) are that 
firstly, they cannot identify non-linear causal relationships and, secondly, they do not take 
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into account the fact that causal dynamics could change across different frequencies, thus 
providing spurious results of the investigated causal relationship. 
 
3.3.1 Frequency domain Causality Test of Breitung and Candelon (2006)  
To examine the lead-lag relationship between the investigated variables, we applied the 
frequency-domain causality test of Breitung and Candelon (2006). The methodological 
framework on which Breitung and Candelon have been based upon to construct their 
causality test is that of Geweke (1982) and Hosoya (1991). The B&C test is based on a 
bivariate or higher-order dimensional vector autoregressive (VAR) model and on a set of 
linear hypotheses on the autoregressive parameters in the VAR model. The 
innovativeness of the B&C approach lies to the fact that overcomes the abovementioned 
barriers of the standard Granger causality tests. 
As mentioned earlier, the approach of B&C (2006) is based on that of Geweke (1982), 
in which we consider [ , ]'t t tz x y to be a two-dimensional vector of covariance-
stationary time series observed at [1, ] t T  that has a finite-order VAR 
representation of finite order p: 
 
   
   
11 12
21 22

   
          
t
t t
t
xL L
L z
yL L
 ,                               (40) 
where,  
1
1
p
j
j
j
L L

    is a 22 lag polynomial and t  is the error vector with the 
usual properties:   0 tE  and  ,   t tE , where Σ is positive definite and 
symmetric. Since Σ has the properties mentioned above, we are able to use the Cholesky 
decomposition 1GG    , such that  t tE I    and t tG  , where G is the lower 
triangular matrix. Implementing this Cholesky identification process, the MA 
representation of the system is expressed as: 
50 
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t t tz L L G 
       ,   where       
1 1L G L                     (41) 
Adopting the above representation, the spectral density of tx at frequency ω can be 
expressed as: 
      
2 2
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i i
xf e e
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 
                                    (42) 
The non-causality hypothesis suggested by Geweke (1982) and Hosoya (1991) is tested 
through implementing a Fourier transformation of the moving average coefficients: 
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                           (43) 
When   0y xM   , it is said that y does not cause x at frequency ω, and due to relation 
(43) implies  
2
12 0
ie   . The model described above can easily be extended to a 
higher-dimensional system (e.g. quadrivariate or as in our case a trivariate system) by 
“conditioning out” the third variable as illustrated in the approach of Hosoya (2001).6  
Breitung and Candelon (2006) propose a simpler approach to test the non-causality 
hypothesis   0y xM   . As it is mentioned above, if  12 0ie   , from equation 
(43), it follows that   0y xM   . Using: 
                                                             
6 Assume that we want to examine whether 
1ty causes 2ty  through a third variable 3ty , with 
 1 2 3, ,t t t ty y y y  . Let tw  and  t tu   denote the projection residuals from the projections 3ty  and 
 1 2t ty y  onto the Hilbert spaces  1 2 1 2, , , , ...t t t tH y y y y   and  1, , ...t tH w w   respectively. From the 
representation: 
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results to    11 1 12 2t t tu L L     and    21 1 22 2t t tL L     . The non-causality hypothesis 
proposed by Hosoya (2001) is equal to the bivariate causality hypothesis between 
tu  and t :  
 1 2 3 uy y yM M     
as a result, the non-causality hypothesis in higher-dimensional systems can be expressed as a bivariate 
causality test with appropriately transformed variables. 
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where 22g  is the lower diagonal element
7 of 1G  matrix and  L  is the determinant of 
 L . Thus, if  12 0ie    by using equation (35), it follows that: 
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where  ,12 k  is the (1,2)-element of the k  matrix. Therefore, the necessary and sufficient 
set of restrictions, for y not causing x at frequency ω, to be imposed is:8  
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k i

   ,                         (46)  
The approach of B&C (2006) relies on the above linear restrictions. For reasons of 
simplicity, we denote ,11j ka    and ,12j j   , the resulting VAR equation for the 
variable tx  is expressed as: 
1
1 1
p p
t j t j j t j t
j j
x a x y  
 
                                            (47) 
Consequently, the hypothesis of no Granger causality 0y xM    is equivalent to the 
linear restrictions presented below: 
 : ,0 0H R     where ,...,1 p  
     
and  
 
 
 
 
 
 
cos cos cos...
...sin sin sin
2
2
p
R
p
  

  
 
 
 
 
                      (48) 
                                                             
7 It is worth noting that the element 22g is positive, due to the assumption that the variance-covariance 
matrix Σ is positive definite.   
8 In the cases where  sin 0k   for 0   and   , the second restriction in Eq.(48) can be 
disregarded. 
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The standard F-statistic for Eq. (48) is approximately distributed as F(2,T-2p) for 
every frequency  ,0   and T denoting the length of the time series. 
The Breitung and Candelon (2006) approach can be extended to test for Granger 
causality in higher-dimensional systems. In this case a third variable is introduced in the 
autoregression, so the VAR equation can be expressed as: 
, , ,1 1 2 3
1 1 1
p p p
t j t j j t j j t j t
j j j
y a y y y e   
  
                                (49) 
To test the non-causality hypothesis  2 1 3 0y y yM   , the linear restriction (49) on the 
parameter vector ,...,1 p  
     is tested. 
 
3.3.2 The Lemmens et al. (2008) Causality Test 
The second causality test we perform is the testing procedure proposed by Lemmens et 
al. (2008). Based on the methodological framework of Pierce (1979), Lemmens et al. 
(2008) introduced a new testing procedure for measuring Granger causality. This 
Granger causality test in the frequency domain is based on a modified version of the 
coefficient of coherence, which is non-parametrically estimated, and for which the 
distributional properties are derived.  
Let tx  and ty  be two stationary (after possible seasonal adjustments) time series of 
length T. These series are modeled as univariate ARMA processes: 
( ) ( )
( ) ( )
  
  
x x x
t t
y y y
t t
L x C L u
L y C L
                                             (50) 
where, ( )x L  and ( )y L  are autoregressive polynomials, ( )x L  and ( )y L  are moving 
average polynomials and xC  and yC  are potential deterministic components. After 
filtering the series with the ARMA model of Eq. (50), we obtain the innovation series tu  
and t , which are white-noise processes with zero mean, possibly correlated with each 
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other at different leads and lags. These innovation series, on which the Pierce (1979) test 
for Granger causality in the frequency domain is performed, are also important for the 
test proposed by Lemmens et al. (2008). 
Let  uS  and   S  be the spectral density functions, or spectra, of tu  and t , at 
frequency λ, that moves between 0 and π, defined by: 
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where,    , u t t kk Cov u u  and    ,    t t kk Cov  represent the autocovariances 
of tu  and t  at lag k. The concept of spectral representation is that each time series may 
be decomposed into a sum or an integral of uncorrelated components, each related to a 
particular frequency λ. The cross-spectrum   uS , between tu and t  is taken into 
consideration, in order to determine the relationship between the two stochastic 
processes investigated.  This is a complex number, defined as: 
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S C iQ k e  ,                       (52) 
where, the co-spectrum    uC  and the quadrature spectrum   uQ  are the real and 
imaginary parts of the cross-spectrum, respectively. In expression (52), the 
   ,  u t t kk Cov u  represents the cross-covariance of tu  and t  at lag k. The cross-
spectrum can be calculated through non-parametrical fashion: 
    ˆ ˆ12
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S w k e   
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
   ,                                    (53) 
where,  ˆ ˆ( ) ,u t t kk Cov u    is the empirical cross-covariance and kw  are window 
weights, for k=-M,…,M. The Eq. (53) presented above, is called the weighted covariance 
estimator, and the weights kw  are selected according to the Barlett weighting scheme: 1-
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∣k∣/M. The constant M determines the maximum lag order considered and tends to 
infinity  M  , if the length T of the time series also tends to infinity  T  ,in 
such a way that / 0M T  .9 The spectra presented in Eq. (51) are similarly estimated. 
The cross-spectrum allows to estimate the coefficient of coherence  uh   , defined as: 
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  .                                           (54) 
The coefficient illustrated above measures the strength of the linear relationship between 
two time series, at each frequency separately. Nevertheless,  uh    is not able to provide 
any information on the directionality of the two processes’ relationship. The squared 
coefficient of coherence is similarly interpreted to the R-squared in a regression context. 
As suggested by Pierce (1979), the R-squared of a regression of t  on all past, present 
and future values of tu  is the integral of the squared coefficient of coherence, across 
frequencies. 
Under the null hypothesis, that   0uh    , it can be shown that the estimated 
squared coefficient of coherence at frequency  λ, where  ,0  , and when it is 
appropriately rescaled, it converges to a chi-squared distribution with 2 degrees of 
freedom, denoted by 22 : 
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2 2
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d
un h      ,                                                (55) 
where, 
d
  denotes the convergence in distribution, with  2
M
M kkn T w  . The null 
hypothesis   0uh     against the alternative   0uh     is rejected if: 
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9 The constant M is taken as equal to the square root of the length of the time series T as suggested by 
Diebold (2001). 
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where, ,
2
2 1 a   is the 1 a  quantile of the chi-squared distribution with 2 degrees of 
freedom. 
To determine the direction of the relationship between the two processes, when 
Granger causality is indicated, Lemmens et al. (1979) decomposed the cross-spectrum, 
presented in Eq. (52), into three parts: (i) uS  , which is the instantaneous relationship 
between the processes tu  and t , (ii) uS  , denoting the directional relationship between 
t  and lagged values of tu  and (iii) uS , which denotes the directional relationship 
between tu  and the lagged values of t : 
   u u u uS S S S              
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The proposed spectral measure of Granger causality relies on the fundamental 
property that tx  does not Granger cause ty  if and only if   0u k   for all 0k  . 
Thus, for assessing the predictive content of tx  relative to ty , the second part of Eq. 
(57) should be considered, i.e.: 
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Then, the Granger coefficient of coherence is given by: 
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Consequently, if there is no evidence of Granger causality existence, then 
  0uh    ,  ,0   . According to Pierce (1979), the Granger causality coefficient 
of coherence, takes values in the range  ,0 1 . A natural estimator for the Granger 
coefficient of coherence at frequency   is: 
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where, the  ˆuS    is estimated as in Eq. (59), but with all weights 0kw   for 0k  . 
The distribution of the estimator of the Granger coefficient of coherence can easily be 
derived from the distribution of the coefficient of coherence Eq. (55). Under the null 
hypothesis that   0uh    , the distribution of the squared estimated Granger 
coefficient of coherence at frequency  , for  ,0  , is obtained: 
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where, n  is replaced by  
1 2
M kkn T w


   . Since the weights kw , with a positive 
index k, are set equal to zero when computing  ˆuS   , in effect only the weights kw  
with negative indices are taken into account. The null hypothesis   0uh     of no 
Granger causality at frequency   against the alternative   0uh    , is rejected if: 
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One of the advantages of this approach is that  uh    captures the contribution at 
frequency   to the Granger causal relationship from tx  to ty , and not to the total 
t tx y  relationship. Another property of this framework is that, in terms of the 
estimation it uses a non-parametric estimation of the cross-spectrum instead of a 
bivariate VAR specification.  
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4. Empirical Application 
4.1 Data sources 
The data used in this study consist of daily observations starting January 2, 1986 until 
August 13, 2013, (6744 observations) for gold prices (G) (Fig. 5 and 6), crude oil spot 
(CS) (Fig. 1 and 2) and futures prices (CF) (Fig. 3 and 4) and the U.S. dollar exchange 
rate (XR) against a basket of major currencies (Fig. 7 and 8)10. The data we chose for the 
crude oil market are the crude oil spot and futures prices for the West Texas 
Intermediate (WTI). The WTI crude oil spot and futures prices were obtained from the 
U.S. Energy Information Administration (E.I.A.)11 and are quoted in U.S. dollars per 
barrel. The crude oil futures contracts are traded on the New York Mercantile Exchange 
(N.Y.M.EX.) and their underlying physical asset is delivered in Cushing, Oklahoma 
center. The gold prices are the daily fixing prices in London Bullion Market at 10:30 am 
(London Time) and are measured in U.S. dollars per troy ounce. The fixing prices of gold 
were acquired from the Federal Reserve Bank of St. Louis (FRED Economic Data)12.  
The U.S. dollar exchange rate was also collected from the Federal Reserve Bank of St. 
Louis (FRED Economic Data)13 and estimates the value of the U.S. dollar against a 
collection of seven “major” currencies, consisting of: the Euro, the Canadian dollar, the 
Japanese yen, the British pound, the Swiss franc, the Australian dollar and the Swedish 
krona. The staff of the Federal Reserve Board used these currencies to measure the 
financial market pressures they wield on the U.S. dollar. 
                                                             
10 The grey shaded areas on the figures are the U.S. recession periods according to the National Bureau of 
Economic Research (NBER) 
http://www.nber.org/cycles/cyclesmain.html  
11 For the oil futures contracts: 
http://www.eia.gov/dnav/pet/hist/LeafHandler.ashx?n=PET&s=RCLC1&f=D 
For the crude oil spot prices: 
http://www.eia.gov/dnav/pet/hist/LeafHandler.ashx?n=PET&s=RWTC&f=D 
12 http://research.stlouisfed.org/fred2/series/GOLDAMGBD228NLBM?cid=32217 
13 http://research.stlouisfed.org/fred2/series/DTWEXM?cid=94 
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The weights of the currencies were included in the exchange rate index as a measure 
of the competitiveness of the U.S. commodities in the world market. The first formula 
was used to capture the competition in the market of the U.S. between imported goods 
and goods produced in the United States: 


 
( )
, , , , , ,
1
/
N t
US j t US j t US j t
j
M M ,                                              (63) 
where: , ,US j t  is the share of U.S. imports from economy j in year t, , ,US j tM are the U.S. 
imports from economy j in year t and N(t) is the number of foreign currencies. The next 
two formulas compute the competition between exported U.S. goods and goods 
produced in other economies. This competition occurs in two ways, first in the market of 
a country j, the merchandise exports of the U.S. compete with the goods produced in 
that economy: 
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X X   ,                                      (64) 
where: , .US j t is the share of U.S. exports to economy j in year t and , ,US j tX  are the U.S. 
exports to economy j in year t. Secondly, the U.S. exported goods compete with country j 
’s exported goods, when both countries export their goods to third-market economies. 
This form of competition is captured in the following formula: 
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where: , ,US j t  the U.S. third-market competitiveness weight of economy j, , ,k j t is the 
share of j ’s country exports to economy k in year t and where k j . The three sub-
measure coefficients calculated from equations (63), (64) and (65) were used to calculate 
the currency weights in the dollar exchange rate according to the following formula: 
  
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1 1 1 1
2 2 2 2
j t US j t US j t US j tw ,                                   (66) 
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The final formula presented is the one that calculates the U.S. dollar exchange rate 
against a basket of foreign currencies. The exchange rates used by the staff of the Board 
were geometrically averaged and in order for the staff to assemble these exchange rates 
into one number the following formula was used: 
 

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( )
1 , , 1
1
( / ) j t
N t
w
t t j t j t
j
I I e e   ,                                 (67) 
where: tI and 1tI   are the nominal dollar exchange rate indexes at times t and t-1 and ,j te
and , 1j te   are the U.S. dollar exchange rates against currency j at times t and t-1.
14  
 
  
                                                             
14 The methodology described was used for calculating the trade weighted U.S. dollar exchange rate against 
a basket of major currencies and was obtained from the webpage of the Federal Reserve Bank of St. 
Louis. 
http://www.federalreserve.gov/pubs/bulletin/2005/winter05_index.pdf 
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Note: The grey shaded areas in the graphs denote the economic recessions according to the National 
Bureau of Economic Research (NBER). 
http://www.nber.org/cycles/cyclesmain.html  
Fig.1: WTI crude oil spot prices Fig.2: WTI crude oil spot price changes 
Fig.4: WTI crude oil futures price changes Fig.3: WTI crude oil futures prices 
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Fig.5: Gold fixing prices Fig.6: Gold returns 
Fig.8: U.S. dollar exchange rate returns Fig.7: U.S. dollar exchange rate against 
major currencies. 
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4.2 Data descriptive statistics 
We calculated the returns of the U.S. exchange rate, the gold fixing prices, the crude oil 
spot and futures prices, according to the formula: 
   1ln ln lnt t tx x x ,                                            (68) 
where: ݔ௧  and ݔ௧ିଵ are the values of the variable x at times t and t-1. The descriptive 
statistics of the return series demonstrate that WTI crude oil spot prices exhibit the 
highest volatility, followed by the one-month crude oil futures and the gold fixing prices, 
while the U.S. exchange rate is the least volatile (Table 4). From the high kurtosis of the 
sample we can assume that the variables display non-symmetric distributions. 
 
Table 4: Descriptive statistics 
Statistics DL_CS DL_CF DL_G DL_XR 
Mean  0.000207 0.000207 0.000205 -6.68E-05 
Median 0.000858 0.000653 0.000158 2.70E-06 
Maximum 0.217040 0.228015 0.096416 0.021556 
Minimum -0.406396 -0.400478 -0.089128 -0.041074 
Standard Deviation 0.026053 0.025312 0.010627 0.004548 
Skewness -0.615249 -0.671622 0.046076 -0.181040 
Kurtosis 18.25905 18.20057 12.06736 6.148832 
     
Jarque-Bera 65823.78 65404.99 23084.84 2822.576 
Probability 0 0 0 0 
     
Sum 1.393495 1.392197 1.382665 -0.450474 
Sum Sq. Dev. 4.574785 4.318324 0.760811 0.139441 
Note: All the variables in the table are the first logarithmic differences of the data. DL_CS represent the 
changes of the WTI crude oil spot prices. DL_CF is the one-month WTI crude oil futures price changes. 
DL_G are the gold returns and DL_XR are the returns of the U.S. dollar exchange rate against major 
currencies.   
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4.3 Stationarity of the Variables 
In order to investigate the causal relationship between the variables, first the stationarity 
of the series should be investigated through the implementation of unit root tests. In this 
section the findings of the unit root tests will be provided and discussed. The following 
Tables (Tables 5 to 8) present the results of the unit root tests that were conducted.  
 
Table 5: ADF, DF GLS and PP unit root tests. 
PANEL A-ADF Unit Root Test  
 Levels First differences 
Variable No trend Trend No trend Trend 
 t-Stat.(k) t-Stat.(k) t-Stat.(k) t-Stat.(k) 
CS -0.744446(1) -2.839881(1) -85.97690(0)*** -85.98262(0)*** 
CF -0.701833(1) -2.791159(1) -86.01017(0)*** -86.01629(0)*** 
G 0.089717(1) -1.147433(1) -86.45198(0)*** -86.46573(0)*** 
XR -2.673645(0)* -2.606002(0) -81.23527(0)*** -81.24203(0)*** 
PANEL B-DF-GLS Unit Root Test    
CS -0.283525(1) -1.829294(1) -5.581412(30)*** -10.52238(23)*** 
CF -0.238802(1) -1.786020(1) -7.236748(23)*** -10.46862(23)*** 
G 0.819807(1) -0.849706(1) -14.78950(20)*** -85.05979(0)*** 
XR 0.364423(0) -1.197487(0) -81.23527(8)*** -81.24203(8)*** 
PANEL C-PP Unit Root Test    
CS -0.680991 -2.749087 -86.18474*** -86.19650*** 
CF -0.627978 -2.720105 -86.21127*** -86.23222*** 
G 0.040459 -1.196578 -86.48354*** -86.49949*** 
XR -2.683249* -2.640646 -81.25163*** -81.25199*** 
Notes: a) The selected lag-length is represented by k. For both the ADF and DF GLS tests, the Schwarz 
information criterion was implemented in order to choose the optimal lag-length, between 
min 0k   and 
max 34k  . The maximum lag-length was obtained by utilizing Schwert’s principle (Schwert’s, 1989): 
 
0.25
max 12 /100k n , where n is the sample size. The asterisks *, ** and *** denote the rejection of the null 
hypothesis at the 10%, 5% and 1% levels of statistical significance respectively. b) The results of DF GLS 
test for the first differences of the U.S. dollar exchange (XR) rate were obtained through correcting the lag 
length of DF GLS test from 
max 34k  lag length to max 8k  . 
 
In more detail, Table 5 reports the results of the ADF, DF GLS and PP tests. These 
tests are applied both to the levels and the first differences of the series and are 
implemented with and without trend, in order to seize the various possibilities in the 
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generating process of the data.15 When the ADF, DF GLS and PP tests are applied to the 
levels of the series, we are not able to reject the null hypothesis for all the variables and in 
all cases, except from the case of the US dollar exchange rate (XR), in which the null is 
rejected at 10% level of significance when the ADF and the PP tests are applied without a 
trend. However, when the tests are conducted again to the first differences of the series 
the null hypothesis is rejected at all levels of significance for all the variables. The overall 
findings of the ADF, DF GLS and PP tests suggest that the series are integrated of order 
one, therefore according to the results of these unit root tests our series can be identified 
as I(1). 
 
Table 6: KPSS unit root test 
KPSS Unit Root Test    
 Levels First differences 
Variable No trend Trend No trend Trend 
 LM-Stat. LM-Stat. LM-Stat. LM-Stat. 
CS 7.752495*** 1.649164*** 0.119560 0.016951 
CF 7.758114*** 1.655638*** 0.125327 0.017560 
G 5.976265*** 2.159551*** 0.298601 0.076472 
XR 4.137766*** 1.209978*** 0.174770 0.138416* 
Note: *, ** and *** denote statistical significance at the 10%, 5% and 1% levels, respectively.  
 
 
 
The KPSS stationarity test (Table 6) is usually implemented as a “confirmation” test, 
meaning that the results obtained by the KPSS test are used to verify the results of the 
previous unit root tests. In contrast to the previous stationarity tests, in this test the null 
hypothesis which suggests that the series are stationary is tested against the alternative of 
no stationarity of the series. The outcomes of this test are almost identical to those of the 
tests applied earlier. Similarly to the previous cases, the null hypothesis is rejected at all 
levels of significance in all cases when the test is applied to the levels of the series, 
                                                             
15 The optimal lag lengths in the ADF and DF GLS unit root tests are chosen based on the Schwartz 
information criterion. 
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whereas when we the test is re-applied to the first differences we fail to reject the null 
with the only exception when the test is implemented with a trend for the first differences 
of the US dollar exchange rate (XR). The overall results of the conventional unit root 
tests suggest that all the series are integrated of order one, I(1). 
 
Table 7: Zivot and Andrews (1992) unit root test with a single structural break. 
Variables 
 Rank  
Model A Model B Model C 
t-stat. (k) Break  t-stat. (k) Break  t-stat. (k) Break 
CS -4.278831(3) 12/13/2004 -4.273409(3)* 1/14/1999 -4.641033(3) 6/30/2004 
CF -4.125764(2) 12/13/2004 -4.084653(2) 12/2/1998 -4.445216(2) 6/30/2004 
G -3.641839(4) 10/27/2008 -3.448344(4) 7/25/2002 -3.258145(4) 2/14/2000 
XR -4.407035(2) 8/26/2003 -4.197709(2)* 9/13/2000 -4.719052(2) 12/6/2002 
Note: The critical values for model A are -5.34, -4.93 and -4.58 at the 1%, 5% and 10% significance levels 
respectively. For model B the critical values are -4.80, -4.42 and -4.11 for the same significance levels. At 
last, the critical values for model C are -5.57, -5.08 and -4.82 
 
Continuing our investigation with regard to the stationarity of the series, we implement 
the Zivot and Andrews (1992) unit root test with a single structural break (Table 7). The 
reason for implementing the ZA test is to eliminate the possibility of misleading 
acceptance of non-stationarity of the series. In the ZA test the null hypothesis of non-
stationarity is tested against the alternative of stationarity around an endogenous 
structural break. The ZA test considers three types of structural breaks: break in the 
intercept, break in the trend and break in the intercept and trend each of them described 
by models A, B and C respectively. 
The results of the test for models A and C reveal that the null hypothesis of non-
stationarity cannot be rejected at the levels of the series. For model B the results are the 
same for the crude oil futures (CF) and the gold fixing prices (G), but for the crude oil 
spot prices (CS) the test identified a change in the slope of the trend in 1/14/1999 and 
the null hypothesis is rejected at 10% level of significance, this is also the case for the US 
dollar exchange rate (XR) where the null is rejected at the same level with a structural 
66 
 
break at 9/13/2000. Overall, these findings support the notion of non-stationarity of the 
examined series. 
 
Table 8: Non-linear unit root test of Kapetanios et al. (2008). 
Note: The *, ** and *** denote the rejection of the null hypothesis at 1%, 5% and 10% levels of 
significance respectively. Case 1, Case 2 and Case 3 refer to the underlying model with the raw data, the 
demeaned data and the de-trended data, respectively.16 
 
The last unit root to be implemented is the non-linear test of Kapetanios et al. (2008) 
(KSS). In this unit root test the null hypothesis of non-stationarity is tested against the 
alternative of non-linear stationarity of the series. In Table 8 the results of the non-linear 
KSS unit root test are reported. We apply the three versions of the KSS test, using the 
raw, the demeaned and the detrended series (Cases 1, 2 and 3 respectively).  
The results of the test indicate that the null hypothesis cannot be rejected in most of 
the 12 examined cases. In particular, for the crude oil spot (CS) and futures (CF) the null 
hypothesis is rejected at 5% levels of significance in Case 3. Also for the US dollar 
exchange rate (XR), we find evidence of non-linear stationarity in Cases 1 and 2 at 10% 
and 1% levels of significance respectively. The findings of the KSS test support the 
results of the previous tests in the case of the gold fixing prices (G), the crude oil spot 
(CS) and futures (CF) prices but not in the case of the US dollar exchange rate (XR). 
These findings also indicate that all the series cannot be identified as stationary series. 
Concluding our stationarity testing it is obvious that all conventional unit root tests 
(ADF, DF-GLS, PP and KPSS), the ZA test with a structural break as well as the non-
                                                             
16 For Case 1 the critical values are -2.82, -2.22 and -1.92 at the 1%, 5% and 10% levels of significance, 
respectively. For Case 2 the critical values are -3.48, -2.93 and -2.66 for the same significance levels. And 
the critical values for Case 3 are -3.93, -3.40 and -3.13. (The above critical values were obtained from 
Kapetanios et al. (2003, pp. 364) 
Variables  Rank  
Case 1 Case 2 Case 3 
CS -1.328059 -2.470912 -3.603859** 
CF -1.292316 -2.430016 -3.528596** 
G -0.464077 -1.461775 -2.728552 
XR -2.202854* -3.738785*** -1.850040 
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linear KSS test provide us with similar results. Our overall findings support the 
hypothesis that the series are non-stationary and in particular, they are integrated of order 
one I(1). 
 
4.4 Cointegration Examination 
After establishing that all of our variables are integrated of order one, we are now able to 
determine whether there exists a cointegration relationship between the fixing prices of 
gold (G) and WTI crude oil spot (CS) and futures prices (CF), with (and without) 
including the U.S. dollar exchange rate (XR) as an independent variable. The underlying 
principle of cointegration tests is whether a linear combination of two or more variables, 
that has lower order of integration from those variables, exists over the sample period. In 
this case the series are integrated of order one, thus to establish a cointegration 
relationship among our variables, a stationary linear combination of those variables must 
exist.  We first implement the Johansen test for cointegration on the levels of our series 
and the results of the test are presented in the table below (Table 9).  
 
Table 9: Johansen Cointegration test. 
Johansen’s Cointegration Test   
 P-value  
(Trace) 
P-value  
(Maximum Eigenvalue) 
G-CS 0.4917 0.4102 
G-CF 0.5059 0.4247 
G-CS-XR 0.1547 0.1698 
G-CF-XR 0.1591 0.1685 
Note: *, ** and *** denote the rejection of the null hypothesis of no cointegration at 1%, 5% and 10% 
levels of significance respectively. 
 
 
The results indicate that for all the combinations of our variables the null hypothesis 
cannot be rejected at any statistical significant level. As it was also the case for Narayan et 
al. (2010), when they examined the notion of cointegration through implementing the 
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Johansen’s cointegration test, we do not find any evidence of a long-run relationship 
between the examined series. 
Ignoring potential structural breaks may lead to spurious results not only when 
examining the integration order of the series but also when the cointegration 
relationships between the series are tested. Following the steps of Narayan et al. (2010), 
the Gregory and Hansen (1996) (GH) cointegration test which allows a structural break 
is applied on the levels of the series next.  
Gregory and Hansen proposed a residual-based method in order to test the null 
hypothesis of no cointegration against the alternative of the existence of a long-run 
relationship in the presence of a structural break. The GH approach introduces three 
models of structural change, in particular: model C which contains a level shift, model 
C/T that includes a level shift and a trend and model C/S that allows for a regime shift 
(a change in the intercept and the slope). Tables 10, 11 and 12 presented below illustrate 
the results obtained from the GH tests for models C, C/T and C/S respectively. 
 
Table 10: Gregory and Hansen (1996) test for cointegration-model C 
GH test for cointegration     
Dep. 
Variable  
Indep. 
Variables 
ADF Break Date *tZ  
*
aZ  Break Date 
G CS, XR -4.531089(8)* 3/05/2009 -4.398208* -39.19375* 12/30/2008 
G CF, XR -4.519992(8)* 3/05/2009 -4.326595* -37.94752* 12/31/2008 
CS G, XR -4.490517(8)* 9/27/1999 -5.099981** -44.90832** 11/24/1999 
CF G, XR -4.519528(8)* 9/28/1999 -5.030952** -43.45708* 12/30/1999 
Note: The critical values for the ADF and *
tZ  tests are -5.13, -4.61 and -4.34 at the 1%, 5% and 10% levels 
of significance, respectively. The critical values for the *
aZ  test are -50.07, -40.48 and -36.19 for the same 
significant levels.  
The numbers in the parentheses denote the lag lengths. 
*, ** and *** denote the rejection of the null hypothesis at 10%, 5% and 1% levels of significance. 
 
In Table 10, the results of the GH test for cointegration in level shift models are 
provided which suggest that the null hypothesis is rejected at 10% level of statistical 
significance for the majority of the cases examined. In particular, the results of the ܼ௧
∗ 
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test in the cases where the crude oil spot (CS) and futures prices (CF) are the dependent 
variables indicate that the null hypothesis of no cointegration is rejected at 5% level of 
significance, which is also the case for the ܼ௔∗  test where the dependent variable is the 
crude oil spot price (CS). Therefore, the results obtained from this model support the 
existence of long-run relationships among the series at 10% significance level. 
 
Table 11: Gregory and Hansen (1996) test for cointegration-model C/T. 
GH test for cointegration     
Dep. 
Variable  
Indep. 
Variables 
ADF Break Date *tZ  
*
aZ  Break Date 
G CS, XR -5.056994(8)** 10/23/2008 -5.139120** -53.61862** 12/30/2008 
G CF, XR -5.058631(8)** 10/23/2008 -5.025350** -51.29821** 12/30/2008 
CS G, XR -5.092067(7)** 1/07/2009 -5.539003*** -56.56712** 12/30/2008 
CF G, XR -5.156172(1)** 10/30/2008 -5.420534** -53.24573** 10/29/2008 
Note: The critical values for the ADF and *
tZ  tests are -5.45, -4.99 and -4.72 at the 1%, 5% and 10% levels 
of significance, respectively. The critical values for the *
aZ  test are -57.28, -47.96 and -43.22 for the same 
significant levels. 
The numbers in the parentheses denote the lag lengths. 
*, ** and *** denote the rejection of the null hypothesis at 10%, 5% and 1% levels of significance. 
 
The findings of the level shift with a trend model are presented in Table 11, in this 
case the null hypothesis of no cointegration is rejected at 5% for the overwhelming 
majority of the groups of variables concerned. The only exception where the null is 
rejected at 1% level of significance is when the dependent variable is the WTI crude oil 
spot price (CS) on the ܼ௧
∗ test. Overall, conducting the trend model of the GH test we 
found evidence of statistically significant cointegration relationships at 5% level among 
the variables of all the groups examined. 
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Table 12: Gregory and Hansen (1996) test for cointegration-model C/S. 
GH test for cointegration     
Dep. 
Variable  
Indep. 
Variables 
ADF Break Date *tZ  
*
aZ  
Break 
Date 
G CS, XR -6.131514(8)*** 9/09/2008 -6.263902*** -79.45945*** 9/19/2008 
G CF, XR -6.133684(8)*** 9/09/2008 -6.161836*** -76.97346*** 9/19/2008 
CS G, XR -5.240901(3)** 1/13/2004 -5.929095*** -68.03665*** 12/30/2003 
CF G, XR -5.186832(2)** 2/09/2004 -5.912603*** 17 -67.64599*** 12/29/2003 
Note: The critical values for the ADF and *
tZ  tests are -5.47, -4.95 and -4.68 at the 1%, 5% and 10% levels 
of significance, respectively. The critical values for the *
aZ  test are -57.17, -47.04 and -41.85 for the same 
significant levels.  
The numbers in the parentheses denote the lag lengths. 
*, ** and *** denote the rejection of the null hypothesis at 10%, 5% and 1% levels of significance. 
 
The GH test for cointegration in models with regime shifts are provided in Table 12, 
where, as shown, the null hypothesis of no cointegration is rejected very strongly for 
almost all groups at 1% level of significance. The results of the ADF test in the cases 
where the crude oil spot (CS) and futures prices (CF) are the dependent variables indicate 
that the null hypothesis of no cointegration is rejected at 10% level of significance. 
Concluding, the results from this model suggest that all the selected combinations of the 
variables are cointegrated at 1% significance level. 
As it is obvious from the tables (Tables 10, 11 and 12) presented above, the null 
hypothesis of no cointegration is rejected for all the examined combinations of the 
variables in all the models of the GH, but at different levels of significance.  
 
4.5 Non-linear Causality Tests for the unfiltered series 
The existence of a long-run relationship between the data series implies the existence of a 
causal relationship between them, but it cannot provide any information about the 
direction of the detected causality. For this purpose we firstly implement on the raw 
returns of our series the non-linear causality tests of Breitung and Candelon (2006) and 
                                                             
17 This is the only case where the breaks of *
tZ  and 
*
aZ  differ. In particular, the break date that refers to 
*
tZ  
is 1/07/2004. 
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Lemmens et al. (2008) in the frequency domain. The decomposition of Granger causality 
in the frequency domain not only helps us to determine whether a causal relationship 
exists, but also allows us to establish whether the predictive power of the series is 
concentrated in high or low frequencies. However, even if causality is identified in this 
step, the question on the nature of causality still remains unanswered. Therefore, after 
completing this first step, the abovementioned causality tests are re-applied after filtering-
out the linear components of the series, through an ECM framework, in order to identify 
the nature of causality. If the null hypothesis of no causality is still rejected indicates that 
the identified causality is attributed to second- or higher- order moments; otherwise, the 
identified causality is due to the first moment.  
  
4.5.1. Bivariate non-linear Causality Tests 
The figures that are illustrated below in this section (Figures 9 to 20) present the results 
of the Breitung and Candelon (2006) and Lemmens et al. (2008) tests for non-linear 
Granger causality in the frequency domain for frequencies which are represented as ω18 
and belong within the range (0,π]. The statistics of the causality test are presented in 
these figures along with their critical values at 5% level of statistical significance (broken 
lines). The frequency domain causality tests were conducted on the first logarithmic 
differences of the series. The lag-length selected for the implementation of the causality 
tests is based on the Scwarz information criterion and is corrected in all cases to provide 
us with smoother graphs.19 
Our causality analysis begins with the results obtained from the Breitung and 
Candelon frequency domain causality test, within a bivariate framework. Figure 9 
illustrates the results from testing the hypothesis that fixing gold prices (G) cause WTI 
                                                             
18 The frequencies ω can be converted into periodicity of D days by D=π/(2ω). 
19 The change of the lag-length did not distort the statistical significance of the obtained results. 
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crude oil spot prices (CS) (G→CS). The findings from the frequency domain causality 
test indicate (in Figure 9) that gold prices (G) do not cause crude oil spot prices (CS) at 
any frequency within the range (0,π].  
This is also the case when we test the hypothesis of fixing gold prices (G) causing the 
WTI crude oil futures prices (CF) (G→CF). In Figure 10 the results from testing this 
hypothesis are illustrated. Our findings suggest that the null hypothesis of no Granger 
causality from prices of gold (G) to the oil futures prices (CF) cannot be rejected at any 
frequency within the range (0,π]. 
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The next graphs (Figures 11 and 12) present the results of the hypotheses of the 
opposite directions CS →G and CF → G, these are that crude oil spot prices (CS) cause 
fixing gold prices (G) and that crude oil futures prices (CF) cause fixing gold prices (G), 
respectively. From visual inspection of Figure 11 it is clearly shown that null hypothesis 
of no Granger causality is rejected at 5% levels of statistical significance at any frequency 
from 0 to π. From this graph (Figure 11) it is obvious that Granger causality running 
Fig. 9: Fixing gold prices cause crude oil spot prices.  
(G→CS) 
Fig. 10: Fixing gold prices cause crude oil futures 
prices. (G→CF)  
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon
(2006) is 3 and is based on the Scwarz information criterion. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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from gold to crude oil spot prices is stronger at low and high frequencies, while at 
frequencies between approximately 0.8 and 2.3 the statistical values drop but are still 
above the 5% critical value. 
In Figure 12 we test the hypothesis that crude oil futures prices (CF) Granger cause 
fixing gold prices (G) (CF → G). The test statistics in the graph clearly indicate that the 
null hypothesis of no causality is rejected at 5% significance for all frequencies, in other 
words, the crude oil spot prices significantly Granger cause the fixing gold prices. As it is 
the case in the figure discussed previously, the although the test statistics are above the 
critical value at all frequencies they are higher in the low and high frequencies while they 
are weaker in between. 
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Fig. 11: Crude oil spot prices cause fixing gold prices. 
(CS→G) 
Fig. 12: Crude oil futures prices cause fixing gold 
prices. (CF→G) 
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon 
(2006) was corrected to 4 for the returns of the series tested in Figure 11 and 3 for the returns of the 
series tested in Figure 12 and is based on the Scwarz information criterion. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
 
The next four graphs (Figures 13 to 16) presented below provide the results obtained 
by conducting the Granger causality test of Lemmens et al. (2008) on the same pairs of 
variables. The Lemmens et al. (2008) causality test is based on the framework of Pierce 
(1979) and has similar size and power properties to the previously implemented test of 
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Breitung and Candelon (2006). The findings from testing the null hypothesis of non 
causality from fixing gold prices to crude oil spot prices (G→CS) are presented in Figure 
13. Our results reveal the absence of a long-run causality running from the WTI crude oil 
prices towards gold prices. As it was the case for the Breitung and Candelon (2009), 
Figure 9, the null hypothesis cannot be rejected at the 5% significance level for all 
frequencies within the range (0,π]. 
In the next graph (Figure 14) we present the results from examining the notion of 
gold prices Granger causing the futures prices of oil (G→CF) through the Lemmens et al. 
(2008) causality test. Our findings suggest that the null hypothesis of no Granger 
causality cannot be rejected at the 5% level of significance for the majority of the 
frequencies, whereas for frequencies within the range (1.72,1.84) the null is rejected at the 
5% critical value. However, since this range of rejection is rather narrow and the null 
cannot be rejected at 1% significance level, we can argue that overall our results indicate 
that gold prices do not Granger cause the futures prices of crude oil. 
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Fig. 13:  Fixing gold prices cause crude oil spot 
prices. (G→CS) 
  Fig. 14: Fixing gold prices cause crude oil futures 
prices. (G→CF)  
Notes: a) The VAR lag-length used for the implementation of the Lemmens et al. (2008) causality test was
corrected to 10. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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Figures 15 and 16 below present the results of testing the reverse hypotheses from the 
ones presented in the previous paragraphs. The results shown in both these figures 
(Figures 15 and 16) confirm the findings extracted from Figures 11 and 12. As it was the 
case in Figure 11, in Figure 15 the null hypothesis of no Granger causality from crude oil 
spot prices to gold prices (CS→G) is rejected at 5% level of significance for all 
frequencies, meaning that the prices of crude oil Granger cause the fixing prices of gold 
both in the long-run and the short-run. 
Also, examining the notion of oil futures prices causing the gold prices (CF→G) 
through the Lemmens et al. (2008) causality test confirms the results obtained from 
Breitung and Candelon (2006) causality test. As it is obvious from Figure 16 our findings 
suggest that crude oil futures prices cause the prices of gold at every frequency ω within 
the range (0,π], since the statistic’s values are above the 5% critical value of the null 
hypothesis no Granger causality for all frequencies. 
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Fig. 15: Crude oil spot prices cause fixing gold prices. 
(CS→G) 
Fig. 16: Crude oil futures prices cause fixing gold 
prices. (CF→G) 
Notes: a) The VAR lag-length used for the implementation of the Lemmens et al. (2008) causality test was 
corrected to 10. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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4.5.2 Trivariate non-linear Causality Test. 
In this section, we reapply the Breitung and Candelon (2006) causality test in the 
frequency domain through a new perspective; by introducing a third variable, the U.S. 
dollar exchange rate against a basket of major currencies (XR). Starting with Figure 17, in 
which are presented the results from testing the notion of gold prices (G) causing crude 
oil spot prices (CS) by accounting the effect of the U.S. dollar exchange rate (XR) 
(G∣XR→CS). As it is shown in Figure 17 the findings indicate that the null hypothesis 
cannot be rejected at 5% statistical significance for all frequencies. 
The next graph (Figure 18) illustrates the results from testing the hypothesis of fixing 
gold prices (G) Granger cause the futures prices of crude oil (CF) by conditioning the 
U.S. dollar exchange rate (XR) (G∣XR→CF). Our findings, as shown in Figure 18, 
indicate that the null hypothesis of no Granger causality cannot be rejected for all 
frequencies between 0 and π. 
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Fig. 17: Fixing gold prices cause crude oil spot 
prices (with conditioning on the US dollar 
exchange rate). (G∣XR→CS) 
Fig. 18: Fixing gold prices cause crude oil futures 
prices (with conditioning on the US dollar 
exchange rate). (G∣XR→CF) 
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon 
(2006) is 3 for the Figure 17 and corrected to 4 for Figure 18 and is based on the Scwarz 
information criterion. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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In Figure 19, we examine the notion of crude oil spot prices (CS) Granger causing the 
fixing prices of gold (G) through the U.S. dollar exchange rate (XR) (CS∣XR→G). The 
results drawn by visual inspection of Figure 19 indicate that the null hypothesis is 
rejected at 5% significant level for all frequencies. These results are clearly in accordance 
with the ones obtained when we tested the hypothesis of crude oil spot prices Granger 
causing gold prices (Figures 11 and 15).  
In the following graph (Figure 20) are presented the results of examining whether 
Granger causality running from the futures prices of crude oil (CF) towards gold prices 
(G) taking into account the U.S. exchange rate exists (XR) (CF∣XR→G). As it is obvious 
from this figure the test statistic’s value is over the 5% critical value for all frequencies, 
meaning that the null hypothesis of no Granger causality is rejected for every frequency 
within the range (0,π]. 
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Fig. 19: Crude oil spot prices cause fixing gold 
prices (with conditioning on the US dollar 
exchange rate). (CS∣XR→G) 
Fig. 20: Crude oil futures prices cause fixing gold 
prices (with conditioning on the US dollar 
exchange rate). (CF∣XR→G) 
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon 
(2006) is 3 and is based on the Scwarz information criterion. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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Overall our findings support the notion that the returns of fixing gold prices do not 
Granger cause the returns of neither the spot nor the futures prices of crude oil whether 
the U.S. dollar exchange rate is taken into account or not for every frequency within the 
range (0,π]. Also in the case where the causing variables are the returns of crude oil spot 
or futures prices and the dependent variable were the returns of the fixing gold prices, 
overall our results indicate that the null hypothesis is strongly rejected at 5% level of 
statistical significance for all frequencies between 0 and π, in both bivariate and trivariate 
Granger causality tests (where the third variable is the U.S. dollar exchange rate). Our 
findings are in accordance with those of Zhang and Wei (2010), who also found 
unidirectional causality running from crude oil prices towards the prices of gold, but not 
vice versa. 
 
4.6 Non-linear causality tests for the ECM-filtered series 
Provided that long-run equilibrium relationships have been established between the 
pairings of crude oil futures and gold and crude oil spot and gold by conditioning on the 
U.S. dollar exchange rate (Table 12), we now repeat the Granger causality tests employed 
in the previous section, by firstly filtering-out the linear components of our series 
through an Error Correction Model. By implementing the same causality tests for the 
ECM-filtered series, we will be able to verify the origin of the causal relationships 
identified in the previous section. 
Broadening our knowledge on the nature of causality may provide valuable 
information for market participants to develop more efficient investment strategies. For 
instance, if causality running from the crude oil spot prices to the fixing gold prices is 
attributed to the conditional mean, then the crude oil spot prices can be used to realize 
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excess returns in the gold market, while causality due to the conditional variance (second 
moment) enhances our propensity to evaluate the risk of the gold market. 
 
4.6.1 Bivariate non-linear Causality tests 
In the next four figures (Figures 21 to 24) are presented the results from conducting the 
Breitung and Candelon (2006) frequency domain causality test for the ECM-filtered 
series. Figure 21, presents the results for the first-moment filtered series obtained from 
testing the hypothesis of fixing gold prices cause the spot prices of crude oil (G→CS). In 
this graph, it is clearly shown that the null hypothesis of no Granger causality is strongly 
rejected for all frequencies between 0 and π. These results are inconsistent with the ones 
obtained from testing the same hypothesis for the unfiltered series (Figure 9). Meaning 
that the non-linear causality identified from the spot prices of oil to the prices of gold 
can be attributed to second- or higher-order moments. 
The following graph, Figure 22, provides as with similar results. We find strong 
evidence of causality running from gold towards crude oil futures (G→CF) both in the 
long- and the short-run for the ECM-filtered series, while for the unfiltered series we 
obtained the exact opposite results (as shown in Figure 10, the null hypothesis of no 
Granger causality could not be rejected for all frequencies). The fact that after filtering-
out the non-linear components of the series a causal relationship emerges from gold to 
oil futures, indicates that the predictive power of gold to crude oil futures is credited to 
second- or higher order moments. 
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Fig. 21:  Fixing gold prices cause crude oil spot prices. 
(G→CS) 
Fig. 22: Fixing gold prices cause crude oil spot 
prices. (G→CF) 
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon 
(2006) is 3 and is based on the Scwarz information criterion. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
 
On the figures presented below the reverse hypotheses are tested. The results from 
testing whether the spot prices of crude oil Granger cause the prices of gold (CS→G) 
(for the ECM-filtered series) are illustrated in Figure 23. The outcomes of this testing 
indicate the existence of a persistent long- and short-run causality from crude oil spot 
towards gold (Figure 11), meaning that the cyclical components of crude oil spot prices 
are able to predict the second- or higher-order moments of the prices of gold. 
As it is obviously shown in Figure 24, the null hypothesis of no Granger causality 
from crude oil futures prices towards fixing gold prices is also rejected at the 5% 
significance level for every frequency within the range (0,π]. The causality found from 
this testing along with the causality from oil futures towards gold for the levels of the 
series (CF→G) allows us to presume that this predictability is powered by second- or 
higher order moments. 
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Fig. 23: Crude oil spot prices cause fixing gold prices. 
(CS→G) 
Fig. 24: Crude oil spot prices cause fixing gold 
prices. (CF→G) 
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon
(2006) is 3 and is based on the Scwarz information criterion. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
 
Following the steps of the previous section we now conduct the Lemmens et al. 
(2008) methodological framework to examine the same hypotheses for the first-moment 
filtered series. We start from testing the hypothesis that gold prices Granger cause the 
spot prices of oil (G→CS). As it can be seen in Figure 25, the null hypothesis is rejected 
at 5% significance level for the majority of the frequencies ω∈(0.4, 2.54). The persistence 
of no causality for frequencies ω∈(0.0.4]∪[2.54,π] reveals the absence of predictability 
from gold to crude oil spot prices in the very short- and very long-run, whereas the 
causality that emerged within the frequency range (0.4,2.54) can be attributed to second- 
or higher-order moments. 
The results shown in Figure 26 are very similar to these of the previous graph. 
Causality from oil futures towards gold (G→CF) is identified for frequencies between 
0.44 and 2.54, translated into predictability (due to second- or higher-order moments) for 
wave lengths between 2.47 and 14.27 days. Failing to reject the null hypothesis of no 
causality for frequencies that belong in the range (0,0.44]∪[2.54,π] along with the absence 
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of causality when the same hypothesis was tested for the unfiltered series, implies that 
the prices of gold do not offer any predictive power towards the crude oil futures prices. 
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Fig. 25:  Fixing gold prices cause crude oil spot prices. 
(G→CS) 
Fig. 26: Fixing gold prices cause crude oil spot 
prices. (G→CF) 
Notes: a) The VAR lag-length used for the implementation of the causality test of Lemmens et al. (2008) was
corrected to 6. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
 
Continuing with the Lemmens et al. (2008) causality test for the demeaned series we 
find causality running from crude oil spot prices towards the prices of gold (CS→G) for 
all frequencies within the range (0,π] (Figure 23). The fact that the causality detected 
from oil spot prices towards gold prices persists after filtering the series through an ECM 
framework implies the existence of forecasting power from both the long- and short-run 
cyclical components of oil spot prices towards the second- or higher-order moments of 
fixing gold prices. 
The results from testing the hypothesis that the futures prices of crude oil Granger 
cause the prices of gold (for the demeaned series) are presented in Figure 24. In this 
graph is clearly shown that the null hypothesis of no causality is strongly rejected. As it 
was the case in the previous graph, these results imply the existence of non-linear causal 
relationships due to second- or higher-order moments of gold prices.  
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Fig. 27: Crude oil spot prices cause fixing gold prices. 
(CS→G) 
Fig. 28: Crude oil spot prices cause fixing gold 
prices. (CF→G) 
Notes: a) The VAR lag-length used for the implementation of the causality test of Lemmens et al. (2008) 
was corrected to 6. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
 
 
4.6.2 Trivariate non-linear Causality test 
As we did before for the level of the series, we implement the Breitung and Candelon 
(2006) frequency domain causality test once again for the demeaned series (through a 
ECM-specification) by introducing a third variable; the U.S. dollar exchange rate (XR). 
The first hypothesis to be examined is that gold prices cause the spot prices of oil (for 
the first-moment filtered series) with conditioning on the U.S. dollar exchange rate 
(G∣XR→CS). Our findings, presented in Figure 25, indicate that there is causality 
running from the demeaned gold prices towards the demeaned spot oil prices for all 
frequencies. The testing results come in contrast with the ones obtained from testing the 
levels of the series (Figure 17).  
The findings of testing the null hypothesis of no Granger causality from gold towards 
the oil futures (with conditioning on the U.S. exchange rate) (G∣XR→CF) for the first-
moment filtered series are shown in Figure 26. For this trivariate case the null hypothesis 
is also rejected at 5% levels of significance for every frequency between 0 and π, whereas 
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for the levels of the series the null hypothesis couldn’t be rejected for all frequencies 
(Figure 18). The causalities revealed in both cases (Figures 25 and 26), after filtering out 
the linearity of the series, are attributed to the higher than one-order moments. 
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Proceeding with our analysis we now present the results of testing the reverse 
hypotheses. The results from testing the cases where the dependent variable is gold and 
the causing variables are the oil spot and futures prices (for the ECM-filtered series) are 
presented in Figures 27 and 28 respectively (with conditioning on the U.S. dollar 
exchange rate). The implementation of the trivariate causality test of Breitung and 
Candelon (2006) on the ECM-residuals reveals the existence of causality running from 
the spot prices of gold to the prices of gold, when the U.S. dollar is taken into account. 
The fact that the causal relationship CS∣XR→G persists after the first-moment filtering 
of the series may imply that second or higher-order causality could be an important 
source of the remaining dependence. 
Fig. 29: Fixing gold prices cause crude oil spot 
prices (with conditioning on the US dollar 
exchange rate). (G∣XR→CS) 
Fig. 30: Fixing gold prices cause crude oil futures 
prices (with conditioning on the US dollar 
exchange rate). (G∣XR→CF) 
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon 
(2006) is 3 and is based on the Scwarz information criterion. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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Finally we test the hypothesis that crude oil futures lead the prices of gold, by 
employing as a third variable the U.S, dollar exchange rate, CF∣XR→G, (for the 
demeaned series). The null hypothesis of no Granger causality is rejected once more at 
5% significance level for all frequencies. The rejection of the null hypothesis in both 
cases for the (ECM-filtered and the unfiltered series) indicates the existence of non-linear 
causality that can be attributed to second- or higher-order moments. 
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Overall from conducting the non-linear causality tests on the ECM-filtered residuals 
(with and without conditioning on the XR) we found bidirectional causality running 
from gold to crude oil spot market as well as from gold towards the crude oil futures 
market for both the bivariate and trivariate cases. In particular our findings can be 
summarized as follows: a) the non-linear causal relationships from CS to G and CF to G, 
remain after filtering-out the linear components of the series for the bivariate as well as 
for the trivariate case, meaning that these predictabilities are powered by second- or 
Fig. 31: Crude oil spot prices cause fixing gold 
prices (with conditioning on the US dollar 
exchange rate). (CS∣XR→G) 
Fig. 32: Crude oil futures prices cause fixing gold 
prices (with conditioning on the US dollar 
exchange rate). (CF∣XR→G) 
Notes: a) The VAR lag-length used for the implementation of the causality test of Breitung and Candelon 
(2006) is 3 and is based on the Scwarz information criterion. 
b) The broken horizontal line represents the 5% critical value of the null hypothesis of no Granger 
causality for all frequencies ω∈(0,π]. 
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higher order moments, and b) new non-linear causal relationships from G to CS and G 
to CF have emerged for both the bivariate and trivariate cases, that can also be attributed 
to second- or higher-order moments. Finally, in Table 13 presented below, the summary 
of our causality analysis is provided for selected frequencies. 
 
Table 13: Summary of the spectrum causality testing for selected frequencies. 
Causality 
direction 
Selected spectrum values Causality 
inference 
Causality 
interval 0⁺ π/4 π/2 3π/4 π 
PANEL A: B&C test (without conditioning) 
Return series       
G→CS 1.413 1.392 1.365 1.467 1.487 ∄ - 
G→CF 1.805 1.867 2.041 1.822 1.752 ∄ - 
CS→G 87.654** 63.191** 66.439** 76.075** 104.882** ∃ (0,π] 
CF→G 110.5** 96.417** 67.09** 123.434** 136.527** ∃ (0,π] 
ECM-residuals       
G→CS 20.8** 20.625** 21.849** 23.928** 23.933** ∃ (0,π] 
G→CF 16.01** 16.05** 19.142** 21.577** 21.213** ∃ (0,π] 
CS→G 215.882** 190.553** 139.246** 242.454** 266.995** ∃ (0,π] 
CF→G 215.508** 187.211** 124.858** 245.331** 272.747** ∃ (0,π] 
PANEL B: Lemmens et al. (2008) test (without conditioning) 
Return series       
G→CS 0.009 0.012 0.032 0.017 0.007 ∄ - 
G→CF 0.001 0.027 0.032 0.011 0.011 ∃ෙ (0.55π,0.59π) 
CS→G 0.118** 0.109** 0.14** 0.128** 0.143** ∃ (0,π] 
CF→G 0.124 0.111** 0.135** 0.145** 0.149** ∃ (0,π] 
ECM-residuals       
G→CS 0.006 0.047** 0.058** 0.032** 0.013 ∃ෙ (0.13π,0.81π) 
G→CF 0.006 0.042** 0.049** 0.031** 0.017 ∃ෙ (0.14π,0.81π) 
CS→G 0.171** 0.172** 0.178** 0.176** 0.194** ∃ (0,π] 
CF→G 0.175** 0.173** 0.173** 0.181** 0.2** ∃ (0,π] 
PANEL C: B&C test (with conditioning on the XR)  
Return series       
G→CS 2.212 2.204 1.897 1.622 1.665 ∄ - 
G→CF 5.609 5.548 3.96 0.063 0.799 ∄ - 
CS→G 77.506** 69.218** 50.002** 81.217** 89.075** ∃ (0,π] 
CF→G 83.297** 73.174** 51.682** 91.595** 100.935** ∃ (0,π] 
ECM-residuals       
G→CS 22.935** 22.658** 23.004** 25.065** 25.247** ∃ (0,π] 
G→CF 17.807** 17.667** 19.471** 22.016** 21.912** ∃ (0,π] 
CS→G 160.451** 142.806** 114.034** 192.801** 209.177** ∃ (0,π] 
CF→G 162.917** 142.842** 109.357** 198.117** 216.731** ∃ (0,π] 
Notes: (a) the ** symbol indicates statistical significance at the 0.05 significance level; (b) the arrow denotes 
the direction of causality; (c) the symbols ∃, ∃ෙ and ∄ stand for existence of causality over the entire 
frequency domain, the existence of causality over a segment in the frequency domain and no causality over 
the entire frequency domain, respectively; (d) the symbol 0⁺ indicates a spectrum value that is positive and 
close to zero and finally; (e) the indicated causality intervals in the last column refer to a significant causality 
at the 0.05 significance level.  
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5. Policy Implications 
Over the years the role of oil in the market has dramatically changed; from being traded 
only for its utility value to being regarded as an investment asset as well. Nowadays, oil is 
a commodity of vital importance for the world’s economy with the oil market to be 
characterized by high uncertainty, liquidity and rather high profit opportunities for 
market participants. 
On the other hand, gold, apart from its use in jewellery and more recently in industry, 
is often seen as one of the most useful tools in an investor’s portfolio that is mostly used 
to hedge against inflation and currency depreciation and also store value during periods 
of political instability. Unlike most financial assets, gold has a rather unusual property; its 
value tends to increase in response to negative market shocks, thus in recent years (in 
particular since the global financial crisis in 2008) the investment demand for gold has 
risen dramatically [Baur and McDermott (2010)]. 
Oil and gold are regarded as leading commodities, meaning that the fluctuations of 
their prices affect the price movements of a large group of other commodities and in 
consequence the economies of many countries. Therefore, it is of crucial importance for 
market participants to gain knowledge on the relationship between these two 
commodities. 
The findings from this dissertation add some new information on the existing 
literature that deals with the relationship between oil and gold prices. This additional 
knowledge can be exploited by investors, speculators and other market participants in 
order to improve their decision making. For instance, the information provided by the 
identified predictability running from the crude oil spot and one month maturity futures 
prices towards the fixing gold prices, with respect to the conditional mean, indicate that 
the spot and futures prices of oil can be used by investors to achieve excess returns in the 
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gold market. Whereas, the bidirectional causality found between the demeaned series, 
may provide useful information to investors that enable them to use the spot or futures 
prices of oil to appraise the gold’s market risk, and vice versa. 
However, further research is needed in order to comprehend in more depth the 
nature of the identified causality; whether the enhanced predictability among the series is 
attributed to second- or higher order moments. Future work could also extend the 
research on other oil and gold markets as well. 
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6. Conclusions 
This study tried to examine the causality and its nature between the crude oil prices at the 
NYMEX market and the gold prices at the London Bullion Market. In particular, we 
examined the causal relationships between each of the crude oil spot and futures (with 
one month maturity) prices with the 10:30 am fixing gold prices. For our analysis we 
used daily data covering the period from January 2, 1986 to August 13, 2013 (6744 
observations). The differentiating feature of this study relies not only to the fact that we 
examined the causal relationships between the series in the frequency domain within a 
non-linear framework, but we also tried to identify whether the detected causality is 
attributed to the first conditional moment or to higher-order moments. Examining 
causality in the frequency domain allows us to distinguish between short-run and long-
run causality. In more detail, the non-linear causality tests implemented are the recently 
developed tests of Breitung and Candelon (2006) and Lemmens et al. (2008). Apart from 
testing for causality on the bivariate level, we extended our analysis to a trivariate level as 
well, by introducing as a third variable the U.S. dollar exchange rate against a basket of 
major currencies. In the following paragraphs we will try to summarize the main points 
of our analysis along with the obtained results. 
We began our analysis by examining the order of integration of the series. To test the 
stationarity of the series we firstly implemented the conventional unit root tests, namely 
the ADF test, the DF-GLS test, the PP test and finally the KPSS stationarity test for 
verifying the results of the previously mentioned unit root tests. When ADF, DF-GLS 
and PP tests were applied (with and without a trend) to the levels of the series, we fail to 
reject the null hypotheses of no stationarity for the majority of the cases, while when 
these tests were reapplied to the returns of the series the null were consistently rejected at 
1% significance level. The KPSS stationarity test provided us with similar results; 
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constant rejection of the null hypothesis of stationarity at 1% significance levels when the 
test was conducted to the levels of all the examined series. The overall results obtained 
from the conventional unit root test suggest that the series under investigation are 
integrated of order one. Apart from the abovementioned unit root tests, the ZA unit root 
test was conducted in order to detect potential existence of a unit root in the presence of 
a structural break. Similarly to the tests conducted earlier, we failed to reject the null 
hypothesis of no stationarity in the presence of a break either in the intercept, or in the 
trend, or in both. Finally, the non-linear unit root test of Kapetanios et al. (2008) was 
implemented on the raw, the demeaned as well as the detrended series. The 
overwhelming majority of the results from the KSS test also support that the series are 
not stationary. 
After establishing the fact that the series are integrated of order one I(1), we 
conducted two cointegration tests namely the Johansen test and the Gregory and Hansen 
(1996) cointegration test. We firstly implemented the Johansen cointegration test on the 
levels of our series and from the obtained results we couldn’t verify the existence of 
long-run relationships among the series neither in the bivariate level nor in the trivariate. 
Subsequently, following the steps of Narayan et al. (2010), the Gregory and Hansen 
(1996) cointegration test was conducted within a trivariate framework. In contrast with 
the results obtained from the Johansen test, in all three models of the GH test the null 
hypothesis is rejected for all the combinations of the variables, but at different levels of 
significance for each model. In particular, for model C (level shift) the null hypothesis 
was rejected at 10% significance level, for model C/T (level shift and a trend) the null 
hypothesis was rejected at 5% significance level while for model C/S (regime shift) the 
null hypothesis was rejected at 1% significance level. 
Eventually, we examined the causal relationships between each of the crude oil spot 
and futures prices with the prices of gold. For this reason we implemented two non-
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linear causality tests in the frequency domain on the returns of the examined series; the 
Breitung and Candelon (2006) and the Lemmens et al. (2008) causality tests. The 
empirical findings from both tests provide evidence of a unidirectional causality running 
from crude oil spot prices towards gold prices and also a unidirectional causality from 
crude oil futures prices towards gold prices (CS→G and CF→G). Due to the dynamic 
characteristics of the implemented tests we are able to distinguish between short- and 
long-run causality; our results indicate that crude oil spot and futures prices have 
predictive power over the prices of gold both in the long- and the short-run. When the 
B&C test was repeated with including the U.S. dollar exchange rate as a third 
independent variable, provided us with exactly the same results (CS∣XR→G and 
CF∣XR→G for all frequencies within the range (0,π], but not vice versa).  
We took this analysis one step further, by conducting the B&C and Lemmens et al. 
(2008) once again after filtering out the linear components of the series, to gain deeper 
knowledge on the nature of the identified causal relationships. Since we have found 
evidence of cointegration among the series, we filtered out the first conditional moment 
of the series through an ECM specification. On the bivariate level, both causality tests 
revealed the existence of bidirectional causal relationships between crude oil spot prices 
and gold prices and also between crude oil futures prices and gold prices for all 
frequencies within the range (0,π] (CS⇆G and CF⇆G), suggesting that the identified 
causal relationships are attributed to second- or higher-order moments. When the B&C 
causality test was conducted again with conditioning on the U.S. dollar exchange rate, we 
gained the same results as on the bivariate level (CS∣XR⇆G and CF∣XR⇆G for all 
frequencies within the range (0,π]). Our main findings from testing for non-linear 
Granger causality on both the raw returns of the series and on the ECM-residuals are 
outlined in Figure 29. 
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Fig. 33: Diagrammatical representation of the identified causal relationships. 
Notes: → and ←→ denote unidirectional and bidirectional causality in the long-run respectively. 
  ⇢ and ⇠⇢ denote unidirectional and bidirectional causality in the short-run respectively. 
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