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LANGLANDS RECIPROCITY FOR C∗-ALGEBRAS
IGOR NIKOLAEV1
Abstract. We introduce a C∗-algebra AV of a variety V over the number
field K and a C∗-algebra AG of a reductive group G over the ring of adeles of
K. Using Pimsner’s Theorem we construct an embedding AV →֒ AG, where
V is a G-coherent variety, e.g. the Shimura variety of G. The embedding
is an analog of the Langlands reciprocity for C∗-algebras. It follows from
the K-theory of the inclusion AV ⊂ AG that the Hasse-Weil L-function of
V is a product of the automorphic L-functions corresponding to irreducible
representations of the group G.
1. Introduction
The Langlands conjectures say that all zeta functions are automorphic [Lang-
lands 1978] [8]. In this note we study (one of) the conjectures in terms of the
C∗-algebras [Dixmier 1977] [4]. Namely, denote by G(AK) a reductive group G
over the ring of adeles AK of a number field K and by G(K) its discrete sub-
group over K. The Banach algebra L1(G(K)\G(AK)) consists of the integrable
complex-valued functions endowed with the operator norm. The addition of func-
tions f1, f2 ∈ L1(G(K)\G(AK)) is defined pointwise and multiplication is given by
the convolution product:
(f1 ∗ f2)(g) =
∫
G(K)\G(AK)
f1(gh
−1)f2(h)dh. (1.1)
Consider an enveloping C∗-algebra, AG, of the algebra L1(G(K)\G(AK)); we refer
the reader to [Dixmier 1977, Section 13.9] [4] for details of this construction. The
algebra AG encodes all unitary irreducible representations of the locally compact
group G(AK) induced by G(K). Such representations are related to the automor-
phic cusp forms and non-abelian class field theory [Gelbart 1984] [7]. The algebra
AG has an amazingly simple structure. Namely, let us assume G ∼= GLn(AK).
Then AG is a stationary AF-algebra, see lemma 3.1; such an algebra is defined by
a positive integer matrix B ∈ SLn(Z) [Bratteli 1972] [2] and its K-theory is well
understood [Effros 1981] [5].
Let V be a complex projective variety. For an automorphism σ : V → V and an
invertible sheaf L of the linear forms on V , one can construct a twisted homogeneous
coordinate ring B(V,L, σ) of the variety V , i.e. a non-commutative ring such that:
Mod (B(V,L, σ)) / Tors ∼= Coh (V ), (1.2)
where Mod is the category of graded left modules over the graded ring B(V,L, σ),
Tors the full subcategory of Mod of the torsion modules and Coh the category
of quasi-coherent sheaves on the variety V [Stafford & van den Bergh 2001] [17,
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p.180]. The norm-closure of a self-adjoint representation of the ring B(V,L, σ) by
the linear operators on a Hilbert space is called the Serre C∗-algebra of V [9]. In
what follows, we shall focus on the case when V is defined over a number field K,
i.e. V is an arithmetic variety. The corresponding Serre C∗-algebra is denoted by
AV . The Hasse-Weil L-function of V was calculated in [9] in terms of the K-theory
of algebra AV .
It is known that the Langlands philosophy does not distinguish between the
arithmetic and automorphic objects [Langlands 1978] [8]. Therefore one can expect
a regular map between the C∗-algebras AV and AG. (We prove that such a map
is an embedding AV →֒ AG.) To give an exact statement, we shall need the
following definitions. The i-th trace cohomology {Hitr(V ) | 0 ≤ i ≤ 2 dimC V }
of an arithmetic variety V is an additive abelian subgroup of R obtained from a
canonical trace on the Serre C∗-algebra of V [9]. Likewise, the group K0(AG) of
the stationary AF-algebra AG is an additive abelian subgroup of R [Effros 1981]
[5, Chapter 6].
Definition 1.1. The arithmetic variety V is called G-coherent, if
Hitr(V ) ⊆ K0(AG) for all 0 ≤ i ≤ 2 dimC V. (1.3)
Remark 1.2. If V is the Shimura variety of the groupG(AK) [Deligne 1971] [3], then
V is a G-coherent variety. To put it simple, the arithmetic variety V is G-coherent
if for all 0 ≤ i ≤ 2 dimC V the number fields ki := Hitr(V )⊗Q are subfields of (or
coincide with) a number field K := K0(AG) ⊗Q. For a simple example, we refer
the reader to proposition 4.2.
Theorem 1.3. There exists a canonical embedding AV →֒ AG, where V is a G-
coherent variety.
Remark 1.4. Theorem 1.3 can be viewed as an analog of the Langlands reciprocity
for C∗-algebras. In other words, the coordinate ring AV of a G-coherent variety V
is a sub-algebra of the algebra AG.
An application of theorem 1.3 is as follows. Recall that to each arithmetic variety
V one can attach the Hasse-Weil (motivic) L-function. Likewise, to each irreducible
representation of the group G(AK) one can attach an automorphic (standard) L-
function, see [Gelbart 1984] [7] and [Langlands 1978] [8]. Theorem 1.3 implies one
of the conjectures of [Langlands 1978] [8].
Corollary 1.5. The Hasse-Weil L-function of a G-coherent variety V is a product
of the automorphic L-functions.
The paper is organized as follows. The definitions and preliminary results can
be found in Section 2. Theorem 1.3 and corollary 1.5 are proved in Section 3. An
example is constructed in Section 4.
2. Preliminaries
This section is a brief account of preliminary facts involved in our paper; we
refer the reader to [Bratteli 1972] [2], [Dixmier 1977] [4], [Langlands 1978] [8] and
[Stafford & van den Bergh 2001] [17].
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2.1. AF-algebras. A C∗-algebra is an algebra A over C with a norm a 7→ ||a||
and an involution a 7→ a∗ such that it is complete with respect to the norm and
||ab|| ≤ ||a|| ||b|| and ||a∗a|| = ||a2|| for all a, b ∈ A. Any commutative C∗-algebra is
isomorphic to the algebra C0(X) of continuous complex-valued functions on some
locally compact Hausdorff space X ; otherwise, A represents a noncommutative
topological space.
An AF-algebra (Approximately Finite C∗-algebra) is defined to be the norm
closure of an ascending sequence of finite dimensional C∗-algebras Mn, where Mn
is the C∗-algebra of the n × n matrices with entries in C. Here the index n =
(n1, . . . , nk) represents the semi-simple matrix algebra Mn = Mn1 ⊕ · · · ⊕ Mnk .
The ascending sequence mentioned above can be written as
M1
ϕ1−→M2 ϕ2−→ . . . , (2.1)
where Mi are the finite dimensional C
∗-algebras and ϕi the homomorphisms be-
tween such algebras. If ϕi = Const, then the AF-algebra A is called stationary;
such an algebra defines and is defined by a shift automorphism σϕ : A → A
corresponding to a map i 7→ i + 1 on ϕi [Effros 1981] [5, p.37]. The homomor-
phisms ϕi can be arranged into a graph as follows. Let Mi = Mi1 ⊕ · · · ⊕Mik and
Mi′ = Mi′
1
⊕ · · · ⊕Mi′
k
be the semi-simple C∗-algebras and ϕi : Mi → Mi′ the
homomorphism. One has two sets of vertices Vi1 , . . . , Vik and Vi′1 , . . . , Vi′k joined by
brs edges whenever the summand Mir contains brs copies of the summand Mi′s un-
der the embedding ϕi. As i varies, one obtains an infinite graph called the Bratteli
diagram of the AF-algebra. The matrix B = (brs) is known as a partial multiplicity
matrix; an infinite sequence of Bi defines a unique AF-algebra.
For a unital C∗-algebraA, let V (A) be the union (over n) of projections in the n×
nmatrix C∗-algebra with entries in A; projections p, q ∈ V (A) are equivalent if there
exists a partial isometry u such that p = u∗u and q = uu∗. The equivalence class of
projection p is denoted by [p]; the equivalence classes of orthogonal projections can
be made to a semigroup by putting [p]+[q] = [p+q]. The Grothendieck completion
of this semigroup to an abelian group is called the K0-group of the algebra A. The
functor A → K0(A) maps the category of unital C∗-algebras into the category of
abelian groups, so that projections in the algebra A correspond to a positive cone
K+0 ⊂ K0(A) and the unit element 1 ∈ A corresponds to an order unit u ∈ K0(A).
The ordered abelian group (K0,K
+
0 , u) with an order unit is called a dimension
group; an order-isomorphism class of the latter we denote by (G,G+).
If A is an AF-algebra, then its dimension group (K0(A ),K
+
0 (A ), u) is a com-
plete isomorphism invariant of algebra A [Elliott 1976] [6]. The order-isomorphism
class (K0(A ),K
+
0 (A )) is an invariant of the Morita equivalence of algebra A , i.e.
an isomorphism class in the category of finitely generated projective modules over
A .
2.2. Serre C∗-algebras and trace cohomology. Let V be an n-dimensional
complex projective variety endowed with an automorphism σ : V → V and denote
byB(V,L, σ) its twisted homogeneous coordinate ring, see [Stafford & van den Bergh
2001] [17]. Let R be a commutative graded ring, such that V = Spec (R). Denote
by R[t, t−1;σ] the ring of skew Laurent polynomials defined by the commutation
relation bσt = tb for all b ∈ R, where bσ is the image of b under automorphism σ.
It is known, that R[t, t−1;σ] ∼= B(V,L, σ).
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❄
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✟
✟
✟
✟✟✙
Heven(V )⊗Q i∗−→ K0(AV ⊗K)⊗Q −→ Hodd(V )⊗Q
τ∗
R
Figure 1. The trace cohomology.
LetH be a Hilbert space and B(H) the algebra of all bounded linear operators on
H. For a ring of skew Laurent polynomials R[t, t−1;σ], consider a homomorphism:
ρ : R[t, t−1;σ] −→ B(H). (2.2)
Recall that B(H) is endowed with a ∗-involution; the involution comes from the
scalar product on the Hilbert spaceH. We shall call representation (2.2) ∗-coherent,
if (i) ρ(t) and ρ(t−1) are unitary operators, such that ρ∗(t) = ρ(t−1) and (ii) for
all b ∈ R it holds (ρ∗(b))σ(ρ) = ρ∗(bσ), where σ(ρ) is an automorphism of ρ(R)
induced by σ. Whenever B = R[t, t−1;σ] admits a ∗-coherent representation, ρ(B)
is a ∗-algebra; the norm closure of ρ(B) is a C∗-algebra [Dixmier 1977] [4]. We
shall denote it by AV and refer to AV as the Serre C
∗-algebra of variety V .
Let K be the C∗-algebra of all compact operators on H. We shall write τ :
AV ⊗K → R to denote the canonical normalized trace on AV ⊗ K, i.e. a positive
linear functional of norm 1 such that τ(yx) = τ(xy) for all x, y ∈ AV ⊗ K, see
[Blackadar 1986] [1, p.31]. Because AV is a crossed product C
∗-algebra of the
form AV ∼= C(V )⋊Z, one can use the Pimsner-Voiculescu six term exact sequence
for the crossed products, see e.g. [Blackadar 1986] [1, p.83] for the details. Thus
one gets the short exact sequence of the algebraic K-groups: 0 → K0(C(V )) i∗→
K0(AV ) → K1(C(V )) → 0, where map i∗ is induced by the natural embedding of
C(V ) into AV . We have K0(C(V )) ∼= K0(V ) and K1(C(V )) ∼= K−1(V ), where K0
and K−1 are the topological K-groups of V , see [Blackadar 1986] [1, p.80]. By the
Chern character formula, one gets K0(V )⊗Q ∼= Heven(V ;Q) and K−1(V )⊗Q ∼=
Hodd(V ;Q), where Heven (Hodd) is the direct sum of even (odd, resp.) cohomology
groups of V . Notice that K0(AV ⊗K) ∼= K0(AV ) because of a stability of the K0-
group with respect to tensor products by the algebra K, see e.g. [Blackadar 1986]
[1, p.32]. One gets the commutative diagram in Figure 1, where τ∗ denotes a
homomorphism induced on K0 by the canonical trace τ on the C
∗-algebra AV ⊗K.
Since Heven(V ) := ⊕ni=0H2i(V ) and Hodd(V ) := ⊕ni=1H2i−1(V ), one gets for each
0 ≤ i ≤ 2n an injective homomorphism τ∗ : Hi(V ) −→ R.
Definition 2.1. By an i-th trace cohomology group Hitr(V ) of variety V one un-
derstands the abelian subgroup of R defined by the map τ∗.
2.3. Langlands reciprocity. Let V be an n-dimensional complex projective va-
riety over a number field K; consider its reduction V (Fp) modulo the prime ideal
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P ⊂ K over a good prime p. Recall that the Weil zeta function is defined as:
Zp(t) = exp
( ∞∑
r=1
|V (Fpr )| t
r
r
)
, r ∈ C, (2.3)
where |V (Fpr )| is the number of points of variety V (Fpr ) defined over the field with
pr elements. It is known that:
Zp(t) =
P1(t) . . . P2n−1(t)
P0(t) . . . P2n(t)
, (2.4)
where P0(t) = 1− t, P2n = 1−pnt and each Pi(t) for 1 ≤ i ≤ 2n− 1 is a polynomial
with integer coefficients, such that Pi(t) =
∏
(1 − αijt) for some algebraic integers
αij of the absolute value p
i
2 . Consider an infinite product:
L(s, V ) :=
∏
p
Zp(p
−s) =
L1(s, V ) . . . L2n−1(s, V )
L0(s, V ) . . . L2n(s, V )
, (2.5)
where Li(s, V ) =
∏
p Pi(p
−s); the L(s, V ) is called the Hasse-Weil (or motivic)
L-function of V .
On the other hand, if K is a number field then the adele ring AK of K is a
locally compact subring of the direct product
∏
Kv taken over all places v of K;
the AK is endowed with a canonical topology. Consider a reductive group G(AK)
overAK ; the latter is a topological group with a canonical discrete subgroup G(K).
Denote by L2(G(K)\G(AK)) the Hilbert space of all square-integrable complex-
valued functions on the homogeneous space G(K) \ G(AK) and consider the right
regular representation R of the locally compact group G(AK) by linear operators
on the space L2(G(K)\G(AK)) given by formula (1.1). It is well known, that each
irreducible component π of the unitary representationR can be written in the form
π = ⊗πv, where v are all unramified places of K. Using the spherical functions,
one gets an injection πv 7→ [Av], where [Av] is a conjugacy class of matrices in the
group GLn(C). The automorphic L-function is given by the formula:
L(s, π) =
∏
v
(
det
[
In − [Av](Nv)−s
])−1
, s ∈ C, (2.6)
where Nv is the norm of place v; we refer the reader to [Langlands 1978] [8, p.170]
and [Gelbart 1984] [7, p.201] for details of this construction.
The following conjecture relates the Hasse-Weil and automorphic L-functions.
Conjecture 2.2. ([Langlands 1978] [8]) For each 0 ≤ i ≤ 2n there exists an
irreducible representation πi of the group G(AK), such that L
i(s, V ) ≡ L(s, πi).
3. Proofs
3.1. Proof of theorem 1.3. We shall split the proof in two lemmas.
Lemma 3.1. The algebra AG is isomorphic to a stationary AF-algebra.
Proof. Let A×K be the idele group, i.e. a group of invertible elements of the adele
ring A×K . Denote by Gal (K
ab|K) the Galois group of the maximal abelian ex-
tension Kab of the number field K. The Artin reciprocity says that there exists a
continuous isomorphism
A×K −→ Gal (Kab|K). (3.1)
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Recall that Gal (Kab|K) is a profinite abelian group, i.e. a topological group
isomorphic to the inverse limit of finite abelian groups. By the Artin reciprocity
(3.1), the idele groupA×K is also a profinite abelian group. Since every finite abelian
group is a product of the cyclic groups Z/pkii Z, we can write the A
×
K in the form
A×K ∼= lim←−
lm∏
i=1
(
Z/pkii Z
)
, (3.2)
where m → ∞. Notice that the cyclic group Z/pkii Z can be embedded into the
finite field Fqi , where qi = p
ki
i . Thus the group GLn(Z/p
ki
i Z) is correctly defined
and from (3.2) one gets an isomorphism
GLn(AK) ∼= lim←−
lm∏
i=1
GLn(Fqi), (3.3)
where GLn(Fqi) is a finite group of order
∏n−1
j=0 (q
n
i − qji ) and such a group is no
longer abelian. In particular, it follows from (3.3) that the GLn(AK) is a profinite
group.
(i) Let us show that the group GLn(AK) being profinite implies that the AG is
an AF-algebra. Indeed, if G is a finite group then the group algebra C[G] has the
form
C[G] ∼=Mn1(C)⊕ · · · ⊕Mnh(C), (3.4)
where ni are degrees of the irreducible representations of G and h is the total
number of such representations [Serre 1967] [15, Proposition 10]. In view of (3.3),
we have
GLn(AK) ∼= lim←−Gi, (3.5)
where Gi is a finite group. Consider a group algebra
C[Gi] ∼= M (i)n1 (C)⊕ · · · ⊕M (i)nh (C) (3.6)
corresponding to Gi. Notice that the C[Gi] is a finite-dimensional C
∗-algebra.
The inverse limit (3.5) defines an ascending sequence of the finite-dimensional C∗-
algebras of the form
lim←−M
(i)
n1
(C)⊕ · · · ⊕M (i)nh (C). (3.7)
Since AG is the norm closure of the group algebra C[GLn(AK ] [Dixmier 1977] [4,
Section 13.9], we conclude that the limit (3.7) converges to the algebra AG. In
other words, the AG is an AF-algebra. Item (i) is proved.
Example 3.2. If G = GL1(AQ) ∼= A×Q, then AG is an UHF-algebra of the form
{Mp∞
1
p∞
2
... | pi ∈ P}, where P is the set of all prime numbers. We refer the
reader to [Rørdam, Larsen & Laustsen 2000] [14, Section 7.4] for a definition of the
UHF-algebra.
(ii) It remains to prove that the AG is a stationary AF-algebra. Indeed, denote
by Frq the Frobenius map, i.e. an endomorphism of the finite field Fq acting by the
formula x 7→ xq. The map Frqi induces an automorphism of the group GLn(Fqi).
Using formula (3.3), one gets an automorphism of the group GLn(AK) and the
corresponding group algebra C[GLn(AK)]. Taking the norm closure of the algebra
C[GLn(AK)], we conclude that there exists a non-trivial automorphism φ of the
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AF-algebra AG. But the AF-algebra admits an automorphism φ 6= ± Id if and
only if it is a stationary AF-algebra [Effros 1981] [5, p.37]. Thus the algebra AG is
a stationary AF-algebra. Lemma 3.1 is proved. 
Remark 3.3. It follows from formula (3.5) that the AF-algebra AG is determined
by a partial multiplicity matrix B of rank n, i.e. B ∈ SLn(Z). Consider an
isomorphism
AG ⋊ Z ∼= OB ⊗K, (3.8)
where the crossed product is taken by the shift automorphism of AG, OB is the
Cuntz-Krieger algebra defined by matrix B and K is the C∗-algebra of compact op-
erators [Blackadar 1986] [1, Exercise 10.11.9]. Consider a continuous group of mod-
ular automorphisms {σt : OB → OB | t ∈ R} acting on the generators s1, . . . , sn
of the algbera OB by the formula sk 7→ eitsk. Then a pull back of σt corresponds
to the action of continuous symmetry group GLn(AK) on the homogeneous space
GLn(K)\GLn(AK). This observation can be applied to prove Weil’s conjecture on
the Tamagawa numbers.
Lemma 3.4. The algebra AV embeds into the AF-algebra AG, where V is a G-
coherent variety.
Proof. We shall use the Pimsner’s Theorem [Pimsner 1983] [11, Theorem 7] about
an embedding of the crossed product algebra AV into an AF-algebra. It will develop
that the G-coherence of V implies that the AF-algebra is Morita equivalent to the
algebra AG of lemma 3.1. We pass to a detailed argument.
Let V be a complex projective variety. Following [Pimsner 1983] [11] we shall
think of V as a compact metrizable topological space X . Recall that for a home-
omorphism ϕ : X → X the point x ∈ X is called non-wandering if for each
neighborhood U of x and every N > 0 there exists n > N such that
ϕn(U) ∩ U 6= ∅. (3.9)
(In other words, the point x does not “wander” too far from its initial position in the
space X .) If each point x ∈ X is a non-wandering point, then the homeomorphism
ϕ is called non-wandering.
Let σ : V → V be an automorphism of finite order of the G-coherent variety V ,
such that the representation (2.2) is ∗-coherent. Then the crossed product
AV = C(V )⋊σ Z (3.10)
is the Serre C∗-algebra of V . Since σ is of a finite order, it is a non-wandering home-
omorphism of X . In particular, the σ is a pseudo-non-wandering homeomorphism
[Pimsner 1983] [11, Definition 2]. Then there exists a unital (dense) embedding
AV →֒ A , (3.11)
where A is an AF-algebra defined by the homeomorphism ϕ [Pimsner 1983] [11,
Theorem 7].
Let us show that the algebra A is Morita equivalent to the AF-algebra AG.
Indeed, the embedding (3.11) induces an injective homomorphism of the K0-groups
K0(AV ) →֒ K0(A ). (3.12)
As explained in Section 2.2, the map (3.12) defines an inclusion
Hitr(V ) ⊆ K0(A ). (3.13)
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❄ ❄
✲
✲
K0(AG) K0(AG)
Hitr(V ) H
i
tr(V )
T ip
σ(Frip)
ι ι
Figure 2. The Hecke operator T ip.
On the other hand, the trace cohomology of a G-coherent variety V must satisfy
an inclusion
Hitr(V ) ⊆ K0(AG). (3.14)
Let b∗ = max0≤i≤2n bi be the maximal Betti number of variety V . Then in formulas
(3.13) and (3.14) the inclusion is an isomorphism, i.e. H∗tr(V ) ∼= K0(A ) and
H∗tr(V ) ∼= K0(AG). One concludes that
K0(A ) ∼= K0(AG). (3.15)
In other words, the AF-algebras A and AG are Morita equivalent. The embedding
AV →֒ AG follows from formulas (3.11) and (3.15). Lemma 3.4 is proved. 
Theorem 1.3 follows from lemma 3.4.
3.2. Proof of corollary 1.5. Corollary 1.5 follows from an observation that the
Frobenius action σ(Frip) : H
i
tr(V ) → Hitr(V ) extends to a Hecke operator Tp :
K0(AG) → K0(AG), whenever Hitr(AV ) ⊆ K0(AG). Let us pass to a detailed
argument.
Recall that the Frobenius map on the i-th trace cohomology of variety V is given
by an integer matrix σ(Frip) ∈ GLbi(Z), where bi is the i-th Betti number of V ;
moreover,
|V (Fp)| =
2n∑
i=0
(−1)i tr σ(Frip), (3.16)
where V (Fp) is the reduction of V modulo a good prime p [9]. (Notice that (3.16) is
sufficient to calculate the Hasse-Weil L-function L(s, V ) of variety V via equation
(2.3); hence the map σ(Frip) : H
i
tr(V )→ Hitr(V ) is motivic.)
Definition 3.5. Denote by T ip an endomorphism ofK0(AG), such that the diagram
in Figure 2 is commutative, where ι is the embedding (1.3). By Hi we understand
an algebra over Z generated by the T ip ∈ End (K0(AG)), where p runs through all
but a finite set of primes.
Remark 3.6. The algebra Hi is commutative. Indeed, the endomorphisms T
i
p cor-
respond to multiplication of the group K0(AG) by the real numbers; the latter
commute with each other. We shall call the {Hi | 0 ≤ i ≤ 2n} an i-th Hecke
algebra.
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Lemma 3.7. The algebra Hi defines an irreducible representations πi of the group
G(AK).
Proof. Let f ∈ L2(G(K)\G(AK)) be an eigenfunction of the Hecke operators T ip; in
other words, the Fourier coefficients cp of function f coincide with the eigenvalues
of the Hecke operators Tp up to a scalar multiple. Such an eigenfunction is defined
uniquely by the algebra Hi.
Let Lf ⊂ L2(G(K)\G(AK)) be a subspace generated by the right translates of
f by the elements of the locally compact group G(AK). It is immediate that the
Lf is an irreducible subspace of the space L2(G(K)\G(AK)); therefore it gives rise
to an irreducible representation πi of the locally compact group G(AK). Lemma
3.7 follows. 
Lemma 3.8. L(s, πi) ≡ Li(s, V ).
Proof. Recall that the function Li(s, V ) can be written as
Li(s, V ) =
∏
p
(
det
[
In − σ(Frip)p−s
])−1
, (3.17)
where σ(Frip) ∈ GLbi(Z) is a matrix form of the action of Frip on the trace coho-
mology Hitr(V ).
On the other hand, from (2.6) one gets
L(s, πi) =
∏
p
(
det
[
In − [Aip]p−s
])−1
, (3.18)
where [Aip] ⊂ GLn(C) is a conjugacy class of matrices corresponding to the irre-
ducible representation πi of the group G(AK). As explained, for such a represen-
tation we have an inclusion T ip ∈ [Aip]. But the action of the Hecke operator T ip is
an extension of the action of σ(Frip) on H
i
tr(V ), see Figure 2. Therefore
σ(Frip) = [A
i
p] (3.19)
for all but a finite set of primes p. Comparing formulas (3.17)-(3.19), we get that
L(s, πi) ≡ Li(s, V ). Lemma 3.8 follows. 
Corollary 1.5 follows from lemma 3.8 and formula (2.5).
4. Example
We shall illustrate theorem 1.3 and corollary 1.5 for the group G ∼= GL2(AK),
where K = Q(
√
D) is a real quadratic field.
Proposition 4.1. K0(AG) ∼= Z+ Zω, where
ω =
{
1+
√
D
2 , if D ≡ 1 mod 4,√
D, if D ≡ 2, 3 mod 4. (4.1)
Proof. By lemma 3.1 and remark 3.3, the AG is a stationary AF-algebra given by
partial multiplicity matrix B ∈ SL2(Z). In particular, K0(AG) ∼= Z + Zω, where
ω ∈ Q(λB), where λB is the Perron-Frobenius eigenvalue of matrix B. Moreover,
by the construction End (K) ∼= End (K0(AG)), where End is the endomorphism
ring of the corresponding Z-module. But End (K) ∼= OK , where OK is the ring
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of integers of K. Thus, λB ∈ K and ω is given by formula (4.1). Proposition 4.1
follows. 
Proposition 4.2. Let ECM ∼= C/Ok be an elliptic curve with complex multiplica-
tion by the ring of integers of the imaginary quadratic field k = Q(
√−D). Then
ECM is a G-coherent variety of the group G ∼= GL2(AK).
Proof. The noncommutative torus Aθ is a C∗-algebra generated by the unitary
operators u and v satisfying the commutation relation vu = e2piiθuv for a constant
θ ∈ R [Rieffel 1990] [13]. The Serre C∗-algebra of an elliptic curve Eτ ∼= C/(Z+Zτ)
is isomorphic to Aθ for any {τ | Im τ > 0}. In particular [10], if τ ∈ Ok then{
H0tr(ECM ) = H2tr(ECM ) ∼= Z,
H1tr(ECM ) ∼= Z+ Zω.
(4.2)
Comparing formulas (4.1) and (4.2), one concludes that Hitr(ECM ) ⊆ K0(AG), i.e.
the ECM is a G-coherent variety of the group G ∼= GL2(AK). Proposition 4.2 is
proved. 
Remark 4.3. The embedding of Aθ into an AF-algebra was initially constructed in
[Pimsner & Voiculescu 1980] [12].
Proposition 4.4. L(s, ECM ) ≡ L(s, pi1)L(s, pi0)L(s, pi2) , where πi are irreducible represen-
tations of the locally compact group GL2(AK).
Proof. The Hasse-Weil L-function of the ECM has the form:
L(s, ECM ) =
∏
p
[
det (I2 − σ(Fr1p)p−s
]−1
ζ(s)ζ(s − 1) , s ∈ C, (4.3)
where ζ(s) is the Riemann zeta function and the product is taken over the set of
good primes; we refer the reader to formula (3.17). It is immediate that{
L(s, π0) = ζ(s),
L(s, π2) = ζ(s − 1),
(4.4)
where L(s, π0) and L(s, π2) are the automorphic L-functions corresponding to the
irreducible representations π0 and π2 of the group GL2(AK). An irreducible rep-
resentation π1 gives rise to an automorphic L-function
L(s, π1) =
∏
p
(
det
[
I2 − [A1p]p−s
])−1
. (4.5)
But formula (3.19) says that [A1p] = σ(Fr
1
p) and therefore the numerator of (4.3)
coincides with the L(s, π1). Proposition 4.4 is proved. 
Remark 4.5. Proposition 4.4 can be proved in terms of the Gro¨ssencharacters [Sil-
verman 1994] [16, Chapter II, §10].
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