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Abstract—This paper proposes hybrid beamforming designs
for millimeter-wave (mmWave) multiple-input multiple-output
(MIMO) backhaul systems equipped with uniform planar arrays
(UPAs) of dual-polarization antennas at both the transmit and
receive base stations. The proposed beamforming designs are
to near-optimally solve optimization problems taking the dual-
polarization UPA structure into account. Based on the solutions of
optimization problems, this paper shows it is possible to generate
the optimal dual-polarization beamformer from the optimal
single-polarization beamformer sharing the same optimality. As
specific examples, squared error and magnitude of inner product
are considered respectively for optimization criteria. To optimize
proposed beamformers, partial channel information is needed,
and the use of low overhead pilot sequences is also proposed
to figure out the required information. Simulation results verify
that the resulting beamformers have the most uniform gain (with
the squared error criterion) or the highest average gain (with the
magnitude of inner product criterion) in the covering region with
the UPA of dual-polarization antennas.
Index Terms—Backhaul systems, multiple-input multiple-
output, millimeter-wave communications, dual-polarization, uni-
form planar array, hybrid beamforming.
I. INTRODUCTION
Cell densification has been a most direct and practical way
of supporting the exponential growth of mobile devices and
data rates [1]–[3]. With more cells, both macro and small
cells, it is important to deploy cost-efficient backhauls among
cells since conventional backhauls using optical fibers are
expensive. In terms of cost efficiency, a simple solution is
using wireless links for backhauls. Especially, millimeter-wave
(mmWave) wireless communications can be considered for
backhauls satisfying both high data rates and bearable cost
[2]–[4].
MmWave communications use a carrier frequency of 30 to
300 GHz and the corresponding wavelength of 1 to 10 mm.
With its huge bandwidth, mmWave communications can sup-
port enormous data rates [5]–[7]. An important characteristic
of mmWave systems is its high attenuation [7], [8], which
requires sharp beam patterns to concentrate signal power and
compensate for the attenuation. To enjoy the benefit of the
large bandwidth, hence, beamforming techniques are necessary
to overcome harsh mmWave environments.
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Many beamforming designs have been proposed under
various environments. Beamformers were designed to max-
imize capacity using limited information of channels at the
transmitter in [9], [10]. These beamformers were based on
an assumption of rich scattering environments, e.g., sub-6
GHz spectrum, and the resulting beamformers rarely have
physical beam-like patterns. In the mmWave systems, on the
contrary, channels can be represented with their dominant line-
of-sight (LOS) component [11] or sum of a few dominant
components [12], [13]. This leads the beamformer design
problem to consider graphical or geometrical shape. The
codebook-based beamformings in [2], [14], for example, find
the best beamformer by gradually narrowing the beamwidth
of possible beamformers. In [15]–[18], based on the small
numbers of channel components, codebook designs for the
beam alignment and channel estimation are proposed. In this
paper, we also approximate the channel as its LOS component
and design beamformers based on physical beam patterns.
Since the beamforming depends on the combination of
weights for each antenna, use of multiple antennas is essential.
In mmWave system, by virtue of its extremely small wave-
length, it is possible to deploy large numbers of antennas
of uniform linear arrays (ULAs) or uniform planar arrays
(UPAs) within a small form factor. Considering the use of
numerous antennas in mmWave systems, the digital beam-
forming is practically infeasible due to the cost and power
consumption of RF chains [19]–[21]. One feasible solution is
the analog beamforming, which requires only one RF chain
in return for abandonment of amplitude control and variety
of beam pattern shapes [2], [7]. The hybrid beamforming,
which reduces the use of RF chains by conjoining the digital
and analog beamformings, is another practical solution to
accomplish both the feasibility and diversity of beam pattern
shapes [13], [15]–[18], [22]–[26]. For example, the algorithm
in [17] iteratively updates a beamformer to reduce the ripple
and raise average gain of beam pattern in the covering region,
and the beamformer in [18] is designed to minimize the
mean squared error (MSE) of its beam pattern in the covering
region. The two designs, however, are focused on the single-
polarization ULA structure.
Further increase of the number of the antennas in a limited
form factor is possible by exploiting dual-polarization antennas
[27]. The channel of dual-polarization antennas, though, is fun-
damentally different from that of single-polarization antennas
[28]. For example, the imbalance of channel gains and the
orientation difference between the transmit (Tx) and receive
(Rx) antennas need to be considered, each of which changes
the structure of channel and causes additional randomness. The
2complicated channel structure hinders the decomposition of Tx
and Rx beamforming gain, making it difficult to design Tx and
Rx beamformers. In [29], cross-polarization discrimination
(XPD), which is a parameter about the dual-polarization, is
considered in the beamformer design. In [28], the beamformer
of dual-polarization is generated by modifying the beamformer
of single-polarization based on the structure of the dual-
polarization channel. Most of previous works on the dual-
polarization beamforming, however, are based on the digital
beamforming with ULAs.
In this paper, we propose the hybrid beamforming de-
signs for mmWave multiple-input multiple-output (MIMO)
backhaul systems with dual-polarization UPAs. To the best
of authors’ knowledge, the hybrid beamforming design for
mmWave MIMO system with dual-polarization UPAs has not
been considered before. We propose flexible beamforming
design methods that can deal with variable backhaul links.
Although the backhaul links are usually fixed, and using a
prefixed beamformer may be sufficient for communications,
the new installation, movement, or demolition of small cell
base stations (BSs) would be frequent, which requires a new
beamformer for each event.
To design a beamformer, we first define an ideal beam
pattern, and then beamformers are optimized to mimic the
ideal beam pattern. As specific examples of optimization
criterion, squared error (SE) and magnitude of inner product
(MIP) are considered respectively. Based on the common
structure of optimization solutions, we propose a unified
method to generate the optimal dual-polarization beamformer
from the optimal single-polarization beamformer sharing the
same optimality. The proposed design methods depend on
partial channel information, and we also propose the use of
pilot sequences to measure the required channel information.
Numerical results show that the SE beamformer has the most
uniform beam patterns and the MIP beamformers has the
highest average and peak beamforming gain for the dual-
polarization UPA structure.
In the rest of the paper, system and channel models are
described in Section II. The details of proposed beamforming
designs are explained in Section III. The numerical results of
the proposed beamformers are shown in Section IV, and the
conclusion follows in Section V.
Notations: N, R, and C represent set of natural numbers,
real numbers, and complex numbers. Matrices and vectors are
written in bold face capital lettersA and bold face small letters
a. (·)∗, (·)T, and (·)H mean element-wise conjugate, transpose,
and Hermitian of the corresponding matrix or vector. ⊗ and ⊙
represent the Kronecker product and the Hadamard product.
The b-th component of the vector a is remarked as (a)(b). Ia is
the a×a identity matrix, ea,b is the b-th column of the identity
matrix Ia, and 1a represents the a × 1 all one vector. The
concatenation of matrices is denoted as [A,B] where A and
B have the same number of rows. Λmax(·) is the maximum
eigenvalue of the corresponding matrix, and vmax(·) is the
maximum eigenvector of the corresponding matrix.
Fig. 1: Dual-polarization antennas deployed in UPA.
II. SYSTEM AND CHANNEL MODELS
A. System model
We consider MIMO backhaul links from the Tx BS
equipped with dual-polarization UPA with dimensionMtx,h×
Mtx,v to the Rx BS equipped with dual-polarization UPA with
dimensionMrx,h×Mrx,v. The total number of antennas in the
Tx BS is Mtx = 2Mtx,hMtx,v, with the spacing of antennas
dtx,h and dtx,v as shown in Fig. 1. The number of antennas
in the Rx BS is Mrx = 2Mrx,hMrx,v , which have similar
deployment as in the Tx BS. The Tx BS has Ntx RF chains,
where each RF chain is fully connected to all the Tx antennas,
and the Rx BS has the same structure with Nrx RF chains.
Assuming block fading, a received signal y ∈ C is
y =
√
PcHrxHctxs+ c
H
rxn, (1)
where P ∈ R is the transmit power, crx ∈ CMrx×1 is
the unit-norm receive beamformer, H ∈ CMrx×Mtx is the
channel matrix, ctx ∈ CMtx×1 is the unit-norm transmit
beamformer, s ∈ C is the transmit data symbol with a
constraint E[|s|2] ≤ 1, and n ∈ CMrx×1 is the additive
white Gaussian noise (AWGN) vector where the mean and
variance of each element are zero and σ2. The signal-to-noise
ratio (SNR) is P/σ2. The beamformers ctx and crx are se-
lected from codebooks Ctx = {c(1,1)tx , · · · , c(Qtx,h,Qtx,v)tx } and
Crx = {c(1,1)rx , · · · , c(Qrx,h,Qrx,v)rx }, where Qtx = Qtx,hQtx,v
and Qrx = Qrx,hQrx,v are the number of codewords in the
Tx and Rx codebooks. In the rest of the paper, we will use
the terms codeword and beamformer interchangeably.
Based on the beam alignment as in [2], [16], [30], the Rx
BS selects the codeword pair with the highest received power
as
(pˇtx, qˇtx, pˇrx, qˇrx)
= argmax
ptx,qtx,prx,qrx
∣∣∣∣√P (c(prx,qrx)rx )HHc(ptx,qtx)tx
+
(
c(prx,qrx)rx
)H
n(ptx,qtx,prx,qrx)
∣∣∣∣2, (2)
where pax ∈ {1, · · · , Qax,h}, qax ∈ {1, · · · , Qax,v}, ax ∈
{tx, rx}, and n(ptx,qtx,prx,qrx) is the AWGN vector with zero
3(a) Orientation difference 0 (b) Orientation difference φ
Fig. 2: The orientation difference between transmit and receive
antennas.
mean and variance σ2 for each element. The index of the
transmit codeword is then fed back to the Tx BS, and the
beamformers become
ctx = c
(pˇtx,qˇtx)
tx , crx = c
(pˇrx,qˇrx)
rx . (3)
For the hybrid beamforming, each codeword consists of a
digital beamformer and an analog beamformer as
cax = Faxvax, (4)
where ax ∈ {tx, rx}, Fax = [fax,1, · · · , fax,Nax ] ∈ CMax×Nax
is the analog beamformer, and vax ∈ CNax×1 is the dig-
ital beamformer. Each column of the analog beamformer
corresponds to phase shifters that are connected to one of
the RF chains. The analog beamformer is, hence, constant
modulus, i.e., each element in the analog beamformer can
be represented as ejτ for some τ ∈ [0, 2π). In this paper,
we assume the full resolution phase shifters, which can be
approximated with more than four bits quantization per phase
[19], for beam pattern designs, but the simulation results in
Section IV are based on 4-bit phase quantization. Under the
fully connected hybrid beamforming architecture, the digital
beamformer combines columns of the analog beamformer
ensuring the unit-norm constraint as ‖Faxvax‖2 = 1.
B. Channel model
The dual-polarization MIMO channel can be modeled as
[31]
H =
√
K
1 +K
· MtxMrx
22
H0
+
√
1
1 +K
· MtxMrx
22
(
1√
NNLOS
NNLOS∑
i=1
Hi
)
, (5)
where K is the Rician K-factor, H0 ∈ CMrx×Mtx is the LOS
component, Hi ∈ CMrx×Mtx with i ∈ {1, · · ·NNLOS} are
the non-line-of-sight (NLOS) components, and NNLOS is the
number of NLOS components. The denominator 22 in each
squared root is for the fact Max = 2Max,hMax,v with ax ∈
{tx, rx}, which is about the array gain. This normalization
will become clear after explaining Hi in detail.
The structure of each component can be written as [31]–[33]
Hi = hi
{(
√
1
1+χ
√
χ
1+χ√
χ
1+χ
√
1
1+χ

⊙
[
ej∠ζ
vv
i ej∠ζ
vh
i
ej∠ζ
hv
i ej∠ζ
hh
i
])
⊗ arx(θazrx,i, θelrx,i)atx(θaztx,i, θeltx,i)H
}
R(φ), (6)
where i ∈ {0, · · · , NNLOS}, hi is the complex gain of i-th
path, χ is the XPD value that represents the distinction ability
of different antenna polarization, the superscripts v and h of
∠ζi represent vertical and horizontal polarization, and ∠ζ
ab
i
is the random phase of i-th path from b Tx antenna to the a
Rx antenna with a, b ∈ {v, h}. atx(θaztx,i, θeltx,i) ∈ C
Mtx
2 ×1 is
the single path array response vector of UPA in the Tx BS
with angle-of-departure (AoD) (θaztx,i, θ
el
tx,i), arx(θ
az
rx,i, θ
el
rx,i) ∈
C
Mrx
2 ×1 is the single path array response vector of UPA
in the Rx BS with angle-of-arrival (AoA) (θazrx,i, θ
el
rx,i), and
R(φ) =
[
cosφ − sinφ
sinφ cosφ
]
⊗ IMtx/2 is the Givens rotation
matrix with the orientation difference φ between the Tx and
the Rx antennas [28], [31]. Fig. 2a shows the zero orientation
difference, and Fig. 2b shows the φ orientation difference.
In the case of backhaul communications, antenna arrays are
almost fixed with little movement by wind. Therefore, to
design beams, we assume the antenna arrays are stationary
with the difference φ. Because the XPD value also does not
change much over time, we assume the Tx BS knows χ and
φ in this and next sections.
The i-th path array response vector of UPA in the Tx BS is
atx(θ
az
tx,i, θ
el
tx,i) = atx,h(θ
az
tx,i, θ
el
tx,i)⊗ atx,v(θeltx,i), (7)
where atx,h(θ
az
tx,i, θ
el
tx,i) ∈ CMtx,h×1 is the array response
vector of horizontally arranged ULA, atx,v(θ
el
tx,i) ∈ CMtx,v×1
is the array response vector of vertically arranged ULA, and
θaztx,i and θ
el
tx,i are the azimuth and elevation AoDs of i-th path.
Specifically, atx,h(θ
az
tx,i, θ
el
tx,i) and atx,v(θ
el
tx,i) can be written
as
atx,h(θ
az
tx,i, θ
el
tx,i) =
1√
Mtx,h
[1, ej
2pidtx,h
λ
sin θaztx,i cos θ
el
tx,i ,
· · · , ej
2pidtx,h
λ
(Mtx,h−1) sin θaztx,i cos θeltx,i ]T,
(8)
atx,v(θ
el
tx,i) =
1√
Mtx,v
[1, ej
2pidtx,v
λ
sin θeltx,i ,
· · · , ej
2pidtx,v
λ
(Mtx,v−1) sin θeltx,i ]T, (9)
where dtx,h is the interval of the horizontal ULA, dtx,v is the
interval of the vertical ULA, and λ is the wavelength of the
carrier frequency. For simplicity, we set dtx,h = dtx,v =
λ
2 in
this paper. The array response vector of UPA in the Rx BS
has a similar structure with the number of antennas Mrx and
AoA (θazrx,i, θ
el
rx,i).
Note that the denominator 22 in (5) is to reflect the dual-
polarization structure in Hi. The array response vectors in (8)
and (9) are normalized with
√
Mtx,h and
√
Mtx,v, respectively.
The dimension of Kronecker product of these two vectors,
which represents the single-polarization UPA structure in (7),
is doubled by the Kronecker product in (6) to model the dual-
polarization UPA structure. To normalize this doubling effect
for both Tx and Rx parts in the channel gain, we need to have
the normalization constant 22 in (5).
Within the entire angle range ((−π, π), (−π2 , π2 )), we fo-
cus on a smaller range ((−π2 , π2 ), (−π4 , π4 )) for both AoD
and AoA considering practical cell sectorization. Then, the
4corresponding horizontal and vertical spatial frequencies, i.e.,
ψazax,i = π sin θ
az
ax,i cos θ
el
ax,i and ψ
el
ax,i = π sin θ
el
ax,i, are
bounded as
−π < ψazax,i < π, −
π√
2
< ψelax,i <
π√
2
, (10)
where ax ∈ {tx, rx}. Hence the coverage angle range
((−π2 , π2 ), (−π4 , π4 )) can be handled with the corresponding
spatial frequency range ((−π, π), (− π√
2
, π√
2
)). In this paper,
we consider unpaired spatial frequencies
ψazax,i = π sin θ
az
ax,i, ψ
el
ax,i = π sin θ
el
ax,i (11)
and array response vectors
dax,h(ψ
az
ax,i) =
1√
Max,h
[
1, ejψ
az
ax,i , · · · , ejψazax,i(Max,h−1)
]T
,
(12)
dax,v(ψ
el
ax,i) =
1√
Max,v
[
1, ejψ
el
ax,i , · · · , ejψelax,i(Max,v−1)
]T
,
(13)
since the difference between the region of unpaired spatial
frequencies and that of paired spatial frequencies is negligible
[11]. Although we consider the unpaired spatial frequencies
for beam pattern designs, the numerical results in Section IV
are based on the paired spatial frequencies.
With the large Rician K-factor, mmWave channel can be
approximated as its dominant LOS channel component H ≈
H0. We design beams using the approximated channel in the
following section, but the numerical results in Section IV are
examined with the original channel model in (5).
III. BEAMFORMING DESIGNS
Since dealing with the dual-polarization beamforming for
both the Tx and Rx BSs is highly complicated, we first design
Tx beamformers assuming Mtx dual-polarization Tx antennas
and Mrx2 single-polarization Rx antennas in v polarization.
For the given Tx beamformers, then, we design Rx beam-
formers for the original Mtx dual-polarization Tx antennas
and Mrx dual-polarization Rx antennas. The channel matrix
H¯ ∈ CMrx2 ×Mtx that is considered for the Tx beamforming is
H¯
=
√
KMtxMrx
22(1 +K)
H¯0 +
√
MtxMrx
22(1 +K)
(
1√
NNLOS
NNLOS∑
i=1
H¯i
)
,
(14)
where H¯0 ∈ CMrx2 ×Mtx and H¯i ∈ CMrx2 ×Mtx are the LOS
and a NLOS component of the channel. The scaling factors in
(14) are the same as in (5) since they are related to the Rician
K-factor and the array gain of UPA structure.
To design a Tx beamformer, we first decompose the overall
beamforming gain into Tx and Rx parts and define the ideal
Tx beam pattern in Section III-A. Then, we perform the Tx
beamformer optimizations in Section III-B and Section III-C
with the SE and MIP criteria based on the ideal beam pattern.
In Section III-D, we discuss the main contribution of this
paper, i.e., how to generate dual-polarization beamformers
from single-polarization beamformers. For the given Tx beam-
formers, the designs of Rx beamformers follow in Section
III-E. Since the proposed beamforming designs require partial
channel information at the Tx BS, we propose the use of pilots
to estimate the partial information in Section III-F.
A. Preliminary for transmit beamforming designs
The LOS channel component in (14) is given as
H¯0 = h0
{([√
1
1+χ
√
χ
1+χ
]
⊙
[
ej∠ζ
vv
0 ej∠ζ
vh
0
])
⊗ drx(ψazrx,0, ψelrx,0)dtx(ψaztx,0, ψeltx,0)H
}
R(φ). (15)
Considering the structure of the LOS component in (15), the
beamforming gain of arbitrary Tx and Rx beamformers ctx ∈
CMtx×1 and c¯rx ∈ CMrx2 ×1 can be decomposed as (16) on the
bottom of this page. In (16), dax = dax,h ⊗ dax,v with ax ∈
{tx, rx}, ρvv =
√
1
1+χe
j∠ζvv0 , and ρvh =
√
χ
1+χe
j∠ζvh0 . In
this and following two subsections, to design Tx beamformers,
we consider the Tx side beamforming gain and Tx side channel
with proper normalization. From Section III-A to III-D, we
omit the subscript tx for briefness, while we keep the subscript
rx.
∣∣c¯HrxH¯0ctx∣∣2
=
∣∣∣c¯Hrxh0{[√ 11+χej∠ζvv0 √ χ1+χej∠ζvh0 ]⊗ (drx(ψazrx,0, ψelrx,0)dtx(ψaztx,0, ψeltx,0)H)}R(φ)ctx∣∣∣2
=
∣∣∣h0 [√ 11+χej∠ζvv0 c¯Hrxdrx(ψazrx,0, ψelrx,0)dtx(ψaztx,0, ψeltx,0)H √ χ1+χej∠ζvh0 c¯Hrxdrx(ψazrx,0, ψelrx,0)dtx(ψaztx,0, ψeltx,0)H]R(φ)ctx∣∣∣2
=
∣∣∣h0c¯Hrxdrx(ψazrx,0, ψelrx,0) [√ 11+χej∠ζvv0 dtx(ψaztx,0, ψeltx,0)H √ χ1+χej∠ζvh0 dtx(ψaztx,0, ψeltx,0)H]R(φ)ctx∣∣∣2
=
∣∣∣h0c¯Hrxdrx(ψazrx,0, ψelrx,0)( [√ 11+χej∠ζvv0 √ χ1+χej∠ζvh0 ]⊗ dtx(ψaztx,0, ψeltx,0)H)R(φ)ctx∣∣∣2
= |h0|2
∣∣c¯Hrxdrx(ψazrx,0, ψelrx,0)∣∣2︸ ︷︷ ︸
Rx side beamforming gain
∣∣ ( [ρvv ρvh]⊗ dtx(ψaztx,0, ψeltx,0)H)R(φ)︸ ︷︷ ︸
Tx side channel
ctx
∣∣2
︸ ︷︷ ︸
Tx side beamforming gain
(16)
5Fig. 3: Quantized spatial frequency regions of entire covering
region.
The Tx side beamforming gain in (16) implies that the unit-
norm Tx beamformer giving the highest gain is the normalized
Hermitian of the Tx side channel
cdual = bR(φ)
H
([
ρ∗vv
ρ∗vh
]
⊗ d(ψaz0 , ψel0 )
)
, (17)
where b =
{|ρvv|2 + |ρvh|2}− 12 is the normalization factor.
Similarly, for the same AoD and dimension of UPA, but with
single-polarization antennas, the Tx beamformer giving the
highest gain is the normalized array response vector csingle =
d(ψaz0 , ψ
el
0 ). It can be noticed that the dual-polarization beam-
former is a function of the single-polarization beamformer as
cdual = bR(φ)
H
([
ρ∗vv
ρ∗vh
]
⊗ d(ψaz0 , ψel0 )
)
= bR(φ)H
([
ρ∗vv
ρ∗vh
]
⊗ csingle
)
. (18)
This means that for a given optimization criterion, e.g., maxi-
mizing the beamforming gain as in this example, the optimal
dual-polarization beamformer cdual can be attained from the
optimal single-polarization beamformer csingle sharing the
same optimality.
In this paper, two kinds of optimalities are considered for
the Tx beamformer design. One is the squared error (SE)
and the other is the magnitude of inner product (MIP) with
respect to the ideal Tx beam pattern that will be defined
shortly. Based on these criteria, we first derive the optimal
digital beamformer for the dual-polarization UPA and apply
the orthogonal matched pursuit (OMP) based algorithm to
generate the corresponding hybrid beamformer.
To derive the optimal digital beamformer, we first divide
the spatial frequency range into Qh×Qv regions as in Fig. 3.
Each quantized region is defined as
B(p,q) =
{
(ψaz, ψel) : −π + 2π(p− 1)
Qh
≤ ψaz < −π + 2πp
Qh
,
− π√
2
+
2π(q − 1)√
2Qv
≤ ψel < − π√
2
+
2πq√
2Qv
}
,
(19)
where p ∈ {1, · · · , Qh} and q ∈ {1, · · · , Qv}. To minimize
the number of required codewords to cover the entire region,
we let each quantized region be covered by one of Q = QhQv
codewords. For each quantized region, as in [11], [16], the
ideal beam pattern is defined to have an equal gain within the
quantized region of interest and zero gain outside the region.
The digital beamformer design goal is that each of codewords
has the most similar beam pattern to the ideal beam pattern at
each quantized region.
Since a proper equal gain of the ideal beam pattern is
essential to design beamformers, we derive the gain following
similar steps in [11]. We first consider the expected data
rate conditioned on |h0|2 and an arbitrary Rx beamformer
c¯rx ∈ CMrx2 ×1
Rdata = E
[
log2
(
1 +
P
σ2
|c¯HrxH¯c|2
) ∣∣∣∣c¯rx, |h0|
]
= E
[
log2
(
1 +
P
b2σ2
|h0|2
∣∣c¯Hrxdrx(ψazrx,0, ψelrx,0)∣∣2
· gref(ψaz0 , ψel0 , c)
)∣∣∣∣c¯rx, |h0|
]
, (20)
where the expectation is taken over ψel0 and ψ
az
0 . In (20),
gref(ψ
az
0 , ψ
el
0 , c) is the reference gain of a Tx beamformer c,
which is defined as
gref(ψ
az, ψel, c)
=
∣∣∣b{[ρvv ρvh]⊗ (dh(ψaz)⊗ dv(ψel))H}R(φ)c∣∣∣2 .
(21)
Dealing with the reference gain, we derive the following two
lemmas that will be used to drive the equal gain value of the
ideal Tx beam pattern.
Lemma 1. For the dual-polarization channels, the integral of
the reference gain gref(ψ
az, ψel, c) over the entire direction
[−π, π)× [−π, π) is bounded as∫ π
−π
∫ π
−π
gref(ψ
az, ψel, c)dψazdψel ≤ (2π)
2
MhMv
(22)
for any unit-norm Tx beamformer c ∈ CM×1, and the
equality holds when c is the linear combination of the vectors[
ρ∗vve
T
M
2 ,ℓ
, ρ∗vhe
T
M
2 ,ℓ
]T
, ℓ ∈ {1, · · · , M2 }.
Proof: The integral of the reference gain is∫ π
−π
∫ π
−π
gref(ψ
az, ψel, c)dψazdψel
(a)
=
∫ π
−π
∫ π
−π
∣∣∣∣ bρvv√Mh
Mh∑
ℓ=1
ejψ
az(ℓ−1)dHv (ψ
el)c′vv,ℓ
+
bρvh√
Mh
Mh∑
ℓ=1
ejψ
az(ℓ−1)dHv (ψ
el)c′vh,ℓ
∣∣∣∣2dψazdψel
(b)
=
2πb2
Mh
Mh∑
ℓ=1
∫ π
−π
∣∣∣∣∣ 1√Mv
Mv∑
m=1
ejψ
el(m−1)(ρvvc′vv,ℓ
+ ρvhc
′
vh,ℓ)(m)
∣∣∣∣∣
2
dψel
(c)
=
(2π)2b2
MhMv
Mh∑
ℓ=1
Mv∑
m=1
|(ρvvc′vv,ℓ + ρvhc′vh,ℓ)(m)|2
6=
(2π)2b2
MhMv
∥∥∥[ρvvIM
2
, ρvhIM
2
]
[c′Tvvc
′T
vh]
T
∥∥∥2
2
≤ (2π)
2b2
MhMv
Λmax
([
ρvvIM
2
, ρvhIM
2
]H [
ρvvIM
2
, ρvhIM
2
])
(d)
=
(2π)2b2
MhMv
(|ρvv|2 + |ρvh|2)
=
(2π)2
MhMv
. (23)
The equality (a) is derived by the replacement c′ = R(φ)c =
[c′Tvv, c
′T
vh]
T where c′vv ∈ CM2 ×1 is the first half elements
of c′ and c′vh ∈ CM2 ×1 is the last half elements of
c′, and each vector is further divided equally as c′vx =
[c′Tvx,1, c
′T
vx,2, · · · , c′Tvx,Mh ]T, c′vx,ℓ ∈ CMv×1, vx ∈{vv, vh}. Equalities (b) and (c) are derived based on the Par-
seval’s theorem [34]. The equality (d) is obtained by the fact
that the eigenvectors corresponding to the zero eigenvalue are
the linear combination of the vectors [−ρvheTM
2 ,k
, ρvve
T
M
2 ,k
]T,
k ∈ {1, · · · , M2 }, and the eigenvectors corresponding to the
eigenvalue |ρvv|2 + |ρvh|2 are the linear combination of the
vectors [ρ∗vve
T
M
2 ,k
, ρ∗vhe
T
M
2 ,k
]T, k ∈ {1, · · · , M2 }.
In the following lemma, we use Lemma 1 to give an upper
bound of the date rate (20) and define the equal gain of the
ideal beam pattern to achieve this upper bound.
Lemma 2. In the region B(p,q), the ideal beam pattern
g
(p,q)
ideal(ψ
az, ψel) =
{
Q
√
2
MhMv
, (ψaz, ψel) ∈ B(p,q)
0, (ψaz, ψel) /∈ B(p,q) (24)
achieves the upper bound of the expected data rate (20)
Rupperdata = log2
(
1 +
P
b2σ2
|h0|2Grx Q
√
2
MhMv
)
, (25)
where Grx =
∣∣c¯Hrxdrx(ψazrx,0, ψelrx,0)∣∣2.
Proof: We first consider an arbitrary reference gain
t(ψaz, ψel) with the upper bound of its integral as given in
Lemma 1. Assuming uniform distribution of ψaz and ψel in
the region B(p,q), the conditioned data rate of the reference
gain is
Rdata
= E
[
log2
(
1 +
P
b2σ2
|h0|2Grxt(ψaz, ψel)
)∣∣∣∣c¯rx, |h0|
]
=
∫∫
B(p,q)
log2
(
1 + Pb2σ2 |h0|2Grxt(ψaz, ψel)
)
dψazdψel∫∫
B(p,q)
dψazdψel
(a)
≤ log2
(
1 +
P
b2σ2
|h0|2Grx
∫∫
B(p,q)
t(ψaz, ψel)dψazdψel∫∫
B(p,q) dψ
azdψel
)
(b)
≤ log2
(
1 +
P
b2σ2
|h0|2Grx Q
√
2
MhMv
)
, (26)
where (a) is derived by Jensen’s inequality, and (b) is by
Lemma 1 and the fact that
∫∫
B(p,q) dψ
azdψel = 2πQh
2π√
2Qv
.
The equalities of (a) and (b) hold when
t(ψaz, ψel) =
{
Q
√
2
MhMv
, (ψaz, ψel) ∈ B(p,q)
0, (ψaz, ψel) /∈ B(p,q) , (27)
which finishes the proof.
To complete the definition of the ideal beam pattern, we
apply an additional constraint on the reference gain
gref(ψ
az, ψel, c)
≤
∥∥∥b{[ρvv ρvh]⊗ (dh(ψaz)⊗ dv(ψel))H}R(φ)∥∥∥2
2
‖c‖22
= 1. (28)
This constraint, however, is trivially satisfied when MhMv >
Q
√
2, which usually holds for mmWave systems using a large
number of antennas, and we set the ideal beam pattern as (24).
B. Optimization criterion 1: squared error (SE)
With the defined ideal Tx beam pattern in (24), we can
find a codeword that has the most similar beam pattern to the
ideal beam pattern at each quantized region. We assess the
similarity by the SE with the ideal beam pattern and find an
optimal codeword of which the beam pattern has the minimum
SE with the ideal beam pattern.
To calculate the SE between two beam patterns, we consider
vector forms of beam patterns. By dividing each quantized
region into L = LhLv sections with Lh columns and Lv
rows, we can define a vector with each component being the
gain of each section
g
(p,q)
ideal = GeQh,p ⊗ eQv ,q ⊗ 1L, (29)
g(c) =
∣∣b ([ρvv ρvh]⊗DH)R(φ)c∣∣2 , (30)
where g
(p,q)
ideal is the ideal beam pattern vector at region B
(p,q),
g(c) is the beam pattern vector of the codeword c, G = Q
√
2
MhMv
is the equal gain of the ideal beam pattern, p ∈ {1, · · · , Qh},
q ∈ {1, · · · , Qv}, and D = Dh ⊗Dv with
Dh =
[
dh
(
−π + π
QhLh
)
,dh
(
−π + π
QhLh
+
2π
QhLh
)
,
· · · ,dh
(
−π + π
QhLh
+
2π(QhLh − 1)
QhLh
)]
, (31)
Dv =
[
dv
(
− π√
2
+
π√
2QvLv
)
,
dv
(
− π√
2
+
π√
2QvLv
+
2π√
2QvLv
)
,
· · · ,dv
(
− π√
2
+
π√
2QvLv
+
2π(QvLv − 1)√
2QvLv
)]
.
(32)
The columns of D are the array response vectors of which
angles are directing to the center of QL sections of entire
quantized regions. With the vector forms of the ideal beam
7pattern and the beam pattern of a given codeword, the SE
optimal codeword is
c
(p,q)
SE,dual = argmin
c∈CM×1
‖g(p,q)ideal − g(c)‖22. (33)
We focus on the regionB(1,1) in this paper and use cSE,dual to
represent the optimal beamformer c
(1,1)
SE,dual as a brief notation.
The optimal beamformer for other regions can be obtained
using the information of cSE,dual, which will be described
later in this subsection.
To have a closed form solution, which does not exist in (33),
we reformulate the vector forms of beam patterns in (29) and
(30) as
g
(1,1)
ideal = GeQh,1 ⊗ eQv,1 ⊗ 1L
= GeQh,1 ⊗ 1Lh ⊗ eQv ,1 ⊗ 1Lv
=
{√
GeQh,1 ⊗ qLh ⊗ eQv ,1 ⊗ qLv
}
⊙
{√
GeQh,1 ⊗ qLh ⊗ eQv ,1 ⊗ qLv
}∗
, (34)
g(c) =
{
b
([
ρvv ρvh
]⊗DH)R(φ)c}
⊙ {b ([ρvv ρvh]⊗DH)R(φ)c}∗ , (35)
where qLa ∈ CLa×1, a ∈ {h, v} is an arbitrary vector
satisfying qLa ⊗ q∗La = 1La . With the reformulated forms,
we replace the original objective function in (33) with another
function that usually gives a suboptimal solution
cSE,dual = argmin
c∈CM×1
∥∥∥∥∥γ {b ([ρvv ρvh]⊗DH)R(φ)c}
−
{√
G(eQh,1 ⊗ qLh ⊗ eQv,1 ⊗ qLv)
}∥∥∥∥∥
2
2
, (36)
where γ ∈ C is a complex normalization constant. To find the
constant γ, we use the Wirtinger derivative of the objective
function [35], where the derivative becomes zero with
γ =
{
b
([
ρvv ρvh
]⊗DH)R(φ)c}H∥∥b ([ρvv ρvh]⊗DH)R(φ)c∥∥22
·
√
G(eQh,1 ⊗ qLh ⊗ eQv ,1 ⊗ qLv). (37)
To describe the problem with a simple form, we consider the
effective codeword c′ = R(φ)c. The codeword c′ ∈ CM×1
also has the unit-norm because R(φ) is a unitary matrix, and
the original codeword can be recovered by c = (R(φ))
−1
c′ =
R(φ)Hc′. Substituting the effective codeword and γ, the
reformulated objective function of (36) is written as
argmax
c′∈CM×1
∣∣∣∣∣√G(eQh,1 ⊗ qLh ⊗ eQv,1 ⊗ qLv )H
·
{([
ρvv ρvh
]⊗DH) c′}∥∥([ρvv ρvh] ⊗DH) c′∥∥2
∣∣∣∣∣
2
. (38)
In the objective function (38), we first consider the denomi-
nator∥∥([ρvv ρvh]⊗DH) c′∥∥22
= c′H
{([
ρvv ρvh
]⊗DH)H ([ρvv ρvh]⊗DH)} c′
= c′HKc′, (39)
where K =
([
ρvv ρvh
]⊗DH)H ([ρvv ρvh]⊗DH). The
term in (39) depends on the eigenvalues ofK. We can consider
a set Ω =
{[−ρvhν˜T, ρvvν˜T]T : ν˜ ∈ CM2 ×1} of which the
elements are the eigenvectors of K with corresponding zero
eigenvalue. The vectors in Ω span half of the vector space of
dimension CM×1. Another set that we can consider is Γ ={[
ρ∗vvµ˜
T, ρ∗vhµ˜
T
]T
: µ˜ ∈ CM2 ×1
}
where the vectors in the
set span the rest half of the vector space. All the vectors in Γ
are orthogonal to all the vectors in Ω, and both sets are closed
under vector additions. Hence, the sum of two vectors, one
from Γ and the other from Ω, can represent all the codewords
c′ = xµ+ zν, µ ∈ Γ, ν ∈ Ω, (40)
where x ∈ C and z ∈ C are weights satisfying ‖xµ+zν‖22 =
1. By substituting the sum of two vectors for the effective
codeword, we can rewrite the objective function (38) as
max
∣∣∣∣∣√G(eQh,1 ⊗ qLh ⊗ eQv,1 ⊗ qLv)H
·
([
ρvv ρvh
]⊗DH) (xµ+ zν)∥∥([ρvv ρvh]⊗DH) (xµ+ zν)∥∥2
∣∣∣∣∣
2
= max
∣∣∣∣∣√G(eQh,1 ⊗ qLh ⊗ eQv,1 ⊗ qLv)H
·
([
ρvv ρvh
]⊗DH)µ∥∥([ρvv ρvh]⊗DH)µ∥∥2
∣∣∣∣∣
2
. (41)
We can safely assume that the beamformer c′ is equal to xµ
because the objective function is independent from z and ν.
max
µ˜∈CM2 ×1
∣∣∣∣∣√G(eQh,1 ⊗ qLh ⊗ eQv ,1 ⊗ qLv)H ·
([
ρvv ρvh
]⊗DH) [ρ∗vvµ˜T, ρ∗vhµ˜T]T∥∥([ρvv ρvh]⊗DH) [ρ∗vvµ˜T, ρ∗vhµ˜T]T∥∥2
∣∣∣∣∣
2
(a)
= max
µ˜∈CM2 ×1
∣∣∣∣∣√G(eQh,1 ⊗ qLh ⊗ eQv,1 ⊗ qLv)H · (|ρvv|
2 + |ρvh|2)DHµ˜
‖(|ρvv|2 + |ρvh|2)DHµ˜‖2
∣∣∣∣∣
2
(b)
= max
µ˜∈CM2 ×1
∣∣∣∣∣
√
G(Dh,1qLh ⊗Dv,1qLv )Hµ˜
‖DHµ˜‖2
∣∣∣∣∣
2
(42)
8Based on the structure of µ = [ρ∗vvµ˜
T, ρ∗vhµ˜
T]T, µ˜ ∈ CM2 ×1,
we can consider sufficient conditions ‖µ˜‖22 = 1 and x = b
instead of the unit-norm constraint ‖c′‖22 = 1. With the suffi-
cient conditions, the following simplified objective function is
as (42) on the bottom of the previous page. In the equation,
Dh,1 = Dh · (eQh,1 ⊗ ILh), Dv,1 = Dv · (eQv ,1 ⊗ ILv),
and (a) and (b) are by the property of the Kronecker product
(W ⊗ X)(Y ⊗ Z) = (WY) ⊗ (XZ) and the structure
µ =
[
ρ∗vv
ρ∗vh
]
⊗µ˜. The objective function (42) is the same as the
reformulated objective function of single-polarization beam-
former in [11], and the solutions of two objective functions are
obviously the same. With the solution µ˜opt of the objective
function in (42), the optimal dual-polarization beamformer is
cSE,dual = R(φ)
Hc′opt
= bR(φ)H[ρ∗vvµ˜
T
opt, ρ
∗
vhµ˜
T
opt]
T
= bR(φ)H
([
ρ∗vv
ρ∗vh
]
⊗ cSE,single
)
, (43)
where µ˜opt = cSE,single =
Dh,1qLh⊗Dv,1qLv
‖Dh,1qLh⊗Dv,1qLv‖2
is the
solution of the objective function of single-polarization beam-
former [11]. Notice that the beamformer depends on the
values (qLh ,qLv ). We use the notation cSE,dual(qLh ,qLv )
to represent this dependency and call the beamformer as the
SE beamformer candidate. The final hybrid SE beamformer
will be chosen among the candidates after applying the OMP-
based algorithm.
The hybrid SE beamformer candidate is obtained by operat-
ing Algorithm 1, which is based on the OMP algorithm [19],
[36], on the SE beamformer candidate. For each candidate
cSE,dual(qLh ,qLv ) with (qLh ,qLv ) ∈ Gh × Gv , where Gh
and Gv are the sets of qLh and qLv , the algorithm iteratively
updates the digital beamformer v ∈ CN×1 and each column of
the analog beamformer F = [f1, f2, · · · , fN ] ∈ CM×N one by
one. In the algorithm, we first compute the SE beamformer
candidate for a given (qLh ,qLv). We, then, initialize the
analog beamformer as an empty matrix and residual rn as
the SE beamformer candidate. In the hybrid SE beamformer
update, we iteratively update digital and analog beamform-
ers and residual. The updated n-th column of the analog
beamformer is fn =
1√
M
ej∠rn−1 , where (∠rn−1)(i) is the
phase of (rn−1)(i) and we take ∠rn−1 ∈ [0, 2π)M for the
concrete expression. For the update of the digital beamformer,
we consider a vector un ∈ CN×1, which constitutes the digital
beamformer vn =
un
‖Fnun‖2 , to satisfy the unit-norm constraint‖Fnvn‖2 = 1. The vector un is designed to project the SE
beamformer candidate on the analog beamformer space as
un = (F
H
nFn)
−1FHncSE,dual. (44)
Lastly, the residual is updated as the difference between the
SE beamformer candidate and the n-th updated hybrid beam-
former. After the iterative update, the hybrid SE beamformer
is obtained as the N -th updated hybrid beamformer.
Algorithm 1 Hybrid SE beamformer candidate design based
on OMP
Initialize: for a given (qLh ,qLv ) ∈ Gh × Gv
1: Optimal beamformer candidate:
cSE,dual(qLh ,qLv) = bR(φ)
H
([
ρ∗vv
ρ∗vh
]
⊗ Dh,1qLh ⊗Dv,1qLv‖Dh,1qLh ⊗Dv,1qLv‖2
)
2: Define F0 as an empty matrix and initialize residual:
r0 = cSE,dual(qLh ,qLv)
Hybrid beamformer update
3: For 1 ≤ n ≤ N
4: Update analog beamformer:
Fn = [Fn−1, fn] ∈ CM×N ,
where fn =
1√
M
ej∠rn−1 ∈ CM×1.
5: Update digital beamformer:
vn =
un
‖Fnun‖2
∈ CN×1,
where un = (F
H
nFn)
−1FHncSE,dual(qLh ,qLv )
6: Update residual:
rn = cSE,dual(qLh ,qLv)− Fnvn
7: End for
8: Update analog and digital beamformers:
F(qLh ,qLv) = FN , v(qLh ,qLv ) = vN
Compute hybrid SE beamformer candidate
9: Hybrid SE beamformer candidate:
F(qLh ,qLv)v(qLh ,qLv )
Among the hybrid SE beamformer candidates, we select the
final hybrid SE beamformer for region B(1,1) as
c
(1,1)
SE,dual = F
(1,1)v(1,1), (45)
F(1,1) = F(qLh,opt,qLv ,opt), (46)
v(1,1) = v(qLh,opt,qLv ,opt), (47)
where (qLh,opt,qLv,opt) is chosen to minimize the SE with
the ideal beam pattern vector
(qLh,opt,qLv ,opt)
= argmin
qLh∈Gh,qLv∈Gv
‖g(1,1)ideal − g(F(qLh ,qLv )v(qLh ,qLv))‖22.
(48)
The SE beamformers in other regions B(p,q) 6= B(1,1) can
be derived by using the transform function proposed in [11]
9as
c
(p,q)
SE,dual = R(φ)
H
([
ρ∗vv
ρ∗vh
]
⊗ c(p,q)SE,single
)
,
c
(p,q)
SE,single = T (c
(1,1)
SE,single,∆
p
h,∆
q
v)
= c
(1,1)
SE,single ⊙ d˜(∆ph,∆qv), (49)
where ∆ph =
2π(p−1)
Qh
, ∆qv =
2π(q−1)√
2Qv
, d˜(∆ph,∆
q
v) =
d(∆p
h
,∆qv)
‖d(∆p
h
,∆qv)⊙d(∆ph,∆qv)‖2
, and d(∆ph,∆
q
v) = dh(∆
p
h)⊗dv(∆qv).
The optimality of c
(p,q)
SE,dual in other regions can be proved
similarly as in B(1,1) with the optimality of the transformed
single-polarization SE optimal beamformer c
(p,q)
SE,single.
C. Optimization criterion 2: magnitude of inner product (MIP)
The MIP is another criterion that yields a codeword gen-
erating a beam pattern similar to the ideal beam pattern. The
MIP criterion requires the maximum magnitude of the inner
product, and the large magnitude of the inner product means
geometrical similarity between the two vectors. In the region
B(p,q), the MIP optimal dual-polarization codeword is
c
(p,q)
MIP,dual = argmax
c∈CM×1
|g(c)Hg(p,q)ideal|, (50)
where g
(p,q)
ideal and g(c) are defined in (29) and (30). Consid-
ering the region B(1,1), we use cMIP,dual to briefly represent
the optimal dual-polarization beamformer c
(1,1)
MIP,dual.
The inner product can be rewritten by representing each
vector with the Hadamard product as (51) on the bottom of
this page, where the equality (a) is derived by (34) and (35),
and (b) is by the fact that (x⊙x∗)H(z⊙z∗) = (x⊙z)H(x⊙z).
The optimal codeword (50) is, then, represented by
cMIP,dual = argmax
c∈CM×1
|g(c)Hg(1,1)ideal|
= argmax
c∈CM×1
∥∥∥∥∥{b ([ρvv ρvh]⊗DH)R(φ)c}
⊙
{√
G(eQh,1 ⊗ qLh ⊗ eQv,1 ⊗ qLv)
}∥∥∥∥∥
2
2
.
(52)
To further simplify the objective function in (52), we first
derive the following lemma.
Lemma 3. If a vector x ∈ Ck×1, k ∈ N has components with
magnitude 1 or 0 and a vector z ∈ Ck×1 is ℓ2-norm bounded,
the ℓ2-norm of the Hadamard product of two vectors is
‖x⊙ z‖22 =
∑
i∈Ix
|(z)(i)|2, (53)
where Ix = {i ∈ {1, · · · , k} : |(x)(i)| = 1}.
Proof: The ℓ2-norm of the Hadamard product is
‖x⊙ z‖22 =
k∑
i=1
|(x)(i)(z)(i)|2
=
k∑
i=1
|(x)(i)|2|(z)(i)|2
=
∑
i∈Ix
|(z)(i)|2. (54)
Using Lemma 3 and the representation of the effective code-
word c′ = R(φ)c, the objective function can be reformulated
max
c′∈CM×1
∥∥∥∥∥{b ([ρvv ρvh]⊗DH) c′}
⊙
{√
G(eQh,1 ⊗ qLh ⊗ eQv ,1 ⊗ qLv )
}∥∥∥∥∥
2
2
(a)
= max
c′∈CM×1
b2G
∑
i∈I(1,1)
∣∣∣(([ρvv ρvh]⊗DH) c′)(i)∣∣∣2
(b)
= max
c′∈CM×1
b2G
∥∥([ρvv ρvh]⊗DH1 ) c′∥∥22
(c)
= max
c′∈CM×1
b2Gc′HK1c′, (55)
where (a) is derived by Lemma 3 with I(1,1) =
{
i ∈
{1, · · · , QL} : ∣∣(eQh,1 ⊗ qLh ⊗ eQv,1 ⊗ qLv )(i)∣∣2 = 1}. The
equalities (b) and (c) are by representing D1 = Dh,1 ⊗Dv,1
and K1 =
([
ρvv ρvh
] ⊗DH1 )H ([ρvv ρvh]⊗DH1 ). As in
Section III-B, we again consider the two vector sets Ω and Γ.
g(c)Hg
(1,1)
ideal
(a)
=
[ {
b
([
ρvv ρvh
]⊗DH)R(φ)c} ⊙ {b ([ρvv ρvh]⊗DH)R(φ)c}∗
]H
[{√
G(eQh,1 ⊗ qLh ⊗ eQv ,1 ⊗ qLv )
}
⊙
{√
G(eQh,1 ⊗ qLh ⊗ eQv ,1 ⊗ qLv )
}∗]
(b)
=
[{
b
([
ρvv ρvh
]⊗DH)R(φ)c} ⊙ {√G(eQh,1 ⊗ qLh ⊗ eQv ,1 ⊗ qLv )}
]H
[{
b
([
ρvv ρvh
]⊗DH)R(φ)c} ⊙ {√G(eQh,1 ⊗ qLh ⊗ eQv,1 ⊗ qLv )}
]
=
∥∥∥∥∥{b ([ρvv ρvh]⊗DH)R(φ)c} ⊙
{√
G(eQh,1 ⊗ qLh ⊗ eQv ,1 ⊗ qLv )
}∥∥∥∥∥
2
2
(51)
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Each of two sets spans half of the vector space of dimension
C
M×1 exclusively, and the elements in Ω are eigenvectors
of K1 with corresponding zero eigenvalue. We represent the
codeword as the sum of two vectors each from one of vector
sets as in the SE criterion case. The objective function (55)
can be rewritten by using the representation of the codeword
c′ = xµ+ zν, µ ∈ Γ, ν ∈ Ω
b2G(xµ+ zν)HK1(xµ+ zν) = b
2|x|2GµHK1µ, (56)
where x ∈ C and z ∈ C are weights satisfying ‖xµ+zν‖22 =
1. Because the objective function (56) is independent of z and
ν, the objective function can be further simplified by writing
µ = [ρ∗vvµ˜
T, ρ∗vhµ˜
T]T, µ˜ ∈ CM2 ×1
max
µ˜∈CM2 ×1
Gµ˜HD1D
H
1 µ˜, (57)
where µ˜ is under the constraint ‖µ˜‖22 = 1 with x = b satisfy-
ing the unit-norm condition of the Tx codeword. The vector
that maximizes the above function is µ˜opt = vmax
(
D1D
H
1
)
.
The resulting MIP optimal dual-polarization codeword is
cMIP,dual = R(φ)
Hc′opt
= bR(φ)H[ρ∗vvµ˜
T
opt, ρ
∗
vhµ˜
T
opt]
T
= bR(φ)H
([
ρ∗vv
ρ∗vh
]
⊗ µ˜opt
)
. (58)
To represent the dual-polarization beamformer as a func-
tion of single-polarization beamformer, we examine the MIP
optimal single-polarization beamformer, which has not been
done before up to the authors’ knowledge. In the region
B(1,1), using a unit-norm vector variable w ∈ CM2 ×1, the
MIP optimal single-polarization codeword is calculated as (59)
on the bottom of this page. In the equation, gsingle(w) =
(DHw) ⊙ (DHw)∗, and (a) is by (34) and the fact that
(x ⊙ x∗)H(z ⊙ z∗) = (x ⊙ z)H(x ⊙ z). The equality (b)
is derived by Lemma 3. The other steps can be acquired
in similar ways as in (51). The objective function in (59) is
equivalent to that of (57), thus, the solutions of two objective
functions cMIP,single and µ˜opt are the same. The equality of
the two solutions gives the following expression of the MIP
optimal dual-polarization beamformer
cMIP,dual = bR(φ)
H
([
ρ∗vv
ρ∗vh
]
⊗ cMIP,single
)
. (60)
For other regions B(p,q) 6= B(1,1), the MIP beamformer is
computed as
c
(p,q)
MIP,dual = bR(φ)
H
([
ρ∗vv
ρ∗vh
]
⊗ c(p,q)MIP,single
)
,
c
(p,q)
MIP,single = vmax
(
(Dh,p ⊗Dv,q)(Dh,p ⊗Dv,q)H
)
, (61)
where Dh,p = Dh · (eQh,p⊗ ILh), and Dv,q = Dv · (eQv ,q ⊗
ILv). The final hybrid MIP beamformer in each region is,
then, obtained by applying an OMP-based algorithm on the
MIP beamformer. The algorithm is the same as Algorithm 1
for the hybrid SE beamformer case except a few steps. The
key difference is the number of candidates. With the sole
candidate for the MIP beamformer, the direct computation
of the MIP beamformer and application of the OMP-based
algorithm at each region is possible under reasonable com-
putation complexity. The hybrid MIP beamformer in other
regions, of course, can also be obtained from the hybrid
MIP beamformer for B(1,1) as in SE criterion case. This
can be derived by representing the single-polarization MIP
beamformer for B(p,q) with the transform function T (·, ·, ·)
and c
(1,1)
MIP,single.
Note that the codebook design complexity is not a serious
problem since the codebooks can be attained offline. The
offline designs allow to have sufficiently large numbers of
sections L = LhLv to optimize the beam patterns.
D. Discussion
So far, we have shown that the optimal dual-polarization
Tx beamformers can be obtained from the optimal single-
polarization Tx beamformers under the same criterion with
the transformation
cdual = Vdual(csingle) = bR(φ)
H
([
ρ∗vv
ρ∗vh
]
⊗ csingle
)
. (62)
This structure makes sense because the output of the function
satisfies the necessary condition in Lemma 1 to achieve the
upper bound of data rate in (25). Therefore, instead of de-
signing dual-polarization beamformers from scratch by solving
the optimization problems in (33) or (50), it is possible to
directly generate dual-polarization beamformers from single-
polarization beamformers.
cMIP,single
= argmax
w∈CM2 ×1
|gsingle(w)Hg(1,1)ideal|
(a)
= argmax
w∈CM2 ×1
[ (
DHw
)⊙ (DHw)∗ ]H[{√G(eQh,1 ⊗ qLh ⊗ eQv ,1 ⊗ qLv )}⊙ {√G(eQh,1 ⊗ qLh ⊗ eQv ,1 ⊗ qLv )}∗]
= argmax
w∈CM2 ×1
∥∥∥ (DHw)⊙ {√G(eQh,1 ⊗ qLh ⊗ eQv,1 ⊗ qLv )}∥∥∥2
2
(b)
= argmax
w∈CM2 ×1
G
∑
i∈I(1,1)
∣∣∣(DHw)(i)∣∣∣2 = argmax
w∈CM2 ×1
G‖DH1 w‖22 = argmax
w∈CM2 ×1
GwHD1D
H
1 w
= vmax
(
D1D
H
1
)
(59)
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A common point of a single-polarization beamformer and
a dual-polarization beamformer in (62) can be found in their
beam patterns. With proper normalization, the beam patterns
of two beamformers are the same. This equality holds for any
single-polarization beamformer csingle and its function output
Vdual(csingle). Hence, we can apply the function Vdual(·) on
the single-polarization beamformer that is already designed to
have a proper beam pattern shape. This means that although
the SE and MIP criteria are considered in this paper as
particular examples, the function Vdual(·) can be applied
for any effective single-polarization beamformers with other
criteria, e.g., the criteria defined in [17], [18].
E. Receive beamforming designs
Until now, we considered the Tx side channel assuming
single-polarization UPA at the Rx BS. In this subsection, the
original system with dual-polarization UPAs at both the Tx and
Rx BSs is considered for the Rx beamformer design. We now
recover the subscript tx to indicate the Tx side beamforming
and channel.
For a given Tx beamformer, i.e., SE or MIP codeword or
any other beamformer by Vdual(·) in (62), the beamforming
gain with the channel in (5) can be decomposed similarly as
in (16)∣∣∣∣∣cHrxh0
{
√
1
1+χe
j∠ζvv0
√
χ
1+χe
j∠ζvh0√
χ
1+χe
j∠ζhv0
√
1
1+χe
j∠ζhh0


⊗ (drx(ψazrx,0, ψelrx,0)dtx(ψaztx,0, ψeltx,0)H)
}
R(φ)ctx
∣∣∣∣∣
2
(a)
=
∣∣∣∣∣h0cHrx
{[
ρvv ρvh
ρhv ρhh
]
⊗ (drx(ψazrx,0, ψelrx,0)
· dtx(ψaztx,0, ψeltx,0)H
)}
R(φ)bR(φ)H
([
ρ∗vv
ρ∗vh
]
⊗ ctx,single
) ∣∣∣∣∣
2
(b)
= |bh0|2|dtx(ψaztx,0, ψeltx,0)Hctx,single|2
·
∣∣∣∣cHrx
([ |ρvv|2 + |ρvh|2
ρ∗vvρhv + ρ
∗
vhρhh
]
⊗ drx(ψazrx,0, ψelrx,0)
)∣∣∣∣2
= |bh0|2Gtx
∣∣∣ ([ξv ξh]⊗ drx(ψazrx,0, ψelrx,0)H)︸ ︷︷ ︸
Rx side channel
crx
∣∣∣2
︸ ︷︷ ︸
Rx side beamforming gain
(63)
where ctx = Vdual(ctx,single), ρhv =
√
χ
1+χe
j∠ζhv0 , ρhh =√
1
1+χe
j∠ζhh0 , Gtx = |dtx(ψaztx,0, ψeltx,0)Hctx,single|2, ξv =
|ρvv|2 + |ρvh|2, and ξh = ρvvρ∗hv + ρvhρ∗hh. The equality (a)
is by the structure of the Tx beamformer Vdual(ctx,single),
and (b) is by the property of the Kronecker product (W ⊗
X)(Y ⊗ Z) = (WY) ⊗ (XZ) and the unitary matrix
R(φ)R(φ)H = IMtx . For the Rx beamforming, we can simply
consider the Rx side beamforming gain and Rx side channel
with proper normalization.
The Rx side channel in (63) has the same structure with the
Tx side channel in (16). The orientation difference is already
considered at the Tx side, and the Rx side beamforming
gain in (63) is independent from R(φ). Therefore, the Tx
beamforming methods explained in Section III-B and III-C
can be used for the Rx beamforming by replacing
[
ρvv ρvh
]
,
dtx(ψ
az
tx,0, ψ
el
tx,0), and R(φ) with
[
ξv ξh
]
, drx(ψ
az
rx,0, ψ
el
rx,0),
and IMrx . The following SE and MIP Rx codewords are
crx,SE,dual = brx
[
ξ∗v
ξ∗h
]
⊗ Drx,h,1qLrx,h ⊗Drx,v,1qLrx,v‖Drx,h,1qLrx,h ⊗Drx,v,1qLrx,v‖2
= brx
[
ξ∗v
ξ∗h
]
⊗ crx,SE,single, (64)
crx,MIP,dual = brx
[
ξ∗v
ξ∗h
]
⊗ vmax
(
Drx,1D
H
rx,1
)
= brx
[
ξ∗v
ξ∗h
]
⊗ crx,MIP,single, (65)
where brx =
(|ξv|2 + |ξh|2)− 12 , crx,SE,single =
Drx,h,1qLrx,h⊗Drx,v,1qLrx,v
‖Drx,h,1qLrx,h⊗Drx,v,1qLrx,v‖2
, and crx,MIP,single =
vmax
(
Drx,1D
H
rx,1
)
. By the structure of the Rx beamformers,
it is also possible to generate the dual-polarization Rx
beamformer from the single-polarization Rx beamformer with
the same optimality as
crx,dual = Vrx,dual(crx,single) = brx
[
ξ∗v
ξ∗h
]
⊗ crx,single. (66)
The final hybrid Rx beamformers, then, can be obtained by
applying OMP-based algorithms as Algorithm 1 for the hybrid
Rx beamformers.
F. Beam alignment and channel information acquisition
The proposed Tx and Rx beamforming methods with the
SE or MIP criteria need partial knowledge of the dual-
polarization channel. The XPD and orientation difference,
which are assumed to be fixed in Section II, are assumed to
be known at the Tx BS.1 The rest of channel variables are
the complex gains ej∠ζ
vv
0 and ej∠ζ
vh
0 in ρvv =
√
1
1+χe
j∠ζvv0
and ρvh =
√
1
1+χe
j∠ζvh0 for the Tx beamforming in (62)
and ξh and ξv for the Rx beamforming in (66). Although the
four values are determined by small-scale channel fading, it
is well known that the channel coherence time in mmWave
communications can become quite large after proper beam
alignment [37]. Therefore, the knowledge of the four values
can be updated infrequently for the backhaul communications
with fixed Tx and Rx BS.
To obtain these values, the Tx BS first needs to perform the
beam alignment [2], [16], [30]. Without the information of the
gains, the codeword for the beam alignment is defined as
c
(p,q)
tx,align = bR(φ)
H




√
1
1+χα√
χ
1+χβ

⊗ c(p,q)tx,single

 ,
c
(p,q)
rx,align = brx
[
ω
υ
]
⊗ c(p,q)rx,single, (67)
1The Tx BS may not have accurate knowledge of these parameters in
practice. We take the randomness of these parameters into account in Section
IV for numerical studies.
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where α, β, ω, υ ∈ C are set to be constant numbers. c(p,q)ax,single
is c
(p,q)
ax,SE,single for the SE codeword or c
(p,q)
ax,MIP,single for the
MIP codeword for alignment with ax ∈ {tx, rx}. Using this
temporary codewords, the Tx and the Rx BSs conduct the
beam alignment as in (2). Note that the beam alignment does
not have to be done frequently since the Tx and Rx BSs are
fixed in backhaul communications.
After the beam alignment, it is possible to obtain the four
values α, β, ω, υ for beamforming codewords optimization.
What we actually need is the ratios e
j∠ζvv0
ej∠ζ
vh
0
and ξvξh , as
codewords are unit-norm constrained. A possible way to figure
out the two ratios is using pilots. We fix the transmit symbol
s = 1 and use pilot sequences on (α, β) and (ω, υ) in (67)
instead. The length 4J pilot sequences (αj , βj) for (α, β) can
be any sequences satisfying
J∑
j=1
αj =
3J∑
j=2J+1
αj = ς,
2J∑
j=J+1
αj =
4J∑
j=3J+1
αj = 0,
J∑
j=1
βj =
3J∑
j=2J+1
βj = 0,
2J∑
j=J+1
βj =
4J∑
j=3J+1
βj = ς, (68)
where ς ∈ C is a constant. The length 4J pilot sequences
(αj , βj) are used simultaneously with pilot sequences (ωj , υj)
for (ω, υ), where (ωj , υj) = (κ1, 0) for j ∈ {1, · · · , 2J} and
(ωj , υj) = (0, κ2) for j ∈ {2J + 1, · · · , 4J} with constant
κ1, κ2 ∈ C.
With these sequences, it is possible to figure out the ratio
ej∠ζ
vv
0
ej∠ζ
vh
0
by using the properties of the sequences
yj =
√
PcHrx,jHctx,js+ c
H
rx,jnj , (69)
Y1 =
J∑
j=1
yj
≈ brxb
√
P
ej∠ζ
vv
0
1 + χ
cHrx,singledrx(ψ
az
rx , ψ
el
rx)
· dtx(ψaztx , ψeltx)Hctx,singleκ1
J∑
j=1
αj
= brxb
√
P
ej∠ζ
vv
0
1 + χ
Grx,txκ1ς, (70)
Y2 =
2J∑
j=J+1
yj
≈ brxb
√
P
χej∠ζ
vh
0
1 + χ
cHrx,singledrx(ψ
az
rx , ψ
el
rx)
· dtx(ψaztx , ψeltx)Hctx,singleκ1
2J∑
j=J+1
βj
= brxb
√
P
χej∠ζ
vh
0
1 + χ
Grx,txκ1ς, (71)
whereGrx,tx = c
H
rx,singledrx(ψ
az
rx , ψ
el
rx)dtx(ψ
az
tx , ψ
el
tx)
Hctx,single.
The approximations (70) and (71) come from the high
beamforming gain after the beam alignment, which gives
large effective SNR. Using (70) and (71), we have
χY1
Y2
≈ e
jζvv0
ejζ
vh
0
. (72)
The final Tx codeword can be attained as
c
(p,q)
tx,dual = bR(φ)
H




√
1
1+χ ·
(
ejζ
vv
0
ejζ
vh
0
)∗
√
χ
1+χ · 1

⊗ c(p,q)tx,single

 ,
(73)
where b ∈ C is to satisfy ‖ctx,dual‖22 = 1.
To optimize the Rx codeword, we need to find the ratio ξvξh
.
With the rest of pilot sequences, we have
Y3 =
3J∑
j=2J+1
yj
≈ brxb
√
P
√
χej∠ζ
hv
0
1 + χ
cHrx,singledrx(ψ
az
rx , ψ
el
rx)
· dtx(ψaztx , ψeltx)Hctx,singleκ2
3J∑
j=2J+1
αj
= brxb
√
P
√
χej∠ζ
hv
0
1 + χ
Grx,txκ2ς, (74)
Y4 =
4J∑
j=3J+1
yj
≈ brxb
√
P
√
χej∠ζ
hh
0
1 + χ
cHrx,singledrx(ψ
az
rx , ψ
el
rx)
· dtx(ψaztx , ψeltx)Hctx,singleκ2
4J∑
j=3J+1
βj
= brxb
√
P
√
χej∠ζ
hh
0
1 + χ
Grx,txκ2ς, (75)
where the approximations (74) and (75) are by the high
beamforming gain after the beam alignment that gives large
effective SNR. The ratio ξvξh
is attained by using the whole
pilot sequences
ξv
ξh
≈ |ρvv|
2 + |ρvh|2
ρvvρ∗hv + ρvhρ
∗
hh
=
{∣∣∣∣ 1κ1Y1
∣∣∣∣2 + 1χ
∣∣∣∣ 1κ1Y2
∣∣∣∣2
}
÷
{(
1
κ1
Y1
)(
1
κ2
Y3
)∗
+
1
χ
(
1
κ1
Y2
)(
1
κ2
Y4
)∗}
.
(76)
The final Rx codeword is
c
(p,q)
rx,dual = brx
[(
ξv
ξh
)∗
1
]
⊗ c(p,q)rx,single, (77)
where brx ∈ C is to satisfy ‖crx,dual‖22 = 1. It is important to
note that the effective use of pilot sequences, i.e., embedding
the pilots in the beamformer, is possible by the structure of
the dual-polarization beamformers (62), (66).
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(a) SE codeword (b) MIP codeword (c) Codeword in [28]
Fig. 4: Normalized beamforming gains at the region B(2,2) with (Mh,Mv) = (8, 16), (Qh, Qv) = (6, 6).
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Fig. 5: Normalized beamforming gains of different beamform-
ers at the region B(2,2) with (Mh,Mv) = (8, 16), (Qh, Qv) =
(6, 6).
In Section IV, the numerical results in Fig. 7 show that the
length of pilot sequences can be small, e.g., the data rates
with J = 1 and 64 are quite similar at very low SNR and the
same at moderate SNR values. Therefore, this additional pilot
overhead can be marginal.
IV. SIMULATION RESULTS
This section presents the numerical results of beam patterns
and data rates of proposed beamformers and simple, yet
effective dual-polarization beamformers proposed in [28]. The
codebook in [28] is constructed by the rotated block diagonal
matrix, where each block diagonal matrix corresponds to a
modified discrete Fourier transform (DFT) matrix. This means
that the codebook in [28] is the extension of the DFT codebook
into a dual-polarization version. We consider 4-RF chains
(N = 4) and UPA with M = 2MhMv dual-polarization an-
tennas for both the Tx and Rx BSs, where the phases of analog
beamformer are quantized with 4-bit resolution per phase. For
the realization of the dual-polarization channel, we set χ = 0.3
for the XPD value and φ = 0 for the orientation difference for
the beam pattern comparison in Section IV-A, while we take
the randomness of these parameters into consideration for the
data rate comparison in Section IV-B. The spatial frequency
range is quantized into Qh ×Qv regions, and each region is
divided into Lh×Lv = 7× 7 sections for both the Tx and Rx
BSs. In the SE codebook design, we used the candidate set of
(qLh ,qLv) as
Gh × Gv =
{
(y, z) : yi = e
−π+ 2pi
B
ℓ, zj = e
−π+ 2pi
B
m
}
, (78)
where ℓ ∈ {1, · · · , B}, m ∈ {1, · · · , B}, i ∈ {1, · · · , Lh},
and j ∈ {1, · · · , Lv} with B = 3.
A. Beam pattern comparison
We only consider the Tx beam patterns since the Rx beam
patterns have the same results. As in (21), a beam pattern
shape of a Tx codeword c is described by using the reference
gain
gref(θ
az
tx , θ
el
tx, c)
=
∣∣∣∣∣btx
{[
ρvv ρvh
]⊗ atx(θaztx , θeltx)H
}
R(φ)c
∣∣∣∣∣
2
, (79)
while the reference gain now takes into account the original
paired array response vector atx(θ
az
tx , θ
el
tx) with paired spatial
frequencies, i.e., ψaztx = π sin θ
az
tx cos θ
el
tx and ψ
el
tx = π sin θ
el
tx.
In Fig. 4, the Tx beam patterns of codewords, which are
for the region B(2,2), are depicted. The beam pattern of SE
codeword is more uniform than any other beam patterns, since
the SE criterion forces the beam pattern to distribute its power
uniformly inside the covering region. The beam pattern of the
MIP codeword has the highest peak gain due to its designing
criterion, i.e., maximizing the inner product. The beam pattern
of the codeword in [28] is similar to the beam pattern of the
MIP codeword but has more narrow shape and lower peak
gain compared to that of the MIP codeword. These features
can be observed remarkably in Fig. 5. The elevation angle
range of the region B(2,2) is [− 2π12 ,− π12 ]. The MIP codeword
has the maximum peak gain with wider covering range than
the codeword in [28], but its gain is lower near the edge of
region θel ≃ − 2π12 . The SE codeword, by comparison, retains
higher gain near the edge of the region resulting the most
uniform beam pattern. In summary, the MIP codeword can be
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(a) SE codebook (b) MIP codebook (c) codebook in [28]
Fig. 6: Normalized beamforming gains with (Mh,Mv) = (4, 8), (Qh, Qv) = (4, 4).
used for high peak gain, and the SE codeword can be used for
the uniform gain.
In Fig. 6, the Tx side reference gain of the entire region is
plotted. Even for different antenna dimension and division of
entire region compared to Fig. 4, each codebook shows the
same trend, i.e., the SE codebook has the most uniform beam
pattern and the highest minimum gain while the MIP codebook
has the highest average and peak gain at each region.
B. Data rate comparison
We consider channels with a dominant LOS component and
three NLOS components to compare data rates of different
codebooks. The Rician K-factor is K = 13.2 dB, and the
codeword selection is based on the hard beam alignment using
the receive signal power (2) as in [2], [30]. We compute data
rates based on the selected codewords
Rrate = E
[
log2
(
1 +
P
σ2
|cHrxHctx|2
)]
. (80)
Although the orientation difference between the Tx and Rx
antennas is assumed to be fixed in Section II, we reflect the
random movement of the actual antenna arrays, e.g., caused
by wind turbulence, by setting φ as a uniform random variable
in [− π36 , π36 ]. The XPD χ, similarly, considered as a random
variable in [0.25, 0.35]. The Tx and Rx BSs are assumed to
know the mean values of the orientation difference and the
XPD.
The SE and MIP codebooks for beam alignment are con-
structed by setting α = 1, β = 1, ω = 1, and υ =
√
χ. For
each of the pilot sequences, we set αj’s and βj’s as repetition
of first two columns of J×J DFT matrix in order and inverse
order, and κ1 and κ2 are set to be 1. In Fig. 7, the data rates
of proposed codebooks over the pilot length J are depicted
at SNR −15 dB and −5 dB. The data rates of SE and MIP
codebooks for alignment, which use constant α, β, ω, and
υ, are illustrated for references. The data rates of proposed
codebooks increase over J with more accurate estimation of
the ratios e
j∠ζvv0
ej∠ζ
vh
0
and ξvξh
at very low SNR of −15 dB as in
Fig. 7a, but the increment is marginal. With −5 dB SNR in
Fig. 7b, the data rate is almost the same over J ≥ 1. This is
because the ratio estimation with the pilot is conducted after
the beam alignment, which gives the large effective training
(a) SNR −15 dB
(b) SNR −5 dB
Fig. 7: Data rates of proposed codebooks with (Mh,Mv) =
(8, 8), (Qh, Qv) = (6, 6).
SNR even with a small pilot length. This means that, with very
small pilot overhead, the data rates of proposed codebooks
outperform those of the codebooks for the beam alignment.
15
Fig. 8: Data rate of codebooks with (Mh,Mv) =
(8, 8), (Qh, Qv) = (6, 6), J = 1.
In Fig. 8, the data rates of proposed SE and MIP codebooks
are compared with that of the codebook in [28], and the upper
bound (25) is plotted for the reference. Before using pilot
sequences to figure out the ratios of complex channel gains, the
data rates of proposed codebooks for the beam alignment are
lower than that of codebook in [28]. After the estimation of the
ratios, the data rates of the proposed SE and MIP codebooks
both outperform the codebook in [28]. This superiority of data
rates is from fully exploiting the dual-polarization structure
with partial channel information.
In Fig. 9, the cumulative distribution function (CDF) of
data rates of proposed codebooks, which are after the ratio
estimation using the pilot sequences, are depicted at 0 dB
SNR. With its uniform beam pattern, the SE codebook has
the most gentle slope at low data rates. The high average and
peak gain of MIP codebook gives the high data rates. With
very little exception at CDF around one, the proposed two
codebooks outperform the one from [28].
V. CONCLUSION
In this paper, we proposed the beamformer designs for
mmWave MIMO backhaul systems with dual-polarization
UPAs. The SE and MIP criteria are considered as specific ex-
amples for beam design optimizations. For each criterion, the
reformulated optimization problem is solved with constraints
regarding the dual-polarization UPA structure. The resulting
beamformers depend on the partial channel information, and
we also proposed the use of pilot sequences to figure out the
required channel information. While solving the optimization
problems, we have shown that, for both the Tx and Rx
beamformings, the optimal dual-polarization UPA beamform-
ers can be directly built from the optimal beamformers of
single-polarization UPA sharing the same optimality. This
finding shows that any previously designed beamformers for
the single-polarization can be used to efficiently build dual-
polarization beamformers satisfying the same performance
metric by simple matrix operations.
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Fig. 9: Data rate CDF of codebooks with (Mh,Mv) =
(16, 8), (Qh, Qv) = (8, 8), J = 1, SNR 0 dB.
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