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Particle Swarm Optimization (PSO) algorithms are 
population based stochastic optimization techniques. 
PSO algorithms have the capability to solve hard 
optimization problems efficiently although basic 
mechanism of PSO algorithms is quite simple. However, 
PSO algorithms take a long time to solve hard 
optimization problems. One of techniques to do quickly a 
PSO algorithm with large population size is doing a PSO 
algorithm in parallel on many-core processors. A parallel 
PSO algorithm with basic implementation will frequently 
access to the global memory although accessing to the 
global memory takes a longer time than accessing to local 
memories. To avoid accessing to the global memory, we 
present a parallel distributed PSO algorithm that consists 
of subgroups of particles; Each subgroup has the best 
fitness of particles of the group itself, so that each 
subgroup behaves as a PSO without accessing the global 
memory. We show that execution time will be reduced by 
separating threads into two groups. We compare the 
execution time and the accuracy of a basic parallel PSO 
algorithm and the proposed algorithm. The experimental 
results show that our method takes a shorter execution 
time at various functions. 
 
1. まえがき 












に分割する，グループ並列 PSO を提案する． 
提案手法の有効性を検証するため，既存手法と提案手
法を用いて 17 種類のテスト関数に対して実験を行い，平
均・最短・最長の 3 種類の実行時間と成功数を比較する． 
 
2. CPU 上の PSO 
2.1. PSO の基本構造 







るとは，任意の 2 つの粒子の移動回数の差が 2 以上とな























アルゴリズム 1 最小値を探索する PSO の例 
入力：粒子数 N，最大繰り返し数 Imax，評価関数 f，
次元数 D，粒子位置下限 Xmin，粒子位置上限 Xmax 
1: FOR 各粒子 p 
2:  FOR 各次元 d 
3:   p.xd←rand(Xmin,Xmax) //[Xmin,Xmax]の範囲の乱数 
4:  END FOR 
5:  p.pbest←p.x 
6: END FOR 
7: gbest←全粒子中 f(p.x)が最小である p.x 
8: FOR i∈[1, ..., Imax] 
9:  FOR 各粒子 p 
10:   p.v←getV(p) //式(1)を用いる 
11:   p.x←p.x+p.v 
12:   IF f(p.x)<f(p.pbest) THEN 
13:    p.pbest←p.x 
14:    IF f(p.x)<f(gbest) THEN 
15:     gbest←p.x 
16:    END IF 
17:   END IF 
18:  END FOR 
19: END FOR 
 
2.2. SPSO 
 Standard PSO（SPSO）では，粒子は gbestの情報を共有
する代わりに集団を幾つかのサブグループに分割し，サ















3. GPU を用いた従来の PSO 並列化 
 本 研 究 で は ， ク ー ダ （ Compute Unified Device 
Architecture: CUDA）環境上で，GPUとして NVIDIA GTX 
580 を，プログラミング言語として CUDA C を用いて，
並列処理を含む PSO を記述・実行する． 
図 2 は CUDA 環境のメモリ構造の模式図である[3]．
CUDA コアは演算を行う最小単位であり，CUDA コア 1









単純並列 PSO （Basic Parallel PSO: BPPSO）では，粒子
はGPUにより並列処理され非同期的に移動する[4]．非同
期的に移動するとは，任意の 2 つの粒子の移動回数の差
が 2 以上になることが有り得るということである．図 3












4. 高速化のためのグループ並列 PSO 
本研究では，グローバルメモリへのアクセス回数を低
下させて実行時間を短縮するため，グループ並列 PSO
図 2 CUDA 環境のメモリ構造の模式図 
 （Grouped parallel PSO: GPPSO）を提案する．図 4 は












GPPSO では，全体 gbest の情報を共有し，かつ，実行時
間の増加量を抑えるために，解の探索を行わずに gbestと

















BPPSO と GPPSO の平均・最短・最長の 3 種類の実行時
間と成功数を比較する．今回はBPPSO，GPPSOともに式





る．今回は gbest の適応度と最適な適応度の差が 0.001 よ
り小さいとき，gbest の適応度が最適な適応度に達したも
のとする．GPPSOは 128スレッドを 1グループとして 128
グループを使用し，BPPSO は GPPSO のスレッド数と等
しく128 ൈ 128スレッドを使用する． 




質を検証する Diehard テストをパスしている．32 ビット
長のXorshift法の周期は2ଷଶ െ 1である．今回の実験では 1
つのスレッドに 1 つの疑似乱数のシードを与え，各スレ
ッドは最大 10000 回粒子を移動させ，最大 60 次元の解空
間を探索し，1回の 1次元の粒子の移動で乱数を 2回取得
する．10000 ൈ 60 ൈ 2 ≪ 2ଷଶ െ 1であるため，2ଷଶ െ 1 の
周期は 1 度の探索中の計算において全ての状態を消費し
ない十分な長さである．  
実験では 13 種類の標準的なテスト関数とそのうち 4 種
類の関数を平行移動した合計 17 種類のテスト関数に対し
て，GPPSO と BPPSO を 20 回ずつ適用して平均・最短・





GPPSO の平均実行時間は 12 種類の関数で BPPSO の実
行時間より短く，GPPSO の成功数は 12 種類の関数で劣
っていなかった．表 1 は 17 種類の関数のうち 10 種類の
関数に対する BPPSO，GPPSOの平均・最短・最長の 3種
類の実行時間と成功数の表である．表 1 において，単純
な関数である Sphere 関数や複雑な関数である Schaffer N.4
関数を含む 9 種類の関数で GPPSO は BPPSO より短い平
均実行時間である．一方，Holder Table 関数では GPPSO
は BPPSO より長い平均実行時間である．7 種類の関数で
は BPPSO，GPPSO ともに成功数は 20 であったが，
図 3 単純並列 PSO の模式図 図 4 グループ並列 PSO の模式図 
 Schaffer N.4 関数では GPPSO の成功数は BPPSO の成功数
より多く，Holder Table 関数では GPPSO の成功数は
BPPSO の成功数より少ない．  
 
表 1  一部の関数の実験結果 


















































































































GPPSO が多くのテスト関数に対して BPPSO より短い
実行時間を達成したことから，提案手法が実行時間の短
縮に有効であることを確認した． 
Sphere 関数のような単純な関数においても Schaffer N.4
関数のような複雑な関数においても，GPPSO の平均実行






一方，GPPSO は Holder Table 関数で BPPSO より長い平均
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