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WELL-POSEDNESS OF EINSTEIN’S EQUATION WITH
REDSHIFT DATA
CHRISTOPHER J. WINFIELD
Abstract. We study the solvability of a system of ordinary differential
equations derived from null geodesics of the LTB metric with data given
in terms of a so-called redshift parameter. Data is introduced along these
geodesics by the luminosity distance function. We check our results with
luminosity distance depending on the cosmological constant and with the
well-known FRW model.
Introduction
Resulting from the Lemaˆıtre-Tolman-Bondi metric
(0.1) ds2 = −dt2 + R
′(t, r)2dr2
1 + 2E(r)
+R(t, r)2dΩ2
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are so-called symmetric dust solutions to the Einstein equation given by
(
R˙
R
)2
=
2E
R2
+
2M
R3
(0.2)
ρ(t, r) =
M ′(r)
R(t, r)2R′(t, r)
(0.3)
(c.f. [17]) for some suitable ρ (energy density) where superscript ′ and · denote
partial derivatives with respect to r and t, respectively. Setting σ
def
= sgnR˙, δ
def
= sgnR′, A def= B
√
1 + 2E and B
def
= σ
√
2E + 2M/R, we study resulting system
[6, 3]
dr
dz
=
√
1 + 2E
(1 + z)∂2r,tR(t, r)
=
A
E′ +M ′/R−MR′/R2(0.4)
dt
dz
=
−|R′|
(1 + z)∂2r,tR(t, r)
=
−BR′δ
E′ +M ′/R−MR′/R2 ,(0.5)
taken along null geodesics of (0.1). Here data is given for the function R, pre-
scribing values R(t(z), r(z)) along curves given by (0.4) and (0.5). As a result,
corresponding solutions of this system provide maps
(0.6) (E(r), DL(z), R0(r)) → (r(z), t(z),M(r(z)))
as introduced in [6] which we study in some detail in this article.
As an application of our analysis, we will consider data given in the form
(0.7) R(t(z), r(z)) =
DL(z)
(1 + z)2
=
∫ 1+z
1 I(y)dy
1 + z
for DL(z) = (1 + z)
∫ 1+z
1 I(y)dy with I(y) = 1/
√
ΩΛ + (1− ΩΛ)y3 for a real
parameter 0 ≤ ΩΛ ≤ 1. Here, DL is generally referred to as ”luminosity distance”
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and, in particular models, ΩΛ =
Λ
3H2
0
is directly proportional to the so-called ”cos-
mological constant”Λ [3, 5]. For further details of the physical and mathematical
derivation of the present problem, the author recommends the aforementioned
articles along with [7, 9, 10, 15, 19, 14] - to name but a few.
This work is physically motivated by competing cosmological theories in ex-
plaining certain observations of matter distribution and cosmic inflation. Such
theories include those of ”dark energy” [8], certain metric perturbations from the
FRW model [11, 16, 13], radial inhomogeneities of the unperturbed LTB model
(via E(r), R0(r) and M(r)), and the cosmological constant (here via DL) - with
our work involving the later two. Here, we study the map (0.6) mostly on purely
mathematical grounds, presenting a framework of analysis and, in a special case,
estimates on resulting functionsM in terms of z. Furthermore, we test our results
for certain functions DL, E, and R0, arising from various FRW-type models, and
study singularities of M as indications of (in-) compatibility of these models.
1. Singularities
From the Chain Rule (c.f. equation (14) [6]) we observe that R′ takes the form
R′ = F(R,R0, R′0, E,E′,M, t) +M ′G(R,R0, E,E′,M).
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With R˙ = σ
√
2E + 2M/R and R0(r)
def
= R(r, t0) for a fixed t0 > 0, we restrict
R,R0, t > 0, M ≥ −ER, E > 0 and set
(1.1) J(R,Ro,M,E, t)
def
=
√
2(t− t0)− σ
∫ R
R0
√
τ
τE +M
dτ = 0
solutions of which define smooth manifolds O± depending on constant σ = ±1,
respectively.
We introduce notation: For a given function f = f(t, r), depending implicitly
or explicitly on (t, r), we will denote f [z]
def
= f(t(z), r(z)) and, with slight abuse
of notation, set dfdz
def
= df [z]dz . We now set
(1.2) R′ = F + G dM/dz
dr/dz
where, from the chain rule, with subscript denoting the associated partial deriv-
ative,
−(∂RJ)F = E′∂EJ +R′0∂R0J(1.3)
−(∂RJ)G = ∂MJ.(1.4)
with ξ
def
= M/R, ξ♯,
def
= M/R0, h
def
= R0/R, and
JR = −σ/
√
E + ξ JR0 = σ/
√
E + ξ♯(1.5)
JM = −σ
2
∫ h
1
ν1/2dν
(Eν + ξ)3/2
JE = −σR
2
∫ h
1
ν3/2dν
(Eν + ξ)3/2
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Substituting (1.2) into equations (0.4) and (0.5), we obtain
(
E′ − M
R2
F
)
· dr
dz
+
dM
dz
R
− M
dM
dz
R2
G = A(1.6)
(
E′ − M
R2
F
)
· dr
dz
dt
dz
+
(
dM
dz
R
− M
dM
dz
R2
G
)
dt
dz
(1.7)
= −δ · B ·
(
F + dM/dz
dr/dz
G
)
dr
dz
We then substitute
(
E′ − M
R2
F
)
dr
dz
= A−
(
dM
dz
R
− M
dM
dz
R2
G
)
so that equation (1.7) becomes
(1.8) A
dt
dz
= −δ · B ·
(
F dr
dz
+
dM
dz
G
)
.
Equation (1.8) can be verified by equations (0.2) and (0.3).
Now, equations (1.6), (1.8), and (1.2) along with the Chain Rule result in the
following system:
(
E′ − M
R2
F
)
dr
dz
+
(
1
R
− MG
R2
)
dM
dz
= A
δBF dr
dz
+A
dt
dz
+ δBG dM
dz
= 0
F dr
dz
+ σ
√
(2E + 2M/R)
dt
dz
+ G dM
dz
=
dR
dz
which we may write in matrix form as
(1.9) U d
~X
dz
= ~Y
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for
U def=


E′ − MR2F 0 1R − MGR2
δBF A δGB
F σ
√
2E + 2M/R G


~X =


r
t
M


, ~Y =


A
0
dR
dz


.
We check the invertibility of U as we compute
detU =(E′ − M
R2
F)(AG − σδGB
√
2E + 2M/R)
+(
1
R
− MG
R2
)(δσBF
√
2E + 2M/R−FA)
=B(E′G − F
R
)(
√
1 + 2E − σδ
√
2E + 2M/R)
From these computations we conclude
Proposition 1.10. Suppose that E,R > 0 with ∂tR, ∂rR, ∂
2
t,rR 6= 0. Then, U−1
is a smooth function of R, R0, R
′
0, E, E
′, and M except for the following cases:
Either
1.) both δ = σ and R = 2M ; or,
2.) E′RG = F .
We may extend the domain of U to include −1/2 < E < 0, say, but for
simplicity we impose the above hypothesis throughout the rest of this section.
We continue with
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Proposition 1.11. Suppose that for some z∗ > 0, δ[z∗] = σ[z∗] and that
dR[z]
dz |z=z∗ = 0. Then, the matrix U [z] is singular at z = z∗.
Proof. We have from the Chain Rule and equations (0.4) and (0.5) that
dR
dz
= R′
dr
dz
+ R˙
dt
dz
(1.12)
= R′
√
1 + 2E
(1 + z)∂2r,tR
− R˙ |R
′|
(1 + z)∂2r,tR
= R′
√
1 + 2E − δσ
√
2E + 2M/R
(1 + z)∂2r,tR
By our hypotheses on the partial derivatives of R we may conclude
(
σδ
√
2E + 2M/R
)
[z∗] =
(√
1 + 2E
)
[z∗]
With σ = δ at z = z∗, we have that σδ = δ2 = 1 and that
√
2E + 2M/R
=
√
1 + 2E so that 2M [z∗] = R[z∗]. Then from Proposition 1.10 we see that
detU [z∗] = 0. 
We note that the type of singularity of item 1) of Proposition 1.10 appears
analogous to that of the well-known ”Schwarzschild” singularity: It is not yet
clear here if this is merely an artifact of the specific model or if such singularities
are removable by passing to alternate coordinate systems or metrics (c.f. §31
[14], §6.4 [18]), taking us beyond the scope of the present article.
We may interpret item 2) of Proposition 1.10 in terms of the tangent bundles
TO± (resp.) of manifolds obtained from (1.1). We may consider the transforma-
tion φ± : R× (0,+∞) → O± given by φ±(t, r) def= (R(t, r), R0(r), E(r),M(r), t)
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and dφ as a push forward, to interpret corresponding solutions to
E′R∂MJ = E′∂EJ +R′0∂R0J
as subsets M± of TO± (resp.) in coordinate form. Let T denote the set (Ω+ \
πM+) ⋃ (Ω− \ πM−) where π denotes the natural projection π : TM→ M of
a manifold M.
By calculating U−1~Y from (1.9) with Rz def= dR[z]dz , we arrive at the following
system of ordinary differential equations:
dr
dz
=
GAR
GE′R−F −
Rz · (MG −R)
√
1 + 2E
R · (δσ
√
2E + 2M/R−√1 + 2E)(GE′R−F)(1.13)
dt
dz
=
δ ·Rz
δσ
√
2E + 2M/R−√1 + 2E
dM
dz
=
−FRA
GE′R−F −
Rz · (R2E′ −FM)
√
1 + 2E
R · (δσ
√
2E + 2M/R−√1 + 2E)(GE′R−F)
We are ready to state
Proposition 1.14. The matrix U is non-singular for R 6= 2M provided (R,R0, E,M, t)
∈ T . Indeed, if for some z0 > 0, these conditions hold for (R,R0, E,M, t)[z]|z=z0,
then the system of equations (1.13) has a unique C∞ solution ~X [z] in some open
interval containing z0.
Proof. It is clear that the elements of U are continuously differentiable where
detU is non-zero. The result follows by applying standard theory of ordinary
differential equations [4]. 
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To further investigate the solvability of the system (1.13), we compute
GE′R−F = E
′R · (JE/R− JM ) +R′0JR0
JR
(1.15)
=
√
E + ξ
(
RE′
2
∫ h
1
s1/2(s− 1)ds
(Es+ ξ)3/2
− R
′
0√
E + ξ♯
)
.
Since ν(Eν+ξ)3 ≤ 427Eξ2 we find
∫ h
1
ν1/2(ν − 1)dν
(Eν + ξ)3/2
≤ 2
ξ
√
27E
∫ h
1
(ν − 1) dν = (h− 1)
2
ξ
√
27E
Lacking any other simplifying assumptions, we thus obtain strong criteria for
local solvability:
Proposition 1.16. System (1.13) is locally solvable at any point of O± where
δ 6= σ or where 2M 6= R if either of the following holds:
1) sgnE′ 6= sgnR′0
2) |E′·(R0−R)2
2M
√
27E
| < | R′0
√
R0√
ER0+M
|
Indeed, given r0, t0,M0 > 0 and smooth E, R, R
′
0 > 0, the system (1.13) has on
an open interval I ∋ z0 a unique solution satisfying
~X(z0) =


r0
t0
M0


.
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2. Decoupled equations: A Case of Constant E
We consider the case of constant E > 0 in which we can rescale M and R to
assume the case E = 1, retaining
(2.1)
(
R˙
R
)2
=
2
R2
+
2M
R3
Here, equations (1.13) reduce to
dr
dz
=
−GAR
F +
Rz · (1− MR G)
√
3
(
√
3− σδ
√
2 + 2M/R)F(2.2)
dt
dz
=
−δ ·Rz√
3− σδ
√
2 + 2M/R
dM
dz
= RA+
Rz
M
R
√
3√
3− σδ
√
2 + 2M/R
with A =
σ
√
6
√
1+M/R
1+z .
For the remainder of the section we assume that E, σ, δ ≡ 1 and denote by T1
the corresponding subset of T . Then, R(t, r) < R0(r) ∀t < t0. And, for h and ξ
as above, we obtain
∂MJ = −1
2
∫ h
1
√
ν
ν + ξ
1
ν + ξ
dν
∂R0J =
√
1
1 + ξ♯
; ∂RJ = −
√
1
1 + ξ
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with ξ ≥ ξ♯ and h ≥ 1, so that the following hold:
0 ≤J1(r, z, ξ) def= −GF =
√
1 + ξ♯
2R′0
∫ h
1
√
ν
ν + ξ
1
ν + ξ
dν(2.3)
≤
√
h(1 + ξ♯)
R′0
(
1√
1 + ξ
− 1√
h+ ξ
)
≤
√
h
2R′0(1 + ξ)
;
0 <
1
F =
1
R′0
√
1 + ξ♯
1 + ξ
def
= J2(r, z, ξ) ≤ 1/R′0;
0 <
1− ξG
F = J2 + ξJ1 ≤
1 +
√
h/2
R′0
.
Our change of variables leads to
dξ
dz
=
dM
dz
/R−Rzξ/R
with A =
√
6
√
1+ξ
1+z whereby the system (1.13) now reduces further to
dr
dz
=
RJ1
√
6
√
1 + ξ
1 + z
+
√
3Rz · (J2 + ξJ1)√
3−√2 + 2ξ
dt
dz
=
−Rz√
3−√2 + 2ξ(2.4)
dξ
dz
=
√
6
√
1 + ξ
1 + z
+ ξ
Rz
R
( √
3
√
1 + ξ√
3−√2 + 2ξ
)
.
Here, we note that the equation for dξdz decouples from the others, allowing for
ξ to be solved for explicitly in z. Then, with the solution to ξ(z) in hand, both
I1 and I2 depend only on z and r whereby the remaining equations are then
decoupled.
We give estimates for the system (2.4) assuming uniform bounds on R, M/R,
Rz, R0, and R
′
0. We suppose the following bounds hold for 0 < z0 ≤ z ≤ z1 and
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0 < r,M, t on some compact sets (to be determined): ξ ≤ ξ∗ with |2ξ − 1| ≥ ǫ
> 0; ρmin ≤ R ≤ ρmax; |Rz| ≤ λ ; 1 < h ≤ h∗; and, |R′0| ≥ r > 0. Here, applying
(2.3)
| dt
dz
| ≤ λ√
3−√2 + 2ξ∗ =
λ · (√3 +√2 + 2ξ∗)
ǫ
def
= M1(2.5)
|dr
dz
| ≤
√
3
ρmax
√
h∗/2 + (1 +
√
h∗/2)M1
r
def
= M2
|dξ
dz
| ≤
√
3(1 + ξ∗)(
√
2 +M1ξ
∗/ρmin)
def
= M3
Let M
def
= maxj{Mj}3j=1 and suppose r0, t0, andM0/R[z0] def= ξ0 6= 1/2 satisfy
the restrictions on (r, t, ξ) for some 0 < ξ0 < ξ
∗ as above with
(2.6) ~X0 = ~X(z0) =


r0
t0
M0


For an interval I of the form 0 ≤ z0 ≤ z ≤ z1, the following now results from
standard theory of differential equations [4]:
Proposition 2.7. For z0 ≥ 0, the system (2.2) is solvable on an interval of the
form I = {z|z0 ≤ z ≤ z1} provided that the conditions (2.6) and (2.5) hold for
~X in subset of T1 given by |( ~X − ~X0)j | ≤ b : j = 1, 2, 3 for some constant b
< 1/M. Here, a unique solution may be computed by the method of successive
approximations.
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Proof. We may apply Theorem 3.1, Chapt. 1 [4]: The conditions assure Lipshitz
continuity of the right-hand sides of (2.4) and that both z − z0 and | ~X − ~X0|/M
are bounded above by |z1 − z0|, so that the result follows. 
Recalling that we set E ≡ 1, we will suppose for the rest of the section that
R[z], R′0[z] are smooth and positive for z > 0. For some of our analysis below we
will suppose also that
(2.8) R[z] > Cz|Rz|.
holds on some real interval. We now present our estimates on M [z] depending
on R[z] and initial conditions given by ξ0
def
= ξ(r(z0), z0).
Theorem 1. Suppose that (2.8) holds on some interval I = [z0, z1) ⊂ R+.
Then the following statements hold for some constants 0 < c1 < 1/2 < c2, each
depending on the choice of C:
1) If 0 < ξ0 < 1/2 and Rz < 0, then M [z] ≤ c1R[z] holds on I.
2) If ξ0 > 1/2 and Rz > 0, then M [z] ≤ c2R[z] on I.
Proof. Let us choose C < 1/2 and set ∆ξ
def
=
√
3 −√2 + 2ξ. In case 1) we use
the estimate 1/∆ξ ≥
√
3/(1− 2ξ) for 0 < ξ < 1/2 so that from (2.4)
dξ
dz
<
√
6
z
√
1 + ξ
(
1− 1
C
ξ
1− 2ξ
)
.
Here, dξdz < 0 for 1/2 > ξ > ξ
∗
1
def
= C/(2C + 1). Let c1 = max{ξ0, ξ∗1}.
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In case 2) we note that 1/∆ξ ≤ −
√
3/(2ξ − 1) for ξ > 1/2. We find
dξ
dz
<
√
6
z
√
1 + ξ
(
1− 1
C
ξ
2ξ − 1
)
and dξdz < 0 for 1/2 < ξ < ξ
∗
2
def
= C/(2C − 1). Let c2 = max{ξ0, ξ∗2}. 
Theorem 2. Suppose Rz < 0 on I = [z0,∞) with z0 > 0 and ξ0 > 1/2. Then,
for ρ
def
=
√
3/2, there are positive constants α, c3 and c4 so that the following
holds on I :
c3
(
(R[z])−(ρ−1) +R[z] ln
(
1 + z
1 + z0
))
≤M [z] ≤ c4
(
1 + ln(1 + z)
(R[z])(ρ−1/2)
)2
Proof. We first note that since Rz/∆ξ > 0 on I, we find from (2.4) that
dξ
dz > 0.
Let us setKξ
def
= −√3√1 + ξ/∆ξ, noting that ρ def=
√
3/2 < Kξ ≤Kξ0 for ξ > 1/2
is decreasing as function of ξ and, in turn, also as a function of z. Recalling that
Rz < 0, we find
dξ
dz
+ ρξ
Rz
R[z]
≥ dξ
dz
+Kξξ
Rz
R[z]
≥
√
6
√
1 + ξ0
1 + z
;
d
dz
(ξRρ) ≥
√
6
√
1 + ξ0
Rρ[z]
1 + z
.
Now, by the monotonicity of R[z],
ξ[z] ≥ R−ρ[z]
(
ξ0R
ρ[z0] +
√
6
√
1 + ξ0
∫ z
z0
Rρ[s]ds
1 + s
)
≥ R−ρ[z]
(
ξ0R
ρ[z0] +R
ρ[z]
√
6
√
1 + ξ0
∫ z
z0
ds
1 + s
)
After multiplying through byR, it is clear that we may choose c3 ≤min{ξ0(R[z0])ρ,
√
6
√
1 + ξ0}.
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Now, let us set ρ0
def
= Kξ0 and q0
def
= (ξ0+1)/ξ0. Then, for obvious substitution
defining ξ[s],
dξ
dz
+ ρ0ξ
Rz
R[z]
≤
√
6
√
1 + ξ
1 + z
;
d
dz
(ξRρ0) ≤
√
6
√
1 + ξ[z]
Rρ0 [z]
1 + z
ξ[z] ≤ R−ρ0 [z]
(
ξ0R
ρ0 [z0] +
√
6
∫ z
z0
√
1 + ξ[s]Rρ0 [s]ds
1 + s
)
≤ R−ρ0 [z]
(
ξ0R
ρ0 [z0] +R
ρ0 [z0]
√
6
√
1 + ξ[z]
∫ z
z0
ds
1 + s
)
√
ξ[z]
q0
<
ξ[z]√
1 + ξ[z]
≤ R−ρ0 [z]
(
Rρ0 [z0]
√
ξ0√
1 + ξ0
+
√
6Rρ0 [z0]
∫ z
z0
ds
1 + s
)
ξ[z] < q0R
2ρ0 [z0]R
−2ρ0 [z]
(
1 +
√
6
∫ z
0
ds
1 + s
)2
noting that ξ2/(1 + ξ) ≥ ξ/q0. Choosing c4 ≥ q06R2ρ0 [z0], the result follows by
multiplying through by R. 
We see that Theorems 1 and 2 can apply for R[z] = RΩΛ [z] (modulo a rescal-
ing factor) as above for certain values of ΩΛ: We denote by I
±
ΩΛ
the subset of
(0,∞) for which ±Rz > 0 and we replace C by C± in the case that (2.8) holds,
respectively.
Remark 2.9. For RΩΛ [z] as in (0.7) we find that when ΩΛ = 1 there is to every
interval of the form (0, z2), an associated C
+ depending on z2 > 0. Moreover, for
every 0 ≤ ΩΛ < 1 there is a zΛ > 0 where for every positive z± with z± ≷ zΛ
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there is a C± associated to (0, z+) and (z−,∞), respectively. [The singularities
zΛ will be discussed in further detail in Section 3.]
Proof. For ΩΛ = 1 we find I
+
1 = (0,∞) with zRz/R[z] = 1/(z+1). For 0 ≤ ΩΛ <
1, it is not difficult to show that z/R[z] is bounded from below on (0,∞) by a
positive constant, depending ΩΛ. Therefore, the sign of zRz/R[z] depends on that
of Rz . For ΩΛ < 1 we find that the sign of Rz is same as that of (z+1)I(z+1)−∫ z+1
1
I(y)dy which is a monotonically decreasing function of z with a unique
positive root zΛ > 0, depending on ΩΛ. So, I
+
ΩΛ
= (0, zΛ) and I
−
ΩΛ
= (zΛ,∞).
Hence, for z± as above, there are positive constants C± so that zRz(z)/R[z] >
±C± on intervals (0, z+) and (z−,∞), respectively. 
In a certain case of interest, we find that for certain initial conditions the
growth of M [z] roughly follows that of a power function for large z.
Corollary 2.10. In the case of Theorem 2 we have for R = RΩΛ with 0 ≤
ΩΛ < 1 that, given M0 > 2R[z0] > 0 and z0 > zΛ, for any α > 0 there are
positive constants k1 and k2 so that for ρ =
√
3/2,
k1z
ρ−1 ≤M [z] ≤ k2z2ρ−1+α
on I = [z0,∞).
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Proof. It is not difficult to show that to any such ΩΛ there are positive constants
C1 and C2 so that
C1/z < RΩΛ [z] < C2/z
holds on I. The result immediately follows by Theorem 2. 
We may also conclude
Corollary 2.11. If either case 1) or 2) of Theorem 1 holds on I = [z0, z1), then
r(z) and t(z) are both solvable on I. Moreover, r(z) is strictly increasing and t(z)
is strictly decreasing on I.
Proof. We find that dtdz and
dr
dz are smooth functions of z since ξ 6= 1/2 is smooth.
By inspection, we find that dtdz < 0 on I so that, by our assumption on σ, we see
for h as in (2.3) that h ≥ 1, increasing with z. Then, I2 + ξI1 > 0 for z ∈ I and,
hence, from (2.4) we see that drdz > 0 for z ∈ I. 
We note finally that these results are consistent with physical interpretation
where t is interpreted as ”look-back” time from an observer at r = 0 with a
(locally) expanding universe (c.f. [5, 12]).
3. Study of Singularities, part A: Critical points depending on ΩΛ
We now consider how singularities may depend on the parameter ΩΛ for R[z]
= RΩΛ [z] . As in Proposition 1.11, a singularity arises at z = zΛ where
(3.1) [Rz |z=zΛ =
(1 + zΛ) · I(1 + zΛ)−
∫ 1+zΛ
1 I(y)dy
(1 + zΛ)2
= 0.
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Proposition 3.2. The values zΛ satisfy zΛ ≥ 1.25, increasing as a continuous
function of ΩΛ in the domain 0 ≤ ΩΛ < 1. Moreover, there are positive constants
c1, c2 and c3 so that
[
c1 ln
(
1
1− ΩΛ
)
+ c2
]1/4
≤ zΛ + 1 ≤ c3 1
1− ΩΛ
∀ ΩΛ. Hence, zΛ → +∞ as ΩΛ → 1.
Proof. It is not difficult to show from (3.1) that zΛ|ΩΛ=0 = 1.25 and that zΛ > 0
∀ΩΛ. Now, let us set q def= 1 + zΛ and note that (3.1) gives qI(q) =
∫ q
1 I(y)dy.
Implicit differentiation now gives
q
d q
dΩΛ
∂I(q)
∂q
=
∫ q
1
∂I(y)
∂ΩΛ
dy − q ∂I(q)
∂ΩΛ
.
Applying qI3(q) = I2(q) ∫ q
1
I(y)dy on the second term, right-hand side, we com-
pute
Q(q)
d q
dΩΛ
=
1
I3(q)
∫ q
1
I(y)K(y, q)dy
where K(y, q)
def
= I2(q)(q3 − 1) −I2(y)(y3 − 1) and Q(q) def= 3q3(1 − ΩΛ). Since
I2(y)(y3 − 1) is strictly increasing as a function of y ≥ 1, we find K(y, q) > 0
for 1 ≤ y < q. Thus, d qdΩΛ > 0 ∀ΩΛ and hence q ≥ 2.25 ∀ΩΛ. For k1
def
=
4
3
∫ 2.25
1 I(y)K(y, 2.25)dy we estimate
Q(q)
d q
dΩΛ
≥ 3k1/4I3(q) ≥ 3k1/4
so that
4
∫ q
2.25
y3dy ≥ k1
∫ ΩΛ
0
dx
1− x,
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and our choices of c1 and c2 are clear since
q4 ≥ k1 ln
(
1
1− ΩΛ
)
+ 2.254
Next we note that
q =
1
I(q)
∫ q
1
I(y)dy ≥
√
(1 − ΩΛ)q3
∫ q
1
dy√
1 + y3
so that
√
q ≤ k2√
1−ΩΛ with 1/k2
def
=
∫ 2.25
1
dy√
1+y3
. We choose c3 = k
2
2 and we are
done. 
With a broad range of values zΩΛ , bound by the estimates of Proposition
3.2, one may expect difficulties in applying the present work to cosmological
models - with singularities zΩΛ well within observed redshift values [3, 5, 6].
However, some such singularities may conceivably be of type 0/0 if both Rz
and
√
1 + 2E[z] −
√
2M [z]/R[z] + 2E[z] were to have zeros of identical order,
rendering the singularities, in some sense, removable. We demonstrate such a
case in the next section.
4. Study of Singularities, part B: FRW Model
Using solutions from the well-known Freedman-Robertson-Walker model, we
analyze our map (E,DL, R0) → (r, t,M) and study singularities of the system
(1.13) and their dependence on ΩΛ. We restrict the map as follows: We fix the
function E(r) and restrict DL(z) and R0(r) to certain one-parameter classes in
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the pre-image space; and, we fix the function M(r) in the image space. Here, we
consider data given by R[z] = RΩΛ [z] as in (0.7) and we set
(4.1) E =
r2
2
,M =
r3
2
, R0 = cM/E = cr
for parameter c > 0. Following [1], we have R(r, t) = r ·a(t) where for some (real)
parameter η with kc
def
=
√
c+ c2,
a(t) =
cosh η − 1
2
+ (c cosh η + kc sinh η)
def
= Fc(η)(4.2)
t =
sinh η − η√
2
+
√
2(c sinh η + kc cosh η)
def
= Gc(η)
Here, η is known as ”conformal time”which in our case depends on a and t by η =
η(t) =
∫ t√
2kc
dτ√
2a(τ)
. We note that Fc and Gc are each invertible for η on an open
interval containing 0. In particular, Fc is invertible for η > −arctanh(2kc/(1+2c))
and Gc is invertible where a > 0, so that a(t) = Fc ◦G−1c (t) indeed holds for t in
a neighborhood containing kc. Moreover, using (0.5) and setting c = a(t0) with
t0
def
= t(z0) =
√
2kc for some z0 > 0,
dt
dz
=
−a(t)
(1 + z)a˙(t)
; a[z] = a(t(z)) = c
1 + z0
1 + z
.
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Given R[z], we find, indirectly, the resulting solutions of (1.13):
t(z) = Gc(F
−1
c (a[z]))(4.3)
r(z) = R[z]/a[z] =
∫ 1+z
1
I(y)dy
(1 + z0)c
M [z] =
1
2
(∫ 1+z
1
I(y)dy
(1 + z0)c
)3
As for the relevance of this case to physical models, we note that the associated
energy density ρ[z] is a smooth function on (0,∞).
We are ready to state
Theorem 3. For any given 0 ≤ ΩΛ ≤ 1 and z0 > 0 there is a smooth function
R0(r) so that E(r), M(r) as in (4.1) and R[z] = RΩΛ [z], the system (1.13) with
initial conditions
(4.4) ~X(z0) =


R[z0]/c
√
2kc
(R[z0]/c)
3/2


has a smooth solution ~X on an open interval I ∋ z0.
Proof. For those η where the solutions (4.2) hold we also have R′ = a(t) > 0 and
R˙′ = dadt =
da
dη/
dt
dη > 0. Since the initial conditions hold for η = F
−1
c (a(z0)) = 0,
(4.3) also holds for η in some interval containing 0. From continuity arguments
we see there is also some open interval I ∋ z0 on which such solutions ~X(z) in
turn hold. 
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We note that the above method provides no solutions for r(z) and M [z] in the
case R0 ≡ 0 unless more data is prescribed, such as asymptotic conditions for the
ratio R/c in terms z and z0 (c.f. Example A, p. 5 [6]). Moreover, we note that
singularities may occur in the form R = 2M and/or a˙ = 0 away from z0 so that
we may not arbitrarily extend the domain I of the solution via Proposition 1.14.
We may apply Proposition 1.14 in regards to uniqueness of solution: To rule
out one type of singularity, we compute E′GR −F via (1.15). First, we set
ξ = r/(2a(t)) and ξ0 = r/(2c) and compute
E′ · (JE −RJM )
JR
=
√
E + ξ
RE′
2
∫ c/a(t)
1
s1/2(s− 1)ds
(Es+ ξ)3/2
=− 1
2
∫ c
a(t)
√
τ(τ − a(t))
(τ + 1)3/2
dτ
√
a(t) + 1
a(t)
≤ 0
for c, a(t) > 0. We now compute,
R′0JR0
JR
= −c ·
√
R0
ER0 +M
/
√
R
ER+M
= −c ·
√
c
c+ 1
√
a(t) + 1
a(t)
which is strictly negative. Therefore, E′GR −F < 0 and we have ruled out case
2) of Proposition 1.10. Knowing also that R˙′[z]|z=z0 6= 0 in this case we state
Theorem 4. The solutions of Theorem 3 are unique for z0 6= zΛ.
The solutions (1.13) stand in glaring contrast to the result of Proposition 1.10:
Indeed, we note that the right-hand sides of equations (0.4) and (0.5) under the
WELL-POSEDNESS OF EINSTEIN’S EQUATION 23
conditions of Theorem 3 have no positive singularities zΛ asE
′ +M ′/R−MR′/R2
= r + r/a > 0; yet, we find that the determinant of U in (1.9) vanishes at
z = zΛ. Since Theorem 3 applies in the case z0 = zΛ, one may suspect that these
singularities are, in some sense, removable - so we shall see in remainder of this
section.
We give specific cases, depending on R0, in which the solutions ~X can be
smoothly extended across singularities z = zΛ. For such solutions to be valid, it
suffices that a˙[z] > 0 is smooth, that (3.1) holds, and that as in (1.12) R[zΛ] =
2M [zΛ] (or perhaps as smooth extensions defined at zΛ). Then,
R2[zΛ] =
((1 + z0)c)
3
(1 + zΛ)3
and, hence,
I(1 + zΛ) = R[zΛ] = ((1 + z0)c)
3/2
(1 + zΛ)3/2
.
From this we obtain the corresponding value of c by which we define
(4.5) cΛ
def
=
1 + zΛ
(1 + z0)(ΩΛ + (1 − ΩΛ)(1 + zΛ)3)1/3
.
We are ready to state
Theorem 5. Under the hypothesis of Theorem 3 for every z0 > 0 and 0 ≤ ΩΛ
< 1 there is a smooth R0(r) for which the resulting solution ~X(z) with initial
conditions (4.4) can be uniquely extended to be of class Cω((0,∞)).
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Proof. We take R0(r) = cΛr for cΛ as in (4.5). Using (4.2) and following the
Chain Rule formula
(4.6) a˙(t(z)) =
da[z]
dz
dGcΛ(η(z))
dz
=
da[z]
dz√
2Fc
Λ
(η(z))dη[z]dz
=
da[z]
dz√
2a[z]dη[z]dz
,
it suffices to show that η[z] is smooth and that dηdz is strictly positive on (0,∞).
To do this, we set
η[z] = −
∫
dt[s]√
2a[s]
,
with dt[z]
def
= dt(z)dz dz, and we proceed to analyze the integral. We may write
(4.7)
dt
dz
= H(z)
−Rz
2M −R = H(z)
−Rz
r(z)(r(z)2 − a(z))
for some real-valued function H > 0, analytic for z > 0. Here r2 − a is an
increasing function which vanishes at zΛ and is of the same sign as that of −Rz
∀ z > 0.
Now, we check the behavior of dtdz near the singularity, applying analyticity
arguments as follows: Using (4.3) and (3.1) we compute
[
d2R[z]
dz2
∣∣∣∣
z=zΛ
= −3(1− ΩΛ)
2
(1 + zΛ)I3(1 + zΛ) < 0
[
dM [z]
dz
∣∣∣∣
z=zΛ
=
3I(1 + zΛ)
2(1 + zΛ)
def
= MΛ > 0;
and, in turn, we find that
2M [z]−R[z] = 2MΛ · (z − zΛ) +P(z)(z − zΛ)2
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for some analytic function P. Here, d
2R[z]
dz2 < 0 on a neighborhood of zΛ where
Rz has a zero of order exactly 1. We therefore find that the following limit exists
as we compute:
lim
z→zΛ
− dRdz
2M [z]−R[z] =
[
−
d2R[z]
dz2
2 dM [z]dz
∣∣∣∣∣
z=zΛ
=
(1− ΩΛ)(1 + zΛ)I(1 + zΛ)
2
> 0
We may conclude therefore that −Rz2M [z]−R[z] extends to an analytic, positive-valued
function on (0,∞) and, hence, Cω((0,∞)) ∋ dη[z]dz > 0. Therefore, a˙[z] is well-
defined and is non-zero; and, moreover, η[z] is of class Cω((0,∞)). The unique-
ness follows since Theorem 3 applies to any open interval not containing zΛ 
Remark 4.8. Following the calculations in the proof of Theorem 5, we note that
any other choice of positive c 6= cΛ leads to a singularity of order one at z = zΛ
for R˙′[z] = a˙[z] as evident in (4.6) and (4.7). This gives singularities in equations
(0.4), (0.5), and (1.2), and renders the resulting system (1.13) invalid at zΛ.
Remark 4.9. Our FRW model is consistent with the construction of R[z] as in [5]
where R0R = 1 + z with no prescribed value of c. Moreover, our choice of c = cΛ
is optimal in assuring the largest possible domain of Cω-solvability.
Discussion
We make several concluding comments and a conjecture: First, we note that in
the case of Theorem 5 the various right-hand sides of the system (1.13) can each
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be written in the formA(z)+B(z) RzR[z]−2M [z] for smooth functions A and B. Thus,
the arguments for the smooth extension of dtdz beyond the critical points zΛ of
R[z] also apply to drdz (also, of course with circular reasoning, to
dM
dz ). However,
in the general mapping scheme (0.6), we have no way to predict the order of
the zeros of dMdz nor any a priori justification to expect these singularities to be
removable - not even as we fix our choice of R[z] = RΩΛ [z].
Second, one may interpret the removability or non-existence of such singular-
ities as indication of compatibility of the corresponding models as one imposes
R[z] on a model that prescribes E and R0. (Here the LTB model would be said
to ’mimic’ the given cosmological constant model, c.f. [2].) Applying such crite-
ria to Remark 4.8 one does not expect every LTB model to be compatible with
such a cosmological-constant model (at least not for z near zΛ). However, from
Theorem 5 we do find, as a check of our analysis, that the cosmological-constant
models for 0 ≤ ΩΛ < 1 are each compatible with at least one LTB/FRW model:
Our choice of R0 identifies an optimal FRW model, in the sense of Remark 4.9.
Finally, one conjectures that these removable, 0/0-type singularities may yet
lead to instability of numerical solutions of the system (1.13) (but here at certain
finite z (!) c.f. §IV [6]). Such investigations are beyond the scope of the present
work.
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