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1 Einleitung
1.1 Motivation und Problemstellung
Industrieroboter sind heute ein unentbehrliches Werkzeug zur Manipulation von
Objekten in der automatisierten Produktion und Objekthandhabung. Roboter
werden vielfach für Aufgaben eingesetzt, in denen gleiche Bewegungsabläufe sehr
oft wiederholt werden müssen und in denen die Positionen der zu manipulierenden
Objekte genau bekannt sind.
Durch den zunehmenden Einsatz von Sensoren und fortgeschrittener Sensorda-
tenverarbeitung können auch Aufgaben automatisiert werden, in denen ﬂexibel
auf eine sich ändernde Umwelt reagiert werden muss. In realen Anwendungen
werden jedoch deﬁnierte Randbedingungen vorausgesetzt. So wird davon ausge-
gangen, dass die zu manipulierenden Teile eine vorher bekannte Form besitzen
und das eine deﬁnierte Hintergrund- und Beleuchtungssituation herrscht.
Nach dem derzeitigen Stand der Technik existieren jedoch viele Handhabungs-,
Kommissionier- und Entladevorgänge die nicht mit Robotern automatisiert wer-
den können, weil die Teile hinsichtlich ihrer Lage, Form und Gewicht nicht exakt
bekannt sind oder durch gegenseitige Verklemmungen nicht bewegt werden kön-
nen.
Diese Art von Aufgabenstellung tritt in vielen Bereichen auf. In der Fertigung
werden Werkstücke oft unsortiert in Behältern angeliefert, um dann weiterverar-
beitet zu werden. In Warenverteilzentren werden Pakete und Sendungen aus Be-
hältern oder LKWs entnommen und auf Förderbänder gelegt und auf Flughäfen
müssen Gepäckstücke aus Flugzeugcontainern entladen und dem Gepäckvertei-
lungssystem übergeben werden.
In der Produktion und der Logistik besteht ein großer Bedarf, diese derzeit
noch manuell ausgeführten Tätigkeiten ganz oder teilweise zu automatisieren.
Zum einen stellt die manuelle Entladung oftmals einen Flaschenhals in einer
ansonsten automatisierten Logistikkette dar, zum anderen besteht der Wunsch
nach Humanisierung bestimmter Tätigkeiten. So müssen bei der Entladung von
Gepäckcontainern an Flughäfen üblicherweise zwei Arbeiter innerhalb von 3 Mi-
nuten ca. 40 Gepäckstücke mit einem Durchschnittsgewicht von 20kg und einem
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Maximalgewicht von 50kg auf ein Förderband heben. Würde diese Tätigkeit zu-
mindest teilweise durch Roboter unterstützt, könnten die gesundheitsschädlichen
Auswirkungen dieser Arbeit reduziert werden.
Gegenstand dieser Arbeit ist das Entladen von zufällig angeordneten und hin-
sichtlich ihrer Position, Orientierung, Form und Gewicht nicht exakt bekannten
Objekten aus einem Behälter mit Hilfe eines Roboters. Diese Problemstellung
wird auch als das Griﬀ in die Kiste-Problem (englisch: bin picking) bezeichnet
[30, 3, 8, 38, 42, 53] und stellt in seiner allgemeinen Form ein bis heute nicht
vollständig gelöstes Problem dar.
Eine große Herausforderung besteht in der Entwicklung geeigneter Verfahren
zur Auswertung und Interpretation von Sensordaten, so dass ein Roboter im Sinne
der vorgegebenen Entladeaufgabe optimal gesteuert werden kann.
Um das Entladesystem möglichst universell (generisch) halten zu können, sollen
die Verfahren ohne große Anpassungen für die verschiedensten Entladeaufgaben
verwendet werden können und unter realen Bedingen in der Industrie oder im
Logistikbereich robust funktionieren.
1.2 Ziele der Arbeit
Schwerpunkt dieser Arbeit ist die Realisierung von 2D- und 3D-Bildverarbeitungs-
verfahren für den Einsatz in einem generischen Entladesystem. Dazu gehören Ver-
fahren zur Kalibrierung der Sensorik, zur Bestimmung geeigneter Greifpunkte und
zur Lokalisierung des Behälters. Es wird angenommen, dass die zu greifenden Ob-
jekte in ihrer Form, in ihrer Lage und in ihrer Beschaﬀenheit nicht exakt bekannt
sind. Die vorgestellten Verfahren sollen leicht an unterschiedliche Entladeaufga-
ben angepasst werden können und in natürlichen, unkooperativen Umgebungen
robuste Ergebnisse liefern. Darüber hinaus soll ein Ansatz zur semi-automatischen
Greifpunktbestimmung realisiert werden, der als Erweiterung des vollautomati-
schen Entladesystems zum Einsatz kommen kann.
In der Arbeit sollen Beiträge zu folgenden Teilzielen erbracht werden:
• Entwicklung eines Gesamtkonzeptes und einer Systemarchitektur für ein
Entladesystem: Zunächst muss eine geeignete Hard- und Softwarearchitek-
tur für das Entladesystem deﬁniert werden. Die Architektur soll sich durch
eine starke Modularität auszeichnen, so dass einzelne Komponenten für ver-
schiedene Entladeaufgaben wiederverwendet werden können, wodurch die
Flexibilität des Entladesystems erhöht wird.
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• Entwicklung von Kalibrierungsverfahren für die eingesetzten Sensoren: Hier
geht es um die sogenannte Hand-Auge-Kalibrierung. Sie ist ein notwendi-
ger Schritt, um sämtliche Sensordaten in ein einziges Koordinatensystem
integrieren zu können. Während für die Kalibrierung von 2D-Kameras auf
Standardverfahren zurückgegriﬀen werden kann, müssen für die 3D-Sensorik
neue Verfahren entwickelt werden.
• Entwicklung eines Verfahrens zur Containerlokalisierung: Bevor Greifpunkte
bestimmt werden können, muss der Behälter erkannt und lokalisiert werden,
um diesen vom eigentlichen Inhalt abgrenzen zu können. Insbesondere in
realistischen Szenarien kann nicht davon ausgegangen werden, dass sich der
Behälter immer exakt an der gleichen Position beﬁnden.
• Entwicklung von 2D- und 3D-Bildverarbeitungsverfahren zur Greifpunkt-
bestimmung: In einem zuvor aufgenommenem Umweltmodell müssen ge-
eignete Greifpunkte bestimmt werden, die dann als Zielpositionen an die
Robotersteuerung übergeben werden. Die Greifpunktbestimmung soll ohne
exakte Kenntnis der Objektform und -beschaﬀenheit auskommen. So sollen
auch unbekannte oder nur schwer modellierbare Objekte robust entladen
werden können. Je nach eingesetzten Sensoren sollen die Algorithmen auf
3D-Daten oder auf Tiefenbildern arbeiten.
• Konzeption und Implementierung einer intuitiven Mensch-Roboter-Schnitt-
stelle zur semi-automatischen Greifpunktbestimmung: Zusätzlich zum voll-
automatischen Modus, soll ein semi-automatischer Modus entwickelt wer-
den. In realistischen Szenarien kann die Möglichkeit nicht ausgeschlossen
werden, dass das vollautomatische System nicht immer das gewünschte Er-
gebnis liefert. Wir behandeln dieses Problem mit Hilfe eines interaktiven
Modus, in dem ein Mensch das Entladesystem durch die manuelle Vorgabe
von Greifpunkten unterstützen kann. Der Wechsel des Betriebsmodus er-
laubt es, sich die überlegenen Fähigkeiten des Menschen in der Szenenana-
lyse zunutze zu machen. Ein solches semi-automatisches System ist nicht
nur als eigenständiges System denkbar, sondern es ist auch hilfreich, um
neue Entladestrategien manuell zu erproben, ohne komplexen Programm-
code schreiben zu müssen. So kann ein Operator testen, wie sich Reihenfol-
ge und Positionen der Greifpositionen auf den Entladevorgang auswirken.
Darüber hinaus kann ein interaktiver Modus auch als Benchmark für ein
vollautomatisches System dienen, denn die Greifpunkte die durch ein voll-
automatisches System ausgewählt werden, müssen sich mit manuell vorge-
gebenen Greifpunkten hinsichtlich der Gesamtentladezeit vergleichen lassen
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können.
Die vorliegende Arbeit entstand im Rahmen des Forschungsprojektes GENE-
SYS (Generisches Entladesystem, [1]). Ziel des Projektes war die Entwicklung
eines ﬂexiblen, sensor- und roboterbasierten Entladesystems, welches in der Lage
ist, Teile handzuhaben, welche in Position und Orientierung, sowie in Form und
Gewicht nicht exakt bekannt sind und zusätzlich verklemmt sein können. Das zu
entwickelnde System sollte somit einen Beitrag zum Griﬀ in die Kiste-Problem
liefern und insbesondere im Hinblick auf eine Anwendung im industriellen und
Logistikumfeld entwickelt werden.
1.3 Gliederung
Der Arbeit liegt folgende Gliederung zu Grunde:
Kapitel 2 beschäftigt sich mit dem aktuellen Stand der Technik auf dem Gebiet
des Griﬀ in die Kiste-Problems unter besonderer Berücksichtigung der Sensor-
datenverarbeitung. Des weiteren wird auf das Thema Greifen eingegangen und
das Thema Mensch-Roboter-Interaktion behandelt.
Anschließend wird inKapitel 3 das in dieser Arbeit entwickelte Konzept für die
Bildverarbeitung in einem generischen Entladesystem vorgestellt. Ebenfalls wird
ein Überblick über das Gesamtsystem gegeben und die einzelnen Komponenten
des Systems erläutert.
Das Kapitel 4 hat dann die Realisierung der Bildverarbeitung zum Inhalt.
Dazu gehört die Beschreibung verschiedener Kalibrierungsverfahren, der Contai-
nerlokalisierung und der Greifpunktbestimmung. Die einzelnen Verfahren werden
innerhalb des Gesamtsystems evaluiert und die Ergebnisse dargestellt.
Kapitel 5 beschreibt die Entwicklung und die Evaluierung zweier semi-auto-
matischer Entladesysteme, die mit Hilfe intuitiver Mensch-Roboter-Schnittstellen
gesteuert werden.
Die Arbeit endet schließlich in Kapitel 6 mit einer Zusammenfassung und
einem Ausblick.
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Dieses Kapitel behandelt den Stand der Technik für das Griﬀ in die Kiste-
Problem. Es werden Arbeiten vorgestellt die sensor- und roboterbasierte Ent-
nahmesysteme zum Gegenstand haben. Zusätzlich werden allgemeinere Arbeiten
zum Thema Greifen in der Robotik vorgestellt und das Thema Mensch-Roboter-
Interaktion anhand verschiedener Beispiele aus der Literatur erläutert.
2.1 Existierende Objektentnahmesysteme
Im Folgenden werden verschiedene sensor- und roboterbasierte Entnahmesyste-
me anhand der entsprechenden Literatur vorgestellt. Für jedes System wird kurz
erläutert welche Arten von Sensoren eingesetzt wurden, wie die Sensordatenver-
arbeitung prinzipiell realisiert wurde und was für Arten von Objekten mit dem
System gehandhabt werden konnten.
Ikeuchi, Horn et al. stellen 1983 ein sensor- und roboterbasiertes System zur
Entnahme eines Objektes von einem ungeordneten Objekthaufen vor [31, 30]. Für
die Aufnahme der Szene wird das sogenannte photometrische Stereo-Verfahren
eingesetzt. Dabei wird die Szene von mehreren, weit entfernten Lichtquellen aus
unterschiedlichen Richtungen nacheinander beleuchtet und mit einer 2D-Kamera
jeweils ein Grauwertbild erzeugt. Aus dem Vergleich der Helligkeitswerte der ein-
zelnen Bildpixel mit den Helligkeitswerten aus einer zuvor berechneten Reﬂexi-
onskarte, können die Oberﬂächennormalen in der Szene bestimmt werden. Nach
einem Segmentierungsschritt werden Histogramme der Verteilungen der Oberﬂä-
chennormalen berechnet und mit entsprechenden Histogrammen von zuvor ab-
gespeicherten Modellen verglichen. Daraus lassen sich Position und Orientierung
von erkannten Objekte ableiten, die als Greifposition für einen Roboter dienen.
Der Roboter kann so an die richtige Position und in die richtige Orientierung ver-
fahren werden, um das Objekt mit Hilfe eines Parallelbackengreifers anzuheben.
In [63] wird ein Ansatz zur Erkennung und Lagebestimmung komplexer Werk-
stücke vorgestellt, welche anschließend mit einem Roboter gegriﬀen werden sollen.
Mit einem Stereokamerasystem werden zunächst zwei Bilder der Szene aufgenom-
men. In den Bildern wird nach bestimmten einfachen Objektmerkmalen (z.B. nach
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kreisförmigen Öﬀnungen im Werkstück) gesucht, die eine robuste Identiﬁzierung
des Objektes zulassen. Durch Korrespondenzanalyse von Objektmerkmalen im
linken und rechten Kamerabild können die Position und Orientierung des Werk-
stücks bestimmt werden. Das vorgestellte System setzt voraus, dass die Werk-
stücke zuvor durch einfache Geometrien modelliert worden sind. Die Modellie-
rung wurde im vorgestellten System durch eine Trainingsphase realisiert, welche
allerdings durch einen menschlichen Operator überwacht werden muss.
Ein System, welches ausschließlich 2D-Kameras für die Greifpunktbestimmung
verwendet, wird in [32] beschrieben. Für das Greifen bekannter, rechteckiger
Blechteile wird unter kontrollierten Lichtbedingungen ein Aufnahme der Szene
erstellt. Auf dem Grauwertbild wird eine sogenannte Blobanalyse durchgeführt,
bei der versucht wird, in einem Bild zusammenhängende, homogene Regionen zu
ﬁnden. Der Schwerpunkt und die Hauptachsen der größten gefundenen Region
geben dann die Position und Orientierung des Greifpunktes vor.
In [40] wird ein roboterbasiertes System zum Depalettieren von Plastiksäcken
verwendet. In der beschriebenen Anwendung existiert nur eine Art von Objek-
ten und diese sind lagenweise, nebeneinander angeordnet. Mit Hilfe eines 2D-
Kamerabildes wird die Position der Palette detektiert. Da es in der vorgestellten
Anwendung zwei Möglichkeiten gibt, wie die Plastiksäcke angeordnet sein kön-
nen, muss noch die richtige Anordnung bestimmt werden. Ein Portalroboter, der
mit einem Vakuumgreifer ausgestattet ist, kann dann die Säcke anheben und der
weiteren Verarbeitung zuführen. Der Greifvorgang wird dabei durch einen Nähe-
rungssensor überwacht.
Das in [5] vorgestellte System erfasst die Szene mit einer Stereokamera. In dem
Tiefenbild wird nach einer ebenen Fläche gesucht, die weit oben liegt und die dafür
geeignet ist, dass an dieser ein Vakuumgreifer ansetzen kann. Für den Greifvor-
gang selbst ist daher kein Vorwissen über die Objekte notwendig. Das gegriﬀene
und damit separierte Objekt kann jedoch in einem nachfolgenden Arbeitsschritt
mit einer 2D-Kamera analysiert werden und anhand einer Modelldatenbank iden-
tiﬁziert werden.
Kristensen, Estable et al. stellen in [44] ein Griﬀ in die Kiste-System auf Ba-
sis einer sogenannten solid state range-Kamera vor. Bei dieser Kamera wird in
regelmäßigen Abständen ein Laserlichtimpuls ausgesendet. Das reﬂektierte Signal
wird durch einen extrem schnellen Shutter periodisch abgeschnitten. Somit hängt
die Menge des vom CCD-Chips registrierten Lichts direkt von der Entfernung zum
Objekt ab. Die Kamera liefert so ein Tiefenbild zurück, auf dem eine Ebenenseg-
mentierung durchgeführt wird. Anschließend wird ein modellbasiertes Verfahren
zur Erkennung von Quadern verwendet, um geeignete Greifpositionen für einen
Vakuumgreifer zu bestimmen. In [44] wird daneben auch noch ein modellfreier
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Ansatz vorgestellt, der Greifpositionen für einen Backengreifer ﬁnden kann.
Müller und Wörn beschreiben in [53] und [54] ein roboter- und sensorbasiertes
System zur Entnahme von ungeordneten und weitgehend unbekannten Objekten.
Das System beruht auf einem 6-Achs Industrieroboter, welcher mit einem Wech-
selgreifersystem ausgestattet ist. Es können verschiedene Arten von starren oder
elastischen Objekten entweder mit einem Parallelbacken- oder einem Vakuumgrei-
fer gegriﬀen werden. Mit einem Lasertriangulationsverfahren wird ein Tiefenbild
der Szene erstellt. Das Tiefenbild wird dann in ebene Flächen segmentiert, die
schließlich zur Greifpunktbestimmung verwendet werden. Die Tiefeninformatio-
nen werden zusätzlich benutzt, um Szenenbereiche danach zu unterscheiden, ob sie
für den Roboter sicher und kollisionsfrei befahrbar sind, ob sie durch Hindernisse
belegt sind, oder ob der Belegungszustand unbekannt ist. Mit diesem Wissen soll
eine zeitoptimale Greifplanung erreicht werden. In [54] wird das Entnahmesystem
durch einen zweiten Roboter erweitert, der sogenannte Untersuchungsoperationen
ausführen soll. Eine Untersuchungsoperation ist das versuchsweise Anheben eines
Objektes, um festzustellen ob dieses mit einem anderen Objekt oder Objektteil
verbunden ist. So soll ungewolltes Mitanheben und versehentliches Mitbewegen
anderer Objekte vermieden werden. Das vorgestellte System wurde im Rahmen
einer Kommissionieraufgabe bei einem Versandhandel erprobt (siehe Abb. 2.1).
Katsoulas und Bergen stellen in [38] ein Robotersystem zur Depalettierung von
Paketen mit bekannten Abmessungen vor. Sie benutzen einen am Roboterﬂansch
befestigten Laserscanner zur Aufnahme eines Tiefenbildes. Darin werden als ers-
tes Kanten und Ecken extrahiert. Aus den Richtungen und den Schnittpunkten
der Kanten können mit Hilfe einer Modelldatenbank Objekte erkannt und deren
Position und Orientierung bestimmt werden. Auf Basis dieser Informationen kann
schließlich der Roboter verfahren werden, der die Objekte mit einem Vakuumgrei-
fer aufnimmt.
In [37] und [39] untersucht Katsoulas eine verbesserte Möglichkeit, um quader-
förmige Objekte zu erkennen, um sie dann mit einem Roboter greifen zu können.
Wie in [38] werden in einem Tiefenbild Kanten und Ecken extrahiert. Die gefunde-
nen Ecken dienen dazu, sogenannte Superquadriken an günstigen Startpositionen
zu platzieren. Superquadriken sind parametrisierbare geometrische Modelle, die
eine große Variabilität an ellipsoidenförmigen und quaderförmigen Körpern reprä-
sentieren können. Es existieren robuste Verfahren, um Superquadriken iterativ in
3D-Daten einzupassen, wodurch gleichzeitig die Position und die Orientierung
eines Objektes rekonstruiert wird. Der Einsatz von Superquadriken erlaubt es,
ﬂexible Objekte zu modellieren und deren elastische Verformungen zu berück-
sichtigen. Das vorgestellte Verfahren setzt allerdings die ungefähre Kenntnis der
Abmessungen der zu ﬁndenden Objekte voraus.
7
2 Stand der Technik
Abbildung 2.1: Das dargestellte Entnahmesystem wurde versuchsweise in ei-
nem Versandhandel erprobt. Unterschiedliche, unbekannte Objek-
te werden dem System über eine Rutsche zugeführt und durch den
Roboter gegriﬀen. (Foto aus [54])
Boughorbel, Zhang et al. stellen in [9] ein Robotersystem mit einem Laserscan-
ner und einer Farbkamera zur Entnahme von bekannten und unbekannten Ob-
jekten aus einem Behälter vor. Eine 3D-Rekonstruktion der Szene wird ebenfalls
mit Hilfe von Superquadriken in einzelne Objekte oder Objektteile segmentiert.
Die so gewonnenen Positionsdaten werden dann für die Greifpunktbestimmung
und die Bahnplanung verwendet. Die 2D-Bilder der Farbkamera werden verwen-
det, um farbige Marker, die auf dem Roboterarm angebracht worden sind, zu
tracken. Dadurch soll die aktuelle Roboterposition überprüft und gegebenenfalls
korrigiert werden. Als ein Beispiel für eine reale Anwendung für das vorgestellte
Entnahmesystem wird die Sortierung von radioaktivem Abfall genannt.
In [72] wird ein Griﬀ in die Kiste-System vorgestellt, welches in der Lage ist,
ungeordnete, bekannte Objekte aus einem Behälter zu entnehmen. Dazu wird
oine eine Modelldatenbank generiert, die Tiefenbilder eines Objektes in allen
möglichen Orientierungen enthält. In einem aufgenommenem Tiefenbild wird an
jeder Position für jede Modellansicht ein Korrelationskoeﬃzient berechnet, wel-
cher die Übereinstimmung zwischen Modell und Daten angibt. Wurden bestimmte
Ansichten gefunden, hat man zugleich auch die zugehörigen Greifpositionen- und
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Abbildung 2.2: Prototyp eines Paketentladeroboters. Mit Hilfe eines speziellen
Sauggreifers können standardisierte Pakete aus einem LKW ent-
laden werden. (Foto aus [71])
orientierungen. Von allen erkannten Objekten, die kollisionsfrei erreicht werden
können, wird das am weitesten oben liegende Objekt gegriﬀen.
In [20], [79] und [71] wird ein Robotersystem zur Entladung von Paketen aus
Containern oder LKWs beschrieben. Das System besteht aus einem schwenkba-
ren Laserscanner, einem Portalroboter und einem speziell entwickelten Greifer,
der kubische Objekte bis 31kg greifen kann (siehe Abb. 2.2). Durch den Einsatz
des Portalroboters konnte der Arbeitsbereich und die Taktzeiten gegenüber einem
System, welches auf einem Schwenkroboter beruht, verbessert werden. Eine pro-
totypische Anlage wurde in einem Versandzentrum für die Entladung von Paketen
aus einem LKW erprobt.
Falls CAD-Modelle der zu greifenden Objekte vorliegen, können diese Daten be-
nutzt werden, um die Objekte zu detektieren und zu lokalisieren. Das Verfahren in
[42] wurde für Griﬀ in die Kiste-Anwendungen entwickelt und arbeitet auf einer
3D-Punktewolke der Szene. Die Punktewolke wird zuerst durch ein Gittermo-
dell approximiert und in Regionen ähnlicher Oberﬂächenkrümmung segmentiert.
Für jede Region wird anschließend ein sogenannter Harmonic Shape Context
(HSC) berechnet, der eine kompakte, lokale Beschreibung einer Oberﬂächenre-
gion ermöglicht. HSCs können für vorhandene CAD-Daten vorberechnet und in
einer Modelldatenbank abgelegt werden. Durch Vergleiche der HSCs werden dann
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(a) (b) (c)
Abbildung 2.3: Die Abbildungen zeigen die aufgenommene Punktewolke (a), ein-
gepasste, einfache Geometrien (Zylinder) (b) und den Greifvor-
gang unter Einsatz eines speziellen Sauggreifers. (Bilder aus [78])
Position und Orientierung der zu suchenden Objekte bestimmt.
Auch [8] macht sich CAD-Daten für die Lokalisierung bekannter Objekte zu
Nutze. Auf Basis der CAD-Modelle werden oine künstliche Tiefenbilder für viele
verschiedene Ansichten der Objekte erzeugt. Diese simulierten Ansichten werden
mit einem aufgenommenen Tiefenbild verglichen und so eine Liste potentieller Ob-
jektpositionen erzeugt. Diese (groben) Objektpositionen dienen als Initialisierung
für ein iteratives Verfahren zur Einpassung des CAD-Modells in das Tiefenbild.
Am Fraunhofer IPA wurde ein Verfahren zur Erkennung der Objektlage von
Werkstücken für die automatische Handhabung in der Industrie entwickelt [78].
Der Ansatz beruht auf der iterativen Einpassung von einfachen Geometrien (z.B.
Zylinder oder Kegel) in eine 3D-Punktewolke. Da viele industrielle Werkstücke gut
durch einfache Geometrien (oder Kombinationen einfacher Geometrien) angenä-
hert werden können, soll so eine große Bandbreite (auch komplexer) Teile erkannt
werden. Die notwendigen Messdaten werden zuvor durch ein Lasertriangulations-
verfahren gewonnen. In einem Demonstrator, bestehend aus einem Roboter und
einem speziellen Sauggreifer, konnten erfolgreich zylinderförmige Bauteile aus ei-
nem Behälter entnommen werden (siehe Abb. 2.3).
Tabelle 2.1 listet noch einmal einige der beschriebenen Entladesysteme auf. Es
wurden nur solche Systeme in der Tabelle aufgeführt, die als funktionsfähiger
Demonstrator realisiert worden sind.
Für eine umfassende Auﬂistung weiterer Griﬀ in die Kiste-Systeme aus den
Jahren bis einschließlich 2000 sei auch noch auf [55] und [54] verwiesen.
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System Aufnhametechnik Objekte
Ikeuchi und Horn
1983 [31, 30]
photometrisches
Stereo
bekannt, ungeordnet, überlap-
pend (Donuts)
Rahardja und Kosaka
1996 [63]
Stereokamerasystem bekannt, ungeordnet, überlap-
pend (Industriebauteile)
Ikonen und Kalviai-
nen 1997 [32]
2D-Kamera ﬂach, rechteckig, bekannt, unge-
ordnet, überlappend (standardi-
sierte Pakete)
Kavoussanos und
Pouliezos 2000 [40]
2D-Kamera bekannt, lagenweise angeordnet,
nicht überlappend (Säcke)
Berger und Bachler
2000 [38]
Stereokamerasystem unbekannt, ungeordnet, überlap-
pend (industrielle Werkstücke)
Kristensen et al. 2001
[44]
solid state range
camera
bekannt, ungeordnet, überlap-
pend (Schachteln)
Müller und Wörn
2001 [54, 53]
Laser-
Triangulations-
Scanner
unbekannt, ungeordnet, überlap-
pend (Hart- und Weichware)
Katsoulas und Ber-
gen 2002 [38]
am Roboterﬂansch
montierter TOF-
Laserscanner
quaderförmig mit bekannten Ab-
messungen, ungeordnet, überlap-
pend
Boughorbel und
Zhang 2003 [9]
Laser-
Triangulations-
Scanner
unbekannt, ungeordnet, überlap-
pend (geometrisch durch Super-
quadriken modellierbar)
Schraft und Leder-
mann 2003 [72]
3D-Laserscanner bekannt, ungeordnet, überlap-
pend (Metallgehäuse)
Katsoulas 2005 [39] am Roboterﬂansch
montierter TOF-
Laserscanner
quaderförmig mit bekannten Ab-
messungen, ungeordnet, überlap-
pend (durch Superquadriken mo-
dellierbar)
Echelmeyer und Tank
2005 [20, 79]
schwenkbarer
TOF-Laserscanner
kubisch, ungeordnet, nicht über-
lappend (standardisierte Pakete)
Stotz und Verl 2008
[78]
Laser-
Triangulations-
Scanner
durch einfache Geometrien mo-
dellierbare Objekte, ungeordnet,
überlappend (industrielle Werk-
stücke)
Tabelle 2.1: Eigenschaften ausgewählter roboter- und sensorbasierter Entladesys-
teme. Die aufgelisteten Systeme wurden in Form funktionsfähiger De-
monstratoren realisiert.
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2.2 Greifen
Das Thema Greifen ist in der Robotik ein aktives Forschungsfeld und für das Griﬀ
in die Kiste-Problem von zentraler Bedeutung. Im Folgenden sollen allgemeine
Aspekte des roboterbasierten Greifens anhand entsprechender Literatur vorge-
stellt werden. Neben Grundlagen für das Finden stabiler Griﬀe, werden weitere
Ansätze zum Thema Greifen vorgestellt, die zwar das Griﬀ in die Kiste-Problem
nicht direkt behandeln, aber für die Problemstellung in dieser Arbeit von Interesse
sind.
Das Greifen beliebiger, d.h zuvor nicht bekannter Gegenstände ist ein über-
aus komplexer Vorgang, bei dem hohe kognitive und motorische Anforderungen
bestehen. Das universellste und ﬂexibelste derzeitige Greifsystem ist das des Men-
schens. Das Zusammenspiel von Objekterkennungsleistungen, taktilen und senso-
rischen Fähigkeiten und der besondere Aufbau der Hände erlaubt es dem Men-
schen, die verschiedensten Objekte sicher zu greifen und zu manipulieren.
Im Bereich der Industierobotik und der Automatisierungstechnik triﬀt man
häuﬁg auf klar deﬁnierte Handhabungsaufgaben, bei denen ein bekanntes Werk-
stück, an vorher festgelegten Positionen gegriﬀen und abgelegt werden soll. Bei
solchen Aufgaben können die Greifpositionen fest einprogrammiert werden. Es
kommen speziell an das Werkstück angepasste Greifer zum Einsatz, die zwar we-
nig ﬂexibel, aber für die jeweilige Aufgabe sehr robust greifen [28, 82].
Die eigentliche Herausforderung beim roboterbasierten Greifen besteht jedoch
im sicheren Fassen und Manipulieren von zuvor nicht bekannten Objekten. Die
größte Schwierigkeit liegt in der automatischen Auswahl geeigneter Kontaktpunk-
te an denen ein Greifer ansetzen kann.
Für eine gegebene Anzahl an Kontaktpunkten zwischen einem Objekt und ei-
nem Greifer und für eine vorgegebene Objektgeometrie, kann analytisch bestimmt
werden, wie die Kontaktpunkte verteilt werden müssen, so dass ein stabiler Griﬀ
zustande kommt. Die Kontaktpunkte selbst können dabei mit oder ohne Reibung
modelliert werden oder als weiche Kontaktpunkte betrachtet werden. Von der Art
der Modellierung hängt es ab, ob bei der Analyse ausschließlich Kräfte entlang
der Normalenrichtungen betrachtet werden oder auch solche, die tangential zur
Objektoberﬂäche wirken.
Ein stabiler Griﬀ ist dann erreicht, wenn die Summe aller Kräfte und Momen-
te an den Kontaktpunkten mit allen äußeren Kräften und Momenten, die auf
das Objekt wirken im Gleichgewicht sind. Hierbei lässt sich zwischen Kraft- und
Formschluss unterscheiden. Bei einem Kraftschluss wird auch die Reibungskraft
zwischen Greifer und Objekt berücksichtigt, während bei einem Formschluss das
Objekt allein aufgrund der passenden Form gehalten wird.
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Für eine Beschreibung verschiedener Verfahren zur Synthese von Greifkontakt-
punkten und der Eigenschaften von Griﬀen siehe z.B. [7], [19] oder [57].
Für die Berechnung von stabilen Griﬀen bei planaren 2D-Objekten sei auch auf
Ponce et al. [61] oder Christopoulos et al. [16] verwiesen. Bei diesen Methoden zur
Greifpunktbestimmung werden die Objekte durch ihre 2D-Kontur repräsentiert,
welche z.B. aus einem segmentierten 2D-Bild gewonnen werden kann.
In [52] wird ein heuristisches Verfahren zur 3D-Greifplanung für anthropomor-
phe Roboterhände vorgestellt. Der Ansatz basiert auf der Approximation der zu
greifenden Objekte durch einfache geometrische Körper wie z.B. Quader oder
Zylinder. Um die große Anzahl möglicher Greiferkonﬁgurationen berechenbar zu
machen, wird zunächst eine kleine Anzahl sinnvoller Greifpositionen heuristisch
generiert. Für jede Greiferkonﬁguration wird danach die Erreichbarkeit überprüft
und ein Qualitätsmaß berechnet [51]. Die Greiferkonﬁguration mit der besten
Bewertung wird schließlich übernommen.
Die bisherigen Ansätze gehen davon aus, dass ein 2D- oder 3D-Modell des zu
greifenden Objektes entweder bereits bekannt ist oder rekonstruiert werden kann
[23]. In realistischen Anwendungen ist die korrekte Rekonstruktion von Objekten
auf Basis von Sensordaten jedoch oft mit einer großen Unsicherheit behaftet oder
aufgrund von unvollständigen Daten nur teilweise möglich.
Saxena et al. [68] schlagen deshalb einen lernenden Algorithmus vor, der oh-
ne 3D-Modell auskommt. In zwei (oder mehr) 2D-Bildern wird unmittelbar nach
Positionen gesucht, an denen ein Objekt sinnvoll gegriﬀen werden kann. Das Ver-
fahren wertet dazu kleine Bildbereiche mit Methoden der Mustererkennung aus
und klassiﬁziert diese nach gültigen und nicht gültigen Greifpositionen. Falls gül-
tige Greifpositionen in verschiedenen 2D-Bildern miteinander korrespondieren,
kann die 3D-Position des Greifpunktes durch Triangulation gefundenen werden.
Das Verfahren hat den Vorteil, dass die Bestimmung von Greifpunkten auch bei
unbekannten Objekten möglich ist.
2.3 Mensch-Roboter-Interaktion
In Kapitel 5 werden neuartige Möglichkeiten zur interaktiven Bedienung eines
Entladesystems präsentiert. In diesem Abschnitt geht es deshalb um aktuelle
Forschungen im Bereich der Mensch-Roboter-Interaktion und neuartigen Einga-
bemöglichkeiten für Robotikanwendungen.
Verglichen mit der Erforschung von Mensch-Computer-Schnittstellen [43] ist
die Untersuchung von Mensch-Roboter-Schnittstellen (HRI) noch relativ jung.
Yanco et al. [84] sowie Scholtz et al. [70] haben verschiedene HRIs zur Steuerung
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Abbildung 2.4: Der Mensch zeigt dem Roboterassistenten mit einem Laserpointer
an, wo ein Werkstück auf dem Förderband abgelegt werden soll.
(Foto aus [77])
von Rettungsrobotern miteinander verglichen und versucht, verschiedene Güte-
kriterien für die Evaluierung von HRIs anzuwenden. Allgemeine Qualitätsmaße
für HRIs werden auch in [75] behandelt.
In [76] und [77] präsentieren Stopp et al. einen mobilen, roboterbasierten As-
sistenten für den Einsatz in Fabrikationsanlagen. Ziel war es herauszuﬁnden, wie
Mensch und Roboter in einer Industrieumgebung eﬀektiv miteinander kooperie-
ren können und wie Robotersysteme intuitiv für neue Aufgaben programmiert
werden können. Zu Demonstrationszwecken wurde eine Anwendung realisiert, in
der ein menschlicher Operator dem Roboter interaktiv eine Bewegungssequenz
vorgeben kann. Der Mensch kann auf einem PDA ein Werkstück auswählen und
anschließend mit Hilfe eines Laserpointers auf einem Förderband eine Zielpositi-
on anzeigen, an der das Objekt abgelegt werden soll (siehe Abb. 2.4). Weiterhin
wurde untersucht, welche Möglichkeiten es gibt, einem mobilen Roboterassisten-
ten per Gesten Befehle zu erteilen.
Mobile Roboterassistentssysteme werden ebenfalls in [26] und [73] beschrieben.
Nach einer Deﬁnition der Autoren ist Roboterassistenz durch eine direkte Inter-
aktion mit dem System und ein starkes Maß an Flexibilität gekennzeichnet. Es
unterstützt den Menschen durch Sensorik, Aktuatorik und Datenverarbeitung,
so dass sich die Stärken von Mensch und Roboter sinnvoll ergänzen. Die in [26]
und [73] vorgestellten Systeme sollen den Menschen bei manuellen Aufgaben in
der Produktion unterstützen, z.B. bei Montage- oder Schweißarbeiten. Gesteu-
ert werden die Systeme über eine Mensch-Maschine-Schnittstelle, welche auch
Sprachkommandos entgegennimmt.
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Abbildung 2.5: Mit dem Laserpointer wird ein Gegenstand ausgewählt (links).
Die 3D-Position des Laserpunktes wird bestimmt (mitte) und das
gewünschte Objekt gegriﬀen (rechts). (Bilder aus [41])
Eine neuartige eventbasierte Softwarearchitektur zur Interaktion mit Robo-
terassitenzsystemen wird in [64] vorgestellt. Verschiedene Modalitäten wie Ges-
tenkommandos, Spracheingabe oder Ergebnisse einer Objekterkennung werden
miteinander verknüpft und danach in Aktionen transformiert.
In [41] und [15] wird ein mobiles Roboterassitenzsystem zur Unterstützung von
körperlich beeinträchtigten Menschen vorgestellt (siehe Abb. 2.5). Der Benutzer
hat hierbei verschiedene Möglichkeiten einen Gegenstand aus seiner Umgebung
auszuwählen, der dann vom mobilen Robotersystem gegriﬀen und an einer ge-
wünschte Stelle platziert werden kann. Die Auswahl des Objektes kann über einen
Standardlaserpointer oder einen speziellen am Ohr befestigten Laserpointer erfol-
gen. Der Laserpunkt wird mit einer omnidirektionalen Kamera detektiert und
anschließend seine 3D-Position mit Hilfe einer schwenkbaren Stereokamera be-
stimmt. Als weitere Interaktionsmöglichkeit wird die Vorgabe eines Gegenstandes
durch Markieren auf einem Touchscreen genannt. Auch in diesem Fall kann die
3D-Position des Objektes über das Stereokamerasystem ermittelt werden. Auf
Basis der 3D-Position wird dann eine Greifposition berechnet, das mobile Robo-
tersystem in die Nähe des Objektes gefahren und ein Greifvorgang gestartet.
Eine Möglichkeit, wie im industriellen Umfeld das sogenannte Programmieren
durch Vormachen realisiert werden kann, wird in [49] beschrieben. Zur Program-
mierung von Bewegungsabläufen, etwa für Schweiß- oder Klebeprozesse, wird der
Roboter von Hand entlang der gewünschten Bahn geführt. Die Bahn wird dabei
aufgenommen und kann anschließend noch nachbearbeitet werden. Die Interakti-
on zwischen Robotersystem und Benutzer kann dabei entweder taktil, über eine
graﬁsche Schnittstelle oder über Sprachkommandos erfolgen.
Eine innovative Form der Mensch-Roboter-Interaktion wird in [60] vorgestellt.
Es wurde untersucht, wie ein Industrieroboter durch aufmalen programmiert wer-
den kann. Mit Hilfe eines digitalen Stiftes, der auf beliebigen Oberﬂächen funktio-
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Abbildung 2.6: Dargestellt ist eine virtuelle Lackierpistole die über kugelförmige
Marker getrackt werden kann. Mit Hilfe des Eingabetools können
manuell Bahnen generiert werden, die dann von einem Roboter
abgefahren werden können. (Foto aus [58])
niert, wird die gewünschte Manipulationsaufgabe aufgezeichnet und automatisch
in ein Roboterprogramm umgewandelt. Als Einsatzort für so ein Verfahren werden
kleine und mittlere Unternehmen (KMUs) genannt, wo aufgrund kleiner Produk-
tionstückzahlen ein großer Bedarf besteht, Roboter möglichst einfach und ﬂexibel
für neue Aufgaben programmieren zu können.
Ein ähnlicher Ansatz zur Mensch-Roboter-Interaktion wird auch in [66] präsen-
tiert. Grundlage ist ein Handheld-Computer auf dem die Karte einer Szene dar-
gestellt ist, in der sich ein mobiler Roboter bewegen kann. Auf dem berührungs-
empﬁndlichen Display des Eingabegerätes können mit einem Zeigestift Bahnen
aufgezeichnet werden, die dann vom Roboter abgefahren werden. Durch Ausfüh-
ren bestimmter Zeigegesten auf dem Display, können darüber hinaus vordeﬁnierte
Kommandos an den mobilen Roboter übermittelt werden.
Schmid und Hoﬀmann benutzen ein Touchpad oder eine künstliche Haut, um
einen humanoiden Roboter mit einer taktilen Sprache zu kontrollieren [69]. Per
Fingerbewegungen kann der Tool Center Point (TCP) des Roboterarms entweder
direkt bewegt werden oder es lassen sich komplexe Kommandos (z.B. Greifen,
Loslassen, etc.) über vordeﬁnierte taktile Gesten eingeben.
Nissum et al. stellen in [58] eine virtuelle Umgebung für die Programmierung
eines Lackierroboters vor. Der Anwender steht vor einer 3D-Projektionsleinwand,
in der ein zu bearbeitendes Werkstück dargestellt wird. Mit Hilfe einer getrackten
Lackierpistole (siehe Abb. 2.6) kann ein virtueller Farbauftrag simuliert und der
vom Menschen vorgegebene Pfad aufgezeichnet werden. Die Bewegung kann an-
schließend auf eine Robotersteuerung übertragen und durch den Roboter in der
realen Arbeitszelle reproduziert werden.
Ein aktives Forschungsgebiet der Mensch-Roboter-Interaktion ist die roboter-
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gestützte Chirurgie [80]. Ein Einsatzgebiet ist die sogenannte minimalinvasive
Chirurgie, bei der der Eingriﬀ über kleine Einschnitte mit Hilfe von Endosko-
pen und speziell konstruierten Instrumenten erfolgt. Durch die Einführung von
Teleoperationssystemen [25] kontrolliert der Chirurg die Instrumente nicht mehr
direkt, sondern über eine spezielle Nutzerschnittstelle, während die eigentlichen
Bewegungen durch einen Roboter ausgeführt werden. Der Chirurg hat dabei volle
sechs Freiheitsgrade und wird zusätzlich durch Bewegungsskalierung, Tremorun-
terdrückung und Stereovision unterstützt. Durch die Integration von haptischem
Feedback [48] kann der Grad der Immersivität noch weiter erhöht werden und die
Präzision bei der Steuerung des Roboters verbessert werden.
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In diesem Kapitel werden zunächst Anforderungen beschrieben, die an Bildauf-
nahmeverfahren und Bildverarbeitung in einem generischen Entladesystem ge-
stellt werden. Danach wird das Konzept einer komponentenbasierten Hard- und
Softwarearchitektur vorgestellt, die leicht an unterschiedliche Entladesysteme und
Entladeaufgaben angepasst werden kann.
3.1 Anforderungen an das
Bildaufnahmeverfahren
3.1.1 Vergleich verschiedener Bildaufnahmeverfahren
Damit Roboter ﬂexibel auf ihre Umgebung reagieren können, kommen unter-
schiedliche Verfahren zur Erfassung der Umwelt zum Einsatz: So werden Kräfte
und Momente, welche am Endeﬀektor des Roboters auftreten mit Hilfe von Kraft-
/Momentensensorik gemessen, Näherungssensoren dienen zur Gewinnung von Ab-
standsinformationen, mit Inertialsensoren können Orientierungen bestimmt wer-
den und mit Hilfe von Kameras und Tiefensensoren können 2D- und 3D-Bilddaten
erzeugt werden.
Im Rahmen dieser Arbeit wurden verschiedene 3D-Bildaufnahmeverfahren mit-
einander verglichen und hinsichtlich des Einsatzes in einem Entladesystem beur-
teilt.
Stereokamerasysteme Bei einem Stereokamerasystem wird ein Objekt oder ei-
ne Szene von zwei verschiedenen Kamerapositionen aus aufgenommen. Aufgrund
der unterschiedlichen Blickwinkel der Kameras, wird ein und derselbe Punkt auf
einem Objekt an verschiedenen Positionen in den Bildebenen der Kameras abge-
bildet. Der Unterschied der Positionen wird auch als Disparität bezeichnet und ist
umso kleiner, je weiter der Punkt von den Kameras entfernt ist. Bei bekannten
Kameraparametern und bekannter Anordnung der Kameras, lässt sich aus der
Disparität die Entfernung des Objektpunktes bestimmen. Die Herausforderung
bei der Berechnung von Tiefeninformationen aus Stereobildern, besteht in der
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Bestimmung von korrespondierenden Punkten im linken und rechten Kamerabild
(Korrespondenzproblem). Besonders für wenig strukturierte Bereiche stellt dies
ein schwieriges Problem dar.
Triangulation mit strukturiertem Licht Bei diesem 3D-Bildaufnahmeverfah-
ren projiziert ein Lichtprojektor spezielle Muster auf die Szene, die dann von einer
Kamera aufgenommen werden. Meist wird eine Sequenz von Streifenmustern mit
unterschiedlichen Balkenbreiten und Verschiebungen eingesetzt. Bei geeigneter
Wahl der Sequenz, kann durch die Folge von hellen und dunklen Kamerapixeln
eine eindeutige Korrespondenz zwischen Punkten in der Projektorebene und der
Kameraebene hergestellt werden. Ist die Anordnung zwischen Lichtprojektor und
Kamera bekannt, kann ähnlich wie bei einem Stereokamerasystem, für jeden Pixel
im Kamerabild ein Tiefenwert bestimmt werden.
Laserbasierte Triangulation Bei diesem Verfahren wird in der Szene mit Hilfe
von Laserlicht eine Lichtebene erzeugt. Die Lichtebene schneidet sich mit dem
zu vermessenden Objekt, so dass auf der Oberﬂäche des Objektes eine Proﬁllinie
entsteht, die von einer Kamera aufgenommen wird. Aus der Projektion der Pro-
ﬁllinie im Kamerabild kann dann die Kontur des Objektes berechnet werden. Pro
Messung erhält man die Tiefeninformtionen jeweils nur für eine Ebene. Für eine
ﬂächendeckende Messung muss entweder die Laserebene über die Szene oder das
zu vermessende Objekt unter der Laserebene hindurch bewegt werden.
Laserbasiertes Laufzeitverfahren Laserscanner, die auf Basis des Laufzeitver-
fahrens (Time-of-Flight-Sensor, TOF) arbeiten, messen die Zeit, die ein emit-
tiertes Signal benötigt, um von einem Objekt reﬂektiert und wieder vom Sensor
registriert zu werden. Für die gesuchte Entfernung z ergibt sich dann:
z =
ct
2
(3.1)
wobei c die Ausbreitungsgeschwindigkeit des Signals und t die gemessene Zeit
ist. In einem Laserscanner beﬁndet sich ein schnell rotierender Spiegel, der den
Laser horizontal ablenkt, so dass Entfernungswerte für eine ganze Scanebene zur
Verfügung stehen. Um eine ﬂächendeckende Messung zu bekommen, muss die
Scanebene relativ zum Objekt bewegt werden.
Photonic Mixer Device Ein Photonic Mixer Device (PMD-Sensor) arbeitet
ebenfalls nach dem Laufzeitverfahren. Von einer Infrarotlichtquelle wird ein am-
plitudenmoduliertes Signal ausgesandt, welches von der Szene reﬂektiert wird.
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Die Laufzeit ergibt sich dann aus der Phasendiﬀerenz zwischen dem aus- und
eingehendem Signal. Ein Nachteil bei diesem Verfahren ist die Mehrdeutigkeit
bei der Tiefenmessung, da die Phase nur in einem Intervall von −pi bis +pi be-
stimmt werden kann. Mit einem PMD-Sensor kann pro Messung ein vollständiges
Tiefenbild aufgenommen werden bei einer Bildwiederholrate von mehr als 10Hz.
PMD-Sensoren haben nach dem derzeitigen Stand der Technik eine sehr geringe
laterale Auﬂösung.
3.1.2 Fazit für den Einsatz im Entladesystem
Die Anforderungen an ein Bildaufnahmeverfahren für ein Entladesystem, ergeben
sich aus der Art der Entladeaufgabe und den Umgebungsbedingungen am späteren
Einsatzort.
In dieser Arbeit wird von einem Einsatz im industriellen Umfeld (z.B. in Fa-
brikanlagen) oder im Logistikbereich (z.B. in Warenverteilzentren) ausgegangen.
Dort herrschen oftmals ungünstige Beleuchtungssituationen, d.h. der Entladebe-
reich ist ungleichmäßig oder schlecht ausgeleuchtet.
Sowohl Stereokamerasysteme als auch Systeme auf Basis strukturierten Lichts
liefern unter schwierigen Lichtverhältnissen keine zuverlässigen Ergebnisse. Sen-
soren auf Basis von Laserlicht sind hier deutlich robuster.
Die triangulationsbasierten Verfahren haben die Eigenschaft, dass ihre absolu-
te Sensitivität für die Tiefenbestimmung mit dem Quadrat der Entfernung ab-
nimmt, während laufzeitbasierte Verfahren über ihrem gesamten Arbeitsbereich
einen konstanten Fehler in der Tiefenmessung aufweisen.
Für unsere Anwendung stellte sich ein Laserscanner, der auf einer schwenkbaren
Bewegungseinheit montiert ist als praktikable Lösung heraus. Neben einer guten
Auﬂösung kann durch diese Kombination eine relative Unabhängigkeit von der
Umgebungsbeleuchtung und der Oberﬂächenbeschaﬀenheit der Objekte erzielt
werden. Die letzte Eigenschaft ist insbesondere dann wichtig, wenn unbekannte
Objekte gehandhabt werden müssen, z.B. bei der Entladung von Stoﬀtaschen oder
Koﬀern aus einem Gepäckcontainer.
Wenn bestimmte Bereiche der Szene, z.B. durch Containerwände, verschattet
sind, kann eine fest montierte Laserscanner-Bewegungseinheit die Szene u.U. nicht
vollständig erfassen. In solchen Fällen kommt ein am Roboterﬂansch befestigter
PMD-Sensor zum Einsatz. Aufgrund der kleinen Abmessungen des Sensors, kann
der Roboter ﬂexibel verfahren, und der Erfassungsbereich des Sensors deutlich er-
höht werden. Die geringe Auﬂösung des PMD-Sensors wird durch Verschmelzung
vieler Einzelaufnahmen während einer Roboterbewegung kompensiert.
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3.2 Anforderungen an die Bildverarbeitung
Die wesentlichen Aufgaben der Bildverarbeitung für das generische Entladesystem
bestehen in der Positionsbestimmung (Lokalisierung) des Behälters und in der
Bestimmung geeigneter Greifpositionen für den Roboter.
Positionsbestimmung des Behälters In realistischen Szenarien kann die Posi-
tion und die Orientierung des Behälters variieren. Eine exakte Lokalisierung des
Behälters ist jedoch notwendig, um das Kollisionsmodell (siehe Abschnitt 3.4.2)
mit der Realität in Übereinstimmung bringen zu können. Des weiteren kann der
Suchraum für die Greifpunktbestimmung erheblich eingeschränkt werden, wenn
bekannt ist, wo sich der Behälter beﬁndet. In der vorliegenden Arbeit wird davon
ausgegangen, dass die geometrischen Abmessungen des Behälters bekannt sind,
d.h. das Problem der Behälterklassiﬁkation bzw. -identiﬁzierung wird hier nicht
behandelt. Ein Verfahren zur Lokalisierung eines Containers wird in Abschnitt
4.2 beschrieben.
Greifpunktbestimmung Eine wichtige Anforderung bei der Entwicklung des
generischen Entladesystems besteht darin, dass keine exakte Kenntnis über die
Geometrie und die Beschaﬀenheit der zu greifenden Objekte vorausgesetzt werden
soll.
Daraus ergibt sich, dass wir die vielfältigen Methoden zur Objekterkennung [47,
50] für die Greifpunktbestimmung nicht einsetzen können. Bei diesen Verfahren
werden in einer Bildaufnahme unbekannte Objekte anhand einer repräsentativen
Menge bekannter Objekte klassiﬁziert und lokalisiert.
Flexiblere Ansätze basieren auf der Einpassung von deformierbaren Modellen in
die aufgenommenen Daten. Obwohl diese Verfahren mit einer sehr viel größeren
Variabilität an Objekten zurechtkommen, setzen sie dennoch voraus, dass die
Objekte durch eine Klasse parametrisierbarer Modelle beschrieben werden können
[18, 37].
In der vorliegenden Arbeit wird daher ein einfacherer Ansatz verfolgt, der auf
eine Objekterkennung verzichtet. Stattdessen werden Regionen in der Szene be-
stimmt, an denen ein vorgegebener Greifer ansetzen kann. Dadurch können sinn-
volle Greifpunkte für weitgehend unbekannte oder schwer zu modellierende Ob-
jekte gefunden werden. Die entwickelten Verfahren werden in den Abschnitten 4.4
und 4.5 erläutert.
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3.3 Hardwarearchitektur
3.3.1 Aufbau der Entladezelle
Im Rahmen dieser Arbeit wurden verschiedene Entladezellen aufgebaut. Die Ent-
ladezellen unterscheiden sich zwar in einzelnen Hardware- oder Softwarekompo-
nenten, nicht aber in ihrem prinzipiellen Aufbau und der grundsätzlichen Funkti-
onsweise. An dieser Stelle wird deshalb exemplarisch der in Abbildung 3.1 darge-
stellte Aufbau beschrieben. Je nach Entladeaufgabe werden der verwendete Robo-
ter, die Art des Greifers oder die eingesetzten Sensoren variieren. Die abgebildete
Roboterzelle enthält einen 6-Achs Industrieroboter (mit einer Tragfähigkeit von
150kg), der mit einem Vakuumgreifer ausgestattet ist. Vakuumgreifer arbeiten mit
Unterdruck und sind für Objekte mit ebenen Oberﬂächen geeignet. In der Zel-
le beﬁndet sich ein Container (Abmessungen: 1200mm × 1500mm × 1200mm),
in dem sich Pakete beﬁnden. Andere Arten von Objekten sind jedoch ebenfalls
möglich. Als optische Sensoren sind eine Farbkamera und ein schwenkbarer Lasers-
canner vorhanden. Auf einem Standard-PC wird die Sensordatenverarbeitung, die
Berechnung der Roboterbewegungen, die Mensch-Maschine-Kommunikation und
die Ablaufsteuerung ausgeführt. Die Ausführung der Roboterbewegung und die
Ansteuerung der Motoren erfolgt dann in der Robotersteuerung. Eine vereinfachte
Darstellung der Hardwarearchitekur ist in Abbildung 3.2 dargestellt.
3.3.2 Kalibrierung der optischen Sensoren
Jeder Sensor gibt Messwerte in Bezug zu einem Sensorkoordinatensystem zurück.
Damit ein Roboter anhand von Sensordaten korrekt verfahren werden kann, müs-
sen die relativen Positionen der einzelnen Sensorkoordinatensysteme bezüglich
des Roboterkoordinatensystems bekannt sein. Die Bestimmung der notwendigen
Transformationen wird auch als Kalibrierung bezeichnet. Je nach Sensorart wer-
den dafür unterschiedliche Verfahren eingesetzt.
Für die Kamerakalibrierung wird ein Kalibrierungsmuster verwendet, welches
am Roboterﬂansch befestigt und mit verschiedenen Roboterpositionen aufgenom-
men wird. Aus den Roboterpositionen und der Geometrie des Kalibriermusters
können die intrinsischen Kameraparameter (Brennweite, optische Verzerrung) und
die extrinsischen Kameraparameter (Position und Orientierung)berechnet werden
[81, 86].
Für die Kalibrierung des Laserscanners wird eine Kalibrierplatte verwendet, die
ebenfalls am Roboterﬂansch befestigt wird und in verschiedenen Roboterpositio-
nen gescannt wird. Anschließend lässt sich auch für den Laserscanner die gesuchte
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Farbkamera
Laserscanner
mit Vakuumgreifer
6-Achs-Roboter
Container
Abbildung 3.1: Die Entladezelle besteht aus einem Industrieroboter mit Vakuum-
greifer, verschiedenen Sensoren und einem Container. Hier werden
gerade Pakete entladen.
Farb-
kamera
Laser-
scanner
PMD-
Sensor
PC
(echtzeitfähig)
Roboter-
steuerung
Abbildung 3.2: Vereinfachte Darstellung der Hardwarearchitektur: Die Senso-
ranbindung und -auswertung erfolgt über einen echtzeitfähigen
Standard-PC. Die Roboterbewegungen werden über die Roboter-
steuerung ausgeführt.
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Transformation bestimmen.
Der am Roboterﬂansch befestigte PMD-Sensor kann über mehrere Aufnahmen
einer bekannten und festen Ebene kalibriert werden.
Eine genaue Beschreibung der einzelnen Kalibrierverfahren und die Untersu-
chung der Genauigkeit der Verfahren erfolgt in Kapitel 4.
3.4 Softwarearchitektur
3.4.1 Modularisierung
Damit das Entladesystem leicht an verschiedene Aufgaben angepasst werden
kann, strebten wir bei der Realisierung der Softwarearchitektur eine starke Modu-
larisierung in einzelne Funktionskomponenten an. Die Kommunikation zwischen
den Komponenten erfolgt dabei über vorher deﬁnierte Schnittstellen. Eine solche
Architektur hat mehrere Vorteile:
Wartbarkeit Durch die Aufteilung in kleinere Funktionseinheiten wird die Soft-
warearchitektur übersichtlicher und Fehler lassen sich leichter identiﬁzieren
und korrigieren. Durch die deﬁnierten Schnittstellen kann das Ein- und Aus-
gabeverhalten der einzelnen Softwarekomponenten leichter analysiert wer-
den.
Wiederverwendbarkeit Die Softwarekomponenten können in verschiedenen Kon-
ﬁgurationen miteinander verknüpft oder gegen andere Komponenten ausge-
tauscht werden, so dass das Gesamtsystem leicht an verschieden Entlade-
aufgaben angepasst werden kann. Dadurch wird eine hohe Wiederverwend-
barkeit einzelner Funktionseinheiten erreicht.
Verteilbarkeit Durch die modulare Struktur können die Komponenten bei Bedarf
auf verschiedenen Rechnern oder Betriebssystemen ausgeführt werden, um
die Ausführungsgeschwindigkeit oder die Verfügbarkeit des Gesamtsystems
zu erhöhen.
Im Rahmen dieser Arbeit wurde die Open Robot Control Software (ORO-
COS) verwendet. Hierbei handelt es sich um eine freie, komponentenbasierte
Middleware, die speziell für die Steuerung von Robotern und Maschinen ent-
wickelt wurde [11, 12]. Ein wichtiger Aspekt dieses Softwareframeworks ist die
Echtzeitfähigkeit auf Basis eines erweiterten Linux-Betriebssystems.
Abbildung 3.3 zeigt die wesentlichen Komponenten der von uns entwickelten
Softwarearchitektur. Die Softwarearchitektur unterteilt sich in einen Echtzeit-
25
3 Konzept und Systemübersicht
2D/3D-
Sensoren
Bildver-
arbeitung
Kollisions-
modell
Strategie Bahn-planung
Bewegungs-
generator
Nicht-
Echtzeit
Echtzeit
Roboter-
steuerung
Abbildung 3.3: Vereinfachte Darstellung der Softwarearchitektur: Die Komponen-
ten verteilen sich auf den Echtzeit- und den Nicht-Echtzeitbereich
des Betriebssystems. Die Pfeile symbolisieren den Datenﬂuss zwi-
schen den Komponenten.
und einen Nicht-Echtzeitbereich. Komponenten, die im Echtzeitbereich ausgeführt
werden, können über eine Echtzeitschnittstelle direkt mit der Robotersteuerung
kommunizieren. Die Einhaltung harter Zeitschranken ist z.B. bei der Ausfüh-
rung von Roboterbewegungen wichtig, da andernfalls keine glatten Bewegungen
garantiert werden können und der Roboter Schaden nehmen könnte. Der Nicht-
Echtzeitbereich beinhaltet Komponenten für die Ablaufsteuerung, die Sensorda-
tenverarbeitung, die kollisionsfreie Bahnplanung und die Benutzerschnittstelle.
3.4.2 Beschreibung der Komponenten
Im Folgenden werden die Softwarekomponenten aus Abbildung 3.3 einzeln be-
schrieben. Nicht dargestellt ist die übergeordnete Ablaufsteuerung, welche die
einzelnen Komponenten miteinander synchronisiert und zusätzlich die Benutzer-
schnittstelle beinhaltet.
2D/3D-Sensoren
Alle eingebundenen Sensoren werden durch je eine Softwarekomponente gekapselt.
Die Komponenten besitzen Datenschnittstellen, durch die sie die Sensordaten an-
deren Komponenten zur Verfügung stellen. Dadurch ist es einfach möglich, eine
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Sensorkomponente durch eine andere auszutauschen, falls diese die gleiche Da-
tenschnittstelle implementiert, ohne dass die nachfolgenden Komponenten ange-
passt werden müssen. Es ist z.B. möglich, dass eine Laserscanner-Komponente, ei-
ne PMD-Sensor-Komponente oder eine Stereokamera-Komponente ihre 3D-Daten
jeweils über die gleiche Schnittstelle zur Verfügung stellen, so dass die Sensoren
ﬂexibel gegeneinander ausgetauscht werden können.
Bildverarbeitung
Die Komponente Bildverarbeitung ist für die Auswertung der 2D- und 3D- Sens-
ordaten zuständig. Die Hauptaufgaben sind die Lokalisierung des zu entladenden
Behälters und die Bestimmung potentieller Greifpositionen, an die der Roboter
verfahren werden kann. Für die Greifpunktbestimmung wird dabei ein Ansatz
verwendet, der ohne exakte Kenntnis der Objektbeschaﬀenheit oder der Objekt-
geometrie auskommt. Die Realisierung der Bildverarbeitungskomponente bildet
einen Schwerpunkt der vorliegenden Arbeit und wird in Kapitel 4 behandelt.
Strategie
Die Strategiekomponente sortiert und bewertet eine Liste von potentiellen Greif-
positionen, die sie zuvor von der Bildverarbeitungskomponente erhalten hat. Zu-
erst werden alle Greifpositionen verworfen, welche außerhalb des Arbeitsbereiches
des Roboters liegen oder für die sich der Roboter in Kollision mit dem Umweltmo-
dell beﬁnden würde. Die verbliebenen Greifpunkte werden anschließend anhand
einer Gütefunktion sortiert.
Die Gütefunktion gibt für jeden der Greifpunkte einen skalarenWert zurück, der
ein Maß für die Priorität des Greifpunktes ist. Die Vorschrift für die Berechnung
der Gütefunktion ist an die jeweilige Entladeaufgabe angepasst. Die Funktion
ergibt sich im Allgemeinen aus einer Heuristik und kann z.B. die Position des
Greifpunktes innerhalb des Behälters berücksichtigen.
Ziel der Sortierung ist es, diejenigen Greifpunkte zu priorisieren, die mit einer
hohen Wahrscheinlichkeit kollisionsfrei gegriﬀen und entladen werden können. So
soll der gesamte Entladevorgang bezüglich erfolgreicher Greifversuche und kurzer
Entladezeit optimiert werden.
Kollisionsmodell
Das Kollisionsmodell stellt die Datenbasis für den Bahnplanungsalgorithmus dar.
Bevor der Roboter eine Bahn abfährt, muss diese auf Kollisionen mit Hindernissen
27
3 Konzept und Systemübersicht
überprüft werden. Dazu enthält das Kollisionsmodell geometrische Beschreibun-
gen des Roboters, der Zellenwände, des Fußbodens, des Behälters und sonstiger
Hindernisse. Die Objekte liegen in Form sogenannter CAD-Modelle vor, auf denen
sich Kollisionstests eﬃzient berechnen lassen [27, 67].
Der Inhalt des Behälters wird durch eine 3D-Punktewolke, die z.B. durch einen
Laserscanner aufgenommen wurde, repräsentiert (siehe Abb. 3.4). Es ist jedoch
sehr ineﬃzient, Kollisionstests mit jedem einzelnen Punkt durchzuführen. Deshalb
wird die Punktewolke durch eine Hierarchie von Boundingboxen approximiert
(siehe Abb. 3.5). In der ersten Hierarchiestufe wird die Punktewolke durch einen
umschließenden Quader angenähert. Falls ein Kollisionstest mit diesem Quader
positiv ausfällt, d.h. eine Kollision mit der Punktewolke nicht ausgeschlossen wer-
den kann, wird der Quader in vier gleich große Boundingboxen unterteilt und
entsprechende Kollisionstests auf den kleineren Boundingboxen ausgeführt. Die-
ses Vorgehen wird rekursiv wiederholt, bis eine maximale Rekursiontiefe erreicht
wird oder eine Kollision zwischen Roboter und Punktewolke ausgeschlossen wer-
den kann.
Die Approximation der Punktewolke durch Boundingboxen, hat neben der Ef-
ﬁzienzsteigerung einen weiteren Vorteil: Da die Boundingboxen bis zur Rückwand
des Behälters verlängert werden, ist sichergestellt, dass verschattete, d.h. unbe-
kannte Bereiche als belegt angenommen werden und bei den Kollisionstests als
Hindernisse betrachtet werden.
Bahnplaner
Die Bahnplanerkomponente erhält eine priorisierte Liste möglicher Greifpunkte
von der Strategiekomponente. In der Reihenfolge der Priorität wird nacheinander
versucht, eine kollisionsfreie Bahn zu einer Greifposition zu berechnen. Für diese
Aufgabe wird ein eﬃzienter Ansatz auf Basis sogenannter Random-Trees verwen-
det [45]. Die notwendigen Abstands- und Kollisionsberechnungen werden auf dem
zuvor beschriebenen Kollisionsmodell ausgeführt.
Bewegungsgenerator
Der Bewegungsgenerator ist für die Generierung einer abfahrbaren Bewegungstra-
jektorie und der anschließenden Ausführung der Roboterbewegung verantwortlich.
Wenn der Bahnplaner eine kollisionsfreie Bahn zu einer Greifposition gefunden
hat, liefert dieser eine Liste von Roboterpositionen zurück. Diese Positionen stel-
len jedoch nur eine minimale Menge von Stützstellen dar, zwischen denen inter-
poliert werden muss. Nur so kann die Bahn tatsächlich abgefahren werden. Bei
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Abbildung 3.4: Um mögliche Kollisionen zwischen Roboter und Hindernis-
sen überprüfen zu können, wird die Entladezelle als CAD-
Modell nachgebildet. Zusätzlich ist hier die aufgenommene 3D-
Punktewolke überlagert.
Abbildung 3.5: Die aufgenommene 3D-Punktewolke wird durch eine Hierarchie
von Boundingboxen approximiert. So lassen sich Kollisionstests
eﬃzient berechnen.
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der Ausführung der Bahn muss sichergestellt werden, dass das dazugehörige Ge-
schwindigkeitsproﬁl keine Unstetigkeiten enthält, so dass vorgegebene maximale
Beschleunigungen eingehalten werden können.
Die Komponente ist über eine echtzeitfähige Schnittstelle mit der Roboter-
steuerung verbunden. Die Robotersteuerung nimmt die aktuellen Positionsdaten
entgegen und wandelt sie in Kommandos für die Motorsteuerung um. Der Daten-
austausch zwischen der Softwarekomponente und der Robotersteuerung erfolgt
im sogenannten IPO-Takt (Interpolationstakt), und liegt im verwendeten System
bei 12ms. Um die geforderten harten Zeitschranken sicher einhalten zu können,
wird diese Kompenente im Echtzeitbereich des Betriebssystem ausgeführt.
3.5 Ablauf
In Abbildung 3.6 ist der Gesamtablauf des automatischen Entladesystems darge-
stellt. Zunächst wird die Szene dreidimensional erfasst. Aus den 3D-Daten werden
die Boundingboxen für das Kollisionsmodell generiert und eine Liste möglicher
Greifpunkte erstellt. Erst wenn eine kollisionsfreie Bahn zu einem Greifpunkt ge-
funden werden konnte wird ein Greifvorgang gestartet. Nachdem das gegriﬀene
Objekt abgelegt wurde, beginnt der nächste Entnahmezyklus mit einer neuen
3D-Aufnahme. Abbildung 3.7 zeigt die erfolgreiche Entnahme eines Objektes.
Es existieren Situationen, in denen kein gültiger Greifpunkt gefunden wird. Im
einfachsten Fall ist der Behälter bereits leer, was jedoch leicht anhand der 3D-
Daten detektiert werden kann. Unter ungünstigen Bedingungen kann die Greif-
punktbestimmung fehlschlagen oder es kann keine kollisionsfreie Bahn gefunden
werden. In diesen Fällen wird das Entladesystem in einen semi-automatischen
bzw. interaktiven Modus überführt. In diesem Modus kann ein menschlicher Ope-
rator Greifpunkte vorgeben und so das automatische System unterstützen. Der
semi-automatische Modus wird in Kapitel 5 beschrieben.
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Abbildung 3.6: Ablaufdiagramm des automatischen Entladesystems.
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Abbildung 3.7: Entladesequenz (Bilder aus Videoaufnahme). Der Roboter bewegt
sich kollisionsfrei zu der berechneten Greifposition (oben) und ak-
tiviert den Vakuumgreifer (mitte). Anschließend verfährt der Ro-
boter mit gegriﬀenem Objekt zu einer Abladeposition (unten).
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Dieses Kapitel behandelt die Realisierung der Bildverarbeitung. Zuerst wird die
Kalibrierung der verwendeten Sensoren beschrieben. Anschließend werden die ent-
wickelten Verfahren zur Lokalisierung des Behälters und der Bestimmung geeig-
neter Greifpositionen erläutert.
4.1 Kalibrierung
Wie in Abschnitt 3.3.2 motiviert wurde, ist eine Kalibrierung der verwendeten
Sensoren eine notwendige Vorarbeit für die Weiterverarbeitung der Daten. Ziel ist
es, die Sensordaten in ein gemeinsames Weltkoordinatensystem zu überführen, so
dass ein Roboter auf Basis der Daten korrekt verfahren werden kann.
In der Robotik existieren unterschiedliche Konzepte zur Darstellung von Koor-
dinatensystemen bzw. Koordinatentransformationen. Im Folgenden werden Posi-
tionen als Translationsvektoren und Orientierungen entweder als Rotationsmatri-
zen oder als Eulerwinkel dargestellt. Ein Koordinatensystem wird durch ein Paar
von Position und Orientierung beschrieben. Ein solches Paar wird in der Robotik
auch als Frame bezeichnet. Für eine ausführliche Einführung in die mathema-
tische Beschreibung von Koordinatensystemen und Transformationen zwischen
Koordinatensystemen sei an dieser Stelle auf [17] verwiesen.
4.1.1 Kalibrierung der externen 2D-Kamera
Bei der Kalibrierung einer 2D-Kamera wird zwischen der intrinsischen und der
extrinsischen Kalibrierung unterschieden.
Bei der intrinsischen Kalibrierung werden verschiedene interne Parameter der
Kamera und der Optik bestimmt. Der wichtigste Wert ist die Brennweite, welche
als Abstand zwischen Objektiv- und Aufnahmeebene deﬁniert ist. Außerdem wer-
den der Bildhauptpunkt (principal point) als Schnittpunkt der optischen Achse
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mit der Aufnahmeebene ermittelt, sowie Parameter, welche die optische Verzer-
rung der Kameraoptik kennzeichnen. Die Kenntnis dieser Werte ermöglicht die
geometrische Entzerrung der aufgenommenen Bilder, so dass die Bilder anschlie-
ßend denen einer idealen Kamera (ohne Verzerrung) entsprechen. Der Brennwei-
tenwert erlaubt die Umrechnung von Pixelabständen in tatsächliche Abstände in
der Szene.
Die extrinsischen Parameter deﬁnieren die Transformation zwischen dem Ka-
merakoordinatensystem und einem Referenzkoordinatensystem. Extrinsische Pa-
rameter sind also immer von einem anderen Koordinatensystem abhängig.
Kameramodell
Bei der Modellierung der Kamera gehen wir vom sogenannten Lochkameramodell
aus. Sei ~pc = (xc, yc, zc)T ein 3D-Punkt in Kamerakoordinaten, dann gilt für die
normalisierte Projektion (x, y) auf eine Bildebene, welche sich im Einheistabstand
von der Öﬀnung der Lochkamera beﬁndet:(
x
y
)
=
(
xc/zc
yc/zc
)
(4.1)
Dies entspricht einer idealen Abbildung. In der Realität haben wir es jedoch immer
mit Linsenverzerrungen zu tun, welche ebenfalls modelliert werden müssen [10].
In der Regel wird dazu folgender Ansatz verwendet:
x′ = x(1 + k1r2 + k2r4) + 2p1xy + p2(r2 + 2x2) (4.2)
y′ = y(1 + k1r2 + k2r4) + p1(r2 + 2y2) + 2p2xy (4.3)
mit r =
√
x2 + y2
Die Parameter k1 und k2 bestimmen die radiale Verzerrung, während p1 und p2 die
tangentiale Verzerrung angeben. Höhere Koeﬃzienten werden in diesem Modell
nicht berücksichtigt, da für die meisten praktischen Anwendungen die so erreichte
Genauigkeit ausreichend ist. Die endgültige Projektion (u, v) des Punktes ~pc auf
die Bildebene erhalten wir durch(
u
v
)
=
(
fxx
′ + cx
fyy
′ + cy
)
(4.4)
Dabei bezeichnet (cx, cy) den Bildhauptpunkt und (fx, fy) die Brennweite des
optischen Systems in Pixeleinheiten. Falls der Bildaufnahmechip der Kamera aus
nichtquadratischen Pixeln besteht, haben fx und fy unterschiedliche Werte.
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Entzerrung der Bilder
Für die weitere Verarbeitung der Bilder ist es sinnvoll, die Linsenverzerrung der
aufgenommenen Bilder auszugleichen. Dies kann eﬃzient implementiert werden,
indem für jeden Pixel im entzerrten Bild entsprechend der Gleichungen 4.2, 4.3,
und 4.4 die Pixelposition im verzerrten Bild in einer Lookup-Tabelle vorberechnet
werden.
Kamerakalibrierung nach Zhang
Die Kalibrierung der Kameraparameter erfolgt nach der Methode von Zhang
[86]. Dazu wird eine planare Kalibrierplatte (Schachbrettmuster) unter verschie-
denen Orientierungen und Positionen aufgenommen und in jeder Aufnahme die
2D-Positionen bestimmter Merkmalspunkte bestimmt. Leicht zu detektierende
Merksmalspunkte sind z.B. die Berührpunkte von hellen und dunklen Quadra-
ten eines Schachbrettmusters (siehe Abb. 4.1). Jeder Merkmalspunkt hat eine
3D-Koordinate in einem frei wählbaren Koordinatensystem, das fest mit der Ka-
librierplatte verknüpft ist. Seien mij = (uij, vij)T die Bildkoordinaten des j-ten
Merkmalspunktes in der i-ten Aufnahme, dann lässt sich folgende Fehlerfunktion
aufstellen:
E =
N∑
i=1
M∑
j=1
‖mij − m˜ij(A,Ri, ti,Mj)‖ (4.5)
mit A = (fx, fy, cx, cy, k1, k2, p1, p2)
wobei N die Anzahl der Aufnahmen und M die Anzahl der Merkmalspunkte im
Kalibrierungsmuster ist. m˜ij bezeichnet die geschätzte Projektion des Merkmal-
spunktes Mj in Abhängigkeit der Modellparameter A und der i-ten Transforma-
tion TKMi = [Ri|ti] zwischen dem Kamerakoordinatensystem und dem Koordi-
natensystem des Kalibriermusters. Die Rotationsmatrix Ri und der Translations-
vektor ti werden auch als die extrinsischen Modellparameter bezeichnet. Die Feh-
lerfunktion gibt also die Summe der Abstände zwischen tatsächlichen Merkmals-
positionen und den geschätzten Merkmalspositionen an. Bei der Methode nach
Zhang werden zunächst die intrinsischen Parameter ohne die Verzerrungsparame-
ter, sowie die extrinsischen Parameter durch eine geschlossene Lösung bestimmt.
Anschließend wird die Fehlerfunktion 4.5 einschließlich der Verzerrungsparame-
ter durch ein nichtlineares Optimierungsverfahren minimiert. Für eine detaillierte
Beschreibung des Verfahrens sei auf [86] verwiesen.
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Abbildung 4.1: Das am Roboterﬂansch befestigte Kalibriermuster wird in ver-
schiedenen Orientierungen und Positionen aufgenommen und die
Berührpunkte der Quadrate als Merkmalspunkte detektiert.
Hand-Auge-Kalibrierung nach Tsai und Lenz
Damit die Bilddaten der Kamera für die Steuerung des Roboters genutzt wer-
den können, muss die Transformation TWK zwischen dem Weltkoordinatensystem
und dem Kamerakoordinatensystem bekannt sein (siehe Abb. 4.2). Die gesuchte
Transformation wird mit Hilfe des Verfahrens von Tsai und Lenz [81] bestimmt.
Üblicherweise wird dieses Verfahren eingesetzt, um die Position und Orientie-
rung einer am Roboterﬂansch (Hand) montierten Kamera (Auge) bezüglich des
Roboterﬂansches zu bestimmen. Dazu führt der Roboter mitsamt der Kamera
eine Folge von Bewegungen aus und nimmt nach jeder Bewegung ein Bild von
einem festen Kalibriermuster auf. Anschließend werden in jedem Bild die Merk-
malspunkte extrahiert, um die Kamerapositionen bezüglich des Kalibriermusters
zu bestimmen.
In unserer Anwendung ist die Kamera fest in der Roboterzelle montiert, wäh-
rend das Kalibriermuster am Endeﬀektor befestigt ist und zusammen mit dem
Roboter bewegt wird. Diese Konﬁguration unterscheidet sich von der ursprüng-
lichen Hand-Auge-Konﬁguration nur durch Vertauschung der Kamera- und der
Kalibriermusterpositionen, d.h die beiden Konﬁgurationen sind äquivalent zuein-
ander.
Während der Kalibrierung der Kameramodellparameter werden die extrinsi-
schen Parameter TKMi mitgeschätzt. Diese werden auch für die Hand-Auge-Kali-
brierung benötigt, so dass die beiden Kalibrierungen in einem Durchgang durch-
geführt werden können.
Im Folgenden soll nur der Ansatz des Verfahrens vorgestellt werden. Für eine
ausführliche Beschreibung verschiedener Lösungsmöglichkeiten sei z.B. auf [81,
74, 29] verwiesen.
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TWK
TWE
TEM
TKM
Abbildung 4.2: Für die Kalibrierung der Kameraposition wird eine geschlossene
kinematischen Kette betrachtet. Diese beinhaltet die Transforma-
tionen TXY zwischen den Koordinatensystemen der Kamera (K),
des Kalibriermusters (M), des Endeﬀektors (E) und der Welt (W).
Seien TKM1 und TKM2 die Transformationen zwischen Kamera und Kalibrier-
muster für die Roboterposition 1 bzw. 2 und seien TWE1 bzw. TWE2 die entspre-
chenden Transformationen zwischen Welt und Endeﬀektor. Dann gilt
TEM = T
−1
WE1TWKTKM1 = T
−1
WE2TWKTKM2 (4.6)
Dies lässt sich umformen zu
AX = XB (4.7)
mit
A =
(
RA ~tA
0 1
)
= TWE2 T
−1
WE1
B =
(
RB ~tB
0 1
)
= TKM2 T
−1
KM1
X =
(
RX ~tX
0 1
)
= TWK
Dabei repräsentiert A die Transformation zwischen den zwei Positionen des End-
eﬀektors, B die entsprechende Transformation zwischen den beiden Positionen
des Kalibriermusters und X stellt die gesuchte Welt-Kamera-Transformation dar.
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Gleichung 4.7 läßt sich in zwei Matrixgleichungen zerlegen:
RARX = RXRB (4.8)
(RA − I)~tX = RX~tB − ~tA (4.9)
Zur eindeutigen Bestimmung von RX und ~tX werden mindestens n ≥ 3 Aufnah-
men in unterschiedlichen Positionen benötigt. Es ergibt sich ein Gleichungssystem
von n-1 Matrixgleichungen:
A12X = XB12 (4.10)
...
An−1,nX = XBn−1,n (4.11)
wobei Ai−1,i und Bi−1,i analog zu Gleichung 4.7 für die Roboterpositionen i − 1
und i deﬁniert sind. Zur Lösung dieses Gleichungssystems existieren verschiedene
geschlossene Lösungen aus der linearen Algebra.
4.1.2 Kalibrierung des Laserscanners
Für die Erfassung einer 3D-Punktewolke wird ein zeilenbasierter Laserscanner
verwendet. Dieser ist auf einer Neigeeinheit montiert, um ein ﬂächendeckendes
Tiefenbild zu erhalten. Die Transformation der Messwerte in das Weltkoordina-
tensystem setzt sich daher aus zwei Teilen zusammen: Der Transformation TWN
zwischen dem Weltkoordinatensystem und dem Neigeeinheitkoordinatensystem
und der Transformation TNS(α) zwischen dem Neigeeinheitkoordinatensystem
und dem Sensorkoordinatensystem (siehe Abb. 4.3). Die letztere Transformati-
on ist vom aktuellen Neigewinkel α abhängig.
Die Transformation TNS wurde in unserem System nicht automatisch kalibriert,
da die Abmessungen der Neigeeinheit und des Laserscanners, sowie die Position
des Sensorursprungs durch die technischen Speziﬁkationen des Herstellers bekannt
sind.
Setzt man das Neigeeinheitkoordinatensystem in den Drehpunkt des Neigege-
lenkes und geht von einer Drehung um die y-Achse aus, so ergibt sich
TNS(α) = (RNS|~tNS) (4.12)
mit
RNS =
 cos(α) 0 sin(α)0 1 0
− sin(α) 0 cos(α)

38
4.1 Kalibrierung
TNS
TWN
TNK
TWK
Abbildung 4.3: Für die Kalibrierung des Laserscanners werden die Transforma-
tionen zwischen Sensor (S), Neigeeinheit (N), Welt (W) und Ka-
librierplatte (K) betrachtet.
Der Translationsvektor ~tNS ergibt sich dabei aus den speziﬁzierten Abmessungen.
Mit Hilfe der Transformation TNS können gescannte Punkte, welche unter ver-
schiedenen Neigewinkeln gemessen wurden, in einem gemeinsamen Koordinaten-
system (nämlich dem der Neigeeinheit) zu einer 3D-Punktewolke vereint werden.
Zur Bestimmung der Transformationsmatrix TWN kommt ein Kalibrierkörper
zum Einsatz, der am Roboterﬂansch befestigt wird. Diese Kalibrierplatte ist eine
rechteckige Platte mit bekannten Abmessungen (siehe Abb. 4.4). Das Roboter-
system bietet herstellerseitig die Möglichkeit, am Roboter befestigte Werkzeuge
einzumessen, d.h. die Transformation zwischen Werkzeugkoordinatensystem und
Flanschkoordinatensystem bestimmen zu lassen. Diese Einmessung wird auch für
die Kalibrierplatte durchgeführt, so dass anschließend für jede Roboterposition
auch die Position und Orientierung TWK der Kalibrierplatte bezüglich des Welt-
koordinatensystems bekannt sind.
Für die eigentliche Kalibrierung wird eine 3D-Punktewolke der Kalibrierplat-
te durch den schwenkbaren Laserscanner aufgenommen (siehe Abb. 4.5). In der
Punktewolke wird die Position und die Orientierung der Platte mit Hilfe eines
modellbasierten, iterativen Einpassungsverfahren bestimmt (siehe Abschnitt 4.3).
Das Ergebnis ist die Transformation TNK zwischen dem Neigeeinheitkoordinaten-
system (in dem die Punktewolke dargestellt ist) und der Kalibrierplatte.
Die gesuchte Transformation zwischen dem Weltkoordinatensystem und der
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Abbildung 4.4: Die Kalibrierplatte und der Laserscanner, welcher auf einer Nei-
geeinheit montiert ist.
Abbildung 4.5: Mit dem Laserscanner aufgenommene Punktewolke der Kalibrier-
platte
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Abbildung 4.6: Für die Laserscannerkalibrierung wird das Modell eines virtuellen
Kalibrierkörpers eingepasst. Dieser ergibt sich durch Überlage-
rung einzelner Kalibrierplatten.
Neigeeinheit ergibt sich dann zu
TWN = TWKT
−1
NK (4.13)
Um die Robustheit des Verfahrens zu erhöhen, wird die Platte in verschiedenen
Positionen und Orientierungen aufgenommen und die einzelnen Punktewolken zu
einer einzigen, großen Punktewolke zusammengefasst. Dadurch erhält man einen
virtuellen Kalibrierkörper, der aus mehreren, nicht koplanaren Flächen besteht.
Statt die Transformation einer Fläche, wird entsprechend die Transformation des
virtuellen Kalibrierkörpers bestimmt (siehe Abb. 4.6).
Experimentelle Ergebnisse
In diesem Abschnitt werden experimentelle Ergebnisse der Laserscannerkalibrie-
rung vorgestellt.
In Tablle 4.1 sind die Ergebnisse für insgesamt zehn verschiedene Kalibrierun-
gen der Laserscanner-Transformation zu sehen. Die Transformationsmatrix ist
durch die Parameter x, y, z für die Translation und die drei Euler-Winkel α,
β und γ für die Rotation beschrieben. Für jede Kalibrierungen wurde die Ka-
librierplatte in eine neue Positionen bewegt und jeweils nur eine Punktewolke
aufgenommen.
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x [mm] y [mm] z [mm] α [◦] β [◦] γ [◦]
Kalib. 1 324,63 83,88 1200,54 1,49 0,81 -0,14
Kalib. 2 324,68 87,27 1195,82 1,24 0,56 0,14
Kalib. 3 322,96 83,09 1186,57 1,43 0,07 0,46
Kalib. 4 323,54 83,28 1198,97 1,45 0,60 0,33
Kalib. 5 324,07 83,84 1195,91 1,48 0,49 0,22
Kalib. 6 323,17 83,41 1196,31 1,39 0,50 0,34
Kalib. 7 322,65 83,73 1188,12 1,40 0,13 0,18
Kalib. 8 325,56 87,61 1203,71 1,45 1,01 -0,37
Kalib. 9 326,8 82,64 1189,38 1,66 0,30 -0,07
Kalib. 10 324,5 90,61 1202,38 1,14 1,11 -0,25
Std.abw. 1,271 2,632 6,001 0,141 0,345 0,276
Tabelle 4.1: Ergebnisse der Laserscanner-Kalibrierung mit Einfachscan.
Tablle 4.2 zeigt die Ergebnisse von zehn weiteren Kalibrierungsdurchgängen.
Dieses Mal wurden für jede Kalibrierung drei Aufnahmen von unterschiedlich
positionierten Kalibrierplatten verwendet.
Um ein Maß für die Stabilität des Kalibrierverfahrens zu bekommen, wurden die
Standardabweichungen über die Schätzwerte der einzelnen Parameter berechnet.
Der Vergleich zwischen den Tabellen 4.1 und 4.2 zeigt, dass die Ergebnisse
deutlich weniger schwanken, wenn mehrere Aufnahmen für die Kalibrierungen
verwendet werden.
4.1.3 Kalibrierung des am Roboter befestigten 3D-Sensors
Ein relativ neuer Typ von 3D-Time-of-Flight-Kameras, das sogenannte Photonic-
Mixer-Device (PMD) wird in [83] vorgestellt. In [46] werden Methoden zur intrin-
sischen Kalibrierung von PMD-Sensoren präsentiert. Im Folgenden wird dagegen
die extrinsische Hand-Auge-Kalibrierung des PMD-Sensors behandelt. Das vor-
gestellte Verfahren macht sich die Eigenschaft zunutze, dass dieser 3D-Sensor bei
jeder Aufnahme ein vollständiges Tiefenbild zur Verfügung stellt.
Zunächst wird das Problem der Hand-Auge-Kalibrierung des PMD-Sensors er-
läutert und eine geschlossene Lösung für dieses Problem gegeben. Anschließend
werden zwei Verbesserungsmöglichkeiten für das Kalibrierungsverfahren beschrie-
ben [34].
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x [mm] y [mm] z [mm] α [◦] β [◦] γ [◦]
Kalib. 1 324,87 88,82 1195,67 1,25 0,61 -0,14
Kalib. 2 324,6 87,06 1198,59 1,33 0,75 -0,23
Kalib. 3 324,52 89,99 1195,54 1,22 0,60 -0,29
Kalib. 4 324,67 86,69 1197,65 1,30 0,66 0,01
Kalib. 5 324,46 91,42 1193,46 1,18 0,49 -0,07
Kalib. 6 325,32 89,03 1193,70 1,25 0,56 -0,01
Kalib. 7 324,35 87,32 1196,91 1,28 0,60 0,19
Kalib. 8 324,98 86,59 1199,00 1,33 0,74 -0,07
Kalib. 9 324,20 86,59 1195,87 1,30 0,55 0,18
Kalib. 10 324,22 85,38 1197,20 1,38 0,62 0,03
Std.abw. 0,354 1,861 1,871 0,055 0,084 0,155
Tabelle 4.2: Ergebnisse der Laserscanner-Kalibrierung mit Mehrfachscan.
TES
TWE
pS
Abbildung 4.7: Für die Hand-Auge-Kalibrierung des PMD-Sensors wird eine ki-
nematische Kette aus Welt (W), Endeﬀektor (E), Sensor (S) und
Fußboden betrachtet.
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Extrinsische Sensorkalibrierung
Position und Orientierung des Sensors in Bezug auf ein Referenzkoordinaten-
system können durch einen Translationsvektor ~t und eine 3x3 Rotationsmatrix R
beschrieben werden. Translation und Rotation können zu einer homogenen Trans-
formationmatrix T kombiniert werden.
Unter Hand-Auge-Kalibrierung versteht man die Bestimmung von Position und
Orientierung eines am Roboterﬂansch befestigten Sensors in Bezug auf den End-
eﬀektor, d.h. die Bestimmung der Transformation TES vom Endeﬀektorkoordina-
tensystem in das Sensorkoordinatensystem (siehe Abb. 4.7).
Ist die Transformation TWE vom Weltkoordinatensystem in das Endeﬀektorko-
ordinatensystem bekannt, kann ein Punkt ~pS, der vom 3D-Sensor aufgenommen
wurde, in Weltkoordinaten ausgedrückt werden:
~pW = TWETES~pS (4.14)
In [85] wird ein Kalibrierungsverfahren beschrieben, welches auf der Messung
eines ebenen Kalibrierkörpers durch einen Laserscanner beruht.
In ähnlicher Weise sollen Aufnahmen des ebenen Fußbodens der Roboterzelle
benutzt werden, um die Transformation vom Endeﬀektor- in das Sensorkoordina-
tensystem zu bestimmen.
Zunächst müssen die Koordinaten von (mindestens) drei Punkten des Fußbo-
dens bestimmt werden. Dies kann z.B. mit einer am Roboter befestigten Mess-
spitze geschehen. Drei Punkte sind notwendig, um den Normalenvektor ~nW und
einen beliebigen weiteren Punkt ~p 0W der Ebene zu erhalten.
Während der Kalibrierungsprozedur erstellt der PMD-Sensor mehrere 3D-Auf-
nahmen des Fußbodens. Der Sensor wird mit dem Roboter für jede Aufnahme in
eine neue Position und Orientierung verfahren.
Aus jeder 3D-Aufnahme kann der Normalenvektor ~nS,i (mit i ∈ [1..N ] und N
= Anzahl der Aufnahmen) und ein beliebiger Punkt ~pS,i des Fußbodens, jeweils
ausgedrückt in Sensorkoordinaten, bestimmt werden. Zusätzlich sind die jeweilige
Position ~tWE,i und die Orientierung RWE,i des Endeﬀektors bekannt.
Dann gilt für die Rotationsmatrix RES der Hand-Auge-Transformation:
RES ~nS,i = ~nE,i = R
−1
WE,i~nW (4.15)
Werden alle Vektoren ~nE,i und ~nS,i der Aufnahmen zu zwei 3xN-Matrizen A
und B zusammengefasst, ergibt sich folgendes lineares Gleichungssystem.
A = RESB (4.16)
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mit
A = [~nE,1 . . . ~nE,N ] und B = [~nS,1 . . . ~nS,N ]
Für den Fall N > 3, ist dieses Gleichungssystem überbestimmt. Es handelt
sich hierbei um ein lineares Regressionsproblem, für das eine geschlossene Lösung
unter Verwendung der sogenannten Pseudoinversen existiert. Wir erhalten:
RES = AB
T [BBT ]−1 (4.17)
Für die Bestimmung der vollständigen Hand-Auge-Transformation fehlt noch
der Translationsvektor ~tES. Für dessen Bestimmung drücken wir zunächst den
Normalenvektor ~nW der Fußbodenebene und einen beliebigen weiteren Punkt ~p 0W
der Ebene in Endeﬀektorkoordinaten aus:
~nE,i = R
−1
WE,i~nW (4.18)
~pE,i = T
−1
WE,i~p
0
W (4.19)
Wird in jeder 3D-Aufnahme ein beliebiger Punkt ~pS,i der Fußbodenebene be-
stimmt, dann muss nach der hesseschen Normalenform für Ebenen gelten:
~nE,i(RES ~pS,i + ~tES − ~pE,i) = 0 (4.20)
Den Ausdruck können wir umschreiben zu
~nE,i~tES = ci (4.21)
mit
ci = −~nE,i(RES ~pS,i − ~pE,i) (4.22)
Da bis auf das gesuchten ~tES alle Werte bekannt sind, können wir analog zu
Gleichung 4.16 ein lineares Gleichungssystem bilden, welches (im Fall von N > 3)
wieder geschlossen lösbar ist.
Insgesamt erhalten wir eine initiale Schätzung der Transformation zwischen
Endeﬀektor- und Sensorkoordinatensystem.
Modelleinpassung
Das aufgenommene 3D-Bild ist im Allgemeinen verrauscht, es kann Artefakte wie
z.B. Reﬂexionen enthalten, oder auf dem Bild beﬁnden sich außer dem Fußboden
weitere Objekte.
Um diese Fehlerquellen zu beseitigen, muss eine Methode zur Identiﬁzierung
und Filterung von Ausreißern eingesetzt werden. Es müssen also alle Punkte in der
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3D-Aufnahme erkannt werden, die nicht zur Fußbodenebene gehören. Eine gutes
Verfahren hierzu ist der bekannte RANSAC-Algorithmus [22]. Der Algorithmus
kann in einer Punktemenge Punkte identiﬁzieren, welche bis auf eine vorgegebene
Genauigkeit durch ein vorgegebenes Modell beschrieben werden können.
In unserem Fall wird das Modell durch eine Ebenengleichung repräsentiert.
Es werden zunächst zufällig drei Punkte ausgewählt. Die Ebene, die durch diese
Punkte aufgespannt wird, stellt unsere erste Modellschätzung dar. Danach werden
alle Punkte die bis auf einen vorgegebenen Abweichungsfehler in dieser Ebene
liegen als Teil dieses Modells betrachtet. Alle übrigen Punkte werden verworfen.
Falls die Anzahl der Punkte, die mit dem Modell übereinstimmen, hinreichend
groß ist, war der Algorithmus erfolgreich. Andernfalls wird der Vorgang mit drei
anderen, zufällig gewählten Punkten so oft wiederholt, bis entweder, die Menge der
gültigen Ebenenpunkte groß genug ist oder eine maximale Anzahl an Iterationen
überschritten worden ist. Im letzteren Fall konnte im 3D-Bild keine gültige Ebene
für die Kalibrierung gefunden werden.
Nichtlineare Optimierung
Das Ergebnis der geschlossenen Lösung wurde durch eine lineare Regression be-
rechnet. Wünschenswert ist jedoch eine direkte Optimierung der freien Parameter
der Hand-Auge-Transformation bezüglich einer vorgegebenen Fehlerfunktion. Wir
können sechs Parameter identiﬁzieren: Die Translation wird durch die Parameter
x, y und z beschrieben, und die Rotation kann durch die drei Euler-Winkel α, β
und γ repräsentiert werden.
Die zu minimierende Fehlerfunktion E deﬁnieren wir als die Summe der quadra-
tischen Abstände zwischen dem Fußboden und den gemessenen Ebenenpunkten
pijS . Die Menge {pijS }j=1..Ki beinhaltet die Ki gültigen Ebenenpunkte der i-ten
3D-Aufnahme. Wir deﬁnieren:
E(x, y, z, α, β, γ) =
N∑
i=1
Ki∑
j=1
∥∥~nW (T iWETES pijS − p0W )∥∥2 (4.23)
Es handelt sich bei der Fehlerfunktion um eine Funktion der Hand-Auge-Trans-
formation parametrisiert durch x, y, z, α, β und γ, wobei N die Anzahl der aufge-
nommenen 3D-Bilder ist. Die Minimierung dieser Fehlerfunktion stellt ein nicht-
lineares Optimierungsproblem dar, welches mit Hilfe von Standardoptimierungs-
verfahren gelöst werden kann [62].
Nichtlinearen Optimierungsverfahren sind im Allgemeinen lokale Verfahren,
d.h. dass vor der Optimierung eine gute Initialisierung der zu schätzenden Para-
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x [mm] y [mm] z [mm] α [◦] β [◦] γ [◦] Fehler [mm2]
initiale
Kalibr.
-153.87 -64.68 194.44 -93.29 4.75 -171.83 552.01
optimierte
Kalibr.
-172.57 -15.43 181.04 -92.78 4.31 -170.86 28.73
Tabelle 4.3: Ergebnisse der Hand-Auge-Kalibrierung nach der initialen Schätzung
und nach der nichtlinearen Optimierung
meter notwendig ist. Diese Schätzung erhalten wir aus dem zuvor beschriebenen,
geschlossenen Ansatz.
Experimentelle Ergebnisse
In diesem Abschnitt werden experimentelle Ergebnisse für das beschriebene Hand-
Auge-Kalibrierungsverfahren vorgestellt.
Tabelle 4.3 zeigt die Schätzung der Parameter x, y, z, α, β und γ nach einem
Kalibrierungsdurchgang. Es sind sowohl die Ergebnisse der geschlossenen Lösung
dargestellt, als auch die Ergebnisse nach der nichtlineare Optimierung.
Der Fehlerwert (siehe Gleichung 4.23) wird nach dem Optimierungsschritt deut-
lich kleiner und liegt mit 28.73mm2 ≈ (5.4mm)2 ungefähr im Bereich der Mes-
sungenauigkeit des verwendeten PMD-Sensors.
Tabelle 4.4 vergleicht die Ergebnisse von neun verschiedenen Kalibrierungs-
durchgängen. Jeder Kalibrierungsdurchgang unterscheidet sich durch verschiedene
Sensorpositionen und -orientierungen bei den jeweiligen Aufnahmen. Die gerin-
ge Standardabweichung über die verschiedenen Kalibrierungsergebnisse zeigt die
Reproduzierbarkeit des vorgestellten Kalibrierungsverfahrens.
4.2 Containerlokalisierung und Clipping
4.2.1 Ansatz zur Bestimmung der Containerposition
In realistischen Szenarien kann nicht davon ausgegangen werden, dass sich der
Container immer an der exakt gleichen Position beﬁndet. Die genaue Kenntnis
der Containerposition ist jedoch aus zwei Gründen wichtig. Zum einen muss die
Position des Containermodells im Szenenmodell mit der realen Position überein-
stimmen, so dass eine vom Bahnplaner als kollisionfrei angenommene Roboter-
bewegung auch tatsächlich kollisionsfrei ist. Zum anderen wird die Bestimmung
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x [mm] y [mm] z [mm] α [◦] β [◦] γ [◦] Fehler [mm2]
Kalibr. 1 -171.03 -19.05 181.75 -92.66 3.97 -170.57 26.33
Kalibr. 2 -170.65 -11.62 184.17 -92.53 4.31 -170.88 25.00
Kalibr. 3 -165.72 -18.55 191.01 -92.68 3.93 -170.69 33.41
Kalibr. 4 -172.28 -7.83 191.86 -91.64 4.56 -170.88 24.03
Kalibr. 5 -166.75 -12.40 192.96 -92.07 4.58 -170.40 24.70
Kalibr. 6 -165.66 -17.72 196.81 -92.95 4.89 -170.99 17.52
Kalibr. 7 -170.51 -17.17 193.61 -91.97 4.41 -170.87 21.11
Kalibr. 8 -171.20 -16.65 194.60 -92.40 4.56 -170.94 19.04
Kalibr. 9 -172.93 -11.86 195.71 -92.40 4.97 -171.12 18.40
Std.abw. 1.68 1.98 2.27 0.64 0.60 0.47 2.23
Tabelle 4.4: Die Ergebnisse für neun verschiedene Kalibrierungsdurchgänge lie-
gen nahe beieinander, was sich in einer geringen Standardabweichung
ausdrückt.
der Greifpunkte erheblich vereinfacht, da mit bekannter Containerposition einfach
zwischen dem Behälter und seinem Inhalt unterschieden werden kann. So kann
der Suchraum möglicher Greifpunkte von vornherein auf den Bereich innerhalb
des Behälters eingeschränkt werden.
Zur Bestimmung der Containerposition und -orientierung wird ein Modell der
Vorderseite des Containers benötigt (siehe Abb. 4.8). Dieses Modell wird mit Hilfe
eines iterativen Einpassungsverfahrens in die zuvor aufgenommene 3D-Punktewol-
ke eingepasst (siehe Abb. 4.9). Als Ergebnis erhalten wir die gesuchte Transfor-
mation zwischen Welt- und Containerkoordinatensystem (das genaue Verfahren
wird in Abschnitt 4.3 erläutert).
Mit dem Containermodell ist zusätzlich ein sogenanntes Clipping-Volumen durch
eine feste Transformation verknüpft. Dieses Clipping-Volumen ist ein virtueller
Körper, der die gleiche Form wie der Container besitzt, jedoch etwas kleinere
Abmessungen hat und den Bereich des Containerinneren umfasst. Werden alle
Punkte verworfen (clipping), die sich außerhalb dieses Körpers beﬁnden, erhält
man eine reduzierte Punktewolke, welche nur noch den zu entladenden Inhalt
repräsentiert. Der Vorgang des Clippings ist in Abbildung 4.10 dargestellt.
4.2.2 Experimente zur Containerlokalisierung
In Tabelle 4.5 sind die Ergebnisse einiger Versuche zur Bestimmung der Con-
tainerposition dargestellt. Mit Hilfe eines Messtools wurde zunächst die Position
des Containers und seine Verdrehung um die Hochachse bestimmt. Anschließend
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(a)
(b)
Abbildung 4.8: Containermodell.(a) Für die Containerlokalisierung wird ein Teil
des Containerrahmens modelliert. (b) Der Einpassungsalgorith-
mus benötigt das Modell als Punktwolke.
Abbildung 4.9: Nach erfolgreicher Einpassung beﬁndet sich das Containermodell
an der richtigen Position in der 3D-Punktewolke.
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(a) (b)
(c) (d)
Abbildung 4.10: Clipping der 3D-Punktewolke. (a) Vollständige 3D-Punktewolke
einer Szene, (b) Erkannte Position des Behälters, (c) Ausschnei-
den des Behälterinhalts, (d) Reduzierte Punktewolke.
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initiale Position
x, y, z, α [mm, ◦]
Ergebnis x, y, z, α [mm, ◦] Fehler [mm2] Iterationen
0 0 0 0 -0.092 -0.582 0.449 0.086 23.44 10
-50 0 0 0 -0.100 -1.183 0.371 0.088 23.38 23
-100 0 0 0 -0.100 -1.183 0.371 0.088 23.38 30
0 -50 0 0 0.300 -7.917 2.417 0.107 23.53 84
0 50 0 0 0.079 1.310 2.369 0.092 23.32 100
0 0 0 5 -0.059 -3.295 0.325 0.090 23.34 20
0 0 0 -5 0.300 -7.917 2.417 0.107 23.53 92
70 0 0 5 0.124 -2.314 2.486 0.095 22.98 30
-70 0 0 -5 0.161 -3.237 2.484 0.098 22.95 22
Tabelle 4.5: Ergebnisse der Containerlokalisierung
wurde eine 3D-Punktewolke des Containers aufgenommen. Für die Versuche wur-
de der Einpassungs-Algorithmus mit verschiedenen Startwerten initialisiert und
solange iteriert bis dieser zu einem Ergebnis konvergiert ist. Die Tabelle zeigt die
ermittelten Positionen und Orientierungen bei verschiedenen Startwerten. Die
angegebenen Positions- und Winkelwerte sind relativ zum eingemessenen Contai-
nerkoordinatensystem, d.h. bei einer Position von (0, 0, 0) und einem Winkel von
0◦ wären eingemessene und geschätzte Position in Übereinstimmung.
Wie zu erkennen ist, konvergiert der Algorithmus auch bei einer Initialisierung
von (0, 0, 0, 0) zu einem lokalen Minimum, welches nicht mit den gemessenen Wer-
ten übereinstimmt. Diese Abweichung beruht wahrscheinlich auf Ungenauigkeiten
bei der Vermessung des Containers.
4.3 Beschreibung des ICP-Verfahrens
4.3.1 Das Verfahren
Das Iterative Closest Point-Verfahren (ICP-Verfahren) ist ein allgemeines Ver-
fahren, um zwei geometrische Modelle so auszurichten, dass ein bestimmtes Ab-
standsmaß minimiert wird [6, 14]. Es existieren verschiedene Varianten des ICP-
Verfahrens [65], die sich u.a. durch die Repräsentation der geometrischen Modelle
und der Art der Fehlerminimierung unterscheiden.
Im Folgenden soll ein ICP-Algorithmus vorgestellt werden, bei dem zwei 3D-
Punktewolken so ausgerichtet werden, dass der mittlere quadratische Fehler zwi-
schen korrespondierenden Punkten minimiert wird. Das Ergebnis ist eine Trans-
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formation, welche die eine Punktewolke in die andere überführt.
Gegeben seien zwei Punktemengen P = {p1 · · · pNP } und M = {m1 · · ·mNM},
welche z.B. eine aufgenommene Punktewolke und ein einzupassendes Modell re-
präsentieren können. Für unsere Anwendungen gehen wir von 3D-Punkten (später
von 2D-Punkten) aus. Das Verfahren selbst gibt jedoch keine Beschränkung hin-
sichtlich der Dimensionalität vor.
Gesucht ist eine Translationvektor ~t und eine Rotationsmatrix R, welche die
Fehlerfunktion
E(R,~t) =
NM∑
i=1
‖qi −R~mi − ~t‖2 (4.24)
minimiert. Dabei ist Q = {qi} die Menge der Punkte, die man erhält, wenn für
jeden transformierten Punkt aus M der nächste Nachbarpunkt in P bestimmt
wird:
qi = arg min
pj
‖pj −R~mi − ~t‖ , für i = 1 · · ·NM (4.25)
Da die Gleichungen 4.24 und 4.25 jeweils voneinander abhängig sind, existiert
keine geschlossene Lösung, welche die beiden Gleichungen gleichzeitig löst. Der
ICP-Algorithmus geht deshalb iterativ vor. Zunächst wird eine initiale Transfor-
mation (R(0),~t(0)) vorgegeben. Entsprechend Gleichung 4.25 werden die nächsten
Nachbarn {qi} zu den Punkten aus M unter der aktuellen Transformation be-
stimmt und man erhält zwei korrespondierende Punktemengen. Sind diese beiden
Punktemengen erst einmal gegeben, lässt sich 4.24 geschlossen lösen. In [21] wer-
den verschiedene Lösungsmöglichkeiten für dieses Problem vorgestellt und mitein-
ander verglichen. In [2] wird eine Lösungsmöglichkeit auf Basis einer Korrelations-
matrix vorgestellt. Zunächst werden die Mittelwerte der beiden Punktemengen
von den Punkten subtrahiert:
q¯i = qi − q¯ mit q¯ = 1
NM
NM∑
i=1
qi (4.26)
und
m¯i = mi − m¯ mit m¯ = 1
NM
NM∑
i=1
mi (4.27)
Anschließend wird die Korrelationsmatrix H berechnet:
H =
Nm∑
i=1
m¯im¯i
T (4.28)
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1: procedure ICP(model, pointcloud, (R(0), t(0)))
2: E ←∞
3: R← R(0)
4: t← t(0)
5: repeat
6: Eold ← E
7: model ← transform( model, (R, t) )
8: pointcloud' ← ﬁndNearestNeighbours( pointcloud , model)
9: (R, t)← estimateNewTransformation(pointcloud', model)
10: E ← costFunction(pointcloud', model)
11: until Eold − E < 
12: return (R, t)
13: end procedure
Abbildung 4.11: Der ICP-Algorithmus nach Besl und McKay [6] als Pseudocode.
Ist UΛV T = H die Singulärwertzerlegung von H, so gilt für die optimale Rotation
Rˆ = V UT (4.29)
und für die optimale Translation
tˆ = q¯ − Rˆm¯ (4.30)
In Gleichung 4.29 kann die Determinante von Rˆ in bestimmten Fällen −1 ergeben.
Dann gilt stattdessen:
Rˆ = V
1 1
det(UV T )
UT (4.31)
Die Schritte Nächste-Nachbar-Suche, Aktualisierung der Rotation und der Trans-
lation, und Transformation der Punktewolke werden so lange wiederholt, bis die
Änderung des Fehlerfunktion E unter einen vorgegebenen Schwellwert fällt. In
Abbildung 4.11 ist der ICP-Algorithmus noch einmal als Pseudocode zusammen-
gefasst.
4.3.2 Der kd-Tree
Für eine eﬃziente Implementierung des ICP-Algorithmus ist es entscheidend, wie
schnell in einer Punktewolke für einen vorgegebenen Punkt der nächste Nach-
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barpunkt gefunden werden kann. Für diese Aufgabe bietet sich der sogenannte
kd-Tree an [4].
Ein kd-Tree ist eine Datenstruktur zur Speicherung von Punkten aus einem k-
dimensionalen Raum. Bei einem kd-Tree handelt es sich um einen binären Such-
baum, in dem jeder Punkt durch einen Knoten repräsentiert wird. Jeder Knoten
teilt die Menge der nachfolgenden Punkte in zwei Teilmengen, die entlang einer
(Hyper-)Ebene geteilt sind, wobei die Ebenen stets senkrecht zu einer der Raum-
achsen orientiert sind. Eine wichtige Eigenschaft des kd-Trees besteht darin, dass
in ihm eﬃzient nach dem nächsten Nachbarn zu einem gegebenen Punkt gesucht
werden kann. Der amortisierte Aufwand für die Nächste-Nachbar-Suche beträgt
O(log(N)), wobei N die Anzahl der Punkte ist.
4.4 Greifpunktbestimmung in Punktewolken
4.4.1 Greiächenmodell
Die Idee für die Bestimmung geeigneter Greifpunkte in einer 3D-Punktewolke
besteht darin, nach Flächen zu suchen, an denen ein vorgegebener Greifertyp
ansetzen kann. Dies geschieht durch das Einpassen eines zuvor erstellten Modells
in die Punktewolke. Das Modell richtet sich dabei nach dem verwendeten Greifer
und bildet im Wesentlichen die Kontaktﬂäche zwischen Greifer und Objekt nach.
Abbildung 4.12 zeigt die Modelle für einen kreisförmigen Sauggreifer und einen
ovalen Flachgreifer.
Vakuumgreifer erzeugen die notwendige Kraft zum Heben eines Objektes durch
Unterdruck. Deshalb muss der Greifer möglichst bündig mit der Objektoberﬂäche
abschließen. Für den ersten Greifer ist dazu eine ebene Fläche notwendig, während
der zweite Greifer auch an hervorstehenden Bereichen ansetzen kann, sofern der
Rand des Greifers genügend Kontakt hat.
Die Geometrie der beiden Modelle ist durch wenige Parameter veränderbar,
so dass die Modelle leicht an verschiedene Greiferabmessungen angepasst werden
können.
4.4.2 Finden der Greifpunkte
Zur Bestimmung möglicher Greifpunkte wird das Greiferﬂächenmodell, welches
in Form einer Punktewolke vorliegt, an zufälligen Positionen in der zuvor auf-
genommenen und beschnittenen 3D-Punktewolke platziert. Ausgehend von den
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(a)
(b)
Abbildung 4.12: Modellierung der Greiferkontaktﬂächen für zwei Vakuumgreifer.
Aus den geometrischen Modellen der Greifer werden Punktewol-
ken für den ICP-Algorithmus abgeleitet. (a) kreisförmiger Vaku-
umgreifer, (b) ovaler Vakuumgreifer.
initialen Positionen wird das Modell mit Hilfe des ICP-Verfahrens in die Punkte-
wolke eingepasst (siehe Abb. 4.13).
Das Greiächenmodell ist mit einem festen, lokalen Koordinatensystem ver-
knüpft. Nach erfolgreicher Einpassung kann aus der Transformation dieses Koor-
dinatensystems die Position und die Orientierung eines möglichen Greifpunktes
abgelesen werden.
Abbildung 4.14 zeigt mehrere in einer 3D-Punktewolke gefundene Greifpunkte,
repräsentiert durch ihre lokalen Koordinatensysteme.
In Abbildung 4.15 ist der Algorithmus für die Bestimmung der Greifpunkte
als Pseudocode dargestellt. Vorgegeben werden neben der Punktewolke (point-
cloud) und dem Greiächenmodell (model) eine maximale Anzahl an Iterationen
(maxGuesses), ein maximal zulässiger Einpassungsfehler (maxFittingError) und
eine initiale Orientierung (initialOrientation). In jeder Iteration wird die Posi-
tion t mit den Koordinaten eines zufällig gewählten Punktes der Punktewolke
und die Orientierung R mit der initialen Orientierung initialisiert. Anschließend
wird das Greiächenmodell mit Hilfe des ICP-Verfahrens in die Punktewolke
eingepasst, d.h. der mittlere quadratische Abstand zwischen Modell und Punk-
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Abbildung 4.13: Mit Hilfe des ICP-Verfahrens wird das Greiferﬂächenmodell in
die 3D-Punktewolke eingepasst.
Abbildung 4.14: In der 3D-Punktewolke sind zehn Greifpunkte bestimmt worden.
Ihre Positionen und Orientierungen sind durch lokale Koordina-
tensysteme repräsentiert.
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1: procedure Greifpunktbestimmung(model, pointcloud)
2: for i ← 1 to maxGuesses do
3: t← chooseRandomPoint(pointCloud)
4: R← initialOrientation
5: ﬁttingError ← ICP(model, pointcloud, (R, t))
6: if ﬁttingError < maxFittingError then
7: addToGraspPositionList((R, t))
8: end if
9: end for
10: return GraspPositionsList
11: end procedure
Abbildung 4.15: Greifpunktbestimmung mit ICP-Verfahren als Pseudocode.
tewolke (ﬁttingError) minimiert. Falls dieser Fehlerwert kleiner als der maximal
zulässige Einpassungsfehler ist, wird der gefundene Greifpunkt der Liste poten-
tieller Greifpunkte hinzugefügt (addToGraspPositionList), ansonsten wird er als
ungültig verworfen. Da es sich beim ICP-Verfahren um ein lokales Optimierungs-
verfahren handelt, konvergiert der Algorithmus immer in ein lokales Minimum,
welches sich in der Nähe der initialen Greifposition beﬁndet.
4.4.3 Ergebnisse
Abbildung 4.16 zeigt die Häuﬁgkeitsverteilung der Einpassungsfehler zwischen
Greifermodell und 3D-Punktewolke für gefundene Greifpunkte. Jeder Balken des
Histogramms repräsentiert die Anzahl der Greifpunkte, deren Fehlerwerte in ei-
nem Intervall von 10 mm2 liegen, mit Ausnahme des letzten Balkens, der die
Anzahl aller Greifpunkte mit einem Fehlerwert über 400 repräsentiert.
Für den Versuch wurden insgesamt 1000 Greifpunkte nach dem vorgestellten
Verfahren ermittelt. In der Abbildung sind alle Greifpunkte dargestellt, auch sol-
che mit sehr hohen Fehlerwerten. In der untersuchten Anwendung wurde ein em-
pirischer Schwellwert (maxFittingError) von 50 mm2 ermittelt, bis zu dem Greif-
punkte als gültig betrachtet werden, d.h. in die Liste potentieller Greifpunkte
übernommen werden. Greifpunkte mit einem größeren Fehlerwert werden verwor-
fen. Daraus ergibt sich eine Rate von 57,8% gültiger Greifpunkte bezügliche aller
bestimmten Greifpunkte.
In Abbildung 4.17 ist die Verteilung der benötigten Zeiten für die Bestimmung
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Abbildung 4.16: Häuﬁgkeitsverteilung der Einpassungsfehler für gefundene Greif-
punkte (Alle Werte über 400 wurden zusammengefasst).
eines Greifpunktes dargestellt. Die angegebenen Laufzeiten wurden auf einem
Intel Core 2 mit 2GHz ermittelt, die Punktewolke hatte einen Umfang von 12.814
Punkten und der ICP-Algorithmus war auf maximal 30 Iterationen begrenzt. Es
ergab sich eine mittlere Laufzeit von 280 Millisekunden für die Bestimmung eines
Greifpunktes.
4.5 Greifpunktbestimmung in Tiefenbildern
4.5.1 Ansatz
Zur Bestimmung von Greifpunkten für Zweiﬁngergreifer (Parallelbacken- und
Winkelgreifer) wurde ein Verfahren entwickelt, das auf Tiefenbildern arbeitet.
Ähnlich wie bei der Greifpunktbestimmung in 3D-Punktewolken, besteht die
Grundidee in der Einpassung eines greiferabhängigen Modells in das zuvor aufge-
nommene Tiefenbild.
Im Folgenden wird zuerst die Gewinnung und Optimierung des Tiefenbildes
beschrieben, anschließend wird die Bestimmung der Greifpunkte mit Hilfe eines
2D-ICP-Ansatzes erläutert.
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Abbildung 4.17: Häuﬁgkeitsverteilung der Zeiten für die Bestimmung eines Greif-
punktes
4.5.2 Das Tiefenbild
Ein Tiefenbild ist eine Abbildung f : Ω→ R bei der jedem 2D-Punkt (i, j) ∈ Ω ein
Höhenwert k zugeordnet wird. In Zusammenhang mit Tiefenbildern wird häuﬁg
auch von 2,5D-Daten gesprochen.
Zum Erstellen der Tiefenbilder gehen wir zunächst von einer zuvor aufgenom-
menen 3D-Punktewolke aus (siehe Abb. 4.19).
Durch die Punktewolke wird eine Schnittebene gelegt, über die ein Tiefenbild
mit Ω = [0, .., w − 1] × [0, .., h − 1] aufgespannt wird, wobei w die Breite und h
die Länge des Tiefenbildes in Pixeleinheiten ist. Die Position der Schnittebene
in Weltkoordinaten wird durch eine Transformation T FW = (R|t) festgelegt. Da
das Tiefenbild nur an diskreten 2D-Koordinaten festgelegt ist, benötigen wir zu-
sätzlich einen Diskretisierungsfaktor s. Abbildung 4.18 zeigt den Algorithmus zur
Umwandlung einer 3D-Punktewolke in ein Tiefenbild als Pseudocode.
Da die Punkte in der Punktewolke dünn besetzt sind, existieren im Tiefenbild
Positionen, für die keine Tiefenwerte deﬁniert sind (NaN, Not a Number). Diese
Stellen müssen durch Interpolation aufgefüllt werden (siehe Abb. 4.19(c)). Um
dies zu erreichen, wird das Verfahren der gewichteten Mittelung [24] angewen-
det. Bei dieser, auch als normalisierte Faltung bezeichneten Operation wird das
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1: procedure Tiefenbild(pointcloud, TWF , w, h, s)
2: f(i, j)← NaN, ∀(i, j) ∈ Ω
3: for each (x, y, z) ∈ pointcloud do
4: (x′, y′, z′, 1)T ← (TWF )(−1) (x/s, y/s, z, 1)T
5: (i, j, k)← (bx′c, by′c, bz′c)
6: if 0 ≤ i < w and 0 ≤ j < h and k > f(i, j) then
7: f(i, j)← k
8: end if
9: end for
10: return
11: end procedure
Abbildung 4.18: Die Tiefenbildgenerierung als Pseudocode
Tiefenbild mit einer Gewichtungsmatrix multipliziert und anschießend mit einer
Filtermaske gefaltet und wieder normiert. Die Gewichtungsmatrix w enthält in
unserem Fall nur die Einträge 1 und 0, für gültige bzw. undeﬁnierte Tiefenwerte:
w(i, j) =
{
0 fallsf(i, j) = NaN
1 sonst
(4.32)
Daneben benötigen wir eine Faltungsmaske h, welche als Glättungsﬁlter verwen-
det wird. Wir benutzen einen zweidimensionalen Binomialﬁlter, der für eine Mas-
kengröße von 3× 3 folgendes Aussehen hat:
h =
1
4
[
1 2 1
] ∗
12
1
 = 1
16
1 2 12 4 2
1 2 1
 (4.33)
Binomialﬁlter haben die nützliche Eigenschaft, dass ihre Filtermasken separier-
bar sind, d.h. sie lassen sich entlang der horizontalen und vertikalen Achse in
eindimensionale Filtermasken zerlegen, was für eine eﬃziente Implementierung
vorteilhaft ist. Für das interpolierte Tiefenbild f ′ ergibt sich
f ′ =
h ∗ (w · f)
h ∗ w (4.34)
Dabei bezeichnet ∗ die (diskrete) Faltung. Die Multiplikation und die Division
sind elementweise auszuführen. Auf das so gewonnene vollständige Tiefenbild f ′
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wird anschließend ein Medianﬁlter angewendet. Der Medianﬁlter zeichnet sich
dadurch aus, dass er eﬀektiv Rauschen unterdrücken kann, während Kanten er-
halten bleiben. Das Ergebnis dieser beiden Filterschritte ist in Abbildung 4.20(a)
dargestellt.
4.5.3 Kantendetektion und 2D-ICP
Im Gegensatz zu einem Vakuumgreifer, der für einen sicheren Griﬀ eine ebene
Kontaktﬂäche benötigt, sind es bei einem Backengreifer zwei gegenüberliegende
Kontaktﬂächen. Um geeignete Kontaktfächen zu ﬁnden, wird das Tiefenbild nach
signiﬁkanten Höhenänderungen durchsucht, indem eine Kantendetektion durch-
geführt wird. Dazu wird das Tiefenbild partiell in x- und y-Richtung abgeleitet.
Die diskreten Approximationen gx und gy der Ableitungen erhalten wir durch
Anwendung des Sobeloperators. Dies lässt sich als Faltung eines Tiefenbildes f
mit den entsprechenden Filtermasken Mx und My ausdrücken:
gx = f ∗Mx (4.35)
gy = f ∗My (4.36)
mit
Mx =
1 0 −12 0 −2
1 0 −1
 und My =
 1 2 10 0 0
−1 −2 −1

Aus gx und gy erhalten wird dann das Gradientenstärkebild gmag und das Gradi-
entenrichtungsbild gdir:
gmag =
√
gxgx + gygy (4.37)
gdir = arctan2(gy, gx) (4.38)
Eine Binarisierung des Gradientenstärkebildes anhand eines Schwellwertes würde
zwar schon ein Kantenbild ergeben, allerdings wären die Kanten im Allgemei-
nen mehrere Pixel breit, so dass ihre genaue Lage nicht unmittelbar bekannt ist.
Werden nur Pixel als Kantenpunkte ausgewählt, welche entlang der Gradienten-
richtung ein Maximum bilden, so erhalten wir den exakten, einen Pixel breiten
Verlauf der Kante (Abb. 4.20 (b)). Dieses Verfahren wird auch als non-maximum
suppression bezeichnet. Die vorgestellte Methode zur Detektion von Kanten ist
im Wesentlichen eine vereinfachte Version des sogenannten Canny-Algorithmus
[13].
Für die Greifpunktebestimmung wird aus dem Kantenbild eine 2D-Punkte-
menge erzeugt, indem für jeden Kantenpixel ein Punkt mit den entsprechenden
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(a)
(b)
(c)
Abbildung 4.19: Berechnung des Tiefenbildes. (a) Szene mit verschiedenen Stoﬀ-
tieren, (b) aufgenommene 3D-Punktewolke, (c) Tiefenbild mit
nicht deﬁnierten Werten.
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(a)
(b)
(c)
Abbildung 4.20: Berechnung von Greifpunkten in einem Tiefenbild. (a) Vervoll-
ständigtes und geglättetes Tiefenbild, (b) Gradientenstärkebild
(nach non-maximum suppression), (c) Gradientenrichtungsbild
mit gefundenen Greifpunkten (die Gradientenrichtung ist farbig
codiert, die weißen Linien zeigen die Greiferbacken an).
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x/y-Koordinaten generiert und der 2D-Punktemenge hinzugefügt wird. Zusätzlich
wird für jeden Punkt der Winkel der Gradientenrichtung an der jeweiligen Position
abgespeichert (Abb. 4.21 (a)).
Das greiferabhängige Modell liegt ebenfalls als eine Menge von 2D-Punkten mit
vorgegebenen Gradientenrichtungen vor. Im Falle eines Backengreifers besteht das
Greifermodell aus zwei parallelen Punktereihen, deren Abstand voneinander mit
der maximalen Öﬀnungsbreite des verwendeten Greifers übereinstimmt (Abb. 4.21
(b)).
Das Einpassen des Modells in die 2D-Punktemenge geschieht wieder mit dem
bekannten ICP-Verfahren (siehe Abschnitt 4.3). Bei der Anwendung im Tiefen-
bild verwenden wir jedoch eine modiﬁzierte 2D-Version des Algorithmus: Hierbei
werden nur noch drei Freiheitsgrade geschätzt, nämlich die Translation in x- und
y-Richtung, sowie der Drehwinkel um die z-Achse. Des weiteren ersetzen wir die
Nächste-Nachbar-Suche durch die in Abbildung 4.22 dargestellte Prozedur. Für
die Abstandsberechnung zwischen einem Kanten- und einem Modellpunkt wird
neben der euklidischen Distanz auch der Diﬀerenzwinkel zwischen den Gradien-
tenrichtungen berücksichtigt. Eine notwendige Bedingung für nächste Nachbar-
schaft ist ein Diﬀerenzwinkel von maximal 45◦.
Abbildung 4.21 zeigt den Vorteil der neuen Abstandsfunktion. Würde man die
Gradientenrichtung nicht berücksichtigen, erhielte man einen geringen Einpas-
sungsfehler, wenn sich das Greifermodell zwischen den beiden Objekten beﬁnden
würde.
Das weitere Vorgehen bei der Greifpunktbestimmung in Tiefenbildern ist ähn-
lich zu dem in Abschnitt 4.4 beschriebenen Verfahren: Das Modell wird mehr-
mals mit zufälligen Positionen und Orientierungen initialisiert und mit Hilfe des
2D-ICP-Verfahrens eingepasst. Ist der Einpassungsfehler nach der Optimierung
hinreichend klein, werden die berechnete Translation und Drehung der Liste po-
tentieller Greifpunkte hinzugefügt. Abbildung 4.20(c) zeigt das Ergebnis einer
Greifpunktbestimmung in einem Tiefenbild.
4.5.4 Anwendung
Die in Abbildung 4.23 gezeigte Anwendung demonstriert den Einsatz der vor-
gestellten Greifpunktbestimmung auf Tiefenbildern. Die zu greifenden Stoﬀtiere
sind unterschiedlich geformt und ﬂexibel verformbar. Ein Ansatz zur Greifpunkt-
bestimmung auf Basis einer vollständigen Modellierung der Objekte ist daher
schwierig. Unser Ansatz dagegen kann ohne Trainings- oder Modellierungsphase
die dargestellten Objekte robust greifen.
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Objekt1
Objekt2
(a)
Greifer
(b)
Abbildung 4.21: Greifpunktbestimmung in Tiefenbildern. (a) Aus dem Tiefenbild
werden Kantenpunkte, mit dazugehörigen Gradientenrichtungen
extrahiert. (b) Das Modell des Parallelbackengreifers besteht aus
parallelen Punktereihen.
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1: procedure findNearestNeighbours2D(pointcloud, model)
2: E ← 0
3: for each (x, y, α) ∈ model do
4: dmin ←∞
5: for each (x′, y′, α′) ∈ pointcloud do
6: d← (x− x′)2 + (y − y′)2
7: ∆α←
{
‖α− α′‖ falls ‖α− α′‖ < pi
2pi − ‖α− α′‖ sonst
8: if d < dmin and ∆α < pi/4 then
9: dmin ← d
10: (xn, yn, αn)← (x′, y′, α′)
11: end if
12: end for
13: if dmin 6=∞ then
14: addToNearestNeighboursList( (xn, yn, αn) )
15: else
16: return NULL
17: end if
18: end for
19: return nearestNeighboursList
20: end procedure
Abbildung 4.22: Die Suche der nächsten Nachbarn in der 2D-Punktemenge als
Pseudocode.
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(a) (b)
(c) (d)
Abbildung 4.23: Greifen von ﬂexiblen Objekten. (a) Die Szene wird durch den
PMD-Sensor erfasst. (b) Der Roboter verfährt an die berechnete
Greifposition. (c) Das Objekt wird mit Hilfe eines Winkelgreifers
gegriﬀen. (d) Das Objekt wird in einem Behälter abgeladen.
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5 Semi-automatisches
Entladesystem
Dieses Kapitel beschreibt den semi-automatischen Modus des Entladesystems,
bei dem der Nutzer interaktiv in den Entladevorgang eingreifen kann. Es wurden
zwei verschiedene Eingabemodalitäten untersucht und in zwei unterschiedlichen
Entladeszenarien getestet.
Im Folgenden soll zunächst die Integration eines semi-automatischen Modus, als
Ergänzung zum vollautomatischen System motiviert und der allgemeine Ablauf
dargestellt werden. Anschließend wird in Abschnitt 5.2 ein System vorgestellt,
welches auf einer bildschirmbasierten Mensch-Maschine-Schnittstelle beruht [33,
35]. In Abschnitt 5.3 wird ein neuartiges Laserpointertool beschrieben, durch das
der Benutzer mit dem System interagieren kann.
5.1 Einführung
Das Hauptmerkmal des semi-automatischen Entladesystems besteht darin, dass
die Auswahl des nächsten zu greifenden Objektes nicht mehr automatisch erfolgt,
sondern durch einen Benutzer vorgenommen wird. Das Entladesystem wird durch
den Benutzer unterstützt, indem der Mensch seine überlegenen sensorischen und
kognitiven Fähigkeiten in das System einbringt.
Ein semi-automatisches bzw. interaktives Entladesystem wird durch drei Ziele
motiviert:
1. Produktivsystem: Die Fähigkeiten des Menschen hinsichtlich Objekterken-
nungsleistungen und Szenenanalyse sind denen von maschinellen Systemen
nach aktuellem Stand der Technik bei weitem überlegen. Die Stärken von
Robotern liegen in der hohen Geschwindigkeit, in der sie Objekte manipulie-
ren können, in der hohen Positioniergenauigkeit und der Ausdauerleistung.
In dem hier vorgestellten System können sich die Stärken von Mensch und
Maschine gut ergänzen. Besonders bei körperlich anstrengenden Entlade-
aufgaben, wie z.B. der Gepäckentladung an Flughäfen, kann ein solches in-
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teraktives Entladesystem eine erhebliche Entlastung des Menschen mit sich
bringen.
2. Testsystem: Das interaktive Entladesystem kann dazu verwendet werden,
neue Entladestrategien zu testen und zu evaluieren, ohne dass dazu auf-
wendig ein entsprechendes Programm erstellt werden muss. So können z.B.
verschiedene Strategien getestet werden, bei denen die Reihenfolge, in der
die Objekte entladen werden, variiert wird.
3. Benchmarksystem: Das interaktive Entladesystem kann als Benchmark für
ein vollautomatisches Entladesystem dienen. Die Greifpositionen, die durch
ein automatisches System ausgewählt werden, können mit manuell aus-
gewählten Greifpositionen in einem interaktiven Entladesystem verglichen
werden. Ein Maßstab für die Qualität von Greifpositionen ist z.B. die An-
zahl erfolgreicher Greifversuche.
In Abbildung 5.1 ist der vereinfachte Ablauf des semi-automatischen Modus in
Form eines Ablaufdiagramms dargestellt. Zunächst wird der Behälter mit Inhalt,
wie im vollautomatischen System auch, als 3D-Punktewolke erfasst. Anschließend
wird der Nutzer aufgefordert, die nächste gewünschte Greifposition auszuwählen.
Dies geschieht, je nach Eingabemodalität, entweder durch Markieren der betref-
fenden Position auf einem Bildschirm oder durch Verwendung eines speziellen
Laserpointertools.
Nachdem eine Greifposition vorgegeben wurde, wird die entsprechende 3D-
Position in der Punktewolke bestimmt und an der gewünschten Stelle ein op-
timaler Greifpunkt berechnet. Dazu wird wie im vollautomatischen System, ein
Modell der Greiferkontaktﬂäche in die Punktewolke eingepasst (siehe Abschnitte
4.4 und 4.5).
Da die Einpassung des Greifermodells über ein lokales Optimierungsverfahren
erfolgt, werden sich die gefundenen Lösungen im Allgemeinen in der Nähe der
Vorgabeposition beﬁnden.
Tritt der Fall ein, dass der Einpassungsfehler nach der Optimierung zu groß
ist, oder dass die optimierte Greifposition zu weit von der vorgegebenen Position
entfernt ist, so wird dies dem Nutzer mitgeteilt und er wird aufgefordert, ei-
ne neue Greifposition vorzugeben. Falls ein gültiger Greifpunkt gefunden wurde,
wird versucht, eine kollisionsfreie Bahn zur Greifposition zu berechnen. Falls eine
solche existiert, kann der Greifvorgang gestartet werden. Die Teile des Ablaufs,
die die Bahnberechnung und die Ausführung der Roboterbewegung beinhalten,
unterscheiden sich nicht von denen des vollautomatischen Systems. Nach der er-
folgreichen Objektentnahme beginnt der Prozesszyklus von Neuem, solange bis
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der Behälter entleert worden ist.
5.2 Bildschirmbasiertes semi-automatisches
Entladesystem
5.2.1 Eingabe über einen Bildschirm
Bei der Vorgabe des Greifpunktes per Bildschirmeingabe, wird dem Benutzer
ein Kamerabild des Behälters mit Inhalt angezeigt. Der Benutzer muss den ge-
wünschten Greifpunkt in dem Bild markieren, z.B. durch Anklicken mit der Maus.
Denkbar ist aber auch die Verwendung eines mobilen Touchscreens, bei dem die
Auswahl über Berührung erfolgt.
Da die Position und die Orientierung der Kamera durch die Kalibrierung be-
kannt sind, ist es möglich, einen virtuellen Sichtstrahl zu berechnen. Dieser Strahl
beginnt an der Position der Kamera und verläuft durch die markierte Position in
der Bildebene.
Seien (u, v) die Pixelkoordinaten der angeklickten Position im Bild. Dann gilt
für die Richtung ~n des Sichtstrahls ausgedrückt in Weltkoordinaten:
~n = RWK
xy
1
 (5.1)
mit
x =
u− cx
fx
und y =
v − cy
fy
(5.2)
RWK ist die 3×3-Matrix, welche die Rotation zwischen Welt- und Kamerakoordi-
natensystem beschreibt und cx, cy, fx, fy sind die intrinsischen Kameraparameter
aus Abschnitt 4.1.1. Die Parameter zur Beschreibung der Linsenverzerrung sind
hier nicht aufgeführt, da wir von einem bereits entzerrten Bild ausgehen.
Der Strahl kann mit der zuvor aufgenommenen Punktewolke geschnitten werden
(siehe Abb. 5.2). Falls ein Schnittpunkt gefunden wurde, bildet dieser Punkt die
initiale Position für die Greifpunktbestimmung.
5.2.2 Berechnung des Sichtstrahlschnittpunktes
Um den Schnittpunkt des Sichtstrahls mit der 3D-Punktewolke zu ermitteln, wird
der Sichtstrahl als Zylinder mit einem Durchmesser d und einer Länge l aufgefasst
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3D-Aufnahme
Benutzereingabe
(Bildschirm /
Laserpointer)
Greifpunkt-
optimierung
Greifvorgang
ausführen
 Greifpunkt 
gültig? Nein  
      Ja
  Start
Abbildung 5.1: Vereinfachtes Ablaufdiagramm für den semi-automatischen Mo-
dus.
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Abbildung 5.2: Das Koordinatenkreuz zeigt Position und Orientierung der Ka-
mera an. Nachdem im 2D-Bild eine Position markiert worden ist
(weißer Kreis), kann ein virtueller Sichtstrahl berechnet werden,
der mit der Punktewolke geschnitten wird.
d r
s
Sichtstrahl
Abbildung 5.3: Der Sichtstrahl wird für die Schnittpunktberechnung durch Ku-
geln approximiert.
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und durch eine Aneinanderreihung sich überlappender Kugeln approximiert (siehe
Abb. 5.3).
Vorgegeben wird der Zylinderdurchmesser d und eine Schrittweite der Kugeln
s. Um den Zylinder vollständig durch Kugeln abzudecken, muss für den Radius r
der Kugeln gelten:
r =
√
d2 + s2
2
(5.3)
Sei ~p0 die Position des Kameraursprungs und ~n die normierte Richtung des
Sichtstrahls, dann werden an äquidistanten Positionen
~pi = ~p0 + i s ~n (5.4)
die jeweils nächsten Nachbarn innerhalb eines Radiuses r ermittelt. Die nächsten
Nachbarn können dabei eﬃzient mit Hilfe des kd-Trees berechnet werden. Falls
ein nächster Nachbar q innerhalb des Radius existiert, wird seine Projektion
~q ′ = ~p0 + λ~n , mit λ = (~q − ~p0)~n (5.5)
auf den Sichtstrahl bestimmt. Gilt ‖~q − ~q ′‖ < d wurde ein Schnittpunkt ~q ′ ge-
funden. Falls sich in der Kugel mehrere nächste Nachbarn mit Abstand kleiner d
beﬁnden, wird als Schnittpunkt derjenige Projektionspunkt auf dem Sichtstrahl
festgelegt, dessen Abstand zur Kamera am kleinsten ist.
5.2.3 Untersuchung der Genauigkeit der vorgegebenen
Positionen
Aufgrund verschiedener Fehlerquellen, stimmen die durch den Benutzer vorgege-
bene Position und die berechnete Position nie ganz exakt überein. Um den Grad
der Abweichung zu bestimmen, wurden in einer Versuchsanordnung zwanzig Mar-
ker im Bereich des zu entladenden Containers positioniert und vermessen (siehe
Abbildung 5.4). Mit Hilfe eines am Roboter befestigten Messwerkzeuges konn-
ten die Positionen der einzelnen Marker bezüglich des Weltkoordinatensystems
bestimmt werden. Die ermittelten Daten bilden die sogenannten Ground-Truth-
Daten (Referenzwerte), mit denen die berechneten Werte verglichen werden. Als
Maß für die Abweichung wird der Winkel zwischen berechnetem Sichtstrahl und
idealem Sichtstrahl genommen. Seien ~p0 die Kameraposition und ~n die normierte
Richtung des Sichtstrahls, der beim Anklicken eines Markers berechnet wurde.
Sei weiterhin ~m die vermessenen Position des angeklickten Markers, so ergibt sich
der Abweichungswinkel
α = arccos
(
~n(~m− ~p0)
‖~m− ~p0‖
)
(5.6)
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Für die Versuchsreihe wurde jeder der zwanzig Marker im Kamerabild von Hand
möglichst genau angeklickt und der entsprechende Winkel α berechnet. Es ergab
sich ein durchschnittlicher Abweichungswinkel
α¯ = 0.604◦ (5.7)
bei einer Standardabweichung von
σ(α) = 0.448◦ (5.8)
Der Abweichungswinkel ergibt sich aus den akkumulierten Fehlern einer nicht-
optimalen extrinsischen und intrinsischen Kalibrierung der Kamera, den nicht
exakt angeklickten Markern, sowie Fehlern, die bei der Vermessung der Marker
mit Hilfe des Roboters enstehen können.
Im untersuchten Anwendungsszenario beﬁndet sich der zu entladende Container
in einer Entfernung von ca. 2500mm zur Kamera. Der ermittelte Abweichungs-
winkel entspricht daher einer tatsächlichen Abweichung bezogen auf die Bildebene
der Kamera von
∆p = 26.4mm = 2500mm · tan(0.604◦) (5.9)
Bei der Versuchsreihe wurde darauf geachtet, die Marker beim Anklicken mög-
lichst genau zu treﬀen. In einer realistischen Anwendung muss jedoch davon aus-
gegangen werden, dass die angeklickte und die eigentlich gewünschte Position im
Kamerabild voneinander abweichen. Um einen Eindruck von der Größe dieses zu-
sätzlichen Fehlers zu bekommen, ermitteln wir für unseren Systemaufbau diejenige
Abweichung, die aus einer Anklickungenauigkeit von einem Bildpixel resultiert.
Gehen wir wieder von einem Arbeitsabstand von 2500mm aus, einem gegebenen
Öﬀnungswinkel der Kameraoptik von 56◦ und einer horizontalen, darstellbaren
Auﬂösung von 640 Pixeln, so ergibt sich ein zusätzlicher Abweichungsfehler von
Epixel =
2 · 2500mm · tan(56◦)
640Pixel
= 4.2
mm
Pixel
(5.10)
Klicken wir beispielsweise im Durchschnitt zwei Pixel neben der gewünschten
Bildposition, so erhalten wir einen durchschnittlichen Gesamtfehler von 34.8mm.
Dieser Fehler ist für die gegebene Anwendung hinreichend klein.
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Abbildung 5.4: Eingemessene Marker zur Untersuchung der Genauigkeit der an-
geklickten Positionen
5.3 Laserpointerbasiertes semi-automatisches
Entladesystem
5.3.1 Laserpointer als Eingabegerät
Im Folgenden wird eine Mensch-Maschine-Schnittstelle auf Basis eines Laserpoin-
tertools vorgestellt [36]. Mit Hilfe des Lasers kann der Nutzer auf Objekte zeigen,
welche vom Roboter gegriﬀen werden sollen. Das Zeigen mit einem Laserpointer
ist sehr intuitiv, da diese Eingabemodalität einer natürlichen Zeigegeste sehr na-
he kommt. Des weiteren ermöglicht die Verwendung eines solchen Eingabegerätes
es dem Benutzer, sich relativ frei in einer Szene zu bewegen und auf Objekte
zu zeigen, die ansonsten (aus der Sicht einer stationären Kamera) durch andere
Objekte verdeckt wären.
Laserpointer werden für verschiedene Anwendungen im Bereich der Mensch-
Maschine-Interaktion eingesetzt, z.B. für die Interaktion mit entfernten, großen
Computerdisplays [56, 59] aber auch für die Steuerung von Robotern. Choi et al.
[15] entwickelten einen mobilen Assistenzroboter, der beeinträchtigten Menschen
beim Greifen und Heben alltäglicher Gegenstände helfen soll. Ein zu manipulie-
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(a) (b)
Abbildung 5.5: Laserpointertools. (a) IPR-Konstruktion mit Taster, (b) Umge-
bautes Gamepad mit zusätzlichen Eingabemöglichkeiten.
rendes Objekt wird hierbei mit einem Laserpointerinterface ausgewählt. Stopp
et al. [76] benutzen einen Laserpointer, um eine Position auf einem Fließband
anzuzeigen, an der ein Industrieroboter ein Objekt platzieren soll.
Die meisten existierenden Systeme dieser Art, benutzen Farbkameras, um den
Laserpunkt zu detektieren. In unserem Ansatz dagegen wird das Laserpointer-
tool mit trackbaren Markern ausgestattet, welche die Bestimmung der Position
und der Orientierung des Eingabegerätes ermöglichen (Abbildung 5.5) und damit
auch der Position und der Richtung des Laserstrahls. Der sichtbare Laserpunkt
wird vom System nicht weiter ausgewertet, er dient ausschließlich als visuelles
Feedback für den Benutzer. Durch diesen Ansatz ist das System unabhängig von
den Reﬂexionseigenschaften der Objekte.
Im Folgenden wird ein Überblick über den Aufbau des laserpointerbasierten
Entladesystems gegeben, anschließend die Kalibrierung des Laserpointertools be-
schrieben und danach einige experimentelle Ergebnisse präsentiert.
5.3.2 Systemüberblick
Abbildung 5.6 zeigt den prinzipiellen Aufbau eines möglichen laserpointerbasier-
ten Entladesystems. Die Roboterzelle enthält einen 6-Achs-Industrieroboter, der
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Trackingkameras
3D-Sensor
Roboter
Greifer
Objekte Laserpointertool
Marker
Abbildung 5.6: Systemaufbau des laserpointerbasierten Entladesystems.
je nach Anwendung mit einem Saug- oder Winkelgreifer ausgestattet ist.
Die Erfassung der Szene erfolgt in diesem Setup durch einen PMD-Sensor, wel-
cher am Roboterﬂansch befestigt ist. Dadurch ist es möglich, mit dem Sensor
um die Objekte herumzufahren und so eine vollständige 3D-Punktewolke aufzu-
nehmen. Abbildung 5.7 zeigt eine 3D-Punktewolke, die durch Fusion mehrerer
PMD-Einzelaufnahmen entstanden ist.
Die Vorgabe der Greifposition erfolgt mit dem Laserpointertool. Das Eingabege-
rät ist mit kugelförmigen Markern ausgestattet, die von einem Infrarot-Echtzeit-
trackingsystem erkannt werden. Da die Anordnung der Marker dem Tracking-
system bekannt ist, kann es die Position und die Orientierung des Eingabetools
eindeutig bestimmen.
Der Gesamtablauf ist analog zum bildschirmbasierten Entladesystem. Nach der
3D-Erfassung der Szene, wählt der Benutzer eine Greifposition aus, indem er
das Laserpointertool auf die gewünschte Position richtet und die Eingabe durch
Drücken eines Tasters bestätigt.
Danach wird die Position und die Richtung des Laserstrahls bestimmt. Nach
dem Verfahren aus Abschnitt 5.2.2 kann ein Schnittpunkt zwischen dem Laser-
strahl und der aufgenommenen 3D-Punktewolke berechnet werden, der als initiale
Position für die Optimierung des Greifpunktes dient.
Die Abbildungen 5.8 und 5.9 zeigen zwei auf Laserpointertools basierende Ent-
ladesysteme. Das erste System beruht auf der Greifpunktbestimmung in einer 3D-
Punktewolke (siehe Abschnitt 4.4). Hier werden mit Hilfe eines Vakuumgreifers
Pakete gegriﬀen, die zuvor mit dem Laser markiert wurden. Das zweite System
verwendet die Greifpunktbestimmung auf Tiefenbildern (siehe Abschnitt 4.5), um
markierte Stoﬀtiere mit Hilfe eines Winkelgreifers in eine Ablagebox zu befördern.
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Abbildung 5.7: 3D-Punktewolke einer Szene mit Kartons, aufgenommen durch
einen PMD-Sensor.
Abbildung 5.8: Der Nutzer markiert mit Hilfe des Laserpointertools den Karton,
welcher als nächster gegriﬀen werden sollen.
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Abbildung 5.9: In dieser Applikation werden Stoﬀtiere durch das Laserpointertool
für den Greifvorgang ausgewählt.
5.3.3 Kalibrierung des Laserpointertools
Das Trackingsystem liefert die Position und die Orientierung des Markerkoordi-
natensystems. Da wir jedoch an der Position und der Richtung des Laserstrahls
interessiert sind, müssen wir die Transformationsmatrix bestimmen, welche das
Markerkoordinatensystem in das Laserpointerkoordinatensystem überführt. Wir
haben dazu ein Kalibrierungsverfahren entwickelt, welches sich in zwei Schritte
unterteilt.
Im ersten Schritt wird nur die Position der Lasertoolspitze (Laserdiode) ge-
schätzt. Dazu wird die Spitze des Laserpointers um einen festen Referenzpunkt
bewegt und die verschiedenen Positionen und Orientierungen des Markersystems
gespeichert. Seien Ri und ~ti die Rotationsmatrizen bzw. die Translationsvektoren
der gemessenen Markerframes. Dann erhalten wir die Position ~lm der Laserspit-
ze, ausgedrückt in Markerkoordinaten und die Koordinaten des Referenzpunktes,
ausgedrückt in Weltkoordinaten durch Minimierung von
Etip(~l
m, ~pw) =
∑
i
∥∥∥Ri~lm + ~ti − ~pw∣∣∣ (5.11)
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Trackinkameras
Laserpointertool
M1
~n1, ~l1
M2
~n2, ~l2
MN
~nN , ~lN
~pw
0
Abbildung 5.10: Für die Kalibrierung der Laserstrahlrichtung wird ein Referenz-
punkt aus verschiedenen Richtungen anvisiert.
Die geschlossene Lösung dieses quadratischen Minimierungsproblems lautet:(
~lm
~pw
)
= (ATA)−1ATB (5.12)
mit A =

R1, −I3x3
R2, −I3x3
...
RN , −I3x3
 und B =

−~t1
−~t2
...
−~tN

Im nächsten Schritt wird die Richtung n des Laserstrahls berechnet. Dazu wird
mit dem Laserpointer auf einen bekannten Referenzpunkt aus unterschiedlichen
Richtungen und Positionen gezeigt (Abb. 5.10). Der benötigte bekannte Referenz-
punkt ~pw kann z.B. aus dem ersten Kalibrierungsschritt übernommen werden oder
mit Hilfe eines Roboters und einer Messspitze eingemessen werden.
Sei ~di der Diﬀerenzvektor von der Laserpointerspitze zum Referenzpunkt aus-
gedrückt im Markerkoordinatensystem:
~di = R
−1
i (~p
w − ~ti)−~lm (5.13)
Dann können wir den jeweils kürzesten Abstand zwischen dem Referenzpunkt und
den Laserstrahlen bestimmen. Die Summe dieser Abstände über alle Messungen
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ergibt die Fehlerfunktion
Ebeam(~n) =
1
N
∑
i
‖~di − ~n~nT ~di‖2
=
1
N
∑
i
(~dTi
~di − ~dTi ~n~nT ~di)
=
1
N
∑
i
(~dTi
~di − ~nT ~di~dTi ~n)
= −~nTC~n+ const
(5.14)
mit C =
1
N
∑
i
~di~d
T
i (5.15)
Um Ebeam unter der Randbedingung ~nT~n = 1 zu minimieren, führen wir den
Lagrangemultiplikator λ ein und erhalten:
∂
∂~n
(~nTC~n+ λ(1− ~nT~n)) = 0 (5.16)
Daraus ergibt sich:
C~n = λ~n (5.17)
Setzen wir 5.17 in 5.14 ein, so erhalten wir schließlich
Ebeam(~n) = −~nTλ~n+ const = −λ+ const (5.18)
Das bedeutet Ebeam(~n) wird minimiert, wenn ~n gleich dem Eigenvektor von C mit
dem größten Eigenwert λ ist.
5.3.4 Experimentelle Ergebnisse
Nachdem die Kalibrierung des Laserpointers durchgeführt wurde, ergab sich für
unseren Systemaufbau ein Fehler von
Ebeam(n) = 224.1mm
2 = (14.97mm)2 (5.19)
Das ist der mittlere quadratische Abstand zwischen dem Laserstrahl und dem
Referenzpunkt. Der Fehler resultiert einerseits aus dem eigentlichen Kalibrie-
rungsfehler, d.h. der Abweichung zwischen angenommenem und tatsächlichem
Laserstrahl und andererseits aus unabsichtlichen Handbewegungen während der
Kalibrierungsprozedur. Diese Zitterbewegungen, die sowohl beim Ruhighalten der
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Hand als auch bei willkürlichen Bewegungen auftreten, werden als physiologischer
oder normaler Tremor bezeichnet. Auch bei gesunden Menschen, lassen sich diese
Bewegungen nicht unterdrücken.
Um zu Evaluieren, wie exakt eine gewünschte Zielposition mit dem Laserpoin-
tertool markiert werden kann, wurde eine Versuchsreihe mit mehreren Personen
durchgeführt. Durch die Mittelung der Ergebnisse der Personen, kann der Einﬂuss
eines besonders großen oder besonders kleinen individuellen Tremors minimiert
werden.
Zunächst wurden insgesamt fünf Markierungen auf den Fußboden geklebt und
mit Hilfe einer am Roboter befestigten Messspitze eingemessen. Dadurch war die
exakte Position der Marker bekannt. Die Personen wurden anschließend angewie-
sen, mit dem Laserpointertool auf die Marker zu zielen und durch Drücken eines
Tasters zu bestätigen, sobald der Marker nach ihrer Meinung hinreichend genau
getroﬀen wurde.
Tabelle 5.1 stellt die Ergebnisse der Versuchsreihe dar. Bei einem mittleren
Arbeitsabstand von ca. 1490mm ergab sich ein durchschnittlicher Abweichungs-
winkel α zwischen angenommenem und tatsächlichem Laserstrahl von 0.7690◦ bei
einer Standardabweichung von σ(α) = 0.4285◦. Daraus resultiert ein durchschnitt-
licher kürzester Abstand EMarker zwischen dem Laserstrahl und den zu treﬀenden
Markern von 19.7mm bei einer Standardabweichung von σ(EMarker) = 10.8mm.
Für die gegebene Anwendung sind die ermittelten Genauigkeiten ausreichend,
da die zu greifenden Objekte größer als der Fehler sind. Allerdings wird an dieser
Stelle auch ein Nachteil des vorgestellten Ansatzes deutlich. Da die Position und
die Orientierung des Laserstrahls am Tool selbst gemessen werden, wirken sich
Messfehler des Trackingsystems sowie Fehler in der Kalibrierung umso stärker aus,
je größer der Arbeitsabstand zwischen Tool und Objekten ist. Bei der direkten
Detektion des Laserpunktes auf dem Objekt, tritt dieses Problem dagegen nicht
auf.
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α [◦] σ(α) [◦] Abstand [mm] EMarker [mm] σ(EMarker) [mm]
Person 1 0.598 0.333 1513.5 15.643 8.431
Person 2 0.720 0.379 1339.1 16.765 8.686
Person 3 0.737 0.477 1459.5 18.999 13.663
Person 4 0.682 0.371 1698.0 19.904 10.534
Person 5 1.113 0.464 1418.9 27.246 9.936
Gesamt 0.769 0.429 1490.0 19.735 10.835
Tabelle 5.1: Evaluation der Genauigkeit des Laserpointertools. (α bezeichnet den
mittleren Abweichungswinkel, σ(α) die Standardabweichung des Ab-
weichungswinkels, mit Abstand ist die mittlere Distanz zwischen La-
serpointertool und Markern gemeint, EMarker bezeichnet die durch-
schnittliche kürzeste Distanz zwischen Laserstrahl und Markern und
σ(EMarker) ist die dazugehörige Standardabweichung).
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6 Zusammenfassung und
Ausblick
In diesem Kapitel werden die wissenschaftlichen Beiträge dieser Arbeit zusam-
mengefasst und es werden mögliche Richtungen für weitere Forschungstätigkeiten
aufgezeigt.
6.1 Beiträge der Arbeit
Im Rahmen dieser Arbeit wurden Verfahren der Bildverarbeitung für den Einsatz
in einem generischen Entladesystem untersucht. Eine wichtige Randbedingung
war, dass keine exakte Kenntnis über die Form und die Beschaﬀenheit der zu
greifenden Objekte vorausgesetzt werden sollte. Es entstanden mehrere experi-
mentelle Entladesysteme, in denen die Eﬀektivität der vorgestellten Verfahren
demonstriert werden konnte.
In der vorliegenden Arbeit wurden Beiträge in folgenden Bereichen erbracht:
Systemarchitektur Es wurde eine ﬂexible Systemarchitektur für ein generisches
Entladesystem konzipiert, die leicht an verschiedene Entladeaufgaben angepasst
werden kann. Auf Basis einer vorhandenen Middleware wurde eine komponenten-
basierte Softwarearchitektur realisiert. Die einzelnen Module lassen sich je nach
Anforderungen neu zusammenschalten, so dass sie in unterschiedlichen Anwen-
dungen wiederverwendet werden können. Durch die Kapselung der Sensoren in
Sensorkomponenten und die Zurverfügungstellung einheitlicher Datenschnittstel-
len kann die 3D-Aufnahmetechnik ausgetauscht werden, ohne dass nachfolgende
Verarbeitungseinheiten geändert werden müssen.
Kalibrierungsverfahren Für die verwendete 3D-Sensorik (Laserscanner, PMD-
Sensor) wurden Verfahren zur Hand-Auge-Kalibrierung entwickelt. Die Ansätze
zeichnen sich durch eine einfache Kalibrierungsprozedur aus, so dass sie auch
im industriellen Umfeld leicht angewendet werden können, z.B. im Falle einer
notwendigen Neu-Kalibrierung während des Betriebs.
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Containerlokalisierung Bevor der Entladevorgang beginnen kann, muss die Po-
sition des Behälters bestimmt werden. Dies ist zum einen für eine kollisionsfreie
Bahnplanung wichtig, zum anderen für die Greifpunktbestimmung, damit derje-
nige Bereich in der Szene bekannt ist, in dem sich zu greifende Objekte beﬁnden.
Für diese Aufgabe wurde ein modellbasiertes Verfahren realisiert, das die Contai-
nerposition und -orientierung anhand einer 3D-Aufnahme berechnet.
Greifpunktbestimmung Für die Greifpunktbestimmung wurde ein Verfahren
entwickelt, bei dem ein Modell der Kontaktﬂäche des Greifers in die aufgenomme-
nen 3D-Daten eingepasst wird. Dadurch können geeignete Greifpunkte gefunden
werden, auch wenn kein Vorwissen über Form und Beschaﬀenheit der Objekte
vorliegt, oder wenn sich die Objekte nur sehr schwer modellieren lassen. Es wur-
de ein Verfahren realisiert, welches Greifpunkte für einen Vakuumgreifer in einer
3D-Punktewolke bestimmt und ein weiteres, welches Greifpunkte für einen Zwei-
ﬁngergreifer in Tiefenbildern ﬁndet.
Semi-automatisches Entladesystem Zusätzlich zum vollautomatischen Entla-
desystem wurde ein semi-automatisches System realisiert. Ein Benutzer hat hier-
bei die Möglichkeit, das Entladesystem durch manuelle Vorgabe von Greifpunkten
zu unterstützen. Ein solcher interaktiver Modus kann z.B. zum Einsatz kommen,
wenn der vollautomatische Modus fehlschlägt, oder er kann zu Test- und Evalua-
tionszwecken dienen. Zur Interaktion mit dem System wurden zwei verschiedene
Mensch-Roboter-Schnittstellen entwickelt. Zum einen können Greifpunkte über
eine bildschirmbasierte GUI markiert werden, zum anderen können gewünschte
Greifpositionen über ein neuartiges Laserpointertool direkt in der Szene ausge-
wählt werden. Für beide Ansätze wurde eine Methode entwickelt, bei der ein vir-
tueller Sichtstrahl mit einem zuvor aufgenommenem Umweltmodell geschnitten
wird. Das Laserpointertool muss vor Benutzung einmal kalibriert werden. Hierfür
wurde ein entsprechendes Kalibrierverfahren entwickelt.
6.2 Ausblick
Eine große Herausforderung bei der Lösung des Griﬀ in die Kiste-Problems ist
die Bestimmung geeigneter Greifpositionen anhand der Sensordaten, so dass ein
Roboter die Objekte sicher greifen und ohne Beschädigungen aufnehmen kann.
Insbesondere wenn die zu greifenden Objekte unbekannt sind, beliebig angeordnet
und möglicherweise verklemmt sind, stellt dies ein äußerst komplexes Problem dar.
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In der vorliegenden Arbeit konnte gezeigt werden, dass auf Grundlage von 3D-
Daten sinnvolle Greifpunkte für unbekannte Objekten berechnet werden können.
Die untersuchten Entladeaufgaben sind jedoch verhältnismäßig einfach, da aus-
schließlich Vakuumgreifer und Zweiﬁngergreifer zum Einsatz kamen, die nur eine
ebene Kontaktﬂäche bzw. zwei gegenüberliegende Flächen für einen sicheren Griﬀ
benötigen. Die Greifpunktbestimmung konnte einfach und ﬂexibel gehalten wer-
den, da auf eine Objekterkennung verzichtet wurde. Das hat jedoch den Nachteil,
dass die gefundenen Greifpunkte im Allgemeinen nicht optimal sind. So setzt der
Greifer meistens nicht im Schwerpunkt des Objektes an, oder der Greifer erfasst
u.U. zwei nebeneinander liegende Objekte.
Zur Lösung des allgemeinen Griﬀ in die Kiste-Problems müssen robuste Ver-
fahren zur Objektsegmentierung gefunden werden. Nur wenn Objektgrenzen be-
kannt sind, können geeignete Greifpunkte auch für universelle Mehrﬁngergreifer
gefunden werden, kann die Lage der Objekte untereinander analysiert und auf
gegenseitige Verklemmungen hin untersucht werden. Existiert kein oder nur we-
nig Vorwissen über die zu greifenden Objekte, ist es sinnvoll, verschiedene Sens-
ordaten, z.B. 3D-Daten und 2D-Farbbilder, miteinander zu fusionieren, um die
Robustheit der Segmentierung zu erhöhen.
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Glossar
CAD Computer Aided Design
GENESYS Generisches Entladesystem - BmBF-gefördertes Forschungsprojekt
GUI Graphical User Interface
HMI Human Machine Interface
HRI Human Robot Interface
ICP Iterative-Closest-Point-Algorithmus
IPO-Takt Interpolationstakt einer Robotersteuerung
PMD Photonic Mixer Device - 3D-Sensor
RANSAC Random Sample Consensus
KMU Kleine und mittlere Unternehmen
TCP Tool Center Point
TOF Time of Flight
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