A distributed joint routing and spectrum sharing algorithm for video streaming applications over cognitive radio ad hoc networks is proposed in this article. The proposed cross-layer control scheme dynamically allocates routes, spectrum and power to maximize the network throughput under the constraints posed by delay-sensitive video applications. The algorithm evaluates the expected delay of competing flows in single-hop and two-hop networks considering the time-varying spectrum condition and occupancy, traffic characteristics, and the condition of queues at intermediate nodes. Simulation results show that the proposed algorithm significantly reduces the packet loss rate and improves the average peak signal-to-noise ratio (PSNR) of the received video streams.
The availability of cognitive and frequency agile devices thus motivates research The remainder of this paper is organized as follows. In Section 2, we introduce the system model. In Section 3, we state the problem and propose a distributed solution in detail. Section 4 presents simulation results. Finally, Section 5 concludes this paper.
System Model
Let the multi-hop wireless network be modeled by a directed connectivity graph G(V, L), where V = {v 1 , ..., v N } is a finite set of wireless nodes, with N = |V|, and (i, j) ∈ L represent a unidirectional wireless link from node v i to node v j (referred to also as node i and node j, respectively, for simplicity). We assume G is link symmetric, i.e., if (i, j) ∈ L, then (j, i) ∈ L. We assume that every node in the spectrum agile network is equipped with a reconfigurable transceiver and a scanner. The transceiver can tune to a set of contiguous frequency bands [f, f + ∆f i ], where ∆f i represents the bandwidth. There are F minibands for data communication in the network, denoted by the set F = {1, 2, ..., F }. The bandwidth of each miniband is w. A common control channel (CCC) is used by all network nodes for spectrum access negotiation, and is assumed to be time slotted. Each node that has packets to send contends for spectrum access on the control channel f cc , where f cc / ∈ F. All nodes in the network exchange local information on the common control channel.
Let the traffic demands consist of a set S = 1, 2, · · · , S, where S = |S|, of unicast sessions. Each session s ∈ S is characterized by a fixed source-destination node pair. We indicate the arrival rate of session s at source node i as λ s i , and with Λ the vector of arrival rates. Each node maintains a separate queue for each session s for which it is either a source or an intermediate relay. At time slot t, define Q s i (t) as the number of queued packets of session s waiting for transmission at node i.
At the application layer, the video stream is encapsulated in a sequence of video packets. We classify the video packets into unequal importance levels according to the dependencies introduced by the encoding algorithm, such as MPEG [16] , H.264/AVC [17] , H.264/SVC [18] . There are three basic common types of coded frames: (1) intracoded frames (I-frames), where the frames are coded independently of all other frames;
(2) predictively coded (P-frames), where the frame is coded based on a previously coded frame; and (3) bi-directionally predicted frames (B-frames), where the frame is coded using both previous and future coded frames. Each frame must be delivered and decoded by its playout time, therefore the sequence of frames has an associated sequence of deliver/decode deadlines. Any data that is lost in transmission cannot be used at the receiver. Furthermore, any data that is received after a playout deadline is useless. Specifically, any data that arrives after its decoding and display deadline is too late to be displayed. Therefore, each frame should be delivered and decoded by its playout deadline.
Prioritized Queuing
Each node maintains a separate queue for each session s for which it is either a source or an intermediate relay. Assume that for session s, there are T deadlines {t 1 , t 2 , ..., t T }.
Packets with a common decoding deadline are organized into one group. Groups are put in the increasing order of their deadlines. Hence, after reorganization, we have T groups in the queue for s. Each group may contain video packets with different importance levels.
Define Q s,P i as the prioritized queue value of session s waiting for transmission at node i. The prioritized queue value is calculated as follows:
where N g I and N g P are the number of queued I packets and P packets from group g. The values W I and W P represent weights that indicate quality effects of the packets, with
Let Q s i denote the actual queue size of session s at node i
which is updated as follows:
where r ij is the transmission rate on link (i, j). Figure 1 illustrates the queues at a node. 
Distributed Spectrum Sharing and Medium Access Control for Video Streaming
In this section, we present the distributed joint routing, spectrum sharing and medium access control scheme for secondary users in multihop cognitive radio networks. We first introduce the spectrum sharing principle in Section 3.1, i.e., the interference conditions under which multiple cognitive radio nodes can transmit simultaneously on the shared wireless medium. Then, we introduce the notion of spectrum utility in Section 3.2, i.e., the criterion based on which opportunities to transmit are assigned to different nodes competing for channel access. Opportunities to transmit and routes are selected with the objective of maximizing the spectrum utility. In Section 3.3 we discuss how power and channel are dynamically selected to maximize the link capacity, while in Section 3.4 we discuss how end-to-end delays can be estimated in a two-hop network to prioritize packet transmission and to make sure that packets that are expected to be received after predefined playout deadline can be dropped. Based on these considerations, in Section 3.5 we discuss a distributed cross-layer control scheme that allows secondary users to jointly control the routing, spectrum and power allocation functionalities to maximize the global spectrum utility under the delay constraints imposed by video streaming applications. Our solution is inspired by the throughput optimality of the dynamic back-pressure algorithm [19] [20] [21] . Given the system described in Section 2, the optimal routing and scheduling can be obtained by solving
In (4) r ij is the transmission rate on link (i, j). r ij depends on the capacity of link (i, j) which is defined in 3.2 and can be optimized by our dynamic spectrum allocation algorithm as discussed in 3.3.
However, exact solution to (4) can be found by centralized algorithms only and, under realistic interference models, is likely to be NP-complete and difficult to achieve in a distributed system. In addition, the algorithm does not consider the characteristics of the traffic, which should not be ignored for multimedia communication. These provide the motivation of our distributed algorithm to coordinate the spectrum sharing among different users.
We concentrate on finding a solution that performs the functions of routing and spectrum assignment jointly for video streaming. Our goal is to design a cross-layer control scheme to maximize the sum of weighted differential backlogs in a distributed way, which should be easy to implement and yield high throughput.
In addition to optimize the utilization of spectrum resources on the multi-hop path, in 3.5 we show how our cross-layer scheme gives priority to the most "important" and "urgent" traffic by using the Prioritized Queuing Model as introduced in 2.1.
Spectrum Sharing Principle
In this section, we discuss the interference con-ditions under which multiple cognitive radio nodes can transmit simultaneously on the shared wireless medium. To share spectrum, all transmitters within the network need to 1. Satisfy minimum bit error rate (BER) requirements at the receiver; 2. Avoid interfering with ongoing communications.
The BER depends on the signal-to-interference-plus-noise power ratio (SINR) at the receiver. We indicate a mini-band by simply referring to its central frequency. Let SIN R th (BER * ) represent the minimum SINR that guarantees a target bit error rate BER * , and P i (f ) represent the transmit power of i on f . The first constraint can be expressed by
We can also indicate interference at node l ∈ S i , l = j as N I
The second constraint represents the fact that communications for a node l ∈ S i 's are not impaired by i's transmission. This can be expressed as
where P R l (f ) represents the signal power being received at receiver l. Since this has to be true for every node in the neighborhood of i, the constraint can be written as
where ∆I max
The constraint in (6) states that the SINR at receiver j needs to be above a certain threshold, which means the power received at receiver j on frequency f needs be sufficiently high to allow receiver j to successfully decode the signal given its current noise and interferences. The constraint in (8) states that the interference generated by i's transmission on each frequency should not exceed the threshold value that represents the maximum interference that can be tolerated by the most vulnerable of i's neighbors l ∈ S i , l = j. Hence, i's transmit power needs to be bounded on each frequency. Constraint in (6) represents a lower bound and constraint in (8) represents an upper bound on the transmit power for each frequency.
Spectrum Utility
Here, we introduce the notion of spectrum utility. Spectrum is selected and opportunities to transmit are assigned with the objective of maximizing the spectrum utility.
The control channel is time slotted. At each time slot for which node i is backlogged and not already transmitting, node i will evaluate the spectrum utility for link (i, j), defined as
where c ij represents the achievable capacity for link (i, j) given the current spectrum condition. Note that this spectrum utility is defined for link (i, j). In (10), G is the processing gain, e.g., length of the spreading code, L ij (f ) is the transmission losses from i to j. P i (f ) represents the transmit power of i on frequency f . I j (f ) represents interference at j. Finally, N j (f ) is the receiver noise on frequency f . Let Q s,P i − Q s j represent the prioritized differential backlog of session s, and let s * ij represent the session that maximizes the differential backlog over all sessions s ∈ S. Data of session s * ij is selected to be routed from node i to node j. The route for each group of packets is found dynamically according to the maximum prioritized differential backlog policy. The differential backlog algorithm stabilizes the system by making use of backpressure [19] , where data finds its way to the destination by moving in the direction of least resistance while being pushed by newly arriving data. Our proposed algorithm thus uses modified backpressure to find an optimal routing. Note that, by using Q s,P i instead of Q s i , sessions that have more "important" packets backlogged, i.e., packets from I-frame, have higher value of Q s,P i and thus have higher probability to be transmitted. We emphasize that our proposed prioritized differential backlog gives priority to the most "important" data. In such a way, traffic characteristics are considered in routing and scheduling as discussed in the following subsections.
Dynamic Spectrum Allocation
In this section, we discuss how power and channel are dynamically selected to maximize the link capacity. In spectrum agile networks local spectrum resources may change from time to time, hence link capacity is time-varying and can be maximized through spectrum allocation. Maximizing the capacity of link (i, j) means selecting a spectrum band and the corresponding transmit power on each mini-band to maximize the Shannon capacity without interfering with ongoing communications.
Subject to :
where P max i (f ) is defined in (8) and P min i (f ) is the value of P i (f ) for which equality in (6) holds. In (14) , P Bgt i represents the instantaneous power available at the cognitive radio.
The objective of the problem above is to select spectrum and power with maximal capacity, given spectrum condition and hardware limitations of the cognitive radio. Note that constraint (13) imposes the spectrum sharing principle, and constraint (14) indicates the hardware restrictions. We have developed an iterative gradient-descent based algorithm to solve the above problem, which is discussed in detail in [22] .
Delay Estimation
Expected delays are important for video applications due to their delay-sensitivity nature. For video applications, any data that is received after a playout deadline is useless since it is too late to be displayed. Therefore, evaluating the expected delay of the data is important to avoid transmitting useless data. In our proposed scheme, any packet that exceeds a predetermined playout deadline will be dropped before scheduling.
In this section, we show how to calculate expected delays for single-hop and twohop routing networks.
Consider group g scheduled for transmission on link (i, j), the average delay X g ij consists of the average transmission delay E[D g,T X ij ] and average queuing delay
Given physical transmission rate r ij , the expected transmission time for groups containing packets with equal packet size L may be computed as
where E[D g,O ij ], defined in (17), is the delay caused by overhead of the MAC protocol, including expected backoff delay, acknowledgement time and duration of empty slots. Note that here we do not employ retransmission in our MAC protocol.
where T h s is handshake time which consists of DIFS, SIFS, and control packets (RTS/CTS/DTS) transmission time. At each packet transmission, the backoff time is uniformly chosen in the range (0, 2 CW −1 ). The value CW decreases when U s ij increases. The backoff time counter decreases when the control channel is sensed idle, frozen when a transmission is detected on the control channel, and reactivated when the control channel is sensed idle again for more than a DIFS. The transmission is triggered when the backoff counter reaches zero. With this mechanism, heavily backlogged queues (i.e., containing more important packets) with more spectrum resources are given higher probability of transmission.
Since the groups wait in the queue and are transmitted based on their deadlines, we have
where N g is the number of groups already in queue, and their deadlines are earlier.
Consider a two-hop transmission, i.e., from source node i to destination node k with relay node j. We may estimate the end-to-end delay for group g as
We assume that information about link (i, j) and queue size at j is known, which means X g ij can be estimated. Note that above delay is estimated at node i, where information about link (j, k) may not be available. We assume that j has a record of the average transmission rates for different receivers based on past record of transmissions, i.e., E[r jk ] So X g jk may be computed as
where
Since k is the destination, we may estimate U s jk as
Proposed Cross-Layer Control Scheme
We now present the proposed cross-layer control scheme, which dynamically utilizes available spectrum for video streaming in multihop wireless networks. Every backlogged node, once it senses an idle common control channel, performs the following algorithm:
1. Find the set of feasible next hops N s = {n s 1 , n s 2 , ..., n s k } for the backlogged session s. Feasible next hops are the neighbors with positive advance towards the destination of s and can relay the packets to the destination before their deadlines. Node n has positive advance with respect to i iff n is closer to the destination than i.
For each link
3. Select s * with next hop j * , which has maximum U s ij .
[s * , j * ] = arg max U
Estimate the delay for the first waiting group, if the delay cannot satisfy the playout delay, drop this group and schedule the next group. Note that U s ij defined in (9) depends on both the capacity and the differential backlog of link (i, j). Hence, routing is performed in such a way that heavily backlogged queues with more spectrum resource have higher probability of transmitting. 4. Once spectrum allocation, session and next hop are determined, the probability of accessing the medium is calculated based on the value of U s ij . Nodes with higher U s ij will get a higher probability of accessing the medium and transmit. This probability is implemented through the contention window at MAC layer. The transmitting node generates a backoff counter chosen uniformly from the range [0, 2 CW −1 ], where CW is the contention window, whose value decreases when U s ij increases. With this mechanism, heavily backlogged queues with more spectrum resources are given higher probability of transmission.
As discussed in Section 2.1, packets with a common decoding deadline are organized into a common group. The algorithm first estimates the delay for the first waiting group. If the delay cannot satisfy the playout deadline, it drops this group of packets and schedules the next group.
To efficiently manage available spectrum resources in a decentralized manner, information exchange among users is necessary and important. As discussed earlier, we assume that each node is equipped with two transceivers, one of which is a reconfigurable transceiver that can dynamically adjust its waveform and bandwidth for data transmission. The other is a conventional transceiver employed on the common control channel. Scanner-equipped cognitive radios can detect neighboring transmissions by sensing the data channel. Environment learning can be achieved by combining scanning results and information from control packets exchanged on the control channel that contain info about transmissions and power used on different minibands. A medium access control protocol on the common control channel arbitrates channel access, as described in detail in [22] .
Performance Evaluation
In this section, we analyze the performance of the proposed scheme in a multi-hop cognitive radio network, and compare it to the performance of other schemes. We concentrate on video streaming applications with predefined delay constraints and evaluate delay, reliability, and perceived video distortion with real video traces.
We consider one typical Common Intermediate Format (CIF) video sequence (Highway) under the simulation conditions reported in Table 1 . Figure 2 shows the data rate delivered by 1 MHz of spectrum as a function of the SINR. This represents a stepwise approximation of (10), which can model, among others, different modulation schemes available for different SIN R values.
We compare the performance of our proposed scheme with two alternative schemes. In particular, we consider Routing with Fixed Allocation (RFA) as the solution where routing is based on differential backlog with pre-defined channel and transmit power, and to Routing with Dynamic Allocation (RDA) as the solution where routing is based on shortest path with dynamic channel selection and transmit power allocation without considering differential backlog. Table 2 shows the average delay and the percentage of packets that are either lost, or exceed the playout deadline (late packets). The results show that the video streams of RFA and RDA have more late packets, which decreases the received video quality. To verify this claim, we evaluated the distortion of the received video stream, by interfacing our simulator with a video quality assessment tool that we developed in Matlab. We define distortion in terms of the average peak signal-to-noise ratio (PSNR) of the received video. Since we are interested in the amount of distortion introduced by the video transmission, we use the difference between the PSNR actually obtained from the video transmission scheme and the best possible PSNR obtainable from the technology (i.e. no packets are lost and the highest possible rate MPEG encoder is used to encode the video frames). PSNR is defined as P SN R = 10 · log 10 M AX 2
where M AX I is the maximum possible pixel value for each frame. MSE is the mean squared error, which is defined as
for any two m x n images I and K where one of the images can be considered to be a noisy approximation of the other. To extend this to video distortion rather than image distortion, we take the PSNR measurement for each frame and average over all of the frames in the video. For any frames that are dropped or unable to be decoded at the receiver, the previous frame in the received video is measured against the current frame in the "good" video (i.e. the video before it was transmitted) and this value is used in the average. Our proposed scheme is shown to outperform the other two algorithms of approximately 10 dB, which has a considerable impact on the perceived visual quality.
