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In this paper we study the existence, uniqueness, and regularity of the solutions 
for the Cauchy problem for the evolution equation 
211 t- (.f (II)), ~- tt,rt g(x, t), (*) 
where zd = u(x, t), x is in (0, I), 0 < t < T, T is an arbitrary positive real 
number, f(s) E Cl(R), and g(x, t) EL”(O, T;L”(O, I)). We prove the existence 
and uniqueness of the weak solutions for (*) using the Galerkin method and a 
compactness argument such as that of J. L. Lions. We obtain regular solutions 
using eigenfunctions of the one-dimensional Laplace operator as a basis in the 
Galerkin method. 
INTRODUCTION 
In this paper we study the existence, uniqueness, and regularity of the solu- 
tions for the Cauchy problem for the evolution equation 
where u = U(X, t), s is in (0, l), and t > 0 is the time. Forf(s) = s2/2 and g =m 0, 
Eq. (*) was proposed by Benjamin et al. [I] and Peregrine [lo] in the study of 
one-dimensional long waves of small amplitude in water, and as a modification 
of the Korteweg-de Vries equation, by Lax [3], SjGberg [14], and Temam [16]. 
The abstract form included in the framework of the ordinary evolution equation 
in Banach spaces, equations of type (*) was studied by Showalter [13]. The 
existence and uniqueness of the periodic solution in the case f(s) = s2/2 and 
g = 0 was studied by Medeiros and Menzala [7] and Miranda [6], and for a 
general f by Neves [X, 91. The numerical approximation for Eq. (*) was studied 
by Raupp [ll]. 
We divide this paper into two sections. In the first we prove the existence and 
uniqueness of the weak solutions for (*) using the Galerkin method and a com- 
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pactness argument as in [4]; in the second we obtain regular solutions when we 
consider, as a basis in the Galerkin method, the eigenfunctions of the one- 
dimensional Laplace operator. 
1. EXISTENCE OF WEAK SOLUTIONS 
If m is a nonnegative integer, by H”(O, 1) we represent the usual Sobolev space 
of order m. When m = 0, HO(O, 1) is the usual L2(0, 1) with inner product 
(., .) and norm /I /I . By Dk we represent the derivative ak/axk. If E is a Banach 
space, T is a positive real number, and 1 < p < + co, by LP(O, T; E) we repre- 
sent the Banach space of all measurable functions 
u: (0, T)+E 
such that /I u(t)lls belongs to P(O, T), with the norm 
II 7.4 II;‘(O,T;E) = s oT 11 u(t)$ dt if l<p<++oo, 
and 
!I u II LmtO,T;E) = ess sup II WI, + 
O<t<T 
The following lemmas are well known from the theory of Sobolev spaces 
(see [12]). 
LEMMA I .l . If u E W(0, l), there exists a constant c > 0, independent of u, 
such that 
SUP I 44l < c II 24 Iv2 (II * II + II % II>““. 
o<xq 
LEMMA 1.2. Suppose f~ C”(R), k >, 1, and f(0) = 0. If u(x, t) EL~(O, T; 
Hk(O, 1)) then f(u(x, t)) EL~(O, T; Hk(O, 1)) and we hawe the inequalities 
if k >, 2, where M and C, are constants. 
In the following we prove the existence and uniqueness of weak solutions for 
Eq. (*), Theorem 1 .l, using the Galerkin method. We represent the open interval 
(0, 1) by Q, and by Q the square Sz X [0, T], for T > 0. 
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THEOREM 1.1. Let T > 0 he a real number, g(x, t) E LX(O, 1’; L’(Q)), 
uo(x) E Ho1(12), and f(s) E C’([w). Th en, there exists only one u(x, t), (x, t) E 0 
satisf$‘ng the conditions 
u E L=(O, T; I-r,l(Q)), (1) 
Ut ELrn(O, T; HJy-q, (2) 
% + (f (4), - %zt = ‘%+, t) 011 $2, (3) 
24(x, 0) =y 240(x). (4) 
Remark 1.1. Without loss of generality we can assume that f(0) --- 0, 
because the equation 
with h(s) = f(s) -f(O), is equivalent to Eq. (3). 
Proof. First of all let us see that (4) makes sense. In fact, by (l), (2), and [I 5, 
Lemma I, p. 311, it follows that we can evaluate u(x, t) at t := 0. 
The proof of the theorem shall be done in the following three steps: (i) approx- 
imate solutions of Eq. (3), (“) 11 a p riori estimates, (iii) limits of the approximate 
solutions. 
Step (i). Approximate solutions. Let ~~~~~~~ be a sequence of elements 
w, E &r(Q) for all v, such that for each m E N the set wi , wa ,..., w, is linearly 
independent and the finite linear combinations of w, are dense in Hal(Q). We 
look for ZP = ZP(X, t), an approximate solution of Eq. (3), in the form 
where the g,,,(t) are calculated by the condition 
(Utrn, WV) + a(V, 4 + ((f (0). ,wJ = (5 4 
for v := 1,2 ,..., m, where 
(5) 
a(u, v) = 
s 
’ (au/ax) (&/ax) dx. 
0 
Since u. E Ho1(52), there exist constants C,,, , v = 1, 2 ,..., m, such that if we 
have uon, = ~~~, c,,w,; then 
Uom converges to no strongly in Hoi(Q) (6) 
as m goes to infinity. 
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If we add to system (5) the conditions urn(O) =: ZL,,~ , we obtain a system of 
ordinary differential equations in the unknowns g,, with the initial conditions 
SYvm = Gil . This system has a solution because the matrix of the coefficients of 
gk is invertible by the hypotheses of the linear independence of (wy)VoN in 
Har(Q). Therefore, there exists a solution (g,,(t))rg,G, of the system (5) with 
initial conditions g,,,(O) = c,, , v = 1, 2,..., m defined in the interval [0, t,). 
In the next step we prove a priori estimates, which allows us to extend the solu- 
tion from [0, tm) to [0, T]. 
Step (ii). A priori estimates. Multiply both sides of the approximate 
equation (5) by g,,(t) and add from Y = 1 to v = m. We then obtain 
$(d/dt) (11 um l/2 + a(u”, 24”)) - (f(u”), auyax) = (g, 24”). 
Remark 1.2. If 
(7) 
we have 
h(x, t) = jYm’z*t)f(~“(x, s)) ds 
0 
ah/ax = f(C) (&P/ax), 
and since h(0, t) = h(1, t) = 0, because w, g Hd(.Q), we have 
(f(P), &P/ax) = h(1, t) - h(0, t) = 0 for all t. 
Equation (7) can be written as 
(44 (II urn II2 + aW> 4) < II &II2 + II u” II’, 
and, by the Gronwall lemma and because uom converges to u. in Hal(Q), we 
obtain 
!I u” II&l(Q) < C independent of m for all t in [O, T] (8) 
and we can conclude from this estimate that 
ZP belongs to a bounded set of L”(0, T; HOI(Q)) when m goes to infinity. (9) 
From (9) we can obtain a subsequence of (zP$,,~~ , which we represent with the 
same notation, such that 
urn converges weak star to u in Lm(O, T; H,‘(O)). (10) 
The next step is to obtain estimates to the derivative utm. Multiply both sides 
of Eq. (5) by g:,(t) and add from v = 1 to v = m. We obtain 
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It follows then from Lemma 1.2 and estimate (8) that 
~1 Utn” ;lH ‘(0 1) <I c 0 ’ 
for a.e. t in [0, T] independent of m in N. 
Therefore, 
utn” belongs to a bounded set ofLm(O, T; Hal(Q)))) when m goes to infinity. 
From (12) we can say that 
there exists a subsequence ulm which converges weak star to ut in 
L”(0, T; H,1(l2)). 
Estimates (9) and (12) tell us that 
urn belongs to a bounded set of P(Q) for all m. 
(11) 
(12) 
(13) 
(14) 
From (14) and the Rellich imbedding theorem, we can say that ZP converges 
strongly in L2(Q) and therefore there exists a subsequence urn which converges 
almost everywhere in Q to u. 
Step (iii). Limit of approximate solutions. Let us begin by the nonlinear 
term. By Lemma 1.2 and estimate (8) we have 
llf (@%Hl(a, < c 
independent of m, for all t in [0, T]. Therefore, 
f (u”)z converges to x weak star in L”(0, T; L2(Q)). 
By (14) and the continuity off on [w, we have 
f (u”) converges to f (u) almost everywhere in Q. 
By (8) and Lemma 1.1 and 1.2, we obtain 
1~ f (UnL)llL?(Q) < c for all m and all t in [0, T]. 
From (17), (18), and [4, Lemma 1.31 we have 
f (u”) converges to f (u) weak star in L2(Q) therefore, 
in the sense of the theory of distributions on Q, 
and it follows that 
f(um)x converges to (f(u)), in the sense of distributions on Q, 
We have from (16) and (20) that x =f(u)= and 
f (u”)* converges to f(u)% weak star in L-(0, T; Lz(Q)). 
(15) 
(16) 
(17) 
(18) 
(19) 
(20) 
(21) 
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Let m > V; by (5) we have 
(UP> 4 + 4%“, 4 + ((f(u%! 7 W”) = (g, w,) 
From (13) and (21) we obtain 
and 
(utm, w,) converges to (ut , w,) weak star in Lm(O, T), 
a(@, wy) converges to a(u, , wV) weak star inL”(0, T), 
(f(~“)~ , w,) converges to (f(~)~ , w,) weak star in L=(O, T). 
Therefore, it follows from (22) that if v goes to infinity, we obtain 
(Ut > W”) + 4% > WY) + wh! 9 4 = (&WA for all v. 
By the hypotheses on (w,),~~ it follows from (25) that 
(ut 7 4 + 4% , 4 + (f(U)z TV) = (g, 4, 
for all v E &l(Q), and u satisfies conditions (l)-(3) of Theorem 1.1. 
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(22) 
(23) 
(24) 
(25) 
Let us now verify that II satisfies the initial data. In fact, from (10) it follows 
that u” converges to u weak star in Lm(O, T, L2(Q)). Therefore, 
s 
r (urn, a) dt converges to j’ (u, V) dt for all z, EG(O, T; P(Q)), (26) 
0 0 
By (13) it follows also that 
s 
T 
O( 
utm, V) dt converges to 
I 
T (ut , v) dt for all u EL’(O, T; P(Q)). (27) 
0 
Let us consider B(X, t) = O(t) w(x) with w ELM and 0 E Cl(0, T) such that 
e(O) = 1, B(T) = 0. If ?ve take v = 8’~ in (26) and v = 8w in (27), and sum 
both inequalities, we obtain limm+m(um(0), w) = (u(O), w) for all w EP(Q); that 
is, u”(O) converges to u(O) weakly in D(Q), and therefore u(O) = u,, . 
To prove the uniqueness, suppose we have two solutions u, v corresponding 
to the same initial data. If w = u - V, then it is a solution of wt - w,,~ + 
f(~)~ -f(v), = 0 with the initial conditions w(0) = 0 and w*(O) = 0. It follows 
that w satisfies the condition 
WW (II w II2 + II wx II”> = (f(u) -f(v), 4. 
By Lemmas 1.1 and 1.2 and (28) we obtain 
(44 (II w II2 + II w, II”> G c II w, 112, 
where c > 0 is a constant independent of t. Hence w = 0. 
(28) 
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2. REGULARITY OF \VEAK SOLCTIOKS 
In this section we take for a basis in the Galerkin method the eigenfunctions of 
the one-dimensional Laplace operator, and then we obtain more regular solu- 
tions. Let us represent by (Yv)utN the eigenfunctions of the one-dimensional 
Laplace operator inL2(Q). We know [5] that (Y/Y)VCN is a complete orthogonal set 
in P(Q) and in H,‘(Q). We known that YV E H”(Q) for k any positive integer. 
By V/” we represent the closure in H’“(Q) of the finite linear combinations of the 
functions Y, . 
THEOREM 2.1. Suippose g(x, t) EL=(O, T; H”(Q)) such that 02”g EL”(O, 7‘; 
H,‘(Q)), v = 0, 1) 2, . . . . j, with k - 2j > 1; f(s) = s’/2 and u. E VI,+1 . Then 
for each nonnegative integer k there exists only one function u(x, t), defined in Q, 
satisfying the conditions 
u EL”(O, T; H”‘-l(Q)), (29) 
D’% EL”(O, T; H,,+?)) forv =O, 1,2 ,..., j with k + 1 - 2j> 1, (30) 
ut EL”(O, T; H”+2(G)), (31) 
D‘%, EL=(O, T; H,l(sZ)) for v = 0, 1, 2 ,..., j with k + 2 - 2j > I, (32) 
Ut + uuz - %xt = g, in Lap, T; ‘wq), (33) 
u(x, 0) = q(x). (34) 
Proof. Let P&(X, t) be the approximate solution defined as in Theorem 1.1; 
then we consider the eigenfunctions Y, instead of w, . Then we have the system 
(utW9 Y”u,) + (f(U”L 3 Y”) - (Gt 7 Y”Y,) = (g, Y”>, v == l,..., m, (35) 
’ u”(0) = u(jm (36) 
where uoln converges to u,, strong in H”+l(Q). We note that dpY, = (-h,,)p Y, 
for all p, where p is a nonnegative integer. 
We prove by induction that, in the hypotheses of the theorem, we have 
and 
II U”(t)ljH”+I < c, for all t in [0, T], 
II utm(t)llHL,z < c, for a.e. t in [0, T] 
(37) 
(38) 
where C > 0 is a constant independent of m and t. 
First of all, observe that if in the proof of Theorem I _ 1 we use for a basis in 
the Galerkin method the eigenfunctions of the one-dimensional Laplace 
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operator, we obtain with the hypotheses of Theorem 1.1, and of (8) and (1 I), 
the estimate 
II 4kt(t)ll < c (39) 
for a.e. t in [0, T], where C > 0 is a constant independent of m and t. In fact, 
multiplying both sides of (5) by (-hy)glll’ and summing in V, we obtain 
hence, by Lemma 1.2 and (8), Eq. (39) follows. Thus, as a particular case, 
(37) and (38) follow for K = 0. 
Remark 2.1. If instead of considering the arbitrary basis (w,),~~ we consider 
the special basis (YV)veN , we obtain, with the hypotheses of Theorem 1 .I, 
instead of (2) and equality in (3), the better conclusions 
ut EL=(O, T; H2(Q) n H,,l(sZ)), 
ut + (fWz - uzzt = g@, t), in Lm(O, T; L2(Q)), 
weak star. 
Suppose that (37) and (38) are true fork 3 0. We prove that these expressions 
are also true for k + 1. We note that for q an odd positive integer we have 
D”f (u”) = coumD‘w + clDumD+lu~~ + ... + c(a-1),2D’q-1’/2u”D(~+l)12um, 
and it follows that 
(Df (u”), D2’c+%m) = &(D”+f (u”), Dk+2~m), (40) 
(Df(u”), D2k+4um) = +(D”+“f (urn), D”+3u”). (41) 
Multiplying both sides of (35) by (--X,)k+lg,, and summing in v, we obtain 
(utm, D21+2um) + (f (u”)z , D2”+2u”) - (D2utm, D2”+2um) = (g, D2”+2u”) 
and by (40) we obtain 
or 
P k+$m, Dk+lum) + (Dk+2Utm, Dk+2um) 
= -(D’“g, D”+~u”) 5 (D”+f (urn), Dk+Q”) 
&(d/dt) (11 Dk+W 112 + /I Dk+fum 11”) 
< i II D7’g Ii2 + : II D”+lf (urn)11 + 11 DL+2um //2, 
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It follows by hypotheses of induction and Lemma 1.2 that 
,’ D’~+-“u’“(t)l~ zg C‘ (42) 
for all t in [0, T], where C > 0 is a constant independent of m and t. Similarly, 
multiplying both sides of (35) by (-h,)‘i+2 g& , summing in Y, and using (41), we 
obtain 
jl Dh+2Utm 112 + 11 Dk+SUtm /I2 _ -(D"+l~, D1;+3Utn~) * (D"+"f(~""), D"-"u,"') 
< 2 ij Dk+lg //2 + 2 jl Dk+2f(ztn)112 + 2 ~, Dk+3~,“1 ~ d. 
It follows by hypotheses of induction, Lemma 1.2, and (42) that 
// Dk+3uy(t)l/ < C (43) 
for a.e. t in [0, T], where C > 0 is a constant independent of m and t. By (42) 
and (43), Eqs. (37) and (38) follow. 
Remark 2.2, If Y satisfies condition (30) then (Dzvun~) is bounded in 
L”(0, T; H,,l). The same conclusion is true for D2”utm, where v satisfies condi- 
tion (32). 
By the argument used in the proof of Theorem 1.1, estimates (37) and (38) 
and Remark 2.2 imply the existence part of Theorem 2.1. The uniqueness 
follows by the standard argument used in the proof of Theorem 1.1. 
Remark 2.3. Theorem 2.1 is already true if f(s) = 19, c is constant, and 
n is an even positive number. 
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