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ON THE STRENGTH OF CHROMATIC SYMMETRIC HOMOLOGY FOR
GRAPHS
ALEX CHANDLER, RADMILA SAZDANOVIC, SALVATORE STELLA, AND MARTHA YIP
Abstract. In this paper, we investigate the strength of chromatic symmetric homology
as a graph invariant. Chromatic symmetric homology is a lift of the chromatic symmetric
function for graphs to a homological setting, and its Frobenius characteristic is a q, t gen-
eralization of the chromatic symmetric function. We exhibit three pairs of graphs where
each pair has the same chromatic symmetric function but distinct homology. We also show
that integral chromatic symmetric homology contains torsion, and based on computations,
conjecture that Z2-torsion in bigrading (1, 0) detects nonplanarity in the graph.
1. Introduction
In 1995, Stanley [26] defined a symmetric function generalization of the chromatic poly-
nomial of graphs. This graph invariant has been categorified to the chromatic symmetric
homology by the second and fourth authors [23], in the spirit of Khovanov and related link
and graph homology theories. Given a graph G with n vertices, the chromatic symmetric
homology Hi,j(G;C) is a bigraded C[Sn]-module, whose bigraded Frobenius characteris-
tic FrobG(q, t) is equal to Stanley’s chromatic symmetric function XG when specialized at
q = t = 1. This construction is not restricted to C; in particular it works over Z and Zp
for prime numbers p ≥ 2. The main results of this paper offer answers and insights to the
following questions:
(1) Does the categorified invariant detect more information than the original invariant?
(2) In the case that the categorified invariant takes the form of integral homology, does
it contain torsion? If so, does torsion detect any additional information about the
graph?
Theorem 3.1. Chromatic symmetric homology over C is strictly stronger than XG.
This result is based on finding explicit examples of pairs of graphs which are distinguished
by the chromatic symmetric homology but not by the chromatic symmetric function. A
similar result holds for Khovanov homology and the Jones polynomial [2].
To fully explore the strength of the chromatic symmetric homology we also work over Z. As
the chromatic symmetric function is recovered by specializing the Frobenius characteristic of
the homology, this implies that any torsion in chromatic symmetric homology is not directly
captured in this decategorification process. Thus, torsion in chromatic symmetric homology
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has the potential to carry extra information about the graph which is undetected by the
chromatic symmetric function. Analyzing torsion in related homology theories has turned
out to be fruitful, see for example [4, 9, 10, 12, 16, 17, 18, 20, 21, 24, 25, 27].
Theorems 4.1 and 4.2. Over the integral domain Z, the chromatic symmetric homology
of the nonplanar graphs K5 and K3,3 have Z2-torsion.
With Kuratwoski’s theorem in mind, the above theorems indicate that chromatic symmet-
ric homology may provide an algebraic obstruction for the planarity of graphs. There are 14
nonplanar graphs in the set of 143 connected graphs with up to 6 vertices. Our computations
(see Appendix C) show that only these 14 nonplanar graphs contains Z2-torsion in bidegree
(1, 0) homology. Thus we make the following conjecture.
Conjecture 4.7 A graph G is nonplanar if and only if the chromatic symmetric homology
in bidegree (1, 0) contains Z2-torsion.
We have found that other types of torsion can appear in chromatic symmetric homology.
Our computations (see Section 4.3) show that the homology of the star graph on 7 vertices
contains Z3-torsion in bidegree (1, 0). This raises the question of whether every type of
torsion can appear in chromatic symmetric homology, and whether it characterizes other
graph properties.
Due to the computational complexity of the problem, we restrict our attention to comput-
ing chromatic symmetric homology only in q-degree zero, and so we write Hi(G) = Hi,0(G)
to simplify the notation. It turns out that for the purposes of answering the two questions
outlined above, this restriction suffices.
It is worth noting that the following theoretical results played an essential role in cutting
down the computation time. Given a graph with n vertices and m edges, the homological
width of the chromatic symmetric chain complex is m + 1. In [3, 5] the first and second
authors construct the broken circuit model for chromatic symmetric homology: a chain
complex of homological width n that is quasi-isomorphic to the chromatic symmetric chain
complex. The broken circuit model can be viewed as a categorification of Whitney’s broken
circuit theorem for the chromatic symmetric polynomial. For graphs with many edges, this
gives a significant reduction in homological width. For example, for complete graphs, the
homological width of the broken circuit model grows linearly in n as opposed to the one of
the chromatic symmetric chain complex which grows quadratically in n. Furthermore, an
algorithm proposed by Lampret [15] uses algebraic Morse theory, via the so-called steepness
matchings, to cancel large portions of chain complexes before computing their homology.
Both of these reductions are incorporated into our program to compute chromatic symmetric
homology. Our toy implementation is only capable of computing the Z-module structure of
the homology and it is available at [6]. Due to the inefficient way in which differentials are
built, it is only usable on graphs with no more than 7 vertices and relatively few edges. We
list the result of computations on all connected graphs with at most 6 vertices in Appendix C.
This paper is organized as follows. In Section 2, we recall the construction of chromatic
symmetric homology following [23], and point out how the computation simplifies when we
restrict to zeroth quantum grading. We also lay the algebraic foundation necessary for com-
puting chromatic symmetric homology in homological degree 1, which involves developing
straightening laws for numberings which are parallel to a dual version for oriented column
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tabloids. In Section 3, we prove Theorem 3.1 by providing examples of pairs of graphs with
equal chromatic symmetric functions but different chromatic symmetric homology. We ex-
plicitly compute the first chromatic symmetric homology H1 for these graphs, restricted to
specific Specht modules. In Section 4, we prove Theorems 4.1 and 4.2 by explicitly finding a
generator which has order two in homology. Last but not least, assuming that Conjecture 4.7
holds, we provide an infinite family of pairs of graphs with the same chromatic symmetric
function, but distinct chromatic symmetric homology.
2. Computing q-degree zero homology
We briefly recall the construction of chromatic symmetric homology for a graph G, before
moving on to describe the specific details required for computing the homology in q-degree
zero. A complete description of the q-graded homology is in the paper [23].
2.1. Defining chromatic symmetric homology. Let G be a graph with vertex set [n] :=
{1, . . . , n}. An edge incident to the vertices i and j will be denoted by eij, if i < j. We order
the set of edges E(G) lexicographically.
If G has m edges, then the 2m subsets F ⊆ E(G) are the spanning subgraphs of G. These
have the structure of a Boolean lattice B(G), ordered by the reverse inclusion. In the Hasse
diagram of the lattice B(G), we direct an edge ε(F, F ′) from a spanning subgraph F to a
spanning subgraph F ′ if and only if F ′ can be obtained by removing an edge e from F . The
sign of ε(F, F ′) is −1 to the number of edges in F less than e with respect to the lexicographic
ordering on E(G), and we denote this by sgn(ε(F, F ′)). See Figure 5 for an example.
2.1.1. Modules. We refer the reader to Fulton [8, Chapter 7] for background on represen-
tations of the symmetric group Sn. For any subset B ⊆ [n], let SB denote the subgroup
of permutations of B. A set partition β = {B1, . . . , Br} of [n] with r parts is a set of r
nonempty subsets of [n] which are pairwise disjoint and whose union is [n].
Let Sλ denote the irreducible Sn-module indexed by the partition λ ` n. For b ∈ Z≥1, let
Lb denote the q-graded Sb-module
Lb =∧∗S(b−1,1) =
b−1⊕
i=0
S(b−i,1i),
such that S(b−i,1i) is in q-degree i.
We now assign a q-graded Sn-module to each spanning subgraph F ⊆ E(G). If F has r
connected components B1, . . . , Br of sizes b1, . . . , br, then β = β(F ) = {B1, . . . , Br} is the set
partition associated to F . The Young subgroup associated to F is Sβ(F ) = SB1 × · · · ×SBr .
We assign the q-graded Sn-module
MF = IndSnSβ(F ) (Lb1 ⊗ · · · ⊗ Lbr)
to the spanning subgraph F .
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Let (MF )j denote the j-th graded piece of the module MF . Then for i, j ∈ Z≥0, the i-th
chain module for G in q-degree j is
Ci,j(G) =
⊕
|F |=i
(MF )j,
which is a sum over the spanning subgraphs of G with i edges.
2.1.2. Differentials. Given spanning subgraphs F and F ′ of G where F ′ = F − e is obtained
by removing the edge e from F , we define an edge map dε(F,F ′) :MF →MF ′ . We will quote
some results and refer the reader to [23, Section 2] for more details.
In the special case that removing e from F does not disconnect a component, then dε(F,F ′)
is simply the identity map.
Otherwise, we first consider the simplest case where F is a connected spanning subgraph
of G and removing e disconnects F into two components A and B. Suppose |A| = a and
|B| = b. Consider the (Sa ×Sb)-module
T = (S(a−1,1) ⊗ S(b))⊕ (S(a) ⊗ S(b−1,1)) .
IfM is a q-graded Sn-module, letM{k} denote the forward q-degree shift ofM by k. Since
MF ′ = Ind(La ⊗ Lb), La ⊗ Lb ∼= ∧∗T , and ResMF ∼= (∧∗T ) ⊕ (∧∗T ){1} [23, Lemma
2.6], then applying Frobenius reciprocity (and noting that IndV and coIndV are naturally
isomorphic under the Nakayama isomorphism), we have
HomSn(MF ,MF ′) ∼= HomSa×Sb
(
(∧∗T )⊕ (∧∗T ){1},∧∗T ) . (1)
We choose dε(F,F ′) ∈ HomSn(MF ,MF ′) to be the map that corresponds to the (Sa ×Sb)-
module map that is identity on (∧∗T ), and zero on (∧∗T ){1}.
In the more general case where F has r connected components B1, . . . , Br of sizes b1, . . . , br
and the removal of e decomposes Br into two components A and B of sizes a and b re-
spectively, let dζ : La+b → IndSBrSA×SB(La ⊗ Lb) be the map defined previously, and letN = Lb1 ⊗ · · · ⊗ Lbr−1 . The map dε(F,F ′) :MF →MF ′ is then defined by
dε(F,F ′) = Ind
Sn
SB1×···×SBr−1×SBr (idN ⊗ dζ).
Finally, for i ∈ Z≥0, we define the i-th chain map di : Ci(G)→ Ci−1(G) by letting
di =
∑
ε
sgn(ε)dε,
where the sum is over all edges ε in B(G) which join a subgraph of G with i edges to a
subgraph with i− 1 edges. See Appendix A for an example on the complete graph K3.
It was shown in [23, Proposition 2.10] that d is indeed a differential, thus for i, j ∈ Z≥0,
the (i, j)-th homology of G is
Hi,j(G;C) = ker di,j/ im di+1,j,
and the associated bigraded Frobenius series is
FrobG(q, t) =
∑
i,j≥0
(−1)i+jtiqjch(Hi,j(G;C)),
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where ch is the Frobenius characteristic map from the ring of representations of the symmetric
groups to the ring of symmetric functions. We have FrobG(1, 1) = XG, which shows that
chromatic symmetric homology is a lift of the chromatic symmetric function [23, Theorem
2.13].
2.2. Computing homology in q-degree zero. The computation of homology in q-degree
zero is easier to carry out, due to our choice of the edge maps arising from Frobenius reci-
procity (see Equation 1). The computations performed in Section 3 and Section 4.1 are
in q-degree zero only, and we see that even with this restriction, the homology still retains
rich information about the graph. From this point on, we will drop the second index in the
notation for the chain module Ci,j and the homology Hi,j as j is always 0.
First, in q-degree zero, the module associated to each spanning subgraph F ⊆ E(G) with
connected components B1, . . . , Br is simply the permutation module
MF = IndSnSB1×···×SBr
(S(b1) ⊗ · · · ⊗ S(br)) ,
so the i-th chain module Ci(G) of the graph is a direct sum of
(
m
i
)
permutation modules of
Sn. If λ is the partition whose parts are the sizes of the connected components of F , then
MF ∼=Mλ = C[Sn]⊗C[Sλ] S(n).
As for the edge maps, we first revisit the case where F is a connected spanning subgraph
of G and removing e disconnects F into two components A and B which forms F ′. Suppose
|A| = a and |B| = b. Then we have MF = S(a+b) and
MF ′ = IndSa+bSa×Sb(S(a) ⊗ S(b)) ∼= S(a+b) ⊕
⊕
λB(a,b)
S⊕Kλ,(a,b)λ ,
where the direct sum is over partitions λ which dominate (a, b), and the Kostka number
Kλ,(a,b) is the number of semistandard Young tableaux of shape λ and weight (a, b). By
Frobenius reciprocity, the edge map
dζ : S(a+b) → IndSa+bSa×Sb(S(a) ⊗ S(b))
is simply the inclusion map, and so is the induced edge map dε(F,F ′) : MF → MF ′ in the
general case when F has more than one connected component. Since each module MF is
cyclically generated, then dε(F,F ′) is completely determined by specifying the image of a cyclic
generator for MF .
2.3. Restriction to Specht modules. We would like to describe the chromatic homology
in terms of Specht modules. Schur’s Lemma states that the only nontrivial morphisms
between irreducible modules are homothetys, so it suffices to restrict the computation of
the homology to Specht modules corresponding to a fixed partition inside each permutation
module. Furthermore, since each Specht module is cyclically generated, then our inclusion
maps are completely determined by specifying the image of a cyclic generator for each Specht
module. We next describe how we will achieve these computations systematically.
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2.3.1. Young symmetrizers. In this section, we will primarily follow the exposition in Ful-
ton [8, Section 7]. In order to compute the homology, it is important for us keep track of
the Young subgroup from which we are inducing (not just up to isomorphism), thus, where
we depart from Fulton, details will be provided.
Let λ = (λ1, . . . , λr) ` n be a partition with r parts. A Ferrers diagram of shape λ consists
of r rows of boxes justified to the left such that the i-th row from the top consists of λi boxes.
A numbering of shape λ ` n is a filling of the Ferrers diagram of shape λ with the numbers
1, 2, . . . , n each appearing exactly once. A standard Young tableau of shape λ is a numbering
of shape λ whose rows increase strictly from left to right, and whose columns increase strictly
from top to bottom. A semistandard Young tableau of shape λ is a filling of shape λ such that
the numbers 1, 2, . . . , n may repeat, and whose rows increase weakly while columns increase
strictly. We let Num(λ) denote the set of n! numberings of shape λ ` n. The symmetric
group Sn acts on Num(λ) by permuting the entries in a numbering.
Definition 2.1. Given a numbering T , let T (i, j) denote the entry in the i-th row and j-th
column of T (that is, we use the same indexing convention as that for a matrix). We define a
total order 4 on the set of numberings of a fixed shape as follows. If T and S are numberings
of shape λ such that the i-th row is the lowest row in which the numberings are different,
the j-th column is the rightmost column in that row in which the numberings are different,
and T (i, j) > S(i, j), then we say that T < S.
Example 2.2. The order on the numberings of shape (2, 1) is
1 2
3
< 2 1
3
< 1 3
2
< 3 1
2
< 2 3
1
< 3 2
1
.
The row group R(T ) ⊆ Sn is the subset of permutations that permute elements within
each row of T , and the column group C(T ) ⊆ Sn is the subset of permutations that permute
elements within each column of T . The corresponding Young symmetrizers in C[Sn] are
aT =
∑
ρ∈R(T )
ρ, bT =
∑
ζ∈C(T )
sgn(ζ)ζ, cT = bTaT .
For any pi ∈ Sn, we have
R(pi · T ) = piR(T )pi−1 and C(pi · T ) = piC(T )pi−1,
so that
api·T = piaTpi−1, bpi·T = pibTpi−1, and cpi·T = picTpi−1. (2)
Definition 2.3. For any numberings S, T ∈ Num(λ), we define the permutation σT,S ∈ Sn
by
σT,S · T = S.
Note that for any pi ∈ Sn,
σ−1T,S = σS,T , and σ
−1
pi·T,S = piσ
−1
T,S. (3)
Definition 2.4. Let F be a spanning subgraph of G, and let λ ` n be the partition whose
parts are the sizes of the connected components of F . The numbering T (F ) associated to
F is the numbering of shape λ such that each row consists of the elements in a connected
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component of F arranged in increasing order, and rows of T (F ) having the same size are
ordered so that the minimum element in each row is increasing down the first column.
Let T = T (F ). The q-degree zero permutation module MT associated to the numbering T
is cyclically generated by the Young symmetrizer aT :
MF =MT = C[Sn] · aT .
Note that for each S ∈ Num(λ), we have σT,SaT = aSσT,S. Furthermore, if ρ ∈ R(T ),
then ρaT = aρ·T = aT . This leads to the following description of a basis for MT .
Proposition 2.5. Let F be a spanning subgraph of G with associated numbering T of shape
λ. Then
MT = span{aSσT,S | S ∈ Tab(λ)},
where Tab(λ) is the set of numberings of shape λ whose rows are increasing.
Definition 2.6. For any numberings S and T of shape λ, let
vST = σT,SbTaT = bSaSσT,S ∈MT .
Lemma 2.7. Let S, T, U be numberings of shape λ, and suppose U = pi · T where pi ∈ Sn.
Then vSU = v
S
Tpi
−1.
Proof. We have
vSU = v
S
pi·T = σpi·T,S cpi·T
= (σ−1pi·T,S)
−1 cpi·T = (piσ−1T,S)
−1 cpi·T by Equation (3)
= σT,S pi
−1cpi·T = σT,S cTpi−1 by Equation (2)
= σT,SbTaTpi
−1
= vSTpi
−1.

Proposition 2.8. Let S, T, U be numberings of shape λ.
(a) If U = pi · T where pi ∈ R(T ), then vSU = vST .
(b) If U can be obtained from T by permuting two rows of length `, then vSU = (−1)`vST .
Proof. In both cases, we make use of Lemma 2.7. In the first case, vSU = v
S
Tpi
−1 = vST , since
pi−1 ∈ R(T ). In the second case, suppose U = τ1 · · · τ`T , where τj ∈ Sn is the transposition
that exchanges the entries in the two rows of interest in the j-th column of T . For each j,
we have τj ∈ C(T ), so vSU = vST τ` · · · τ1 = (−1)`vST . 
Definition 2.9. The q-degree zero Specht module ST associated to the numbering T is cycli-
cally generated by the Young symmetrizer cT = bTaT :
ST = C[Sn] · cT ,
and ST ∼= Sλ.
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Remark 2.10. By Proposition 2.8 we may assume without loss of generality that the Specht
modules ST which will appear in our computations are indexed by numberings T which are
increasing along each row, and furthermore, if two rows of T have the same length, then we
may assume that the rows are ordered so that the row with a smaller element in the first
column lies above the row with a larger element in the first column. See Appendix A for an
example.
Proposition 2.11 ([8, Section 7.2 Proposition 2]). Let F be a spanning subgraph of G with
associated numbering T of shape λ. Then
ST = span {bSaSσT,S | S ∈ SYT(λ)} = span
{
vST | S ∈ SYT(λ)
}
,
where SYT(λ) is the set of standard Young tableaux of shape λ.
Remark 2.12. It will be helpful in the following sections to remember that the subscript T
in vST indexes the copy of the module ST that vST belongs to. The superscript S indexes an
element in the basis we have chosen for ST .
Example 2.13. Let n = 3 and for i = 1, 2, let si ∈ S3 denote the transposition that
exchanges i and i+ 1. Then S3 = 〈s1, s2 | s21 = e, s22 = e, s1s2s1 = s2s1s2〉. Let
X1 =
1 2
3
, X2 =
1 3
2
, X3 =
2 3
1
.
For example, the permutation module indexed by the numbering X3 is generated by aX3 =
e+ s2 and has basis
MX3 = C[S3] · (e+ s2) = span{e+ s2, s1 + s1s2, s2s1 + s2s1s2},
and the Specht submodule generated by cX3 = (e− s1)(e+ s2) has basis
SX3 = C[S3] · cX3 = span
{
vX1X3 , v
X2
X3
}
,
where
vX1X3 = σX3,X1cX3 = s2s1(e− s1)(e+ s2) = (e− s2s1s2)(e+ s1)s2s1 = cX1s2s1,
vX2X3 = σX3,X2cX3 = s1(e− s1)(e+ s2) = (e− s1)(e+ s2s1s2)s1 = cX2s1.
2.4. Computation of H1(G;C). In this section, we give an overview of the kinds of com-
putations that will appear in the later sections. Specifically in Section 3, we will compute
the (q-degree zero) homology of certain graphs on n = 6 vertices in homological degree one,
restricted to the Specht module of isomorphism type λ = (22) or (22, 12). Since this is the
case across all three examples exhibited in Section 3, it will be worthwhile to first discuss
how to make these computations in slightly greater generality and for all n.
2.4.1. Restriction to Specht modules. We show how to compute H1(G;C) restricted to Specht
modules of type λ = (2k, 1n−2k) for k ≥ 1, by choosing appropriate cyclic generators.
We will be computing
C2(G)
∣∣
Sλ
d2 // C1(G)
∣∣
Sλ
d1 // C0(G)
∣∣
Sλ
// 0 .
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In homological degree zero, there is only one spanning subgraph without edges. The chain
group C0(G) = MF∅ ∼= M(1n) is the regular represention of Sn, where F∅ is the edgeless
subgraph. The multiplicity of Sλ in C[Sn] is the number fλ = Kλ,(1n) of standard Young
tableaux of shape λ. We list the tableaux Y1, . . . , Yfλ in SYT(λ) with respect to the total
order defined in Definition 2.1, and
C0(G)
∣∣
Sλ =
fλ⊕
i=1
C[Sn] · vY1Yi .
In homological degree one, there are m = |E(G)| spanning subgraphs with exactly one
edge, so C1(G) =
⊕m
i=1MFei . If Fei is the spanning subgraph containing the edge ei =
(p, q), then the permutation module MFei has the associated numbering T (Fei) of shape
µ = (2, 1n−2), and MFei = C[Sn] · (e+ (p q)) ∼=Mµ.
The multiplicity of Sλ ∈ MFei is the number Kλ,µ of semistandard Young tableaux of
shape λ and weight µ. We next obtain numberings of shape λ that will index these Kλ,µ
Specht modules Sλ, by standardizing the set SSYT(λ, µ) of semistandard Young tableaux of
shape λ and weight µ with respect to T (Fei) in the following way. For any numbering S, the
word w(S) of S is obtained by reading the entries of the rows of S from left to right, and
from the top row to the bottom row (note that this is not the usual definition of a reading
word for tableaux). So, given Y ∈ SSYT(λ, µ), let w(Y ) = y1, . . . , yn be the word of Y , and
let w(T ) = t1, . . . , tn be the word of T = T (Fei). From this we obtain a numbering X of
shape λ by replacing the entry in Y that corresponds to yk by tk. We list the numberings
X1i , . . . , X
Kλ,µ
i obtained by standardizing SSYT(λ, µ) with respect to T (Fei), in the total
order of Definition 2.1.
Observe that since µ = (2, 1n−2) and λ = (2k, 1n−2k) where k ≥ 1, then this standardization
procedure guarantees that the first row of each numbering Xji is p q . So v
Y1
Xji
∈ MFei and
C[Sn] · vY1Xji
∼= Sλ for j = 1, . . . , Kλ,µ. Thus
C1(G)
∣∣
Sλ =
m⊕
i=1
Kλ,µ⊕
j=1
C[Sn] · vY1Xji .
Lastly, we consider the chain module in homological degree two. The subgraphs of G
with exactly two edges have connected components of partition type (22, 1n−4) or (3, 1n−3).
We are only concerned with Specht modules of type λ = (2k, 1n−2k) with k ≥ 2 necessarily,
and since λ 6B(3, 1n−3), then Sλ does not appear as a summand in a permutation module
isomorphic to M(3,1n−3). Hence, we only need to consider the spanning subgraphs with
connected components of partition type (22, 1n−4).
So suppose G has h spanning subgraphs whose connected components has partition type
ν = (22, 1n−4). List these spanning subgraphs with respect to the lexicographic order of
their edge sets. Suppose Fei,ej is the k-th such spanning subgraph and it contains the edges
ei = (p, q) and ej = (r, s) with p < r. The permutation module MFei,ej has the associated
numbering T (Fei,ej) of shape ν, and MFei,ej = C[Sn] · (e+ (p q))(e+ (r s)) ∼=Mν .
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Similar to the previous case for C1(G), the multiplicity of Sλ ∈ MFei,ej is Kλ,ν . We
list the numberings W 1k , . . . ,W
Kλ,ν
k obtained by standardizing SSYT(λ, ν) with respect to
T (Fei,ej), in the total order of Definition 2.1. The standardization procedure guarantees that
the top two rows of each numbering W are
p q
r s
, so vY1W ∈MFei,ej , and C[Sn] · vY1W `k
∼= Sλ for
` = 1, . . . , Kλ,ν . Thus
C2(G)
∣∣
Sλ =
h⊕
k=1
Kλ,ν⊕
`=1
C[Sn] · vY1W `k .
Example 2.14. Consider the following spanning subgraphs F , F ′, and F ′′.
F
1
2 3
4
5
6 −−−−−−−→
dε(F,F ′)
F ′
1
2 3
4
5
6 −−−−−−−→
dε(F ′,F ′′)
F ′′
1
2 3
4
5
6
The numberings associated to the subgraphs are
T (F ) =
3 6
4 5
1
2
, T (F ′) =
3 6
1
2
4
5
, and T (F ′′) =
1
2
3
4
5
6
,
and the permutation modules associated to the subgraphs are
MF = C[Sn] · (e+ (36))(e+ (45)) ∼=M(22,12),
MF ′ = C[Sn] · (e+ (36)) ∼=M(2,14),
MF ′′ = C[Sn] ∼=M(16).
Let λ = (23). When µ = (22, 12), Kλ,µ = 1 and the unique semistandard Young tableau of
shape λ and weight µ is
1 1
2 2
3 4
, which is standardized to
3 6
4 5
1 2
.
When µ = (2, 14), Kλ,µ = 2 and the two semistandard Young tableaux of shape λ and weight
µ are
1 1
2 3
4 5
and
1 1
2 4
3 5
, which are standardized to
3 6
1 2
4 5
and
3 6
1 4
2 5
.
And when µ = (16), there are Kλ,µ = 5 standard Young tableaux of shape λ
Y1 =
1 2
3 4
5 6
, Y2 =
1 3
2 4
5 6
, Y3 =
1 2
3 4
4 6
, Y4 =
1 3
2 5
4 6
, Y5 =
1 4
2 5
3 6
.
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The Specht submodules of type λ in these permutation modules are generated by
MF ⊇ C[S6] · vY13 6
4 5
1 2
, MF ′ ⊇ C[S6] · vY13 6
1 2
4 5
⊕ C[S6] · vY13 6
1 4
2 5
, MF ′′ ⊇
5⊕
i=1
C[S6] · vY1Yi .
To compute the edge maps dε(F,F ′) and dε(F ′,F ′′), we need to describe some straightening
laws for numberings.
Remark 2.15. For some values of µ and λ ` n, it is less obvious how one should uniformly
choose generators for Specht modules. For instance, consider the following example:
F
1
2 3
4
−dε(F,F ′)
dε(F,F ′′)
F ′
1
2 3
4
F ′′
1
2 3
4
The numberings associated to the subgraphs are
T (F ) =
1 2
3 4
, T (F ′) =
1 2
3
4
, T (F ′′) =
3 4
1
2
,
and the permutation modules are
MF = C[S4](e+ (1 2))(e+ (3 4)), MF ′ = C[S4](e+ (1 2)), MF ′′ = C[S4](e+ (3 4)).
The edge maps dε(F,F ′) and dε(F,F ′′) are simply (signed) inclusion maps, but it is not obvious
how one should construct a generator for the Specht module of type (3, 1) insideMF . More
precisely, we will show that the generator cannot be constructed simply by considering a
single vST for some numberings T (and S) of shape (3, 1).
The Specht submodules of type λ = (3, 1) in MF ′ and MF ′′ are
MF ′ ⊇ C[S4] · vY11 2 3
4
⊕ C[S4] · vY11 2 4
3
, MF ′′ ⊇ C[S4] · vY11 3 4
2
⊕ C[S4] · vY12 3 4
1
.
The four generators appearing in the previous equation are essentially the only generators for
Specht modules of type (3, 1) constructed by considering group elements of the form vST for
some numberings T and S of shape (3, 1), and none of them are elements inMF . However,
via the straightening laws, we see that vY1
1 2 3
4
+ vY1
1 2 4
3
+ vY1
1 3 4
2
+ vY1
2 3 4
1
= 0, and
(e− (1 4))(e+ (2 3) + (1 2 3))(e+ (1 2))(e+ (3 4)) = vY1
1 2 3
4
+ vY1
1 2 4
3
= −
(
vY1
1 3 4
2
+ vY1
2 3 4
1
)
is a generator for the Specht module indexed by (3, 1) inside MF .
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2.5. Straightening laws. We describe straightening laws which are parallel to a dual ver-
sion of those given in Fulton [8, Section 7.4] for oriented column tabloids. In this section, all
Sn-modules are right Sn-modules.
Let M˜T denote the right Sn-submodule of C[Sn] generated by aT . For each numbering
S ∈ Num(λ), aTσS,T = σS,TaS. Furthermore, if ρ ∈ R(T ), then aTρ = aT , so
M˜T = span{σS,TaS | S ∈ Tab(λ)},
where Tab(λ) is the set of row tabloids of shape λ.
Define an Sn-homomorphism Ψ
T : M˜T → C[Sn] by aT 7→ bTaT , so that
ΨT (σS,TaS) = Ψ
T (aTσS,T ) = Ψ
T (aT )σS,T = bTaTσS,T = σS,T bSaS = v
T
S .
We will need the following lemma.
Lemma 2.16. For any numberings S and T of shape λ, i = 1, . . . , `(λ) − 1 and j =
1, . . . , λi+1, let Q be a nonempty subset of elements in the (i+ 1)-st row of S. Define
γTQ(S) =
∑
U∈Ξi,Q(S)
σU,TaU ,
where Ξi,Q(S) is the set of all numberings U obtained from S by exchanging (possibly empty)
subsets of Q with subsets of the same size in the i-th row of S, preserving the order of each
subset of elements. Then
γTQ(S) ∈ ker ΨT .
Proof. Let P be the set of entries in the i-th row of S, and define subgroups H ⊆ G ⊆ Sn,
where G = SP∪Q is the subgroup of permutations that fixes elements outside P ∪ Q, and
H = SP × SQ is the subgroup of G that permutes elements within each of P and Q
respectively.
It follows from the definition that γTQ(S) =
∑
ν aT · ν, where the sum is over a transversal
of the cosets H\G. And since H ⊆ R(T ), then aT · η = aT for every η ∈ H, thus∑
γ∈G
aT · γ = |H| γTQ(S).
Under the map ΨT , the left hand side of the above equation is∑
γ∈G
bTaTγ =
∑
γ∈G
bT
∑
ρ∈R(T )
ργ =
∑
ρ∈R(T )
∑
γ∈G
ρbρ−1·Tγ.
For a fixed ρ ∈ R(T ), there exists two elements in P ∪ Q that are in the same column of
ρ−1 · T ; concretely, if j is the leftmost column of ρ−1 · T which contains an element of Q,
then the (i, j)-th entry of ρ−1 · T is in P . Let τρ ∈ G be the transposition which exchanges
the (i, j)-th and (i+ 1, j)-th entries of ρ−1 · T . Then we may factor∑
γ∈G
ρbρ−1·Tγ =
∑
ξ
ρbρ−1·T (e+ τρ)ξ
as a sum over a transversal of 〈τρ〉\G. Moreover, bρ−1·T (e + τρ) = 0 since τρ ∈ C(ρ−1 · T ).
Therefore,
∑
γ∈G aT · γ, and hence γTQ(S), is in ker ΨT . 
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Proposition 2.17. For any numberings S and T of shape λ, i = 1, . . . , `(λ) − 1, and
j = 1, . . . , λi+1, define
piTi,j(S) =
∑
U∈Ξi,j(S)
σU,TaU ,
where Ξi,j(S) is the set of all numberings U obtained from S by exchanging the first j entries
in the (i + 1)-th row of S with j entries in the i-th row of S, preserving the order of each
subset of elements. Then
(−1)jpiTi,j(S)− σS,TaS ∈ ker ΨT .
Proof. Let J be the first j elements in the (i + 1)-st row of S. For K ⊆ J , let f(K) =∑
U σU,TaU be the sum over numberings U obtained from S by exchanging the elements in
K with subsets of size |K| in the i-th row of S, preserving the order of elements in each
subset, and let g(K) =
∑
L⊆K f(L). By the Principle of Inclusion-Exclusion,
piTi,j(S) = f(J) =
∑
K⊆J
(−1)|J\K|g(K) = (−1)j
∑
K⊆J
(−1)kγTK(S).
Since g(∅) = γT∅ (S) = σS,TaS, then
(−1)jpiTi,j(S)− σS,TaS =
∑
∅6=K⊆J
(−1)kγTK(S).
The result now follows from Lemma 2.16. 
Proposition 2.17 provides an algorithm for expressing vTS for any numbering S of shape λ
as an integral linear combination of vTU indexed by the standard Young tableaux of shape λ.
This is summarized in the following corollary.
Corollary 2.18. For any numbering S of shape λ,
vTS = (−1)j
∑
U∈Ξi,j(S)
vTU ,
where Ξi,j(S) is the set of all numberings U obtained from S by exchanging the first j entries
in the (i + 1)-th row of S with j entries in the i-th row of S, preserving the order of each
subset of elements.
Proof. Under the map ΨT , the element
(−1)jpiTi,j(S)− σS,TaS 7→
(−1)j ∑
U∈Ξi,j(S)
vTU
− vTS = 0.

We say that the numbering S has a decrease in position (i, j) if S(i, j) > S(i+ 1, j). If S
is not a standard Young tableau, then it has at least one decrease. By applying the relation
in Corollary 2.18 iteratively to decreases from the bottom to the top, and from right to left,
then vTS can be expressed solely in terms of v
T
U where each U is a standard Young tableau.
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Example 2.19. By a small abuse of notation, we let pii,j denote the operator on numberings
where pii,j(S) = (−1)j
∑
U∈Ξi,j(S) U in this example.
Let T = 1 2 34 5 6 , and let S =
1 3 6
2 4 5 . We first apply pi1,3, then followed by pi1,2.
pi1,2pi1,3
1 3 6·
2 4 5 = − pi1,2 2 4· 51 3 6 = − 1 3 52 4 6 − 1 4 32 5 6 − 2 1 34 5 6 .
Then the straightening laws give
vT1 3 6
2 4 5
= −vT2 4 5
1 3 6
= −vT1 3 5
2 4 6
− vT1 3 4
2 5 6
− vT1 2 3
4 5 6
.
Example 2.20. We now finish Example 2.14. We see that when the map dε(F,F ′) is restricted
to Specht modules of type λ, it is simply the inclusion of C[S6] · vY11 2
3 6
4 5
into the first summand
of the codomain.
As for the map dε(F ′,F ′′), it clearly sends v
Y1
1 4
2 5
3 6
7→ vY1Y5 . Lastly, by applying straightening
laws, we see that vY1
1 2
3 6
4 5
7→ −vY1Y1 − vY1Y3 .
3. Three pairs of graphs
Amongst the set of connected graphs on n = 6 vertices, there are nine pairs of non-
isomorphic graphs whose chromatic symmetric functions are equal. In this section, we exhibit
three examples of pairs of non-isomorphic graphs, in which each pair of graphs has the
same chromatic symmetric function, but has different chromatic symmetric homology (in
q-degree zero). Our computations follow the procedure and conventions that were outlined
in Section 2.4.
3.1. A summary of results. We summarize the results of this section here. The compu-
tations for each pair of graphs appearing in the next theorem are similar but lengthy, so we
provide the details for performing these computations for the first pair of graphs, and defer
the computations for the remaining pairs to Appendix B. There, the reader can also find our
conjectures on the full q-degree zero homology of these graphs. Please also see Appendix A
for a complete example of our methods.
Theorem 3.1. Chromatic symmetric homology in q-degree zero distinguishes each of the
pairs of graphs in Figures 1, 2 and 3.
G1
1
2 3
4
5
6 G2
1
2 3
4
5
6
Figure 1. G1 and G2 have the same chromatic symmetric function
XG1 = XG2 = 144s(16) + 72s(2,14) + 24s(22,12).
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G3
2
1 3
6
5
4
G4
2
1 3
6
5
4
Figure 2. G3 and G4 have the same chromatic symmetric function
XG3 = XG4 = 288s(16) + 72s(2,14) + 8s(22,12).
G5
1
2
3
4
5
6
G6
1
2
3
4
56
Figure 3. G5 and G6 have the same chromatic symmetric function
XG5 = XG6 = 312s(16) + 60s(2,14) + 12s(22,12).
3.2. The pair G1 and G2. Let G1 and G2 denote the graphs shown in Figure 1. This
pair of graphs is easily seen to be non-isomorphic as G2 has a degree one vertex whereas G1
does not. Nonetheless, a result of Orellana and Scott [19, Theorem 4.2] states that this pair
of graphs has the same chromatic symmetric function, which in this case is XG1 = XG2 =
144s(16) + 72s(2,14) + 24s(22,12).
We will show that the graphs G1 and G2 have distinct chromatic symmetric homology
by showing that the multiplicities of the S6-module S(23) in H1(G1;C) and H1(G2;C) are
different.
Lemma 3.2. The multiplicity of the S6-module S(23) in H1(G1;C) is 2.
Lemma 3.3. The multiplicity of the S6-module S(23) in H1(G2;C) is 1.
Proof. [Lemma 3.2] We will compute
C2(G1)
∣∣
S(23)
d2 // C1(G1)
∣∣
S(23)
d1 // C0(G1)
∣∣
S(23)
,
restricted to the S(23) modules. We order the edges of G1 in lexicographic order; that is,
(1, 2), (1, 3), (2, 3), (3, 4), (3, 5), (3, 6), (4, 5), (4, 6), (5, 6),
and label these as e1, . . . , e9. If a spanning subgraph of G1 has only one edge ei, we denote
that spanning subgraph by Fei , and if a spanning subgraph of G1 has two edges ei and ej,
we denote that spanning subgraph by Fei,ej .
In homological degree zero, let Y1, . . . , Y5 denote the standard Young tableaux of shape
(23) listed with respect to the 4 order of Definition 2.1. Then
C0(G1)
∣∣
S(23)
=
5⊕
i=1
(
C[S6] · vY1Yi
) ∼= S⊕5(23).
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In homological degree one, there are m = 9 spanning subgraphs Fei . The multiplicity of
S(23) in MFei ∼= M(2,14) is 2. Let X1i and X2i denote the numberings which index the two
copies of S(23) in each MFei , again listed with respect to the 4 ordering. So
C1(G1)
∣∣
S(23)
=
9⊕
i=1
(
C[S6] · vY1X1i ⊕ C[S6] · v
Y1
X2i
) ∼= S⊕18(23) .
Lastly in homological degree two, there are 15 spanning subgraphs of G1 whose connected
components have partition type (22, 12). The multiplicity of S(23) in eachMFei,ej ∼=M(22,12)
is 1, and we let Wij denote the numbering which indexes the copy of S(23) in MFei,ej . So
C2(G1)
∣∣
S(23)
=
⊕(
C[S6] · vY1Wij
) ∼= S⊕15(23) .
It suffices to describe the differentials d2(G1) and d1(G1) by their action on the chosen
generators of the modules. With respect to the choices of generators made above, d2(G1)
and d1(G1) are described by the following matrices:
d2(G1) =

W14 W15 W16 W17 W18 W19 W27 W28 W29 W37 W38 W39 W49 W58 W67
X11 −1 0 1 1 0 −1 0 0 0 0 0 0 0 0 0
X21 0 −1 1 1 −1 0 0 0 0 0 0 0 0 0 0
X12 0 0 0 0 0 0 1 0 −1 0 0 0 0 0 0
X22 0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0
X13 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0
X23 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0
X14 1 0 0 0 0 0 0 0 0 0 0 0 −1 0 0
X24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X15 0 1 0 0 0 0 0 0 0 0 0 0 0 −1 0
X25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X16 0 0 1 0 0 0 0 0 0 0 0 0 0 0 −1
X26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X17 0 0 0 1 0 0 0 0 0 −1 0 0 0 0 1
X27 0 0 0 0 0 0 1 0 0 −1 0 0 0 0 0
X18 0 0 0 0 1 0 0 0 0 0 −1 0 0 1 0
X28 0 0 0 0 0 0 0 1 0 0 −1 0 0 0 0
X19 0 0 0 0 0 1 0 0 0 0 0 −1 1 0 0
X29 0 0 0 0 0 0 0 0 1 0 0 −1 0 0 0

d1(G1) =

X11 X
2
1 X
1
2 X
2
2 X
1
3 X
2
3 X
1
4 X
2
4 X
1
5 X
2
5 X
1
6 X
2
6 X
1
7 X
2
7 X
1
8 X
2
8 X
1
9 X
2
9
Y1 1 0 0 0 −1 0 1 −1 0 1 −1 0 −1 0 0 0 1 0
Y2 0 0 1 0 −1 0 0 0 0 1 0 0 0 −1 0 0 0 1
Y3 0 1 0 0 0 −1 0 0 1 0 −1 0 −1 0 1 0 0 0
Y4 0 0 0 1 0 −1 0 1 0 0 0 0 0 −1 0 1 0 0
Y5 0 0 0 0 0 0 0 1 0 −1 0 1 0 0 0 0 0 0

It is easily verified that d1 ◦ d2 = 0, dim ker d1 = 13, and rank d2 = 11, so the multiplicity
of the Specht module S(23) in H1(G1;C) is two. We note that generators of the homology
H1(G1;C)
∣∣
S(23)
are X24 −X26 −X28 +X19 and X25 +X26 −X19 −X29 . 
Proof. [Lemma 3.3] We follow the exact same procedure as we applied for the computa-
tion of H1(G1;C)
∣∣
S(23)
. We similarly have C0(G2)
∣∣
S(23)
∼= S⊕5(23), C1(G2)
∣∣
S(23)
∼= S⊕18(23) , and
C2(G2)
∣∣
S(23)
∼= S⊕15(23) . The differentials d2(G2) and d1(G2) are described by the following
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matrices:
d2(G2) =

W14 W15 W16 W17 W18 W19 W27 W28 W29 W37 W38 W39 W49 W58 W67
X11 −1 0 1 1 0 −1 0 0 0 0 0 0 0 0 0
X21 0 −1 1 1 −1 0 0 0 0 0 0 0 0 0 0
X12 0 0 0 0 0 0 1 0 −1 0 0 0 0 0 0
X22 0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0
X13 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0
X23 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0
X14 1 0 0 0 0 0 0 0 0 0 0 0 −1 0 0
X24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X15 0 1 0 0 0 0 0 0 0 −1 0 0 0 −1 0
X25 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0
X16 0 0 1 0 0 0 0 0 0 0 −1 0 0 0 −1
X26 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0
X17 0 0 0 1 0 0 −1 0 0 0 0 0 0 0 1
X27 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0
X18 0 0 0 0 1 0 0 −1 0 0 0 0 0 1 0
X28 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0
X19 0 0 0 0 0 1 0 0 −1 0 0 0 1 0 0
X29 0 0 0 0 0 0 0 0 −1 0 0 1 0 0 0

d1(G2) =

X11 X
2
1 X
1
2 X
2
2 X
1
3 X
2
3 X
1
4 X
2
4 X
1
5 X
2
5 X
1
6 X
2
6 X
1
7 X
2
7 X
1
8 X
2
8 X
1
9 X
2
9
Y1 1 0 −1 0 0 1 1 −1 0 1 −1 0 −1 0 0 0 1 0
Y2 0 0 −1 0 1 0 0 0 0 1 0 0 0 −1 0 0 0 1
Y3 0 1 0 −1 0 1 0 0 1 0 −1 0 −1 0 1 0 0 0
Y4 0 0 0 −1 0 0 0 1 0 0 0 0 0 −1 0 1 0 0
Y5 0 0 0 0 0 −1 0 1 0 −1 0 1 0 0 0 0 0 0

It is easily verified that d1 ◦ d2 = 0, dim ker d1(G2) = 13, and rank d2(G2) = 12, so the
multiplicity of the Specht module S(23) in H1(G2;C) is one. We note that a generator of the
homology H1(G2;C)
∣∣
S(23)
is X24 −X26 −X28 +X19 . 
Remark 3.4. Conjecture C.1 suggests that we could have chosen to show that the mul-
tiplicities of the S6-module S(22,12) in H1(G1;C) and H1(G2;C) are different, and in fact,
the procedure outlined in Section 2.4 allows us to perform this computation. However, we
chose to do the computations for S(23) because they are are simpler, due to the fact that the
multiplicity of S(23) in M(2,14) is two, whereas the multiplicity of S(22,12) in M(2,14) is three.
3.3. The pair G3 and G4. Let G3 and G4 denote the graphs shown in Figure 2. This pair
of graphs is easily seen to be non-isomorphic as G4 has a degree two vertex whereas G3 does
not. Nonetheless, they have the same chromatic symmetric function, which in this case is
XG3 = XG4 = 288s(16) + 72s(2,14) + 8s(2212). In contrast with the first example, the result of
Orellana and Scott [19, Theorem 4.2] does not apply to this pair of graphs.
Lemma 3.5. The multiplicity of the S6-module S(23) in H1(G3;C) is 1.
Lemma 3.6. The multiplicity of the S6-module S(23) in H1(G4;C) is 0.
Please see Appendix B for these computations.
3.4. The pair G5 and G6. Let G5 and G6 denote the graphs shown in Figure 3. This pair
of graphs is easily seen to be non-isomorphic since G5 is planar whereas G6 is not, as it is
an edge-subdivision of the nonplanar complete graph K5. Nonetheless, they have the same
chromatic symmetric function XG5 = XG6 = 312s(16) + 60s(2,14) + 12s(22,12).
Lemma 3.7. The multiplicity of the S6-module S(22,12) in H1(G5,C) is 1.
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Lemma 3.8. The multiplicity of the S6-module S(22,12) in H1(G6,C) is 0.
Please see Appendix B for these computations.
4. Torsion in chromatic symmetric homology
In this section, we move from considering linear representations of Sn over the field C, to
working over the ring Z.
4.1. The graphs K5 and K3,3. We summarize the results of this section here. Working
over the integers, the q-degree zero homology H1(G;Z) exhibits torsion in the case when G
is the complete graph K5 or the complete bipartite graph K3,3.
We provide the details for the computation for the graph K5 here, and defer the similar
computations for the graph K3,3 to Appendix B.
Theorem 4.1. The chromatic symmetric homology H1(K5;Z) contains Z2-torsion.
Theorem 4.2. The chromatic symmetric homology H1(K3,3;Z) contains Z2-torsion.
Remark 4.3. Over the finite field GF (p) of prime characteristic p, the p-modular irreducible
representations Dλ = Sλ/(Sλ ∩S⊥λ ) are indexed by the p-regular partitions λ of n, which are
partitions whose parts appear with multiplicity less than p.
In the case p = 2, the set of 2-regular partitions is the set of partitions with distinct parts.
The symmetric group S5 has three 2-modular irreducible representations D(5), D(3,2) and
D(4,1), of dimensions 1, 4 and 4, and the symmetric group S6 has four 2-modular irreducible
representations D(6), D(5,1), D(4,2) and D(3,2,1), of dimensions 1, 4, 4 and 16.
For more background on modular representations of the symmetric group, see James and
Kerber [11, Chapter 7].
We show that Z2-torsion in H1(K5;Z) is generated by a linear combination of polytabloids
vYT of shape (2
2, 1), while Z2-torsion in H1(K3,3;Z) is generated by a linear combination of
polytabloids of shape (22, 12). Computational data that we obtained (Appendix C, graphs
numbered 31 and 131) suggests that as Z-modules, H1(K5;Z) = Z24⊕Z52, whileH1(K3,3;Z) =
Z25 ⊕ Z42. Also see Conjectures 4.4 and 4.5.
Proof. [Theorem 4.1] We have the chain modules C0(K5)
∣∣
S(22,1)
∼= S⊕5(22,1), C1(K5)
∣∣
S(22,1)
∼=
S⊕20(22,1), and C2(K5)
∣∣
S(22,1)
∼= S⊕15(22,1). The differentials d2(K5) and d1(K5) are described by the
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following matrices:
d2(K5) =

W18 W19 W1a W26 W27 W2a W35 W37 W39 W45 W46 W48 W5a W69 W78
X11 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
X21 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0
X12 0 0 0 −1 0 1 0 0 0 0 0 0 0 0 0
X22 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0
X13 0 0 0 0 0 0 −1 0 1 0 0 0 0 0 0
X23 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0
X14 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 0
X24 0 0 0 0 0 0 0 0 0 0 −1 1 0 0 0
X15 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0
X25 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0
X16 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0
X26 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0
X17 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1
X27 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1
X18 1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1
X28 0 0 0 0 0 0 0 0 0 0 0 1 0 0 −1
X19 0 1 0 0 0 0 0 0 0 0 0 0 0 −1 0
X29 0 0 0 0 0 0 0 0 1 0 0 0 0 −1 0
X110 0 0 1 0 0 0 0 0 0 0 0 0 −1 0 0
X210 0 0 0 0 0 1 0 0 0 0 0 0 −1 0 0

d1(K5) =

X11 X
2
1 X
1
2 X
2
2 X
1
3 X
2
3 X
1
4 X
2
4 X
1
5 X
2
5 X
1
6 X
2
6 X
1
7 X
2
7 X
1
8 X
2
8 X
1
9 X
2
9 X
1
10 X
2
10
Y1 1 0 0 0 −1 0 0 1 −1 0 0 1 0 0 1 −1 0 1 −1 0
Y2 0 1 0 0 0 0 −1 1 0 −1 0 1 0 0 0 0 1 0 −1 0
Y3 0 0 1 0 −1 0 0 0 −1 0 1 0 0 0 0 0 0 1 0 −1
Y4 0 0 0 1 0 0 −1 0 0 −1 0 0 1 0 0 1 0 0 0 −1
Y5 0 0 0 0 0 1 0 −1 0 0 0 −1 0 1 0 1 0 −1 0 0

It is easily verified that d1 ◦ d2 = 0, dim ker d1(K5) = 15, and rank d2(K5) = 15.
Let g = W18 +W19 +W1,10 +W26−W27−W2,10 +W35 +W37 +W39 +W45 +W46 +W48−
W5,10 −W69 + W78 ∈ C2(K5) and h = X12 −X27 −X19 −X29 + X110 ∈ C1(K5). We note that
h /∈ im d2, d2(g) = 2h and d1(h) = 0, so h generates Z2-torsion in H1(K5;Z). 
Conjecture 4.4. The q-degree zero homology of K5 over C is
H0(K5;C) = S(15), H1(K5;C) = S⊕6(213), H2(K5;C) = S⊕11(312) ⊕ S⊕5(32), H3(K5;C) = S⊕6(41).
Conjecture 4.5. The q-degree zero homology of K3,3 over C is
H0(K3,3;C) = S(16), H1(K3,3;C) = S⊕4(214) ⊕ S(23), H2(K3,3;C) = S⊕10(313) ⊕ S⊕4(321),
H3(K3,3;C) = S(32) ⊕ S⊕11(412) ⊕ S⊕6(42), H4(K3,3;C) = S⊕5(51).
Remark 4.6. Our computations show that the homology of the nonplanar graph G6 in
Figure 3 (and graph number 137 in Appendix C) contains Z2-torsion, namely, H1(G6;Z) =
Z30 ⊕ Z92. It is generated by a linear combination of polytabloids of shape (22, 12). Also see
remark B.1.
4.2. Torsion and Planarity. The pair of graphs in Figure 3 appears in Chow’s thesis [7,
Section 6] as an example showing that the chromatic symmetric function does not detect
planarity of graphs. In Section 4.1 we showed that the chromatic symmetric homology of the
nonplanar graphs K5 and K3,3 contains torsion. Here, we conjecture that the appearance of
Z2-torsion in bidegree (1, 0) chromatic symmetric homology detects nonplanarity of graphs.
Assuming that the following conjecture is true, then based on a theorem of Orellana and
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Scott [19, Theorem 4.2], we are able to construct an infinite family of pairs of graphs with
equal chromatic symmetric function but distinct homology.
Conjecture 4.7. A graph G is nonplanar if and only if the q-degree zero homology H1(G;Z)
contains Z2-torsion.
This conjecture has been computationally verified on all 143 connected graphs on up to 6
vertices (see Section C).
Remark 4.8. In the case of Khovanov homology, the question (2) from the introduction is
quite obvious: Z2-torsion appears to arise in the Khovanov homology of any nontrivial knot.
In 2011, Kronheimer and Mrowka [14] used gauge theory to show that Khovanov homology
detects whether a knot is trivial, a question which is still open for the Jones polynomial. The
abundance of Z2-torsion in Khovanov homology led Shumakovitch to conjecture that in fact
it is the presence of Z2-torsion which detects nontriviality [24]. Conjecture 4.7 can be seen
as an analogue of Shumakovitch’s conjecture in the case of chromatic symmetric homology.
In what follows, it will be convenient to have a graph G in mind which will undergo some
“local” modifications. We will use diagrams such as and to denote graphs which are
identical outside of the dotted region, but which differ as shown inside the dotted region.
In other words, we are fixing a graph and considering different possibilities for the induced
subgraph on the indicated subset of its vertices. In this notation, we restate a result of
Orellana and Scott.
Theorem 4.9. [19, Theorem 4.2] Let G be a graph, and let u, v, w, z be vertices of G.
Suppose there is an automorphism f on the graph G =
vu
wz such that f({u,w}) = {v, z}
and f({v, z}) = {u,w}. Then the graphs and have the same chromatic symmetric
function.
Remark 4.10. Theorem 4.9 involves four possible types of maps via the requirement that
{u,w} f←→ {v, z}: horizontal reflection, vertical reflection, 90 degree rotation clockwise, and
90 degree rotation counterclockwise. The two rotations cannot possibly be automorphisms,
so only the reflections need be considered. However, in the case of vertical reflection (u ↔
v, z ↔ w), it is clear that the graphs and are isomorphic. Thus, of the four maps
possible in Theorem 4.9, the only maps for which the statement is nontrivial and nonvacuous
are the automorphisms via horizontal reflection, interchanging u↔ z and v ↔ w.
Let us suppose for the moment that our Conjecture 4.7 holds true. Then to construct pairs
of graphs with equal chromatic symmetric function, but distinct homology, it will suffice to
find graphs
vu
wz with an automorphism via horizontal reflection such that is planar
but is not.
The graph G in Figure 4 has an automorphism via horizontal reflection. The graphs
G7 and G8 are constructed by adding edges to G, where the circles labeled P1 and P2
indicate the attachment of horizontally symmetric planar graphs attached to the left and
rightmost vertices of G. By [19, Theorem 4.2], the graphs G7 and G8 have identical chromatic
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symmetric functions. One can check that G7 contains a copy of K3,3, while G8 is planar,
hence conjecturally, they are distinguished by chromatic symmetric homology.
G G7
P1 P2
G8
P1 P2
Figure 4. The construction of an infinite family of pairs of graphs which are
conjecturally distinguished by chromatic symmetric homology, but are known
to not be distinguished by the chromatic symmetric function.
The following conjecture would follow if Conjecture 4.7 holds.
Conjecture 4.11. Each pair of graphs constructed as in Figure 4 is not distinguished by the
chromatic symmetric function but is distinguished by chromatic symmetric homology.
We verified computationally Conjecture 4.11 when P1 and P2 are trivial in which case, as
Z-modules, we get the following homology groups:
i Hi(G7;Z) as a Z-module Hi(G8;Z) as a Z-module
0 Z Z
1 Z50 ⊕ Z142 Z64
2 Z787 Z857
3 Z1514 Z1570
4 Z496 Z496
5 Z36 Z36
4.3. Other types of torsion. In the case of Khovanov homology, it was conjectured in
[13] that odd torsion does not exist. It was not until 7 years later that Bar-Natan [1] found
a counter-example: the (5, 6)-torus knot with 24 crossings was shown to have Z3-torsion in
homology. For chromatic symmetric homology, we are able to computationally verify that
the star graph on 7 vertices has Z3-torsion in bidegree (1, 0).
Below is a chart showing the computed homology over Z of the star graphs on n = 4, . . . , 7
vertices, and the conjectured homology over C as a C[Sn]-module. We use the same notation
to list H∗(G) as in Appendix C.
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G H∗(G;Z) as a Z-module H∗(G;C) as a C[Sn]-module
Z,Z2 S(14),S(22)
Z,Z20 S(15),S⊕3(221) ⊕ S(32)
Z,Z152 S(16),S⊕6(2212)⊕S⊕5(23)⊕S⊕4(321)⊕S(42)
Z,Z1092 ⊕ Z3
S(17),S⊕10(2213) ⊕ S⊕16(231) ⊕ S⊕10(3212) ⊕
S⊕9(322) ⊕ S⊕5(421) ⊕ S(52)
Observe that the multiplicity of S(n−2,2) in H1(G;C) is 1, and the multiplicity of S(22,1n−4)
in H1(G;C) is
(
n−2
2
)
, for n = 4, . . . , 7.
Appendix A. A simple example: the triangle
In this example, we compute H1(K3;C) for the complete graph K3, following the con-
ventions laid out in Section 2.4. Consider K3 with the following vertices and edges ordered
lexicographically: e12, e13, e23.
• •
•
.......................................
....
....
....
....
....
....
....
......................................
3
21
e23
e12
e13
The following numberings index cyclic generators for the permutation modules associated to
K3.
U = 1 2 3 , X1 =
1 2
3 , X2 =
1 3
2 , X3 =
2 3
1 , V =
1
2
3
.
For i = 1, 2, let si denote the simple transposition that exchanges i and i + 1. The sym-
metric group is S3 = {e, s1, s2, s1s2, s2s1, s1s2s1}, and given a numbering T , we have the
permutation modules MT = C[S3]aT in q-degree zero.
aU = e+ s1 + s2 + s1s2 + s2s1 + s1s2s1, MU ∼=M(3) ∼= S(3),
aX1 = e+ s1, MX1 ∼=M(2,1) ∼= S(3) ⊕ S(2,1),
aX2 = e+ s1s2s1, MX2 ∼=M(2,1) ∼= S(3) ⊕ S(2,1),
aX3 = e+ s2, MX3 ∼=M(2,1) ∼= S(3) ⊕ S(2,1),
aV = e, MV ∼=M(13) ∼= S(3) ⊕ S⊕2(2,1) ⊕ S(13).
The S3-modules for the computation of the q-degree zero homology of K3 are indicated
in Figure 5. Each edge map ±dε is a (signed) inclusion.
Next we compute the homology restricted to the Specht modules isomorphic to S(2,1).
First, it is clear that C3(K3)
∣∣
S(2,1) = C2(K3)
∣∣
S(2,1) = 0. For C1(K3)
∣∣
S(2,1)
∼= S⊕3(2,1), we choose
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Figure 5. The Boolean lattice of subgraphs of K3, showing the signed edges.
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C2(K3)
∣∣
S(2,1) C1(K3)
∣∣
S(2,1) C0(K3)
∣∣
S(2,1)
.......................................................................................................................................
......
d2 ....................................................................................................................................... ......
d1
Figure 6. Computation of H1(K3;C) restricted to the Specht module S(2,1).
the generators
vY1X1 = cX1 ∈MX1 ,
vY1X2 = σX2,Y1cX2 = s2cX2 = cX1s2 ∈MX2 ,
vY1X3 = σX3,Y1cX3 = s2s1cX3 = cX1s2s1 ∈MX3 ,
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so that C1(K3)
∣∣
S(2,1) =
⊕3
i=1C[S3] · vY1Xi . Finally for C0(K3)
∣∣
S(2,1)
∼= S⊕2(2,1), we choose the
generators vY1Y1 , v
Y1
Y2
so that C0(K3)
∣∣
S(2,1) =
⊕2
i=1C[S3] · vY1Yi . See Example 2.13 for a related
computation.
Applying the straightening laws to vY1X3 , we get
vY1
2 3
1
= −vY1
1 3
2
− vY1
2 1
3
= −vY1
1 3
2
− vY1
1 2
3
,
so the only non-zero differential defined on our generators is
d1
∣∣
S(2,1) =
[ X1 X2 X3
Y1 1 0−1
Y2 0 1−1
]
.
It follows that ker d1 is generated by v
Y1
X1
+ vY1X2 + v
Y1
X3
and H1(K3;C) ∼= S(2,1). It can also
be shown that H0(K3;C) ∼= S(13).
Appendix B. Proofs
This section contains the proofs of Lemmas 3.5, 3.6, 3.7, 3.8, and Theorem 4.2.
Lemma 3.5. The multiplicity of the S6-module S(23) in H1(G3;C) is 1.
Proof. The chain modules are C0(G3)
∣∣
S(23)
∼= S⊕5(23), C1(G3)
∣∣
S(23)
∼= S⊕23(23) , and C2(G3)
∣∣
S(23)
∼=
S⊕22(23) . The differentials d2(G3) and d1(G3) are described by the following matrices (here,
a = 10 and b = 11):
d2(G3) =

W16W17W18W19W1aW1bW25W29W2aW2bW34W37W38W3bW49W4aW4bW57W58W5bW6bW7aW89
X11 −1 0 1 1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X21 0 −1 1 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X12 0 0 0 0 0 0 −1 1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0
X22 0 0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X13 0 0 0 0 0 0 0 0 0 0 −1 1 0 −1 0 0 0 0 0 0 0 0 0
X23 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0 0 0 0
X14 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 −1 0 0 0 0 0 0
X24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0
X15 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0
X25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0
X16 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0
X26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X17 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 −1 0
X27 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 −1 0 0 0 0 0
X18 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 −1
X28 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 −1 0 0 0 0
X19 0 0 0 1 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 1
X29 0 0 0 0 0 0 0 1 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0
X110 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 1 0
X210 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 −1 0 0 0 0 0 0 0
X111 0 0 0 0 0 1 0 0 0 0 0 0 0 −1 0 0 −1 0 0 0 1 0 0
X211 0 0 0 0 0 0 0 0 0 1 0 0 0 −1 0 0 −1 0 0 1 0 0 0

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d1(G3) =

X11 X
2
1 X
1
2 X
2
2 X
1
3 X
2
3 X
1
4 X
2
4 X
1
5 X
2
5 X
1
6 X
2
6 X
1
7 X
2
7 X
1
8 X
2
8 X
1
9 X
2
9 X
1
10 X
2
10 X
1
11 X
2
11
Y1 1 0 0 0 −1 0 −1 0 0 1 1 −1 0 1 −1 0 −1 0 0 0 1 0
Y2 0 0 1 0 −1 0 −1 0 1 0 0 0 0 1 0 0 0 −1 0 0 0 1
Y3 0 1 0 0 0 0 0 −1 0 1 0 0 1 0 −1 0 −1 0 1 0 0 0
Y4 0 0 0 1 0 0 0 −1 0 0 0 1 0 0 0 0 0 −1 0 1 0 0
Y5 0 0 0 0 0 1 0 0 0 −1 0 1 0 −1 0 1 0 0 0 0 0 0

It is easily verified that d1 ◦ d2 = 0, dim ker d1(G3) = 17, and rank d2(G3) = 16, so the
multiplicity of the Specht module S(23) in H1(G3;C) is one. We note that a generator of the
homology H1(G3;C)
∣∣
S(23)
is X26 −X28 −X210 +X111. 
Lemma 3.6. The multiplicity of the S6-module S(23) in H1(G4;C) is 0.
Proof. The chain modules are C0(G4)
∣∣
S(23)
∼= S⊕5(23), C1(G4)
∣∣
S(23)
∼= S⊕23(23) , and C2(G4)
∣∣
S(23)
∼=
S⊕22(23) . The differentials d2(G4) and d1(G4) are described by the following matrices (here,
a = 10 and b = 11):
d2(G4) =

W16W17W18W19W1aW1bW23W25W27W28W2bW39W3aW3bW47W48W4bW56W58W5aW6bW7aW89
X11 −1 0 1 1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X21 0 −1 1 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X12 0 0 0 0 0 0 −1 0 1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0
X22 0 0 0 0 0 0 0 −1 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0
X13 0 0 0 0 0 0 1 0 0 0 0 1 0 −1 0 0 0 0 0 0 0 0 0
X23 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0 0 0 0
X14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0 0 0 0
X24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0
X15 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0
X25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0
X16 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 −1 0 0
X26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0
X17 0 1 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 −1 0
X27 0 0 0 0 0 0 0 0 1 0 0 0 0 0 −1 0 0 0 0 0 0 0 0
X18 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 −1
X28 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 −1 0 0 1 0 0 0 0
X19 0 0 0 1 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 1
X29 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0
X110 0 0 0 0 1 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 1 0
X210 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 1 0 0 0
X111 0 0 0 0 0 1 0 0 0 0 −1 0 0 −1 0 0 0 0 0 0 1 0 0
X211 0 0 0 0 0 0 0 0 0 0 −1 0 0 −1 0 0 1 0 0 0 0 0 0

d1(G4) =

X11 X
2
1 X
1
2 X
2
2 X
1
3 X
2
3 X
1
4 X
2
4 X
1
5 X
2
5 X
1
6 X
2
6 X
1
7 X
2
7 X
1
8 X
2
8 X
1
9 X
2
9 X
1
10 X
2
10 X
1
11 X
2
11
Y1 1 0 −1 0 −1 0 0 1 0 0 1 −1 0 1 −1 0 −1 0 0 0 1 0
Y2 0 0 −1 0 −1 0 1 0 0 0 0 0 0 1 0 0 0 −1 0 0 0 1
Y3 0 1 0 0 0 −1 0 1 0 0 0 0 1 0 −1 0 −1 0 1 0 0 0
Y4 0 0 0 0 0 −1 0 0 0 1 0 1 0 0 0 0 0 −1 0 1 0 0
Y5 0 0 0 1 0 0 0 −1 1 0 0 1 0 −1 0 1 0 0 0 0 0 0

It is easily verified that d1 ◦ d2 = 0, dim ker d1(G4) = 17, and rank d2(G4) = 17, so the
multiplicity of the Specht module S(23) in H1(G4;C) is zero. 
Lemma 3.7. The multiplicity of the S6-module S(22,12) in H1(G5,C) is 1.
Proof. We have the chain modules C0(G5)
∣∣
S(22,12)
∼= S⊕9(22,12), C1(G5)
∣∣
S(22,12)
∼= S⊕33(22,12), and
C2(G5)
∣∣
S(22,12)
∼= S⊕24(22,12). The differentials d2(G5) and d1(G5) are described by the following
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matrices (here, a = 10 and b = 11):
d2(G5) =

W17W18W19W1aW1bW24W25W26W27W28W2aW34W35W37W39W49W4aW4bW58W5bW67W69W7bW89
X11 −1 0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X21 0 0 1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X31 0 −1 0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X12 0 0 0 0 0 −1 0 0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X22 0 0 0 0 0 0 −1 0 1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0
X32 0 0 0 0 0 0 0 −1 0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0
X13 0 0 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 0 0 0 0 0 0 0 0
X23 0 0 0 0 0 0 0 0 0 0 0 0 −1 1 −1 0 0 0 0 0 0 0 0 0
X33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0
X14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0
X24 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0 0 0 0
X34 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 −1 0 0 0 0 0 0
X15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0
X25 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0
X35 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 −1 0 0 0 0
X16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
X26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0
X36 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0
X17 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
X27 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0
X37 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 −1 0 −1 0
X18 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0
X28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 −1
X38 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1
X19 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 1 0 0
X29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 1
X39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 −1 0 1
X110 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0
X210 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0
X310 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
X111 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 0 0
X211 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 1 0
X311 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 1 0

d1=

X11 X
2
1 X
3
1 X
1
2 X
2
2 X
3
2 X
1
3 X
2
3 X
3
3 X
1
4 X
2
4 X
3
4 X
1
5 X
2
5 X
3
5 X
1
6 X
2
6 X
3
6 X
1
7 X
2
7 X
3
7 X
1
8 X
2
8 X
3
8 X
1
9 X
2
9 X
3
9 X
1
10 X
2
10 X
3
10 X
1
11 X
2
11 X
3
11
Y1 1 0 0 0 1 0 0 −1 0 −1 0 0 0 1 −1 0 0 0 1 −1 1 0 −1 0−1 0 −1 1 0 1 0 0 0
Y2 0 0 0 0 0 0 0 0 0−1 0 0 1 0 0 0 0 0 0 0 0 0 −1 0 0 −1 0 0 1 0 0 0 0
Y3 0 1 0 −1 1 0 0 0 −1 0−1 0 0 1 0 0 0 0 0 0 0 0 0 −1−1 0 −1 0 0 1 1 0 0
Y4 0 0 0 −1 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 1 0 0 0 −1 0−1 0 0 0 0 0 1 0
Y5 0 0 0 0 −1 0 0 0 0 0 0 0 0−1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 −1 0 0 1
Y6 0 0 1 0 0 0 −1 1−1 0 0 −1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 −1 0 0 1 0 0
Y7 0 0 0 0 0 0 −1 0 0 0 0 −1 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 −1 0 0 1 0
Y8 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 −1 0 1 0 0 0 1 0 −1 0 0 0 −1 0 0 0 0 0 1
Y9 0 0 0 0 0 1 0 0 −1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 −1 0 0 −1 0 0 1 0 0 0

It is easily verified that d1 ◦ d2 = 0, dim ker d1(G5) = 24, and rank d2(G5) = 23, so the
multiplicity of the Specht module S(22,12) in H1(G5;C) is one. We note that a generator of
the homology H1(G5;C)|S(22,12) is X39 +X310 +X311. 
Lemma 3.8. The multiplicity of the S6-module S(22,12) in H1(G6,C) is 0.
Proof. We have the chain modules C0(G6)
∣∣
S(22,12)
∼= S⊕9(22,12), C1(G6)
∣∣
S(22,12)
∼= S⊕33(22,12), and
C2(G6)
∣∣
S(22,12)
∼= S⊕24(22,12). The differentials d2(G6) and d1(G6) are described by the following
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matrices (here, a = 10 and b = 11):
d2(G6) =

W18W19W1aW1bW26W27W2aW2bW35W37W39W3bW45W46W47W48W49W4aW5aW5bW69W6bW78W8b
X11 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X21 0 −1 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X31 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X12 0 0 0 0 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X12 0 0 0 0 0 −1 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X32 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X13 0 0 0 0 0 0 0 0 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
X23 0 0 0 0 0 0 0 0 0 −1 1 −1 0 0 0 0 0 0 0 0 0 0 0 0
X33 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0
X14 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 1 −1 0 0 0 0 0 0 0
X24 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1 0 −1 0 0 0 0 0 0
X34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1 −1 0 0 0 0 0 0
X15 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
X25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0
X35 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 −1 0 0 0 0
X16 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
X26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0
X36 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 −1 0 0
X17 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
X27 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0
X37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
X18 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0
X28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1
X38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 −1
X19 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0
X29 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 −1 0 0 0
X39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
X110 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0
X210 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0
X310 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
X111 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1 0 0
X211 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 1
X311 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 −1 0 1

d1=

X11 X
2
1 X
3
1 X
1
2 X
2
2 X
3
2 X
1
3 X
2
3 X
3
3 X
1
4 X
2
4 X
3
4 X
1
5 X
2
5 X
3
5 X
1
6 X
2
6 X
3
6 X
1
7 X
2
7 X
3
7 X
1
8 X
2
8 X
3
8 X
1
9 X
2
9 X
3
9 X
1
10 X
2
10 X
3
10 X
1
11 X
2
11 X
3
11
Y1 1 0 0 0 0 0 −1 0 0 0 −1 0−1 0 0 0 1 −1 0 0 0 1 −1 1 0 1 0 −1 0 −1 0 0 0
Y2 0 0 0 1 0 0 −1 0 0 0 0 0 −1 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 −1 0 0 0 0
Y3 0 1 0 0 0 0 0 0 0 0 0 −1 0−1 0 0 1 0 0 0 −1 0 0 0 1 0 1 −1 0 −1 1 0 0
Y4 0 0 0 0 1 0 0 0 0 0 0 0 0 −1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 −1 0 0 1 0
Y5 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0−1 0 0 1 0 0 1 0 0−1 0 0 0 0 0 0 1
Y6 0 0 1 0 0 0 0 0 0−1 1−1 0 0 −1 0 0 1 0 0 −1 0 0 0 0 0 0 0 0 0 1 0 0
Y7 0 0 0 0 0 1 0 0 0−1 0 0 0 0 −1 0 0 0 0 0 0 0 0 1 0 0 −1 0 0 0 0 1 0
Y8 0 0 0 0 0 0 0 0 1 0 −1 0 0 0 0 0 0 −1 0 0 0 0 0 1 0 0 0 0 0 −1 0 0 1
Y9 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0−1 0 0 0 0 0 1 0 0 −1 0 0 0

It is easily verified that d1 ◦ d2 = 0, dim ker d1(G6) = 24, and rank d2(G6) = 24, so the
multiplicity of the Specht module S(22,12) in H1(G6;C) is zero. 
Remark B.1. Let g = −W18 − W19 − W1a + W26 + W27 + W2a + W35 + W37 + W39 −
W45 − W46 + W48 + 2W49 + 2W4a − W5a − W5b − W69 − W6b − W78 + W8b ∈ C2(G6) and
h = X29 +X
3
9 +X
2
10 +X
3
10 +X
2
11 +X
3
11 ∈ C1(G6). We note that over Z, h /∈ im d2, d2(g) = 2h
and d1(h) = 0, so h generates Z2-torsion in H1(G6;Z).
Theorem 4.2. The chromatic symmetric homology H1(K3,3;Z) contains Z2-torsion.
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Proof. We have C0(K3,3)
∣∣
S(22,12)
∼= S⊕9(22,12), C1(K3,3)
∣∣
S(22,12)
∼= S⊕27(22,12), and C2(K3,3)
∣∣
S(22,12)
∼=
S⊕18(22,12). The differentials d2(K3,3) and d1(K3,3) are described by the following matrices:
d2(K3,3) =

W16 W17 W18 W19 W24 W25 W27 W29 W34 W35 W36 W38 W48 W49 W56 W57 W69 W78
X11 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X21 0 0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X31 0 −1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
X12 0 0 0 0 −1 0 −1 0 0 0 0 0 0 0 0 0 0 0
X22 0 0 0 0 0 −1 0 −1 0 0 0 0 0 0 0 0 0 0
X32 0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0 0 0 0
X13 0 0 0 0 0 0 0 0 −1 0 1 0 0 0 0 0 0 0
X23 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0 0 0
X33 0 0 0 0 0 0 0 0 0 −1 0 −1 0 0 0 0 0 0
X14 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0
X24 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0
X34 0 0 0 0 0 0 0 0 1 0 0 0 0 −1 0 0 0 0
X15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0
X25 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0
X35 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0
X16 1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0
X26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 −1 0
X36 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 −1 0
X17 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
X27 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 −1
X37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 −1
X18 0 0 1 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0
X28 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 1
X38 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1
X19 0 0 0 1 0 0 0 0 0 0 0 0 0 −1 0 0 0 0
X29 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 1 0
X39 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0

d1(K3,3) =

X11 X
2
1 X
3
1 X
1
2 X
2
2 X
3
2 X
1
3 X
2
3 X
3
3 X
1
4 X
2
4 X
3
4 X
1
5 X
2
5 X
3
5 X
1
6 X
2
6 X
3
6 X
1
7 X
2
7 X
3
7 X
1
8 X
2
8 X
3
8 X
1
9 X
2
9 X
3
9
Y1 1 0 0 −1 0 0 0 −1 0−1 0 0 0 0 0 1 −1 1 0 −1 0 −1 0−1 0 0 0
Y2 0 1 0 0 0 0 0 0 −1 0−1 0 0 0−1 0 0 0 0 0 −1−1 0−1 1 0 0
Y3 0 0 1 0 0 0 −1 1−1 0 0 −1 0 0 −1 0 0 0 1 0 0 0 0 0 1 0 0
Y4 0 0 0 −1 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 −1 0 0 −1 0 0 0 0
Y5 0 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 0 1 0 0 0 −1 0−1 0 0 1 0
Y6 0 0 0 0 0 0 −1 0 0 0 0 −1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0
Y7 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1
Y8 0 0 0 0 0 1 0 −1 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0−1 0 0 1
Y9 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 −1 0 0 0 0 0 −1 0 0 −1 0 0 0

It is easily verified that d1 ◦ d2 = 0, dim ker d1(K3,3) = 18, and rank d2(K3,3) = 18. Let
g = W16 −W17 +W18 +W19 −W24 −W25 +W27 +W29 +W34 −W35 +W36 +W38 +W48 +
W49 +W56 +W57−W69 +W78 ∈ C2(K3,3) and h = X36 −X37 +X38 −X29 ∈ C1(K3,3). We note
that h /∈ im d2, d2(g) = 2h and d1(h) = 0, so h generates Z2-torsion in H1(K3,3;Z). 
Appendix C. Computational data and conjectures
In this section, we provide the results of homology computations over Z for all connected
graphs up to 6 vertices. The program we used to obtain these is available at [6]. Given a graph
G, the homology H∗(G;Z) is listed using the notation H0(G;Z), H1(G;Z), . . . , Hk(G;Z)
where k is maximal among indices with nonzero homology.
no. G H∗(G,Z) as a Z-module no. G H∗(G,Z) as a Z-module
1 Z
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no. G H∗(G,Z) as a Z-module no. G H∗(G,Z) as a Z-module
2 Z
3 Z 4 Z,Z2
5 Z 6 Z,Z2
7 Z,Z5 8 Z,Z3,Z3
9 Z,Z8,Z3 10 Z,Z11,Z6
11 Z,Z5 12 Z,Z20
13 Z,Z14 14 Z,Z19
15 Z,Z9,Z11 16 Z
17 Z,Z23,Z11 18 Z,Z9
19 Z,Z18,Z11 20 Z,Z4,Z6,Z4
21 Z,Z13,Z28,Z4 22 Z,Z27,Z28,Z4
23 Z,Z13,Z17,Z4 24 Z,Z18,Z11
25 Z,Z22,Z28,Z4 26 Z,Z27,Z22
27 Z,Z17,Z34,Z8 28 Z,Z26,Z45,Z8
29 Z,Z21,Z51,Z12 30 Z,Z25,Z68,Z16
31 Z,Z24 ⊕ Z52,Z91,Z24
32 Z,Z9 33 Z,Z23,Z5
34 Z,Z53 35 Z,Z152
36 Z,Z95,Z5 37 Z,Z37,Z47
29
no. G H∗(G,Z) as a Z-module no. G H∗(G,Z) as a Z-module
38 Z,Z51,Z5 39 Z,Z23,Z47
40 Z,Z79,Z52 41 Z,Z65,Z52
42 Z,Z14 43 Z,Z37,Z120,Z19
44 Z,Z42 45 Z,Z79,Z125,Z19
46 Z,Z28,Z47 47 Z,Z70,Z47
48 Z,Z14,Z26,Z19 49 Z,Z42
50 Z 51 Z,Z56,Z47
52 Z,Z42,Z208,Z67,Z5 53 Z,Z42,Z73,Z19
54 Z,Z19,Z26 55 Z,Z14
56 Z,Z28 57 Z,Z84,Z213,Z67,Z5
58 Z,Z23,Z21 59 Z,Z70,Z120,Z19
60 Z,Z47,Z26 61 Z,Z42,Z47
62 Z,Z33,Z52,Z19 63 Z,Z51,Z68
64 Z,Z79,Z115 65 Z,Z61,Z99,Z19
66 Z,Z19,Z62,Z48,Z5 67 Z,Z61,Z99,Z19
68 Z,Z56,Z120,Z19 69 Z,Z33,Z135,Z67,Z5
70 Z,Z47,Z109,Z48,Z5 71 Z,Z70,Z94
72 Z,Z42,Z146,Z38 73 Z,Z61,Z182,Z67,Z5
74 Z,Z70,Z193,Z38 75 Z,Z33,Z99,Z19
30
no. G H∗(G,Z) as a Z-module no. G H∗(G,Z) as a Z-module
76 Z,Z5,Z10,Z10,Z5 77 Z,Z47,Z125,Z38
78 Z,Z38,Z223,Z115,Z10 79 Z,Z24,Z62,Z29,Z5
80 Z,Z61,Z198,Z57 81 Z,Z33,Z52,Z19
82 Z,Z19,Z36,Z29,Z5 83 Z,Z42,Z47
84 Z,Z66,Z270,Z115,Z10 85 Z,Z28,Z73,Z19
86 Z,Z47,Z99,Z19 87 Z,Z38,Z88,Z48,Z5
88 Z,Z33,Z109,Z48,Z5 89 Z,Z33,Z125,Z38
90 Z,Z52,Z161,Z67,Z5 91 Z,Z29,Z124,Z77,Z10
92 Z,Z43,Z150,Z96,Z10 93 Z,Z29,Z160,Z125,Z15
94 Z,Z47,Z198,Z57 95 Z,Z61,Z172,Z38
96 Z,Z61,Z271,Z76 97 Z,Z43,Z233,Z144,Z15
98 Z,Z47,Z182,Z67,Z5 99 Z,Z38,Z171,Z96,Z10
100 Z,Z52,Z244,Z115,Z10 101 Z,Z48,Z321,Z192,Z20
102 Z,Z33,Z26 103 Z,Z28,Z61
104 Z,Z34,Z248,Z173,Z20 105 Z,Z52,Z52
106 Z,Z47,Z113,Z19 107 Z,Z66,Z165,Z38
108 Z,Z33,Z123,Z48,Z5 109 Z,Z52,Z151,Z38
110 Z,Z38,Z185,Z96,Z10 111 Z,Z52,Z175,Z67,Z5
112 Z,Z43,Z124,Z77,Z10 113 Z,Z57,Z237,Z115,Z10
31
no. G H∗(G,Z) as a Z-module no. G H∗(G,Z) as a Z-module
114 Z,Z24,Z98,Z77,Z10 115 Z,Z24,Z72,Z58,Z10
116 Z,Z43,Z271,Z173,Z20 117 Z,Z29,Z134,Z106,Z15
118 Z,Z62,Z323,Z192,Z20 119 Z,Z34,Z196,Z154,Z20
120 Z,Z29,Z158,Z135,Z20 121 Z,Z34,Z220,Z183,Z25
122 Z,Z43,Z247,Z144,Z15 123 Z,Z39,Z282,Z231,Z30
124 Z,Z57,Z237,Z115,Z10 125 Z,Z34,Z196,Z154,Z20
126 Z,Z52,Z250,Z76 127 Z,Z44,Z368,Z308,Z40
128 Z,Z48,Z309,Z192,Z20 129 Z,Z39,Z306,Z260,Z35
130 Z,Z44,Z379,Z381,Z55 131 Z,Z25 ⊕ Z42,Z164,Z169,Z25
132 Z,Z25 ⊕ Z92,Z200,Z217,Z30 133 Z,Z30 ⊕ Z92,Z288,Z265,Z35
134 Z,Z30 ⊕ Z92,Z273,Z231,Z30 135 Z,Z57 ⊕ Z92,Z354,Z114
136 Z,Z30 ⊕ Z92,Z260,Z275,Z40 137 Z,Z35 ⊕ Z92,Z376,Z313,Z40
138 Z,Z44 ⊕ Z92,Z386,Z269,Z30 139 Z,Z35 ⊕ Z92,Z346,Z352,Z50
140 Z,Z40 ⊕ Z92,Z432,Z429,Z60 141 Z,Z40 ⊕ Z92,Z419,Z473,Z70
142 Z,Z45⊕Z92,Z492⊕Z162 ,Z594,Z90 143 Z,Z50⊕Z92,Z552⊕Z642 ,Z759,Z120
C.1. Some conjectures on q-degree zero homology. Based on observations made from
the table in Appendix C, along with some computations done by hand, we make the following
conjectures.
Conjecture C.1. The q-degree zero homology of the graphs G1 and G2 are
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i Hi(G1;C) as a C[S6]-module Hi(G2;C) as a C[S6]-module
0 S(16) S(16)
1 S⊕4(214) ⊕ S⊕4(2212) ⊕ S⊕2(23) S⊕4(214) ⊕ S⊕3(2212) ⊕ S(23)
2 S(2212) ⊕ S(23) ⊕ S⊕5(313) ⊕ S⊕6(321) ⊕ S(32) S⊕5(313) ⊕ S⊕6(321) ⊕ S(32)
3 S⊕2(412) ⊕ S⊕2(42) S⊕2(412) ⊕ S⊕2(42)
Conjecture C.2. The q-degree zero homology of the graphs G3 and G4 are
i Hi(G3;C) as a C[S6]-module Hi(G4;C) as a C[S6]-module
0 S(16) S(16)
1 S⊕6(214) ⊕ S⊕3(2212) ⊕ S(23) S⊕6(214) ⊕ S⊕2(2212)
2 S⊕2(2212) ⊕ S⊕2(23) ⊕ S⊕13(313) ⊕ S⊕10(321) ⊕ S(32) S(2212) ⊕ S(23) ⊕ S⊕13(313) ⊕ S⊕10(321) ⊕ S(32)
3 S⊕12(412) ⊕ S⊕8(42) S⊕12(412) ⊕ S⊕8(42)
4 S⊕4(51) S⊕4(51)
Conjecture C.3. The q-degree zero homology of the graphs G5 and G6 are
i Hi(G5;C) as a C[S6]-module Hi(G6;C) as a C[S6]-module
0 S(16) S(16)
1 S⊕6(214) ⊕ S(2212) S⊕6(214)
2 S(2212) ⊕ S(23) ⊕ S⊕14(313) ⊕ S⊕8(321) S(23) ⊕ S⊕14(313) ⊕ S⊕8(321)
3 S⊕15(412) ⊕ S⊕9(42) S⊕15(412) ⊕ S⊕9(42)
4 S⊕6(51) S⊕6(51)
Conjecture C.4. Let Cn be the cycle graph with n vertices. Then Hi(Cn;Z) is a free Z-
module of rank
(
n−1
i
)
for 0 ≤ i ≤ n− 1.
Given a graph G, let span0(G) denote the homological span of the degree 0 chromatic
symmetric homology of G. Since the minimal grading with nonzero homology is always 0,
we have span0(G) = k + 1 where k is maximal among indices such that Hk(G;Z) 6= 0.
Conjecture C.5. Given any graph G, chromatic symmetric homology groups H`(G;C) are
non-trivial for all 0 ≤ ` ≤ span0(G)− 1.
A cut vertex in a graph G is a vertex v such that G− v has more connected components
than G. A block of a graph G is a maximal connected subgraph of G with no cut-vertex.
Conjecture C.6. Let G be a graph with n vertices and m edges, and let b denote the number
of blocks of G. Then n− b ≤ span0(G) ≤ n− 1.
Remark C.7. Conjecture C.6 holds in the case of chromatic homology by [22, Theorem
44] and [10, Theorem 4]. The upper bound follows from the deletion-contraction long exact
sequence for chromatic homology, which does not exist for chromatic symmetric homology.
Conjecture C.8. Let G be a graph and suppose that, for each i, the free part of Hi(G;Z)
as a Z-module has rank ni. Then there exists 0 ≤ ` ≤ k such that n0 ≤ n1 ≤ · · · ≤ n` ≥
n`+1 ≥ n`+2 ≥ · · · ≥ nk. In other words, ranks of degree 0 chromatic symmetric homology
are unimodal.
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