Introduction
Fine-grained sketch-based image retrieval (FG-SBIR) addresses the problem of finding a specific photo containing the same instance as in an input sketch. It has received increasing research attention recently [12, 14, 19, 22, 23, 27] , due to its potential in commercial applications such as searching online product catalogues for shoes, furniture, and handbags by finger-sketching on a touchscreen device.
FG-SBIR is a very challenging problem and remains unsolved due to the facts that: (i) Sketch and photo are two distinctive image domains -the former is characterised by sparse black line drawings with white background whilst the latter consists of dense colour pixels. Such a large domain gap underpins the main challenge of the retrieval task. (ii) Sketches often exhibit a varied level of abstraction and sophistication, especially when drawn based on a mental picture of an object without a reference photo. With variable levels of human drawing skill, there could be large discrepancies in shape and spatial misalignments both globally and locally between a matching pair of photo and sketch, further enlarging the domain gap. Such discrepancies and misalignments also vary across different classes as humans are often good at drawing certain classes but not others. (iii) Collecting sufficient photo-sketch instance pairs are tedious and expensive. As a result, even the largest FG-SBIR dataset [19] contains limited data. The primary objective of learning a FG-SBIR model is thus to reduce the domain gap with limited training data so that images from the two domain become comparable.
The state-of-the-art FG-SBIR models [19, 27] are deep models that aim to close the domain gap by learning a joint feature embedding for the two domains. Concretely, multibranch deep convolutional neural networks (CNNs) are employed where each branch corresponds to one domain and the final shared layer defines the embedding space which is subject to various discriminative losses such as pairwise contrastive loss or triplet ranking loss. These losses are designed to pull matching pairs of photos and sketches close and push mis-matched pairs away. These models thus indirectly align the two domains. However, with limited training data and by focusing only on discriminative losses, these models struggle to capture all the domain-invariant information and thus generalise poorly to test data where the domain discrepancies and misalignments could be different from those in the training data.
In this paper, we propose a novel discriminative-generative hybrid deep neural network for FG-SBIR. Our model also aims to learn a joint embedding space. The key difference to the existing models is that we introduce a generative task of cross-domain image synthesis. Concretely when an input photo is embedded in the joint space, the embedding vector is used as input to a generative model to synthesise the corresponding sketch. By doing so, we explicitly enforce the model to preserve all the domain-invariant information in the embedding space. This richer representation thus enables the model to generalise better to unseen test data. More specifically, the proposed model is a multi-branch cross-domain deep encoderdecoder model (see Figure 1 ). The encoder in each branch is a deep CNN that takes an image as input and outputs a feature embedding vector. This vector is then used as input to a deep transposed-convolutional (deconvolutional) network [28] regularised by the reconstruction loss to reconstruct the corresponding sketch. It is a discriminative-generative hybrid model because both discriminative and generative losses are used for learning the embedding, corresponding to the photo-sketch matching discriminative task and the cross-domain image synthesis generative task respectively.
The contributions of this work are as follows: (1) For the first time, problem of FG-SBIR is solved with a discriminative-generative hybrid model which explicitly aligns the sketch and photo domains to improve the model generalisation ability. (2) A multi-branch crossdomain deep encoder-decoder model is formulated; and in-depth analysis is provided on the model architectural design. Extensive experiments on the largest FG-SBIR dataset Sketchy [19] show that our model yields state-of-the-art performance and validate our claim that the performance gain is contributed by introducing the additional generative learning task.
Related Work
Fine-grained SBIR Most existing SBIR works [2, 3, 7, 13, 25, 29] focus on category-level sketch-to-photo retrieval. The FG-SBIR problem was first tackled in [12] which employed a deformable part-based model (DPM) representation followed by a graph matching strategy for cross-domain pose correspondence. The similarity measure is based on only pose and ignores other fine-grained details. The two most recent FG-SBIR models [19, 27] are all based on deep learning. Both models [19, 27] are multi-branch CNNs designed to learn a joint embedding space for the two domains. The popular pairwise contrastive loss and triplet ranking loss are evaluated by both works and the latter is shown to be better in both models. The two models differ mainly in whether the photo and sketch CNN branches are Siamese (i.e., with weight sharing) or heterogeneous (i.e., without sharing). Our network is similar to the model in [27] in that it is a Siamese two-branch CNN, but differs from both in that it has an additional generative decoder. We show that our model outperforms both state-of-the-art models [19, 27] significantly. Deep Generative Models Remarkable progress has been made on deep generative models in the past 2-3 years, which can be broadly categorised into Variational Autoencoder (VAE) [10] , Autoregressive Model [24] and Generative Adversarial Network (GAN) [5] . These advances have been actively applied to various practical applications including single-image super resolution [11] , video frame prediction [15] , image to image translation [8] , text to image synthesis [17] and artistic style transfer [4] . Among the existing deep generative models, the most relevant ones are the deep encoder-decoder models. Such a model takes an image as input and produces a bottleneck latent code embedding via the encoder, which is then used by the decoder as input to generate an image that shares the same identity or semantic information. Comparing to the existing deep encoder-decoder models [8, 20, 26, 30] our model has a vital difference: it is a hybrid model and the main objective is to learn a discriminative feature representation with image synthesis used only as an auxiliary task designed to serve the main objective. In other words, we do not care about image synthesis quality which is the sole purpose of those models. Deep discriminative-generative hybrid models Early works [1, 6] have exploited the general idea of using autoencoder reconstruction as an auxiliary generative task for dimension reduction and unsupervised feature learning. Recently, deep discriminative-generative hybrid models [16, 31] have been proposed, which inspired this work. Note that in these models, although the generative task is integrated with the discriminative task, it is still fundamentally different in that it does single domain rather than cross-domain reconstruction. In addition, these models use lateral connections between the corresponding convolution/deconvolution layers that relies heavily on the reconstruction loss (unsupervised generative counterparts) to build better hierarchical representation. In contrast, we mainly use the generative decoder as an auxiliary task to learn a more generalisable cross-domain representation. This fundamental difference is reflected by our asymmetrical design choice, i.e., the decoder's architecture does not mirror that of the encoder and a different learning strategy to favour the learning of the encoder over the decoder.
Methodology

Network Architecture
Overview The overall network architecture of the proposed discriminative-generative hybrid FG-SBIR model is illustrated in Figure 1 . It consists of four sub-networks: (1) a threebranch Siamese encoder subnet E that aims to learn a joint embedding space for matching input sketch-photo pairs, (2) a Siamese decoder subnet D that takes an embedding vector and reconstruct a target sketch, (3) a classification subnet C to make the embedding vector classdiscriminative and (4) a triplet ranking subnet T to make the vector instance-discriminative. Each encoder branch has the same base network and share their parameters, hence the name Siamese; so does each decoder branch. The four subnets are connected by the joint embedding layer: it is the output of E and input of D, C and T . Encoder The encoder architecture is based on that of VGGNet [21] , which has been widely used as the base network in many vision applications. The final classification layer of the network pretrained on classifying the 1000 ImageNet classes is dropped and an additional shared 256-D fully-connected (FC) layer is added after the 4096-D penultimate FC layer of VGGNet. The 2 normalised 256-D output of the encoder is the joint embedding layer and once learned shall be used as the feature representation for both domains for retrieval. Classification Subnet Although FC layers can be added in the classification subnet, in this work, the classifier directly feeds the latent code to a softmax layer with classification loss L C being the cross-entropy loss, and the number of output nodes equalling the number of object categories. The classification loss makes sure that the learned embedding space preserves class-discriminative information. Triplet Ranking Subnet Similar to the classification subnet, we directly add the triplet ranking layer after the shared 256-D embedding layer. In this subnet, each instance tuple {s, p + , p − } contains an anchor sketch s, a positive photo p + containing the same object instance and a negative photo p − . The subnet has three branches and the goal is to learn a instance-discriminative embedding space where the positive photo p + is ranked above the negative photo p − in terms of its distance to the query sketch s. Note our model is flexible in that any instance-discriminative loss can be used. But as in [19, 27] , we found that the triplet ranking loss alone works the best. Decoder The decoder network consists of five upsampling blocks and one final convolution block with a filter size of 4 × 4 (see Table 1 for details). Each upsampling block has the structure of Deconvolution-BatchNorm(BN)-ReLU, except the final layer which uses Deconvolution-Tanh for generating the final output. Compared with the encoder-decoder architectures in existing deep generative models [8, 20, 26, 30] , ours differs in that: (i) The decoder is not architecturally symmetric with the encoder.
(ii) The decoder is much shallower than the encoder. This design is due to the factor that with the limited training sketch-photo pairs, a deeper decoder network would be prone to overfitting which can make the training process unstable. Furthermore, rather than producing a loyal reconstruction output, the sole objective of this decoder is to help the encoder to learn a richer representation in the embedding layer which is domain-invariant. (iii) The generative process is also asymmetric: We use the embedding vector of the anchor sketch to reconstruct itself, and the positive photo to also reconstruct the anchor sketch. The opposites are not attempted, i.e., sketch-to-photo and photo-to-photo reconstructions. The reason is simple: to compare a photo with a sketch, the additional colour and texture information in the photo domain has to be removed in the embedding layer, so any effort to recover that in the decoder would be futile.
Model Learning and Deployment
Learning Objectives Suppose the encoder, classification and decoder subnets are denoted as φ E , φ C , and φ D , where they are parametrised by θ E , θ C and θ D respectively. Given N sketch-photo triplets X = {x s i , x
within a training batch, our learning objective is:
where L C is the cross-entropy softmax loss for classification:
L D is the pixel-wise 2 reconstruction loss that takes either the input sketch or photo from a ground-truth pair as input and synthesises the input sketch 1 as
and L T is the triplet ranking loss: λ D and λ T weight the three losses.
Model training strategy The most straightforward way for training a deep model with multiple losses is to update all the parameters together; however the disadvantage of this strategy is that it could lead to detrimental competition between the downstream and upstream tasks. For example, when two sketches belong to different categories but exhibit similar structural and visual cues, θ E may be sacrificed by pursuing the optimal θ D . This motivates us an alternate training strategy that learns the encoder first, then fine-tune it with the decoder. One may argue that this would potentially undermine the interpretability of the decoder; nevertheless it is the encoder θ E that this learning process really cares about, and the image synthesis quality is expandable. Specifically, we first minimise L C + λ D L D with respect to θ E and θ C , then minimise L with respect to θ E , θ C and θ D . In practice, we find this leads to more stable training behaviour. Model Deployment Once trained, during testing the decoder, classifier and triplet ranking subnets are stripped off. Given a query sketch x s , we compute the 256D feature representation and use its euclidean distance
to rank each photo x p in the gallery set. Note that we can pre-compute the feature for each photo in the gallery set, which means the retrieval process only involves one forward pass of the encoder followed by Euclidean distance computation; it is thus very efficient.
Discussion on Weight-Sharing Strategies
As illustrated in Figure 2 , three different weight-sharing strategies exist. Our multi-branch network is Siamese with weight-sharing everywhere between branches. The same strategy is adopted in [27] . In contrast, the network in [19] is heterogeneous meaning there is not weight sharing in any layer between the photo and sketch branches. The Siamese strategy attempts to align the two domains from the very beginning of feature extraction (convolution layers), whilst the heterogeneous one allows feature extraction filters as well as the embedding layer to be learned independently and use the discriminative losses at the network output to align them. As far as domain alignment is concerned, leaving it to the end seems to be counterintuitive; however, the heterogeneous network has one advantage: one could exploit the far bigger auxiliary data in each domain to pretrain each branch as in [19] . There is a third way that lies in-between these two extremes: a hybrid strategy whereby the branches are only tied at the joint embedding layer. In our experiments, all three strategies are evaluated.
Experiments
Dataset Experiments are conducted on the Sketchy dataset [19] , which is the largest freehand FG-SBIR dataset to date. It contains 125 categories with 100 photos per category and at least 5 sketches for one photo crowd-sourced from Amazon Mechanical Turk (AMT). We use the same training and testing split as in [19] , where the held-out test set consists of 6312 query sketches and 1250 photos spanning all 125 categories. Another noticeable FG-SBIR dataset is the QMUL-Shoe-Bag dataset [27] . However, it is two-magnitudes smaller and contains only two categories. We found that the training of any deep model on this dataset is unstable making it difficult to draw any conclusion. It is thus not selected. Implementation Details Our model is implemented on Tensorflow with a single NVIDIA Tesla P100 GPU. We set the importance weights for different subnets to: λ D = 10, λ T = 1, with the triplet loss margin ∆ = 0.1. The Adam optimiser [9] is used with the parameters β 1 = 0.9, β 2 = 0.999 and ε = 10 −8 . The learning rate is set as 10 −5 at first 20000 iterations and further decreased to 10 −6 for another 10000 iterations with a batch size of 32. We used the uniformly scaled and centred version of sketches so that the learned representation is not sensitive to the absolute location and scale of a sketch. We randomly cropped an original 256 × 256 sketch/photo of size 224 × 224 for data augmentation during training. Evaluation Metrics We use the same evaluation metrics of recall @K as in [19] , where for one query sketch, recall @K is 1 if the corresponding photo is within the top K retrieved results and 0 otherwise. We report acc@K by averaging over all queries in the test set. Competitors To our knowledge, only two works report results on the Sketchy dataset [14, 19] . However, the model in [14] is designed for category-level SBIR with different experiment settings to FG-SBIR, and the focus is on retrieval speed using hashing techniques rather than accuracy. This leaves the various models proposed in [19] as the main competitors. These include a heterogeneous GoogLeNet triplet model (Heter-GN-Tri), a heterogeneous GoogLeNet pairwise contrastive model (Heter-GN-Pair) and a heterogeneous AlexNet pairwise contrastive model (Heter-AN-Pair). The other competitor is the Siamese triplet ranking model in [27] (Sia-SN-Tri). Its base network is called Sketch-a-Net (SN) which is a modified version of AlexNet. It takes an additional preprocessing step to extract edgemaps from photos [32] in the hope that the domain gap is reduced. For fair comparison, we pretrain the model in stages exactly as described in [27] and use the stage-3 pretrained model to finetune on the Sketchy dataset (Sketch-a net) with the same classification and triplet ranking losses. The performance of humans on FG-SBIR is also reported in [19] .
Comparisons against the state-of-the-art Our model is compared to the state-of-the-art alternatives as well as humans in Table 2 . The following observations can be made: (i) Our discriminative-generative hybrid model significantly outperforms all compared models (13.04% improvement over the second best Heter-GN-Tri).
(ii) It is now fairly close to the human performance (4.12% lower). (iii) Note that all three heterogeneous baselines in [19] took advantage of extensive within-domain pretraining. Our results suggest that it is not nec-（a） （b） （c） Figure 3 : Examples of generated images on unseen test sets. In each sub-figure, top: input sketch/photo; bottom: corresponding generated images using the decoder. Table 2 : Comparative results against state-of-the-art FG-SBIR performance (acc@1).
essary with our Siamese hybrid network, significantly simplifying the training process. (iv) The poor result of Sia-SN-Tri [27] suggests that replacing natural photos with their edgemap has a negative side-effect given a challenging dataset such as Sketchy. Specifically, as shown in Figure 3 , the photos in Sketchy often contain other objects and cluttered background. Removing colour information from the very beginning deprives the model of its ability to learn an implicit foreground-background segmentation mechanism to align photos with sketches that have clean background. Note that the objective of the generative decoder is not to synthesise sharp, visually appealing images. Instead, our goal is to reduce the domain gap and extract domain invariant and discriminative features -images in Figure 3 , albeit blurry, are almost identical when a matching pair of photo and sketch are used as input respectively, showing that this goal has been achieved. Table 3 , where _GN refers to replacing our VGGNet with GoogLeNet, -D means dropping the generative decoder part. The results show that (i) regardless of the choice of basenet, adding an additional generative decoder consistently improves the performance and (ii) compared with GoogLeNet, VGGNet is better for our problem. Why Generative Learning Helps? To answer this question, let us first examine what images would the decoder generate. The decoder is designed to help the encoder preserve domain-invariant information. One thus would expect that given a pair of matching photo and sketch, the generated images would be very similar to each other with any domain discrepancies, such as lack of texture, lighting, occlusions and background information in the sketch domain, removed. Ours-Heter Ours-Hybrid Ours 41.52%
49.55% 50.14% Table 4 : Comparing different weight sharing strategies (acc@1) occlusions ( Figure 3(b) ) exhibited in natural photos, the decoder is able to discard these irrelevant information and focus on the main visual structures.
(ii) Given a matched sketch-photo pair, the synthesised images are almost identical; they clearly preserve the shared visual cues (i.e., pose, shape) and neglect the unshared ones such as background and other details ignored by the human sketcher (e.g., Figure 3 (a), the digit 27 on the side door). (iii) Sketches drawn by different humans for a single photo often varied greatly in the level of abstraction. Figure  3 (c) shows that our decoder normalises these variations making the retrieval task easier. We thus conclude that having the generative decoder encourages the learned feature representation in the joint embedding layer to focus on the cross-domain shared semantic visual cues rather than the domain-specific information. Importantly it directly reduces the domain gap and enables the learning of a richer representation useful for model generalisation.
Evaluations on Different Weight Sharing Strategies In this experiment, we compare our model with the three weight-sharing strategies described in Sec. 3.3. Table 4 shows that without any weight-sharing, the heterogeneous version of our model is the weakest in aligning the two domains, whist the partial-sharing strategy results in a slightly inferior performance. Since a Siamese network has much less parameters than the other two, this justifies the use of the Siamese architecture.
Qualitative Results Example retrieval results of the proposed model are shown in Figure  4 . The results suggest that the model is very effective in removing other objects in the scene and cluttered background and is able to capture subtle instance-level differences, e.g. the first two rifles are matched correctly among some very similar-looking rifle instances.
Failure cases are those where true matches are ranked outside the top-10. Two of them are shown in the bottom of Figure 4 . It is obvious that these failure cases are caused mainly by the poor quality of sketch drawing (e.g., too abstract) with critical details missing in the sketches, giving the model no chance to find the correct matches.
Conclusion
In this paper, for the first time, a hybrid discriminative-generative approach is proposed for fine-grained sketch-based image retrieval (FG-SBIR) based on a cross-domain deep encoderdecoder network architecture. The hypothesis was that by introducing the additional generative task, the learned joint embedding space would capture domain-invariant information and explicitly reduce the domain gap between photo and sketch. Extensive experiments validated the hypothesis and demonstrated that the proposed model outperforms existing discriminative models by a large margin.
