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Cylindrical vector beam (CVB) is a structured lightwave characterized by its topologically non-
trivial nature of the optical polarization. The unique electromagnetic field configuration of CVBs
has been exploited to optical tweezers, laser accelerations, and so on. However, use of CVBs in
research fields outside optics such as condensed matter physics has not progressed. In this paper,
we propose potential applications of CVBs to those fields based on a general argument on their
absorption by matter. We show that pulse azimuthal CVBs around terahertz (THz) or far-infrared
frequencies can be a unique and powerful mean for time-resolved spectroscopy of magnetic proper-
ties of matter and claim that an azimuthal electric field of a pulse CVB would be a novel way of
studying and controlling edge currents in topological materials. We also demonstrate how powerful
CVBs will be as a tool for Floquet engineering of nonequilibrium states of matter.
I. INTRODUCTION
Developments of optics in the past decades enabled the
realization of high-intensity, ultra-short pulse lasers1,2.
The high temporal resolution due to the short pulse
width allows us to directly access to nonequilibrium phe-
nomena like chemical reactions and photo-induced phe-
nomena in matter. The high intensity opened new fields
of photo-induced physics3, ultrafast magnetism4, and
femtochemistry5.
Moreover, the intense ultra-short light becomes vital
for generating intense terahertz (THz) pulses6. Since
THz is the typical energy scale of various collective phe-
nomena7–10 in solids like superconductivity, phonons,
and magnons and is also crucial for understanding
biomolecules11–14, the developing THz optics shares a
central position in optical physics.
Existing studies of optical phenomena in matter have
been mainly done with simple Gaussian beams, and much
attention has not been paid to other kinds of lasers de-
veloped in the past decades in condensed matter physics
and chemistry. Among those modern variants of lasers,
here we focus on so-called structured lights. In partic-
ular, we discuss applications of cylindrical vector beams
(CVBs)15–17.
Because of their unique focusing property, CVBs po-
tentially have substantial impacts on studies of opti-
cal phenomena in matter. Nevertheless, unlike other
structured lights like optical vortices18,19, applications of
CVBs outside optics have not progressed. In particular,
the magnetic field component of CVBs, which we mainly
discuss in this paper, has been overlooked. There are
important studies using CVBs for the spectroscopy of
molecules and quantum dots20–24 and for the excitation
of plasmonic modes of metal nanostructures25,26. How-
ever, all those experiments are about the electric field
component of CVBs. They have been indeed fruitful,
but it is desired to explore applications of the magnetic
field component.
In this paper, we show that using CVBs instead of con-
ventional Gaussian beams can be a quite powerful way of
studying magnetic properties of matter especially in the
THz or far-infrared frequency ranges. By using measure-
ment samples sufficiently smaller than the wavelength,
which can be easily achieved nowadays, we can control
the applied electric and magnetic fields almost indepen-
dently. In particular, we can avoid strong electric dipole
absorption which often overwhelms magnetic absorption
which we are interested27.
Using THz CVBs would be particularly effective
for time-resolved measurements. The relatively short
timescale of THz CVBs offers high temporal resolution,
and the characteristic spatial profile of focused CVBs al-
lows us to probe electric and magnetic properties of mat-
ter selectively. We will give several applications of CVBs
utilizing these properties; time-resolved electron spin res-
onance (ESR) of conducting materials, a novel way of
studying multiferroic materials, electron paramagnetic
resonance (EPR) study of the dynamics of biomolecules
in their living environments. In addition to them, we con-
sider how to exploit the characteristic azimuthal electric
field configuration of CVBs for probing and controlling
edge currents in topological materials28,29.
We also discuss applications of focused CVBs for Flo-
quet engineering30–32. We demonstrate that the highly
controllable nature of the electromagnetic fields of CVBs
offers a building block for realizing desired nonequilib-
rium physics in periodically driven matter. We take a
simple model of quantum magnets and compare the Flo-
quet engineering with CVBs and that with circularly po-
larized lasers33,34.
The rest of this paper is organized as follows. In the
second section, we review CVBs. In the third section, we
study how small the electric field absorption can be by
replacing Gaussian beams with CVBs. We give poten-
tial applications of CVBs for condensed matter physics
and chemistry/biology. In the forth section, we deal with
the electric field component of CVBs and show that the
electric field absorption for a pulse azimuthal CVB can
be a way of probing and controlling edge states of topo-
logical matter. The fifth section is about Floquet engi-
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2neering. We show that CVBs have clear advantages over
conventional lasers for designing nonequilibrium states of
matter. The final section is devoted to the conclusion.
II. CYLINDRICAL VECTOR BEAM
Exploring applications of topological lightwaves like
optical vortices18,19 and CVBs15–17 is one of the cen-
tral issues in modern optics. Both beams have vanish-
ing intensity along the propagation axis with different
physical origins. In the case of optical vortices, their
scotoma comes from the spiral-shaped phase structure.
The azimuthally inhomogeneous wavefront carries a non-
vanishing orbital angular momentum (not a spin angular
momentum). On the other hand, CVBs are azimuthally
homogeneous. The topological nature of CVBs originates
from the spatial profile of the polarization vector. That
is, the scotoma is nothing but the vortex core of the in-
plane components of the polarization vector of CVBs.
Both beams are experimentally realized in the broad
range of frequencies by using holograms or structured
filters17,19.
There are a number of applications of optical vor-
tices in optics, condensed matter physics, biology, and so
on35–42 including the stimulated emission depletion mi-
croscopy35 which is awarded the Novel prize in chemistry
in 2014. Compared to optical vortices, however, the use
of CVBs outside optics is, not well explored43.
Let us give a mathematical description of CVBs fol-
lowing a literature15. A CVB is obtained by solving the
Maxwell’s equation in a vacuum in the cylindrical co-
ordinate (ρ, φ, s). Here, ρ is the radial coordinate, φ is
the azimuthal angle around the cylindrical axis, and s is
the coordinate along the cylindrical axis. On the focal
plane, an azimuthal CVB (in the following, we mostly
omit “azimuthal”) with the wave number k and the fre-
quency ω = ck is given by:
Eφ(ρ, φ) = 2A
∫ α
0
sin θ cos
1
2 (θ)`0(θ)J1(kρ sin θ)dθ,
Bρ(ρ, φ) = − 2
ic
A
∫ α
0
sin θ cos
3
2 (θ)`0(θ)J1(kρ sin θ)dθ,
Bz(ρ, φ) =
2
ic
A
∫ α
0
sin2 θ cos
1
2 (θ)`0(θ)J0(kρ sin θ)dθ
(1)
where c is the speed of light in the vacuum, Jn(x) is the
Bessel function, and l0(θ) is the pupil apodization func-
tion determined by the optical system15. Other compo-
nents of electromagnetic fields are zero. The size of the
pupil α is given by α = sin−1(NA/n) where n and NA
are the refractive index and the numerical aperture of the
lens, respectively. The constant A determines the field
amplitude. In Fig. 1, we show the schematics of a tightly
focused CVB and its field configuration near the focus.
FIG. 1. (a): Schematics of the tightly focused azimuthal
CVB. Arrows indicate the direction of electromagnetic fields.
(b): Close view of the shaded region in (a). In this paper, we
consider the case where the sample size is much smaller than
the wavelength. Near the focus, the azimuthal component of
the beam is small while the longitudinal component of the
magnetic field becomes prominent.
Notable features of focused CVBs are (i) vanishing am-
plitude of electric fields at the center (ρ = 0) and (ii)
non-vanishing “longitudinal” magnetic field there. As a
result, near the focus, the longitudinal magnetic field be-
comes the dominant component of the CVB. Therefore,
if we shine a CVB on a tiny sample placed at the fo-
cus of the beam [Fig. 1(b)], the sample is virtually under
an oscillating longitudinal magnetic field at an optical
frequency while the electric field components are kept
small44. As the focusing of the beam gets tighter, the
longitudinal field becomes more prominent and the rela-
tive amplitude of the electric field component decreases.
To make use of the longitudinal field of a focused CVB,
we have to prepare a sample much smaller than the wave-
length of the incident beam. For visible lights, this re-
quirement is hardly satisfied in the condensed-matter
context, but for (sub-) THz or far-infrared lights, it is
realistic. Indeed, by using focused ion beam equipment,
it is nowadays possible to prepare a sample with its size
100 nm to µm. Therefore, if we use the (sub-) THz CVB
(wavelength of the order of 100 µm to mm) we could
measure the magnetic field absorption while the electric
field one is strongly suppressed. In the next section, we
quantitatively discuss this point.
III. LONGITUDINAL MAGNETIC FIELD:
MAGNETIC FIELD SPECTROSCOPY
In this section, we discuss usefulness of the longitu-
dinal magnetic field of focused CVBs for spectroscopic
studies of magnetic properties of matter. We will see
that CVBs in the THz region is particularly useful as
their relatively long wavelength enables us to strongly
suppress the electric field absorption while keeping the
3high temporal resolution of the measurements.
A. Suppressed electric field absorption for CVB
Electromagnetic absorption of matter is characterized
by the electrical conductivity and magnetic susceptibil-
ity. In this subsection, to demonstrate that using CVBs
instead of Gaussian beams results in the strong suppres-
sion of the electric field absorption, we examine a high-
frequency ESR measurement of electric conductors.
In electron spin resonance (ESR)45,46, the imaginary
part of the magnetic susceptibility, which is relevant for
the magnetic field absorption, has a sharp peak at the
frequency of magnetic dipole transitions. In the sim-
plest case where the spin-splitting is caused by the Zee-
man effect of the external static magnetic field H0, the
resonance frequency ω0 is written as γH0 using the gy-
romagnetic ratio γ. In ESR, from the peak positions
and line widths of ESR absorption spectra, we obtain
the resonance frequency, spin relaxation time, magnetic
anisotropy, and so on45,46.
In electric conductors, in addition to the magnetic field
absorption, we always encounter strong electric field ab-
sorption determined by the real part of the electric con-
ductivity. In many cases, the electric field absorption is
order of magnitude stronger than the magnetic field one.
Hence, detecting magnetic contribution to the absorption
spectrum is challenging in conducting systems. A possi-
ble approach is a subtraction of the electric field contribu-
tion for example by using the phenomenological Drude-
law47 to single out the magnetic contributions. However,
the absorption spectra of real materials are quite com-
plicated, and the actual absorption spectra deviate from
the Drude-law (we call those deviations microstructures
in the following), making it hard or impossible to sepa-
rate those two contributions out.
The typical frequency of the oscillating field in ESR
measurements is gigahertz (GHz). Recently, however,
high-frequency ESR using (sub-) Tera Hz (THz) fields is
becoming important48–50. High-frequency ESR extends
the applicability of ESR to matter with a sizable zero-
field spin splitting51,52 such as antiferromagnets and spin
liquids53. Moreover, the use of high-frequency (for ex-
ample THz) fields improves the temporal resolution of
the time-dependent ESR for dynamical properties of free
radicals in the target.
At high frequency, however, the absorption by con-
duction electrons mentioned above becomes more seri-
ous. The dominant electric field absorption combined
with microstructures in the electric conductivity is an
obstacle for measuring ESR signals. For example, when
there is a strong spin-orbit-coupling (SOC), so-called the
electron dipole spin resonance (EDSR) takes place54,55.
As a result, the high and broad peaks originating from
the EDSR mechanism56 contribute to the conductivity
microstructures and hide ESR peaks. Even without
SOC, microstructures reflecting materials details could
be problematic. Indeed, there has been no report of THz
ESR for conducting materials so far.
Combining the electric and magnetic field absorption
(coming for example from ESR), as a whole, we can write
the electromagnetic absorption of a matter as57
α =
∑
i,j
σ′ij(ω)EiEj + ωχ
′′
ij(ω)BiBj . (2)
Here σ′ is the real part of the electrical conductivity and
χ′′ is the imaginary part of the magnetic susceptibility.
The subscripts i, j are for the spatial coordinates. Let us
assume that our sample has the radius of R  λ (λ is
the wavelength of the beam) and is placed at the focus
of the CVB. We expand Eφ(ρ, φ) in Eq. (1) in terms of
ρk satisfying ρk < R/λ 1 and obtain
Eφ(ρ, φ) = 2Akρ
∫ α
0
sin θ cos
1
2 (θ)`0(θ)
sin θ
2
dθ +O(k3ρ3).
(3)
We see that the leading order term is O(kρ), and that
of the absorption Eq. (2) is then O(k2ρ2). The over-
all absorption is obtained by integrating Eq. (2) over
the sample area. Then, the leading order becomes of
the order of O(R2/λ2). On the contrary, if we use con-
ventional Gaussian beams, since they are approximately
plane waves near the focus, the leading order is inde-
pendent of the ratio R/λ. Hence, compared to Gaussian
beams, the electric absorption of a focused CVB would
be suppressed by the factor of O(R2/λ2).
To make the contrast with Gaussian beams better,
we define an “effective conductivity” σ′eff(ω) =
R2
λ2 σ
′(ω).
Then, the electric absorption of CVBs by a material with
σ′(ω) is equivalent to the absorption of a simple Gaussian
beam by the material with a reduced electric conductivity
σ′eff(ω). This re-interpretation helps us compare CVBs
with Gaussian beams. If the sample size is 1 µm, and
the wavelength is 300 µm (1THz), the effective conduc-
tivity σ′eff becomes 10
−5 smaller than the original electric
conductivity58.
Below we use the ratio of the two contributions in
Eq. (2)
P =
ωχ′′(ω)B2CVB
σ′(ω)E2CVB
, (4)
to discuss the relative strength of the magnetic field ab-
sorption. Here BCVB and ECVB are field amplitudes of
the CVB. We ignore the ρ component of the magnetic
field and its absorption since it is geometrically sup-
pressed just as Eφ. By using the effective conductivity,
we can rewrite Eq. (4) as
P =
ωχ′′(ω)B2G
σ′eff(ω)E
2
G
=
ωχ′′(ω)
σeff0 c
2
(5)
where EG and BG are field amplitudes of the corre-
sponding Gaussian beams, and we used the relation
4BG = EG/c to arrive at the final expression. For the
order estimation, we also replace σ′eff(ω) by its DC value
σeff0 since the electric conductivity in the THz region is
almost the same as the DC value in most cases59.
As an example, let us consider a two-dimensional (2D)
electric conductor under a static in-plane magnetic field
H0 which induces a net spin polarization of conduction
elections. We apply a tightly focused azimuthal CVB
from the out-of-plane direction and measure the ESR sig-
nals coming from the conduction electrons. To estimate
the magnitude of the magnetic field absorption by con-
duction electrons, we use a phenomenological equation of
motion of the magnetization dynamics, Bloch equation60.
By solving the Bloch equation (see Appendix A), the
imaginary part of the magnetic susceptibility is derived
to be
χ′′ ' χ0
2
γH0T2
1
1 + (ω − γH0)2T 22
(6)
where T2 is the transverse relaxation time of the mag-
netization, and χ0 is the static susceptibility (real part
of the susceptibility at ω = 0). The resonance frequency
and thus the energy of the Zeeman coupling with the ex-
ternal static magnetic field H0 are assumed to be around
THz. Namely, the external Zeeman field is assumed to
be quite strong here, larger than ten Tesla. At the res-
onance ω = γH0 ≡ ω0, we have χ′′ = χ0(ω0T2)/2. If
we take the transverse relaxation time to be about a
nanosecond (typical timescale of the magnetization dy-
namics), the peak height will be χ′′ ' 103χ0/2. Putting
this expression in Eq. (5), in the SI unit, we obtain
P ∼ 0.02 χ0
σeff0
= 2000χ0σ0 . The dimensionless factor P de-
fines a criterion of whether the magnetic field absorption
peaks are detectable or not.
In order for the position and line width of magnetic
resonance peaks to be obtained, their height should be
larger than noises or those from the conductivity mi-
crostructures of the electric field absorption. In the later
section, we will give a quantitative argument specifically
for EDSR absorption but here we give a rough estimate
of the criterion, just assuming that the microstructure
has the amplitude 1% of σ0 with no regard to its origin.
Under this assumption, P > 0.01, namely σ0 < 2×105χ0
has to be satisfied. If χ0 ∼ 4pi×10−7[H/m], this gives the
condition σ0 ≤ 0.3 [S/m]. On the other hand, if we use
the Gaussian beam in the first place, the same parame-
ters lead to the criterion σ0 ≤ 0.3× (R2/λ2) ∼ 3× 10−6
[S/m]. The former can be satisfied in various semiconduc-
tors (see Fig. 2) but the latter is true only for insulators.
By using CVBs, therefore, we could observe THz time-
resolved ESR of conduction electrons in semiconductors.
As is evident from the argument above, the criterion
for the electric conductivity depends on the magnetic
susceptibility and the magnitude of the conductivity mi-
crostructures. Since magnetic materials can have much
larger magnetic susceptibility than that of a vacuum
χ = 4pi × 10−7[H/m], there would exist many magnetic
semiconductors where CVBs become a powerful probe of
their magnetic properties.
FIG. 2. Effective electric conductivity σeff for CVBs com-
pared with the usual one σ relevant for Gaussian beams.
If the ratio of the wavelength and the system size satisfies
(R/λ)2 = 10−5, various semiconductors including silicon, gal-
lium arsenide, and cadmium sulfide become “insulating” in
terms of the effective conductivity. We show the typical
ranges of electric conductivity of several semiconductors taken
from a literature61.
B. Discussion
The magnetic absorption does not necessarily come
from conduction-electron spins. The magnetic degrees of
freedom can be magnetic impurities, localized moments,
and so on. Moreover, the origin of the magnetic excita-
tion is not limited to the Zeeman splitting. In particular,
it can be zero-field splitting due to magnetic anisotropy.
As we will discuss later, in antiferromagnetic systems,
the splitting from magnetic anisotropy is essential.
Although we have focused on electric absorption by
conduction electrons in conductors, the same argument
applies to dielectric absorption by electric dipole mo-
ments in insulating systems like multiferroics or polar
liquids. By using CVBs, we can suppress dielectric con-
tribution to the electromagnetic field absorption. In the
next subsection, we consider applications for both con-
ducting and dielectric systems.
We again note that we have been considering pulse
CVBs, having time-resolved measurements primarily in
mind. If a powerful THz light source generating con-
tinuous waves is developed, we can use that to perform
frequency-domain measurements. However, in this case
CVBs may not be the best option. If continuous waves
are available, we may use resonators to form standing
waves and exploit their spatial property to suppress the
electronic absorption. In the lower frequency region, this
approach has been established62,63, and ESR measure-
ments of heavy fermion metals64,65 are achieved at fre-
quencies up to 360 GHz63.
5C. Applications
As long as the sample size is small, the suppression
of the electric field absorption for CVBs holds true for
any systems. Below we provide several examples where
focused pulse CVBs at (sub-) THz frequency would be
useful.
1. Magnetic resonance in conducting systems
ESR of conduction electrons studied in Sec. III A is a
prototypical example where electric absorption is harm-
ful. As we mentioned above, experimentally the magnetic
absorption can be from either conduction electrons or lo-
calized magnetic moments. In any case, the success of
the measurement relies on the relative magnitude of the
magnetic absorption and the electric one corresponding
to the conductivity microstructures . In this part, we
give more detailed arguments on applications for mag-
netic resonance measurements. We firstly discuss the ef-
fect of SOC in more detail and then consider resonances
in systems with large zero-field splittings.
EDSR is a primary source of the conductivity mi-
crostructures in electric conductors with SOC. Let us
take a 2D electron system with a Rashba-type SOC66
to make the situation more clear. The Hamiltonian of
the SOC is given by
HRSOC ∝
∑
p,α,β
c†p,α(dp · σα,β)cp,β , (7)
where σ are Pauli matrices with matrix indices α and
β representing electron spins and dp is the SOC vec-
tor. The operator cp,α (c
†
p,α) is the annihilation (cre-
ation) operator of electrons with a momentum p in the
second quantization form47. The SOC vector dp de-
pends on the momentum of the electron and is taken
to be, for example, dp ∝ nˆ × p where nˆ is the unit
vector in the out-of-plane direction. As a result, the
SOC term can be regarded as a Zeeman coupling with
the momentum-dependent field and thus leads to the dif-
ferent spin-splitting for each (crystal) momentum. The
momentum-induced splitting makes the system active to
electric fields, resulting in the strong and broad EDSR
absorption which often smears out the ESR contribu-
tions.
The actual magnitude of the EDSR absorption
strongly depends on the electron density of the system.
To make the argument more quantitative, we consider
the following one-dimensional tight-binding model
H = −t0
∑
i,α
c†i+1,αci,α + h.c.− gµBB
∑
i,α,β
c†i,ασ
x
α,βci,β
+iλR
∑
i,α,β
c†i+1,ασ
y
α,βci,β + h.c.,
(8)
where the second term is the Zeeman coupling with the
external field, and the third one is the Rashba SOC. Here
t0 is the electron hopping, g is the g-factor, µB is the Bohr
magneton, and λR is the SOC constant. The operators
c†i,α and ci,α create and annihilate electrons with spin α
at the lattice site i. The EDSR absorption of the Hamil-
tonian (8) has been studied in Ref. 56. Although this is
a one-dimensional system, we can consider a collection of
such conducting chains and calculate the standard elec-
tric conductivity.
We assume λR/t0 = gµBB/t0 = 10
−3 and take the
intra- and inter- chain lattice constants to be a‖ = a⊥ =
0.5 nm. As the electron hopping t0 is typically order
of electron volt, the magnitudes of λR and gµBB are of
THz. According to the calculation in Ref. 56, in this
case, the EDSR contribution to electric conductivity for
ω ∼ gµBB takes the range of 10−8 to 10−1 [S/m] depend-
ing on the electron density. Comparing this with Fig. 2,
we notice that the EDSR contribution is in the “insulat-
ing” region of σeff relevant to CVBs. Therefore, by using
CVBs, at least for a simple tight-binding model, absorp-
tion through the EDSR mechanism is well suppressed,
making it possible for us to observe ESR signals even in
the presence of EDSR. The estimated magnitude of the
EDSR absorption is consistent with the value assumed in
Sec.III A.
So far we have assumed simple magnetic resonance of
paramagnetic or ferromagnetic systems whose resonance
frequency is determined by the external static magnetic
field. Hence, to lift the resonance frequency to be in
the THz region, we have to apply a very large magnetic
field over ten Tesla. On the other hand, in the case of
conductors with localized moments, the resonance fre-
quency can be very high even without such an external
field. For example, in antiferromagnets, due to the mech-
anism so-called the exchange enhancement, the frequency
of the antiferromagnetic resonance (AFMR) coming from
a magnetic anisotropy is often lifted to the (sub-) THz
region51,52. Specifically, when the magnetic moments are
coupled with each other through the antiferromagnetic
exchange coupling Jex and under the influence of the
uniaxial anisotropy A, according to the Bloch equation
for antiferromagnets, the resonance frequency is given by
ωres =
√
JexA.
We note that in the case of paramagnetic or ferromag-
netic conductors, the advantage of measurements using
CVBs compared to the lower frequency ones for exam-
ple with resonators63 is apparent only in their tempo-
ral resolution. On the contrary, in the case of antiferro-
magnets, due to the large zero-field splitting, using high-
frequency lights is inevitable to measure their magnetic
resonances. Therefore, CVBs will have broad applica-
tions for studying AFMRs in the presence of electric ab-
sorption through, for instance, EDSR.
62. Multiferroics
As we noted, electric dipoles in insulators can be a
source of electric absorption. In this and the next parts,
we consider insulating systems with dielectric loss.
In a class of matter, multiple long-range orders ap-
pear at the same time, referred as multiferroics. Among
multiferroics, matter with both ferromagnetic and ferro-
electric orders is intensively studied. The magnetization
and electric polarization in such materials mutually af-
fect67–74 with each other, providing a way of controlling
the ferroelectricity with a magnetic field and the mag-
netization with an electric field. As electric polarization
in multiferroic materials depends on the configuration
of localized magnetic moments, the elementary magnetic
excitation of multiferroic materials, called the electro-
magnon, is active to both electric and magnetic compo-
nents of the incident electromagnetic fields.
If we use conventional Gaussian beams, both electric
and magnetic fields are absorbed, and it is a nontriv-
ial task to separate them out. If we know the magneto-
electric coupling of the target beforehand, we could avoid
the complication by combining measurements under dif-
ferent conditions. For example, we can use beams with
different optical polarizations to identify the electric and
magnetic contributions72. However, this approach is not
always works, and, in particular, is not applicable to
newly synthesized materials with an unknown magneto-
electric coupling.
As a proof of concept, let us take a simple toy model.
We consider a pair of classical spins S1 and S2 under
a linearly polarized beam B(t) = Byˆ cos(ωt), E(t) =
Ezˆ sin(ωt). We assume that the electric field couples
with spins through the spin-current mechanism68; p =
λce1,2 × (S1 × S2) where e1,2 = xˆ is the unit vector in
the direction connecting these spins.
We are going to study the laser-driven dynamics of the
spin S1(t). If there exists a strong static magnetic field
in the x direction, both spins stay almost fully-polarized
in that direction. As long as we are interested in the
small-amplitude dynamics of S1, therefore, we can ap-
proximately ignore that of S2 and take S2 = xˆ. Indeed,
this corresponds to dropping out the higher-order terms
of the dynamics of S1. In this case, the Hamiltonian for
the spin S1 can be written as
H = −p ·E(t)− gµBS1 ·B(t)− gµBH0Sx1
= −λcSz1E sin(ωt)− gµBSy1B cos(ωt)− gµBH0Sx1 ,
(9)
Here, the static magnetic field H0 incorporates the inter-
action between S1 and S2.
As shown in the appendix C, the time evolution of
Sy1 (t) is given as
Sy1 (t) =
γ2H0B + ωλcE
γ2H20 − ω2
cos(ωt) (10)
where γ = gµB/~ is the gyromagnetic ratio. We see
that the spin dynamics comes from both Zeeman and
magneto-electric couplings with the beam.
In the present case, as we know the functional form of
the dynamics Eq. (10), we can read out magnetic and
electric contributions by measuring the time-evolution
while changing parameters like ω and H0. However, in
general we do not even know the actual mechanism of
the magneto-electric coupling so that examining param-
eter dependence is of little help for understanding the
field-induced spin/polarization dynamics. With focused
CVBs, we can independently apply the electric and mag-
netic field to the target. We can selectively activate the
magnetization/polarization dynamics to study the effect
of electric and magnetic fields without any prior knowl-
edge of the spin-polarization coupling of the target. The
use of CVBs for studying multiferroics will, therefore,
largely streamline the characterization of such materials.
3. Electron paramagnetic resonance in absorbing media
So far, we have been considering condensed-matter ap-
plications of CVBs. The potential use of CVBs is, how-
ever, not limited to solid-state physics. In this part, we
give an example for chemistry and biology; a pulse elec-
tron paramagnetic resonance (EPR) of (bio) molecules in
absorbing media.
EPR75–77 is a primary tool of chemistry and biology
where the absorption spectrum works as a fingerprint of
unpaired electrons in the target. Specifically, in the spin
label (or spin probe) method of EPR, we introduce a
stable radical as a spin marker and measure its EPR ab-
sorption to study macromolecules like a protein.
In order to understand the dynamical properties of
molecules, we have to resort to the time-dependent EPR
using pulse waves. Since the temporal resolution of the
measurement is determined by the pulse width, it is ad-
vantageous to use high-frequency fields for EPR.
The problem is that when the target molecules are dis-
solved in absorbing media (e.g., liquid water), lightwave
at (sub-) THz region is strongly absorbed by the envi-
ronment, and thus the EPR of solute molecules becomes
difficult78. In a biological or medical context, it is es-
sential to study the nature of biological molecules in the
living environment. Hence, the (sub-) THz absorption
by an absorbing medium, especially liquid water, is a
problem.
By using a pulse CVB, we can avoid exciting the os-
cillation modes of solvent polar molecules and perform
the time-dependent EPR of solute molecules. Since the
energy of spin triplet excitations of liquid water is high
(of the order of eV or higher)79, the dominant magnetic
absorption of the (sub-) THz CVBs would be, if exists,
given by the solute molecules like spin markers of the
spin label/probe methods.
As a spin marker, commonly a nitroxide radical and
molecules with that are used. The highly anisotropic na-
7ture of the g-factor and the hyperfine coupling constant
of nitrogen allow high precision measurements and make
nitroxides be the standard for EPR. However, if we are
to use nitroxides as markers of the high-frequency pulse
EPR, we have to apply a strong static magnetic field to
lift the Zeeman splitting energy, making the measure-
ment difficult.
Another option for high-frequency pulse EPR is mark-
ers with large zero-field splitting like single-molecule
magnets (SMM)80–82. For example, if there are at least
two magnetic ions in an SMM interacting with each
other, the energy splitting among different spin multi-
plets naturally resides in the THz region. Even if an
SMM contains only one magnetic ion, recently it is pos-
sible to design a molecular structure having a large mag-
netic anisotropy and thus a large zero-field splitting83,84.
The use of CVBs, therefore, allows us to use a variety of
SMMs as spin markers of high-frequency pulse EPR.
IV. AZIMUTHAL ELECTRIC FIELD: IMAGING
AND CONTROLLING CIRCULATING
CURRENTS
So far, we have examined the use of the magnetic field
component of the azimuthal CVBs. We discussed how
their geometrical feature can be utilized to suppress the
electric field absorption, and how to exploit that for mea-
suring magnetic properties of matter. In this section, we
focus on the electric field component of azimuthal CVBs
which has been a nuisance in the previous section. As
discussed in Sec. II, the longitudinal magnetic field is
prominent only if the focusing is tight so that for a weakly
focused CVBs, electric absorption is dominant. In this
section, we are only interested in the azimuthal nature of
the electric field so that we assume a weakly focused CVB
in the following argument and neglect the magnetic field
component. The purely azimuthal electric field is written
in the following form:
E(ρ, φ) =
C√
w
( ρ
w
)
eˆφe
−iωt−ρ2/w2 , (11)
where C is a constant determining the field amplitude
and eˆφ is the unit vector in the azimuthal direction. This
field indeed has the azimuthal polarization and is ob-
tained by superimposing two optical vortices. The spatial
profile is controlled by the beam width w, which should
be larger than the wavelength because of the diffraction
limit. We again note that unlike the previous sections,
the arguments in this section are independent of the fre-
quency/wavelength of the CVBs. In particular, the sam-
ple size has not to be small compared to the beam width
in the following.
The azimuthal nature of the electric field of CVBs
allows the field to couple with circulating currents ef-
ficiently. Here we consider its application to visualize
and control the edge circulating current in topological
insulators28,29. Topological insulators are characterized
by the coexistence of the insulating bulk and metallic
edges/surfaces. Notable examples of topological insula-
tors in 2D are quantum Hall insulators and quantum spin
Hall insulators. The former has metallic edges with chiral
transport and realized for example in 2D electron systems
under a strong out-of-plane magnetic field. The latter is
schematically a combination of a pair of the former in
a way restoring the time-reversal symmetry. The edge
states in the quantum spin Hall insulators are thus he-
lical consisting of two counter-propagating modes with
the opposite spins. The metallic edges in those materi-
als naturally host circulating electric current transport.
Both the quantum Hall insulators and quantum spin Hall
insulators are experimentally studied well. The existence
of edge states has been verified by the transport measure-
ments85 but its direct visualization is also important86–90.
Here we discuss how to use a CVB to visualize the edge
states in topological insulators.
A. Edge visualization
Let us take a disk-shaped 2D topological insulator
(quantum spin Hall insulator) with helical edge modes.
We consider applying the azimuthal field Eq. (11) and
measure the electric absorption. The edge current can
be modeled as a spatially inhomogeneous electric con-
ductivity: σ(ρ) ∝ Θ(R− ρ)e2 ρ−Rξ where R is the sample
radius. The localization length ξ is determined by the
bulk property and typically of the order of nm. The
function Θ(x) is the Heaviside Theta function.
The field amplitude of Eq. (11) has its peak position
determined by the beam width w. Then, we can expect
that when the peak position matches with the position of
the electric current, the electric absorption grows. That
is, by measuring the electric absorption while changing
the beam width, we can quantify where and how much
the electric current is localized [see Fig. 3(a)]. In the
following, we examine this expectation for the edge lo-
calized currents. As a reference, we also consider the
case with homogeneous conductivity which corresponds
to ordinary metals.
The electric field absorption is, as we have seen in
Eq. (2), given by
α(w) ∝
∫ R
0
1
w
e2
ρ−R
ξ
( ρ
w
)2
e−2ρ
2/w2ρdρ. (12)
This integral can be analytically performed but the ex-
pression is lengthy and thus we omit that (see appendix
B). In the lowest order of the localization length ξ, it
simplifies to
α(w) ∝ ξR3e− 2R
2
w2 /(2w3). (13)
The analytical expression will be useful as a fitting func-
tion in the experiment.
We show the w dependence of the absorption in
Fig. 3(b). The spatial profile of the conductivity for the
8localization length ξ = 0.05R is shown as the inset. We
see that there exists a steep change at around w = 0.5R,
and the absorption takes its maximum when w ∼ R as
we expected. Contrary to that, as shown in Fig. 3(c),
if the target is an ordinary metal with spatially homo-
geneous conductivity σ(ρ) ∝ Θ(R − ρ), there is no such
steep change and the w dependence is linear in the small
w region. Also, the absorption peaks for the width w
smaller than R. The linear dependence on w for w  R
is easily derived from Eq. (12) by taking ξ → ∞ which
corresponds to σ(ρ) ∝ Θ(R − ρ). By reconstructing the
spatial profile of the electric conductivity, or that of the
edge modes from the line shape of the w dependence, we
can visualize the edge transport in topological insulators.
FIG. 3. Electric field absorption by edge currents. (a)
schematic illustration of the setup. Azimuthal electric fields
with various beam widths are applied to a disk of a topo-
logical insulator with helical edge modes. (b) Absorption as
a function of the beam width w. We take the localization
length ξ = 0.05R. The inset shows the conductivity profile
assumed in the calculation. (c) Corresponding calculation for
an ordinary metal with homogeneous conductivity distribu-
tion.
The visualization of edge states is interesting but is
not conceptually new. In artificial systems like pho-
tonic or phononic crystals, the visualization of edge states
has been well-established86,87. Even in solids, there are
several reports based on microscopes and SQUID tech-
niques88–90. Those spatially resolved spectroscopies are
indeed other options for visualizing the circulating cur-
rents.
B. Orbital magnetization
Here we shortly discuss that CVBs allow us to control
dynamics of the edge states in addition to the visualiza-
tion of them. Let us consider the case of generating a
circulating current in a particular direction with a short-
pulse azimuthal CVB. In the setup, we can control/create
an orbital magnetization arising from the current91,92:
M edgeorb ∝
∫ R
0
2pir × jedgeρdρ =
∫ R
0
2piρ2σ(ρ)Eφ(ρ)dρ.
(14)
That is, if the pulse width of the incident azimuthal beam
is short enough (a half-cycle pulse is ideal), the electric
field of that beam has the clear direction in which the
circulating current is driven to induce net orbital magne-
tization.
The total magnetization measured experimentally is a
sum of the orbital and spin magnetizations93. Since we
are considering a weakly focused CVBs, the longitudi-
nal component of magnetic fields and the spin magne-
tization induced by that are negligible. Then, the or-
bital magnetization induced by the azimuthal electric
field pulse is measurable just by looking at the out-of-
plane component of the total magnetization for example
with magneto-optical means. Hence, by using CVBs, we
can control the magnetic property of the target material
relying solely on the electric field.
We note that the laser-induced orbital magnetization
does not require the system to be a topological insula-
tor. In metals, the induced magnetization will be much
stronger than that in topological insulators due to the
large bulk electric conductivity. In particular, in spin-
orbit-coupled systems, due to the coupling between the
spin and orbital magnetization, it might be possible to
control the spin magnetization through the laser-induced
orbital magnetization. Further studies on their interplay
is thus an interesting research direction.
C. Discussion
The candidate system for the experiment proposed
above would be a thin film of 3D topological insulators
such as Bi compounds and HgTe wells28,29. While the
quantum Hall insulator is the simplest topological sys-
tem, the chiral nature of the edge state would cause a
complication. It would be indeed interesting to study the
response of such chiral edge states for example in quan-
tum Hall insulator or chiral topological superconductors
to CVB pulses. The interplay of the chiral nature of the
edge mode and the azimuthal electric field pulse would
result in nonreciprocal responses which may be useful as
a fingerprint of chiral edges.
Although we did not discuss in detail, controlling cir-
culating currents in metallic or superconducting rings
would also be interesting. For example, by using the
tightly focused CVB, we can insert magnetic fluxes in a
metallic ring within the optical timescale and study its
effect on electron transports such as Aharonov-Bohm ef-
fect. If we consider superconductors, with a CVB, we
can control the electronic property of superconductors
in the timescale much faster than the typical timescale
of superconducting fluctuations. Such ultrafast dynam-
9ics of superconductors is a frontier of the field of super-
conductivity, and recently, interesting results like photo-
induced superconductivity are reported94,95. The use of
CVBs allows us to control the magnetic flux and circu-
lating current in an ultrafast way, offering new methods
of controlling the nature of superconductivity.
V. APPLICATION TO FLOQUET
ENGINEERING
The highly controllable nature of CVBs offers an ideal
playground for Floquet engineering30–32 where we drive a
system periodically for example with lasers to realize de-
sired nonequilibrium states. In this section, we take a toy
model of quantum magnets to demonstrate the advantage
of CVBs for Floquet engineering over conventional lasers.
Since our argument relies on the Floquet theorem, we as-
sume a continuous wave of CVB (or a pulse CVB with
relatively long pulse duration) in this section.
As we discussed in the previous sections, a tightly fo-
cused azimuthal (radial) CVB develops an almost purely
longitudinal magnetic (electric) field component near the
focus. Hence, superimposing radial and azimuthal CVBs
offers a way of shining electric and magnetic field in-
dependently for systems smaller than the wavelength.
There, we can freely change the relative angles, phases,
and amplitudes of those fields. In the context of Floquet
engineering, this property makes CVBs extremely pow-
erful tools for designing nonequilibrium states of matter.
In Floquet engineering, we are interested in the
nonequilibrium states of matter under a periodic drive.
The time-evolution in a time-periodic system is described
by a Hamiltonian H(t) =
∑
m Hˆme
imt where t is time
and Hˆm is the m-th Fourier component of H(t). For the
time-evolution operator U(t1, t2) = Tt exp
[
i
∫ t2
t1
H(t)dt
]
with Tt being the time-ordering operator, we introduce a
“Floquet effective Hamiltonian” HF as
U(0, T ) = eiHFT , (15)
where T is the period of the external drive. That is, at
each stroboscopic time t = T, 2T, ... the system looks as
if following the static Hamiltonian HF .
When the driving frequency is sufficiently high, so-
called the Floquet-Magnus expansion gives a simple for-
mula of the Floquet effective Hamiltonian:
HF = Hˆ0 +
∑
m>0
[Hˆ−m, Hˆm]
2mω
+O
(
1
ω2
)
. (16)
This effective Hamiltonian enables us to predict the
nonequilibrium dynamics under the drive in an intu-
itive way. For example, if we consider a Zeeman cou-
pling between spins and a circularly polarized magnetic
fields, Eq. (16) predicts an emergence of a large synthetic
magnetic field perpendicular to the propagating axis of
the beam46,96,97, and this is consistent with the known
inverse-Faraday effect.
Applications of Floquet engineering are widespread.
For instance, it plays a central role in modern cold-atom
physics as it allows us to synthesize effective electromag-
netic fields and spin-orbit coupling for charge-neutral
atoms98. In the context of condensed-matter physics,
lasers are the most common source of the required pe-
riodic perturbation, and laser-induced topological phase
transition in graphene was predicted99 and experimen-
tally verified100,101.
Let us take a simple example, laser-induced multifer-
roicity33 to show why Floquet engineering with CVBs is
advantageous over that with other means like circularly
polarized beams. We consider a pair of quantum spins S1
and S2 placed along the x axis and apply CVBs to them.
The spins couple to magnetic fields through the Zeeman
coupling HB = −gµB(S1 + S2) ·B(t) = gµBB cos(ωt +
δ)(Sz1 +S
z
2 ) where we consider a focused azimuthal CVB
applied along the z axis; B(t) = B cos(ωt + δ)zˆ. We
assume that spins couple to electric fields through the
magneto-electric coupling of the spin-current mechanism
Hp = −gmep·E with p = xˆ×(S1×S2), and take the elec-
tric field as E = E(cos θzˆ + sin θyˆ) cos(ωt). That is, we
apply a focused radial CVB with frequency ω along the
direction (0, sin θ, cos θ). If we take δ = pi/2 and θ = pi/2,
the field configuration is equivalent to a linearly polarized
laser propagating in the x direction. In our setup, we can
freely control δ and θ by changing the relative phase and
the relative angle between the optical axes of the radial
and azimuthal beams.
The Floquet effective Hamiltonian is obtained from
Eq. (16) as
HF = Hˆ0 +
sin δ
4ω
ggmeµBEB cos θ(S1 × S2)x +O
(
1
ω2
)
.
(17)
That is, the periodic drive by the focused CVBs results
in the synthetic Dzyaloshinskii-Moriya (DM) type inter-
action102,103 between the spins. In the appendix D, we
show that this Floquet effective Hamiltonian indeed gives
an approximate description of the spin dynamics.
The leading order term of the Floquet Hamilto-
nian (17) contains only the synthetic DM interaction.
This is in stark contrast to the result of the previous
work33 dealing with the same model but using circu-
larly polarized lasers applied along the z axis instead.
There, in addition to the synthetic DM interaction, we
inevitably have a synthetic Zeeman field which is unde-
sirable for exploiting the synthetic DM interaction for
designing nonequilibrium states.
We see that in Eq. (17), there are a number of con-
trollable parameters for CVBs; relative phase δ, relative
angle θ, field amplitudes E and B, frequency ω. Such
high controllability is achieved by the unique geometrical
feature of focused CVBs. Since the typical timescale of
a spin system is slower than THz, the high-frequency ex-
pansion is supposed to be a good approximation for the
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laser-driven dynamics. Therefore, using focused CVBs
for Floquet engineering is a promising application.
VI. CONCLUSION
In this paper, we explored the use of the (azimuthal)
cylindrical vector beam for studying and controlling elec-
tromagnetic properties of matter. Compared to the con-
ventional Gaussian beams, the electric field contribution
to optical absorption is strongly suppressed for small
samples.
In the third section, we enumerated some applications;
studies of magnetic resonances in conductors, simpli-
fied characterization of multiferroics, and high-frequency
electron spin resonance of water solutions. Other exam-
ples may include the study of topological insulators, mag-
netic superconductors, and quantum dots/wells. Like the
electron paramagnetic resonance in polar medium for bi-
ological purposes, the proposed spectroscopy using cylin-
drical vector beams has various applications even outside
condensed matter physics. The high temporal resolution
of THz time-domain spectroscopy with cylindrical vector
beams would be a window to nonequilibrium magnetic
properties of matter.
In the fourth section, we discussed the applications of
the azimuthal electric field as well. It can couple to circu-
lating currents and dynamically generate orbital magne-
tization. We could use those properties to study circulat-
ing edge modes in (topological) materials. It is an open
question whether the photo-induced orbital magnetiza-
tion has any applications in the field of spintronics. Also,
it would be interesting to use cylindrical vector beams for
controlling other types of circulating currents like those
in superconducting rings or mesoscopic systems.
In the fifth section, we discussed Floquet engineering.
Taking a simple model of a driven spin, we show that us-
ing focused cylindrical vector beams has clear advantages
over known schemes. The extremely high controllabil-
ity of focused cylindrical vector beams would offer build-
ing blocks of artificially designed nonequilibrium states
of matter.
The spatial properties of cylindrical vector beams have
various applications. We can use them for suppressing
electric field absorption, controlling circulating currents
in matter, and designing electromagnetic fields. The re-
quirement on the sample size can be easily satisfied for
various condensed matter and chemistry uses. Although
THz optics is still a developing field, the proposed appli-
cations are feasible with current THz/far-infrared tech-
nologies. We expect that cylindrical vector beams would
be powerful means for characterizing and controlling elec-
tromagnetic properties of matter at THz frequency.
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Appendix A: Bloch equation for magnetic resonance
In this appendix, we review the Bloch equation and derive Eq. (6) of the main text. The Bloch equation is an
equation of motion of a magnetization vector M(t) = (Mx(t),My(t),Mz(t)) in the presence of an external magnetic
field and relaxations. In the initial state, a static external field: B = (0, 0, H0) is applied and the magnetization
is along that: M(0) = (0, 0,M0). At t = 0, an oscillating magnetic field is applied on top of the static field:
B(t) = (Bx(t), By(t), H0). Then the following Bloch equation describes the time evolution of the magnetization as
Mx(t)
dt
= γ[M(t)×B(t)]x − M
x(t)
T2
My(t)
dt
= γ[M(t)×B(t)]y − M
y(t)
T2
Mz(t)
dt
= γ[M(t)×B(t)]z − M
z(t)−M0
T1
. (A1)
Here γ is the gyromagnetic ratio and T1, T2 are longitudinal and transverse relaxation times respectively.
Let us consider a linearly polarized field: B(t) = B cos(ωt)xˆ+H0zˆ. The oscillating component is decomposed into
the left-handed and right-handed ones: ∆Bl(t) = Bl(cos(ωt),−i sin(ωt), 0) and ∆Br(t) = Br(cos(ωt), i sin(ωt), 0).
Near the magnetic resonance, the left-handed component ∆Bl(t) is relatively unimportant and we can take B(t) =
∆Br(t) +H0zˆ.
To obtain the steady-state solution, we move into a frame rotating around the z axis with the angular velocity ω.
In the frame, the external field becomes static: B(t)→ Brxˆ+(H0 + ωγ )zˆ = Brxˆ+Bzeff zˆ. If we write the magnetization
in the frame as M˜(t), the Bloch equation reads:
M˜x(t)
dt
= γM˜y(t)Bzeff −
M˜x(t)
T2
(A2)
M˜y(t)
dt
= γ
[
M˜z(t)Br − M˜x(t)Bzeff
]
− M˜
y(t)
T2
(A3)
M˜z(t)
dt
= −γM˜y(t)Br − M˜
z(t)−M0
T1
, (A4)
and the steady-state solution is obtained by setting the left-hand sides to be zero. The y component of the magneti-
zation in the steady state is
M˜y = χ0γH0T2
1
1 + (γBr)2T1T2 + (ω − γH0)2T 22
Br, (A5)
where χ0 = M0/H0 is the static magnetic susceptibility. Assuming that the oscillating field is sufficiently weak, we
drop the second term in the denominator:
M˜y ' χ0
2
γH0T2
2Br
1 + (ω − γH0)2T 22
. (A6)
The imaginary part of the magnetic susceptibility is calculated to be M˜y/B = M˜y/(2Br).
Appendix B: Analytical result of the absorption by the edge state
Here we present the analytical expression of the integration (12):
14
α(w) ∝
∫ R
0
1
w
e2
ρ−R
ξ
( ρ
w
)2
e−2ρ
2/w2ρdρ
=
e−2R(
1
ξ+
R
w2
)
32ξ3w
(
√
2piw3
(
3ξ2 + w2
)
e
2R2
w2
+ w
2
2ξ2
[
erf
(
w√
2ξ
)
− erf
(
w2 − 2ξR√
2ξw
)]
+ 2ξw2e
2R2
w2
(
2ξ2 + w2
)− 2ξe 2Rξ (4ξ2R2 + 2ξw2(ξ +R) + w4)), (B1)
where erf(x) is the error function. Assuming that the localization length ξ is sufficiently smaller than the beam width
w and the sample radius R, we can expand Eq. (B1) in terms of ξ to obtain a simplified expression:
α(w) ∝ ξR
3e−
2R2
w2
2w3
− ξ
2R2e−
2R2
w2
(
3w2 − 4R2)
4w5
, (B2)
up to the sub-leading order. As the prefactor omitted here does not depend on the beam width w, we can use this
formula as a fitting function for the experimental data to obtain the profile of the localized current.
Appendix C: Derivation of Eq. (10)
In this appendix, we derive Eq. (10). Here we re-state our problem; a pair of (classical) spin coupled with a linearly
polarized beam through the Zeeman and magneto-electric couplings. In Fig. 4, we show the setup of our calculation.
FIG. 4. Setup of the calculation for deriving Eq. (10) of the main text. The system is under a linearly polarized beam and a
static magnetic field H0 applied in the x direction. The spin S1 couples with them through the Zeeman and magneto-electric
couplings. For simplicity, we take S2 = xˆ. This assumption corresponds to ignoring the higher-order effects of the incident
beam to the dynamics of the spin S1. The spin-induced electric polarization p ∝ xˆ × (S1 × S2) comes from the spin-current
mechanism68.
The Hamiltonian we consider is the following one:
H = −p ·E(t)− gµBS1 ·B(t)− gµBH0Sx1
= −λcSz1E sin(ωt)− gµBSy1B cos(ωt)− gµBH0Sx1 . (C1)
The dynamics of S1 is, in the framework of the Landau-Lifshitz equation
104, determined by
dS1
dt
= −γS1 ×Heff , (C2)
where γ = gµB/~ is the gyromagnetic ratio and ~ ≡ 1 is the Dirac’s constant. Here the effective magnetic field
Heff = − 1~γ ∂H∂S1 is calculated to be
Heff = H0xˆ+B cos(ωt)yˆ +
λcE
gµB
sin(ωt)zˆ (C3)
15
Assuming that the oscillating fields is weak compared with H0, below we use the approximation S
x
1 = 1.
Under this assumption, Eq. (C2) is easily solved. The general solution of the dynamics of Sy1 (t) is given as
Sy1 (t) =
γ2H0B + ωλcE
γ2H20 − ω2
cos(ωt) + c1 cos(
√
γH0t) + c2 sin(
√
γH0t) (C4)
where c1 and c2 are constants. If we assume that the spin S1 was time-independent in the absence of both E and B,
we can set c1 = c2 = 0 and obtain Eq. (10) in the main text.
Appendix D: Validation of the Floquet effective Hamiltonian
Let us compare the effective description (17) and a numerical calculation. We take a pair of s = 1/2 quantum
spins; S1 and S2. Since we are interested only in the validity of the Floquet effective Hamiltonian obtained with the
Floquet-Magnus expansion, for simplicity, here we pin S2 to the +z direction and ignore the time-independent terms
(namely, we take Hˆ0 = 0). In this case, Eq. (17) is reduced to be
HF = − sin δ
2ω
ggmeµBEBS
y
1S
z
2 +O
(
1
ω2
)
, (D1)
where Sz2 = 1/2. Here we apply the electric and magnetic fields in parallel. Namely, the optical axis of both the
azimuthal and radial CVBs is the z axis. The Hamiltonian (D1) is equivalent to the Zeeman coupling with a synthetic
magnetic field H = sin δ4ω gmeEBS
z
2 yˆ. Since S2 is pinned to the +z direction, this effective magnetic field favors a
configuration with pi/2 relative angle between the spins and works as a Dzyaloshinskii-Moriya interaction.
To investigate the dynamical property of the driven spin S1, we take the initial condition S1 = zˆ/2. In this case, in
the absence of any dissipation, after turning on the fields, the spin S1 perpetually precesses around the ±y direction
for δ = ±pi/2 (δ is the relative phase between the two beams as mentioned in the main text). We directly solve the
Schro¨dinger equation for the time-periodic Hamiltonian
H(t) = −gµBS1 ·B(t)− p ·E(t)
= −(gµBB) cos(ωt+ δ)Sz1 + (Eλc) cos(ωt)Sx1 (D2)
and compare that with the expectation above based on the effective Floquet Hamiltonian. Here p = λcxˆ× (S1 × zˆ)
is the electric polarization from the spin-current mechanism and B(t) = B cos(ωt + δ)zˆ and E(t) = E cos(ωt)zˆ are
electromagnetic fields from azimuthal and radial CVBs respectively.
The left panel of Fig. 5 shows the setup of our calculation, and the right panel does the real-time evolution of Sx1
for λcE = gµBB = 0.1. We are measuring the energy in the unit of ω. Since ω  λcE, gµBB, the high-frequency
expansion should be a good approximation. The time-evolution shown in the right panel of Fig. 5 is indeed consistent
with the argument above. For δ = ±pi/2, the spin precesses around ±y axis but for δ = 0, we see no spin precession.
FIG. 5. Spin precession induced by the synthetic Dzyaloshinskii-Moriya interaction for three different values of the relative
phase δ. We take λcE = gµBB = 0.1 and ω = 1. The initial condition for S1 at t = 0 is 2S1 = zˆ. The time is measured in the
unit of 1/ω
