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ABSTRACT
Reject Inference Methodology 
Skewed Missing Data Problem
by
Atsuko Watanabe
Dr. Rohan Dalpatadu, Examination Committee Chair 
Professor of Mathematical Sciences 
University of Nevada, Las Vegas
Statistical models are most predictive and robust when the historical data used to
build the model covers sufficient representation from the population. A financial
organization uses a scoring model, developed with historical data, to determine if
a consumer should be granted a line of credit for which they apply. When the
existing model is too old or the applicant population has changed, a new model is
to be developed, but the range of historical data, essential to the predictive model
development, does not include the entire applicant population because of the
declines. A technique called reject inference is typically used to infer the
unknown performance of the reject population as a new scoring model is
developed. This paper explores several techniques that have been published,
selects the most promising technique, and introduces an adjustment to the
existing technique.
Ill
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CHAPTER 1 
INTRODUCTION
Statisticians have found ways to apply standard statistical methodologies 
in many different fields. For a long time, the underwriting process of getting 
approvals for mortgage was based on subjective approaches such as your yearly 
salary, age, or the amount of down payment on a loan. But now, major credit 
card issuers use statistical techniques to build an objective and automated 
method to underwrite thousands of American consumers each day for approval 
process. The underwriting tool then rank-orders applicants based on risk, and it 
either declines them or approves with an appropriate credit line.
The underwriting model requires redevelopment as the profile of the 
applicant population changes since they won’t fit the profile of the development 
population any longer. A problem arises when a new underwriting model is to be 
developed but the new development sample only contains truncated data due to 
the disqualified applicant population. The model somehow needs to incorporate 
the data from reject population so that the parameters of the resulting model are 
not biased.
The idea of reject inference comes into play when one has to infer 
performance of truncated data, which is the reject population in the risk-based 
scoring models. The logistic model used to underwrite the through-the-door
1
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applicant population was originally built on the entire data where there was no 
truncation (or rejects). However, the redevelopment of the model requires a 
method of inferring performance on the reject population (declines). Before 
exploring published methods, this paper proves that the rejects need to be 
included in the modeling population. The approach of building an accept/reject 
model in addition to the final logistic regression model should be utilized only as 
part of the final modeling step since an approach of that type leads to the 
assumption that the previous model that determined whether applicants should 
be accepted or rejected was the right action. If the accept/reject model has an 
extremely high predictive power, then we could potentially lose the opportunity to 
acquire the good population out of the reject population altogether. Thus, the 
reject inference approach is more desirable, if it works, because the model can 
incorporate the information on reject population and extract the common traits 
that may potentially be in the reject population and place them into the 
appropriate place in terms of odds.
The data used for the comparison analysis is the actual payment 
performance data from a credit card company. They use a database from the 
Experian credit bureau that contains the total of 47 million consumers in the 
United States, and some criteria are applied to the universe to reduce the 
marketing universe. In July 2003, they decided to have a marketing campaign 
that solicited a wide range of what they considered a marketable universe. The 
risk-based scores from the logistic model was used both to define the marketable
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
universe and application accept/reject process also known as underwriting as 
solicited consumers apply for credit. A random sample was taken from the 
defined targeting universe which is the group of consumers that med our 
desirable profile for account acquisition and solicitation was mailed out.
We observed their response performance over 9 weeks and evaluated the 
responders’ credit history for unden/vriting purpose. The same credit-based 
score used to define our universe was used for underwriting to determine who 
will be approved and rejected. The approved consumers were further analyzed 
for appropriate credit lines they are qualified for.
The approved and boarded cardholders’ performance was monitored over 
12 months in the portfolio monthly, and the performance data will be utilized for 
the redevelopment of the scorecard. The ultimate goal is to build a new logistic 
model that predicts credit worthiness of an applicant, but the problem is the 
truncation in the performance data from rejects.
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CHAPTER 2
LOGISTIC REGRESSION 
The purpose of reject Inference is to improve the predictive power of the 
final model. In selecting an appropriate predictive model, a binary logistic 
regression was selected due to having a binary dependent variable throughout 
the entire exercise to compare the model predictive power.
A logistic regression is a non-linear transformation of the linear regression. 
The logistic regression model solves the following equation:
ln[p/(1-p)] = a + BX + e
where ln[p/(1-p)] is the log odds ratio, or "logit" and “a” and “B’s” are estimated 
using maximum likelihood method.
The ordinary least squares (i.e. a simple linear regression) in the binary 
situation will not work for the following reasons:
1. The resulting error terms of the linear probability model is
heteroskedastic, which means that the variance of the dependent 
variable is different with different values of the independent 
variables. var(e)= p(1-p), where p is the probability that EVENT=1.
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Since P depends on X the "classical regression assumption" that 
the error term does not depend on the Xs is violated.
2. The error term is not normally distributed since the dependent 
variable is binary.
3. The predicted value from the linear model will exceed the interval of 
Oto 1.
The logistic regression procedure in SAS outputs several statistical 
measurements to evaluate the predictive power of the final model (see 
appendix). The output page begins with the “Response Profile.” It simply lists 
the number of observations in each category of the outcome variable (good = 0, 
bad = 1).
Under “Model Fit Statistics,” there are three criteria assessing the 
importance of the model in predicting goods/bads. The two criteria “-2 Log L” 
and “Score” are both used to test if the model is significant under the Chi-square 
distribution. The “A 1C” (Akaike Information Criterion) is useful when finding the 
model that is the best-fitting among several models.
The “Analysis of Maximum Likelihood Estimates” section shows the 
logistic model with parameter estimates of the final model. It also evaluates the 
significance of each the independent variable with alpha = .05. The final logistic 
regression model outputs estimated coefficients. The slope coefficient is 
interpreted as the rate of change in the "log odds" as X changes.
The section called “Association of Predicted Probabilities and Observed 
Responses” takes all possible pairs of observations in which the outcomes are
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
not the same. According to the output data in the appendix, there were 6848394 
pairs where one unit of the pair fell into the “bad” category and the other did not. 
Then it computes the probability of each unit of the pair falling into the “bad” 
category. If the unit with the higher probability is the one that actually 
experienced the event of being “bad” then this pair is labeled “Concordant.” If 
not, it will be labeled “Discordant.” If both units of the pair have the same 
probability, the pair will be labeled “Tied.”
The last section of the output page shows the “Hosmer and Lemeshow 
Goodness-of-Fit” statistic. The Hosmer-Lemeshow goodness-of-fit statistic is 
obtained by calculating the Pearson chi-square statistic from the 2 x g  table of 
observed and expected frequencies, where g is the number of groups. The 
statistic is written
X h l  =
1^  -  7f<)
where A/,- is the total frequency of subjects in the /th group, O/ is the total 
frequency of event outcomes in the rth group, and tt. is the average estimated
probability of an event outcome for the /th group. The Hosmer-Lemeshow 
statistic is then compared to a chi-square distribution with {g-n) degrees of 
freedom.
The Hosmer-Lemeshow statistic is a Chi-square based test to assess 
goodness-of-fit. The output shows the chi-square value of 5.4794 with 8 degrees
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of freedom which gives us a p-value of 0.7053. Thus, we do not reject the null 
hypothesis which also concludes that the data fit this model.
Although the SAS output for the logistic regression procedure offers many 
statistical tests and measurements to evaluate for assessing the goodness-of-fit 
for the final model, the K-S statistics and AUROC are mainly utilized to evaluate 
the model for each of the reject inference technique.
Kolmogorov-Smirnov (KS) is another goodness-of-fit test for two 
distributions. It computes the point where two distributions show maximum 
separation. The following steps will be taken to compute the KS statistic.
1. n independent samples are collected and arranged in numerical 
order in array X  as x[0]..x[n-1].
2. S(x[/1) is the cumulative distribution of the sample: the fraction of 
the n observations which are less than or equal to x[/]. In the 
ordered array this is just ((/+1 )/n).
3. F(x) is the reference cumulative distribution, the probability that a 
random value will be less than or equal to x. Here we want F(x[/j), 
the fraction of the distribution to the left of x[/] which is a value from 
the array.
Kolmogrov-Smirnov is a financial industry-standard metric to evaluate the 
logistic model, however, the maximum point and its value is quite sensitive to the 
way the distribution is grouped. It is still a good enough tool to assess the
7
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predictive power of the model, AUROC curve was also computed as an alternate 
tool for model evaluation.
SAS also outputs the value of area under Receiver Operating 
Characteristic (ROC) curve denoted by “c” under the “Association of Predicted 
Probabilities and Observed Responses” category. The area under a ROC curve 
is used for measuring the discrimination ability of a statistical model. It is 
calculated using the Wilcoxon non-parametric approach with a permutation test 
by comparing the predicted probability of all possible discordant pairs of 
observations. A series of pairs of true positive rate (sensitivity) and false positive 
rate (1-specificity) are plotted to form the ROC curve. The following is the basic 
steps for plotting the ROC curve.
1. Let the false positive rate as x and the true positive rate as y and 
start where x=0 and y=0.
2. Using the good and bad population distributions (plot separately), 
compute the true positive rate and false positive rate as the test 
threshold varies in a testing environment.
3. Continue plotting the x and y values until they are both 1.
8
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CHAPTER 3
REJECT INFERENCE METHODOLOGIES
There are two general approaches discussed before each particular 
method of reject inference is introduced.
Extrapolation from Accepts—using just the sample of accepts,' which is 
equivalent of the known region, one constructs a model to predict the probability 
of being good in the accept region, and then extrapolates this over the reject 
region.
Pr(g|x): Probability that an applicant with vector x of characteristic levels is 
good
f(x|g): Probability density function of the good-risk applicants.
f(x|b): Probability density function of the bad-risk applicants.
Application:
f(x|g) = logistic regression model to predict bad
f(x|b) = 1-f(x|g)
Extrapolation from Rejects— as long as the distributions of f(*|g) and f(*|b) 
can be either estimated or assumed, then the parameters in Pr(g|* ; c) intersect
9
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those in f(*|g) and f(*|b), then the parameters will be estimated using mixture­
decomposition method (where c is a vector or parameters for the good 
distribution). Once those parameters are estimated, you can use Bayes’ theorem 
to derive Pr(g|*).
There were a total of four approaches evaluated: augmentation, using 
rejects to obtain improved estimates of covariance matrices, mixture 
decomposition approach, and clustering approach.
Method 1: Augmentation
This method attempts to take advantage of the rejects’ characteristic 
vectors. It assumes that accept/reject decision was made using a set of X of 
characteristics, and the new scorecard is to be built using a set of Y such that X 
is not a subset of Y. This implies that the assumption the % good in accept 
region differs from % good in rejects.
The first step is to develop a scorecard using Y to discriminate between 
accepts and rejects. Since Y does not include X, there will be some elements of 
X not in Y, which generally means that each point in Y will be associated with 
some accepts and some rejects. The augmentation method, then, uses the 
accepts among them to estimate the conditional probability Pr(g|y). The overall 
probability (from both accepts and rejects) Pr(y) (y e Y) then serves as re­
weighting.
10
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The re-weighted data now provide normal distributions of goods and bads 
throughout the Y space so that standard methods of building classifiers can be 
applied.
An important thing to note is that if an accurately specified model was 
being used, then the re-weighting would have no effect on the estimated 
parameters. There are also assumptions that the probabilities p(g|y) for the 
accepts are the same as rejects, which is not the case.
Application for Augmentation Method:
Step 1 : Build a logistic regression model that predicts likelihood of acceptance 
(accept = 1, reject = 0)
Step 2: Output the final model into 10 equal groups (vigintile) and compute a 
band-based weights.
Step 3: Assign individual weights on the accepts using 1/Pr(Ai).
Step 4: Perform logistic regression to build a model predicting good (good = 1, 
bad = 0) with the weights. Compute both K-S statistics and AUROC. 
You can also plot a ROC curve.
Step 5: Same process as step 4 but without weights and compute K-S and 
AUROC.
Step 6: Compare result between two groups and find out if adding rejects
improved the predictive power of the final logistic model in terms of K-S 
and AUROC.
11
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Augmentation: Result
After analyzing 350 derived variables (consumer credit information) that 
were available at the Experian credit bureau, the size of the variables was 
reduced to 80 variables that are most correlated to the binary dependent variable 
(accept/reject) to build a logistic model.
The logistic score Pr(A) was used to assign appropriate weights (1/Pr(A) 
in Step 3) to the accept to incorporate the rejects’ information to prepare for the 
final logistic model to predict “bad” performance for the first 12 months since the 
trade line is opened. Each model development process includes classing where 
continuous variables’ weight of evidence was computed to create categorical 
variables.
The development process resulted in two logistic models to compare: a 
model with the weight and one without weight. If the augmentation method 
works, one should expect to see a better separation between goods and bads by 
evaluating K-S statistics or ROC curve outputted by SAS.
Model K-S AUROC
Non-Welghted 24.6 0.673
Weighted 25.8 0.679
Variance % 4.9% 0.9%
Table 1
12
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
ROC Curve for Weighted Model
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Figure 1
ROC Curve for Non-Welghted Model
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Figure 2
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The table below compares the predictive characteristics that were 
selected for weighted and non-weighted models, and the predictive power of the 
weighted model (table 2) shows very little improvement against the non-weighted 
model (table 3).
Variable Names ParameterEstimate
Intercept -0.7697
1 Total Number of Open/Closed Trade with Delinquency Balance 0.1191
2 Worst Status Ever on Revolving Trade Open within 36 Months
0.0012
3
Maximum Number of Months with Consecutive 
Balance Activity on Open Revolving Trade 
in the Last 12 Months
-0.0466
4 Total Number of Revolving Trade Ever 30+ Days 
Delinquent/Derog
-0.0897
5 Total Number of Bankrupt Trades Ever between 8 and 13 -1.0986
6 Total Number of Trade Never Delinquent in the Last 6 Months 0, 1 or 20 0.2382
7 Worst Status Ever on Trade is 1 -0.2742
8 Average Number of 60-Day Delinquent Trade 
between 5-10 or 17-21 -0.3214
9 Months Since Most Recent 30-60-Day Delinquent 
on Any Revolving Trade is 0
0.7982
10 Months Since Most Recent 30-60-Day Delinquent 
on Any Revolving Trade between 4-6 or 13-26 -0.2433
Table 2
Despite the insignificant difference in the predictive power of the two models, 
both models are assigning reject populations into the risky category where they 
have a higher likelihood of defaulting on their trade lines. One can conclude that
14
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the independent variables selected to build a logistic model only on observed 
population can read some characteristics about the reject population.
Variable Names Parameter Estimate
Intercept -0.9064
1
Worst Status Ever on Revolving Trade 
Open within 36 Months
0.0010
2
Total Number of Revolving Trade Presently 
30+ Days Delinquent
0.1690
3 Total Number of Bankrupt Trades Ever -0.1205
4
Total Number of Revolving Trade Ever 30+ Days 
Delinquent/Derog
-0.0918
5
Total Number of Revolving Trade 
Never Delinquent in the Last 6 Months
0.0252
6
Total Number of Trade Presently Current 
Reported 6 Months le 1 or 20
0.3479
7 Worst Status Ever on Trade is 1 -0.3217
8
Average Number of 60-Day Delinquent within 
12 Monthsbetween 7-10 or 17-21
-0.3770
9 Percent of 60-Day Delinquent Trade 71%+ 0.2158
10
Worst Status Ever on Installment Trade 
34-90 or 400
0.2147
11 Maximum Number of Months with Balance > 0 minus Number of Balance = 0 ge 112 -0.5998
Table 3
Group Total Rejects Goods Bads K-S
# % # % # %
1 709 183 26.7% 292 5.8% 234 17.2% 11.4%
2 709 115 16.8% 373 7.4% 221 16.3% 20.3%
3 709 87 12.7% 455 9.0% 167 12.3% 23.6%
4 709 86 12.5% 480 9.5% 143 10.5% 24.6%
5 709 65 9.5% 518 10.3% 126 9.3% 23.6%
6 709 44 6.4% 543 10.8% 122 9.0% 21.8%
7 709 24 3.5% 558 11.1% 127 9.4% 20.1%
8 709 36 5.2% 572 11.3% 101 7.4% 16.2%
9 709 23 3.4% 616 12.2% 70 5.2% 9.2%
10 706 23 3.4% 636 12.6% 47 3.5% 0.0%
Total 7,087 686 100.0% 5,043 100.0% 1,358 100.0%
Table 4
15
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This is because the reject population did not nneet the approval qualifications 
based on the old underwriting criteria so were defined to be high-risk consumers, 
however, the enhanced model will allow swap sets based on the new model.
30%
25%
20%
15%
10%
5%
0%
Reject Distribution by Decile
n
4 5 6
High to Low Risk
□.□
10
Figure 3
Method 2: Expectation Maximization Algorithm (EM Algorithm)
Using classical linear discriminant analysis, one can estimate f(* | g), 
which is the probability density function of goods, and f(* | b) and then calculates:
f(g|x)/f(b|x) = f(x|g) f(g) / f(x|b) f(b) [1]
Based on classical linear discriminant analysis assumptions, f(*|g) and 
f(*|b) belong to a particular family of distributions. Thus, one can estimate the
16
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parameters using both the classified cases (the accepts) and the unclassified 
cases (the rejects) using EM algorithm.
A given set of parameter estimates for a logistic regression model can be 
assumed normally distributed. Before the expectation step (E-step), a mean 
vector and covariance matrix have a multivariate normal distribution, and one can 
use the distribution to perform the expectation step.
There is another step one can pursue by sing the EM algorithm in a 
mixture decomposition. One estimates f(*|g) and f(*|b) from rejects only and use 
[1] to estimate P(g|*) throughout the whole space.
The first step is to define f(*) as the overall distribution of applicants.
f(x) = f(x|g) f(g) + f(x|b) f(b) [2]
Left-hand side can be estimated from overall distribution of the sample.
For particular assumed values of P(g) and P(b) and the parameters of p(*|g) and 
p(*|b) the right-hand side gives a completely specified distribution. Finally, 
choose a set of parameters that leads to the smallest difference between the two 
sides.
The assumption that needs to be kept in mind for this method is that the 
classical linear discriminant analysis assumes multivariate normality. In a case 
of credit-related data, it is rare that variables (or characteristics) have that 
property.
17
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Application:
Step 1 : Narrow down the independent variables by running a logistic regression 
model with no rejects combined.
Step 2: Using the narrowed down independent variables and the dependent 
variable and perform EM algorithm to get the “adjusted” mean vectors 
and the covariance matrix.
Step 3: Using the outputted mean vectors and the covariance matrix to calculate 
the discriminant score and the cut off score between group 1 and 2 
(good/bad).
Step 4: Assign estimated good and bads to the rejects and reperform a logistic 
regression to compute the adjusted parameter estimates for the final 
model.
Step 5: Compare the predictive power of the model before and after the EM 
Algorithm
EM Algorithm: Result
For the reject inference purpose, the only missing data you want to 
estimate is the binary variable (good/bad) for the reject population. Thus, 
including other independent variables will not necessarily assist with a better 
estimating result due to multi-normality assumption. Thus, the predictive model 
was initially built before the performance estimation for the reject population.
The non-weighted model from the augmentation method was considered 
the initial model since the same sample is used to compare each method. The
18
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non-weighted model with the dependent variable is run through the EM algorithm 
iteration to estimate the likelihood of rejects’ performance (between 0 to 1).
The EM algorithm outputs 5 imputations to the data set for iterations, and 
estimated good and bad values were evaluated to classify rejects’ estimated 
good and bad status. The observed and unobserved (rejects) were the 
development sample for another logistic regression model. The parameter 
estimates from the original (from Augmentation method non-weighted model) 
model and the adjusted model were compared in conjunction with the K-S 
statistics and AUROC curves (Area under ROC curves).
Based on the EM Algorithm, 250 additional observations were estimated 
to be “bad” and the remaining 436 observations were projected to be “good” out 
of the 686 rejects. The final logistic model with recalibrated parameter estimates 
is the following:
ROC Curve for EM Algorithm
0.9
0.8
% 0.5 
S 0.4 
^  0.3 
0.2
Area under ROC Curve = .676
0.0
1.00.0 0.2 0.4 0.6 0.8
Specificity
Figure 4
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The adjusted AUROC curve offers a competitive .676 compared to the 
result from Augmentation, however, the following table shows that the method 
spread the reject population in many score bands. Clearly, EM Algorithm does 
not suit for reject inference.
Reject Distribution by Decile
16% 
14% 
12% 
10% 
8% 
6%  - 
4% 
2% 
0%
5 6 7 8 9 10
High to Low Risk
Figure 5
Method 3: Estimate likelihood by way of a two-step method (limited information 
maximum likelihood, LIML)
J. J. Heckman proposed a method to estimate an appropriate sample in a 
case where the only available data is omitted. In the case of econometrics, one 
studies to estimate wage equations and consumer expenditures. For instance, a 
research is to be conducted to estimate the returns to schooling on the wage 
rate, the estimation has an issue with the population with schooling that do not 
work (truncation of data). If one only evaluated the data for the population that
20
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had schooling and works, the resulting estimators will be biased due to the issue 
of sample selection. Heckman then proposed a solution that treats the selection 
problem as an omitted variable problem.
The proposed method is considered applicable since the omitted data in 
the example above is the reject population for this exercise.
The goal in this thesis is to estimate the likelihood of a consumer 
defaulting on a revolving trade equation [1a] of the following model:
y * ii  =  x ’iiR.1 +  Uii
[1a]
y*2i -  X ’2ifi>2 +  U2i
[1b]
y i i = y * i i  i f y * 2 i > o
yi i  =  0 i f y * 2 i < = 0
[1c]
Model [1b] is a logistic regression equation that predicts the probability to 
be approved or to have observable payment data. The variables y*i and y* 2  are 
unobserved while is observed. The vectors x are the characteristics in the 
logistic model such as number of delinquent trades in the past 12 months. The
21
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missing or truncated data from the people that were rejected (or declined) is 
expressed in [1b] and [1c].
The assumption is that a reject population under the old logistic model will 
be more likely to default on a revolving trade containing higher proportion of 
bads; the probability that they will be declined for an applied offer is highest. This 
means that u1 and u2 are positively correlated. Assumption: u1 and u2 have a 
bivariate normal distribution
— BN
/  a \ O ,. ^
v*^2i ^  2 j
[2]
Given this assumption, the likelihood function of model [1] can be written
as:
L =
O,
[3]
Since this process is computationally inefficient, he proposed a two-step 
method, LIML.
For the subsample with a positive y*1 the conditional expectation of y*1 is 
given by:
E (y * i i  I X ii, *2i >  0 ) =  x ’i i l i i  +  E  (u ii I U2i [4]
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Given assumption [2], the conditional expectation of the error term can be 
shown as:
Where (.) and (.) are the density and cumulative density functions of the standard 
normal distribution respectively. Thus, we can express the conditional 
expectation of y*1 as:
E(y*. I X ' . ,  y ‘ .  > 0, = , , p ,
Heckman’s two-step proposal is to estimate the inverse Mills ratio
by the way of a Probit model and then estimate equation [7] in the second step:
23
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As long as u2 has a normal distribution and Si is independent of A, 
Heckman’s two step estimator is consistent.
Application (accept/rejects):
Step 1 : Build a probit model that predicts propensity to be accepted or to have 
payment performance in our portfolio using the sample that contains. 
Step 2: Output gammaw’s from the model from step1.
Step 3: Compute inverse Mills Ratio, the Var-Cov Matrix of the probit estimates 
and the OLS estimates.
Step 4: Estimate the selection-correlated standard error for the second stage 
(OLS)
Step 5: Calculate the adjusted standard error 
Step 6: Check if u2 has a normal distribution
Step 7: Run a statistical test to see if si is independent of A (chi-square test)
Step 8: Run a selectivity bias test by way of a t-test on the coefficients of A
Result:
As discussed in the background section, a logistic regression model is the 
final step after evaluating each of the reject inference techniques. This approach 
is quite promising since the concern for estimating the relationship between 
income and the number of years one attended school is extremely similar to the 
concern for redevelopment of a new logistic model, however, the income model 
can be a multivariate linear regression model where you can run a test to
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evaluate whether the error term is independent of A using chi-square test (last 
step). For logistic regression model, however, does not contain the error term. 
Thus, this technique needs to be excluded from the comparison.
Method 4; Clustering Technique
A general goal of clustering is to create “homogeneous” groups from a 
large sample (or population). The observations in each cluster share similar 
characteristics, and each cluster show clear dissimilarity. There are many 
methods under a large umbrella of clustering such as single-linkage, complete 
linkage, etc.
A method presented by SAS at a Canadian Risk Management Association 
Conference 2001 suggests creating two sets of clusters such as goods and bads 
clusters using observed data. Run the reject population through the clustering 
algorithm, and study their Euclidean distances. Finally, estimate rejects 
performance based on the closest distance to good or bad clusters.
This approach will be successful when your data contains clear separation 
between goods and bads based on the variables available, but if the variables 
find the natural separation to be more than two clusters containing both goods 
and bads, it becomes problematic. Moreover, the resulting clusters may not 
contain all bads or all goods. Thus, an alternate method was considered to 
evaluate the method although the same Euclidean distance approach was 
selected. The following steps are considered:
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Application (accept/rejects);
Step1 : Utilize the centroid clustering technique. (Factor analysis technique was 
also utilized to complete the clustering analysis due to the size of derived 
variables available from the Experian bureau. There are 53 variables 
that offer the most coverage in terms of data completeness and 
information to be extracted. Those 53 variables are then put through the 
factoring algorithm to achieve 8 reduced factor scores where the 
eigenvalue is > 1 (output see appendix)). Take the observation with 
observed performance of good and bad categories and perform a cluster 
analysis.
Step 2: Determine the appropriate number of clusters using Pseudo-F statistics 
and evaluate the Euclidean distance for each cluster and their 
performance groups (good, bad, and rejects).
Step 3: Evaluate the Euclidean distance to re-classify reject population into good 
or bad.
Step 4; Run a logistic regression for the final model.
Result:
This method begins with performing a factor analysis. The purpose of this 
is to capture as much consumer credit information as possible without having to 
use 53 available variables, which needs a variable reduction method. Thus, 
factor analysis was selected to accomplish the variable reduction from 53 
variables to 9 factor scores. The number of factors was chosen based on the
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SAS output that suggested that 9th factor equates to the eigenvalue of 1, which 
is the cut-off score used to define the number of factors. The specific method of 
the factor analysis is Principle Component Analysis. To better-fit the data during 
the Factor Analysis, orthogonal rotation was also used. By performing the 
descriptive statistical analysis, 9 factors can be described as the following:
Factor Factor Description from Descriptive Statistics
Factor 1 Total, average, and maximum outstanding balances or credit limit on open revolving (bankcard) trades. Percent of installment trades out of all trades.
Factor 2 Number and percent of 30+, 60+, and 90+ delinquent trades
Factor 3 Percent of 30+, 60+, and 90+ delinquent installment trades
Factor 4 Number of total, derogatory, delinquent, and collection trades
Factor 5
Total outstanding balances, balance to limit ratio, average limit, and percent of 
open installment trades. Average, total outstanding balances, total limit on all 
open trades.
Factor 6
Percents of delinquent installment trades (at different delinquency stages and 
total). Percents of all delinquent trades. Percent of auto/lease or installment 
trades that are never delinquent. Percent of delinquent auto/lease trades.
Factor 7 Age of most recent open installment or all trades. Average age of all or installment trades. Age of the oldest trades.
Factor 8 Age and percent of delinquent revolving trades. Average age of all revolving trades.
Factor 9 Total number of inquiries for credit purposes
Table 5
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Each factor was further analyzed by evaluating the descriptions of actual 
variables that make up the factors and their correlation coefficients that measure 
the linear relationships with the factors in the following table.
STAGG Description factor
1
factor
2
factor
3
factor
4
factor
5
factor
6
factor
7
factor
8
factor
9
A V G  0 / 8  C R  L IM  v LN  A M T
0 .9 0 7 4
A L L  0  B C  T R  R 6 P D
M A X C R  L I M A L L O B C  T R  
R 6 P D
0 .9 0 4 8
T /S U M  C R  L IM  A L L  0  R E V  T R  
R 6 P D
0 .8 8 8 5
A V G  0 / 8  B A L  A L L  0  R E V  T R  
R 6 P D
0 .8 8 2 7
T /8 U M  0 / 8  B A L  A L L  0  R E V  
T R  R 6 P D
0 .8 8 2 2
A V G  C R  L IM  A L L  0  R E V  T R  
R 6 P D
0 .8 7 5 9
0 / A  B A L /L IM  R A T  A L L  0  B C  
T R  R 6 P D
0 .8 4 7 0
%  T / 0  IL  T R  T O  T / 0  T R -0 .5 2 2 5 0 .4 3 1 2 0 .5 2 2 4
A G E  O F  M R  O  R E V  T R  (IN  
M O )
-0 .6 2 4 4 -0 .4 8 0 4
%  R E V  T R  3 0 +  D E L Q /D E R 0 .8 2 2 4
%  T /T R  C 0 N 8 I 8 T  O F  3 0 +  
D E L Q /D E R
0 .8 0 9 1 0 .3 7 6 6
%  T /T R  C O N 8 I8 T  O F  6 0 +  
D E L Q /D E R
0 .7 4 0 5 0 .4 2 2 8
%  T /T R  C O N S IS T  O F  9 0 +  
D E L Q /D E R
-0 .3 1 1 5 0 .6 7 5 3 0 .4 4 6 9
T /N  T R  E V  6 0 +  D E L Q /D E R 0 .6 2 6 2 0 .4 6 3 6 0 .3 7 7 4
T /N  T R  E V  3 0 +  D E L Q /D E R 0 .6 1 3 6 0 .4 0 6 1 0 .4 5 9 5
T /N  T R  E V  9 0 +  D E L Q /D E R 0 .5 9 3 7 0 .4 9 5 6 0 .3 2 8 4 0 .3 3 7 4
%  T /T R  C O N S IS T  O F  D E R  T R -0 .3 0 7 9 0 .5 8 6 3 0 .4 6 4 5 0 .3 2 3 3
%  T /T R  C O N S IS T  O F  N E V  
R P T  D E L Q /D E R
-0 .7 6 5 6 -0 .3 2 8 8
%  IL T R  6 0 +  D E L Q /D E R 0 .9 1 2 6
%  IL T R  9 0 +  D E L Q /D E R 0 .9 1 0 6
%  D E R  IL T R 0 .8 9 7 1
%  IL T R  3 0 +  D E L Q /D E R 0 .8 9 6 5
T /N  C O L L  T R  & D E R  P /R 0 .5 3 7 5 0 .3 9 1 2 0 .3 0 7 9
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STAGG Description factor1
factor
2
factor
3
factor
4
factor
5
factor
6
factor
7
factor
8
factor
9
T /N  T R  E V  D E R  W /S T A T 0 .8 3 5 5
U P D T W 6 P D
T /N  T R  E V  D E R  W /S T A T
0 .8 2 0 4
U P D T W 1 2 P D
T /N  T R  P R E S  9 0 +  D E L Q /D E R  
R 6 P D
0 .8 0 5 3
T /N  T R  P R E S  3 0 +  D E L Q /D E R  
R 6 P D
0 .7 6 6 8
T /N  T R  E V  D E R  
(C O L L ,C /0 ,E T C .)
0 .5 3 1 1 0 .3 2 4 5 0 .5 3 4 8 0 .3 7 9 3
T /N  D E R  T R , C O L L  T R  &  D E R  
P /R
0 .5 0 6 6 0 .3 2 4 5 0 .5 0 8 0 0 .4 0 4 0
M S  M R  D E R  A N Y  T R -0 .3 6 7 0 -0 .4 0 4 0 -0 .5 0 6 6
A V G  0 /S  B A L A L L  0  T R  
R 6 P D
0 .9 0 8 1
T /S U M  0 / S  B A L A L L  0  T R  
R 6 P D
0 .3 2 6 6 0 .8 5 4 8
O /A  B A L /L IM  R A T  A L L  0  T R  
R 6 P D
0 .3 7 2 0 0 .8 1 4 6
T /S U M  M O  P M T  A L L  0  T R  
R 6 P D
0 .3 1 0 4 0 .7 8 3 0 0 .3 3 7 9
T /S U M  C R  L IM  V LN  A M T  A L L  
0  T R  R 6 P D
0 .3 6 0 5 0 .7 7 5 7
%  T /T R  C O N S IS T  O  T R 0 .4 6 7 7 -0 .3 3 6 6 0 .4 9 0 5 -0 .3 3 2 2
T /S U M  0 / S  B A L A L L  0  IL  T R  
R 6 P D
0 .3 9 3 0 0 .8 3 7 2
0 /A  B A L /L N  A M T  R A T  A L L  0  
IL T R  R 6 P D
0 .3 7 4 4 0 .8 3 5 7
A V G  O R IG  LN  A M T  A L L  0  IL  
T R  R 6 P D
0 .3 8 5 1 0 .8 3 4 7
%  IL T R  N E V  D E L Q /D E R -0 .5 8 0 4 0 .6 1 4 1
%  A U T O /L E A S E  T R  N E V  
D E L Q /D E R
0 .6 0 9 0
A V G  A G E  A L L  IL T R  (IN  M O ) 0 .5 6 8 0 0 .3 8 4 0 0 .4 7 3 2
A G E  O F  M /R  0  IL  T R  (IN  M O ) -0 .8 3 2 3
A G E  O F  O L D E S T  T R  (IN  M O ) 0 .8 7 7 3
A V G  A G E  O F  A L L  T R  (IN  M O ) 0 .8 7 5 2
A V E R A G E  A G E  O F  A L L  R E V  
T R  (IN  M O )
0 .8 0 2 0
T /N  T R 0 .3 7 3 2 0 .5 6 3 0
T /N  IN Q  F O R  C R  P U R P  
W 6 P D
0 .8 3 0 8
T /N  IN Q  F O R  C R  P U R P 0 .7 8 0 9
A G E  O F  M R  0  T R  (IN  M O ) -0 .3 9 4 5 -0 .5 5 2 4
%  D E R  A U T O /L E A S E  T R 0 .5 1 3 3
Table 6 (Continued)
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For determining the appropriate number of clusters, the Pseudo-F 
statistics was evaluated per iteration. The two-cluster solution seems stable and 
appropriate based on the table below:
Number of 
Observations
Pseudo F 
Statistic
Number of 
Clusters
300 6 740.68
400 5 743.72
500 4 696.25
600 4 696.25
700 3 500.85
750 3 500.85
800 3 500.85
850 2 573.46
900 2 573.46
950 2 573.46
1000 2 573.46
1050 2 573.46
1100 2 573.46
1150 2 573.46
1200 2 573.46
Table 7
When you reduced the number of dimensions to two-dimensions to plot the final 
two-cluster solution using Canonical discriminant analysis, it shows clearly that 
the two clusters are distinct.
The algorithm from the factor and cluster analysis was used to compute 
the Euclidean distance for each reject observation. Their distance was 
compared to the mean distance from “good” and “bad” populations, and they 
were reclassified as “good” or “bad” whichever is closer.
From Experian credit bureau data, three elements were further evaluated 
as a validation source for the reclassification process. As seen in the table for
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the reject population, the mean number of delinquent trades for reclassified as 
“bad” is worse than that of “good.” That suggests that there were more 
frequencies of 2+ delinquent trades in the “bad” group than found in the “good” 
group.
2
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Figure 6
The final model using the clustering technique shows a 4% lift in the 
predictive power of the adjusted model over the non-weighted model discussed 
in the Augmentation step.
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Reject Population Reclassified as Good Reclassified as Bad
Experian STAGG Description min max mean med min max mean med
Worst ever status on trades in the last 
12 months and reported within 12 
months of the profile date
1 400 207.97 105 0 400 229.17 400
Worst status ever on trades opened 
within 36 months of the profile date
1 400 250.24 400 0 400 263.69 400
Total number of trades presently 90 or 
more days delinquent or derogatory 
reported within 6 months of the profile 
date
0 7 1.32 1 0 13 1.76 1
Observed Population Observed as Good Observed as Bad
Experian STAGG Description min max mean med min max mean med
Worst ever status on trades in the last 
12 months and reported within 12 
months of the profile date
0 400 184.68 60 0 400 198.21 90
Worst status ever on trades opened 
within 36 months of the profile date 0 400 215.76
400 0 400 251.65 400
Total number of trades presently 90 or 
more days delinquent or derogatory 
reported within 6 months of the profile 
date
0 17 1.24 1 0 14 1.53 1
Table 8
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>
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ROC Curve for Clustering Technique
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Figure 7
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Variable Names
Parameter
Estimate
Intercept -0.6774
1 Worst Status Ever on Revolving Trade Open within 36 Months
0.0009
2 Total Number of Revolving Trade Presently 30+ Days Delinquent
0.1997
3 Total Number of Bankrupt Trades Ever -0.1193
4
Total Number of Revolving Trade Ever 30+ Days 
Delinquent/Derog
-0.1077
5
Total Number of Revolving Trade 
Never Delinquent in the Last 6 Months
0.0116
6
Total Number of Trade Presently Current 
Reported 6 Months le 1 or 20
0.5352
7 Worst Status Ever on Trade is 1 -0.2853
8 Average Number of 60-Day Delinquent within 12 Monthsbetween 7-10 or 17-21
-0.3627
9 Percent of 60-Day Delinquent Trade 71%+ 0.3256
10
Worst Status Ever on Installment Trade 
34-90 or 400
0.2371
11
Maximum Number of Months with Balance > 0 
minus Number of Balance = 0 ge 112 -0.5966
Table 9
Conclusion:
In order to truly validate the performance of reject inference technique is to 
approve applicants and observe their actual payment performance. There is 
some common sense one can apply to evaluate whether each technique is 
directionally appropriate. The assumption applied to this exercise is that reject 
population is more likely to be “bad” than accept population. The result from the 
Augmentation and Clustering methods contained a substantial quantity of rejects 
in the high-risk score ranges unlike the EM algorithm approach where the reject
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population was spread over multiple score ranges showing hardly any rank- 
ordering. The failure of the EM Algorithm may simply due to the multivariate 
normality assumption. The Clustering approach seems to be the preferable over 
the augmentation approach because it uses the Euclidean distances for 
reclassification of reject population to either be good or bad is observable. Some 
descriptive statistics output has also shown that the good, bad, and reject groups 
distribute different sections of each cluster. Thus, it is intuitive to compare the 
distance for the reject population at an observation level and reclassify them as 
good if the value is closer to the good population and reclassify them as bad 
otherwise. This method is also more desirable over the augmentation method 
since the information on the reject population can be incorporated in the logistic 
regression stage where the augmentation method only utilizes the actual good 
and bad performance information with weights.
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APPENDIX
Reject Inferencing - Augmentation non welgtited model
The LOGISTIC Procedure
Model Information
Data Set W0RK.AUG1
Response Variable bad
Number of Response Levels 2 
Number of Observations 6401 
Model binary logit
Optimization Technique Fisher's scoring
Response Profile
Ordered Total
Value bad Frequency
1 1 1358
2 0 5043
Probability modeled is bad=1.
Model Convergence Status 
Convergence criterion (GCONV=1E-8) satisfied.
Model Fit Statistics
Intercept 
Intercept and
Criterion Only Covarlates
AlC 6618.036 6219.466
SC 6624.800 6300.637
-2 Log L 6616.036 6195.466
R-Square 0.0636 Max-rescaled R-Square 0.0987
Testing Global Null Hypothesis: BETA=0
Test Chi-Square DF Pr > ChiSq
Likelihood Ratio 420.5697 11 <.0001
Score 397.8086 11 <.0001
Wald 368.8112 11 <.0001
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Reject Inferencing - Augmentation non weighted model
28
The LOGISTIC Procedure
Analysis of Maximum Likelihood Estimates
Standard Wald
Parameter DF Estimate Error Chi-Square Pr > ChiS
Intercept 1 -0.9064 0.0845 115.2025 <.0001
REV504 1 0.00103 0.000230 20.0913 <.0001
REV064 1 0.1690 0.0370 20.8848 <.0001
ALL090 1 -0.1205 0.0203 35.3110 <.0001
REV075 1 -0.0918 0.0126 52.7865 <.0001
REV101 1 0.0252 0.00986 6.5482 0.0105
all062 1 1 0.3479 0.0912 14.5527 0.0001
all504 2 1 -0.3217 0.0896 12.8793 0.0003
all524 2 1 -0.3770 0.1418 7.0720 0.0078
all904 1 1 0.2158 0.1029 4.3952 0.0360
iln502_2 1 0.2147 0.0708 9.1880 0.0024
rev584 2 1 -0.5998 0.0788 57.8784 <.0001
Odds Ratio Estimates
Point 95% Wald
Effect Estimate Confidence Limits
REV504 1.001 1.001 1.001
REV064 1.184 1.101 1.273
ALL090 0.886 0.852 0.922
REV075 0.912 0.890 0.935
REV101 1.026 1.006 1.046
all062 1 1,416 1.184 1.693
all504 2 0.725 0.608 0.864
all524 2 0.686 0.519 0.906
all904 1 1.241 1.014 1.518
iln502_2 1.239 1.079 1.424
rev584 2 0.549 0.470 0.641
Association of Predicted Probabilities and Observed Responses
Percent Concordant 
Percent Discordant
67.0 Somers' D 0.347 
32.4 Gamma 0.349
Percent Tied 
Pairs
0.6
6848394
Tau-a
c
0.116
0.673
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Reject Inferencing - Augmentation non weighted model 
The LOGISTIC Procedure 
Partition for the Hosmer and Lemeshow Test
bad = 1 bad = 0
Group Total Observed Expected Observed
1 642 39 39.65 603 602.35
2 640 72 72.00 568 568.00
3 622 87 88.19 535 533.81
4 637 110 101.73 527 535.27
5 634 116 113.55 518 520.45
6 640 130 128.04 510 511.96
7 642 141 147.63 501 494.37
8 641 156 173.94 485 467.06
9 646 221 213.63 425 432.37
10 657 286 279.46 371 377.54
Hosmer and Lemeshow Goodness-of-Fit Test 
Chi-Square DF Pr > ChiSq 
4.5061 8 0.8088
Reject Inferencing - Augmentation Weighted Model
The LOGISTIC Procedure
Model Information
Data Set W0RK.AUG2
Response Variable bad
Number of Response Levels 2 
Number of Observations 6401 
Weight Variable ws
Sum of Weights 6628.0732963
Model binary logit
Optimization Technique Fisher's scoring
Response Profile
Ordered Total Total
Value bad Frequency Weight
1 1 1358 1419.0300
2 0 5043 5209.0433
Probability modeled is bad=1.
Model Convergence Status 
Convergence criterion (GC0NV=1E-8) satisfied.
Model Fit Statistics
Intercept 
Intercept and 
Criterion Only Covarlates
AlC 6886.321 6451.616
SC 6893.085 6526.022
-2 Log L 6884.321 6429.616
R-Square 0.0686 Max-rescaled R-Square 0.1041
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Reject inferencing - Augmentation Weighted Model
The LOGISTIC Procedure
Testing Global Null Hypothesis: BETA=0
Test Chi-Square DF Pr > ChiSq
Likelihood Ratio 454.7052 10 <.0001
Score 429.2509 10 <.0001
Wald 393.1814 10 <.0001
Analysis of Maximum Likelihood Estimates
Standard Wald
Parameter DF Estimate Error Chi-Square Pr > ChlSq
Intercept 1 -■0.7697 0.0889 74.9682 <.0001
ALL051 1 0.1191 0.0252 22.2736 <.0001
REV504 1 0.00117 0.000220 28.3037 <.0001
REV751 1 -0.0466 0.00632 54.3674 <.0001
REV075 1 -0.0897 0.0118 57.7485 <.0001
all090 1 1 -1.0986 0.2265 23.5173 <,0001
a in o i 1 1 0.2382 0.0851 7.8350 0.0051
all504 2 1 -0.2742 0.0863 10.0960 0.0015
all524_1 1 -0,3214 0.1264 6.4657 0.0110
rev724_1 1 0.7982 0.1148 48.3317 < 0001
rev724_2 1 -0.2433 0.0934 6.7884 0.0092
Odds Ratio Estimates
Point 95% Wald
Effect Estimate Confidence Limits
ALL051 1.126 1.072 1.184
REV504 1.001 1.001 1.002
REV751 0.954 0.943 0.966
REV075 0.914 0.893 0.936
all090 1 0.333 0.214 0.520
alii 01 1 1.269 1.074 1.499
all504 2 0.760 0.642 0.900
all524_1 0.725 0.566 0.929
rev724 1 2.222 1.774 2.782
rev724 2 0.784 0.653 0.941
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Reject Inferencing - Augmentation Weighted Model
The LOGISTIC Procedure
Association of Predicted Probabilities and Observed Responses
Percent Concordant 67.4 Somers' D 0.358 
Percent Discordant 31.6 Gamma 0.362 
Percent Tied 1.0 Tau-a 0.120
Pairs 6848394 c 0.679
Partition for the Hosmer and Lemeshow Test 
bad = 1 bad = 0
Group Total Observed Expected Observed
1 639 39 38.63 600 600.37
2 635 67 70.96 568 564.04
3 642 77 90.22 565 551.78
4 646 104 103.05 542 542.95
5 645 120 112.40 525 532.60
6 638 135 127.88 503 510.12
7 638 147 150.36 491 487.64
8 641 190 181.72 451 459.28
9 640 220 218.79 420 421.21
10 637 259 272.73 378 364.27
Hosmer and Lemeshow Goodness-of-Fit Test 
Chi-Square DF Pr > ChiSq 
5.4794 8 0.7053
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Factor Analysis Output
Factor Analysis - Number of Factors=9
The FACTOR Procedure 
Initial Factor Method; Principal Components
Prior Communallty Estimates: ONE
Eigenvalues of the Correlation Matrix: Total = 51 Average = 1
Eigenvalue Difference Proportion Cumulative
1 16.6266153 7.9004486 0.3260 0.3260
2 8.7261667 3.2245181 0.1711 0.4971
3 5.5016485 2.2496420 0.1079 0.6050
4 3.2520065 1.1959521 0.0638 0.6688
5 2.0560544 0,3262672 0.0403 0.7091
6 1.7297871 0.2618950 0.0339 0.7430
7 1.4678921 0.1079869 0.0288 0.7718
8 1.3599052 0.3187466 0.0267 0.7984
9 1.0411587 0.1037482 0.0204 0.8188
10 0.9374105 0.0224553 0.0184 0.8372
11 0.9149552 0.1549666 0.0179 0.8552
12 0.7599886 0.1358968 0.0149 0.8701
13 0.6240918 0.0232608 0.0122 0.8823
14 0.6008310 0.0280028 0.0118 0.8941
15 0.5728282 0.0656415 0.0112 0.9053
16 0.5071867 0.0675086 0.0099 0.9153
17 0.4396781 0.0825494 0.0086 0.9239
18 0.3571287 0.0281550 0.0070 0.9309
19 0.3289737 0.0068130 0.0065 0.9373
20 0.3221607 0.0182335 0.0063 0.9437
21 0.3039273 0.0263479 0.0060 0.9496
22 0.2775794 0.0092110 0.0054 0.9551
23 0.2683684 0.0078754 0.0053 0.9603
24 0.2604930 0.0418705 0.0051 0.9654
25 0.2186225 0.0254962 0.0043 0.9697
26 0.1931263 0.0147694 0.0038 0.9735
27 0.1783569 0.0239500 0.0035 0.9770
28 0.1544069 0.0257587 0.0030 0.9800
29 0.1286483 0.0100476 0.0025 0.9825
30 0.1186007 0.0193057 0.0023 0.9849
31 0.0992950 0.0081054 0.0019 0.9868
32 0.0911897 0.0021351 0,0018 0.9886
33 0.0890546 0.0185978 0.0017 0.9904
34 0.0704568 0.0072852 0.0014 0.9917
35 0.0631716 0.0041955 0.0012 0.9930
36 0.0589761 0.0010207 0.0012 0.9941
37 0.0579554 0.0174824 0.0011 0.9953
38 0.0404730 0.0009888 0.0008 0.9961
39 0.0394843 0.0093442 0.0008 0.9968
40 0.0301400 0.0022592 0.0006 0.9974
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Factor Analysis - Number of Factors=9
The FACTOR Procedure 
Initial Factor Method: Principal Components
Eigenvalues of the Correlation Matrix: Total = 51 Average = 1
Eigenvalue Difference Proportion Cumulative
41 0.0278808 0.0021369 0.0005 0.9980
42 0.0257438 0.0089266 0.0005 0.9985
43 0.0168172 0.0011547 0.0003 0.9988
44 0.0156625 0.0030686 0.0003 0.9991
45 0.0125940 0.0006890 0.0002 0.9994
46 0.0119049 0.0018460 0.0002 0.9996
47 0.0100589 0.0046177 0.0002 0.9998
48 0.0054412 0.0024536 0.0001 0.9999
49 0.0029876 0.0012720 0.0001 1.0000
50 0.0017156 0.0013163 0.0000 1.0000
51 0.0003993 0.0000 1.0000
9 factors will be retained by the NFACTOR criterion.
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Factor Analysis - Number of Factors=9 5768
16:42 Monday, October 25, 2004
The FACTOR Procedure 
Initial Factor Method: Principal Components
Scree Plot of Eigenvalues
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The SAS System 20:47 Friday, October 22, 2004 1
The Ml Procedure
Model Information
Data Set WORK.EMREADY
Method MCMC
Multiple Imputation Chain Single Chain
Initial Estimates for MCMC EM Posterior Mode
Start Starting Vaiue
Prior Jeffreys
Number of Imputations 5
Number of Burn-in Iterations 200
Number of iterations 100
Seed for random number generator 82004
Missing Data Patterns
-Group Means-
Group bad crs05 Freq Percent bad crs05
1 X X 6401 90.32 0.212154 79.428527
2 . x  686 9.68 70.702624
Univariate Statistics
Variable N Mean Std Dev Minimum Maximum
bad 6401 0.21215 0.40887 0 1.00000
crs05 7087 78.58389 11.10271 35.00000 99.00000
Pairwise Correiations
bad crs05
bad 1.000000000 -0.257153155
crs05 -0.257153155 1.000000000
Initial Parameter Estimates for EM
_TYPE_ _NAME_ bad crs05
MEAN 0.212154 78.583886
CCV bad 0.167171 0
CCV crs05 0 123.270093
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The SAS System 20:47 Friday, October 22, 2004 2 
The Mi Procedure 
EM (MLE) Iteration History
tion_ -2 Log L bad
0 36156 0.212154
1 35735 0.212154
2 35719 0.218381
3 35718 0.220056
4 35718 0.220432
5 35718 0.220514
6 35718 0.220531
7 35718 0.220535
EM (MLE) Parameter Estimates
_TYPE_ _NAME_ bad crs05
MEAN 0.220535 78.583886
CCV bad 0.168228 -1.223006
CCV crs05 -1.223006 123.252699
EM (Posterior Mode) Estimates
_TYPE_ _NAME_ bad crs05
MEAN 0.220536 78.583886
CCV bad 0.168150 -1.222506
CCV crs05 -1.222506 123.200547
Multiple Imputation Variance Information
Relative Fraction
------------------Variance------------------  Increase Missing
Variable Between Within Total DF in Variance Information
bad 0.000001228 0.000023937 0.000025410 1009.4 0.061564 0.059574
Muitiple Imputation Parameter Estimates 
Variabie Mean Std Error 95% Confidence Limits DF 
bad 0.222115 0.005041 0.212223 0.232007 1009.4
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The SAS System 20:47 Friday, October 22, 2004 3 
The Mi Procedure 
Muitipie Imputation Parameter Estimates 
t for HO:
Variable Minimum Maximum MuO Mean=MuO Pr > |t| 
bad 0.220945 0.223486 0 44.06 <.0001
Clustering Adjusted Model
The SAS System 23:25 Friday, October 22, 2004 2 
Clustering - Adjusted Model
The LOGISTIC Procedure
Model Information
Data Set W0RK.CLUS_TEST1
Response Variable badt
Number of Response Levels 2 
Number of Observations 7087 
Model binary logit
Optimization Technique Fisher's scoring
Response Profile
Ordered Total
Value badt Frequency
1 0 5236
2 1 1851
Probability modeled is badt=0.
Model Convergence Status 
Convergence criterion (GC0NV=1E-8) satisfied.
Model Fit Statistics
Intercept 
Intercept and 
Criterion Only Covariates
AiC 8141.988 7438.115
SC 8148.854 7520.507
-2 Log L 8139.988 7414.115
R-Square 0.0974 Max-rescaled R-Square 0.1426
Testing Global Null Hypothesis: BETA=0
Test Chi-Square DF Pr > ChiSq
Likelihood Ratio 725.8732 11 <.0001
Score 695.8519 11 <.0001
Wald 621.8700 11 <.0001
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The SAS System 23:25 Friday, October 22, 2004 
Ciustering - Adjusted Model
The LOGISTIC Procedure
Analysis of Maximum Likelihood Estimates
Standard Waid
Parameter DF Estimate Error Chi-Square Pr > ChiS
intercept 1 0.6674 0.0765 76.0100 <.0001
REV504 1 -0.00083 0.000210 15.6364 <.0001
REV064 1 -0.1740 0.0334 27.1910 <.0001
ALL090 1 0.1167 0.0185 39.7114 <.0001
REV075 1 0.0998 0.0118 71.9366 <.0001
REV101 1 -0.00822 0.00924 0.7914 0.3737
all062 1 1 -0.5265 0.0793 44.1299 <.0001
all504 2 1 0.2879 0.0816 12.4377 0.0004
all524 2 1 0.3775 0.1311 8.2847 0.0040
all904 1 1 -0.3495 0.0890 15.4287 <.0001
iln502_2 1 -0.3020 0.0637 22.4769 <.0001
rev584 2 1 0.5972 0.0705 71.8272 <.0001
Odds Ratio Estimates
Point 95% Wald
Effect Estimate Confidence Limits
REV504 0.999 0.999 1.000
REV064 0.840 0.787 0.897
ALL090 1.124 1.084 1.165
REV075 1.105 1.080 1.131
REV101 0.992 0.974 1.010
all062 1 0.591 0.506 0.690
all504 2 1.334 1.136 1.565
aii524 2 1.459 1.128 1.886
all904 1 0.705 0.592 0.839
iin502_2 0.739 0.653 0.838
rev584 2 1.817 1.583 2.086
Association of Predicted Probabilities and Observed Responses
Percent Concordant 69.9 Somers' D 0.403 
Percent Discordant 29.6 Gamma 0.405 
Percent Tied 0.5 Tau-a 0.156
Pairs 9691836 c 0.702
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