We compute in small temperature expansion the two-loop renormalization constants and the three-loop coefficient of the β-function, that is the first non-universal term, for the σ-model with O(N ) invariance on the triangular lattice at N = −1. The partition function of the corresponding Grassmann theory is, for negative temperature, the generating function of unrooted forests on such a lattice, where the temperature acts as a chemical potential for the number of trees in the forest. To evaluate Feynman diagrams we extend the coordinate space method to the triangular lattice.
Introduction
Results concerning with graph theory [1] [2] [3] [4] , that is properties of a set of points which refer simply to the notion of adjacency, are of interest in a variety of fields, ranging from pure mathematics to statistical physics and find an enormous amount of applications in natural sciences besides physics like in biology or in theoretical information science.
Detailed properties of a graph can be derived from the study of the partition function of a q-state Potts model [5] [6] [7] with variables defined on its sites. Indeed this function is strictly related with the Tutte polynomial of the graph [8] [9] [10] and, for example, the generating polynomial of spanning trees or unrooted forests on the graph can be recovered by taking the limit q → 0.
A classical result in algebraic graph theory is Kirchhoff's matrix-tree theorem [11] which expresses the generating polynomials of spanning trees and rooted spanning forests on a given graph as determinants associated to the graph's Laplacian matrix. For recent applications see for example [12, 13] . It is quite natural to rewrite these determinants as Gaussian integrals over Grassmann variables.
Recently [14] it has been shown that the solution of other combinatorial problems on a graph can be represented in terms of Grassmann integrals, eventhough non-Gaussian. In particular, the generating polynomial of unrooted spanning forests on the graph is simply written adding to a Gaussian term a suitable four-fermion term. Interestingly, the same partition function can be obtained, order by order in perturbation theory, by considering an anti-ferromagnetic non-linear σ-model with O(N) invariance in the limit in which N → −1. These representations are very convenient to study the cases in which the graph is an infinite regular lattice, because the whole machinery of Statistical Field Theory becomes avalaible. For example, Renormalized Perturbation Expansion can be used, Renormalization Group notions can be applied and one sees that on two dimensional lattices these models are asymptotically free [15] [16] [17] [18] . The same mapping has been used at the transition at negative tree fugacity which corresponds to the Potts antiferromagnetic critical point [19] [20] [21] .
In this paper we will concentrate on the triangular lattice and, in particular, we are interested in the evaluation of the so-called β-function. We have computed the three-loop coefficient which is the first non-universal term, which, in contrast with the square lattice, was yet unknown. A direct practical relevance of this coefficient comes from a recent study of the zeroes in the complex plane of the partition function of the Potts model by means of the numerical evaluation of a transfer matrix in a strip [22] . The locum of zeroes converges to a pair of complex-conjugate curves with horizontal asymptote, but the convergence is very slow in a region of large Re(w). It turns out that the shape of this curve can be deduced perturbatively (in 1/w) from the expression of the β-function, thus in the region where the errors are larger.
Unrooted forests
Let G = (V, E) be a finite undirected graph with vertex set V and edge set E. Associate to each edge e a weight w e , which can be a real or complex number or, more generally, a formal algebraic variable. For i = j, let w ij = w ji be the sum of w e over all edges e that connect i to j. The (weighted) Laplacian matrix L for the graph G is then defined by
This is a symmetric matrix with all row and column sums equal to zero.
Since L annihilates the vector with all entries 1, its determinant is zero. Kirchhoff's matrixtree theorem [11] and its generalizations [23] [24] [25] [26] 
where the sum runs over all spanning trees T in G. (We recall that a subgraph of G is called a tree if it is connected and contains no cycles, and is called spanning if its vertex set is exactly V .) The i-independence of det L(i) expresses, in electrical-circuit language, that it is physically irrelevant which vertex i is chosen to be "ground". There are many different proofs of Kirchhoff's formula (2); one simple proof is based on the Cauchy-Binet theorem in matrix theory (see e.g. [2] ).
The "principal-minors matrix-tree theorem" reads
where the sum runs over all spanning forests F in G composed of r disjoint trees, each of which contains exactly one of the "root" vertices i 1 , . . . , i r . This theorem can easily be derived by applying Kirchhoff's theorem (2) to the graph in which the vertices i 1 , . . . , i r are contracted to a single vertex, while it has theorem (2) as a special case r = 1, through the bijection between unrooted spanning trees and spanning trees rooted on a given fixed vertex.
Let us now introduce, at each vertex i ∈ V , a pair of Grassmann variables ψ i ,ψ i . All of these variables are nilpotent (ψ 2 i =ψ 2 i = 0), anticommute, and obey the usual rules for Grassmann integration. Writing
we have, for any matrix A,
and more generally
These formulae allow us to rewrite the matrix-tree theorems in Grassmann form; for instance, (2) becomes
while (3) becomes
which is to say
This formula represents vertex-weighted spanning forests as a massive fermionic free field [2, 27] .
More generally, it has been shown in [14] that
where the sum runs over spanning forests F in G with components F 1 , . . . , F ℓ ; here |V F i | and |E F i | are, respectively, the numbers of vertices and edges in the tree F i . We remark that the four-fermion term u ij w ijψi ψ iψj ψ j can equivalently be written, using nilpotency of the Grassmann variables, as −(u/2) i,jψ i ψ i L ijψj ψ j . More interestingly, since |V F i | − |E F i | = 1 for each tree F i , we can take u = −t and obtain the generating function of unrooted spanning forests with a weight t for each component.
3 Relation with the lattice σ-Models.
Recall that the N-vector model consists of spins σ i ∈ R N , |σ i | = 1, located at the sites i ∈ V , with Boltzmann weight e −H where
and T is the temperature.
Low-temperature perturbation theory is obtained by writing
with π i ∈ R N −1 and expanding in powers of π. Taking into account the Jacobian, the Boltzmann weight is e −H ′ where
When N = −1, the bosonic field π has −2 components, and so, at least in perturbation theory, it can be replaced by a fermion pair ψ,ψ if we make the substitution
Higher powers of π 2 i vanish due to the nilpotence of the Grassmann fields, and we obtain the model (10) if we identify
Note the reversed sign of the coupling: the spanning-forest model with positive weights (t > 0) corresponds to the anti ferromagnetic N-vector model (T < 0).
In the case of a regular unweighted graph of order q, that is all the vertices are connected to other q vertices, we shall take w ij = 1 if i and j are connected 0 otherwise.
and the corresponding Laplacian
−1 if i = j and i and j are connected 0 if i = j and i and j are not connected
This is the case of a regular periodic lattice in d dimensions. If we take unit lattice spacing, vertices connected to a given site correspond to sites at unit distance, so that, ifê k is a lattice direction, f a lattice function, and x a lattice site, the lattice derivatives are defined as
The Laplacian can be written as
and when, like in the square and triangular lattice, q is even and to each lattice direction corresponds an inverse lattice direction, that isê k+q/2 = −ê k , we can restrict the sum to positive directions
and, in the lattice scalar product
we have
The calculus of the β-function
We follow a procedure which already found several applications [28] [29] [30] [31] [32] for the square lattice. For a lattice theory, i.e. a theory regularized by introducing a discretization of the coordinates space, in principle the β-function can be found by a direct computation on the lattice, which also provides a regularization. However, our lattice σ-model has a natural continuum counterpart, with the widely investigated action
where we have introduced an external magnetic field h which explicitly breaks the O(N)-invariance. In particular Brézin and Hikami [33] already performed the renormalization up to three loops in dimensional regularization.
A general theorem of Renormalization states that the n-loop β-function within a certain regularization scheme can be deduced from the knowledge of the β-function in any other scheme, at the same perturbative order, and of the renormalization constants in the desired scheme, up to order n − 1. So, a possible procedure, which we will indeed follow in this work, is to relate the β-function on the square and triangular lattice to the continuum results of Brézin and Hikami via the calculation of the two renormalization constants of the non-linear σ-model, denoted by Z 1 and Z 2 .
More in detail, in our case we have to compare our lattice theory with the continuum theory renormalized in [33] using MS-scheme (Minimal Subtraction modified) and in dimensional regularization. The starting point is the relation for the n-point 1-particle-irreducible (1PI) correlation functions
where a and µ are respectively the lattice spacing and the scale of renormalization for the continuum, while p 1 , . . . , p n are the external momenta. Here we consider the lattice theory (denoted by subscript latt) as a regularization of the continuum theory renormalized at the scale 1/a and we compare it with the continuum theory renormalized in the MS-scheme (denoted by subscript MS) at the scale µ to determine the finite constants Z 1 (β, µa) and Z 2 (β, µa). Both the regularized theories satisfy a Renormalization Group equation:
where we added a minus sign for the lattice equation, because when a → 0 we are making a RG flux toward short distances behaviour, that has the reversed sign respect to the µ → ∞ limit made for the continuum theory. For the lattice theory
and analogously for the MS-theory by using W M S (β) and γ M S (β) (in order to avoid confusion with the coupling costant, and in agreement with the literature on the subject, we denote the β-function as W (β)). By using the condition (27), we are able to join together the β and γ-function on the lattice to those in MS-scheme. Indeed we find
The first of them is the important relation that allows us to express the coefficients of the β-function on the lattice in terms of the coefficients of the continuum theory.
Given the β-function for the non-linear σ-model with N the number of vector components, we expand it in power of the coupling costant 1/β in a generic scheme of regularization
the first two coefficients have not the superscript scheme because they are universal, they come from the calculation respectively at one and two loops (the term from order zero vanishes in two dimensions); explicitly they are given by
all the other terms are scheme-dependent; the w scheme n coefficient is associated with 1/β n+2 term of series expansion and correspond to a computation at (n + 1) loops. We report here the known results in MS-scheme (see [33] , or [29, 30] for other references)
We also expand in 1/β the two renormalization constants
With the above conventions on the series expansions, now we look at (30) and we rewrite it as: 1 So we can argue the general result:
For example, for the first scheme-dependent coefficient w latt 2 , from (37) we find
Evaluation of the constants of renormalization
In order to obtain the perturbative expansion of the constants Z 1 and Z 2 , we use relation (27) for the two-point function 1PI. We proceed as follows: we compute Γ
latt at n − 1 loops and, from the knowledge of Γ
at the same order, and the requirement of validity of (27), we find Z 1 and Z 2 at n − 1 loops.
For the continuum theory we consider the expansion
we report the already known two-loop results [29, 30] in the case of N = −1
where R is an integral defined as
with ψ(z) = d log Γ(z)/dz, but it appears only in intermediate stages of the computation and cancels out in any of the results. Therefore
6 The triangular lattice
On a triangular lattice each site has 6 neighbours. It is convenient to introduce a redundant basis of three vectors e (i) , as shown in figure 1 , such that i e (i) = 0, e i · e i = 1, and if i = j then e i · e j = − Brillouin zone in momentum space. The rhombus or the hexagon are equivalent choices, as the pairs of triangles denoted with ♭ and ♯ are related resp. by periodicity in k 1 and k 2 . While the hexagon corresponds to the direct construction of the reciprocal lattice, the rhombus is computationally convenient, as it is a product of one-dimensional intervals.
Lattice sites are labelled by three integers {n i }, with x = i n i e (i) . Because of redundancy, a constant can be added to the n i 's without changing x, i.e. there is an equivalence relation
A representative of each class is chosen, for example, by fixing n 3 = 0, as
Remark that
Similarly, the conjugate quantity k = is introduced to have
As a consequence |k i | < π and
so that the domain for k is a hexagon of side 2π/ √ 3, or equivalently a (π/6)-angle rhombus of sides 2π (cfr. figure 1 ). Now we can introduce the Fourier transformf (k) for a function f on the triangular latticẽ
which is such that
By specializing this general formula to the gauge (45) we get
where we substituted k 3 = −k 1 − k 2 and we kept into account the angle of 2π/3 between the vectors e (1) and e (2) in the integration measure. Remark that the volume of the elementary cell generated by e (1) and e (2) will pop out once more in the continuum limit, indeed
Tree level
To compare with (26) let us change the normalization of the Grassmann fields to get for the free part of the action on the triangular lattice
which becomes by Fourier transform
where
By using k 2 ≈ 3 2 k 2 and (53) this becomes in the continuum limit
and it must be compared with the continuos expression
from which we get the identifications (see also [34] )
In the following it will be useful the evaluation of the integral I(h t ) := π −π dp 1 2π π −π dp 2 2π
in the limit of small h t . Using the relation cos p 1 + cos p 2 = 2 cos
we rewrite the denominator
and then we make the change of variables
and k 2 =
; the Jacobian of the transformation is 2, but it simplifies with the factor 1/2 coming from the new area of integration; in fact k 1 and k 2 run inside the rhombus of vertices (π, 0), (0, π), (−π, 0), (0, −π), the Brillouin zone, which is contained twice in the square area [−π, π]
2 . So we obtain
We are now able to integrate in k 2 using the result
Finally, after the change cos k 1 = x, we can express our integral by an elliptic integral
and therefore, because of (59)
We will also need the evaluation of the integral
in the limit of small h t . Of course
and therefore lim
Of course the divergent part could be obtained by going to the continuum limit h t π −π dp 1 2π π −π dp 2 2π
∞ −∞ dp y 2π
with a > b > c ≥ u > d and β = arcsin
is the elliptic integral of the second kind, and if β = Analogously lim ht→0 h t π −π dp 1 2π dp 2 2π
2 ∞ −∞ dp x 2π dp y 2π
where R was defined in (42).
One-loop diagrams
The interaction terms on the triangular lattice are
where we introduce the shorthand
We wish to compute the 1PI two-point function. At one loop, two graphs contribute ( fig. 2 ). On the triangular lattice, by defining
we get
By going to the continuum limit, in the limit of small magnetic field
By comparing the two expressions we obtain the one-loop result
(80)
which, of course, result to be independent from the magnetic field.
Two-loop diagrams
The diagrams at second order are the four ones shown in figure 3 . As we expected these are the same Feynman diagrams that appear at the second order of perturbative expansion of the σ-model [29] . According to the Feynman rules we have to add a minus sign to the diagrams A and C: for the first one since it has a mass insertion, for the second since it has a loop. So that the expression of the second order contribution of self-energy is The first two diagrams are easy to evaluate exactly in terms of I and I 2 . We find
The diagrams C and D are more involved. First of all remark that
where in (90b) we neglect terms of higher order in the small-h expansion. We are interested in the first terms of the Taylor expansion for small external momentum. We get
We easily get
We have still to compute (changing r into −r)
The tensor form of the expression above is
with Λ ij symmetric under the exchange of i with j, and permutation of indices 1, 2, 3, so that in general Λ ij = a + b δ ij , which substituted into the previous expression gives a( i sin
because we have that i p i = 0. Therefore we need only the coefficient b which can be computed, for example, as
Then we get
with
So finally we found:
and in conclusion
By comparing the two expressions (43) and (107) we obtain the two-loop result
and the three-loop result by (39)
By application of the coordinate-space method by Lüscher and Weisz [36] suitably modified for the triangular lattice (see appendix A) we have obtained the numerical determinations
with errors smaller than the quoted digits, from which we recover the value
10 A direct application
The determination of the coefficient w latt 2 can be used, as shown in Ref. [22] , to recover, for example, the phase boundary in the plane of complex temperature for the q-state Potts model in the limit q → 0. This separatrix is, indeed, a special renormalization-group flow curve. If we call x and y, respectively, the real and imaginary part of the complex temperature we must have therefore that y(x) = y 0 1 +
and y 0 was numerically estimated to be
For numerical purposes in [22] a variant parametrization is followed, that is
where comparison with (113) in the limit of large x gives the relations
The parameter α 0 , and A i and therefore B i with i ≥ 2 were not known. In [22] the authors decided to truncate (116) by setting B i = 0 for i ≥ 3 and try estimated α 0 and B 2 by this ansatz by imposing the value of the function and its derivative on the last known numerical point, that is y(0.0198) = 0.23 and y ′ (0.0198) = 0.369003. They estimated
From our calculation we get an evaluation of B 2 A 2 ≈ 0.00959932 (120)
so that we can use the strategy just discussed to derive B 3 in addition to α 0 and B 2 . We obtain
The curve resulting from this numerical values does not differ substantially from the old one as can be seen in Fig. 4 . This gives more confidence on the method and results in [22] . Dong-Shin Shin [31, 37] , although also the momenta method proposed in the appendix C of [38] could have been used.
The main idea is the use of some basic relations for the free propagator in coordinate space (the defining Laplacian equation and a set of relations due to Vohwinkel), in order to find a recursion which, starting from the values in a certain number of sites neighbouring the origin (the fundamental lattice integrals), allows to find the whole set of free propagators in lattice sites in a large radius R, in a time which scales polynomially with R. As a side result, it gives a simple proof of the fact that all these values are linear combinations with rational coefficients of the fundamental lattice integrals.
Generalization of the procedure to the triangular lattice is not straightforward, and involves some delicate points. Some of them are:
• In the redundant set of variables (p 1 , p 2 , p 3 ), the constraint i p i = 0 does not allow for derivatives in a single variable: one should either perform linear combinations of derivatives where the sum of coefficients is zero (for example, (
or equivalently, perform derivation within a non-redundant choice of variables (for example,
• because of this fact, the Vohwinkel relations involve a larger number of terms, and thus it is more difficult to manipulate them in order to have a recursion relation. It will turn out that a larger strip is required for the first x-axis recursion.
• For G ℓ (x) at values of ℓ larger than 1, the choice of subtraction is now not anymore easily deduced by the Taylor expansion of the exponential and the requirement of periodicity. Now we also have the requirement of gauge-invariance under x → x + m(1, 1, 1), which forces the application of "hat" factors only to combinations of p i where the sum of coefficients is zero.
Coming back to the point, the free subtracted propagator
statisfies the Laplace equation
with the lattice operators
and we have
The triangular-lattice Laplacian relation still reads
while the Vohwinkel relation, still for (µ, ν) = (1, 2) or (1, 3), is
(remark the presence of the corrective contribution 1/(4 √ 3 π) due to regularization). At the aim of building the recursion, also in this case it turns out that, as the "support" of the relations is identical to the one of the triagular-lattice G(x) case, the independent lattice integrals still must be the ones located at the points x ∈ {(0, 0), (1, 0), (2, 1)}. The first two vanish because of the subtraction, while the last one is computed analytically, with the result
and thus, as it is again a rational times √ 3/π, still the function G 2 (x) at a generic point is in the set Q + √ 3 π
Q.
The two-propagator analogues of the quantities K 2n 1 are the integrals of the form
They still involve G 2 (x) only on the real axis, and thus are easily computed, the first values being 
We need also the lattice sums
At this aim we need the full strength of coordinate method: we evaluate the subtracted propagators G(x) and G 2 (x) on lattice points up to a given hexagon of side r (∼ 25), exactly in terms of rationals, in negligible computational time (O(r 2 )), from which we deduce the O(r 2 ) largest terms in the sums above, while the remaining contribution is estimated from the large-distance behaviour of the integrands. The numerical results are reported in equations (111).
B Details on two loop lattice integrals
By using the identity 2 [sin α + sin β + sin γ] = − α β γ,
valid when α + β + γ = 0, in the cases (α, β, γ) = (k 1 , k 2 , k 3 ) or (k i , r i , −k i − r i ), we easily get 
computed either using the first two lines or the last two lines of the previous block of identities.
