Abstract-An optimization framework is proposed that combines electromagnetic field simulations with an iterative -norm minimization procedure to synthesize optimally sparse antenna arrays. The proposed approach overcomes the limitation of design methodologies that assume idealized antenna elements employing equal (isolated or isotropic) element patterns, as these yield suboptimal solutions when the antenna mutual coupling effects cannot be ignored. The latter is demonstrated for arrays of relatively strongly coupled dipole radiators.
I. INTRODUCTION
A NTENNA arrays have the potential to meet the stringent requirements on the multibeam, multichannel, and beam reconfigurability in many future communication and sensor systems. However, a critical requirement is to minimize the number of array elements filling the antenna aperture in order to reduce the electronic beamforming cost, the power consumption, and overall design complexity.
Aperiodic arrays, as first introduced by Unz [1] , are potentially capable to address the above-mentioned requirements. To design such arrays, two approaches are commonly used: 1) the Sparse Array approach, where a minimum number of elements are optimally positioned according to a specified criterion [2] ; and 2) the Thinned Array approach, where the optimization starts from a densely filled regular array, after which some elements are removed to obtain an aperiodic array layout while meeting certain specifications [3] . Several ways of implementing these approaches have been proposed, which are based on stochastic, analytical, or deterministic methods. Stochastic methods, such as genetic algorithms, are used as global optimizers (GOs) in the array synthesis problems [4] . However, they typically cannot handle large arrays, but may be well suited to refine an initial solution [5] . Examples of analytical methods are the Matrix Pencil Method [6] orthogonalization method, and Almost Different Sets [3] . A popular deterministic approach is to position elements on a nonuniform grid whose density is proportional to a reference continuous aperture field distribution, such as the Taylor taper [7] , but this may result in a (too) large number of elements. In these methods, one commonly considers idealized elements (e.g., isolated or isotropic), which may be inadequate in some cases as they neglect important electromagnetic (EM) effects, such as the antenna mutual coupling (MC). The beam degradation due to MC effects can be quantified by means of a posteriori full-wave simulations, as in [8] , or corrected for through the multiplication of the steering vector by the antenna MC matrix to obtain the effective steering vector as in [9] ; the latter is an array signal processing (ASP) method for estimating the direction of arrival in the presence of known mutual coupling effects, but is limited to minimum scattering antennas [10] . However, to the authors' best knowledge, no optimization framework exists that combines EM field simulations with ASP techniques during the array synthesis phase to yield a sparse array solution of mutually coupled antenna elements without resorting to GO techniques [11] . In this letter, we propose to hybridize the recently introduced iterative -norm minimization procedure as the array sparsification algorithm [12] with full-wave method-of-moments (MoM) simulations.
The letter is organized as follows. In Section II, the convex optimization procedure for thinning the array is described along with the newly proposed full-wave antenna array optimization framework. The numerical results are described in Section III, where a small and large linear array of relatively strongly coupled dipole radiators is considered. It is shown that the solution is more optimal if one accounts for the MC effects as opposed to ignoring them.
II. METHODOLOGY
The minimization of the number of array elements is a nonconvex optimization problem, but may be reformulated as a tractable iterative convex optimization problem as described in [12] . The presently proposed optimization framework is based on the latter iterative approach, which will be summarized in Section II-A for completeness, albeit slightly revisited to introduce the MC-dependent vector element patterns, while Section II-B deals with the integration of a full-wave solver.
A. Optimally Sparse Arrays
Consider an array of elements placed at the arbitrary locations along with the corresponding set of embedded far-field vector element patterns , where the direction . Hence, the resulting array far-field function can be written as with (1) where is the complex excitation coefficient of the th element, and where is the wavenumber. 1 Note that includes the propagation phase delay with respect to , whose origin is on the element itself. Let the -dimensional excitation vector , where denotes the transpose, and let us expand into its far-field copolar and cross-polar components, then (1) can be rewritten in the compact form, , where is an -element column vector with . The problem of designing a maximally sparse array is finding with a minimum number of nonzero entries while fulfilling certain pattern constraints. That is, solve the problem with , subject to some pattern constraints. However, this nonconvex problem cannot be solved in closed form, and finding a solution using a combinatorial search method is intractable, even for moderate array sizes.
In [12] the problem is relaxed and solved in a semi-analytic manner by approximating the -norm minimization through an iterative weighted -norm minimization. For a focused beam pattern in the scanning direction with a prescribed sidelobe level (SLL) mask of the dominant polarization , the th iteration of the algorithm reads [12] subject to where the th element of the diagonal matrix is given as and is chosen to maximally enhance the sparsity of the solution ; that is, redundant element is effectively suppressed through magnifying its apparent contribution in the minimization process by an amount that is based on the previous solution . The parameter enables elements that are "turned off" to be engaged again later on during the iterative procedure. It is recommended to set slightly smaller than the expected active excitations for an optimal convergence rate and stability. This numerically efficient procedure typically requires only few iterations for the excitation vector to converge.
B. Inclusion of Mutual Coupling Effects
The newly proposed array synthesis method involves two subsequent steps (see Fig. 1 ). First, the pattern mask is defined, and the aperture is sampled finely enough to emulate a quasi-continuous element positioning (typical step size is ). Following [12] , a maximally sparse array configuration is synthesized in the absence of MC effects, but where we assume phase-shifted versions of an EM-simulated isolated element pattern (IEP). The -norm minimization is 1 In [12] , isolated (specifically isotropic) element patterns are considered, therefore ignoring MC. Due to the identical element patterns, the resulting far field can be expressed as the product of the isolated element pattern times the array factor . iterated until convergence, yielding the initial optimal element positions for the uncoupled case. Elements are deemed active or not based on a threshold level on the excitation magnitudes since, typically, inactive elements have normalized magnitudes in the order of 200 dB, the distinction is clear, and their removal from the actual array does not affect the total pattern. The antenna MC is introduced in the second iterative phase, where a full-wave analysis is performed, but only for the active elements of the initial array layout. The isolated element patterns of the active antenna elements are now replaced by their simulated embedded element patterns (EEPs). Furthermore, the patterns of the inactive element patterns are estimated, i.e., by assuming a phase-shifted version of their nearest simulated embedded pattern of an active element. 2 In this manner, all the elements are ensured to assume embedded element patterns for the next iteration. Next, the iterative -norm minimization algorithm is invoked, but now using the newly generated embedded element patterns for both active and inactive elements. If a different set of active elements has been identified, then another full-wave simulation is performed to update all the embedded element patterns as described above. This hybridized full-wave and -norm minimization algorithm keeps iterating until the states of the active and inactive elements remain the same. Typically, only few MoM-iterations are needed to reach convergence; for this purpose, the full-wave in-house developed CAESAR solver is used [13] .
III. NUMERICAL RESULTS
To examine the capabilities and performance figures of the herein proposed approach, two benchmark problems are considered, both employing relatively strongly coupled -aligned dipoles arranged along the -axis ( -plane), at above a PEC ground plane (cf. Fig. 4 ). The first relatively simple case study demonstrates how our method compares to small-sized arrays published in the literature, but now for arrays for which mutual coupling effects cannot be neglected. The second example considers a larger and more realistic array meeting the typically imposed SLL constraints used in space communication applications.
A. Dipole Antenna Array of size
We consider the problem of designing a broadside scanned array of aperture size while imposing a constant SLL mask of 20 dB. This is a frequently used benchmark example for which the main beam is confined in the ( ) region [12] . However, to compensate for the slightly higher element directivity with respect to the commonly employed isotropic radiator, the lower SLL of 22 dB has been chosen. Furthermore, since we consider a broadside scanned array of identical antenna elements, a symmetric array layout will be synthesized.
As discussed above, the algorithm begins by assuming isolated element patterns and minimizes the number of highly weighted array elements while satisfying the SLL constraints. Note that the initial solution is qualitatively equal to the common isotropic approximation. Accordingly, the initial array layout is simulated using a full-wave solver. The resulting array directivity patterns can be examined in Fig. 2 , where the SLL degradation is seen to exceed 7 dB in proximity of the main lobe due to MC effects. The MC-included EEPs are plotted in Fig. 3 , along with the isolated EEP for comparison. The array full-wave model is shown in Fig. 4 .
The algorithm proceeds to reoptimize the array layout for the updated set of EEPs. The evolution of the array layout for each MoM-iteration can be tracked in Table I , where the element positions of half of the (symmetric) array are listed. Fig. 5 depicts the corresponding directivity patterns for each iteration. The initial and final element positions and weight magnitudes are shown in Fig. 6 , where one can observe how the central and dense part of the array layout changes upon introducing MC effects. As can be concluded from Fig. 7(a) , the array layout converges in just three iterations, while reducing the number of active elements from 16 to 12, a compliant SLL is obtained, and the broadside directivity is barely compromised.
B. Dipole Antenna Array of size
In space applications, the earth is often spot-illuminated from a satellite using narrow beams with stringent SLL constraints over the earth's surface. For geosynchronous satellites, typical aperture diameters of about are required for beamwidths in the order of 1 . Consider a linear array of such size, with a realistic SLL mask, such as the one from the ESA tender [14] ; the main beam is confined within 0.325 from broadside, the SLL constraint is 27 dB from 0.795 to 16 ( earth subtending angle, as seen from the satellite) and 10 dB outside this region (see Fig. 8 ). As can be seen, the initial array layout consists of 48 radiators and exhibits an inner mask SLL degradation of over 3 dB once the actual EEPs are used. In the subsequent iterations, the MC-dependent EEPs are updated for each newly synthesized array; Fig. 9 shows the initial and final element positions for comparison. Fig. 7(b) shows that the number of elements reduces from 48 to 42 after just four iterations, while the SLL constraints are respected, at the cost of a modest reduction in the directivity at broadside.
IV. CONCLUSION
A methodology has been proposed to synthesize maximally sparse antenna arrays in the presence of mutual coupling effects. The method operates by iteratively adjusting the array layout and excitations such as to minimize the number of elements while accounting for realistic EM effects while satisfying constraints on the maximum SLL. The algorithm has been demonstrated for arrays of relatively strongly coupled dipole antennas, for which the total number of active elements reduces by 10%-20% from the initial (no coupling) to the last iteration (with coupling), while barely compromising its directivity. Despite the elements are strongly coupled, the method converges within a few iterations, thereby rendering the method computationally efficient. The penalty for not accounting for mutual coupling effects is manifested in the sidelobes exceeding the maximum allowable SLL.
The method is currently being used for the design of large planar arrays of complex antenna elements analyzed through the numerically efficient CBFM. Ongoing research focuses on the inclusion of different antenna element types, multibeam arrays, and handling discrete amplitude level controls.
