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11 MF-traces and a Lower Bound for the Topological Free
Entropy Dimension in Unital C*-algebras
Don Hadwin, Qihui Li, Weihua Li, and Junhao Shen
Abstract. We continue work on topological free entropy dimension δtop in
[20], [21], [17]. We introduce the notions of MF-trace, MF-ideal, and MF-
nuclearity and use these concepts to obtain upper and lower bounds for δtop,
and in many cases we obtain an exact formula for δtop. We also discuss semi-
continuity properties of δtop.
1. Introduction
This paper is a continuation of the work in [20], [21], [17] on D. Voiculescu’s
topological free entropy dimension δtop (x1, . . . , xn) for an n-tuple ~x = (x1, . . . , xn)
of elements in a unital C*-algebra. Our main results concern the new concept
of an MF -trace on an MF C*-algebra. We prove that the set of MF -traces is
nonempty, convex and weak∗-compact. We use MF -traces to obtain an impor-
tant lower bound for δtop (x1, . . . , xn). In particular if C
∗ (x1, . . . , xn) either has no
finite-dimensional representations or infinitely many inequivalent irreducible repre-
sentations, then δtop (x1, . . . , xn) ≥ 1. We also define the MF -ideal of an MF C*-
algebra A to be the set JMF (A) of all x ∈ A such that τ (x∗x) = 0 for every MF -
trace τ . We show that often δtop depends on A/JMF (A). Additionally, we define
the notion of an MF-nuclear C*-algebra and show that δtop (x1, . . . , xn) ≤ 1 when
C∗ (x1, . . . , xn) is MF-nuclear, greatly extending our previous result [17] showing
that δtop (x1, . . . , xn) ≤ 1 when C∗ (x1, . . . , xn) is nuclear. If C∗ (x1, . . . , xn) is
MF-nuclear and residually finite-dimensional (RFD), then
δtop (x1, . . . , xn) = 1−
1
dimA
.
We also introduce and study two important classes of MF algebras, and we prove
a semicontinuity result for δtop restricted to the second class of algebras.
The organization of the paper is as follows. In section 2 we recall Voiculescu’s
definition [44] of topological free entropy dimension and previous results from [20],
[21], [17]. In section 3 we introduce MF-traces and the MF-ideal. In section 4,
we introduce the notion of an MF-nuclear C*-algebra. In section 5 we prove a
general lower bound for δtop (x1, . . . , xn). Finally, in section 6, we introduce two
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classes of MF C*-algebras: the class S of those algebras for which every trace is
an MF-trace, and the class W of those C*-algebras whose MF-ideal is trivial. In
this section we also prove a semicontinuity result for δtop (x1, . . . , xn) inside S ∩W ,
and we provide examples that show that this semicontinuity generally fails without
severe restrictions.
2. Definitions and Preliminaries
In this section, we are going to recall Voiculescu’s definition of the topological
free entropy dimension of n-tuples of elements in a unital C*-algebra.
We often use tuples like (y1, . . . , yn) and use ~y to denote them. We use the
notation ~y and (y1, . . . , yn) interchangeably. So ~A denotes (A1, . . . , An).
2.1. Notation for the GNS Representation. Suppose τ is a tracial state
on a unital C*-algebra A. Then there is a Hilbert space H, a unit vector e ∈ H,
and a representation πτ : A → B (H) such that πτ (A) e is dense in H and, for
every a ∈ A,
τ (a) = (πτ (a) e, e) .
We define the faithful normal trace τˆ : πτ (A)
′′ → C by τˆ (T ) = (Te, e).
2.2. Covering Numbers and Box Dimension for a Metric Space. Sup-
pose (X, d) is a metric space and K is a subset of X. A family of balls in X is
called a covering of K if the union of these balls covers K and the centers of these
balls lie in K. If ω > 0, then the covering number νd (K,ω) is the smallest car-
dinality of a covering of K with ω-balls. Equivalently, an ω-net in K is a subset
E ⊆ K such that, for every x ∈ K there is an e ∈ E such that d (x, e) < ω. Then
νd (K,ω) is the minimum cardinality of an ω-net in K. The (upper) box dimension
(Minkowski dimension) of K is defined as
dimbox (K) = lim sup
ω→0+
log νd (K,ω)
− logω
.
Here is a list of useful results. For an elementary account of these ideas see [5].
Lemma 1. (1) If ‖·‖ is any norm on Rk, ω > 0 and B is the closed unit ball,
then
(
1
ω
)k
≤ ν‖·‖ (B,ω) ≤
(
3
ω
)k
.
(2) If E is a bounded subset of Rk with positive Lebesgue measure, then
dimbox (E) = k.
(3) If Uk denotes the group of k × k unitary complex matrices, and ω > 0,
then (
1
ω
)k2
≤ ν‖·‖ (Uk, ω) ≤
(
9πe
ω
)k2
.
2.3. Covering Numbers in (Mk(C))n. LetMk(C) be the k× k full matrix
algebra with entries in C, and τk be the normalized trace onMk(C), i.e., τk =
1
kTr,
where Tr is the usual trace on Mk(C). Let Uk denote the group of all unitary
matrices inMk(C). Let (Mk(C))
n
denote the direct sum of n copies ofMk(C). Let
Msak (C) be the subalgebra ofMk(C) consisting of all selfadjoint matrices ofMk(C).
Let (Msak (C))
n be the direct sum (or orthogonal sum) of n copies of Msak (C). Let
‖·‖ be an operator norm on Mk (C)
n
defined by
‖(A1, . . . , An)‖ = max {‖A1‖ , . . . , ‖An‖}
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for all (A1, . . . , An) inMk (C)
n
. Let ‖·‖Tr denote the usual trace norm induced by
Tr on Mk (C)
n
, i.e.,
‖(A1, . . . , An)‖Tr =
√
Tr(A∗1A1) + . . .+ Tr(A
∗
nAn)
for all (A1, . . . , An) in Mk (C)
n
. Let ‖·‖2 denote the trace norm induced by τk on
Mk (C)
n
, i.e.,
‖(A1, . . . , An)‖2 =
√
τk(A∗1A1) + . . .+ τk(A
∗
nAn)
for all (A1, . . . , An) in Mk (C)
n
.
For every ω > 0, we define the ω-‖·‖-ball Ball(B1, . . . , Bn;ω, ‖·‖) centered at
(B1, . . . , Bn) inMk (C)
n
to be the subset ofMk (C)
n
consisting of all (A1, . . . , An)
in Mk (C)
n
such that
‖(A1, . . . , An)− (B1, . . . , Bn)‖ < ω.
Definition 1. Suppose that
∑
is a subset of Mk (C)
n .We define ν∞(
∑
, ω) to be
the minimal number of ω-‖·‖-balls that cover
∑
in Mk (C)
n
.
For every ω > 0, we define the ω-‖·‖2-ball Ball (B1, . . . , Bn;ω, ‖·‖2) centered at
(B1, . . . , Bn) inMk (C)
n
to be the subset ofMk (C)
n
consisting of all (A1, . . . , An)
in Mk (C)
n such that
‖(A1, . . . , An)− (B1, . . . , Bn)‖2 < ω.
Definition 2. Suppose that
∑
is a subset of Mk (C)
n . We define ν2(
∑
, ω) to be
the minimal number of ω-‖·‖2-balls that cover
∑
in Mk (C)
n
.
There is a very deep result of S. Szarek [39] (see [5] for an account of this
result) concerning these covering numbers.
Proposition 1. [39] For each positive integer n there is a Cn > 0 such that, for
every k ∈ N, and every bounded set E ⊆Mk(C)n, and every ω > 0, we have(
1
Cn
)k2
≤
ν∞ (E,ω)
ν2 (E,ω)
≤ Ck
2
n .
2.4. Unitary Orbits of Balls in Mk(C)n. For every ω > 0, we define the
ω-orbit-‖·‖-ball U(B1, . . . , Bn;ω, ‖·‖) centered at (B1, . . . , Bn) inMk(C)n to be the
subset of Mk(C)
n consisting of all (A1, . . . , An) in Mk(C)
n such that there exists
some unitary matrix W in Uk satisfying
‖(A1, . . . , An)− (WB1W
∗, . . . ,WBnW
∗)‖ < ω.
Definition 3. Suppose that
∑
is a subset of Mk(C)n.We define o∞(
∑
, ω) to be
the minimal number of ω-orbit-‖·‖-balls that cover
∑
in Mk(C)
n.
For every ω > 0, we define the ω-orbit-‖·‖2-ball U(B1, . . . Bn;ω, ‖·‖2) cen-
tered at (B1, . . . , Bn) in Mk(C)n to be the subset of Mk(C)n consisting of all
(A1, . . . , An) in Mk(C)
n such that there exists some unitary matrix W in Uk sat-
isfying
‖(A1, . . . , An)− (WB1W
∗, . . . ,WBnW
∗)‖2 < ω.
Definition 4. Suppose that
∑
is a subset of Mk(C)n. We define o2(
∑
, ω) to be
the minimal number of ω-orbit-‖·‖2-balls that cover
∑
in Mk(C)n.
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2.5. Noncommutative Polynomials. Let C <X1, . . . , Xn > be the unital
noncommutative polynomials in the indeterminantsX1, . . . , Xn. Let {Pr}
∞
r=1 be the
collection of all noncommutative polynomials in C <X1, . . . , Xn > with rational-
complex coefficients, i.e., coefficients in Q+ iQ.
2.6. Moments and Voiculescu’s Microstates Space. Suppose M is a
von Neumann algebra with a faithful normal tracial state τ and x1, . . . , xn are
selfadjoint elements of M such that M = W ∗ (x1, . . . , xn). Suppose m (t1, . . . , tn)
is a monomial in free variables t1, . . . , tn. The m
th moment of ~x = (x1, . . . , xn) is
defined as
τ (m (x1, . . . , xn)) .
Suppose N is a von Neumann algebra with a faithful normal trace ρ and N is
generated by y1, . . . , yn. The following fact shows how the moments contain all the
information about the algebras.
Proposition 2. The tuples ~x and ~y have the same moments, i.e., for every mono-
mial m,
τ (m (x1, . . . , xn)) = ρ (m (y1, . . . , yn)) ,
if and only if there is a normal ∗-isomorphism π :M→N such that
(1) π (xj) = yj for 1 ≤ j ≤ n, and
(2) τ = ρ ◦ π.
If N is a positive integer and ε > 0, we say that (~x, τ) and (~y, ρ) are (N, ε)-close
if
|τ (m (x1, . . . , xn))− ρ (m (y1, . . . , yn))| < ε
for all monomials m with degree less than or equal to N .
If N and k are positive integers and ε > 0, we define
ΓR (x1, . . . , xn; k, ε,N)
to be the set of all selfadjoint tuples ~A = (A1, . . . , An) of k × k complex matrices
such that
∥∥∥ ~A∥∥∥ ≤ R and (~x, τ) and ( ~A, τk
)
are (N, ε)-close.
2.7. Voiculescu’s Free Entropy Dimension. If M is a von Neumann al-
gebra with a faithful normal trace τ and selfadjoint generators x1, . . . , xn, and
R ≥ ‖(x1, . . . , xn)‖, we define the free entropy dimension of ~x by
δ0 (~x) = lim sup
ω→0+
inf
N,ε
lim sup
k→∞
log ν∞ (ΓR (~x; k, ε,N))
−k2 logω
,
which turns out to be independent of R. It follows from Szarek’s result, Proposition
1, that the definition of δ0 remains unchanged if we replace ν∞ with ν2.
If we are dealing with more than one trace, we use the notation
δ0 (x1, . . . , xn; τ) .
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2.8. Voiculescu’s Norm-microstates Space. Suppose A is a unital C*-
algebra generated by selfadjoint elements x1, . . . , xn, and suppose {P1, P2, . . .} are
the polynomials in n free variables with rational-complex coefficients. We replace
the moments in the von Neumann algebra setting with norms of polynomials,
‖Pj (x1, . . . , xn)‖ .
It is easy to see that the analogue of Proposition 2 holds.
Proposition 3. Suppose A = C∗ (x1, . . . , xn) and B = C∗ (y1, . . . , yn). Then
‖Pj (~x)‖ = ‖Pj (~y)‖
for 1 ≤ j < ∞ if and only if there is a unital ∗-isomorphism π : A → B such that
π (xk) = yk for 1 ≤ k ≤ n.
We say that ~x and ~y are topologically (N, ε)-close if
|‖Pj (~x)‖ − ‖Pj (~y)‖| < ε
for 1 ≤ j ≤ N .
For all integers r, k ≥ 1, and ε > 0, and noncommutative polynomials P1, . . . , Pr,
we define
Γtop(x1, . . . , xn; k, ε, P1, . . . , Pr)
to be the subset of (Msak (C))
n consisting of all the
(A1, . . . , An) ∈ (M
sa
k (C))
n
that are topologically (r, ε)-close to ~x, i.e., satisfying
|‖Pj(A1, . . . , An)‖ − ‖Pj(x1, . . . , xn)‖| < ε, ∀1 ≤ j ≤ r.
2.9. Voiculescu’s Topological Free Entropy Dimension. Define
ν∞(Γ
top(x1, . . . , xn; k, ε, P1, . . . , Pr), ω)
to be the covering number of the set Γtop(x1, . . . , xn; k, ε, P1, . . . , Pr) by ω-‖·‖-balls
in the metric space (Msak (C))
n
equipped with operator norm.
Definition 5. The topological free entropy dimension of x1, . . . , xn is defined
by
δtop(x1, . . . , xn) =
lim sup
ω→0+
inf
ε>0,r∈N
lim sup
k→∞
log(ν∞(Γ
top(x1, . . . , xn; k, ε, P1, . . . , Pr), ω))
−k2 logω
.
For each positive integer N, define PN (t1, . . . , tn) to be the set of all p in
C <X1, . . . , Xn > of degree at most N and whose coefficients have modulus at
most N . If k ∈ N, and ε > 0, we define
Γtop (x1, . . . , xn;N, ε, k)
to be the set of all (A1, . . . , An) ∈ Mnk (C) such that
∣∣∣‖p (~x)‖ − ∥∥∥p( ~A)∥∥∥∣∣∣ < ε for
every ∗-polynomial p ∈ PN (t1, . . . , tn). It was shown in [20] that
δtop(x1, . . . , xn) =
lim sup
ω→0+
inf
ε>0,r∈N
lim sup
k→∞
log(ν∞(Γ
top(x1, . . . , xn;N, ε, k), ω))
−k2 logω
.
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It follows from a result of S. Szarek [39] (see [5] for an exposition) that the
above definitions of δtop remains unchanged if we replace ν∞ with ν2.
2.10. MF-algebras. We note that the definition of δtop(x1, . . . , xn) makes
sense if and only if, for every ε > 0 and every r, k0 ∈ N, there is a k ≥ k0
such that Γtop(x1, . . . , xn; k, ε, P1, . . . , Pr) 6= ∅. In [17] we proved that this is
equivalent to C*(x1, . . . , xn) being an MF C*-algebra in the sense of Blackadar
and Kirchberg [2]. A C*-algebra A is an MF-algebra if A can be embedded into∏
1≤k<∞
Mmk (C) /
∑
1≤k<∞
Mmk (C) for some increasing sequence {mk} of positive in-
tegers. In particular C∗ (x1, . . . , xn) is an MF -algebra if there is a sequence {mk}
of positive integers and sequences {A1k} , . . . , {Ank} with A1k, . . . , Ank ∈Mmk (C)
such that
lim
k→∞
‖p (A1k, . . . , Ank)‖ = ‖p (x1, . . . , xn)‖
for every ∗-polynomial p (t1, . . . , tn).
When the above holds for every ∗-polynomial p, we say that the sequence{
~Ak = (A1k, . . . , Ank)
}
converges to ~x = (x1, . . . , xn) in topological distribution,
and write
~Ak
t.d.
−→ ~x.
2.11. Noncommutative Continuous Functions. The algebra of noncom-
mutative continuous functions of n variables was introduced and studied in [15].
Basically, it is the metric completion of the algebra of ∗-polynomials with respect
to a family of seminorms. There is a functional calculus for these functions on any
n-tuple of elements in any unital C*-algebra. Here is a list of the basic properties
of these functions [15]:
(1) For each such function ϕ there is a sequence {pn} of noncommutative
∗-polynomials such that for every tuple (T1, . . . , Tn) we have
‖pn (T1, . . . , Tn)− ϕ (T1, . . . , Tn)‖ → 0,
and the convergence is uniform on bounded n-tuples.
(2) For any tuple (T1, . . . , Tn) , C
∗ (T1, . . . , Tn) is the set of all ϕ (T1, . . . , Tn)
with ϕ a noncommutative continuous function.
(3) For any n-tuple (A1, . . . , An) and any S ∈ C
∗ (A1, . . . , An) , there is a
noncommutative continuous function ϕ such that S = ϕ (A1, . . . , An) and
‖ϕ (T1, . . . , Tn)‖ ≤ ‖S‖ for all n-tuples (T1, . . . , Tn) .
(4) If T1, . . . , Tn are elements of a unital C*-algebra A and π : A → B is a
unital ∗-homomorphism, then
π (ϕ (T1, . . . , Tn)) = ϕ (π (T1) , . . . , π (Tn))
for every noncommutative continuous function ϕ.
It is clear that if ~Ak
t.d.
−→ ~x, then limk→∞ ‖ϕ (A1k, . . . , Ank)‖ = ‖ϕ (x1, . . . , xn)‖
for every noncommutative continuous function ϕ.
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2.12. Change of Variables. The following change of variable theorem was
proved in [20].
Theorem 1. Suppose x1, . . . , xn, y1, . . . , ym are elements of a unital C*-algebra
A and there are noncommutative continuous functions ϕ1, . . . , ϕm in n variables.
Suppose also that
(1) yj = ϕj (x1, . . . , xn) for 1 ≤ j ≤ m,
(2)
∥∥∥(ϕ1 (~a) , . . . , ϕm (~a))− (ϕ1(~b), . . . , ϕm(~b))
∥∥∥ ≤ M ∥∥∥~a−~b∥∥∥ for some fixed
M > 0 and all operator n-tuples ~a,~b with norm less than 1+‖(x1, . . . , xn)‖ .
(3) x1, . . . , xn ∈ C∗ (y1, . . . , ym) .
Then
δtop (x1, . . . , xn) ≥ δtop (y1, . . . , ym) .
2.13. δ
1/2
top. In this section we discuss D. Voiculescu’s notion of semi-microstates
Γtop1/2 (x1, . . . , xn; p1, . . . , pr, ε, k) and the corresponding invariant δ
1/2
top (x1, . . . , xn).
It turns out that the domain of definition of δ
1/2
top (x1, . . . , xn) is much larger than
that of δtop (x1, . . . , xn) , but that when C
∗ (x1, . . . , xn) is an MF-algebra, they are
equal.
Definition 6. Γtop1/2(x1, . . . , xn; k, ε, P1, . . . , Pr) is the set of all (a1, . . . , an) ∈ M
n
k (C)
such that
‖Pj (~a)‖ ≤ ‖Pj (~x)‖+ ε
for 1 ≤ j ≤ r. Similarly, we define Γtop1/2 (x1, . . . , xn;N, ε, k) for a positive integer
N .
We define δ
1/2
top (x1, . . . , xn) to be
lim sup
ω→0+
inf
r∈N,ε>0
lim sup
k→∞
log
(
ν∞
(
Γtop1/2(x1, . . . , xn; k, ε, P1, . . . , Pr), ω
))
−k2 logω
.
The following result was pointed out by Voiculescu [44].
Theorem 2. δ
1/2
top (x1, . . . , xn) = δtop (x1, . . . , xn) whenever δtop (x1, . . . , xn) is de-
fined.
The following result from [21] simplifies some the lower bound estimates in
[20].
Corollary 1.
δ
1/2
top (x1, . . . , xn) ≥ sup
{
δ
1/2
top (π (x1) , . . . , π (xn)) : π ∈ Rep (C
∗ (x1, . . . , xn))
}
.
3. MF-traces
3.1. Basic Properties.
Definition 7. Suppose A = C∗ (x1, . . . , xn) is an MF C*-algebra. A tracial state τ
on A is an MF -trace if there is a sequence {mk} of positive integers and sequences
{A1k} , . . . , {Ank} with A1k, . . . , Ank ∈ Mmk (C) such that, for every ∗-polynomial
p,
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(1) limk→∞ ‖p (A1k, . . . , Ank)‖ = ‖p (x1, . . . , xn)‖, and
(2) limk→∞ τmk (p (A1k, . . . , Ank)) = τ (p (x1, . . . , xn)).
Recall that if (1) above holds for every ∗-polynomial p, we say that the sequence{
~Ak = (A1k, . . . , Ank)
}
converges to ~x = (x1, . . . , xn) in topological distribution,
and write
~Ak
t.d.
−→ ~x,
and when (2) above holds, we say that
{(
~Ak, τmk
)}
converges to (~x, τ) in distri-
bution, and write (
~Ak, τmk
)
dist
−→ (~x, τ) .
We let T S (A) denote the set of all tracial states on A and TMF (A) denote the set
of all MF-traces on A.
Remark 1. It is easily seen that if ~Ak
t.d.
−→ ~x, then, for every noncommutative
continuous function ϕ (t1, . . . , tn) , we have
lim
k→∞
‖ϕ (A1k, . . . , Ank)‖ = ‖ϕ (x1, . . . , xn)‖ .
Indeed, if ε > 0, then, by [15], there is a polynomial p such that∥∥∥p( ~A)− ϕ( ~A)∥∥∥ < ε/3
for every ~A with
∥∥∥ ~A∥∥∥ ≤ supk∈N
∥∥∥ ~Ak
∥∥∥. It follows that
∣∣∣∥∥∥ϕ( ~Ak
)∥∥∥− ‖ϕ (~x)‖∣∣∣ ≤
∣∣∣∥∥∥ϕ( ~Ak
)∥∥∥− ∥∥∥p( ~Ak
)∥∥∥∣∣∣+ ∣∣∣∥∥∥p( ~Ak
)∥∥∥− ‖p (~x)‖∣∣∣ + |‖p (~x)‖ − ‖ϕ (~x)‖| <
2ε/3 +
∣∣∣∥∥∥p( ~Ak
)∥∥∥− ‖p (~x)‖∣∣∣ ,
which is clearly less than ε when k is sufficiently large.
The following lemma is obvious.
Lemma 2. Suppose A = C∗ (x1, . . . , xn) is a unital MF -algebra and τ is a tracial
state on A. Then τ ∈ TMF (A) if and only if, for every ε > 0 and every finite set F
of ∗-polynomials, there is a positive integer k and A1, . . . , An ∈ Mk (C) such that,
for every p ∈ F ,
(1) |‖p (A1, . . . , An)‖ − ‖p (x1, . . . , xn)‖| < ε, and
(2) |τk (p (A1, . . . , An))− τ (p (x1, . . . , xn))| < ε.
We say a tracial state τ on a unital C*-algebra A is finite-dimensional if
there is a finite-dimensional C*-algebra B with a tracial state ρ and a unital ∗-
homomorphism π : A → B such that τ = ρ ◦ π. Then there are positive in-
tegers s1, . . . , sw, nonnegative numbers t1, . . . , tw with
w∑
j=1
tj = 1, and unital ∗-
homomorphisms πj : A →Msj (C) , for 1 ≤ j ≤ w, such that, for every a ∈ A
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have
τ (a) =
w∑
j=1
tjτsj (πj (a)) .
Proposition 4. Suppose A = C∗ (x1, . . . , xn) is an MF -algebra. Then
(1) TMF (A) is a nonempty weak*-compact convex set.
(2) Every finite-dimensional tracial state on A is in TMF (A).
(3) If π is a unital ∗-homomorphism on A and π (A) is an MF -algebra, then
{ϕ ◦ π : ϕ ∈ TMF (π (A))} ⊆ TMF (A) .
(4) A tracial state ψ on A is in TMF (A) if and only if there is a free ultrafilter
α on N, and a unital ∗-homomorphism π : A →
α∏
Mk (C) such that
ψ = τα ◦ π, where
τα ({Ak}α) = limk→α
τk (Ak) .
(5) If B is a unital C*-subalgebra of A and ϕ ∈ TMF (A) , then ϕ|B ∈ TMF (B).
(6) If B = C∗ (y1, . . . , ym) is MF, ν is a C*-tensor norm such that A ⊗ν B
is MF, and one of A and B is exact, α ∈ TMF (A) , β ∈ TMF (B), then
α⊗ β ∈ TMF (A⊗ν B).
Proof. (1). It follows from the preceding lemma that TMF (A) is weak*-
closed. For convexity it suffices to show that (τ + ρ) /2 ∈ TMF (A) whenever τ, ρ ∈
TMF (A). Choose sequences {mk} and {sk} of positive integers and ~Ak ∈Mnmk (C)
and ~Bk ∈ Mnsk (C) such that
~Ak
t.d.
−→ ~x and ~Bk
t.d.
−→ ~x and such that, for every
∗-polynomial p, we have
lim
k→∞
τmk
(
p
(
~Ak
))
= τ (p (~x)) and lim
k→∞
τsk
(
p
(
~Bk
))
= ρ (p (~x)) .
For each k ∈ N, let ~Tk = ~A
(sk)
k ⊕
~B
(mk)
k ∈ M
n
2skmk
(C), where D(t) denotes a
direct sum of t copies of the operator D. It follows that ~Tk
t.d.
−→ ~x and, for every ∗
-polynomial p, we have
lim
k→∞
τ2mksk
(
p
(
~Tk
))
= lim
k→∞
Tr
(
p
(
~A
(sk)
k ⊕
~B
(mk)
k
))
2mksk
= lim
k→∞
skmkτmk
(
p
(
~Ak
))
+mkskτsk
(
p
(
~Bk
))
2mksk
= (τ (~x) + ρ (~x)) /2.
Hence TMF (A) is convex.
(2) . Suppose τ is a finite-dimensional trace on A. Then there are positive
integers s1, . . . , sw, nonnegative numbers t1, . . . , tw with
w∑
j=1
tj = 1, and unital ∗-
homomorphisms πj : A →Msj (C) , for 1 ≤ j ≤ w, such that, for every a ∈ A, we
have
τ (a) =
w∑
j=1
tjτsj (πj (a)) .
10 DON HADWIN, QIHUI LI, WEIHUA LI, AND JUNHAO SHEN
Since TMF (A) is weak*-compact, it is sufficient to consider the case where each
tj is a rational number, i.e., tj=´
uj
vj
with uj , vj ∈ N. Thus there is a positive
integer N and a representation π : A → MN (C) such that, for every a ∈ A,
τ (a) = τN (π (a)). Since A is MF , there is a sequence {mk} of positive integers
and sequences {A1k} , . . . , {Ank} with A1k, . . . , Ank ∈Mmk (C) such that, for every
∗-polynomial p,
lim
k→∞
‖p (A1k, . . . , Ank)‖ = ‖p (x1, . . . , xn)‖ .
For each k ∈ N, and each j, 1 ≤ j ≤ n, define
Bjk = Ajk ⊕ π (xj)
kmk ∈Msk (C) ,
where sk = mk (1 + kN). It is clear that ~Bk = (B1k, . . . , Bnk)
t.d.
−→ ~x and that
limk→∞ τsk
(
p
(
~Bk
))
= τ (p (~x)) for every ∗-polynomial p. Hence τ ∈ TMF (A).
(3). Suppose ϕ ∈ TMF (π (A)) and choose a sequence ~Bk ∈ Mnmk (C) such
that ~Bk
t.d.
−→ (π (x1) , . . . , π (xn)) = π (~x) and such that
(
~Bk, ϕ
)
dist
−→ (π (~x) , ϕ) .
Since A is MF, there is a sequence ~Ak ∈ Mnsk (C) such that
~Ak
t.d.
−→ ~x. If we let
~Ck = ~Ak⊕
(
~Bk
)(ksk)
, it is clear that ~Ck
t.d.
−→ ~x and
(
~Ck, τ(kmk+1)sk
)
dist
−→ (~x, ϕ ◦ π).
(4). This is an immediate consequence of statement (3) and Lemma 2.
(5). This follows from (4).
(6). We know from [22, Proposition 3.2] that A⊗min B is MF. Also there is a
natural surjective ∗-homomorphism π : A ⊗ν B → A ⊗min B. Since α ⊗ β factors
through π, it follows from part (3) of this proposition that we need only show that
α⊗ β ∈ TMF (A⊗min B). However, the proof of [22, Proposition 3.2] easily yields
this fact. 
3.2. The MF Ideal. We know [17] that if A = K
(
ℓ2
)
+ C1, then
δtop (x1, . . . , xn) = 0
for any generating set {x1, . . . , xn}. This is because any trace on A must vanish
on K
(
ℓ2
)
. We want to investigate this phenomenon further. Suppose A is an
MF -algebra. We define the MF-ideal of A as
JMF = JMF (A) = {a ∈ A : ∀τ ∈ TMF (A) , τ (a
∗a) = 0} .
It is easy to describe the elements of JMF (A) in terms of noncommutative
continuous functions. Recall from [15] that
C∗ (x1, . . . , xn) = {ϕ (x1, . . . , xn) : ϕ is a noncommutative continuous function} .
Lemma 3. Suppose A = C∗ (x1, . . . , xn) and ϕ is a noncommutative continuous
function of n variables. The following are equivalent:
(1) ϕ (x1, . . . , xn) ∈ JMF (A) .
(2) Whenever ~Ak ∈Mnmk (C) and
~Ak
t.d.
−→ ~x, we have
lim
k→∞
∥∥∥ϕ( ~Ak
)∥∥∥
2
= lim
k→∞
[
τmk
(
ϕ
(
~Ak
)∗
ϕ
(
~Ak
))]1/2
= 0.
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(3) For every ω > 0, there is an ε0 > 0, N0, k0 ∈ N, such that, for every
0 < ε < ε0, k ≥ k0, and N ≥ N0, and for every ~A ∈ Γtop (~x;N, ε, k), we
have ∥∥∥ϕ( ~A)∥∥∥
2
< ω.
Proof. The equivalence of statements (2) and (3) is obvious, as is the equiv-
alence of statements (1) and (2). 
Since, with respect to the ‖·‖2-norm in the topological Γ-sets, the elements
corresponding to the elements of JMF (A) converge to 0, it might seem that δtop
may only depend on A/JMF (A). However, one possible complication is that
A/JMF (A) might not be an MF -algebra. Here are two sample positive results.
For the next theorem we need to set up some notation. Suppose k is a (large)
positive integer and d1 ≤ · · · ≤ ds are positive integers. Suppose m1, . . . ,ms are
nonnegative integers such that
s∑
t=1
dtmt ≤ k.
We define a (not necessarily unital) ∗-homomorphism
ρ :Md1 (C)⊕ · · · ⊕Mds (C)→Mk (C)
by
ρ (A1 ⊕ · · · ⊕As) = A
(m1)
1 ⊕ · · · ⊕A
(ms)
s ⊕ 0,
where A
(m1)
1 ⊕· · ·⊕A
(ms)
s ⊕0 is the block diagonal k×k matrix whose blocks arem1
copies of A1, followed by m2 copies of A2, . . . , followed by ms copies of As with the
remaining block (if any) consisting of a zero matrix. We call such a representation ρ
a canonical representation ofMd1 (C)⊕· · ·⊕Mds (C) inMk (C) . Note that the
canonical representation ρ is completely determined by the choice of m1, . . . ,ms,
and so the number of canonical representations is no more than ks. In [21] it was
shown that if dimC∗ (x1, . . . , xn) = d <∞, then δtop (x1, . . . , xn) = 1−
1
d .
Theorem 3. Suppose A = C∗ (x1, . . . , xn) is an MF -algebra and A/JMF (A) has
dimension d <∞. Then
δtop (x1, . . . , xn) = 1−
1
d
.
Proof. It follows from the change of variables theorem that we can assume
that ‖x1‖ , . . . , ‖xn‖ ≤ 1 and we can add 1 to the generating set, so we can assume
that x1 = 1. Since A/JMF (A) is finite-dimensional, there is a surjective unital
∗-homomorphism π : A → Md1 (C) ⊕ · · · ⊕ Mds (C) with kerπ = JMF (A). It
follows from Corollary 1 and [21] that
δtop (x1, . . . , xn) ≥ δtop (π (x1) , . . . , π (xn)) = 1−
1
d
.
Suppose ω > 0.
Claim: There is an ε0 > 0 and k0, N0 ∈ N such that, for every 0 < ε < ε0,
every N ≥ N0, every k ≥ k0, and every ~A ∈ Γ
top(x1, . . . , xn; k, ε, P1, . . . , PN ) there
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is a canonical representation ρ :Md1 (C)⊕ · · · ⊕Mds (C)→Mk (C) and a unitary
matrix U ∈ Mk (C) such that
n∑
r=1
‖Ar − Uρ (π (xr))U
∗‖2 < ω/4,
and
1− τk (ρ (1)) < ω/4.
Proof of Claim: Assume the claim is false. Then, for every positive in-
teger m, there is a positive integer km ≥ m and an ~Am = (Am1, . . . , Amn) ∈
Γtop
(
x1, . . . , xn;m,
1
m , km
)
such that, for every canonical representation
ρ :Md1 (C)⊕ · · · ⊕Mds (C)→Mkm (C)
and every unitary matrix U ∈ Mkm (C),
n∑
r=1
‖Amr − Uρ (π (xr))U
∗‖2 ≥ ω/4.
Note that any subsequence of
{
~Am
}
has the same properties, so we can assume
that there is a τ ∈ TMF (A) such that(
~Am, τkm
)
dist
−→ (~x, τ) .
We know from the definition of
{
~Am
}
that
~Am
t.d.
−→ ~x.
We now let α be a free ultrafilter on N, and we let (N , σ) be the tracial ultraproduct
α∏
(Mkm (C) , τkm) . Let yj = {Amj}α ∈ N for 1 ≤ j ≤ n. It follows that, for every
noncommutative polynomial p,
‖p (~y)‖ ≤ lim
m→α
∥∥∥p( ~Am
)∥∥∥ = ‖p (~x)‖ .
Hence π0 : A → N defined by π0 (p (~x)) = p (~y) is a unital ∗-homomorphism.
Moreover, τ = σ ◦ π0, and since σ is faithful on N , we have
kerπ = JMF (A) ⊆ kerπ0.
Hence there is a unital ∗-homomorphism π1 :Md1 (C)⊕ · · · ⊕Mds (C)→ N such
that
π0 = π1 ◦ π.
Since σ ◦ π1 is a tracial state on Md1 (C)⊕ · · · ⊕Mds (C), there are t1, . . . , ts ≥ 0
with
s∑
j=1
tj = 1, such that
σ ◦ π1 (T1 ⊕ · · · ⊕ Ts) =
s∑
j=1
tjτdj (Tj) .
For each ε > 0 we can find positive rational numbers of the form z1(ε)d(ε) , . . . ,
zs(ε)
d(ε)
such that
s∑
r=1
∣∣∣∣tr − zr (ε)d (ε)
∣∣∣∣ < ε,
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and
s∑
r=1
zr (ε)
d (ε)
= 1.
For each positive integerm, let uεrm be the largest integer not greater than km/drd (ε)
and note that
lim
m→∞
uεrm
km
=
1
drd (ε)
.
We define a canonical representation
ρεm :Md1 (C)⊕ · · · ⊕Mds (C)→Mkm (C)
by
ρεm (T ) = T
(z1(ε)uε1m)
1 ⊕ · · · ⊕ T
(zs(ε)uεsm)
s ⊕ 0.
Define a representation ρε :Md1 (C)⊕ · · · ⊕Mds (C)→ N by
ρε (T ) = {ρεm (T )}α .
It is clear that
(σ ◦ ρε) (T ) = lim
m→α
1
km
s∑
r=1
zr (ε)uεrmdrτdr (Tr) =
s∑
r=1
zr (ε)
d (ε)
τdr (Tr) .
It is clear that, as ε→ 0+, we have
((ρε (π (x1)) , . . . , ρε (π (xn))) , σ)→ ((y1, . . . , yn) , σ) .
It follows from [14] that there is an ε > 0 and a unitary element U ∈ N such that
n∑
j=1
n∑
r=1
‖yr − Uρε (π (xr))U
∗‖2 < ω/4.
We can write U = {Um}α, where each Um is a unitary matrix in Mkm (C). We
then have
ω/4 >
n∑
j=1
n∑
r=1
‖yr − Uρε (π (xr))U
∗‖2 = limm→∞
n∑
j=1
n∑
r=1
‖Amr − Umρmε (π (xr))U
∗
m‖2 ,
which implies there is an m such that
n∑
j=1
n∑
r=1
‖Amr − Umρmε (π (xr))U
∗
m‖2 < ω/4.
This contradiction implies that the claim is true.
Now suppose 0 < ε < ε0, k ≥ k0, and N ≥ N0. Let Sk denote the set
of canonical representations ρ of Md1 (C) ⊕ · · · ⊕ Mds (C) in Mk (C) with 1 −
τk (ρ (1)) < ω/4. As mentioned in the sentence before this theorem, the cardinality
of Sk is at most ks. Suppose ρ ∈ Sk. Let rρ = rank (1− ρ (1)). We have
rρ = k (τk (1− ρ (1))) < kω/4.
We know that the commutant C of the range of ρ is unitarily equivalent to the
algebra Mm1 (C)
(d1) ⊕ · · · ⊕Mms (C)
ds ⊕Mrρ (C) . It follows from a result of S.
Szarek [39] (see [5] for an equally useful, but more elementary result) that there is
a constant C (independent of k) and a set Wρ of unitary matrices with
Card (Wρ) ≤
(
C
ω
)k2−(m21+···+m2s+r2ρ)
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such that, for every unitary matrix U there is a W ∈ Wρ and a unitary V in C′
such that ‖U −WV ‖ < ω/4. This inequality implies
‖Uρ (yi)U
∗ −Wρ (yi)W
∗‖2 = ‖Uρ (yi)U
∗ −WV ρ (yi)V
∗W ∗‖2 < 2 (ω/4) .
Hence, for every ~A ∈ Γtop(x1, . . . , xn; k, ε, P1, . . . , PN ) there is a ρ ∈ Sk and a
W ∈ Wρ such that ∥∥∥ ~A−Wρ (~y)W ∗∥∥∥
2
< ω.
Hence
ν2
(
Γtop(x1, . . . , xn; k, ε, P1, . . . , PN ), ω
)
≤ ks
(
C
ω
)k2−(m21+···+m2s+r2ρ)
,
which implies
log ν2 (Γ
top(x1, . . . , xn; k, ε, P1, . . . , PN ), ω)
k2
≤
s
log k
k2
+

1−
s∑
j=1
(mj
k
)2 [logC − logω] .
Since
s∑
j=1
mj
k dj = τk (ρ (1)) ≥ 1−ω/4, it follows from the Cauchy-Schwartz inequal-
ity that
s∑
j=1
(mj
k
)2
≥
s∑
j=1
mj
k dj
s∑
j=1
d2j
≥
(1− ω/4)2
d
.
It clearly follows from the definition of δtop that
δtop (x1, . . . , xn) ≤ 1−
1
d
.

A C*-algebra A is residually finite dimensional (RFD) if the finite-dimensional
representations of A separate the points of A. Every RFD algebra is MF . Com-
bining the preceding result with Corollary 1, we obtain the following theorem. For
the details of the simple proof see the proof in the next section of a much stronger
result (Corollary 4).
Theorem 4. Suppose A is a nuclear MF C*-algebra and A/JMF (A) is an RFD
algebra. Then, for any generators x1, . . . , xn of A , we have
δtop (x1, . . . , xn) = 1− 1/ dim (A/JMF (A)) .
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4. MF-nuclear Algebras
Recall that a C*-algebra is nuclear if π (A)′′ is hyperfinite for every repre-
sentation π : A → B (M) for some Hilbert space M . We will say that A =
C∗ (x1, . . . , xn) isMF-nuclear if πτ (A)
′′ is hyperfinite for every τ ∈ TMF (A). Since
every MF-trace can be factored through A/JMF (A), it follows that if A/JMF (A)
is nuclear, then A is MF-nuclear.
The following Theorem contains some properties of MF-nuclearity.
Theorem 5. Suppose A and B are C*-algebras. The following are true.
(1) If A is MF-nuclear, B is MF and π : A → B is a surjective ∗-homomorphism,
then B is MF-nuclear.
(2) A⊕ B is MF-nuclear if and only if A and B are both MF-nuclear.
(3) For each n ∈ N, A is MF-nuclear if and only if Mn (A) = Mn (C) ⊗ A
is MF-nuclear.
(4) If A and B are MF-nuclear and A⊗γ B is MF for some C*-crossnorm γ,
then A⊗γ B is MF-nuclear.
(5) If A and B are MF-nuclear and either A or B is exact, then A⊗min B is
MF-nuclear.
(6) A direct limit of MF-nuclear C*-algebras is MF-nuclear.
Proof. Statement (1) follows from part (4) of Proposition 4 and statements
(2) and (3) are obvious.
(4). Suppose ϕ is an MF-trace for A ⊗γ B. Then the restriction ϕ|A ⊗ I ∈
TMF (A⊗ I) and ϕ|I ⊗ B ∈ TMF (I ⊗ B). Let (π,H, e) be the GNS representation
for ϕ. Then ϕˆ : π (A⊗γ B)
′′ → C defined by ϕˆ (T ) = (Te, e) is a faithful trace.
Since
(
π|A ⊗ I, [π (A⊗ I) e]− , e
)
is the GNS construction for ϕ|A ⊗ I, and since
A⊗ I is MF-nuclear, π (A⊗ I)′′ | [π (A⊗ I) e]− is a hyperfinite von Neumann alge-
bra. Since ϕˆ is faithful, it follows that the map T 7→ T | [π (A⊗ I) e]− is a normal iso-
morphism on π (A⊗ I)′′; whence, π (A⊗ I)′′ is hyperfinite. Similarly, π (I ⊗ B)′′ is
hyperfinite. However, each of the algebras π (A⊗ I)′′ and π (I ⊗ B)′′ are contained
in the commutant of the other. Thus π (A⊗β B)
′′ =
[
π (A⊗ I)′′ ∪ π (I ⊗ B)′′
]′′
is
hyperfinite, since the C*-algebra generated by two commuting finite-dimensional
(or nuclear) C*-algebras is a homomorphic image of their tensor products. Hence
A⊗γ B is MF-nuclear.
(5). This follows from (4) and the fact [22, Proposition 3.1] that the minimal
tensor product of two MF-algebras is MF if one of them is exact.
(6). Suppose {An}n∈N is an increasing sequence of MF-algebras and A =
[∪n∈NAn]
−. We know from [2] that A is MF. Suppose ϕ ∈ TMF (A) with GNS con-
struction (π,H, e). It follows from part (5) of Proposition 4 that ϕ|An ∈ TMF (An)
for each n ∈ N. Arguing as in the proof of part (4), we see that π (An)
′′
is hyperfi-
nite for each n ∈ N. Thus π (A)′′ =
[
∪n∈Nπ (An)
′′]−WOT is hyperfinite. Hence A
is MF-nuclear. 
The importance of hyperfiniteness is due to the fact that, in the presence of
hyperfiniteness, δ0 can be computed using covering numbers of unitary orbits. If
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~A = (A1, . . . , An) ∈Mnk (C) , we define the unitary orbit of
~A by
U
(
~A
)
= {(UA1U,UA2U
∗, . . . , UAnU
∗) : U ∈ Uk} .
The following result is from [5].
Theorem 6. [5] If W ∗ (x1, . . . , xn) is hyperfinite with trace τ, and if there are
sequences {ks} in N and ~As inMnks (C) such that
(
~As, τks
)
dist
−→ (~x, τ) and
{∥∥∥ ~As
∥∥∥}
is bounded, then
δ0 (~x; τ) = lim sup
ω→0+
lim sup
s→∞
log ν∞
(
U
(
~As
)
, ω
)
−k2s logω
.
Theorem 7. If A = C∗ (x1, . . . , xn) is MF, τ ∈ TMF (A), and πτ (A)
′′
is hyperfi-
nite, then
δtop(x1, . . . , xn) ≥ δ0 (x1, . . . , xn; τ) .
Proof. Choose sequences {ks} in N and ~As inMnks (C)such that
(
~As, τks
)
dist
−→
(~x, τ) and ~As
t.d.
−→ ~x. Then, for ε > 0, N ∈ N, there is an s0 ∈ N such that, for all
s ≥ s0,
~As ∈ Γ
top (~x;N, ε, ks) .
Hence, for every s ≥ s0,
U
(
~As
)
⊆ Γtop (~x;N, ε, ks) .
It now follows from Theorem 6 and the definition of δtop(x1, . . . , xn) that
δtop(x1, . . . , xn) ≥ δ0 (x1, . . . , xn; τ) .

Corollary 2. If A = C∗ (x1, . . . , xn) is MF-nuclear, then
δtop(x1, . . . , xn) ≥ sup
τ∈TMF (A)
δ0 (x1, . . . , xn; τ) .
In [17] it was proved that if A = C∗ (x1, . . . , xn) is MF and nuclear, then
δtop(x1, . . . , xn) ≤ 1. We can actually prove this remains true when A is MF-
nuclear.
Theorem 8. If A = C∗ (x1, . . . , xn) is MF-nuclear, then δtop(x1, . . . , xn) ≤ 1.
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Proof. It follows from the change of variables theorem that we can assume
that ‖xj‖ < 1 for 1 ≤ j ≤ n. Suppose k, d ∈ N and d ≤ k. We can canonically (non-
unitally) embed Md (C) into Mk (C) with a block-diagonal map σd,k :Md (C)→
Mk (C) so that
σd,k (A) =


A
A
. . .
A
0


.
where the size of the 0 matrix is smaller than d×d. If d > k, we define σd,k (A) = 0
for every A.
Suppose ~A = (A1, . . . , An) ∈Mk (C)
n
. Suppose ω > 0. We define ∆
(
~A, k, ω
)
to be the smallest d ∈ N for which there exist a unitary U ∈Mk (C) such that, for
some contractions B1, . . . , Bn ∈ U∗σd,k (Md (C))U , we have
n∑
j=1
‖Aj −Bj‖2 < ω.
Claim: There is an ε0 > 0, k0, N0, D ∈ N such that for every 0 < ε < ε0,
and every k ≥ k0 and N ≥ N0 and every ~A ∈ Γtop (x1, . . . , xn;N, ε, k) , we have
∆
(
~A, k, ω
)
≤ D.
Proof of Claim: Assume via contradiction that the claim is false. Then
for each positive integer m there is a km ≥ m and ~Am = (Am1, . . . , Amn) ∈
Γtop
(
x1, . . . , xn;m,
1
m , km
)
such that ∆
(
~Am, km, ω
)
≥ m. Note that any sub-
sequence of
{
~Am
}
has the same properties, so we can assume that there is a
τ ∈ TMF (A) such that (
~Am, τkm
)
dist
−→ (~x, τ) .
We know from the definition of
{
~Am
}
that
~Am
t.d.
−→ ~x.
We now let α be a free ultrafilter on N, and we let (N , ρ) be the tracial ultraproduct
α∏
(Mkm (C) , τkm) . Let yj = {Amj}α ∈ N for 1 ≤ j ≤ n. It follows that, for every
noncommutative polynomial p,
‖p (~y)‖ ≤ lim
m→α
∥∥∥p( ~Am
)∥∥∥ = ‖p (~x)‖ .
Hence π : A → N defined by π (p (~x)) = p (~y) is a unital ∗-homomorphism. More-
over, we have
‖π (p (~x))‖22 = ‖p (~y)‖
2
2 = limm→α
∥∥∥p( ~Am
)∥∥∥2
2
= τ
(
p (~x)
∗
p (~x)
)
.
This gives a trace-preserving isomorphism between π (A)′′ ⊆ N and πτ (A)
′′ (where
πτ is the GNS representation for τ). Since A is MF-nuclear, πτ (A)
′′
is hyperfinite.
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By [36] (see also [16]) N is a II1 factor; thus, by [29], there is a d ∈ N and a unital
∗-homomorphism η :Md (C)→ N and w1, . . . , wn ∈Md (C) such that
‖wj‖ ≤ ‖yj‖ ≤ ‖xj‖ < 1 for 1 ≤ j ≤ n, and
n∑
j=1
‖yj − η (wj)‖2 < ω.
SinceMd (C) has a unique tracial state, we know τd = ρ◦η, so (η (~w) , ρ)
dist
= (~w, τd) .
We can write η (wj) = {Wmj}α ∈ N with each ‖Wmj‖ ≤ ‖wj‖ ≤ 1. We then have
n∑
j=1
‖yj − η (wj)‖2 = limm→α
n∑
j=1
‖Amj −Wmj‖2 < ω.
We know that (
~Wm, τkm
)
dist
−→ (η (~w) , ρ)
dist
= (~w, τd) .
But we also know
((σd,km (w1) , . . . , σd,km (wn)) , τkm)
dist
−→ (~w, τd)
dist
= (η (~w) , ρ) .
It follows from [14] that, for each m, there is a unitary Um ∈ Ukm such that
lim
m→α
n∑
j=1
∥∥Wmj − U∗mσd,km (wj)Um∥∥2 = 0.
Hence
lim
m→α
n∑
j=1
∥∥Amj − U∗mσd,km (wj)Um∥∥2 < ω,
which implies, eventually along α, that
m ≤ ∆
(
~Am, km, ω
)
≤ d.
This contradiction implies the claim is true.
It follows from the claim, for 0 < ε < ε0, k ≥ k0, N ≥ N0, that any covering of
D⋃
d=1
{(U∗B1U, . . . , U
∗BnU) : B1, . . . , Bn ∈ Md (C) , U unitary}
with ω-‖·‖2-balls also covers Γ
top (x1, . . . , xn;N, ε, k) . We can choose an
ω
3 -net B in
ballMd (C)
d
with Card(B) ≤
(
1
3ω
)2nd2
≤
(
1
3ω
)2nD2
, and we can choose an ω3 -net
V in the set of unitary k × k matrices with Card(V) ≤
(
9pie
ω
)k2
. Hence,
ν2
(
Γtop (x1, . . . , xn;N, ε, k) , ω
)
≤ D
(
1
3ω
)2nD2 (
9πe
ω
)k2
.
Using the definition of δtop, we see that
δtop (x1, . . . , xn) ≤ 1.

The ideas in the proof of Theorem 8 easily yield the following result.
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Corollary 3. Suppose A = C∗ (x1, . . . , xn) is an MF-algebra and
{x1, . . . , xn} = ∪
m
j=1Ej ,
where C∗ (Ej) is MF-nuclear for 1 ≤ j ≤ m. Then δtop (x1, . . . , xn) ≤ m.
5. A General Lower Bound
In the von Neumann algebra version of free entropy dimension, we know (see
[26] and [5]) that
δ0 (x1, . . . , xn) ≥ sup {δ0 (x) : x = x
∗ ∈ W ∗ (x1, . . . , xn)} .
The following result from [17] shows that the analog of this result for δtop is not
true.
Proposition 5. Suppose ~T = (T1, . . . , Tm) is an irreducible tuple of operators that
are ”scalar+compact” on a separable infinite-dimensional Hilbert space H. Then
δtop
(
~T
)
= 0.
There is still a hybrid version that is true. Recall that if πτ : A → B (H) and
e make up the GNS construction for a tracial state τ on A, then τˆ : π (A)′′ → C is
the faithful tracial state defined by τˆ (T ) = (Te, e).
Theorem 9. Suppose A = C∗ (x1, . . . , xn) is a unitalMF -algebra and τ ∈ TMF (A).
Suppose b = b∗ ∈ πτ (A)
′′
. Then
δtop (x1, . . . , xn) ≥ δ0 (b, τˆ ) .
Proof. First suppose b = πτ (f (x1, . . . , xx)) for some ∗-polynomial f = f∗.
There is anM > 0 such that for all operators A1, B1 . . . , An, Bn with ‖Aj‖ , ‖Bj‖ ≤
‖xj‖+ 1 for 1 ≤ j ≤ n, we have
‖f (A1, . . . An)− f (B1, . . . , Bn)‖ ≤M ‖(A1, . . . , An)− (B1, . . . , Bn)‖ .
Since τ ∈ TMF (A) , there is a sequence {mk} of positive integers and sequences
{A1k} , . . . , {Ank} with A1k, . . . , Ank ∈Mmk (C) such that, for every ∗-polynomial
p, limk→∞ ‖p (A1k, . . . , Ank)‖ = ‖p (x1, . . . , xn)‖, and
lim
k→∞
τmk (p (A1k, . . . , Ank)) = τ (p (x1, . . . , xn)) .
If ε > 0 and N ∈ N, then there is a k0 ∈ N such that for all k ≥ k0, we
have ~Ak ∈ Γtop (~x;N, ε,mk) and ~Ak ∈ Γ (πτ (~x) ;N,mk, ε; τˆ ). It follows that(
f
(
~Ak
)
, τmk
)
dist
−→ (f (πτ (~x)) , τˆ) = (b, τˆ ). We now have
δtop (~x) ≥ lim sup
ω→0+
inf
ε,N
lim sup
k→∞
log ν2 (Γ
top (~x;N, ε,mk) , ω)
−m2k logω
≥ lim sup
ω→0+
inf
ε,N
lim sup
k→∞
log ν2
(
U
(
~Ak
)
, ω
)
−m2k logω
.
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It follows from the definition of M that, for any ω-net S for U
(
~Ak
)
, we have
f (S) is an Mω-net for f
(
U
(
~Ak
))
= U
(
f
(
~Ak
))
. Hence we have
lim sup
ω→0+
inf
ε,N
lim sup
k→∞
log ν2
(
U
(
~Ak
)
, ω
)
−m2k logω
≥ lim sup
ω→0+
inf
ε,N
lim sup
k→∞
log ν2
(
U
(
f
(
~Ak
))
,Mω
)
−m2k log (Mω)
log (Mω)
logω
.
However, it was shown in [5] that
lim sup
ω→0+
inf
ε,N
lim sup
k→∞
log ν2
(
U
(
f
(
~Ak
))
,Mω
)
−m2k log (Mω)
= δ0 (p (~x) , τˆ) = δ0 (b, τˆ ) .
Therefore we have shown that δtop (x1, . . . , xn) ≥ δ0 (b, τˆ) whenever b = b∗ is a
∗-polynomial in πτ (~x). However, if b = b∗ = π (C∗ (~x))
′′
is arbitrary, it follows
from the Kaplansky density theorem that there is a sequence {bk} of selfadjoint
elements such that each bk is a ∗-polynomial in πτ (~x) such that ‖bk‖ ≤ ‖b‖ and
such that bk → b in the ∗-strong operator topology, which implies that (bk, τˆ )
dist
−→
(b, τˆ). However, D. Voiculescu’s semicontinuity theorem [42] for δ0 implies that
δ0 (b, τˆ) ≤ lim infk→∞ δ0 (bk, τˆ ) ≤ δ0 (~x). 
Voiculescu proved that if x = x∗ is an element of a von Neumann algebra with
faithful trace τ , then
δ0 (x) = 1−
∑
t is an eigenvalue of x
τ (Pt)
2
,
where Pt is the orthogonal projection onto ker (x− t). If x has no eigenvalues,
then δ0 (x) = 1. It is well-known [29] that every selfadjoint element of a finite von
Neumann algebra M has an eigenvalue if and only if M has a finite-dimensional
invariant subspace.
Theorem 10. Suppose A = C∗ (x1, . . . , xn) is an MF -algebra and either
(1) A has no finite-dimensional representations, or
(2) A has infinitely many non-unitarily-equivalent finite-dimensional irreducible
representations.
Then δtop (x1, . . . , xn) ≥ 1.
Proof. First suppose A has infinitely many non-unitarily-equivalent finite-
dimensional irreducible representations π1, π2, . . . . It follows from finite-dimensionality
that, for each positive integer N , if we let ρN = π1 ⊕ · · · ⊕ πN , then
ρN (A) = ρN (A)
′′
= π1 (A)⊕ · · · ⊕ πN (A) ,
which implies
dim ρN (A) = dim [π1 (A)⊕ · · · ⊕ πN (A)] ≥ N.
However, it follows from Corollary 1 that
δtop (x1, . . . , xn) ≥ δtop (ρN (x1) , . . . , ρN (xn)) = 1−
1
dim ρN (A)
≥ 1−
1
N
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for N = 1, 2, . . . . Hence δtop (x1, . . . , xn) ≥ 1.
Next assume that A has no finite-dimensional representations. Suppose τ ∈
TMF (A). Let (π,M, e) denote the GNS construction for τ , i.e., π : A → B (M) is
a unital ∗-homomorphism with a unit cyclic vector e such that, for every a ∈ A,
we have τ (a) = (π (a) e, e). Let B = π (A)′′. Since A has no finite-dimensional
representation, π (A)′′ has no nonzero finite-dimensional invariant subspace. Hence
there is an a = a∗ ∈ π (A)′′ such that a has no eigenvalues. Therefore from
Voiculescu’s formula, δ0 (a) = 1. By Theorem 9 we conclude δtop (x1, . . . , xn) ≥
1. 
Corollary 4. If A is a unital residually finite-dimensional C*-algebra, then, for
any generating set {x1, . . . , xn} of A, we have
δtop (x1, . . . , xn) ≥ 1−
1
dimCA
.
If, in addition, A is MF-nuclear, then equality holds.
Corollary 5. Suppose A is a unital finitely generated MF C*-algebra and G is a
finitely generated infinite abelian group and α : G→ Aut (A) is a group homomor-
phism. If A⋊αG is MF , then, for every set {x1, . . . , xn} of generators for A⋊αG,
we have
δtop (x1, . . . , xn) ≥ 1.
If, in addition, A is MF-nuclear, then
δtop (x1, . . . , xn) = 1.
Proof. Since G is finitely generated, G is a direct sum of cyclic groups, and
since G is infinite, at least one of these cyclic summands must be infinite. Thus
G has generators u1, . . . , um with |u1| = ∞, and G is the direct sum of the cyclic
groups generated by each uk. If A⋊αG has no finite-dimensional representations,
then Theorem 9 implies δtop (x1, . . . , xn) ≥ 1. Suppose π : A⋊αG → Md (C) is
an irreducible representation. Suppose θ is an irrational number in [0, 1]. For each
positive integer k, define a group homomorphism ρk : G → {λ ∈ C : |λ| = 1} by
ρk (u1) = e
2piikθ/d and ρk (uj) = 1 for 2 ≤ j ≤ m. We then define a unitary group
representation τk : G→Md (C) by
τk (u) = ρk (u)π (u) .
Since, for every a ∈ A and every u ∈ G, we have
τk (u)π (a) τk (u)
∗
= π (uau∗) = α (u) (a) ,
it follows from the defining property of the crossed product that there is a rep-
resentation πk : A⋊αG → Md (C) such that πk|A = π and πk|G = τk. It is
clear that the range of πk equals the range of π, so each πk is irreducible. Since
det (πk (u1)) = e
2piikθdet (π (u1)) , it follows that no two of the πk’s are unitarily
equivalent. Again, from Theorem 10, we conclude δtop (x1, . . . , xn) ≥ 1.
If A is nuclear, then A⋊αG is nuclear, so, by [17], δtop (x1, . . . , xn) ≤ 1; whence
δtop (x1, . . . , xn) = 1. 
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Corollary 6. If A is a simple, MF-nuclear C*-algebra, then, for any generating
set {x1, . . . , xn} of A, we have
δtop (x1, . . . , xn) = 1−
1
dimCA
.
Proof. We know the conclusion is true if A is finite-dimensional. If A is
infinite-dimensional, the simplicity of A implies that A has no finite-dimensional
representations, so, by Theorem 9, δtop (x1, . . . , xn) ≥ 1. Since A is nuclear, we
know from [17] that δtop (x1, . . . , xn) ≤ 1 . Hence
δtop (x1, . . . , xn) = 1 = 1−
1
dimCA
.

Corollary 7. Suppose X is an infinite compact metric space and B is a finitely
generated unital MF C*-algebra. Then, for every generating set {x1, . . . , xn} for
C (X)⊗ B, we have
δtop (x1, . . . , xn) ≥ 1.
If, in addition, B is MF-nuclear, then
δtop (x1, . . . , xn) = 1.
Proof. If B has no finite-dimensional representations, then neither does
C (X)⊗B. On the other hand if B has an irreducible finite-dimensional representa-
tion, then since X is infinite, C (X)⊗B has infinitely many inequivalent irreducible
finite-dimensional representations; by Theorem 10, δtop (x1, . . . , xn) ≥ 1. 
Theorem 11. If A = C∗ (x1, . . . , xn) is an MF-nuclear algebra and RFD, then
δtop (x1, . . . , xn) = 1−
1
dimC (A/JMF )
.
Example 1. Suppose B is a unital separable MF C*-algebra that is not nuclear,
e.g., B = C∗r (F2), and let J = B ⊗ K
(
ℓ2
)
. Then J is singly generated [33], and
every tracial state vanishes on J . Let J + be the C*-algebra obtained by adjoining
the identity to J and suppose N is a finitely generated nuclear MF C*-algebra.
Then A = N⊗J+ is finitely generated and MF, but not nuclear. However, 1⊗J+ ⊆
JMF (A), so
JMF (A) = JMF (N )⊗ J .
Thus A/JMF (A) is isomorphic to N/JMF (N ), which is nuclear. Hence, A is
MF-nuclear, so for every set {x1, . . . , xn} of generators of A, we have
δtop (x1, . . . , xn) ≤ 1.
6. Special Classes of C*-algebras
In this last section we consider two classes of C*-algebras that are important
in our work
MF-TRACES 23
6.1. The Class S. We now consider the class S of separableMF C*-algebras
for which every trace is an MF-trace, i.e., T S (A) = TMF (A). Recall that an AH
C*-algebra is a direct limit of subalgebras of finite direct sums of commutative
C*-algebras tensored with matrix algebras.
Theorem 12. The following are true for MF C*-algebras A = C∗ (x1 . . . , xs), B
= C∗ (y1, . . . , yt).
(1) A ∈ S if and only if every factor tracial state on A is an MF-trace.
(2) A,B ∈ S if and only if A⊕ B ∈ S.
(3) If A,B ∈ S and one of A and B is exact, ν is a C*-tensor norm such that
A⊗ν B is MF, then A⊗ν B ∈ S.
(4) A ∈ S if and only if A⊗Mn (C) ∈ S for every n ≥ 1.
(5) S is closed under direct (inductive) limits.
(6) Every separable commutative C*-algebra is in S.
(7) If every factor tracial state on A is finite-dimensional, and B ⊆ A, then
B ∈ S.
(8) Every AH C*-algebra is in S.
(9) Every type I MF C*-algebra A is in S.
Proof. (1). It was shown in [18] that the set of factor tracial states is the
set of extreme points of T S (A). Since TMF (A) is compact and convex, (1) follows
from the Krein-Milman theorem.
(2) . This is obvious from (1) since if τ is a factor tracial state, then πτ (1⊕ 0)
is 1 or 0.
(3) . Suppose τ is a factor trace on A ⊗ν B, and let (πτ , H, e) be the GNS
construction for τ . Then πτ (A⊗ν B)
′′
is a factor von Neumann algebra with the
trace τˆ . Since πτ (A⊗1)
′′
commutes with πτ (1⊗ B)
′′
, it follows that their centers
are contained in the center of πτ (A⊗ν B)
′′. Hence, both πτ (A⊗1)
′′ and πτ (1⊗ B)
′′
are factors. Let α, β, respectively, be the restriction of τ to πτ (A⊗1)
′′, πτ (1⊗ B)
′′ .
Moreover, there are traces α ∈ T S (A) and β ∈ T S (B) such that, for all a ∈ A
and b ∈ B,
τ (a⊗ 1) = τ (πτ (a⊗ 1)) = α (a) , and
τ (1⊗ b) = τ (πτ (1⊗ b)) = β (b) .
Suppose p is a projection in πτ (A⊗1)
′′
and τ (πτ (a⊗ 1)) = α (p) =
1
n . Then there
are projections p2, . . . , pn ∈ πτ (A⊗1)
′′
such that p + p2 + · · · + pn = 1 and there
are partial isometries v2, . . . , v n ∈ πτ (A⊗1)
′′
such that vjv
∗
j = p and v
∗
j vj = pj for
2 ≤ j ≤ n. It follows, for any b ∈ πτ (1⊗ B)
′′
, that
τ (pjb) = τ
(
v∗j (vjb)
)
= τ
(
v∗j (bvj)
)
= τ
(
bvjv
∗
j
)
= τ (bp) = τ (pb) .
Hence
τ (1b) = τ ((p+ p2 + · · ·+ pn) b) = nτ (pb) ,
which implies
τ (pb) = τ (p) τ (b) .
It follows that
τ (ab) = τ (a) τ (b)
for every a ∈ πτ (A⊗1)
′′
and every b ∈ πτ (1⊗ B)
′′
. Whence, on A⊗ν B the trace
τ = α ⊗ β. Since A,B ∈ S, we know that α and β are MF-traces. It follows from
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part (6) of Proposition 4 that τ = α⊗ β is an MF-trace on A⊗B. It follows from
statement (1) that A⊗ B ∈ S.
(4) . The ”only if” part follows from (3) and the ”if” part is obvious.
(5) . This follows from Lemma 2.
(6) . A factor trace on a commutative C*-algebra is 1-dimensional, and hence,
by Theorem 4, is an MF-trace.
(7). Suppose τ is a factor trace on B. It follows from [31] and [35] that τ
can be extended to a factor state ϕ on A. Since ϕ is finite-dimensional, τ is finite-
dimensional, and hence τ ∈ JMF (A). It now follows from part (1) that A ∈ S.
(8) . Suppose D is a finite direct sum of commutative C*-algebras tensored with
matrix algebras. Since every factor state on D is finite-dimensional, we know that
every C*-subalgebra of D is in S. It follows from the definition of AH algebra and
statement (5) that every AH algebra is in S.
(9). Every factor representation is a direct sum of copies of an irreducible
representation. Thus every factor tracial state must be finite-dimensional, which,
by Proposition 4, is an MF-trace. Hence A ∈ S. 
Corollary 8. Suppose A = C∗ (x1, . . . , xn) ∈ S . Then either
(1) There is a τ ∈ TMF (A) and an a ∈ πτ (A)
′′
such that δ0 (a) = 1, or
(2) A/JMF (A) is RFD.
Therefore, either δtop (x1, . . . , xn) ≥ 1, or d = dimA/JMF (A) < ∞ and
δtop (x1, . . . , xn) = 1−
1
d .
Corollary 9. If A = C∗ (x1, . . . , xn) is MF-nuclear and A ∈ S, then
δtop (x1, . . . , xn) = 1−
1
dimA/JMF (A)
.
Remark 2. It seems unlikely that S contains every finitely generated unital MF
C*-algebra. However, we have not yet been able to construct an MF C*-algebra with
a trace that is not an MF-trace. This question is loosely related to Connes’ famous
”Embedding Problem”, which asks if every separably acting finite von Neumann
algebra can be tracially embedded in an ultrapower of the hyperfinite II1 factor.
This is known to be equivalent to the statement that, for every C*-algebra A =
C∗ (x1, . . . , xn) with a tracial state τ there is a norm-bounded sequence
{
~Ak
}
, with
~Ak ∈Mmk (C)
n
such that (
~Ak, τmk
)
dist
−→ (~x, τ) .
Suppose Connes’ Embedding Problem has a negative answer and no such sequence{
~Ak
}
exists for C∗ (x1, . . . , xn). We know from [2] that there is an MF-algebra
B = C∗ (y1, . . . , yn) and a unital ∗-homomorphism π : B → A such that π (yj) = xj
for 1 ≤ j ≤ n. Define a tracial state ρ : B → C by ρ = τ ◦ π. If ρ is an MF -trace
for B, there would be a sequence
{
~Ak
}
with
(
~Ak, τmk
)
dist
−→ (~y, ρ) .
However, for any polynomial p, we have
ρ (p (~y)) = τ (p (~x)) ,
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which would yield (
~Ak, τmk
)
dist
−→ (~x, τ) .
Hence ρ is not an MF-trace for B.
6.2. The Class W. We now want to focus on the class W of all separable
MF C*-algebras A such that JMF (A) = {0}. The main reason is the following
immediate consequence of Corollary 9.
Proposition 6. Suppose A = C∗ (x1, . . . , xn) is MF-nuclear and A ∈ S∩W. Then
δtop (x1, . . . , xn) = 1−
1
dimA
.
Here are some basic properties of the class W .
Theorem 13. The following are true.
(1) If {Ai : i ∈ I} ⊆ W, and A is a separable unital subalgebra of the C*-direct
product
∏
i∈I
Ai, then A ∈ W.
(2) If A,B ∈ W and one of A and B is nuclear, then A⊗ B ∈ W.
(3) A⊕ B ∈ W if and only if A ∈ W and B ∈ W.
(4) If n ≥ 1, then A ∈ W if and only if Mn (C)⊗A ∈ W.
(5) Every separable unital simple MF C*-algebra is in W.
(6) Every separable unital RFD C*-algebra is in W.
(7) W is not closed under direct limits.
Proof. (1) . This is a consequence of part (3) of Proposition 4.
(2). Suppose A, B ∈ W . Then for every A ∈ A and every B ∈ B we have
‖A‖ = sup
α∈TMF (A)
‖πα (A)‖ and ‖B‖ = sup
β∈TMF (B)
‖πβ (B)‖ .
It follows from part (6) of Proposition 4 that
{α⊗ β : α ∈ TMF (A) , β ∈ TMF (B)} ⊆ TMF (A⊗ B) .
Moreover, for each such α, β we have πα⊗β = πα ⊗ πβ . Thus
sup {‖πα⊗β (A⊗B)‖ : α ∈ TMF (A) , β ∈ TMF (B)} = ‖A‖ ‖B‖ .
Hence
sup
τ∈TMF (A⊗B)
‖πτ (T )‖
is a C*-cross norm on A⊗B, but since one of A,B is nuclear, there is only one such
norm. Hence
‖T ‖ = sup
τ∈TMF (A⊗B)
‖πτ (T )‖ ,
which implies A⊗ B ∈ W .
Statements (3), (4), (5) and (6) are obvious.
(7) . Let A = K
(
ℓ2
)
+C1. We know that there is no nonzero continuous trace
on the algebra K
(
ℓ2
)
of compact operators, which means A /∈ W . However, if {Pn}
is an increasing sequence of finite-rank projections converging to 1 in the strong
operator topology, then A is the direct limit of the finite-dimensional algebras
An = PnK
(
ℓ2
)
Pn + C1. 
26 DON HADWIN, QIHUI LI, WEIHUA LI, AND JUNHAO SHEN
Although characterizing the class W may be difficult, the following problem
should be tractable in terms of Brattelli diagrams.
Problem 1. Which AF algebras are in W?
Proposition 6 leads to the following semicontinuity result.
Theorem 14. Suppose, for each s ≥ 0, As = C∗
(
~As = (As1, . . . , Asn)
)
is nuclear
and in S ∩W and suppose ~As
t.d.
−→ ~A0. Then
δtop
(
~A0
)
≤ lim inf
s→∞
δtop
(
~As
)
.
Without the restriction of being in S in the preceding theorem, the semiconti-
nuity situation is not very good, even when the limit algebra is commutative.
Theorem 15. Suppose n ∈ N and C∗ (x1, . . . , xn) is MF and has a 1-dimensional
unital representation α. Then there is a sequence
{
~As
}
such that
~As
t.d.
−→ ~x
and, for every s ≥ 1, δtop
(
~As
)
= 0.
Proof. Suppose s ∈ N. Suppose H is a separable Hilbert space that contains
Ck for each positive integer k, and let Ik be the identity operator on H ⊖Ck. Since
δtop (x1, . . . , xn) is defined, there is a positive integer k and an ~B ∈ Mk (C)
n
such
that ∣∣∣∥∥∥p(~B)∥∥∥− ‖p (~x)‖∣∣∣ < 1
s
for every ∗-polynomial p ∈ Ps (t1, . . . , tn) (i.e., whose degree and maximum coeffi-
cient modulus do not exceed s). Let Tj = Aj ⊕ α (xj) Ik for 1 ≤ j ≤ n. Then we
clearly have ∣∣∣∥∥∥p(~T)∥∥∥− ‖p (~x)‖∣∣∣ < 1
s
for every ∗-polynomial p ∈ Ps (t1, . . . , tn). It is obvious that the set of all ~S =
(S1, . . . , Sn) ∈ (K (H) + C1)
n such that∣∣∣∥∥∥p(~S)∥∥∥− ‖p (~x)‖∣∣∣ < 1
s
for every ∗-polynomial p ∈ Ps (t1, . . . , tn) is open. It follows from [24] there is an
~As ∈ (K (H) + C1)
n
such that As = C∗
(
~As
)
is irreducible and
∣∣∣∥∥∥p( ~As
)∥∥∥− ‖p (~x)‖∣∣∣ < 1
s
for every ∗-polynomial p ∈ Ps (t1, . . . , tn). Clearly, ~As
t.d.
−→ ~x. Since each As =
C∗
(
~As
)
is irreducible, As = K (H) + C1. Thus we conclude that JMF (As) =
K (H) and As/JMF (As) = C1. Thus δtop
(
~As
)
= 0. 
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