This article considers iterative learning control (ILC) for linear systems with convex control input constraints. First, the constrained ILC problem is formulated in a novel successive projection framework. Then, based on this projection method, two algorithms are proposed to solve this constrained ILC problem. The results show that, when perfect tracking is possible, both algorithms can achieve perfect tracking. The two algorithms differ, however, in that one algorithm needs much less computation than the other. When perfect tracking is not possible, both algorithms can exhibit a form of practical convergence to a 'best approximation'. The effect of weighting matrices on the performance of the algorithms is also discussed and finally, numerical simulations are given to demonstrate the effectiveness of the proposed methods.
Introduction
Iterative learning control (ILC) is a control method for improving tracking performance of systems that execute the same task repeatedly by learning from the past actions. Applications of ILC can be widely found in industrial robot manipulator, chemical batch process, some medical equipment and manufacturing, etc. Originating from robotics, ILC now attracts more general research interest (Owens and Hatonen 2005; Bristow, Tharayil, and Alleyne 2006) .
In many practical applications, the systems are under some constraints due to physical limitations or performance requirements. Hence, the ILC design must take these constraints into account. However, most of the current ILC research is based on assumed unconstrained systems and few results have been reported regarding the constrained case in the literature. Chen and Peng (1999) propose a novel nonlinear controller for process systems with input constraints and the learning scheme only needs a little knowledge of the process model. Gunnarsson and Norrlof (2001) consider ILC problem with soft constraints and use Lagrange multiplier methods to solve this problem. Lee, Lee, and Kim (2000) use quadratic optimal design to formulate the constrained ILC problem and suggest that quadratic optimal design has the capability of dealing with constraints. And more recently, Mishra, Topcu, and Tomizuka (2009) use constrained convex optimisation technique to solve the constrained ILC problem for linear systems with saturation constraints.
In this article, ILC design problem with general convex input constraints is discussed. It is shown that the constrained ILC problem can be formulated in a recently developed successive projection framework of ILC (Chu and Owens 2008) , which provides an intuitive but rigorous method for system analysis and design. Based on this, a systematic approach for constraints handling is provided and two algorithms are proposed to solve this problem. The convergence analysis shows that when perfect tracking is possible, both algorithms can achieve perfect tracking whereas the computation of one algorithm is much less than the other at the cost of slightly slower convergence rate. When perfect tracking is not possible, both algorithms converge to asymptotic values representing a 'best fit' solution. Again the computational complex algorithm has the best convergence properties. It is also found that the input and output weighting matrices have an interesting effect on the convergence properties of the algorithms.
This article is organised as follows. In Section 2, the constrained ILC problem is formulated. In Section 3, the successive projection method is introduced and the constrained ILC problem is interpreted using this successive projection formulation. In Sections 4 and 5, two algorithms are proposed and their convergence properties derived. The effect of weighting matrices on the performance of the algorithms is also discussed. In Section 6, numerical simulations are presented to demonstrate the effectiveness of the proposed methods and finally, conclusions are given in Section 7.
Problem formulation
For simplicity, the formulation is described for linear discrete time systems but more generally applies to linear systems in Hilbert spaces described by equations of the form y ¼ Gu þ d where u, y are the system input and output, respectively, G is a bounded linear operator from an input Hilbert space to an output Hilbert space and d represents other effects including the effect of initial state conditions. For more details see Amann, Owens, and Rogers (1996a) . Note that the abstract formulation describes many situations of interest including continuous linear state space model, discrete time model and differential delay model of system dynamics.
Consider the following discrete time, linear timeinvariant system:
where t is the time index (i.e. sample number), k is the iteration number and u k (t), x k (t) and y k (t) are input, state and output of the system on iteration k. The initial condition x k (0) ¼ x 0 , k ¼ 1, 2, . . . is the same for all iterations. The control objective is to track a given reference signal r(t) defined on a finite duration t 2 [0, N ] (i.e. t is the sample number for time series of length N þ 1) and to do so by repeated execution of the task and data transfer from task to task. Mathematically, at the final time t ¼ N, the state is reset to x 0 and time is reset to t ¼ 0, a new iteration is started and, again, the system is required to track the same reference. Before presenting the main results, the operator form of the dynamics is demonstrated using the wellknown, so-called lifted-system representation, which provides a straightforward 'N Â N matrix' approach in the analysis of discrete-time ILC (Hatonen 2004; Hatonen, Owens, and Moore 2004) .
Assume, for simplicity, the relative degree of the system is unity (i.e. the generic condition CB 6 ¼ 0 is satisfied), then system model (1) on the kth iteration can be expressed in an equivalent form
where G and d are the N Â N and N Â 1 matrices ,
The N Â 1 vectors of input, output and reference time series u k , y k and r are defined as
and k represents the iteration number. As the most important signal vector is the tracking error vector e ¼ r À y, then, without loss of generality, it can be assumed that d ¼ 0 by incorporating it into the reference signal (i.e. replacing r by r À d ). Hence (2) becomes
where G is non-singular and hence invertible. The above representation of the original system (1) is called the lifted-system representation. This approach changes the original ILC problem into a MIMO tracking problem (Hatonen 2004; Hatonen et al. 2004) . Note that the above lifted-system form can be easily extended to situation when the system relative degree is larger than one. All the following discussions will be based on the lifted-system representation.
Tracking error improvements from iteration to iteration are achieved in ILC using the following general control updating law
where e k is the tracking error from the kth trial/ iteration and is defined as e k ¼ r À y k . When s40 or r40, (6) is called a high-order updating law. This article only considers algorithms of the form u kþ1 ¼ f(e kþ1 , e k , u k ). For higher order algorithms, please refer to Bien and Huh (1989) , Hatonen, Owens, and Feng (2006) and the references therein.
The ILC algorithm design problem: The ILC algorithm design problem can now be stated as finding a control updating law (6) such that the system output has the asymptotic property that e k ! 0 as k ! 1.
There are many design methods to solve the ILC problem. The one used here is based on a quadratic (norm) optimal formulation (Amann, Owens, and Rogers 1998) where, at each iteration, a performance index is minimised to obtain the system input time series vector to be used for that iteration. The basis of this article is norm-optimal ILC (NOILC) which uses the following performance index
minimised subject to the constraint that e kþ1 ¼ r À Gu kþ1 , G is the operator form of the system (1) and Q and R are positive definite weighting matrices.
Also kek 2 Q denotes the quadratic form e T Qe and similarly with k Á k 2 R . Solving this optimisation problem gives the following optimal choice for the time series vector u kþ1
which, when k ! 1, asymptotically achieves perfect tracking. This well-known NOILC algorithm has many appealing properties including implementation in terms of Riccati state feedback. More details on NOILC can be found in Amann et al. (1996a Amann et al. ( , 1998 , Amann (1996) , Amann and Owens (1994) , Amann, Owens, and Rogers (1996b) . In practical applications, system constraints are widely encountered. There are different kinds of constraints, e.g. input constraint, input rate constraint and state or output constraint. Constraints can be divided into two classes: hard constraints and soft constraints. Hard constraints are constraints on magnitude(s) at each point in time, for example, the output limits on actuators. Soft constraints are constraints that are applied to the whole function rather than its point-wise values e.g. constraints on total energy usage. The input constraints are often hard constraints. This article only considers the input constraint. Suppose the input is constrained to be in a set , which is taken to be a closed convex set in some Hilbert space H. In practice, the set is often simple one. For example, the following constraints are often encountered:
. input saturation constraint:
. input amplitude constraint:
¼ fu 2 H : ðtÞ uðtÞ ðtÞg, . input sign constraint:
If there are no constraints, the ILC design problem is relatively easy to solve and there are many design methods in the literature. However, when constraints are present, the problem becomes more complicated.
The problem is to decide how to incorporate the constraints into the design process while retaining known performance properties. In the following sections, the successive projection method proposed by Owens and Jones (1978) is used to interpret ILC, and a systematic approach for constraints handing in ILC is then proposed in the form of two new algorithms. The algorithms are related to but distinct from recently published work (Chu and Owens 2008) where successive projection was used to accelerate norm optimal ILC.
Interpretation of ILC using successive projection
In this section, the concept of successive projection is summarised and its use in the ILC problem is demonstrated (for more details, please refer to Chu and Owens (2008) which uses the concepts to successfully accelerate norm optimal ILC). It is shown that the convex constrained ILC problem can be formulated in the successive projection framework, the consequence of which is that a systematic approach for constraints handling is produced with known convergence properties. The notation in Owens and Jones (1978) is adopted in order to be consistent with the original article and make the proof of our results more understandable. The notation r, k, t is also used elsewhere in the article to denote other variables, parameters or signals. This should cause no confusion as their meaning can be inferred from the context.
Successive projection method: an overview
The successive projection method in the form described by Owens and Jones (1978) is a technique for finding a point in the (assumed non-empty) intersection K 1 \ K 2 of two closed, convex sets K 1 and K 2 in some real Hilbert space H. The basic idea is to first select an initial iterate k 0 in H. Subsequent points are obtained successively by projection of previous iterates onto one and then the other of the two convex sets. It is formally described in the following theorem.
Theorem 1 (Owens and Jones 1978): Let K 1 & H, K 2 & H, be two closed convex sets in a real Hilbert space H with K 1 \ K 2 non-empty. Define
Then, given the initial guess k 0 2 H, the sequence {k j } j!0 satisfying
with k j 2 K j , j ! 1, is uniquely defined for each k 0 2 H and satisfies
Furthermore, for any x 2 K 1 \ K 2 ,
so that the sequence {kx À k jþ1 k} j!0 is monotonically decreasing and {k j } j!0 continuously gets closer to every point in K 1 \ K 2 . In addition
so that, for each 40, there exists an integer N such that
That is, the iterates k j 2 K j become arbitrarily close to K jþ1 . Moreover, when K 1 \ K 2 is empty, the algorithm converges in the sense that kk jþ1 À k j k ! d(K 1 , K 2 ) defining the minimum distance d(K 1 , K 2 ) between the two sets K 1 and K 2 .
The process is illustrated in Figure 1 (a) which indicates convergence schematically to a point in the intersection K 1 \ K 2 . In Owens and Jones (1978) , this convergence is proved and a number of related and improved iterative schemes are presented. Here, the one related to our ILC results is used. For more details please see Owens and Jones (1978) .
Interpretation of ILC with input constraints
Consider the ILC design problem initially without constraints. If the original system is injective, then for every achievable r(t), there exists a unique input u Ã (t) such that r(t) ¼ [Gu Ã ](t). The task of the ILC control law is to iteratively find a series of inputs such that u k ! u Ã as k tends to infinity. That is equivalent to iteratively finding the unique point (0, u Ã ) 2 H ¼ R N Â R N in the intersection of the following two sets in H:
The successive projection method then can be applied to generate an algorithm with the defined convergence properties. In general it is required to verify that these two sets are closed and convex in H. This is trivially satisfied, for example, in finite-dimensional time series spaces, such as H ¼ R N Â R N . In this case, the inner product will be taken to be ðe, uÞ, ðz, vÞ
with Q40, R40 symmetric positive definite and the associated induced norm will be kðe, uÞk ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi ðe, uÞ, ðe, uÞ q . Then, using successive projection method in Theorem 1, the well-known NOILC algorithm can be easily derived (Chu and Owens 2008) , which is illustrated geometrically in Figure 1 (b). Its convergence properties can also be easily derived. For more details, please refer to Chu and Owens (2008) . Now consider the constrained ILC problem discussed in Section 2. The problem is to find the intersection of the following closed, convex sets in
solving the ILC problem or it is the empty set ;. In this second case, perfect tracking is not achievable due to the introducing of input constraint .
There are three sets in the constrained problem. It seems the results in Owens and Jones (1978) cannot be directly used. However, set S 3 can be associated with either S 1 (yielding two sets S 1 \ S 3 and S 2 ) or S 2 (yielding two sets S 2 \ S 3 and S 1 ) and also notice that the intersection of two closed convex sets is still a closed convex set. Then, the original 3-set problem becomes a 2-set problem, which is to find the intersection of K 1 ¼ S 1 (resp. S 1 \ S 3 ) and The successive projection method in Section 3.1 hence generates two new iterative algorithms for the constrained ILC problem, which are demonstrated in the following two sections. In what follows, we do not specify the exact form of the constraints other than that they are closed and convex.
Constrained ILC: Algorithm 1
This algorithm identifies that input constraints with the dynamics, a situation that explains why the algorithm is more computationally intensive than its alternative form (introduced later). The formal construction sets K 1 ¼ S 1 \ S 3 and K 2 ¼ S 2 to be the closed convex sets in Theorem 1, which can be described as follows.
.
The following algorithm can now be constructed and is illustrated schematically in Figure 2 (a) and (b), in which the cases when perfect tracking is possible (intersection occurs) or not (the intersection is empty) are shown, respectively.
Algorithm description
Algorithm 1: Given any initial input u 0 satisfying the constraint with associated tracking error e 0 , the input sequence u kþ1 , k ¼ 0, 1, 2, . . . , defined by
also satisfies the constraint and iteratively solves the constrained ILC problem.
Proof: According to Theorem 1, let
where K j is defined as
iteratively finds the intersection of K 1 and K 2 . The subsequence {k 1 , k 2 , . . .} & K 2 defined by
also iteratively finds the intersection of K 1 and K 2 . That is, it solves the ILC problem.
and
Note that (18) is actually solving the following optimisation problem
which is equivalent to solving
and (19) simply gets k kþ1 : (0, u kþ1 ). That completes the proof. oe
Convergence analysis
This section discusses the convergence properties of Algorithm 1. As mentioned in Section 3.2, due to the introducing of the input constraints , there may be no intersection of S 1 , S 2 and S 3, which means perfect tracking of the reference signal may be not possible.
In this case, the convergence properties may have some difference. Hence the convergence results are presented in two parts:
In this case, perfect tracking of the reference signal is possible. Algorithm 1 has the highly desirable property that the norm of the tracking error will decrease monotonically, which is shown in the following theorem.
Theorem 2: When perfect tracking is possible, Algorithm 1 can achieve monotonic convergence to zero tracking error, that is
Proof: Monotonic convergence can be easily obtained from the algorithm itself. Note that, at k þ 1 iteration, the input u kþ1 is given by
Define
Then, it is easy to see
Hence we have
Zero tracking error is obtained by noticing that Algorithm 1 iteratively finds the intersection of
, and hence, achieves perfect tracking. That completes the proof. oe
Algorithm 1 also has the desirable property that the distance between the kth input and the solution u Ã is decreasing monotonically, as proved in the following theorem:
Theorem 3: When perfect tracking is possible, Algorithm 1 has the property that, for all k ! 0 and for all u 0 and u Ã
i.e. the input iterates approach the solution monotonically in norm.
Proof: According to Theorem 1 and the proof of Algorithm 1, and given that
As x is (0, u Ã ), k k is (0, u k ) and k kþ1 is (0, u kþ1 ), it immediately follows that
as required. oe
In this case, perfect tracking is not possible. The algorithm does however compute an approximation of the unconstrained input u Ã . For the convergence of the tracking error, the following theorem holds.
Theorem 4: When perfect tracking is not possible, Algorithm 1 converges to point u Ã s which is uniquely defined by the following optimisation problem
Moreover, this convergence is monotonic in the tracking error, that is,
Proof: According to Theorem 1, when (S 1 \ S 3 ) \ S 2 ¼ ;, that is, perfect tracking cannot be achieved, Algorithm 1 will converge to point u Ã s , where r 1 ¼ ðe, uÞ 2 K 1 , r 2 ¼ ð0, u Ã s Þ 2 K 2 defining the minimum distance of the two sets, which is the solution of the following optimisation problem r 1 , r 2 ð Þ¼arg min
Remember the definition of K 1 and K 2, (33) is equivalent to solve
Hence, Algorithm 1 converges to point u Ã s , which is defined by
Notice that the inner minimisation has the solution
Hence, substitute (36) into (35) and the optimisation problem can be transformed into
Note that G is invertible, then the performance index to be minimised is strictly convex, also notice that the constraint is convex, hence this quadratic programming (QP) problem has the unique solution.
The proof of monotonic convergence is similar to that of (S 1 \ S 3 ) \ S 2 6 ¼ ; and is omitted here. That completes the proof. oe
Remark 1: From the discussion above, it can be seen that Algorithm 1 has the appealing property of monotonic convergence of the tracking error. The main difficulty with Algorithm 1 is the solution of the constrained QP problem (15). In practice, the dimension of the time series u k and plant operator G may be very large and the QP problem will be difficult or even become unmanageable. This is discussed in the following section and two methods are given as possible solutions.
Solution of the subproblem
As mentioned above, the solving of the large QP problem is the main obstacle in applying Algorithm 1. In this section, two methods are given to solve the problem, that is, iterative solution and receding horizon method. Iterative solution uses iterative algorithms to solve the large QP problem. There are a number of iterative algorithms in the literature to solve large scale QP problem, see Goldstein (1967) , Bertsekas (1976) , Bierlaire, Toint, and Tuyttens (1991) , and He (1992) . Here, the Goldstein-Levitin-Polyak (GLP) method is introduced (Goldstein 1967; Bertsekas 1976) . Using GLP algorithm to solve the constrained QP problem, Algorithm 1 can achieve monotonic convergence in the tracking error. Another approach to solve the QP problem is using receding horizon method. However, unlike the GLP method, using receding horizon control, Algorithm 1 may lose the monotonic convergence in the tracking error norm. Full details can be found in the Appendix.
Remark 2: In this section, two methods are given to solve the large size constrained QP problem. There are also many other algorithms that can be used. It should be kept in mind that due to the practical restrictions, only an approximate solution of the QP problem can be obtained. Using this solution, the appealing convergence properties of Algorithm 1 may not be maintained, depending on the property of the methods used.
Effect of weighting matrices Q and R
In this section, the effect of weighting matrices Q and R on the convergence properties of Algorithm 1 is discussed.
According to (15), the weighting matrices Q and R provide scaling on the tracking error and the change of input. Intuitively, if Q is fixed, then a smaller R implies larger acceptable change of input, and which in turn, results in smaller tracking error. This leads to faster convergence rate.
Consider SISO systems with scalar weighting Q and R. Choose Q ¼ 1 and consider the effect of R on algorithm performance. The following results can be easily derived. Whether perfect tracking is possible or not, it can be expected (as with NOILC) that smaller R will result in faster convergence rate. The algorithm will converge to the solution of (31), which is independent of R. This implies that the weighting matrix R has no effect on the asymptotic accuracy but only affects the convergence rate. This is illustrated by the following example.
Example 1: Consider the following simple secondorder system
which is sampled using a zero-order hold and a sampling time of 0.1 s. The trial length is 20 s, zero initial conditions are assumed and the reference signal is generated by the sine-wave input u Ã shown in Figure 3 . The constraint is taken to be ju(t)j 0.8, t ¼ 0, 1, . . . , which is violated by u Ã so that perfect tracking is not possible. The initial input is chosen to be u 0 ¼ 0. Simulations are run in six cases with weighting chosen to be Q ¼ 1 and R ¼ 3, 1, 0.1, 0.05, From the figure, it can be seen that the weighting matrices R have no effect on the asymptotic accuracy. However, smaller values of R result in faster convergence, which verifies our expectations.
When the system is MIMO or the weighting matrices are not scalar, the analysis of the effect of weighting matrices is expected to indicate a similar but more complex pattern.
Constrained ILC: Algorithm 2
In this section, an alternative algorithm is given by taking K 1 ¼ S 1 and K 2 ¼ S 2 \ S 3 to be the closed, convex sets in Theorem 1, which can be expressed as follows.
The following alternative algorithm to Algorithm 1 can be constructed and is illustrated schematically in Figure 5 (a) and (b).
Algorithm description
Algorithm 2: Given any initial input u 0 satisfying the constraint with associated tracking error e 0 , the input sequence u kþ1 , k ¼ 0, 1, 2, . . . , defined by the solution of the input unconstrained NOILC optimisation problemũ
followed by the simple input projection
Proof: According to Theorem 1, let K 1 ¼ S 1 and K 2 ¼ S 2 \ S 3 . Given r 0 ¼ (0, u 0 ) 2 K 2 , the sequence {r 1 , r 2 , . . .} given by
where K j is defined as iteratively finds the intersection of K 1 and K 2 . Then, the sub-sequence {k 1 , k 2 , . . .} & K 2 defined by
also iteratively finds the intersection of K 1 and K 2 i.e. it solves the ILC problem. Note that, k kþ1 ¼ r 2(kþ1) is solved by
Note that (43) is actually solving the following optimisation problem
which is the solution of NOILC and (44) simply gives k kþ1 : (0, u kþ1 ), where
That completes the proof. oe 
where K(t) satisfies the Riccati equation
with final time condition K(N ) ¼ 0 and kþ1 (t) satisfies the differential equation
which is computable in reverse time as it is driven by tracking error from the previous trial k (Amann et al. 1996b) . For more details, please refer to Amann et al. (1996b) .
Remark 4: Note that the second step of Algorithm 2 requires the solution of the problem (40). It seems this may need the application of some optimisation methods. However, in practice the input constraint is often a point-wise constraint and the solution of (40) can be computed easily. For example, when ¼ {u 2 H : ju(t)j M(t)}, the solution is simply as follows:
for t ¼ 0, . . . , N À 1.
Convergence analysis
This section discusses the convergence properties of Algorithm 2. As for Algorithm 1, the results are presented in two parts: (S 1 \ S 3 ) \ S 2 6 ¼ ; and (S 1 \ S 3 ) \ S 2 ¼ ;.
(S 1 \ S 3 ) \ S 2 6 ¼ ;
In this case, perfect tracking of the reference signal is possible with a unique input u Ã . The theorem below directly follows from Theorem 1.
Theorem 5: When perfect tracking is possible, Algorithm 2 solves the ILC problem in the sense that
Moreover, this convergence is monotonic with respect to the following performance index,
where e k ¼ r À Gu k ,
Proof: Equation (51) can be easily deduced from Theorem 1. Algorithm 2 iteratively finds the intersection of K 1 ¼ S 1 and K 2 ¼ S 2 \ S 3 , which is (0, u Ã ) when S 1 \ (S 2 \ S 3 ) 6 ¼ ;, and hence, achieves perfect tracking.
Monotonic convergence with respect to the defined performance index can be obtained as follows. According to Theorem 1 and the proof of Algorithm 2, the distance between {k 0 , r 1 , k 1 , r 2 , . . .} is decreasing, that is
Note that the left side is actually the minimum distance between k k and K 1 , which is
Note that this is the NOILC solution
Substituting the solution, (55) can be further written as
with E, F defined as (53). Note that this is performance index J k . Similarly, the right side of (54) is J kþ1 . Then according to (54), we have
That is, performance index J k is decreasing monotonically, which completes the proof. oe
Algorithm 2 first computes the NOILC solution and then projects this solution onto the constraint. This approach is much simpler than the previously described algorithm in the sense that the computational load is much less and hence is a simpler way to implement successive projection in practice. Intuitively, this strategy may, however, lead to other problems, such as a slower convergence rate.
It is well known that NOILC achieves monotonic convergence in the tracking error. The following example shows that Algorithm 2, however, may not have this property.
Example 2: Consider the following system GðsÞ ¼ 4:2130s À 2:5164
which is sampled using a zero-order hold and a sampling time of 0.1 s. The trial length is 20 s, zero initial conditions are assumed and the reference signal is generated by the square-wave input shown in Figure 6 . The constraint is ju(t)j 1, t ¼ 0, 1, . . . , which is satisfied by the input u Ã so that perfect tracking is possible. The initial input is chosen to be u 0 ¼ 0. The simulation evaluates the performance of Algorithm 2 over 100 iterations. The weighting matrices are chosen to be Q ¼ R ¼ I for simplicity. The norm of the tracking error from 2th to 11th iteration is plotted and shown in Figure 7 . From the figure, it is clear that Algorithm 2 may not produce monotonic convergence in the tracking error norm.
Although Algorithm 2 may not maintain monotonic convergence in the tracking error, it has the property that the distance between the kth input and the optimal solution is decreasing monotonically, which is shown in the following theorem.
Theorem 6: When perfect tracking is possible, Algorithm 2 has the property that, for all k ! 0 and for all u 0 and u Ã
Proof:
The proof is similar to that of Algorithm 1 and is omitted here. oe 5.2.2 (S 1 \ S 3 ) \ S 2 ¼ ;
In this case, perfect tracking is not possible and only an approximation of the original input u Ã can be achieved. The following theorem describes algorithm behaviour. Theorem 7: When perfect tracking is not possible, Algorithm 2 converges to point u Ã s which is uniquely defined by the following optimisation problem:
Moreover, this convergence is monotonic with respect to the following performance index
where e ¼ r À Gu,
Proof: According to Theorem 1, when S 1 \ (S 2 \ S 3 ) ¼ ;, that is, perfect tracking cannot be achieved, Algorithm 2 will converge to a point u Ã s , where r 1 ¼ ðe, uÞ 2 K 1 , r 2 ¼ ð0, u Ã s Þ 2 K 2 defining the minimum distance between the two sets, which is the solution of the following optimisation problem r 1 , r 2 ð Þ¼arg min
Remember the definition of K 1 and K 2, (64) is equivalent to solve
Hence, Algorithm 2 converges to point u Ã s , which is defined by
Notice that the inner minimisation is the solution of NOILC and is given by
Hence, substitute (67) into (66) and the optimisation problem can be transformed into
Note that E and F are invertible, then the performance index to be minimised is strictly convex, also notice that the constraint is convex, hence this QP problem has unique solution.
The proof of monotonic convergence with respect to J k is similar to that of Theorem 5 and omitted here, which completes the proof. oe
Remark 5: For the constrained ILC problem, the best result we can achieve in terms of tracking error is defined by the following QP problem
Compared to Theorem 7, it can be found that Algorithm 2 actually minimises weighted norm of tracking error. In this case, only nearly optimal performance can be achieved.
Effect of weighting matrices Q and R
In this section, the effect of weighting matrices Q and R on the convergence properties of Algorithm 2 is discussed. As with Algorithm 1, the effect is illustrated in an intuitive way. Consider SISO systems with scalar weighing Q and R. Choose Q ¼ 1 and consider the effect of variation of R. When perfect tracking is possible, perfect tracking can be achieved and smaller R will result in faster convergence. When perfect tracking is not possible, reducing R will again result in faster convergence rate but the asymptotic error changes (in contrast to Algorithm 1). This can be explained as follows. Algorithm 2 converges to the solution of the following problem
When R ! 1, the first term of the last equation becomes kek 2 Q and the second term becomes zero. Hence, the optimisation problem becomes
This is the constrained optimal solution and is the best result that can be achieved with constrained control. However, in this case, since the weighting of input change R is very large, the convergence rate is expected to be very slow. On the other hand, when R ! 0, it can be seen the first term of the last equation becomes zero and the second term becomes kG À1 ek 2 R , which can be further written as ku À u Ã k 2 R , where u Ã is the unique input generating the reference signal. Hence, the optimisation problem becomes
This is just the projection of u Ã onto the constraint set . Clearly the tracking error may be larger than that of the constrained optimal solution. However, in this case, the convergence rate is fast. From the discussion above, it can be seen that when perfect tracking is not possible, the weighting matrix R provides a compromise between the convergence rate and the tracking performance, which is very different from that of Algorithm 1. This is illustrated in the following example.
Example 3: Consider the following system
which is sampled using a zero-order hold and a sampling time of 0.1 s. The trial length is 20 s, zero initial conditions are assumed and the reference signal is generated by the sine-wave input shown in Figure 3 . The constraint set is defined by ju(t)j 0.8, t ¼ 0, 1, . . . , which does not contain the input u Ã . The initial input is chosen to be u 0 ¼ 0. Six simulations are shown with the weighting matrices Q ¼ I and R ¼ 3, 1, 0.1, 0.05, 0.01, 0.001, respectively. The results are shown in Figures 8  and 9 . From the figure, it can be seen that smaller R results in faster convergence and the weighting matrix R does have an effect on the asymptotic performance/ accuracy with larger values of R giving smaller asymptotic error norms. The asymptotic tracking error norm of Algorithm 2 against different weighting matrices R is also plotted and shown in Figure 10 . Note that the lower horizonal line is the tracking error norm with the input (71) and the upper one is (72).
When the system is MIMO or the weighting matrices are not scalar, the effect of weighting matrices would not be so easy to analyse but a similar pattern could be expected.
Numerical simulation
In this section, two examples are given to demonstrate the effectiveness of the proposed methods. The system is a simple second-order system. A saturation constraint is added to the problem to represent assumed control input constraint or to prevent extremely large control amplitude during the iteration process. First, consider the following example where perfect tracking is achievable.
Example 4: Consider the following non-minimum phase system
which is sampled using a zero-order hold and a sampling time of 0.1 s. The trial length is 20 s, zero initial conditions are assumed and the reference signal is generated by the square-wave input shown in Figure 11 . The constraint is ju(t)j 1, t ¼ 0, 1, . . . , which just contains the input u Ã . The initial input is chose to be u 0 ¼ 0. The simulation compares the NOILC, Algorithms 1 and 2 with over 1000 iterations. For simplicity, the weighting matrices are chosen to be Q ¼ R ¼ I. In Algorithm 1, the constrained QP problem is solved by the Matlab optimisation toolbox. The results are shown in Figures 12 and 13 . Note that in this example, perfect tracking is possible. According to Theorems 2 and 5, perfect tracking can be achieved by both algorithms. However, it is expected that the constraint will be active during the iterations, which means the resulting input of NOILC may violate the constraint.
From Figure 12 , it can be seen that Algorithms 1 and 2 approaching perfect tracking, which verifies the previous expectations. During the first iterations, as u 0 ¼ 0, u k increases in point-wise magnitude gradually and does not violate the constraint in any of the three algorithms. In subsequent iterations, the input computed using NOILC then begins to violate the constraint and differences begin to emerge. It is interesting to see that Algorithms 1 and 2 outperform NOILC at this stage. It can also be seen that Algorithm 1 performs a little better than Algorithm 2.
The second example is to illustrate what will happen if perfect tracking is not possible. Example 5: Consider the same non-minimum phase system
as Example 4. The reference signal is generated by the sine-wave input shown in Figure 14 . All the settings are exactly the same except the constraint is replaced by ju(t)j 0.8, t ¼ 0, 1, . . . , so that perfect tracking is not possible. The results are shown in Figures 15-17 . From Figure 15 , it can be seen that Algorithm 1 does converge to the constrained optimal solution, which verifies Theorem 4. Algorithm 2 converges to the solution of (61), which verifies Theorem 7. It can be seen that Algorithm 2 converges faster than Algorithm 1, which is not difficult to understand. Figure 17 shows the original input and resulting input of the three algorithms at the 200th iteration. It can be seen that the resulting input of Algorithm 1 converges to the constrained optimal solution, while Algorithm 2 does not. It is also noticed that the resulting final input of Algorithm 2 is not just putting saturation on the original input, instead it adds some compensation. It should be kept in mind that although Algorithm 1 gives better performance, this is achieved at the expense of large computation load, which may not be acceptable in the real application, whereas Algorithm 2 achieves nearly optimal performance using quite simple computation.
Conclusion
Following the success of (unconstrained) NOILC, this article discusses ILC for linear systems with convex input constraints, a situation that approximates to situations met often in practice. First, the constrained ILC problem has been formulated in a novel successive projection framework. Then, based on this projection method, two algorithms have been proposed to solve the constrained ILC problem. It has been shown that, when perfect tracking is possible, both algorithms can achieve perfect tracking whereas one algorithm needs much less computational effort. When perfect tracking is not possible, both algorithms have been shown to provide useful approximate solutions to the constrained ILC problem but that (1) the asymptotic error will be non-zero and (2) the computational complexity and convergence properties of the algorithms do differ. These observations should be taken into account when choosing the algorithm, which requires a compromise between the performance/ accuracy and the computational cost. The effect of weighting matrices on the performance of the algorithms has also been discussed and numerical simulations have been given to demonstrate their effectiveness. For completeness, two methods are proposed to solve the large scale QP problem arising in Algorithm 1. However, a more accurate and faster solver would be useful. This topic is worthy of further development. There is also more work that needs to be done to extend the results in this article to nonlinear systems.
In this article, hard input constraints are considered based on an abstract setting, which can describe a wide range of constraints in practice, for example saturation constraint, input amplitude constraint and input energy constraint. However, there are some situations not covered by our results, for example input hysteresis constraint where the constraint set is non-convex. This area needs further research. Also experimental work to a physical process is being planned in collaboration with the University of Southampton as part of our future research.
Finally, although the presentation has concentrated on sampled data systems (for reasons of both simplicity and practical relevance), the Hilbert space context of successive projection indicates that the ideas and results apply more widely and, in particular, to the case of continuous time systems with no change in the abstract form of the algorithms or results. The realisation of these results will, however, change.
where u kþ1,t ¼ u kþ1 ðtÞ u kþ1 ðt þ 1Þ Á Á Á u kþ1 ðt þ N u À 1Þ Â Ã T :
Note that this problem is of small size and can be solved easily.
The choosing of N u is very important. If N u ¼ N, (A.9) becomes the original problem (A.8). Large value of N u will give more accurate solution at the cost of large computational load while too small value may result in poor performance. There are a number of results in the literature on how to choose the horizon, please refer to Rossiter (2003) .
Note that, unlike the GLP method, using receding horizon control, Algorithm 1 may lose the monotonic convergence in the tracking error norm.
