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Measurement-based heralded entanglement schemes have served as the primary link between
physically separated qubits in most quantum information platforms. However, the impossibility
of performing a deterministic Bell measurement with linear optics bounds the success rate of the
standard protocols to at most 50%, which means that the entanglement of the unheralded state is
zero. Here we show that the ability to perform feedback during the measurement process enables unit
success probability in a single shot. Our primary feedback protocol, based on photon counting retains
the same robustness as the standard Barrett-Kok scheme, while doubling the success probability
even in the presence of loss. In superconducting circuits, for which homodyne detectors are more
readily available than photon counters, we give another protocol that can deterministically entangle
remote qubits given existing parameters. In constructing the latter protocol, we derive a general
expression for locally optimal control that applies to any continuous, measurement-based feedback
problem.
Scalable proposals for quantum computation typi-
cally call for discrete modules, which must be entan-
gled to obtain an advantage over classical processors[1–
3]. Heralded schemes based on single photon detection
have become the method of choice for entangling non-
interacting or distant quantum systems, with implemen-
tation in trapped ions, cold neutral atoms, nitrogen va-
cancy centers, quantum dots and superconducting cir-
cuits systems[4–10]. Such methods are also promising
for interfacing different types of matter qubits in hybrid
quantum information processing, since otherwise incom-
patible qubits can often be made to emit indistinguish-
able photons through frequency tuning[6] or frequency
conversion[11]. Unfortunately, due to the impossibility of
performing a deterministic Bell measurement in this set-
ting, the success rate is intrinsically limited to 50%[12].
While this limitation is small compared to the effect of
loss for truly remote (i.e., kilometer-separated) systems,
it becomes significant in the intermediate-range scales
encountered in modular computing platforms, where loss
may be greatly reduced[13].
In this work, we present two methods for generating de-
terministic entanglement using two commonly-used mea-
surement schemes. The first, based on photon counting,
retains the same high degree of robustness to loss and
other imperfections afforded by the standard method of
Barrett and Kok[14]. We show that this approach is also
moderately robust to feedback delay, which reduces the
success probability without affecting the fidelity of state
preparation. The second scheme replaces photon coun-
ters with standard homodyne detection. This detection
scheme is well suited to superconducting circuits, where
photon counters with temporal resolution have yet to be
∗Electronic address: Leigh@Berkeley.edu
demonstrated. While the resulting protocol is less ro-
bust to loss, we show that it can nevertheless create en-
tanglement deterministically under currently achievable
parameters.
In the following, we first describe our protocol based on
photon counters, and show that it achieves unit success
probability in the ideal case. We then evaluate its per-
formance in the presence of loss, loss asymmetry, path
length fluctuations, feedback delay and non-Markovian
effects arising from use of Purcell enhancement cavities.
Given typical experimental parameter regimes, none of
these imperfections measurably degrade the fidelity of
state preparation. In the second half of the paper, we
derive an alternative protocol based on homodyne de-
tection, which also deterministically reaches unit fidelity
under ideal conditions. An important theoretical contri-
bution of this work comes in the analysis of this protocol
in the presence of loss and feedback delay, for which we
extend the locally optimal feedback scheme of Ref. [15]
to permit multiple non-commuting feedback Hamiltoni-
ans. This result allows one to derive the locally optimal
feedback Hamiltonian for any measurement-based con-
trol problem with a simple, closed-form expression. We
also extend this result to retain local optimality in the
presence of delay to first order.
Photon counting scheme. We begin with the more
intuitive and robust protocol based on photon counting.
Fig. 1a depicts the basic experimental system. Two
atoms spontaneously emit onto a beam splitter, and two
photon counters detect the signal at the beam splitter’s
outputs. The simplest relevant atomic system consists of
a pair of long-lived ground state sublevels |↑〉 and |↓〉, and
an additional optically active excited state |e〉 that decays
to |↓〉 (Fig. 1b). If the emitted photons are indistin-
guishable, then the atom-photon entanglement inherent
to the spontaneous emission process can be converted to
atom-atom entanglement via entanglement swapping[16].
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FIG. 1: (a) Experimental system for entanglement genera-
tion. The spontaneous emission from two separated atoms is
interfered on a beam splitter. Two photon counters are placed
at the beam splitter outputs. (b) Assumed level structure for
the atoms. The |e〉 state decays to |↓〉 and emits a photon of
duration O(1/γ). Feedback is then applied on the |↓〉 ↔ |↑〉
transition. (c) Robust entanglement scheme using photon
counters. At t = 0, the system is initialized in |ee〉, which ra-
diatively decays to |↓〉. At t = τ1, a single photon is detected,
which projects the system into an entangled state. At a later
time τpulse set by the feedback delay, pi pulses are applied to
the |↓〉 ↔ |↑〉 transition. Once the second photon is detected
at τ2, the system collapses to a Bell state.
This process relies on the beam splitter erasing informa-
tion about which photon came from which atom. As
discussed in the introduction, existing schemes are lim-
ited to a success probability of 50% [12]. For example, in
the standard Barrett-Kok protocol, in which one initially
prepares (|e〉+ |↑〉)⊗ (|e〉+ |↑〉) (ignoring normalization),
detection of zero or two photons projects the system into
the separable states |↑↑〉 or |↓↓〉 respectively. Only detec-
tion of exactly one photon projects the system into the
entangled state |↑↓〉 ± |↓↑〉.
Our protocol for deterministic entanglement genera-
tion is depicted in Fig. 1c. We take the spontaneous
emission rates γ to be equal. The atoms are initialized in
|ee〉, and the feedback controller waits for a single photon.
During this time interval, the atoms evolve trivially un-
der the non-Hermitian Hamiltonian H = −i∑i γσ†iσi/2,
where σ = |↓〉〈e|. Both atoms remain in |e〉 until detec-
tion of a single photon at one of the detectors. Since the
photons have undergone a beam splitter interaction, the
atomic jump operators associated with the left and right
photon counters are coherent combinations of the atomic
ladder operators[14]
cL/R =
σ1 ± σ2√
2
. (1)
The state after the first detection event is an entangled
state, |ψ(τ1)〉 = |e↓〉 ± |↓e〉. In the absence of feedback,
a subsequent photon detection occurring a time O(1/γ)
later destroys this entanglement, leaving the system in
|↓↓〉. Note that the second photon arrives at the same
detector as the first, due to Hong-Ou-Mandel interference
[17]. We can prevent loss of entanglement by applying a
pi pulse on the |↑〉 ↔ |↓〉 transition before detection of the
second photon, which results in the final state |↓↑〉±|↑↓〉.
This pulse also destroys Hong-Ou-Mandel interference, so
that the second photon has equal probability to arrive at
either detector. Regardless of the measurement outcome,
the scheme prepares a unit-fidelity Bell state.
The above protocol is remarkably robust to commonly
encountered experimental imperfections. The primary
limit to remote entanglement generation is loss. Fortu-
nately, as long as the dark count rate of the photon coun-
ters is low, detection of two photons guarantees collapse
into the target state with fidelity that is independent of
loss. The success rate is therefore (1 − Ploss)2, a signifi-
cant improvement over the value of (1−Ploss)2/2 for the
Barrett-Kok scheme. The final state fidelity is also un-
affected by asymmetry in the loss along the two paths
leading to the beam splitter, as well as path length fluc-
tuations, so long as these parameters change slowly com-
pared to 1/γ[18]. Physically, these asymmetries cancel
in the final state because we detect exactly one photon
from each atom.
The necessity of fast feedback operations requires sev-
eral novel considerations. Feedback delay presents the
most readily apparent challenge. In particular, the pro-
tocol will fail if the second photon detection occurs before
the feedback pulse is completed. Since the photon wave
packet decays exponentially, the probability of success
is therefore Psuccess = γ
∫∞
δt
e−γδtdt = e−γδt, where δt is
the delay time. As long as δt includes the pulse duration,
feedback delay does not decrease the fidelity of the final
state. Another more technical detail is that the increased
detection bandwidth required for high temporal resolu-
tion potentially leads to a greater number of dark counts
from thermal photons. This issue merits consideration
on a system-by-system basis, since thermal background
and dark count rate depend on specifics of the photon
counters and energy of the spontaneously emitted light.
The final imperfection that we consider is the effect
of putting the atoms in cavities, which can increase the
photon collection efficiency and enhance the spontaneous
emission rate via the Purcell effect[19]. In the context
of quantum feedback, cavities introduce a form of non-
Markovianity that resembles feedback delay. In the most
commonly encountered limit of γ  κ, the final state is
approximately[18]
|ψ(∞)〉 ∝ |↑↓〉+ |↓↑〉√
2
+
√
2e−κ(τ2−τpulse)/2|↑↑〉 (2)
if the same photon counter registers both photons, and
|↓↑〉−|↑↓〉 otherwise. Here κ is the cavity bandwidth. In-
tuitively, the population in |↑↑〉 arises when both atomic
excitations have swapped into the cavity at the moment
when the feedback pulse is applied. Note that since
τ2 − τpulse = O(1/γ), this correction term is typically
exponentially small in κ/γ.
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FIG. 2: (a) Physical system for the homodyne detector ver-
sion of our protocol. The system is that of Fig. 2a except
with the photon counters replaced by homodyne detectors
or phase-sensitive parametric amplifiers. Detectors measure
field quadratures parameterized by φi. Homodyne detection
is depicted, implemented by feeding strong coherent states
|α〉 onto beam splitters. The atomic level structure is now
that of a qubit, with excited and ground states |e〉 and |g〉.
(b) Intuitive description of the homodyne protocol. Atoms
begin in |ee〉. Any fluorescence detection leads to entangle-
ment, so long as the homodyne detector phases are pi/2 out
of phases (|φL−φR| = pi/2). Feedback maintains the state in
Schmidt form, maximizing the population in |ee〉. The final
Bell state |ee〉+ |gg〉 is reached deterministically, independent
of the measurement record.
Homodyne detection scheme. Photon counters are
a significant challenge for some systems, including super-
conducting circuits. However superconducting phase pre-
serving amplifiers are readily available with quantum effi-
ciencies over 50%[20, 21], opening the possibility for feed-
back via continuous quadrature detection[22]. The requi-
site Hong-Ou-Mandel interference observed via quadra-
ture detection has already been demonstrated in super-
conducting circuits that were too far apart to interact
directly[23]. A recent theoretical study considered en-
tanglement formation in this context, and confirmed the
upper bound success rate of 50% (quantified as average
concurrence)[24, 25]. We now present a deterministic
protocol analogous to that of Fig. 1a but using para-
metric amplifiers, or equivalently homodyne detectors,
instead of photon counters. The corresponding experi-
mental design is shown in Fig. 2a.
We begin with the stochastic master equation for ho-
modyne detection[26]. This protocol only requires two-
level atoms, so for simplicity we work with only two
states, |e〉 and |g〉. An equation of motion analogous
to that generated by the non-Hermitian Hamiltonian H
from the photon-counting case describes the evolution
under continuous homodyne measurement
d|ψ〉 =
[ ∑
i={L,R}
− γ
2
(c†i ci − 2〈xi〉ci + 〈xi〉2)dt (3)
+
√
γ(ci − 〈xi〉)dWi
]
|ψ〉,
where cL/R = exp(−iφL/R)(σ1±σ2)/
√
2, with σ = |g〉〈e|.
Here xi = (ci+c
†
i )/2 are the measurement axes, and φL/R
are the local oscillator phases for the left and right de-
tectors. Eq. (3) contains H as its first term, but also
contains nonlinear terms 〈xi〉|ψ〉 which preserve normal-
ization, as well as stochastic terms proportional to dWi
that are analogous to quantum jumps but that instead
generate diffusive motion. Each dWi is a zero mean
Gaussian random variable with variance dt, and may
be determined from the associated measurement records
dri = 2
√
γ〈xi〉dt+ dWi.
To derive a feedback protocol for entanglement gen-
eration, we derive an equation of motion for the
concurrence[27, 28], an entanglement measure with a
simple analytic expression in the case of two qubits.
We also show that it is locally optimal to apply feed-
back rotations on each qubit to maintain the state in
Schmidt form up to a phase at all times i.e., |ψ(t)〉 =
eiφλλe(t)|ee〉 + λg(t)|gg〉[29]. We illustrate the physical
intuition behind this criteria in Fig. 2b. Among all ini-
tially separable states, |ee〉 offers the largest spontaneous
emission rate. After a short time interval, the atoms
partially decay into |eg〉 and |ge〉, which can generate a
small amount of entanglement. Rotating this state back
to Schmidt form again maximizes the population in |ee〉,
which then maximizes the rate of entanglement genera-
tion at the next time step. Continuously repeating this
procedure will eventually yield the maximally entangled
state eiφλ |ee〉+ |gg〉.
For a state in Schmidt form, the equation of motion
for concurrence is quite simple. Choosing λe ≥ λg, the
result for C 6= 0 is [18]
dC
dt
= sin(φL − φR) sin(φL + φR − φλ)(
√
1− C2 + 1)− C
(4)
and for C = 0 is dC/dt = 2| sin(φL − φR)|. We have set
γ = 1 for simplicity of notation. It is evident that the
amount of entanglement generated depends strongly on
the phase of the local oscillators φL/R, as has also been
observed in the absence of feedback[24, 25]. It is inter-
esting to note that the concurrence evolves deterministi-
cally despite the randomness of the measurement process.
This phenomenon has been observed in a number of other
feedback protocols[27, 30, 31]. For the optimal choice of
|φL − φR| = φL + φR − φλ = pi/2, the system reaches
exactly unit concurrence at t = pi/4 + ln(2)/2 ≈ 1.13.
The fidelity as a function of time is plotted in Fig. 3a.
Unlike in the photon counting protocol above, homo-
dyne detectors do not offer a clear signal that heralds
the arrival of two photons. Consequently, the protocol
is more sensitive to loss. To assess the effect of loss, we
extend the PaQS feedback equations of Ref. [15] to solve
for the locally optimal protocol in the presence of imper-
fections. We also derive a correction to these equations
which models feedback delay, valid to first order in δtγ.
A significant result of this paper is the extension of
the PaQS feedback equations to handle multiple non-
commuting feedback Hamiltonians, a necessary capabil-
ity for the present system. We consider continuous mea-
surement of a set of operators Mi with efficiencies ηi
and associated measurement records dri(t) =
√
ηi〈Mi +
4M†i 〉dt+dWi. Given the ability to apply a set of feedback
Hamiltonians Hj with strengths given by
∑
iAijdWi(t),
the feedback master equation obtained by averaging over
the measurement record is[18, 32]
dρ
dt
= −i
∑
j
Bj [Hj , ρ] (5)
+
∑
i
[
D[Mi]ρ− i√ηi[H˜i,H[Mi]ρ] +D[H˜i]ρ
]
,
H˜i ≡
∑
j
AijHj ,
where D[X]ρ ≡ XρX† − [X†Xρ+ ρX†X]/2 is the stan-
dard Lindblad dissipator, H[X]ρ ≡ Xρ + ρX† − 〈X +
X†〉ρ, and we also apply each Hj with an amplitude Bj
that is independent of the measurement record prior to
time t. The optimal values of the feedback coefficients
Aij and Bj can be determined by maximizing the expec-
tation value with respect to some desired target opera-
tor XT , although one requires higher-order terms beyond
those in Eq. (5) (see [18] for details)
A = iac−1, B = ibc−1,where (6)
aij =
√
ηiTr [XT [Hj ,H[Mi]ρ]]
bj =∑
i
Tr
[
XT [Hj ,D[Mi]ρ− i√ηi[H˜i,H[Mi]ρ] +D[H˜i]ρ]
]
cij = −Tr [XT [Hj , [Hi, ρ]]] .
This result requires that the Hj form a Lie algebra, so
that the vector space spanned by {Hj} is closed under
commutation. Eq. (6) allows one to compute the locally
optimal feedback Hamiltonian for any measurement-
based control problem by using a complete matrix basis
for Hj .
To generate a Bell state, we set the target operator XT
to be a projection operator onto the target state |ee〉 +
|gg〉 and the measurement operators as Mi = {cL, cR}.
We restrict to local feedback rotations by using Hj =
{σx,1, σy,1, σz,1, σx,2, σy,2, σz,2}, and model loss by setting
η1 = η2 = ηloss. We also include the above-mentioned
correction for feedback delay. Fig. 3c shows the fidelity
as a function of loss and delay, restricted to 0.5 < ηloss ≤
1. We also show the feedback coefficients Aij and Bj as
a function of time in Fig. 3b for the ideal case ηloss = 1
and δt = 0. The optimal solutions for A are such that the
effective feedback Hamiltonians are σx,1 +σx,2 and σy,2−
σy,1, applied proportional to the cL and cR measurement
records, respectively. For zero feedback delay (δt = 0),
the optimal values for B are zero, while for finite feedback
delay the values of Bj are non-zero only for the σx and
σy rotations.
Since Eq. (5) averages over the measurement outcome
at each time step, the simulated protocol is only locally
optimal for the average trajectory[31]. It is possible that
higher fidelities may be achievable if one applies feedback
(b)
(c)(a)
FIG. 3: (a) Fidelity as a function of time for the homodyne
protocol for the ideal case η = 1 and δt = 0. The fidelity hits
exactly 1 in finite time. (b) Feedback coefficients Aij for the
ideal case. The top curve (blue) contains AL,σx,1 , AL,σx,2 and
AR,σy,2, while the bottom curve (orange) contains AR,σy,1 .
All other matrix elements are zero (green). (c) Fidelity as a
function of loss and feedback delay. Contours show lines of
constant fidelity. No entanglement is generated below the 0.5
contour.
conditioned on the entire measurement record, which
would result in a non-Markovian feedback protocol[15]
(note that Eq. (6) remains valid in this case). Using Fig.
3c, we note that using the quantum efficiency of 0.66
reported in Ref. [21], the maximum tolerable delay is
∼ 0.13γ. Given the feedback delay of 374 ns reported in
Ref. [33], it should be possible to reach the threshold for
entanglement (0.5 fidelity) with existing superconducting
circuit technology, so long as γ < 0.13/0.374 = 350 kHz.
Conclusion and outlookWe have presented two pro-
tocols for deterministic entanglement of remote qubits
based on feedback applied during the measurement pro-
cess. The first protocol, based on photon counting dou-
bles the success rate of standard heralded entanglement
schemes. High state preparation fidelity is unaffected by
loss, feedback delay and does not require interferomet-
ric stability between remote nodes. The second protocol
uses homodyne measurements and continuous feedback.
To determine the form of the latter, we have derived a
general expression for locally optimal feedback protocols
permitting multiple non-commuting measurement oper-
ators. This equation allows one to explicitly calculate
the best feedback Hamiltonians for virtually any given
measurement-based control problem.
Although we have only considered systems involving
two qubits, our methods are applicable to multipartite
entanglement generation as well. In particular, it should
be possible to create many different types of entangled
states using photon counters and networks of beam split-
ters. If one initializes each atom in |e〉, feedback schemes
based on photon counting will retain robustness to loss.
Due to the sensitivity of our protocols to feedback de-
lay, they are mostly suitable for networking of spatially
nearby modules, rather than for long-distance quantum
communication. However, there are technologically im-
5portant cases in which they could significantly augment
even truly remote applications. For example, Erbium-
doped yttrium orthosilicate (Er3+: Y2SiO5) has recently
garnered interest as a promising solid state defect for
quantum networks due to its long coherence time and
emission in the telecom band[34]. With an excited state
lifetime on the order of milliseconds[35], photons emitted
via optical spontaneous emission span many kilometers,
permitting feedback between widely separated nodes.
In addition to the unavoidable imperfections such as
loss that we have considered, others exist that will require
a more system-specific analysis. For instance, when-
ever a thermal background is present, there is a tradeoff
between photodetector bandwidth and dark count rate.
The challenge of implementing fast pulses during the de-
cay process also depends greatly on the qubits used. Nev-
ertheless, given the high degree of robustness and the
ubiquitous nature of the experimental scenario consid-
ered in this work, we expect these two deterministic en-
tanglement generation protocols to have applications in
a wide range of quantum information platforms.
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I. SUPPLEMENTAL MATERIALS
A. Detailed derivation of the homodyne protocol under ideal conditions
Using the methods of section I D and choosing XT to be a projection operator onto the Bell state (|ee〉+ |gg〉)/
√
2
yields the homodyne protocol presented in the main text. However it would be desirable to understand why this
particular choice is preferable among all maximally entangled two-qubit states. In fact, one could argue that |ee〉+|gg〉
is a somewhat unnatural target, given that the quantum jump operators cL/R generate coherence and entanglement
in the |eg〉/|ge〉 subspace.
A more natural way to solve the optimization problem is to choose an entanglement measure as our figure of merit,
to avoid arbitrarily selecting out a single target state. In this section, we derive the homodyne-based entangling
protocol by computing an equation of motion for the concurrence[28, 36] and finding the protocol that maximizes it.
The concurrence of two qubits in a pure state is defined as
C ≡ |〈ψ∗|σy ⊗ σy|ψ〉| (7)
Our goal is first to see how the concurrence evolves under continuous measurement, and then to determine a feedback
protocol that maximizes it. A convenient state parameterization for this purpose is the Schmidt decomposition[27, 29].
By expressing the Schmidt coefficients in terms of the concurrence, we can write a general two-qubit state as[27]
ψ(C, θ1, θ2, φC,1, φC,2, θz,1, θz,2) (8)
= U1 ⊗ U2
[√
1 +
√
1− C2
2
|ee〉 −
√
1−√1− C2
2
|gg〉
]
Ui ≡ exp(−iθz,iσz/2) exp(−iθiσy/2) exp(−iφC,iσz/2),
where we have written Ui in terms of the Euler angles {φC,i, θi, θz,i}. We decompose the local unitaries into symmetric
and antisymmetric rotations by defining θ ≡ (θ1 + θ2)/2, ∆θ ≡ (θ1 − θ2)/2, and likewise for φC and θz. The final
expression does not depend on ∆φC , because the state in brackets is invariant under antisymmetric rotations about
σz.
As we allow all local unitaries for our feedback operations, we can directly treat θ, ∆θ, φC , θz and ∆θz as control
variables. The only parameter not controlled by feedback is the figure of merit itself, so we only need an equation of
motion for concurrence in order to study the efficacy of a given feedback protocol. Inserting |ψ〉 + |dψ〉 into Eq. (7)
and using Eq. (3) for |dψ〉 yields
dC = −Cdt− 2C (〈xL〉dWL + 〈xR〉dWR) (9)
− sin(∆φ)
[(√
1− C2u
2 + v2
2
+ uv
)
cosα sin 2φC +
(√
1− C2uv + u
2 + v2
2
)
sinα cos 2φC + C u
2 − v2
2
sinα
]
dt
∆φ ≡ φL − φR
α ≡ 2θz + φL + φR
u ≡ cos θ
v ≡ cos ∆θ,
for C 6= 0 and
dC = 1
2
| sin(φL − φR)|(cos θ + cos ∆θ)2dt (10)
7for C = 0. We have used Ito’s rule to drop terms of order higher than dt and set the spontaneous emission rate γ = 1
for simplicity. Setting u = v = 1 recovers Eq. (4) of the main text. From the above expression, we see that the only
way to obtain deterministic evolution is to prepare states with 〈xL〉 = 〈xR〉 = 0. We also see that the locally optimal
protocol will necessarily have φL − φR = ±pi/2, so that magnitude of the second O(dt) term is maximized. This
derivation of the optimal detector configuration is consistent with that arrived at recently for a solely measurement-
based protocol in Ref. [24]. All global maxima occur for u = v = 1, which can be verified numerically. This parameter
setting corresponds to maximizing the population in |ee〉. In this case, the dW terms drop and dC reduces to
dC = −Cdt∓ (
√
1− C2 + 1) sin(α+ 2φC)dt (11)
∆φ = ±pi/2.
dC is maximized for α + 2φC = −∆φ = ±pi/2. With these parameter settings, the state during feedback resembles a
Bell state with a relative phase determined by the homodyne measurement axes
|ψ〉 =
√
1 +
√
1− C2
2
|ee〉 ± iei(φL+φR)
√
1−√1− C2
2
|gg〉 (12)
∆φ = ±pi/2.
Finally, to compute the dynamics under the above feedback protocol, we solve the deterministic differential equation
dC
dt
= 1− C +
√
1− C2. (13)
The solution can be found exactly by integration
t =
∫
dC
1− C +√1− C2 =
asin(C)
2
− ln
(√
1 +
√
1− C2
)
+ c =
asin(C)
2
− ln
√1 +√1− C2
2
 , (14)
where in the last line we have chosen the integration constant c such that C(0) = 0. We are unaware of an inverse
function that would allow us to express C as a function of t analytically, but the above nevertheless fully specifies the
desired solution. By substituting C = 1, we determine the hitting time of t = pi/4 + ln(2)/2.
B. Robustness to loss imbalance and path length fluctuations
In this section, we calculate the effect of various imperfections in the optical setup. We model loss with additional
beam splitters before the which-path-erasing beam splitter, and detector inefficiencies with another pair of beam
splitters after it. We use the beam splitter unitary with general transmission and reflection coefficients
UBS =
( √
η
loss
√
1− ηloss√
1− ηloss −√ηloss
)
. (15)
Let us model the effect of each imperfection in turn as it appears in Fig. 4. Path length fluctuations along paths 1
and 2 add overall phase factors to the annihilation operators σ1 and σ2,
σi → e−iφiσi, (16)
where φ1 and φ2 are the optical phases accumulated by the spontaneously emitted photons along each path. Loss
along path i may be modelled as mixing in an additional mode bi, assumed to be in the vacuum state
σi → σi√ηloss,i +
√
1− ηloss,ibi|0〉 = σi√ηloss,i. (17)
The signals then reach the physical beam splitter, which acts as
cL/R =
σ1 ± σ2√
2
(18)
8FIG. 4: A model for the experimental setup of Fig. 1a, which includes loss, detector inefficiency and path length fluctuations
along the connections from the atoms to the beam splitters. All beam splitters used to model loss are fed with optical modes
bi assumed to be in the vacuum state.
as before. After this beam splitter, photon counter efficiencies and subsequent loss may again be modeled with a pair
of beam splitters,
cL/R → cL/R√ηL/R +
√
1− ηL/RbL/R|0〉 = cL/R√ηL/R. (19)
Composing all of these transformations, the final jump operators are
cL/R =
√
ηL/R
√
ηloss,1e
−iφ1σ1 ±√ηloss,2e−iφ2σ2√
2
. (20)
Importantly, two applications of cL/R to |ee〉 with a pi pulse in between yield the target state |↓↑〉 ± |↓↑〉, since all
imbalance parameters fall out as an overall multiplicative factor, resulting in
cL/R
(
(|↑〉〈↓|+ |↓〉〈↑|)⊗2
)
cL/R|ee〉 ∝ |↓↑〉 ± |↓↑〉. (21)
C. Finite κ effects
Placing an atom in a cavity can enhance its spontaneous emission rate and increase the fluorescence collection
efficiency. However the atom-cavity dynamics introduce a new time scale, which we must account for to quantitatively
predict the fidelity of entanglement generation. In this section, we derive an expression for the atomic state after a
successful round of our photon counting entanglement scheme. The results show that infidelity due to atom-cavity
interactions is negligible in the experimentally relevant regime of wide cavity bandwidth κ relative to the atom-cavity
interaction strength g.
In the rotating wave approximation, the full Hamiltonian including cavity dissipation and atom-cavity interactions
is
H =
∑
i
gi
2
(|↓〉〈e|ia†i + h.c.)− i
κi
2
a†iai (22)
where i indexes the atoms and their respective cavities. For simplicity we take g1 = g2 and κ1 = κ2. H governs the
conditional dynamics absent the detection of a photon, so it does not preserve the norm of the state. The operators
associated with photon detection now act on the cavities instead of the atoms
cL/R =
a1 ± a2√
2
. (23)
Before photon detection, the system evolves as a separable product of two atom-cavity states, so we treat these
subsystems separately. We parameterize each subsystem as
|ψi(t)〉 = Ai(t)|e, 0〉+Bi(t)|↓, 1〉, (24)
9with 0 and 1 counting the cavity photon number. In this subspace, H acts as
|ψ˙i(t)〉 = −iHi|ψi(t)〉 =
(
A˙i(t)
B˙i(t)
)
=
1
2
(
0 −ig
−ig −κ
)
, (25)
where Hi only contains terms from the ith subsystem. Taking the initial conditions specified by our protocol (Ai(0) =
1, Bi(0) = 0), the exact solution is
Ai(t) =
κ
4
√
κ2/4− g2
(
e−Γslowt/2 − e−Γfastt/2
)
+
1
2
(
e−Γslowt/2 + e−Γfastt/2
)
(26)
Bi(t) =
ig
2
√
κ2/4− g2
(
e−Γfastt/2 − e−Γslowt/2
)
Γfast =
κ
2
+
√
κ2/4− g2 Γslow = κ
2
−
√
κ2/4− g2.
In the experimentally relevant limit of κ g, this simplifies to
A(t) ≈ e−Γslowt/2 (27)
B(t) ≈ ig
2κ
(
e−Γfastt/2 − e−Γslowt/2
)
Γfast ≈ κ Γslow ≈ g
2
κ
.
The above simplification makes it clear that Γslow may be interpreted as the effective spontaneous emission rate γ;
after an initial transient lasting of order 1/κ, the norm of the state decays exponentially at a rate of Γslow, indicating
increasing probability for detection of a photon.
The full system state immediately before the first photon detection is
|ψ(τ1 − )〉 = (A(τ1)|e, 0〉+B(τ1)|↓, 1〉)⊗2, (28)
where  is a negligibly small time interval. Immediately after detection, the state becomes
|ψ(τ1)〉 = cL/R|ψ(τ1 − )〉 (29)
= B(τ1)|↓, 0〉 ⊗ (A(τ1)|e, 0〉+B(τ1)|↓, 1〉)± (A(τ1)|e, 0〉+B(τ1)|↓, 1〉)⊗B(τ1)|↓, 0〉,
where we have dropped a global factor of 1/
√
2. The state then continues to evolve under H until feedback exchanges
|↑〉 and |↓〉. The terms in parenthesis were unmodified by the photon detection event, and so we can continue use the
original solution to propagate from τ1 to τpulse = τ1 + δt. After the feedback pulse, we have
|ψ(τpulse)〉 = |↑, 0〉 ⊗ (A(τpulse)|e, 0〉+B(τpulse)|↑, 1〉)± (A(τpulse)|e, 0〉+B(τpulse)|↑, 1〉)⊗ |↑, 0〉, (30)
where we have dropped a global factor of B(τ1). After feedback, the evolution of the |↑, 1〉 component decouples from
the rest of the wave function,
H|↑, 1〉 = −iκ
2
|↑, 1〉, (31)
and decays exponentially as e−κt/2|↑, 1〉. This fast decay is beneficial, as it decreases overlap with the unentangled
state |↑↑〉. At the same time, the |e, 0〉 terms evolve according to our original solution. Immediately before the second
photon detection event, the state is
|ψ(τ2 − )〉 =|↑, 0〉 ⊗
(
A(τpulse) (A(τ2 − τpulse)|e, 0〉+B(τ2 − τpulse)|↓, 1〉) + e−κ(τ2−τpulse)/2B(τpulse)|↑, 1〉
)
(32)
±
(
A(τpulse) (A(τ2 − τpulse)|e, 0〉+B(τ2 − τpulse)|↓, 1〉) + e−κ(τ2−τpulse)/2B(τpulse)|↑, 1〉
)
⊗ |↑, 0〉.
The final photon detection at τ2 simply eliminates the |e, 0〉 component and projects the cavity state into |00〉.
Factoring out the cavity, the qubits are left in the state
|ψ(τ2)〉 = A(τpulse)B(τ2 − τpulse)(±1|↓↑〉 ±2 |↑↓〉) +B(τpulse)e−κ(τ2−τpulse)/2(±11±2 1)|↑↑〉, (33)
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where ±i indicates the phase associated with the ith detection event (+ for the left detector and − for the right). If
opposite detectors click, then we are left exactly in the singlet state (↓↑〉− |↑↓〉)/√2. If the same detector clicks twice,
then the exact solutions for A and B derived above suffice to provide an exact expression for |ψ(τ2)〉. To obtain a
simpler result, one can expand the exact solution to first order in g, which turns out to be independent of g
|ψ(τ2)〉 ≈ |↑↓〉+ |↓↑〉√
2
+
√
2
1− e−κτpulse/2
eκ(τ2−τpulse)/2 − 1 |↑↑〉. (34)
Taking the decay rate to be slow compared to κ, so that we can assume τpulse, τ2 − τpulse  1/κ, we arrive at the
expression given in the main text,
|ψ(τ2)〉 ≈ |↑↓〉+ |↓↑〉√
2
+
√
2e−κ(τ2−τpulse)/2|↑↑〉. (35)
If a detection event happens to occur immediately after preparing |ee〉 or immediately after τpulse, then Eq. (34) will
be more accurate, and there may be significantly more overlap with the unentangled state |↑↑〉. Fortunately, the
probability for this occurrence is suppressed, scaling as γ/κ.
One might hope that the coherence between the Bell state and the undesired |↑↑〉 component of the wave function
could enable an even larger Bell state fidelity using local operations. However, the lack of a |↓↓〉 component in |ψ〉
implies that the concurrence is only a function of the overlap with |↑↓〉+ |↓↑〉, as is evident from Eq. (7). Therefore,
Eq. (34) gives the optimal representation in terms of Bell state fidelity.
D. Locally optimal feedback in the presence of loss and delay
In this section, we derive the locally optimal control operation, which maximizes the fidelity of the current state
with respect to a general target state |ψT 〉, or more generally the expectation value of an operator XT . We begin by
following the proportional and quantum state (PaQS) feedback scheme of Ref. [15], but going beyond this to include
multiple potentially non-commuting feedback Hamiltonians. We further add a correction that accounts for feedback
delay [37], and then compute a correction to the locally optimal protocol at first order in the delay.
1. A general expression for the locally optimal measurement-based feedback Hamiltonians
Let dWi label the noise corresponding to measurement of operator Mi, and {Hj} be a set of feedback Hamiltonians.
As noted in the main text, we can treat a completely general measurement-based feedback problem by allowing Hj to
be a complete matrix basis for the system, so that the locally optimal Hamiltonian is singled out among all possible
Hamiltonians. One can also impose experimental constraints like locality by correspondingly restricting {Hj} to a
subalgebra. The most general form of proportional feedback applies the jth feedback Hamiltonian in response to
all measurement outcomes using independent proportionality coefficients Aij . In the absence of delay, the feedback
unitary applied at time t may be written in the form
U(t) = U({θj(t)}) = exp
−i∑
j
θj(t)Hj
 = I − i∑
ij
H˜i(A)dWi(t)−
i∑
j
Bj(t)Hj +
1
2
∑
i
H˜i(A)
2
 dt (36)
θj(t) = Bj(t)dt+
∑
i
Aij(t)dWi(t)
H˜i(A) ≡
∑
j
AijHj .
We can derive the feedback master equation by applying U(t) to the post-measurement state
ρ(t+ dt) = U(t)ρM (t)U
†(t) (37)
ρM (t) ≡ ρ(t) +
∑
i
D[Mi]ρ(t)dt+√ηiH[Mi]ρ(t)dWi(t).
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Using the expansion Eq. (36) and applying Ito’s rule immediately gives
dρ(t) = −i
∑
j
Bj [Hj , ρ(t)]dt (38)
+
∑
i
[
D[Mi]ρ(t)dt+√ηiH[Mi]ρ(t)dWi(t)
− i[H˜i(A), ρ(t)]dWi(t) +D[H˜i(A)]ρ(t)dt− i√ηi[H˜i(A),H[Mi]ρ(t)]dt
]
ρ(t+ dt) = ρ(t) + dρ(t). (39)
We now solve for the locally optimal protocol, using the expectation value Tr[XT ρ(t + dt)] as our figure of merit.
Simply maximizing Tr[XT dρ] over Aij and Bj does not work; dρ is linear in Bj , so the maximization condition
∂Tr[XT ρ(t + dt)]/∂Bj = −iTr[XT [Hj , ρ(t)]]dt = 0 does not depend on Bj and is therefore typically inconsistent.
Instead, we must first allow for arbitrarily large feedback rotations θj to compute a general condition for maximization,
and only then assume that θj is infinitesimal.
Returning to the first line of Eq. (38), the derivative of ρ(t + dt) with respect to θa, which we use to maximize
Tr[XT ρ(t+ dt)], is
∂ρ(t+ dt)
∂θa
=
∂
∂θa
(
UρMU
†) = Qaρ(t+ dt) + ρ(t+ dt)Q†a (40)
Qa ≡
(
∂
∂θa
U
)
U†
= −iHa + 1
2
∑
i
θi[Hi, Ha] +
i
6
∑
ij
θiθj [Hi, [Hj , Ha]] + ...
The expression for Qa may be derived using the useful identity de
X(t)/dt = − ∫ 1
0
esX(t)(dX(t)/dt)e(1−s)X(t)ds and
the Baker-Campbell-Hausdorff formula[38]. We can then write the maximization condition of Tr[ρ(t + dt)XT ] with
respect to θa as
∂Tr[XT ρ(t+ dt)]
∂θa
=− i〈[Ha, ρ(t)]〉XT +
1
2
∑
j
θj〈[[Hj , Ha], ρ(t)]〉XT +
i
6
∑
jk
θjθk〈[[Hj , [Hk, Ha]], ρ(t)]〉XT (41)
− i〈[Ha, dρ]〉XT +
1
2
∑
j
θj〈[[Hj , Ha], dρ]〉XT = 0,
where we use the shorthand 〈O〉XT ≡ Tr[OXT ] and have dropped all terms of order dtdWi and higher. In general,
Eq. (41) will not admit an analytic solution. In fact, if the first term is non-zero, the maximization condition becomes
inconsistent, because all other terms are infinitesimal by assumption.
To derive the feedback coefficients from Eq. (41), we must assume that an (at least locally) optimal rotation was
applied at the previous time step t − dt. This could require a finite feedback rotation, particularly at the first time
step of a feedback protocol when starting with a generic state. In general, requiring〈
∂U({θj(t− dt)})ρM (t− dt)U({θj(t− dt)})†
∂θa
〉
XT
=
〈
∂ρ(t)
∂θa
〉
XT
= 0 (42)
is not a sufficient condition for having found a local optimum. If the set of all Us generated by Eq. (36) allowing for
all values of θj do not form a group, then it is possible to satisfy Eq. (42) but not to have found a local maximum
i.e., 〈
∂U({θ′j})ρ(t)U({θ′j})†
∂θ′b
〉
XT
∣∣∣∣∣
θ′j=0
6= 0 (43)
for some subsequent rotation θ′j . Lack of closure of U under multiplication allows U({θ′j})U({θj}) to yield new
operations that cannot be written as U({θj}). We can enforce that U forms a group by requiring that {Hj} forms
a Lie algebra. This mandates that there exist structure constants fkij such that [Hi, Hj ] =
∑
k f
k
ijHk for all i and
j. This constraint is not severe in practice, at least for finite Hilbert spaces; given a set of Hamiltonians that do
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not form a Lie algebra, one can construct the Lie algebraic closure by augmenting this set with commutators of the
Hamiltonians already in the set until we can no longer generate linearly independent operators.
Given that {Hj} forms a Lie algebra, the assumption that the locally optimal rotation was applied at the previous
time step implies that Eq. (43) goes to zero. This immediately implies that the first term of Eq. (41) drops out.
Furthermore, as [Hi, Ha] and [Hi, [Hj , Ha]] can be written as linear combinations of Hj , the second and third terms
drop out as well, leaving us with
∂Tr[XT ρ(t+ dt)]
∂θa
= −i〈[Ha, dρ]〉XT +
1
2
∑
i
〈[[H˜i, Ha], dρ]〉XT dWi = 0, (44)
where we have expanded θj and dropped higher-order terms. We can now solve for Aij and Bj order-by-order in dWi.
First considering terms of order dWi, we find
√
ηi〈[Ha,H[Mi]ρ(t)]〉XT︸ ︷︷ ︸
aia
−i
∑
j
Aij 〈[Ha, [Hj , ρ(t)]]〉XT︸ ︷︷ ︸
−cja
= 0, (45)
A = iac−1,
in agreement with the main text. For the dt terms, note that the second term of Eq. (44) picks out O(dWi) terms of
dρ. Eq. (45) implies that this term is already zero. Thus the O(dt) terms of Eq. (44) give
−i
∑
j
Bj 〈[Ha, [Hj , ρ(t)]]〉XT︸ ︷︷ ︸
−cja
+
∑
i
〈[Ha,D[Mi]ρ(t) +D[H˜i]ρ(t)− i√ηi[H˜i,H[Mi]ρ(t)]]〉XT︸ ︷︷ ︸
ba
= 0, (46)
B = ibc−1,
treating b as a row vector.
Together, Eq. (45) and Eq. (46) form an exact, closed form expression for the feedback controls that extremize
the cost function under measurement-based feedback, as modelled by Eq. (38). The condition to have found a local
maximum as opposed to a minimum or saddle point is that the Hessian matrix
∂2
∂θa∂θb
〈ρ(t+ dt)〉XT (47)
should be negative definite. We can compute it exactly as
∂2ρ(t+ dt)
∂θa∂θb
= Qabρ(t+ dt) + ρ(t+ dt)Q
†
ab +Qaρ(t+ dt)Q
†
b +Qbρ(t+ dt)Q
†
a (48)
Qab ≡ ∂
2U
∂θa∂θb
U† =
∂(QbU)
∂θa
U† =
∂Qb
∂θa
+QbQa.
In principle, one could use the above formula to compute the Hessian exactly in terms of ρ(t + dt), Mi and Hj .
However unlike in the first derivative, there are typically both finite and infinitesimal contributions here, so only the
finite part is essential. Taking the derivative of Qb and then dropping terms of order dW and dt yields
∂2
∂θa∂θb
〈ρ(t+ dt)〉XT = −〈([Hb, [Ha, ρ(t+ dt)]])〉XT +O(dW ) ≈ cab, (49)
where we have eliminated a term of the form 〈[[Ha, Hb], ρ(t+ dt)]〉XT and cab was defined in Eq. (45).
If c fails to be negative definite, then it is often necessary to perform a global search over θj to find the global
maximum of the figure of merit. An important exception to this requirement is when a linear combination of the
His commutes with ρ, in which case c will have a null eigenvalue. In this case, a global search may not improve the
figure of merit, as ρ is invariant under this control operation. Thus it is preferable to simply ignore null eigenvalues
of c and only insist that it is negative semidefinite. To do so, one may simply replace the matrix inverse in Eq. (45)
and Eq. (46) with a Moore-Penrose pseudoinverse [39], which is what we use in practice. In general, the above
expression guarantees that we have found a local maximum of the figure of merit, but this may not coincide with
a global maximum. To check the latter, one must occasionally perform global searches over θj allowing for large
rotation angles. These global searches are often not necessary to achieve good results, and were not implemented in
the protocol presented here.
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2. Locally optimal feedback in the presence of feedback delay
As a final step, we now derive corrections to the master equation accounting for feedback delay along the lines of
Ref. [37], and then derive corrections to A and B which retain local optimality to first order in the delay parameter
δt. Let us repeat the derivation of the feedback master equation, but enforce θ(t) to depend on the measurement
noise at t− δt
θj(t) = Bj(t)dt+
∑
i
Aij(t)dWi(t− δt). (50)
Measurement at the current time does not correlate with feedback at the current time, meaning that terms of the
form dWi(t)dWj(t− δt) drop. Expanding Eq. (37) and Eq. (36) using Eq. (50) gives
ρ(t+ dt) =ρ(t)− i
∑
j
Bj [Hj , ρ(t)]dt+
∑
i
[
D[Mi]ρ(t)dt+√ηiH[Mi]ρ(t)dWi(t)− i[H˜i, ρ(t)]dWi(t− δt) +D[H˜i]ρ(t)
]
.
(51)
To capture the effects of delay, we need to explicitly write down all dWi(t − δt) terms so that we can compute the
resulting cross terms. Feedback at time t correlates with the measurement noise at time t − δt, so we expand ρ(t)
to capture its dWi(t − δt) dependence and then substitute the result into the feedback term [Hj , ρ(t)]dWi(t − δt).
Expanding ρ(t) yields
ρ(t) = e(δt−dt)L
[
I +
∑
i
√
ηiH[Mi]dWi(t− δt) + ...
]
ρ(t− δt) (52)
= ρ(t− dt) +
∑
i
e(δt−dt)L
√
ηiH[Mi]dWi(t− δt)ρ(t− δt) + ...
= ρ(t) +
∑
i
eδtL
√
ηiH[Mi]dWi(t− δt)ρ(t− δt) +O(dt, dWi(t− dt), dWi(t− δt− dt)) + ...,
where eδtL is the time evolution operator from t − δt to t (which we approximate to be linear) and we have only
explicitly written terms that will not drop in the end upon application of the Ito rules. The O terms come from the
fact that in the last line, we have propagated one time step further, from t− dt to t, unlike in the previous line. The
difference cancels on substitution and allows us to write everything in terms of ρ(t) and ρ(t − δt). We can simplify
somewhat further if we take δt to be small compared to the timescale of the measurement and feedback dynamics.
Using ρ(t− δt) = e−δtLρ(t) and e±δtL ≈ (1± δtL), we can approximate the above expression as
ρ(t) ≈ ρ(t) +
∑
i
√
ηi [H[Mi]ρ(t) + δt(LH[Mi]ρ(t)−H[Mi]Lρ(t))] dWi(t− δt). (53)
Substituting the above ρ(t) into the aformentioned feedback term in which correlations arise yields∑
i
[H˜i, ρ(t)]dWi(t− δt) (54)
≈
∑
i
[H˜i, ρ(t)]dWi(t− δt) +√ηi[H˜i, H¯[Mi]ρ(t)]dt+ δt√ηi[H˜i,LH¯[Mi]ρ(t)− H¯[Mi]Lρ(t)]dt,
where we have defined H¯[X]ρ = Xρ+ρX†. The intuitive interpretation of the above term, evident from Eq. (52) and
Eq. (53) is that we have taken the state, evolved backward in time, applied measurement, evolved forward in time,
and then applied the corresponding feedback operation.
Putting everything together, we arrive at a final master equation
ρ(t+ dt) =ρ(t)− i
∑
j
Bj [Hj , ρ(t)]dt+
∑
i
[
D[Mi]ρ(t)dt+√ηiH[Mi]ρ(t)dWi(t) (55)
− i
(
[H˜i, ρ(t)]dWi(t− δt) +√ηi[H˜i, H¯[Mi]ρ(t)]dt+ δt√ηi[H˜i,LH¯[Mi]ρ(t)− H¯[Mi]Lρ(t)]dt
)
+D[H˜i]ρ(t)
]
,
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which is approximately Markovian. In particular, since we have captured all of the noise correlations explicitly, it is
valid to average over measurement outcomes by dropping dW terms, as in a typical master equation.
To compute the optimization condition, we use Eq. (41) to compute the derivatives with respect to θa, though
this time the dWi component of θa(t) corresponds to the earlier time t− δt. We assume that A and B are relatively
constant over the delay interval δt i.e., A(t) ≈ A(t− δt) and B(t) ≈ B(t− δt). As before, we assume that the optimal
rotation was applied at the previous time step, but this time averaging over all measurement outcomes that have not
yet been observed due to delay (from t− δt+ dt to t)
EdWi(t−δt+dt)...dWi(t)
[
∂〈ρ(t+ dt)〉XT
∂θa
]
= 0. (56)
We now solve the maximization condition order-by-order. dWi(t) terms average out, as there are no feedback terms
depending on dWi(t). The O(1) term drops along with nested commutators containing ρ(t) (second and third terms of
Eq. (41)), as we assume that the locally optimal rotation was applied at the previous time step. For the O(dWi(t−δt))
terms, we must pull any dWi(t− δt) dependence out of ρ(t) in Eq. (51). Using Eq. (53), the maximization condition
is
√
ηi〈[Ha, H¯[Mi]ρ(t)]〉XT︸ ︷︷ ︸
aia
+δt
√
ηi〈[Ha,LH¯[Mi]ρ(t)− H¯[Mi]Lρ(t)]〉XT︸ ︷︷ ︸
a′ia
−i
∑
j
Aij 〈[Ha, [Hj , ρ(t)]]〉XT︸ ︷︷ ︸
−cja
= 0 (57)
To zeroth-order in δt, Eq. (45) solves the above equation. The first-order correction is
A = i(a+ δta′)c−1 (58)
a′ depends on both A and B through its dependence on L, but Eq. (58) is still correct to first order if one uses the
zeroth-order solution Eq. (45) and Eq. (46) in L. Finally, the O(dt) terms of Eq. (56) gives a solution for B in the
same way
−i
∑
j
〈[Ha, [Hj , ρ(t)]]〉XT + 〈[Ha,
∑
i
D[Mi]ρ(t)− i√ηi[H˜i, H¯[Mi]ρ(t)] +D[H˜i]ρ(t)]〉XT︸ ︷︷ ︸
ba
(59)
−i〈[Ha,
∑
i
√
ηi[H˜i,LH¯[Mi]ρ(t)− H¯[Mi]Lρ(t)]]〉XT︸ ︷︷ ︸
b′a
δt
B = −i(b+ δtb′)c−1.
These relations give the locally optimal feedback protocol for a general measurement-based scheme in the presence of
delay.
