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Abstract
The focus of this project is continuous time quantum walks (QW) on finite
graphs. QW are important because they offer one route to universal quantum
computation. We studied Perfect State Transfer in a variety of regular graphs,
some of which have not been studied earlier. Our work has led to a method
of achieving PST between any two nodes of d-dimensional hypercube graph.
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1Chapter 1
Introduction
The focus of this research is continuous time quantum walks (QW) on finite
graphs. This is the quantum analog of the classical random walk (CRW)
common to both graph and information theory. The CRW can be described
as follows for any graph. A "walker" begins on any node of a graph and has
an equal probability of traveling down any connected edge to an adjacent
node. This process is then repeated as often as desired. The interest of this
process for information theory is that it serves as a model of an arbitrary
calculation, with the nodes representing intermediate answers and the edges
the operations that lead to them. Thus, if the walker is moving in a random
fashion, the question becomes: what is the probability of finding the walker
at the desired answer node after a certain number of steps? This problem is
of great importance in information theory, and it has been intensively studied
in graph theory. A thorough review of the CRW can be found in the articles
by Lovasz [18] and Doyle [9].
In a quantum walk, the classical walker is replaced by a quantum walker.
This quantum walker follows a different set of rules. The main difference is
that whereas the classical walker is at a definite node at any time (although
his actual position is unknown to someone who has not observed him), the
quantum walker is in a "superposition state", in which he has a complex am-
plitude for being at any node of the graph. The two features of this superpo-
sition state are the following:
2 Chapter 1. Introduction
1. The square modulus of the amplitude at any node gives the probability
of finding the walker at that node.
2. The sum of the probabilities for all the nodes is equal to one.
The main consequence of the walker being in a superposition state is that
if we carry out a (quantum) measurement to determine where he is, we will
not discover where he was before the measurement but will find him with
some probability at each of the nodes of the graph. In information theoretic
terms, if one of the nodes represents the answer to our computational prob-
lem, the probability that we will hit upon it will not be unity if the walker is in
a superposition state. A way to avoid this issue would be to ensure that our
walker’s final superposition state has an amplitude of one at one node and
zero at the other nodes. This quantum state is known as a pure state. This
situation, where a quantum system evolves from one pure state to a different
pure state at a later time, is known as perfect state transfer (PST). A closely
related phenomenon is pretty good state transfer (PGST), which is similar to
PST with the caveat that the probability can be arbitrarily close to one but
never actually reaches it [8]. Thus, our study of quantum walks on graphs
will be focused on PST and PGST because these features can be connected to
efficient problem solving in quantum computation.
The notion of a superposition state, which arises naturally in the course
of a quantum random walk, has far reaching consequences for the theory of
quantum computation. Essentially, this is because any operation applied to
a superposition state affects all the component states at the same time and
achieves a parallel processing that can be realized in a classical context only
by using large amounts of hardware. This is the reason for the spectacular
efficiency of quantum algorithms such as Shor’s factoring [26] and Grover’s
searching algorithms [14]. Several physicists, such has Godsil [13, 12], Farhi
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[10], and Bose [4, 5] have shown how ideas from graph theory can be ex-
ploited in quantum walks to achieve PST and thus further their use in a vari-
ety of applications. In a highly important paper, Andrew Childs [6] showed
that quantum walks are sufficient for the existence of a simplistic universal
quantum computer. Quantum walks thus have benefits in the field of algo-
rithms.
Quantum walks are motivated by the wide use of classical random walks
in various search algorithms, such as decision tree based algorithms. Childs
et al. [7] have shown exponential speedup in oracular problems (aka black-
box problems) by using a quantum computer in preference to a classical com-
puter. This is achieved through a continuous time walk and is different from
previous Fourier transform based methods. They have shown that a quan-
tum walk can be used to solve this problem by rapidly traversing a graph
and that no classical algorithm can achieve a similar result.
Shenvi et al. [25] have shown polynomial speedup in a search algorithm
using a discrete time quantum walk. This algorithm contains traces of the
underlying topology of the hypercube on which it is based.
Various classical algorithms in biology, psychology, economics, and physics
can be developed using classical random walks and the hope is that by ex-
tending to quantum walks exponential speedup can be achieved in the anal-
ogous quantum algorithms [24].
Because of highly unusual properties of quantum walks, they are being
used to study various other quantum phenomena such as quantum entan-
glement [17].
Recently, quantum walks are also being implemented in physical struc-
tures such as photonic crystals, quantum dots and in trapped ion systems.
(See Chapter 5 Physical Implementation of Quantum Walks)
This report is structured as follows. In Chapter 2, we describe the formal-
ism we use for analyzing continuous time quantum walks on arbitrary finite
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graphs. However, almost the entire treatment in this project is restricted to
highly symmetric vertex transitive graphs because they allow the problem
to be solved completely by a largely analytical approach. In Chapter 3, we
analyze walks on several regular graphs such as: Cell Graphs, Cycle Graphs,
Platonic Solids, Cocktail-Party Graphs, and Hypercube-like Graphs. We de-
rived and checked several results that have been reported in the literature
and also looked at some structures, such as the icosahedron and the 24-cell,
that have not been considered earlier. In Chapter 4, we describe our work on
PST in hypercube graphs in dimensions 2-4. In Chapter 5, we describe a va-
riety of architectures that are being actively explored as means of practically
realizing quantum walks or other types of quantum computation. Finally,
Chapter 6 contains our concluding remarks.
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Quantum Walks: Formalism
2.1 Defining Time-Evolution on Finite Graphs
As mentioned in the introduction, we studied quantum walks on graphs.
We assume that the quantum walker starts in a pure state in which he is at a
definite node at the beginning. He then makes the transition to the connected
nodes and evolves into a superposition state in which he has an (complex)
amplitude for being at any other node. Our goal is to find conditions under
which he can definitely be at a desired target node at a later time.
The dynamics of the quantum walk is governed by a Hamiltonian that
is derived from the graph on which the walk takes place. Consider a walk
taking place on the cube graph shown below in Fig. 2.1, whose nodes have
been numbered 1 to 8. Shown next to the graph is its adjacency matrix, whose
rows and columns are labeled by the nodes and whose entries are 1 or 0
depending on whether the corresponding nodes are connected by an edge or
not. This adjacency matrix serves as Hamiltonian, H, for the quantum walk
whose time evolution operator is given by:
U(t) = e−iHt. (2.1)
Let the state of the quantum walker at any time be given by a column
vector ψ whose i-th element is the complex amplitude of finding the walker
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FIGURE 2.1: The cube graph with labeled nodes is shown
above. To the right is its adjacency matrix where the node labels
are listed along the top and side and a 0 or 1 is in the matrix the
node pairs are connected via an edge.
at node i. If ψ(0) represents the state of the walker at time 0, then their state
at time t is given by:
ψ(t) = U(t)ψ(0). (2.2)
The probability of finding the walker at any node at time t is given by the
squared modulus of the appropriate element of ψ(t) [28].
It is important to note that most mathematical programming languages
come equipped with some form of matrix exponential solver to determine the
time-evolution operator. However, the complexity of the matrices studied
later in the paper made the following method more viable.
2.2 Pseudocode for Time-Evolution
Our evalution of the time-evolution operator is based on the Cayley-Hamilton
theorem. This theorem states that every square matrix satisfies its own char-
acteristic equation. For reference, the characteristic equation is defined as
follows,
det(A− Iλ) = 0, (2.3)
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where A is the original matrix, I is the identity matrix, and λ is the eigen-
value. The characteristic equation is a polynomial equation in λ, and replac-
ing λ by A causes the characteristic equation to remain valid. The importance
of this observation becomes apparent when we examine the Taylor expansion
of the exponential.
eA =
∞
∑
n=0
An
n!
(2.4)
From this relationship, the exponential of a matrix becomes an infinite linear
combination of increasing powers of the matrix. The characteristic equation
can then be used to write higher powers in terms of combinations of lower
powers, effectively truncating the infinite summation that occurs in the ex-
pansion of the time evolution operator, as seen below:
e−iHt =
N−1
∑
n=0
cnHn (2.5)
where N is the number of distinct eigenvalues of H and cn are unknown
coefficients that have to be determined. These coefficients can be fixed by
using the fact (2.5) continues to be valid when H is replaced by each of its
eigenvalues, and the set of these equations can be used to solve for all the cn.
Once the coefficients have been found, the time-evolution operator can be re-
constructed from (2.5). Although straightforward, this method is tedious and
difficult to implement by hand. This prompted us to create several scripts to
automate the process. The pseudo-code for the standard numerical time-
evolution generator is written below, while its variants will be examined in
the appendices.
INPUT: Adjacency Matrix and Initial State
1. Solve for the eigenvalues
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2. FOR each eigenvalue, create a vector to correspond to row in linear
system of equations matrix END FOR
3. Solve linear system of equations
4. FOR each eigenvalue evaluate truncation and add to previous (create
time-evolution operator) END FOR
5. Multiply time-evolution by initial state (probability amplitude)
6. Multiply probability amplitude by conjugate
OUTPUT: node probabilities
Throughout our study, we created variants of our basic code that treated
walks with variable couplings and increased the efficiency of the calculation.
To show this method, one example of its use is given in the next section.
2.3 Quantum Walk on a Line Graph
In this section, we consider a line-graph that has four nodes in a line con-
nected to their adjacent nodes. This graph and its corresponding Hamilto-
nian (adjacency matrix) are shown below.
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FIGURE 2.2: Four node line graph with its associated adjacency
matrix.
The characteristic equation of the adjacency matrix can be solved to yield
the following four eigenvalues:
λ =
1
2
(−1− 2
√
5),
1
2
(1+ 2
√
5),
1
2
(1− 2
√
5),
1
2
(−1+ 2
√
5) (2.6)
From the discussion in the previous section, we know that the time-evolution
operator takes the following form.
U(t) = c0 I + c1H + c2H2 + c3H3, (2.7)
where I is the identity matrix, or H0 and the ci are unknown coefficients
that must be determined. Utilizing the Cayley-Hamilton theorem, we can
replace the Hamiltonian with each of its eigenvalues in the previous equation
to get the following system of equations:
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
e−i( 12 (−1−
2√5))t
e−i( 12 (1+
2√5))t
e−i( 12 (1−
2√5))t
e−i( 12 (−1+
2√5))t

=

1 12(−1− 2
√
5) (12(−1− 2
√
5))2 (12(−1− 2
√
5))3
1 12(1+
2
√
5) (12(1+
2
√
5))2 (12(1+
2
√
5))3
1 12(1− 2
√
5) (12(1− 2
√
5))2 (12(1− 2
√
5))3
1 12(−1+ 2
√
5) (12(−1+ 2
√
5))2 (12(−1+ 2
√
5))3


c0
c1
c2
c3

(2.8)
One can solve for the coefficients and put them back into (2.7) to obtain
an expression for the time evolution operator as a 4 x 4 matrix. If we assume
that the system starts out in node 1 at time 0, then its state at time t is given
by:
ψ(t) =

(2(2+ 2
√
5) cos( 12 (−1+ 2
√
5)t)+(1+ 2
√
5) cos[ 12 (1+
2√5)]2
70+30 2
√
5
4
5(cos(
t
2))
2(sin(
2√5t
2 ))
2
4
5(sin(
t
2))
2(sin(
2√5t
2 ))
2
(2 2
√
5 sin( 12 (1+
2√5)t)+(5+3 2√5)(sin( 12 (t− 2
√
5t)))2
50(3+ 2
√
5)

(2.9)
The square of each element of the above vector gives the probability of
finding the quantum walker at the i-th node at time t. The four probabilities
are plotted in the graph below. It is evident that PST to no other node occurs
in this case.
FIGURE 2.3: Probabilities of four node line graph.
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The process in this section is used to analyze other graphs throughout the
paper and so we will content ourselves by merely reporting and discussing
the results in the other cases.
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Chapter 3
Quantum Walk on various regular
graphs
3.1 Platonic Solids
The Platonic solids are convex polyhedra with identical faces that are convex
regular polygons. There are five platonic solids as was proved by Euclid
in the last proposition of the Elements [2]. The five platonic solids are the
tetrahedron, octahedron, cube, icosahedron, and dodecahedron.
3.2 Quantum Walks on the platonic solids
We performed quantum walks on all of the platonic solids by using the adja-
cency matrix of their graphs as the Hamiltonian for time evolution under the
walk. Using methods discussed in the last chapter, we derived the probabil-
ity of finding a qubit at any node starting at a particular node. Because all the
platonic solids are vertex transitive, we can choose any node as the starting
node without loss of generality.
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3.2.1 Tetrahedron
The tetrahedron is a platonic solid composed of 4 triangular faces, 6 edges,
and 4 vertices.
FIGURE 3.1: Tetrahedron Graph
The adjacency matrix of its graph is
A =

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

Let 1 denote the starting node and 2,3 and 4 the other nodes. The proba-
bility of the particle returning to its starting node at time t is given by
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P1(t) =
1
8
(5+ 3 ∗ Cos[4t]) (3.1)
FIGURE 3.2: Probability of returning to starting node
The probability of finding the particle at any other node (n = 2, 3, 4) is
given by :
Pn(t) = Cos2[t] ∗ Sin2[t] (3.2)
FIGURE 3.3: Probability of finding the particle at nodes 2, 3 or 4
As can be seen from the probability plots, the particle starting from a node
returns to the original node with absolute certainty in a periodic fashion, but
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the probability of finding the particle in any other node is never close to one,
so we do not observe perfect state transfer(PST) or pretty good state transfer
(PGST) in a regular tetrahedron. However we do see perfect mixing (i.e.
an equal probability of finding the particle at any of the nodes) at regular
intervals.
3.2.2 Octahedron
An octahedron is a polyhedron with 8 faces, 12 edges, and 6 vertices.
FIGURE 3.4: Octahedron Graph
The corresponding adjacency matrix is
3.2. QuantumWalks on the platonic solids 17
A =

0 1 1 1 1 0
1 0 1 1 0 1
1 1 0 0 1 1
1 1 0 0 1 1
1 0 1 1 0 1
0 1 1 1 1 0

We calculated the probabilities of finding the particle at every node if it
starts at node 1. As all vertices of an octahedron are equivalent, the choice of
1 as the starting node involves no loss of generality.
The probability that the particle returns to the starting node at time t is
given by:
P1(t) =
1
18
(7+ 6 ∗ Cos[2t] + 3 ∗ Cos[4t] + 2 ∗ Cos[6t]) (3.3)
FIGURE 3.5: Probability of returning to the starting node
The probability of finding the particle at a node one edge away from the
starting node is:
Pn(t) =
1
9
(Sin2[3t]) (3.4)
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Here n = 2, 3, 4 or 5, since these are the nodes one edge away from the
starting node.
FIGURE 3.6: Probability for a node that is one edge away from
the original node
The probability of finding the particle at a node two edges from the start-
ing node, which is node 6, is :
P6(t) =
4
9
(5+ 4 ∗ Cos[2t]) ∗ Sin4[t] (3.5)
FIGURE 3.7: Probability for a node that is two edges away from
the original node
As can be seen from the probabilities, there is no perfect state transfer
(PST) or pretty good state transfer (PGST) in the octahedron structure.
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3.2.3 Icosahedron
Next we looked into the icosahedron graph. The icosahedron has 20 faces, 30
edges and 12 vertices.
FIGURE 3.8: Icosahedron Graph
The adjacency matrix of the icosahedron is below :
We calculated the probabilities of finding the particle at every node in an
icosahedron starting from node 1.
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The probability of the particle returning to node 1 at time t is given by the
expression below :
P1(t) =
1
72
(22+ 5 cos[6t] + 6(5 cos[t] + cos[5t]) cos[ 2
√
5t] + 9 cos[2 2
√
5t])
(3.6)
FIGURE 3.9: Probability of returning to starting node
Similarly we found the probabilities of finding the particle at two and
three nodes away from the starting node. These probabilities were plotted
against time and the probabilities never went close 1.
However, when we plotted the probability of finding the particle at node
2 which is three nodes away from the starting node, we observed pretty good
state transfer. This means that if we wait long enough, the probability be-
comes very close to one. The expression and plots are given below :
P2(t) =
1
72
(22+ 5 cos[6t]− 6(5 cos[t] + cos[5t]) cos[ 2
√
5t] + 9 cos[2 2
√
5t])
(3.7)
If we analyze this expression we can see that the conditions on t for per-
fect state transfer are that cos(t), cos(5t), cos(6t) and cos(2 2
√
5t) be equal to
1 and cos( 2
√
5t) be equal to be -1. For this to be true, we need t, 5t, 6t, and
2 2
√
5t to be equal to even multiple of pi and 2
√
5t to be an odd multiple of
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pi. While these conditions cannot be completely satisfied simultaneously, for
sufficiently large t, we can get close to it and so achieve pretty good state
transfer.
FIGURE 3.10: Probability of finding the particle three nodes
away from the starting node
The icosahedron is the only three dimensional platonic solid in which
pretty good state transfer behavior is observed.
3.2.4 Dodecahedron
A dodecahedron is a polyhedron having 30 edges, 20 vertices and 12 pentag-
onal faces.
22 Chapter 3. QuantumWalk on various regular graphs
FIGURE 3.11: Dodecahedron Graph
The adjacency matrix for this structure is given below.
We calculated the probabilities of transfer from an initial node to all the
other nodes and did not observe either perfect state transfer or pretty good
state transfer.
The other platonic solid is a three dimensional hypercube. The results of
this structure are discussed in Chapter 4.
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3.3 Quantum Walk On Godsil’s Cube Like Graphs
If we take C as a subset of non-zero vectors from the vector space Z2d (Z
2
d
refers to a vector space in which each of the d components takes on the value
0 or 1), Godsil defines cube like graph as the graph X(C) that has Z2d as its
vertex set, with two elements of Z2d being adjacent if their difference is in C.
They are essentially Cayley graphs of the elementary abelian group Z2n.
In their paper, "Quantum Networks on Cubelike Graphs" Godsil et al.
[3] considered a family of graphs (the aforementioned cube like graphs) in
which perfect state transfer occurs between two nodes related by a certain
condition. The condition is this: Let f be a Boolean function such that Ω f =
{w1, w2...wr} is a generating set of Zn2 . Let the ⊕(wi)e Ωi = w 6= 0. Define
C = {w, w1, ...wr} and Ci = C/wi. Since the sum of the elements of Ci is non-
zero, the Cayley graph X(Zn2 , Ci) has a PST between a and b if a⊕ b = wi.
In order to verify the prediction of PST for one of the cube like graphs, we
worked on the graph with the vertex set:
C = {(100), (010), (001), (111), (110)}. (3.8)
Using the previously stated condition, one gets PST between the pairs of
vertices {100, 010}, {110, 000}, {101, 010} and {111, 001}.
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FIGURE 3.12: Cubelike graph
The adjacency matrix corresponding to this graph is :
Next we calculated the probabilities of finding the particle at the starting
node and the PST node at an arbitrary time and have shown plots of them
below.
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FIGURE 3.13: Probability of finding the particle at the starting
node and the PST node as identified in Godsil’s paper
The line in yellow in the plot represents the probability of the initial node
and the blue represents the probability of the PST node as predicted by God-
sil’s paper. It is seen that the blue curve goes periodically to 1, as predicted
by the theory of Godsil et al.
3.4 Cell Graphs
We also looked at the graph of a 24-cell to see if it would permit PST/PGST.
Unfortunately neither PST or PGST was observed. The graph structure, ad-
jacency matrix and the plots of the probabilities are given below:
FIGURE 3.14: 24 Cell Graph
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The adjacency matrix corresponding to this is shown below :
The calculated probabilities are plotted below :
FIGURE 3.15: Probability of finding the particle at various
nodes in the 24 Cell
Blue line represents the probability of finding the particle at the initial
node. As seen in the plot above, none of the probabilities other the initial
node gets close to 1 hence we do not have PST/PGST for a 24 cell graph.
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In an attempt to improve the results towards PST/PGST for the 24 cell,
the elements of the adjacency matrix were allowed to take on the values 1, i
and -i in a variety of ways consistent with the symmetry of the structure. The
hope was that the phase changes thus introduced might cause a constructive
interference of the right kind that led to PST. However this hope turned out
not to be realized.
3.5 Cocktail Party Graphs
A cocktail party graph consists of two rows of paired nodes in which all
nodes except the paired ones are connected by edges. It gets its name from
the fact that at a cocktail party at which n couples are present, each person is
expected to talk to every person in the room except for his or her own spouse.
If the people are modeled as points and there are edges between points when
the corresponding people talk, then the cocktail graph results. It is the graph
complement of the ladder rung graph and the dual graph of the hypercube
graph. It is also the skeleton of the n-cross polytope. It is a complete n-
partite graph and is distance-transitive, and hence also distance-regular. The
cocktail party graph of order n is isomorphic to the circulant graph. [1]
We verified that PST occurs in the Cocktail Party graphs. The particular
graph we looked at is K{2, 2, 2, 2} :
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FIGURE 3.16: Cocktail Party Graph K[2, 2, 2, 2]
We then constructed the adjacency matrix :
From the adjacency matrix, we calculated the transfer probabilities from an
initial node to all the other nodes and found PST between the starting node
and the node with which it is paired. The plots of the probabilities when the
particle starts at node 1 are given below:
FIGURE 3.17: Probability of finding the particle at various
nodes for K[2, 2, 2, 2]
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Identical results were also obtained if one started from the other nodes.
3.6 Circular Graphs
In graph theory, a cycle graph or circular graph is a graph that consists of a
single cycle, or in other words, some number of vertices connected in a closed
chain. The cycle graph with n vertices is called Cn. The number of vertices in
Cn equals the number of edges, and every vertex has degree 2; that is, every
vertex has exactly two edges incident with it.
C4 graph or square is known to display perfect state transfer which is
discussed in Chapter 4. Due to symmetry only Ceven allows the possibility of
PST/PGST. It turns out that the only graph to display PGST for n < 20 is C8.
The graph of C8 is shown below :
FIGURE 3.18: 8 Cycle Graph
The adjacency matrix corresponding to this graph is
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The probabilities plotted against time are shown below:
FIGURE 3.19: Probabilities of all eight nodes starting at node
one
As can be seen from the probabilities, we observe pretty good state trans-
fer to the antipodal node. The probability of being at the antipodal node is
give by the expression :
P5(t) =
1
16
(1+ cos(2t)− 2 cos( 2
√
2t))2 (3.9)
Thus the requirements on t for P5(t) to go 1 are that 2t = 2npi and
2
√
2t =
npi. While these two conditions can never be completely satisfied simultane-
ously, at sufficiently large t they can be satisfied to a high degree of precision,
which gives rise to pretty good state transfer.
3.6.1 Summary
The table below summarizes the results we obtained:
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TABLE 3.1: Summary of PST/PGST results
Graphs Starting node 1
PST PGST
Tetrahedron X X
Icosahedron X Yes
Dodecahedron X X
Octahedron X X
Hypercubes Yes X
Cell Graphs X X
8 Cycle Graph X Yes
Cocktail Party Graphs Yes X
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Chapter 4
Quantum Walks on the
D-Dimensional Hypercube
4.1 Two-Dimensional Hypercube: Square Graph
The main goal of this chapter is to investigate perfect state transfer (PST) in
the d-dimensional hypercube, or d-cube for short. It is well known that one
can achieve PST between antipodal nodes of a d-cube. The larger question
motivating the studies of this chapter is how one might achieve PST between
arbitrary nodes of a d-cube. We address this question first for a 2-cube, or
square graph, and then go on to consider the higher dimensional cases.
FIGURE 4.1: The square and cube graph with corresponding
node-antipodal pairs highlighted. In the case of the square 1’s
antipode is 4 (in red) and for the cube it is 8 (in red).
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The 2-dimensional hypercube is equivalent to the C4 cycle graph men-
tioned in the previous section. Below we depict the C4 cycle graph as well a
plot of the probabilities associated with each node throughout the quantum
walk assuming that the walk started out from node 1 at time 0.
FIGURE 4.2: The above figure shows the 2-dimensional hyper-
cube and its corresponding probability plots. As one can see,
the PST occurs periodically between nodes 1 and 4. There are
also intermediate times at which perfect mixing occurs.
As can be seen, PST does occur to the antipodal node of the starting node.
Also, this PST occurs periodically as this probability function is a sine func-
tion. Lastly, this graph shows that perfect mixing occurs at repeated intervals.
Recall that perfect mixing means that the probabilities for all the nodes are
the same. Now that the 2-dimensional hypercube has been analyzed, we will
explore the idea of varying the node couplings to achieve PST to any node.
In the construction of higher dimensional hypercubes, the process re-
quires the previous lower dimensional hypercube to be copied and then the
corresponding nodes of the two hypercubes to be connected by edges. Thus
in the two-dimensional case, two 1-dimensional hypercubes (lines with two
nodes) are connected in the way shown below.
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FIGURE 4.3: The construction of the 2D hypercube graph is
shown for the n=1 to n=2 transition. Here two line graphs are
joined.
As one can see, this results in a new set of couplings being added in the
direction orthogonal to the space of the original cubes. For the 2-dimensional
hypercube, this can be seen as one set of edges being along the x-direction
and the other along y. It was this process that we used repeatedly in the
higher dimensional cases.
Returning to the 2-dimensional hypercube, we now change the couplings
in the Hamiltonian from unity to other values. We make the couplings along
the edges 1-2 and 3-4 have the value A and those along the edges 1-3 and
2-4 the value B. Due to the simplicity of this Hamiltonian, we were able to
obtain analytic expressions for the probability of finding the system at any
node given that it began from node 1 at time 0. The results are as follows:
P1(t) = cos(At)2 cos(Bt)2, (4.1)
P2(t) = cos(At)2 sin(Bt)2, (4.2)
P3(t) = cos(Bt)2 sin(At)2, (4.3)
P4(t) = cos(Bt)2 sin(Bt)2. (4.4)
An analysis of the above results shows that it is possible to achieve PST
from node 1 to any other node. The table below shows the values of the
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couplings A and B for which PST to the different nodes can be achieved.
Note that while A and B must have the value 1 when they occur as elements
of the adjacency matrix, they can assume arbitrary values when they occur
as coupling constants in the Hamiltonian (whose physical realization poses
no problems).
FIGURE 4.4: This table shows how PST can be achieved be-
tween node 1 and any other node when the couplings A and
B have the values indicated. Note: n can be any non-zero posi-
tive integer.
As one can see, PST occurs to all nodes when B is fixed at an odd integer
and A can be an odd, even or half integer. We explored a variety of other
possibilities, by letting B be an even or half integer while A varied, but found
that they did not lead to PST to all the nodes. Thus the only viable scenario
is the one showed in Fig.4.4. However it still does encompass a wide range
of possibilities because any non-zero integer value of n is allowed.
4.2 Three-Dimensional Hypercube: Cube
Continuing to the three dimensional case, we take our AB-coupled 2-dimensional
hypercube, make a copy of it and then connect the 2-dimensional cubes (or
squares) by edges with coupling C along the third dimension. The results
are shown below, with the 3-dimensional hypercube just being the ordinary
cube.
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FIGURE 4.5: This graph shows how the C-coupling is added in
the construction of the cube.
Unlike the 2-dimensional hypercube, this system is too complex to be
treated analytically. Thus we began by studying the graph when the new C
coupling was kept fixed but the others were allowed to be arbitrary. Again,
we found that the only values of the A and B couplings that produced PST
were multiples of odd, even or half integer values. Furthermore, the graph
exhibits PST to every node when the new C coupling is kept fixed at an odd
value while the others are varied. The results are again shown in the table
below.
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FIGURE 4.6: This table shows how PST can be achieved be-
tween node 1 and each of the other nodes when the edge cou-
plings have the values indicated. Note: n can be any non-zero
positive integer.
The cube is one of the Platonic solids mentioned in the previous chapter.
It is known that if one takes all the edge couplings to be equal, PST can be
achieved between antipodal nodes. This result follows as a special case of
the very general results listed in Fig. 4.6: if one takes A = B = C = 1, then
one see that PST occurs from node 1 to the antipodal node 8. Furthermore,
it was found that allowing all couplings to be either odd or even integers
guarantees PST to all nodes.
4.3 4-Dimensional Hypercube & Generalizations
Furthering the study, we constructed a 4-dimensional hypercube in a similar
fashion. Two ABC-coupled cubes are connected via a D-coupling in the new
direction. As in the previous cases, we take the D coupling to be fixed at an
odd integer value and vary the A, B, and C couplings to achieve PST between
node 1 and all the other nodes. The way in which this is done is indicated in
Fig. 4.7.
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FIGURE 4.7: This table shows how PST can be achieved be-
tween node 1 and each of the other nodes when the edge cou-
plings have the values indicated. Note: n can be any non-zero
positive integer.
Our results are consistent with what we observed in the lower dimen-
sional cases. In the case where all the couplings are odd, or one, PST occurs
to the antipodal node. Furthermore, when the D coupling is kept fixed at an
odd integer and the other three couplings are allowed to assume even, odd
or half integer values as indicated in Figure 4.7, PST can be achieved to all
the other nodes. Keeping D-coupling fixed appears to offer the simplest way
of achieving PST.
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These results have also been extended to the 5, 6, and 7-dimensional hy-
percubes. In all dimensions that we studied PST to all nodes occurs in one of
two ways:
1. Keeping the new coupling fixed at an odd value while the others are
varied between odd, even and half integer values.
2. Varying all couplings between odd and even integer values.
We have shown that the above strategy can be generalized to obtain PST
between all pairs of nodes in the 2, 3 and 4-cubes. We feel that this procedure
can be generalized to inductively to hypercubes in all dimensions, and it is
one of our future goals to complete this proof.
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Chapter 5
Practical Implementation of
Quantum Walks
5.1 Universal Quantum Computing
The quantum walk is now recognized as a fundamental building block for
many quantum algorithms. Childs et al. [6] noted some famous algorithms in
which the quantum walk can play a role. They include exponential speedup
for black box graph traversal, search on graphs, checking matrix multiplica-
tion, unstructured search etc.
They also noted that Feynman, in early days of quantum computation,
had shown how universal quantum computation could be realized via time-
independent Hamiltonian dynamics. In the same paper, it is also shown that
this can be done with the adjacency matrix of a low-degree graph. So any
computation can be encoded entirely on some graph and solved with the
quantum walk. This requires the ability to construct elementary quantum
gates from which the Hamiltonian needed to implement a walk can be built
up.
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As we know, any classical computation can be broken down into a se-
quence of fundamental classical logic gate operations on bits. Similarly, quan-
tum computation can be broken down into quantum gates operating on quan-
tum bits or qubits. The primary difference between the two types of bits is
that classical bits can be either 0 or 1 while qubits can be in any arbitrary
superposition state or even in an entangled state [27].
A very fundamental result in the field of quantum computation is that an
arbitrary unitary operator, such as the time evolution operator for a quantum
walk, can be built up as a synthesis of three elementary types of gate opera-
tions: (a) the controlled-not or C-NOT gate, (b) the Hadamard or basis change
gate, and (c) the phase gate. The unitary operators as well as the circuits for
these three types of gates are shown below. Implementing a quantum walk
or other realistic type of quantum computation might require hundreds of
such gates. In the rest of the chapter we explore some physical architectures
for realizing qubits and the elementary gates that need to be applied to them.
A =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

FIGURE 5.1: CNOT Gate
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Basis Change Gate (aka the Hadamard gate) :
B =
 12√2 12√2
1
2√2 −
1
2√2

FIGURE 5.2: Basis Gate
Phase Gate :
C =
1 0
0 2
√
i

FIGURE 5.3: Phase Gate
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5.2 Superconducting QUBITS : Building Quantum
Walks on IBM-Q
Superconducting Quantum Interference Devices (SQUID) are electronic cir-
cuits consisting of various commonly known circuit elements such as ca-
pacitors, inductors and other interconnects and tunnel junctions. With the
use of advanced cryogenic coolers, when the temperature of these circuits is
brought down to around 20 mK, they start behaving as quantum mechanical
"artificial atoms". They display quantized states of electronic charge, mag-
netic flux, or junction phase depending upon the circuit topology. [21]
They have a high potential for use in quantum information science and
technology applications due to lithographic scalability, compatibility with
microwave control, and operability at nanosecond time scale [21].
An important property of any qubit is its coherence time. This is the av-
erage time for which a superposition state can be maintained before it is de-
stroyed as a result of disturbances from the environment. In the past 15 years,
the coherence time of SQUIDs has increased to be on the order of micro-
seconds. New advanced control strategies for error mitigation techniques
have also been developed from improving performance in this system.
IBM is one of the leading companies to invest in quantum computing.
They have made the use of one of their 5 qubit quantum computers available
to the public. Anyone with an Internet connection can run algorithms on this
quantum computer. This computer is based on SQUID (Superconducting
Qubit) technology.
The connectivity is provided by two coplanar waveguide (CPW) resonators
with resonances around 6.6 GHz (coupling Q2, Q3 and Q4) and 7.0 GHz
(coupling Q0, Q1 ,and Q2). Each qubit has a dedicated CPW for control and
readout. The following picture shows the chip layout [11].
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FIGURE 5.4: IBM 5 Qubit Quantum Computer Chip Layout [11]
The following table shows some of the experimental parameters of this
quantum computer :
FIGURE 5.5: Experimental data of the 5 qubits [11]
This computer can either be accessed using a graphical user interface or
through a scripting language. In the graphical interface, users can choose the
machine they want to run the algorithm on (or use a simulator) :
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FIGURE 5.6: IBM Q Interface [11]
In the middle, there are five qubits and on the right-hand side are the
gates. One can drag and drop the various gates onto the qubits. The gates
that are available can be seen below. By clicking on the "matrix" button of
each one of the gates, matrix representations corresponding to the gates can
be found.
FIGURE 5.7: IBM-Q Gates [11]
We can write the Hamiltonians of our systems (adjacency matrix) in terms
of the basic logic gates and use the measurement gate to look at the results
of the quantum walk. Due to time limitations, we were not able to fully
implement this structures but we hope to do so in the future.
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5.3 Quantum Walks using Integrated Photonics
Since photons are highly controllable and barely interact with their environ-
ment, they are increasingly seen as viable candidates for implementing quan-
tum walks or other quantum computations. In order to reduce quantum er-
rors, we are in need of lattice structures (optical waveguides) that inherently
allow for low loss coherent evolution of quantum states. Also if we utilize
femtosecond direct laser writing techniques to three-dimensional waveguide
structures it is possible to realize quantum walks on some of the more com-
plex graphs we have looked at in the previous chapters [15].
In this scenario, qubits are encoded in a photon’s polarization. The gen-
eral qubit, or superposition state of a photon, is given by:
where H and V represent the horizontal and vertical polarization states of
the photon and alpha and beta are complex numbers whose square moduli
add to 1. Beam splitters and phase shifters are used for manipulation of
such qubits. Beam splitters are used to create superpositions from single
photon sources in integrated photonic structures, and phase shifters are used
to further manipulate the states.
FIGURE 5.8: Photon manipulation using beam-splitters and
phase-shifters [23]
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Photons can also be entangled using nonlinear crystals in integrated pho-
tonic structures. Measurements are done using a single photon detector. Be-
low we can see a two-particle quantum walk setup [23]:
FIGURE 5.9: Two Particle quantum walk setup [23]
5.4 Quantum Walks using trapped ions
Trapped ion quantum computers are one of the leading candidates in real-
izing a fully functional quantum computer due to their high coherence time
and the accuracy with which they can be manipulated. Essentially electrons
from neutral atoms are stripped away giving rise to positively charged nu-
cleus ions. These atoms are connected in series and held in place by elec-
trodes. This ion chain is cooled down in temperature and laser beams can be
used to manipulate the states of individual ions. Discrete energy states of the
ions can be used as the qubits and the vibrational interaction between them
can be used to implement gate operations.
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FIGURE 5.10: This colorized image shows the fluorescence from
three trapped beryllium ions illuminated with an ultraviolet
laser beam. Black and blue areas indicate lower intensity, and
red and white higher intensity. [22]
Peng Xue et al. [29] have demonstrated a discrete time quantum walk
using an ion trap. This approach yields a quantum walk in position space
instead of phase space as in most other realizations.
5.5 Quantum Walks using quantum dots
Quantum dots are very small semiconductor particles whose electronic and
optical properties are different from those of larger particles. They are some-
times referred to as artificial atoms because they have discrete electronic
states. Their optoelectronic properties vary with shape and size. This makes
them prime candidates for testing various quantum phenomenon. Quantum
walks can be realized in quantum dots in various ways: K Manouchehri et
al. [19] have proposed a random walk scheme using laser excitations of the
electronic states of an array of quantum dots. Individual quantum dots in
this model represents the discrete nodes of the walk and the transition in-
side the dot (energy level) plays the role of the coin operation in the walk.
50 Chapter 5. Practical Implementation of QuantumWalks
Melnikov et al. [20] recently studied quantum walks of electrons on a cycle
graph. This cycle graph is made using semiconductor dots connected in a
circle. Electrons tunnel through these dots and interact with each other via
the Coulomb force. The cycle graph setup used in the experiment is shown
below.
FIGURE 5.11: A cycle graph with even vertices, where each ver-
tex is viewed as a level in the N-level quantum system. [20]
5.6 Delayed Choice Quantum Experiments
Quantum walk can also be used to develop a better understanding of quan-
tum mechanics. The delayed choice quantum experiment can be implemented
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using a quantum walk scheme. Jeong, Y.-C. et al. [16] have shown that a
photon interferes with itself in a strongly non-trivial pattern which depends
on its polarization. This is determined after the photon has already been
detected hence giving rise to the delayed choice paradox. They have also
demonstrated the first experimental simulation of Grover’s algorithm.
5.7 Summary
Below is a summary of various physical implementation of qubits:
1) Superconducting qubits have an advantage because they are built on
familiar silicon technology and hence easily scalable. The coherence time for
these qubits is not nearly long enough to carry out practical operations. The
connections between the various qubits are fixed hence the gate operations
are not configurable.
2) Ion trap quantum computers have higher coherence time and the gates
are highly configurable. But it is very hard to move these structures away
from an optical table and hence ion traps in their current form are not scal-
able.
3) Topological quantum computers theoretically have a higher coherence
time but the technology needed to develop topological structures is still un-
derdeveloped.
52 Chapter 5. Practical Implementation of QuantumWalks
TABLE 5.1: Physical implementations of qubits
Architecture Notes
Advantages Disadvantages
Superconducting Interference Devices Scalability Coherence time and Flexibility
Ion Trap Coherence time Scalability
Integrated Photonics Developed Tech Scalability
Semiconductor Dots Controllability Scalability
Topological Quantum Computers Coherence Time Underdeveloped Tech
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Chapter 6
Conclusion
We have reviewed the problem of perfect state transfer in quantum random
walks on many structures that have been studied in the past (such as hyper-
cubes and cocktail graphs). We have also studied quantum random walks
on a number of graphs that had not been looked at earlier such as the icosa-
hedron, dodecahedron and the 24-cell etc. We also found pretty good state
transfer in the icosahedron and the 8 cycle graph which has not been reported
in the literature before. Furthermore, we developed a method of achieving
PST between any two nodes of a hypercube in d = 3 to d = 7, by varying cou-
pling strength, whereas earlier studies focused only on antipodal nodes or
specific pairs of nodes of cube-like graphs [3]. We hope to generalize this ob-
servation inductively to all dimensions in future work. We have also looked
into how the quantum random walks can be physically implemented using
systems of qubits in a variety of architectures such as SQUIDs, ion traps,
integrated photonics and semiconductor quantum dots. Companies such
as Google are also offering the public software on which they can simulate
Quantum Random Walks as well as other types of quantum computations.
Carrying out simulations of some of the walks studied in this project might
be a worthwhile future activity.
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Appendix A
Mathematica Code
In order to allow our methods to solve multiple variations of the same graphs
where node couplings were changed, we felt it is best to make a code that al-
lows for arbitrary matrix elements. The methodology for this arbitrary cou-
pling code is outlined below.
INPUT: Adjacency Matrix with arbitrary elements and Initial State
1. Solve for the eigenvalues
2. FOR each eigenvalue create vector corresponding to row of linear sys-
tem of equations END FOR
3. BEGIN: Assume all arbitrary variables are greater than zero.
4. Solve linear system of equations
5. FOR each eigenvalue evaluate truncation and add to previous (create
time-evolution operator) END FOR
6. Multiply time-evolution by initial state (probability amplitude)
7. Multiply probability amplitude by conjugate
8. END Assume.
OUTPUT: node probabilities
Furthermore, some specific graphs corresponded to Hamiltonians which
results in numerically complex intermediate steps. We discovered that these
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complication arose from Mathematica’s precision issues and wrote a script to
avoid this issue.
INPUT: Adjacency Matrix and Initial State
1. Solve for the eigenvalues
2. Define empty set to catch unique eigenvalues.
3. FOR each eigenvalue, IF the eigenvalue has a decimal which is 10−14 or
.9999999... round down and up, respectively END FOR
4. FOR each simplified eigenvalue, IF the eigenvalue is different from
each eigenvalue in the catch set, append eigenvalue to catch set END
FOR
5. FOR each eigenvalue in catch set create vector corresponding row of
linear system of equations END FOR
6. Solve linear system of equations
7. FOR each eigenvalue in catch set evaluate truncation and add to previ-
ous (create time-evolution operator) END FOR
8. Multiply time-evolution by initial state (probability amplitude)
9. Multiply probability amplitude by conjugate
OUTPUT: node probabilities
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