In recent years several workers have published methods for accurately approximating a function with discontinuities, given Fourier coefficient information. Our own contribution concentrates on robustness and use of low order coefficients. In this paper we present a version of our method which is local in that it approximates the orthogonal projection of the function onto a space of splines which in a period interval is supported on a proper subinterval. The approximation is only slightly influenced by behavior of the function outside the subinterval. In particular, discontinuity locations need not be known outside the subinterval. We establish modest bounds for the approximation operator, which proves robustness in the presence of noise. One advantage of this local method is that, compared with the earlier non-local version, it can be less expensive: the cost is related to the dimension of the space of splines and this dimension can be small if the subinterval is small. Another advantage is that this version can be used to locate discontinuities. We choose the support of the spline space so that only one discontinuity in a period interval can lie in the support. We then shift the support systematically, and monitor quantities related to the approximation as functions of the shift. The spline space and monitored quantities are chosen so that easily identified values indicate the location of the discontinuity.
Introduction
In previous work ( [9, 10, 12] ), we used splines to approximate a function f when the information consists of low order, possibly noisy Fourier coefficients, and knowledge that f is smooth except for jump discontinuities of f or f ′ . The goal was to approximate f , including behavior at discontinuities, at all points in a period interval. This required knowledge of locations of all discontinuities, although not their magnitudes. In the present paper we develop a version of the method whose goal is to approximate a localized projection of f , instead of the whole function, and to do so without explicit knowledge of all discontinuity locations. We discuss two developments of this basic approximation.
The first development is a method which approximates the restriction of f to a support which in one period is a subinterval J, when the only available information about location of some discontinuities is that they are outside J. If a discontinuity is on a boundary of J, behavior there will be approximated accurately, without "Gibbs phenomena". Behavior of f outside J and noise supported outside J will have, in general, a nonzero but small effect on the desired approximation. Because of this near decoupling from behavior outside J, we think of the method as local. As in [9, 10, 12] , the method is proven to be robust.
The second development is a scheme for locating discontinuities. The information is low-order Fourier coefficients, and knowledge that the discontinuities are sufficiently separated. In this scheme, the approximation is to the projection of f onto a component of its residual in least-squares approximation by a space H allowing function and derivative approximation in the middle of a small support. The norm of the approximation is very small for a match of a discontinuity of f with that allowed in the middle of the support of H, and very small with no discontinuities of f in the support of H. As f is shifted through the support of H, a distinctive pattern results which can be identified by a "center of mass" technique: this technique provides a good, and in many cases excellent approximate location of the discontinuity. It provides a good starting value for a bisection method which locates the minimum squared residual as a function of the shift.
Others ( [2, 3, 4, 5, 6] ) have treated approximations to functions with discontinuities given Fourier coefficients as information. In [4, 5] , approximation is considered on proper subintervals of a period interval. The emphasis in [4, 5] is on pointwise convergence as the number of Fourier coefficients increases. Examples in [9] show that these methods can magnify noise in the coefficients, with particularly notable perturbation at endpoints. The methods in [4, 5] assume discontinuity locations are known. The methods in [2, 3] include an adaptation of Prony's method for locating all discontinuities in a period interval. When this step is accomplished, the methods apply to produce an approximation on the whole period interval. Examples of these methods in [9] show that, even when presented with exact discontinuity locations, the methods can be significantly perturbed by noise in the coefficients. Below we give an example which shows that in the presence of noise, the discontinuity locations found by the methods in [2, 3] also can be significantly perturbed. When our example is run without noise, however, the methods in [2, 3] give highly accurate results. We note that the above methods are designed for use with "clean" data, rather than noisy data such as we have used. The method in [6] is by design a "discontinuity detector" for use in the presence of noise. However, the theory in [6] which justifies the method assumes, in effect, that the unknown function f is piecewise constant between jump discontinuities. Discussions in [6] note that departure from piecewise constancy may cause mis-location of discontinuities but suggest that noise is more likely to cause difficulties. Our example suggests that this method is actually very stable in the presence of noise, but comparatively inaccurate for certain kinds of discontinuities even with no noise.
Approximating and inverting projectors
In this section we give a general treatment which defines our basic method and which can be used to prove robustness. These results are valid in the context of general normed linear space theory. We use that context in this section, but we do identify the specializations we will make later.
Basic results
Let V be a real Hilbert space with inner product , and associated norm || || (later, L 2 (−T /2, T /2), with usual structure, where T is a given period). Let P and Q be closed subspaces; suppose P is the orthogonal projector on P. As in [9, 10, 12] , for f ∈ V we use the approximation f * obtained as solution to the constrained least squares problems
Assuming that P is invertible as a mapping on Q, we denote by P + the mapping from P (Q) to Q which inverts P . It is not hard to verify that f * = P + RP f where R is the orthogonal projector on P (Q). Existence of P + and bounds for its norm can be deduced by determining the quantity η in the following simple theorem:
Theorem 2.1 Let η < 1 exist such that ||(I − P )q|| ≤ η||q||, for all q ∈ Q. Then P is injective as a mapping on Q and for all h ∈ P (Q), P + , the inverse of the restriction of P to Q, satisfies
In [10, 12] , Q was a space of T -periodic splines intended to approximate on all of [−T /2, T /2] and the goal was to determine values of η appropriate for such "global" approximation. Here our goal is to develop an approximation in the style of [10, 12] , but in the period interval [−T /2, T /2] supported on a subinterval J and needing no precise knowledge of behavior outside J. In [10, 12] all discontinuity locations needed to be known in advance.
A basic step is approximation of orthogonal projection on a spline space G by orthogonal projection on the image of G under the Fourier projector P . The following lemma bounds the accuracy of this approximation. In application, the quantity η below will be small. Lemma 2.1 Let G be a closed subspace of V. Let R = P (G). Let G and R be the orthogonal projectors on G and R. Suppose η exists with 0 ≤ η < 1 such that ||(I − P )g|| ≤ η||g|| for all g ∈ G. Then for any f ∈ V,
, by orthogonality of ranges of R and I − R. By hypothesis,
+ be the inverse of R mapping back from R to G, guaranteed by theorem 2.1 with R in place of P , we have
, using the bound from theorem 2.1.
2
Usually we will want to approximate using members of G rather than R, so we construct an approximation operator A G in the style of [10] . The following theorem helps to assess its effectiveness. Theorem 2.2 Assume the hypotheses and notation of lemma 2.1. Then R is injective as a mapping on G and its inverse R + mapping from R(G) back to G satisfies ||R
Proof: Theorem 2.1 with R in place of P provides existence and norm bound for 
Two-stage approximation
We assume the information about the function f to be approximated is P (f + ǫ) where P is the projector on the space P, and ǫ is noise. In [9, 10, 12] , the approximation was provided by Q itself; Q was a spline space allowing discontinuities. Here, accurate approximation cannot be provided by members of the space G if η is small enough to provide good localization, i.e. approximation of the projector G. Small η will, in practice, prevent G from accurately representing discontinuities. To get good approximation of discontinuities, we develop a twostage composite scheme. For the first stage, in place of Q we use a space G that is a subspace of a space S which, in spline realizations, has maximal continuity and also restricted support. Restricted support implies that projection on G is local, while maximal continuity implies, as we will see below, that η in section 2 is small. This implies that the operator A G in theorem 2.2 is a good approximation to orthogonal projection on G; forming this approximation is the first stage.
For the second stage, we further specify G to be the image in S of a space H which in spline realizations admits discontinuities. H will provide the final approximation. For this, the role of P in theorem 2.1 is assumed by the orthogonal projector onto S(H) where S is the projector onto S.
To represent localization (setting to zero off a designated small support), we introduce a subspace L with orthogonal projector L, such that H ⊆ L. We assume the space S satisfies the following conditions:
(ii) for some η < 1, ||(I − P )s|| ≤ η||s|| holds for all s ∈ S, (iii) for some η 1 < 1, ||(I − S)h|| ≤ η 1 ||h|| holds for all h ∈ H. η 1 will not be very small, because some members of H have discontinuities. We let G = S(H) and let R = P (G), with respective orthogonal projectors G and R. Using theorem 2.1 and (ii) and (iii) above, we conclude that R is injective on G and G is injective on H. We denote the inverses on R(G) and G(H) by R + and G + . Our composite approximation scheme then is f → A H (A G (f )) where
Some assessment of the behavior of this method is given in the following theorem. In the theorem, norms are associated with inner products. In section 3, we will give a uniform norm version which uses the theorem together with representers of point evaluation.
Theorem 2.3 Let f and ǫ be members of the overall space V. Let Hf be an approximation to f by members of H. Then
Proof: To prove (1), we note that
, from (iii) above, the definition of A H , the fact that ||G|| = 1, and theorem 2.1. Theorem 2.2 gives the desired bound for 
Short interval spline approximation
In the following we discuss a class of realizations methods characterized by approximation with a spline space H of small support. We consider a fixed period T . The inner product f, g = T f (x)g(x) dx is used, and the norm is
V is the space of T -periodic functions f such that f, f exists. The space S is a subspace of the space of all m-th order T -periodic splines with maximal continuity (C m−2 ), with N equal knot intervals per period; we assume m = 3 or 4. P is the Fourier projector on the space of trigonometric polynomials of order n ≥ µN for some fixed integer µ ≥ 1.
Bounds for η
According to [12] , theorem 3.1, I − P restricted to S satisfies ||I − P || ≤ η where η = (α/(1 + α)) 1/2 with α = 4
018. An elementary but careful integral estimate for α gives
Intervals and subspace dimensions
Let h > 0. Let J = [t 0 , t 1 ] be a closed interval of width γh ≤ T , for some positive integer γ. We let H be the space of m-th order splines with support J and its period translates, knots t 0 +jh, j = 0, 1, . . . , γ, continuity C m−1 at knots interior to J, and full discontinuity at t 0 , t 1 . By considering an appropriate basis of b-splines ( [1] ), it is easy to verify that H has dimension m + γ − 1. Now let ν ≥ m + 1 be an integer such that defining h ν = (t 1 − t 0 )/ν, we have T /h ν an integer N . Let S be the space of m-th order periodic splines with support J and its period translates, knots at t 0 + jh ν , j = 0, 1, . . . , ν, and maximal continuity (C m−1 ) at all knots. Considering appropriate b-splines, it is easy to verify that S has dimension 1 + ν − m. This dimension must be at least that of H, as a necessary condition that S, the projector onto S, be injective on H. To ensure this, we require ν ≥ 2m + γ − 2. For a given γ value, the ratio of h to h ν then is ≥ (2m + γ − 2)/γ.
If h/h ν < 3, then b-splines representing endpoint jumps in a basis for H have relatively small projections onto S. As a result, η 1 of section 2.2 is very close to 1, and this means that the mapping G + inverting the projection of H onto S has a large norm, which we wish to avoid since large noise magnification can then result. Thus we require ν ≥ max{2m + γ − 2, 3γ}. When γ > m − 1, this requirement is satisfied simply by ν ≥ 3γ, i.e. h ν ≤ h/3. On the other hand, when γ ≤ m − 1 it is easy to see that h/h ν = ν/γ ≥ 3 if ν ≥ 2m + γ − 2.
Uniform norm behavior
In the context of specific spline spaces as defined above in section 3, we can give a uniform norm version of theorem 2.3, and thus assess pointwise behavior. To do this we will use representers of point evaluation.
For a real number t, let r t be the member of H such that s, r t = s(t) for all s ∈ H. We will get bounds of the form max t ||r t || 2 ≤ c(H)h −1/2 . From them we get ||s|| ∞ ≤ (c(H)h −1/2 )||s|| 2 for all s ∈ H. Lemma 3.1 Let H be a space of splines as defined above. Let t be a fixed real number. Let H 0 be the subspace of H consisting of those functions which vanish at t. Let u be the orthogonal projection of the constant function 1 onto H. Let v be the projection of u perpendicular to H 0 . Let r t = v/ v, v . Then s, r t = s(t) for all s ∈ H.
Proof: Standard spline theory ( [1, 8] 
Theorem 3.1 Let f be piecewise C 1 with finitely many jump discontinuities. Let P (f + ǫ) be the available information about f , where ǫ ∈ V is bounded. Let Hf be any approximation to f by members of H. Let c(H)h −1/2 be a bound for L 2 -norms of representers of point evaluation for H. Then
.
′ denoting the function created from differentiating the C 1 pieces of f , and Σ denoting the sum of absolute values of the jump discontinuities of f .
, where a 1 , a 2 are bounded as follows. Since the support interval has length γh, we have ||Gǫ|| 2 = ||GLǫ|| 2 ≤ ||Lǫ|| 2 ≤ ||Lǫ|| ∞ (γh) 1/2 . a 1 thus is bounded by the desired term γ 1/2 ||Lǫ|| ∞ . For a 2 , we will use the bounds in section 3.1 for η. Assuming m ≥ 3, µ ≥ 1 as we do here, we find that (1 − η 2 ) −1/2 ≤ 1.02. We can write
. Again using the bound in section 3.1, we get
proving (1). To prove (2): multiplying (2) in theorem 2.3 by c(H)h
−1/2 gives a right-hand side c(H)(1 − η
||(I − P )Gf || 2 ≤ η||Gf || 2 and ||Gf || 2 = ||GLf || 2 ≤ ||Lf || 2 ≤ (γh) 1/2 ||Lf || ∞ so ||(I − P )Gf || 2 ≤ η(γh) 1/2 ||Lf || ∞ . We again appeal to the bounds in section 3.1. This yields η(1 − η 2 ) −1 ||(I − P )Gf || 2 ≤ 1.02 · 2 −2m µ −2m+1 (γh) 1/2 ||Lf || ∞ . From integration by parts and elementary estimates, we get ||(I − P )f || 2 ≤ c/ √ n where c = c(f ) is as defined in the statement. From this we get b 2 ≤
1.02(2
We contemplate use of this method mainly in situations where the useable Fourier coefficients correspond to a maximum value of n that is not very large. Still, we note some aspects the behavior of the method predicted by the theorem, when n may be taken as large as desired. Recall that n ≥ µN where N ≥ T /h, so that decreasing h increases the minimum n whether or not µ also increases.
For γ bounded and not too large, the right-hand side in (1) remains modestly bounded as h → 0, provided µ is simultaneously increased so as to keep T /(hµ 2m−1 ) bounded. Increasing µ from 2 to 3, or from 3 to 4, allows h to be replaced by h/2 without increasing T /(hµ 2m−1 ) (m = 3 or 4). Looked at another way, doubling µ enables h to be replaced by h/32, or h/128 when m = 4, without increasing T /(hµ 2m−1 ). Again for γ bounded, the right-hand side in (2) remains bounded even if µ does not increase. If Hf is one of many good spline approximations and the interior of J contains no discontinuities of f , ||Hf − Lf || is O(h m ). (2) predicts that to reduce ||f − A H (A G (f ))|| ∞ , h should be reduced and µ increased. However, simply decreasing h with µ fixed often seems to reduce error substantially. As to the reason for this: in our experience, the bounds containing powers of µ are pessimistic. In part they represent "leakage" from behavior outside the support J. We have some theoretical as well as computational evidence that special features of the Fourier coefficients of splines when n is an integer multiple µ of N cause errors of this type to be orders of magnitude smaller than theorem 3.1 predicts. Future investigations hopefully will elucidate this matter.
The statement of lemma 3.1 contains a recipe for constructing representers. In [11] we follow this recipe for the spaces H in cases m = 3, 4 and γ = 1, 2. As upper bounds for ||r t || 2 we get c(H)h −1/2 where for m = 3, c(H) = 3.1 when γ = 1 and c(H) = 2.69 when γ = 2, while for m = 4 we get c(H) = 4.4 when γ = 1 and c(H) = 3.54 when γ = 2.
Below, we give close upper bounds η 1 for ||I − G|| 2 and corresponding upper bounds 1/(1−η
−1/2 for ||A H || 2 , for the cases γ = 1, 2, µ = 3, 4. For these cases we take ν = 2m + γ − 2, the minimal value for existence of G + . A close bound η 1 such that ||I − S|| 2 h ≤ η 1 ||h|| 2 for all h ∈ H is obtained by closely bounding the maximum eigenvalue λ of Ac = λBc where a ij = (I − S)h i , (I − S)h j , b ij = h i , h j with h i , 1 ≤ i ≤ 4 a basis for H. In [11] this is done using exact computation with a computer algebra system. For m = 3, we get η = .99 for γ = 2. These correspond to bounds of 5.45 and 10 for ||G + || 2 , bounds which make the cubic cases less attractive if noise is present. Computations producing these bounds are found in [11] . We have found that for fixed γ, larger ν values produce smaller η 1 values and thus smaller ||G + || 2 bounds, but at cost of requiring higher order Fourier coefficients.
Example of local approximation
We illustrate with the following example, in which m = 3, γ = 2. The programming for this example is listed in [11] . We take T = 2, t 0 = −2/5, t 1 = 0, so h = 1/5,h ν = 1/15. The localization subspace L is those 2-periodic functions whose support is [−2/5, 0] in the period from -1 to 1. We take f to be
To simulate the common problem of deconvolution of noisy data, we convolve f exactly with a periodic function q(x) whose graph in [−1, 1] is a tent with support [0, 1/16], peak at 1/32, and 1/16 0 q(x) dx = 1. The convolved result g = f * q is sampled at 1024 equidistant points in [−1, 1). Uniformly distributed pseudorandom noise in a range [−r, r] is added to the samples with r such that the noise vector has 2-norm equal to 2% of the 2-norm of the vector of samples of g. The discrete Fourier transform, properly normalized, is used to provide Fourier coefficients of g. We divide these coefficientsĝ j , through order 60, by the corresponding coefficientsq j of q, giving noisy coefficients representing f . 60 coefficients are used because theĝ j /q j become abruptly very large in magnitude and obviously in error for j > 60.
In figure 2 , the order 60 trigonometric polynomial corresponding to these coefficients is plotted (the "wavy" trace), together with the local approximation (the "solid" trace), and the difference between the local approximation and the true function, scaled up by a factor of 50 (circles). The local approximation fits well at the discontinuity at x = 0 with no "Gibbs phenomenon" there or at x = −2/5, the left end of its support.
When the same data, including noise, is analyzed in the cubic cases (m = 4, γ = 1, 2), larger error is noted, as predicted by the larger bounds for ||G + || 2 . When noiseless (up to floating point error) Fourier coefficients of f are presented to the method, the order 3 error is somewhat smaller, while the order 4 error is very much smaller, as one might expect from theorem 3.1.
Locating discontinuities
We discuss a method for locating discontinuities motivated by the idea that a small residual from approximation by members of a space H, occurs if discontinuities of f coincide with discontinuities of members of the space H or are outside the support of H. We will determine a space K such that the orthogonal projection of f on K is a component of the residual in such an approximation. We will simulate shifting f and examine the norm of an approximate projection on K as a function of F (σ) where σ is the shift. We expect minimum values of F (σ) to correspond to discontinuity locations. Below, we will work only with quadratic splines, since only in that case do we have a proof for success of an initial location scheme.
Below, we assume the general context of section 2, with its assumptions, applying to the specialization outlined at the beginning of section 3. In particular, T , V, the inner product f, g , and the norm ||f || are as defined at the beginning of section 3. The space H is defined as follows. Given the period T , we take N ≥ 4, and h = T /N . We assume n ≥ µN is the maximum order of available Fourier coefficients, with µ integer ≥ 1. Let J = [−2h, 2h], and let H be the space of periodic quadratic splines whose support in [−T /2, T /2] is J and whose knots in J are integer multiples of h. Full discontinuity is allowed at −2h, 0, and 2h; C 1 continuity is required at −h and h. Let L denote the operator Lg(x) = g(x) for x in J and its period translates, Lg(x) = 0 for other x. We assume that f can be expressed as f = f 0 + f 1 where:
(i) f 0 is smooth enough that Lf 0 (x − σ) is well approximated by members of H 0 for all σ, where H 0 is the subspace of H whose members are C 1 at 0; (ii) f 1 is a linear combination of b-splines with jump or derivative discontinuities matching those of f , and distinct knots h units apart, the discontinuities being at least 10h units apart.
For a function g, let σg denote g(x − σ). Let K = S ∩ H ⊥ , with orthogonal projector K. We write Lσf = Hσf + e σ . If σ is such that discontinuities of σf fall at 0 or are outside (−2h, 2h), then we expect that ||e σ || is small. Since L(S) = S, it follows that Kσf = KLσf = Ke σ .
Recall that our original information about f is, in effect, P (f + ǫ) where P is the Fourier projector and ǫ is noise. Given a value for σ, we can easily construct P (σf + σǫ). Thus, although we cannot calculate Kσf , we can calculate its approximation A K (σf + σǫ) as discussed in section 2.1, where K here plays the role of G there. R in section 2.1 is the space P (K) here; R and R + here denote the projector on P (K) and its inverse mapping back to K. Since K ⊆ S and assumption (ii) of section 2.2 is in force, we have ||(I − P )k|| ≤ η||k|| for k ∈ K.
The above indicates that if ||P ǫ|| is small, local minima of F (σ) may be close to local minima of ||A K (σf )||. Now ||A K (σf )|| ≤ ||K(σf )|| + ||(I − P )(I − K)σf ||η(1 − η 2 ) −1/2 , using theorem 2.2. The latter term in the inequality may be bounded using an argument like that used in theorem 3.1 to bound b 2 there. Here, though, we do not divide by h 1/2 , and consider, in effect, h 1/2 b 2 . The term γh here is just the length of J, namely 4h, and so
, where c(f ) is as defined in theorem 3.1.
||K(σf )|| ≈ ||K(σf 1 )|| since under our assumptions, σf 0 is nearly orthogonal to K. For discontinuities around 1 in magnitude, we have found that the maximum values of ||K(σf 1 )|| are around .14, so we expect the minima of F (σ) to correspond well with those of ||K(σf 1 )||, and these correspond to the discon-tinuity locations.
As our example indicates (see figure 3) , F (σ) has many local minima. However, each discontinuity location is found near the middle of a pattern characteristic of a "jump/corner" combination of b-splines sweeping through the support of H. To identify the proper minimum, we scan the F (σ) graph with a function CM (σ) which for a given value of σ gives the center of mass of the window of F (σ) supported on the interval [σ − 5/2h, σ + 5/2h] and its period translates. K(σf ) is nearly 0 when the discontinuities of σf are outside the support of H, and in a period, that support has width 4h while the center of mass window has width 5h. Since we assume the discontinuities are at least 10h units apart, we expect the CM (σ) graph to have "flat regions" at ordinate values which are approximately the σ values corresponding to discontinuities (see figure 4) . In [11] we use exact computation with a computer algebra system to prove that when f is a jump/corner b-spline combination, the center of mass cm of the nonzero section of the ||K(σf )|| 2 curve is a value which is closer to the discontinuity value of σ than to any other local minimum. In fact, in [11] an upper bound σ 0 is obtained for the absolute value of all center of mass locations of a jump/corner b-spline combination whose discontinuity actually is at 0. It is proven that for a particular jump/corner combination, if σ 1 is the center of mass, then [σ 1 , σ 1 + 2|σ 0 |] contains only the root 0 of the derivative of As a specific example, we consider again the deconvolution data of section 4. We compare the performance of our method with that of two other published methods, that of Eckhoff [2, 3] and Lee [6, 7] . The function f has two discontinuities.
The following table summarizes results of Eckhoff's method, Lee's method, and the method of the present paper (spline), applied to the data described above, with no noise, and with 2% noise. The 2% noise run was repeated 10 times with a different seed for the random number generator. Programming for the computations is found in [11] . .53 × 10
The discontinuity at 1 (-1) occurs with 0 derivative values on either side. According to the discussions in [6, 7] , Lee's method should behave at its best for such a discontinuity, and our results bear this out. In fact, all methods behave well finding this discontinuity, when the data is "clean ". The discontinuity at 0 occurs with a simultaneous large derivative jump. Lee's discussion in [6, 7] implies that his method may not be accurate for this kind of jump, and our results bear this out, even with no added noise.
Among variations of the method, the most desirable would seem to be those where the support of K is small, allowing studied discontinuities to be close together. Above, the support is [−2h, 2h]. Using simply [−h, h] results in a method where F (σ) has minima very near discontinuities, but where the center of mass technique gives approximate locations nearer to false minima than correct minima; recall that for [−2h, 2h] the center of mass technique is proven, at least in "ideal" situations, to identify the correct minima. The cubic analogue also has F (σ) minimized at discontinuities, but for support [−h, h], the center of mass technique locates wrong local minima. For support [−2h, 2h] in the cubic version, the center of mass technique has located correct minima in all cases we have tried, but we are unable to prove that this is to be expected.
Computational concerns
Below, flop will have its customary meaning, and cfl will mean a complex add and a complex multiply. In both the approximation and the discontinuity location developments, the basic computational step is converting the given n + 1 Fourier coefficients, i.e. P (f + ǫ), into combination coefficients which represent P (f + ǫ) on a basis for R = P (G) (P (K) for section 5). The Gram matrix for this orthogonal projection may be calculated and inverted once, for a cost of roughly n + 1 × d 2 + d 3 /3 cfl where d is the dimension of the space R. For approximation, d = m + γ − 1, the dimension of H as seen in section 3.2. We expect that m, γ, and thus d will not be large. After this precomputation, evaluation at a point of the approximation by members of H requires roughly m × d flops each time. Thus short interval approximation as in section 3 is not likely to be expensive.
For discontinuity location, d = 2, the dimension of K. The Gram matrix of the basis for K may be precalculated for a modest number of flops and then used to calculate squared norms of members of K from their basis coefficients. Assuming this done, each evaluation of F (σ) = ||A K (σf + σǫ)|| 2 involves n + 1 + (n + 1)d + d 2 cfl +d 2 + d flops = 3n + 7 clf +6 flops since d = 2. We have implemented the center of mass method by sampling F (σ) on a fine mesh, not expensive because F (σ) is cheap to evaluate. The values are used to do numerical integrations by Simpson's rule to evaluate the center of mass function in searching for flat regions in the center of mass curve. This is not expensive because the center of mass integrations can be done using the stored values of F (σ).
