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1. Introduction
In the last decades many plant and animal populations have been shown to syn-
chronize (i.e., to behave in unison) over large areas. Examples are aphids and
butterflies [21, 30, 53], moths [27, 33, 37], fish [43], crabs [24], birds [12, 44], voles
and mice [9, 25], hares [43], squirrels [43, 45], sheep [20], arctic herbivores [41],
early blooming forest floor species [40], as well as many others [29, 32]. Synchrony
is the consequence of two independent factors: the dispersal of populations among
patches and the existence of common meteorological driving forces (Moran effect).
The theory is well established: see [10, 26, 38] for dispersal, [48] for the Moran
effect, and [15] for the mixed case.
The contribution that first revealed that populations can synchronize over large
distances was the study of fur returns of Canadian lynx to the Hudson Bay Com-
pany [18]. Since then, a great effort has been devoted to this case study (see
[11, 19, 36, 45, 51, 52], just to mention a few), with some of these contributions
supporting the idea that the synchronization of Canadian lynx is primarily due to
global environmental fluctuations. However some recent results [10, 34, 35] have
shown that networks of tritrophic food chain models of the kind suggested for the
food web of the Canadian boreal forest [28], can easily give rise to synchroniza-
tion in the absence of a common meteorological driving force, provided there is a
sufficiently high dispersal. This result and the discovery of a high gene flow of the
Canadian lynx over distances of 3000 km [50] suggest that, most likely, migration
is a key factor for the spatial synchronization of the lynx population.
This is why we concentrate in this paper on the case in which dispersal is the
only cause of synchrony. Thus, our metacommunity is characterized by three basic
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elements: a graph in which nodes i and arcs (i, j) represent patches and dispersal
flows between patches; a model describing the dynamics of the population vector
n(i) in patch i when isolated from the other patches; the dispersal rates of each
component of the population vector.
Depending upon the metacommunity model, various forms of synchronization
are possible. The strongest one is complete synchronization which occurs when a
synchronous solution n(i)(t) = n(j)(t) for all i 6= j and for all t exists and is stable.
A slightly weaker form of synchronization, called almost-complete synchronization,
requires that the maximum difference between populations is small. Much weaker
but quite interesting forms of synchronization are phase synchronization [10, 13,
34], out-of-phase synchronization [17, 49], and intermittent synchronization [14, 22].
In general, when the parameters of a metacommunity are not too far from the
values giving rise to complete synchronization, i.e., when the parameters are in the
so-called pre-synchronization region, some weak form of synchronization is present
and is revealed by various spatio–temporal patterns.
In this paper, we first show how the available general theory of local synchro-
nization [1, 26, 38] can be used to discuss networks of food chains composed of
resource, consumer and predator populations. The patch model we use is a stan-
dard tritrophic food chain model and the main result is that the dispersal of the
consumer population is much more effective than those of the other populations
in promoting synchronous behaviors. Then, we show how factors like competition,
interference, and cooperation among consumers or predators can be taken into ac-
count in order to detect if they promote synchronization or if they oppose to it.
The results are consistent with a general principle that says that stabilizing factors
promote synchronization. Finally, the analysis is extended to the study of global
synchronization through the use of the general available theory [4–7].
2. The metacommunity model
The metacommunity we consider in this paper is composed of N identical patches
connected through corridors, along which migration occurs in both directions. Each
patch i (i = 1, 2, . . . , N) is occupied by p populations whose abundances are the
components of a p-dimensional vector n(i). The metacommunity is described by
n˙(i)(t) = f(n(i)(t)) + d
∑
j∈Si
H
(
n(j)(t)− n(i)(t)
)
, i = 1, 2, . . . , N, (1)
where n˙(i)(t) = f(n(i)(t)) is the patch model, namely the equation governing the
dynamics of an isolated patch; Si is the set of patches directly connected to patch
i (i.e., the neighborhood of i); d is dispersal; and H = diag[h1, h2, . . . , hp] (with
hl ≥ 0 for all l, and
∑
l hl = 1) is the dispersion profile, i.e., a constant diagonal
matrix specifying the propensity of dispersing of all components of the population
vector.
A particular solution of (1), called synchronous solution, is characterized by
n(1)(t) = n(2)(t) = · · · = n(N)(t) ∀t. (2)
As a matter of fact, when (2) holds, all the dispersal flows dH(n(j)(t) − n(i)(t))
in (1) vanish for all t, and the dynamics of each patch is simply governed by
n˙(t) = f(n(t)). Notice that this is possible thanks to the assumption that all
patches are identical. When (2) holds, the trajectory of system (1) is confined to
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Figure 1. The tea-cup chaotic attractor of the Rosenzweig-McArthur model (3) with parameter values
(4).
a p-dimensional linear manifold Σ called synchronization manifold. It is of utmost
importance to assess whether the synchronous solution (2) is stable, i.e., whether
system (1) converges to (2) from any nearby initial state (in which case we say
that the metapopulation displays local synchronization) or from any state (global
synchronization). In the following two sections, we study these two problems with
reference to thritrophic food chain metacommunities, where the components x, y,
and z of the three-dimensional population vector n are the abundances of resource,
consumers, and predators in the patch. The dynamics of the three populations in
an isolated patch are described by
x˙ = rx
(
1− x
K
)
− a1xy
1 + a1b1x
,
y˙ = e1
a1xy
1 + a1b1x
−m1y − a2yz
1 + a2b2y
,
z˙ = e2
a2yz
1 + a2b2y
−m2z,
(3)
where r and K are net growth rate and carrying capacity of the resource, and
(ai, bi, di, ei), i = 1, 2, are attack rate, handling time, death rate and efficiency
of consumers (i = 1) and predators (i = 2). Model (3) is known as Rosenzweig-
MacArthur model since it is the natural extension to three trophic levels of the
model proposed long ago by Rosenzweig and MacArthur [47] for ditrophic food
chains. Model (3) can have chaotic behavior [23] but in relatively narrow ranges
of its parameter space [31]. Here the parameters are fixed at the following values
(already used in the literature as reference values):
r = 1.15, K = 1.07,
a1 = 5, b1 = 0.6, m1 = 0.4, e1 = 1,
a2 = 0.1, b2 = 20, m2 = 0.0037, e2 = 1,
(4)
because for these values the model has a chaotic attractor (Fig. 1) and the discus-
sion of the possibility of synchronizing the metapopulation by suitably selecting
the dispersal d is particularly interesting.
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3. Local synchronization
Through straightforward manipulations, equation (1) can be rewritten as
n˙(i)(t) = f(n(i)(t))− d
N∑
j=1
gijHn
(j)(t), i = 1, 2, . . . , N,
where the N × N connectivity matrix G = [gij ] describes the topology of the
network composed of patches and corridors. More precisely, for i 6= j, gij = gji =
−1 if patches i, j are directly connected and gij = gji = 0 otherwise, whereas
gii = −
∑
j 6=i gij is the degree of patch i, i.e., the number of corridors rooted at
i. To avoid degeneracies, we assume that any pair of patches is connected either
directly or through a chain of corridors. Thus G is a real, symmetric, irreducible
matrix. In addition, all off-diagonal elements are non-positive, and each row has
zero-sum. As a consequence, the eigenvalues λi of G are real and
0 = λ1 < λ2 ≤ λ3 ≤ · · · ≤ λN .
Given a network, i.e., a connectivity matrix G, the local stability of the synchro-
nization manifold Σ can be ascertained by looking at the evolution of the differences
(n(i)(t)− n(1)(t)), i = 2, 3, . . . , N , which are described, after neglecting the higher-
order terms in the Taylor expansion, by a p × (N − 1)-dimensional linear system
with time-varying Jacobian matrix given by
J =


∂f
∂n − d(g22 − g12)H · · · −d(g2N − g1N )H
...
. . .
...
−d(gN2 − g12)H · · · ∂f∂n − d(gNN − g1N )H

 .
Through a suitable change of coordinates based on the eigenvectors of the matrix
G, it can be shown ([26, 38]) that this Jacobian matrix is equivalent to a block-
diagonal matrix with matrices [∂f/∂n − dλiH], i = 2, 3, . . . , N , on the diagonal.
Such matrices describe the dynamics of the metapopulation close to the synchrony
manifold. Thus, if the largest Liapunov exponents of these matrices, denoted by
L[∂f/∂n−dλiH], are negative, i.e.
L[∂f/∂n−dλiH] < 0, i = 2, 3, . . . , N, (5)
then the synchronous solution (2) is locally stable, i.e., the metapopulation syn-
chronizes.
Given a metacommunity, conditions (5) can easily be checked by using any stan-
dard algorithm (e.g. [42]) for the computation of the largest Liapunov exponent of
each time varying matrix
∂f
∂n
− λidH, i = 2, 3, . . . , N,
where ∂f/∂n is evaluated along a solution of n˙ = f(n). These matrices depend
upon the patch characteristics (patch model f and dispersion profile H) and upon
the product λid. Given f and H, one can therefore consider the family of matrices
∂f
∂n
− εH,
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and denote by L(ε) the largest Liapunov exponent of each element of the family.
The function L(ε) is known as Master Stability Function (MSF) [38], and is very
useful for discussing the impact of the patch characteristics on the synchronization
of the metapopulation.
In fact, if the isolated patch is chaotic, as model (3)-(4) is, then L(0) = L¯ > 0
(where L¯ is the largest Liapunov exponent of the matrix ∂f/∂n), so that three
types of MSFs can be considered:
(i) L(ε) > 0 for all ε > 0,
(ii) L(ε) < 0 for ε > ε > 0,
(iii) all other cases.
Type (i) MSFs guarantee that condition (5) cannot be satisfied, i.e., no metapopu-
lation can synchronize even for high dispersal. By contrast, type (ii) MSFs guaran-
tee that all metapopulations can synchronize provided the dispersal is sufficiently
high, i.e.
d > d =
1
λ2
ε. (6)
The threshold value d¯ depends upon the network G through the eigenvalue λ2,
which is very high (λ2 = N) in fully connected networks and very small in weakly
connected ones (e.g. λ2 ≃ 1/N2 in a circular lattice), but d also depends upon
the patch characteristics (f, H) through ε. Finally, type (iii) MSFs guarantee that
some (but not all) metapopulations can synchronize if dispersal can be suitably
selected. For example, if (ε, ε¯) is an interval where L(ε) < 0, then in all networks
with
λN
λ2
<
ε¯
ε
, (7)
the synchronous solution is stable for
1
λ2
ε < d <
1
λN
ε¯.
i.e., synchrony can be lost if dispersal is increased. It is worth noticing that (7)
is always satisfied in fully connected networks, because in that case all positive
eigenvalues of G coincide.
The MSF of model (3)-(4) has been computed for the three dispersion profiles
HI = diag[1, 0, 0],
HII = diag[0, 1, 0],
HIII = diag[0, 0, 1],
(8)
corresponding to the extreme cases in which only one of the three populations
disperses, and the result, shown in Fig. 2, is quite interesting since the MSF is
of type (i), (ii), and (iii) in cases I, II, and III, respectively. This means that no
metacommunity can synchronize if dispersal involves only the resource, while any
metacommunity can synchronize if only consumers disperse. No counterexample
has been found to these rules which, however, should not be taken as theorems.
By contrast, the fact that the MSF is of type (iii) when only predators disperse
is not robust because type (ii) MSFs have also been obtained for H = HIII by
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Figure 2. The Master Stability Functions of the Rosenzweig-McArthur model (3)-(4) when the only
dispersing species is the resource (H = HI, type (i)), the consumers (H = HII, type (ii)), or the
predators (H = HIII, type (iii)).
(a) (b)
Figure 3. The sketch of a type (ii) MSF L(ε, δ) and of the function ε(δ): (a) δ is stabilizing; (b) δ is
destabilizing.
varying the parameters of the patch model. However, the result shown in Fig. 2
is of interest because until now type (iii) MSFs have been detected in very few
chaotic oscillators [1].
Let us now show how one can detect the impact of a demographic parameter on
synchronization. For this, once the MSF L(ε) has been computed for a reference
model (like model (3) with the reference parameter values (4)), let us indicate
with δ a positive variation of a parameter and recompute the MSF L(ε, δ) for the
perturbed model. Thus, L(ε, 0) is the MSF of the reference model, i.e., one of the
three functions described in Fig. 2, and L(0, 0) = L¯.
If the reference MSF L(ε, 0) is of type (ii) then, by continuity, the MSF L(ε, δ) will
also be of type (ii), provided δ is not too large. In other words, for sufficiently small
parameter perturbations there exists a function ε(δ) such that L (ε(δ), δ) = 0. The
functions L(ε, δ) and ε(δ) are sketched in Fig. 3 under the naive assumption that
the MSF depends linearly upon ε and δ. Figure 3(a) depicts the case of a so-called
stabilizing parameter [46] (i.e., a parameter that reduces the Liapunov exponent
L(0, δ) of a single isolated patch), while Fig. 3(b) depicts the opposite case of a
destabilizing parameter (L(0, δ) increasing with δ). Figure 3(a) shows that ε(δ) de-
creases with δ, so that the synchronization condition (6) can be satisfied with lower
dispersal when δ increases. For this reason, in the case of Fig. 3(a), if the disper-
sal is fixed then high values of δ promote synchronization, i.e., δ is synchronizing.
Conversely, in Fig. 3(b) the function ε(δ) is increasing and δ is desynchronizing.
The conclusion is that in the case of type (ii) MSFs the synchronizing factors are
nothing but the stabilizing factors.
The same conclusion does not hold for MSFs of type (i) and (iii). In fact, if the
reference MSF is of type (i), then it remains such for small parameter perturbations
δ, so that the synchronization of the metacommunity is not possible no matter if δ is
stabilizing or destabilizing. In the case of type (iii) MSFs, Fig. 3 still makes sense for
small values of ε and δ, so that the minimum dispersal needed for synchronization,
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namely ε(δ)/λ2, decreases [increases] with δ if δ is stabilizing [destabilizing]. By
contrast, no relationship can reasonably be established between stabilizing factors
and the loss of synchronization at high dispersal rates, because nothing can be
inferred on ε¯(δ). However, understanding what happens at high dispersal rates is
not particularly relevant in the context of metacommunities because it is known
that many (if not all) populations are characterized by very low dispersal rates.
The results we have just pointed out are very important for various reasons. First,
because they allow one to infer a property of a metacommunity (synchronization)
from a property of a single community (stabilizing or destabilizing demographic
parameter). This implies that the impact of a demographic factor on the emer-
gence of collective dynamics (like synchronization) can reasonably be conjectured
on the basis of observations or experiments performed on a single patch. Second,
the results reinforce a recent analogous conclusion [15], namely that biological chaos
is an obstacle for the synchronization of metacommunities through Moran effect.
In other words, the idea that stabilizing [destabilizing] factors are synchronizing
[desynchronizing] seems to be valid in general and not only for the case examined
in this paper dealing with synchronization due exclusively to dispersal. Finally, the
bridge we have established between local (i.e., patch) chaos and global (i.e., net-
work) synchronization reinforces an important evolutionary conjecture [16], namely
that biological evolution drives local dynamics toward the edge of chaos and global
dynamics toward weak forms of synchronization.
Obviously, the conclusions drawn from Fig. 3, which depicts a naive and sim-
plified interpretation of a MSF, cannot be argued to hold in general, even if the
same conclusions can obviously be obtained (through the implicit function theo-
rem) under a slightly more general assumption, namely that L(ε, δ) is decreasing
with respect to ε and decreasing [increasing] with respect to δ when δ is stabiliz-
ing [destabilizing]. Thus, it makes sense to check whether the results derived from
Fig. 3 hold for particular classes of metacommunities and this is, indeed, what we
do in the following for our class of tritrophic food chains.
Instead of studying the effects on synchronization of the parameters appearing in
the patch model (3), we now try to see if some demoghraphic phenomena which are
not taken into account in the Rosenzweig–MacArthur model (3) are synchronizing
or desynchronizing. More precisely, we consider six phenomena, namely competi-
tion, interference, and cooperation among consumers or predators, and we measure
with a small positive parameter δ the relevance of the phenomen. Obviously, for
δ = 0 we obtain model (3) where, indeed, the six phenomena are neglected. For
δ 6= 0, one or two equations of model (3) must be modified as specified below.
1. Intraspecific competition among consumers: In agreement with
the derivation of the classical logistic equation x˙ = rx(1− x/K) (see resource
equation in the absence of consumers), the intraspecific competition among
consumers can be dealt with by introducing an extra-mortality proportional
to y2 in the consumer equation, that becomes
y˙ = e1
a1xy
1 + a1b1x
−m1y − a2yz
1 + a2b2y
− δy2.
2. Intraspecific competition among predators: For consistency with
the previous case, we must only perturb the predator equation, that becomes:
z˙ = e2
a2yz
1 + a2b2y
−m2z − δz2.
3. Interference among consumers: Interference among individuals feed-
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ing on a common resource is usually taken into account by lowering the func-
tional response of the individuals as first proposed in [2]. Thus, interference
among consumers requires to modify the first two equations of model (3) as
follows:
x˙ = rx
(
1− x
K
)
− a1xy
1 + a1b1x + δy
,
y˙ = e1
a1xy
1 + a1b1x + δy
−m1y − a2yz
1 + a2b2y
.
4. Interference among predators: For consistency with the previous
case, we must modify the last two equations of model (3) in the following way:
y˙ = e1
a1xy
1 + a1b1x
−m1y − a2yz
1 + a2b2y + δz
,
z˙ = e2
a2yz
1 + a2b2y + δz
−m2z.
5. Cooperation among consumers: If cooperation enhances predation,
we can simply multiply the consumer functional response by a factor greater
than 1, which is here written as (1 + δy/(y + y0)), where the parameter y0 is
fixed (y0 = 0.3 in our numerical analysis). This means that abundant con-
sumers predate (1 + δ) times more than scarce consumers. Thus, the first two
equations of model (3) must be modified as follows:
x˙ = rx
(
1− x
K
)
− a1xy
1 + a1b1x
(
1 + δ
y
y + y0
)
,
y˙ = e1
a1xy
1 + a1b1x
(
1 + δ
y
y + y0
)
−m1y − a2yz
1 + a2b2y
.
6. Cooperation among predators: Similarly to the previous case, the
modified consumer and predator equations are (z0 = 9 in our numerical anal-
ysis):
y˙ = e1
a1xy
1 + a1b1x
−m1y − a2yz
1 + a2b2y
(
1 + δ
z
z + z0
)
,
z˙ = e2
a2yz
1 + a2b2y
(
1 + δ
z
z + z0
)
−m2z.
In order to make the remaining part of this section more attractive, this is a good
point for conjecturing, on a purely intuitive background, which factors are synchro-
nizing and which are desynchronizing. For doing this, one can use the idea previ-
ously pointed out, i.e., stabilizing [destabilizing] factors are synchronizing [desyn-
chronizing]. Thus, for example, one might imagine that stronger predators can be
more effective in keeping their prey under control, thus avoiding large fluctuations
of the consumer population. This means that one should be inclined to imagine
that factor 6, namely cooperation among predators, should be a stabilizing factor
and, hence, also a synchronizing factor. Before proceeding, the reader is invited to
make his/her own guess for each of the six above factors.
In order to detect the impact of all factors on synchronization, we have sys-
tematically computed the largest Liapunov exponent L(ε, δ) on a 25× 25 grid for
each one of the 6 factors and for H = HII (dispersing consumers) as well as for
May 8, 2008 7:58 Journal of Biological Dynamics BePiRi08˙01˙05˙2008
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Figure 4. The MSF for the case of interference among dispersing consumers (H = HII, factor 3).
Figure 5. The MSF, for low values of ε and δ, for the case of intraspecific competition among consumers
when predators disperse (H = HIII, factor 1).
Figure 6. The MSF for the case of cooperation among dispersing consumers (H = HII, factor 5).
H = HIII (dispersing predators). Thus, our analysis has required the computation
of 2 × 6 × 25 × 25 = 7500 largest Liapunov exponents of a 3 × 3 time-varying
Jacobian matrix, that have been computed with a standard algorithm [42]. Obvi-
ously, in none of the examined cases the MSF L(ε, δ) is linear in ε and δ (as in
Fig. 3), neither it is monotone (recall that, in chaotic regions, there are always
thin subregions of regular behavior where the largest Liapunov exponent drops to
zero). However, the statement ”stabilizing [destabilizing] factors are synchronizing
[desynchronizing] factors” turns out to be true in all cases. The result of the analysis
is that four factors, namely 1, 3, 4, and 6, are stabilizing and hence synchronizing,
while the remaining two, namely 2 and 5, are destabilizing and hence desynchro-
nizing, no matter which is the dispersing population. Figure 4 shows one example
of the first class, namely the case of interference among dispersing consumers: the
MSF is of type (ii) and the two functions L(0, δ) and ε(δ) qualitatively recall those
reported in Fig. 3(a) even if they are not monotonically decreasing. However, it
is fully justified to summarize Fig. 4 by saying that consumer interference is a
synchronizing factor. Similarly, Fig. 5 shows the case of intraspecific competition
among consumers with dispersing predators. Again the functions L(0, δ) and ε(δ)
resemble only vaguely to those of Fig. 3(a) but still the result is that intraspecif
competition among consumers is a synchronizing factor. Finally, an example of a
desynchronizing factor is shown in Fig. 6.
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4. Global synchronization
In this section, we show how the general results on the global stability of synchro-
nization can be applied to the metacommunity (1)-(3).
Most methods for the global stability of synchronized limit-cycle or chaotic sys-
tems are based on the calculation of the eigenvalues of the connectivity matrix
for coupling topologies and a term depending mainly on the dynamics of the indi-
vidual oscillators [3, 8, 39, 54, 55]. These studies show that the global stability of
synchronization depends on the eigenvalues of the Laplacian connection matrix.
An alternate way to establish synchrony which does not depend on explicit
knowledge of the spectrum of the connection matrix was developed in [4]. This
Connection Graph Method combines the Lyapunov function approach with graph
theoretical reasoning. In this context the main step is to establish a bound on the
total length of all paths passing through an edge on the network connection graph.
The method guarantees complete synchronization from arbitrary initial condi-
tions and not just local stability of the synchronization solution. The coupling
strength may vary from pair to pair of interacting cells and it may even depend on
time.
In the following, we review the method and derive the synchronization conditions
for networks (1)-(3) with dispersal profiles admitting global synchronization.
It is worth noticing that once global synchronization is settled at the critical
value of coupling, a further increased dispersal (even up to an infinite value) can-
not desynchronize the regime of global synchrony (the proof follows from the Lya-
punov function discussed in Appendix; further details can be found in [4]). This
is in contrast with local synchronization which can appear in a certain interval of
coupling parameters and become unstable with coupling increasing (cf. Case III
where only predators disperse). Therefore, the Master Stability function calculated
for the stability of local synchronization in the previous section (cf. Fig. 2) allows
us to single out dispersal profile HII (Case II) where one can expect to observe
global synchronization. In addition, we also relate our analysis to the most gen-
eral profile (not discussed in the previous section) where H0 = diag[h1, h2, h3] and
h1, h2, and h3 may range from 0 to 1. Here, all three trophic components of the
food chain (resource, consumers, and predators) can equally disperse.
The method states that the coupling threshold required for the global stability
of synchronization in a network with any arbitrary configurations can be predicted
from the threshold for global synchronization in the simplest two-patch network.
More precisely, the main theorem of the Connection Graph Method can be refor-
mulated for the metacommunity (1)-(3) as follows.
Theorem. Synchronization in the network (1)-(3) with a given dispersal profile
H is globally asymptotically stable, i.e. it arises from any initial conditions if the
dispersal d exceeds the critical value d∗, where
d∗ = 2d
∗
12
n ·maxk zk for k = 1, ...,m. (9)
Here, d∗12 is the dispersal sufficient for global synchronization of two patches with
the same dispersal profile H, m is the number of edges on the graph, and n is the
number of patches . The quantity zk =
n∑
j>i; k∈Pij
|Pij | is the sum of the lengths of
all chosen paths Pij which pass through a given edge k that belongs to the connection
graph.
The first step of the method is to find the critical dispersal d∗12 for two mutually
coupled patches. Analytical derivation of an upper bound d∗12 for the global stability
May 8, 2008 7:58 Journal of Biological Dynamics BePiRi08˙01˙05˙2008
Journal of Biological Dynamics 11
1 2 3
4 5 6
ba
e d
cf g
Figure 7. Example of a network configuration under consideration.
of the synchronous state of the reference model (3) with δ = 0 in the case of two
patches with dispersal profile H0 = diag[1, 1, 1] is given in Appendix. The proof
can also be extended to the case of dispersal profile HII = diag[0, 1, 0].
It is worth noticing that the analysis of synchronization given in Appendix also
supports the statement made in the previous section regarding the role of the
stabilizing factors in synchronization. That is, it shows that the stabilizing factors
introduced to the reference model (δ 6= 0) also favor global synchronization. The
details are also given in Appendix.
The second step is to calculate the factor zk which does not depend on the
individual patch dynamics and is determined by the connection graph. This calcu-
lation is straightforward and performed as follows. We first choose a set of paths
{Pij | i, j = 1, ..., n, j > i} (typically, the shortest paths), one for each pair of
patches i, j, and determine their lengths |Pij |, the number of edges in each Pij .
Then, for each edge k of the connection graph we calculate the sum zk of the
lengths of all Pij passing through k. Finally, we determine the edge k with the
maximum zk such that the sum of the lengths of all paths through k is maximal.
This is the link having the maximum traffic load on it.
The number of possible choices of paths is normally huge. However, most of these
choices are clearly suboptimal. Usually, one takes for Pij the shortest path from
patch i to patch j. Sometimes, however, a different choice of paths can lead to
smaller lower bounds [5].
We shall now illustrate our criterion by applying it to a typical metapopulation
network, depicted in Fig. 7. Consider the network (1)-(3) with the connection graph
shown in Fig. 1 and dispersal profile H0 = diag[1, 1, 1]. As d∗12 for this network is
already calculated (see Appendix), we only need to calculate zk to establish the
upper bound for global synchronization in the network.
Choose first the paths between the nodes. Our choice is P12 = a, P13 = ab,
P14 = f, P15 = ag, P16 = fed, P23 = b, P24 = af, P25 = g, P26 = bc, P34 = cde,
P35 = bg, P36 = c, P45 = e, P46 = ed, P56 = d. Calculate the sum of path lengths
passing through edge
a : za = |P12|+ |P13|+ |P15|+ |P24| = 1 + 2 + 2 + 2 = 7
b : zb = |P13|+ |P23|+ |P26|+ |P35| = 2 + 1 + 2 + 2 = 7
c : zc = |P26|+ |P34|+ |P36| = 2 + 3 + 1 = 6
d : zd = |P16|+ |P34|+ |P46|+ |P56| = 3 + 3 + 2 + 1 = 9
e : ze = |P16|+ |P34|+ |P45|+ |P46| = 3 + 3 + 1 + 2 = 9
f : zf = |P14|+ |P16|+ |P24| = 1 + 3 + 2 = 6
g : zg = |P15|+ |P25|+ |P35 = 2 + 1 + 2 = 5
and take the maximum zd = ze = 9 as an upper bound. Thus, the upper bound
(9) for global synchronization becomes
d∗ =
2d∗12
6
· 9 = 3d∗12,
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where d∗12 is given by (26).
Calculations of max
k
zk for various network configurations can be found in [4–7].
One should also remark that the method for proving global synchronization is
valid for networks of slightly nonidentical patches(up to 10− 15% parameter mis-
match.) In this case, perfect synchronization cannot exist anymore, but approxi-
mate synchronization is still possible and therefore similar global stability condi-
tions of approximate synchronization can be derived by means of the presented
method and the technique developed in [4].
5. Concluding remarks
• ...
The stability analysis of synchronization discussed in the paper can also be ap-
plied to metapopulations with directed connection graphs, under the constraint
that the graph allows synchronization of all the patches. Indeed, synchrony in
directly coupled networks is only possible if there is at least one patch which
directly or indirectly influences all the others. In terms of the connection graph,
this amounts to the existence of a uniformly directed tree involving all the ver-
tices. A star-coupled network where secondary nodes drive the hub is a counter
example, where such a tree does not exist and synchronization is impossible. The
generalization of the connection graph method to arbitrary asymmetric coupling
is reported in [7].
• Novelty and importance of the results
• Possible extensions (clusters + ...)
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Appendix
In this appendix, we prove global stability of synchronization in the simplest two-
patch network (1) and derive an upper bound for the synchronization threshold.
For the sake of clarity, we choose the dispersion profile to be H = diag[1, 1, 1]
such that we assume that the resource, consumers, and predators disperse with
equal dispersal d. Generalization of the proof to the case of heterogeneous dispersal
coefficients is straightforward.
Before having started the study of global stability of the synchronization
solution, we first need to prove the eventual dissipativeness of system (1). That is,
we need to show that there exists a region (an absorbing domain A) which attracts
all trajectories of the system from the outside, and there are no trajectories which
go to infinity.
A1. Eventual dissipativeness
To get the lower bound for trajectories of the isolated patch system (3), it is
sufficient to observe that x˙ = 0 at the point x = 0, y˙ = 0 at y = 0, and z˙ = 0 at
z = 0. Therefore, trajectories may not leave the region A+ = {x > 0, y > 0, z > 0}.
This makes a clear sense as the population sizes expressed by x, y, z may not be
negative.
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To make our calculation more transparent, let us plug the values e1 = 1 and
e2 = 1 from the parameter set (8) into system (3), and thus transform (3) into the
system
x˙ = rx
(
1− x
K
)
− a1xy
1 + a1b1x
,
y˙ =
a1xy
1 + a1b1x
−m1y − a2yz
1 + a2b2y
,
z˙ =
a2yz
1 + a2b2y
−m2z,
(10)
Below we derive an upper bound for the absorbing domain of (10).
Consider a family of planes
V = x + y + z − c, (11)
where c ≥ c∗ is to be determined.
Our goal is to find the constant c∗ that makes V a Liapunov-type function such
that its constant levels become surfaces without contact for system (10), i.e. the
vector field of (10) on these surfaces is oriented toward the origin.
The derivative of V with respect to system (10) is calculated as follows
V˙ = x˙ + y˙ + z˙ = rx(1− x
K
)−m1y −m2z, (12)
where the terms ± a1xy1+a1b1x and ±
a2yz
1+a2b2y
have cancelled out.
Since m2 < m1 (0.0037 vs. 0.4), we can bound the right hand side (RHS) of (12)
by replacing the term m1y with m2y. This yields
V˙ < rx(1− x
K
)−m2(y + z) <
[
rx− rx
2
K
−m2(c− x)
]
V =0
(13)
Here, we have replaced the term m2(y + z) with its minimum value m2(c − x) it
reaches when V = x + y + z − c = 0 and, hence, y + z = c− x.
Therefore, the derivative V˙ is negative along trajectories of (10) if rx − rx2K −
m2(c− x) < 0. Let’s find the values of c that make this inequality true.
The roots of the equation
−rx
2
K
+ (r + m2)x−m2c = 0 (14)
are x1,2 =
(r+m2)±
√
(r+m2)2−4m2cr/K
2r/K . Equation (14) has no solutions, and therefore
V˙ is always negative, if c > c∗ = K4m2r (r + m2)
2. Thus
c∗ =
K
4m2r
(r + m2)
2 (15)
is the critical level of V such that V˙ < 0 when V > c∗ and therefore V = c∗ is an
upper bound for all trajectories of (10).
Combining this bound with the domain A+ we arrive at the following absorbing
domain A = A+{x > 0, y > 0, z > 0} ∩ {V < c∗}. Hence, the variables of (10) are
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bounded as follows:
x < c∗, y < c∗, , z < c∗, (16)
where c∗ is defined in (15).
Similar to [8], it can be easily shown that the bound (16) is valid for the
variables of each subsystem (patch) (10) of network (1).
A2. Proof of global synchronization
Consider the following two-patch network (1) of subsystems (10):


x˙(1) = f(x(1))− g(x(1))y(1) + d(x(2) − x(1)),
y˙(1) = g(x(1))y(1) −m1y(1) − g˜(y(1))z(1) + d(y(2) − y(1)),
z˙(1) = g˜(y(1))z(1) −m2z(1) + d(z(2) − z(1)),
x˙(2) = f(x(2))− g(x(2))y(2) + d(x(1) − x(2)),
y˙(2) = g(x(2))y(2) −m1y(2) − g˜(y(2))z(2) + d(y(1) − y(2)),
z˙(2) = g˜(y(2))z(2) −m2z(2) + d(z(1) − z(2)),
(17)
where for simplicity we have used the notations f(x(i)) = rx(i)
(
1− x(i)K
)
, g(x(i)) ≡
g(x(i), a1, b1) =
a1x(i)
1+a1b1x(i)
and g˜(y(i)) ≡ g(y(i), a2, b2) = a2y
(i)
1+a2b2y(i)
for i = 1, 2.
Introducing the notations for the differences and sums
X = x
(2)−x(1)
2 u =
x(1)+x(2)
2
Y = y
(2)−y(1)
2 v =
y(1)+y(2)
2
Z = z
(2)−z(1)
2 w =
z(1)+z(2)
2
(18)
we obtain the difference equation system


X˙ = 12
{[
f(x(2))− f(x(1))]− [g(x(2))y(2) − g(x(1))y(1)]}− 2dX
Y˙ = 12
{[
g(x(2))y(2) − g(x(1))y(1)]− [g˜(y(2))z(2) − g˜(y(1))z(1)]}− (m1 + 2d)Y
Z˙ = 12
{[
g˜(y(2))z(2) − g˜(y(1))z(1)]}− (m2 + 2d)Z
(19)
To get rid of the variables x(1)), y(1)), z(1)) and x(2)), y(2)), z(2)) in (19), we apply
the Mean Value Theorem to the differences of the functions such that [f(x(2)) −
f(x(1)) = fx(ξ1)(x2 − x1) = 2fx(ξ1)X, where ξ1 ∈ [x(1)), x(2))]; [g(x(2))− g(x(1)) =
gx(ξ2)(x2 − x1) = 2gx(ξ2)X, where ξ2 ∈ [x(1)), x(2))]. At the same time, it follows
from (18) that
x(2) = u + X, x(1) = u−X,
y(2) = v + Y, y(1) = v − Y,
z(2) = w + Z, z(1) = w − Z,
(20)
such that the differences of other functions can be transformed as fol-
lows
[
g(x(2))y(2) − g(x(1))y(1)] = [g(x(2))(v + Y )− g(x(1))(v − Y )] =[
g(x(2))− g(x(1))] v + [g(u + X) + g(u−X)]Y = 2gx(ξ2)Xv +
[g(u + X) + g(u−X)]Y, and similarly [g˜(y(2))z(2) − g˜(y(1))z(1)] = 2g˜y(η)Y w +
[g˜(v + Y ) + g(v − Y )]Z, where η ∈ [y(1)), y(2))].
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Thus, difference system (19) simplifies to


X˙ = [fx(ξ1)− gx(ξ2)v − 2d]X − 12 [g(u + X) + g(u−X)]Y,
Y˙ = gx(ξ2)vX +
{
1
2 [g(u + X) + g(u−X)]− g˜y(η)w − (m1 + 2d)
}
Y−
1
2 [g˜(v + Y ) + g(v − Y )]Z
Z˙ = g˜y(η)wY +
{
1
2 [g˜(v + Y ) + g(v − Y )]− (m2 + 2d)
}
Z
(21)
Our goal is to obtain conditions under which the coupled system (21) is conver-
gent and its trivial equilibrium {X = 0, Y = 0, Z = 0}, corresponding to the
synchronous solution {x(1) = x(2), y(1) = y(2), z(1) = z(2)} is globally asymptoti-
cally stable.
The proof that the origin can be globally stable involves the construction of
a Lyapunov function, a smooth, positive definite function that decreases along
trajectories of system (21).
Consider the Lyapunov function
Φ =
1
2
(X2 + Y 2 + Z2). (22)
Calculating the time derivative of Φ with respect to system (21), we obtain
Φ˙ = − [A11X2 + 2A12XY + A22Y 2 + 2A23Y Z + A33Z2] , (23)
where
A11 = 2d− fx(ξ1) + gx(ξ2)V,
A12 =
1
4 [g(u + X) + g(u−X)]− 12gx(ξ2)V,
A22 = 2d + m1 + g˜y(η)w − 12 [g(u + X) + g(u−X)] ,
A23 =
1
4 [g˜(u + X) + g˜(u−X)]− 12 g˜y(η)w,
A33 = 2d + m2 − 12 [g˜(v + Y ) + g(v − Y )] .
The derivative Φ˙ is negative along trajectories of system (21) if the quadratic form
S = A11X
2 + 2A12XY + A22Y
2 + 2A23Y Z + A33Z
2 is positive definite. To make
the proof simpler, we can split the quadratic form S as follows: S = S1 +S2, where
S1 = A11X
2 + 2A12XY + A22Y
2/2 and S2 = A22Y
2/2 + 2A23Y Z + A33Z
2. Here,
the coefficients A11, A22, and A33 depend on the coupling strength d and favor
positiveness of the two quadratic forms S1 and S2. For S1 and S2 to be positive,
A11, A22, and A33 must overcome the negative contribution of the coefficients A23
and A33. This is achieved when the coupling strength d exceeds a critical value.
Applying the Sylvester criterion for positive definiteness of the two quadratic
forms, we obtain the conditions
A11 > 0, A22 > 0, A33 > 0,
1
2A11A22 > A
2
12,
1
2A22A33 > A
2
23.
(24)
The functions that are present in the A’s coefficients can be bounded as follows
fx(ξ1) ≤ fx(0) ≡ r, gx(ξ2)V ≥ 0, g˜y(η)w ≥ 0
g(u + X) + g(u−X) ≤ 2g(c∗) < 2b1
g˜(u + X) + g˜(u−X) ≤ 2g˜(c∗) < 2b2
g˜(u + X) + g˜(u−X) ≤ 2g˜(c∗) < 2b2
g˜(v + Y ) + g(v − Y ) ≤ 2g˜(c∗) < 2b2 .
(25)
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Here, we have bounded from above the arguments of functions g and g˜ by constant
c∗ (16) that is the upper bound for x−, y−, and z−trajectories of system (17).
Using bounds (25), we can make conditions (24) more conservative by minimiz-
ing the favorable terms A11, A22, A33 and maximizing A12, A23. This yields the
following bounds
d > r/2; d > 12 [
1
b1
−m1]; d > 12 [ 1b2 −m2]
(2d− r)(2d + m1 − 1/b1) > 12b21 ;
(2d + m1 − 1/b1)(2d + m2 − 1/b2) > 12b22
(26)
For the given set of parameters (3) where (2d− r) > (2d + m1 − 1/b1), (2d + m1 −
1/b1) < (2d + m2 − 1/b2), and 1/b21 > 1/b22 we can replace the last two equalities
in (26) by
d > d∗12 = (
√
2
2b1
−m1 + 1/b1)/2
(27)
This inequality serves as an upper bound for the inequalities (26). Thus, it gives a
bound for the coupling strength d, sufficient to make the quadratic form Φ˙ negative
definite. This, in turn, guarantees global stability of synchronization in the coupled
system (17) with individual system’s parameters from the set (3). This completes
the proof.
Note that a similar stability approach to global synchronization is also applicable
to a two-patch network of modified systems (3) with δ 6= 0. In this case, the
difference system (19) will have extra terms. An important observation is that the
stabilizing factors 1,3,4 and 6 contribute to system (19) the terms that favor the
stability of the origin, and thus aim at stabilizing the synchronous solution. For
example, the addition of factor 1 to the two patches yields an extra term −2δvY
to the Y equation of the difference system (19). Note that v = y
(1)+y(2)
2 is always
nonnegative, therefore the term −2δvY makes the trivial equilibrium of system
(19) more stable and therefore lowers the critical value of the dispersal required for
global synchronization. The same stability arguments carry over to other stabilizing
factors 3,4 and 6. Thus, our stability discussions on the role of the stabilizing factors
in global synchronization are consistent with the claims made in section 3.
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