The Riesz-Markov theorem identifies any positive, finite, and regular Borel measure on the complex unit circle with a positive linear functional on the continuous functions. By the Weierstrass approximation theorem, the continuous functions are obtained as the norm closure of the Disk Algebra and its conjugates. Here, the Disk Algebra can be viewed as the unital norm-closed operator algebra of the shift operator on the Hardy Space, H 2 of the disk.
Introduction
The results of this paper extend the Lebesgue decomposition of any finite, positive and regular Borel measure, with respect to Lebesgue measure on the complex unit circle, from one to several non-commuting (NC) variables. In [1] , we extended the concepts of absolute continuity and singularity of positive measures with respect to Lebesgue measure, the Lebesgue Decomposition, and the Radon-Nikodym formula of Fatou's Theorem to the non-commutative, multi-variable setting of 'NC measures', i.e. positive linear functionals on a certain operator system, the Free Disk System. Here, the free disk system, A d + A * d , is the operator system of the Free Disk Algebra, A d := Alg(I, L) − · , the norm-closed operator algebra generated by the left free shifts on the NC Hardy space. (Equivalently, the left creation operators on the full Fock space over C d .) We will recall in some detail below why this is the appropriate (and even canonical) extension of the concept of a positive measure on the circle to several non-commuting variables. The primary goal of this paper is to further develop the NC Lebesgue Decomposition Theory of an arbitrary (positive) NC measure with respect to NC Lebesgue measure (the 'vacuum state' on the Fock space), by proving that our concepts of absolutely continuous (AC) and singular NC measures define positive hereditary cones, and hence that the Lebesgue Decomposition commutes with summation. That is, the Lebesgue Decomposition of the sum of any two NC measures is the sum of the Lebesgue Decompositions. (Here, we say a positive cone, P 0 ⊂ P is hereditary in a larger positive cone P if p 0 ∈ P 0 , and p 0 ≥ p for any p ∈ P implies that p ∈ P 0 . The sets of absolutely continuous and Moreover, by a classical result of Aronszajn, domination of the reproducing kernels K µ ≤ t 2 K λ is equivalent to bounded containment of the corresponding Herglotz spaces on D, H + (H µ ) ⊆ H + (H λ ), and the least such t > 0 is the norm of the embedding map e µ : H + (H µ ) ֒→ H + (H λ ) [9, Theorem I, Section 7] . Absolute continuity of measures on ∂D can also be recast in terms of containment of reproducing kernel Hilbert spaces. Namely, given two finite, positive, regular Borel measures λ, µ, recall that µ is absolutely continuous with respect to λ if there is a non-decreasing sequence of finite, positive, regular Borel measures µ n , which are each dominated by λ, and increase monotonically to µ: 0 ≤ µ n ≤ µ, µ n ↑ µ, µ n ≤ t 2 n λ, t n > 0.
Reproducing kernel Hilbert space theory then implies that each space of µ n −Cauchy transforms is contractively contained in the space of µ−Cauchy transforms, and their linear span is dense in H + (H µ ) since the µ n increase to µ,
Since each µ n ≤ t 2 n λ, is dominated by λ, it also follows that each space of µ n −Cauchy transforms is boundedly contained in the space of λ−Cauchy transforms, and the intersection space:
is dense in the space of µ−Cauchy transforms. In the case where λ = m is normalized Lebesgue measure, one can check that H m ≡ 1 is constant, so that H + (H m ) = H 2 (D) is the classical Hardy space of the disk. It follows that one can take this as a starting point, and simply define a measure, µ, to be absolutely continuous or singular (with respect to m) depending on whether the intersection space int(µ, m) := H + (H µ ) H 2 (D), is dense or trivial, respectively, in the space of µ−Cauchy Transforms. In this way one can develop Lebesgue Decomposition Theory using reproducing kernel techniques. It appears that this approach is new, even in this classical setting, and as shown in Corollary 8.5, this recovers the Lebesgue decomposition of any finite, positive and regular Borel measure on the unit circle with respect to normalized Lebesgue measure. As discussed in the introduction, any positive, finite, regular Borel measure, µ, on ∂D, can be viewed as a positive linear functional,μ, on A(D) + A(D) * . Equivalently, µ (orμ) can be identified with the (generally unbounded) positive quadratic or sesquilinear form, q µ (a 1 , a 2 ) := ∂D a 1 (ζ)a 2 (ζ)µ(dζ); a 1 , a 2 ∈ A(D), densely-defined in H 2 (D). Applying the theory of Lebesgue Decomposition of quadratic forms due to B. Simon yields:
where q ac is the maximal positive form absolutely continuous to q m , where m is normalized Lebesgue measure, and q s is singular [10] . In this theory, a positive quadratic form with dense domain in a Hilbert space, H, is said to be absolutely continuous if it is closable, i.e. it has a closed extension.
Here, a positive semi-definite quadratic form, q, is closed if its domain, Dom(q) is complete in the norm · q+1 := q(·, ·) + ·, · H .
Closed positive semi-definite forms obey an extension of the Riesz Representation Lemma: A positive semi-definite densely-defined quadratic form, q, is closed if and only if q is the quadratic form of a closed, densely-defined, positive semi-definite operator, T ≥ 0:
see [11, Chapter VI, Theorem 2.21, Theorem 2.23]. If q = q µ , we will prove that q ac = q µac , and q s = q µs where µ = µ ac + µ s , is the classical Lebesgue Decomposition of µ with respect to m, see Corollary 8.5. Indeed, if one instead defines q µ as a quadratic form densely-defined in L 2 (∂D), then it follows without difficulty in this case that T is affiliated to L ∞ (∂D) so that
where √ T 1 = |h| ∈ L 2 (∂D). This shows that |h| 2 ∈ L 1 (∂D) is the Radon-Nikodym derivative of µ with respect to normalized Lebesgue measure, m. The Lebesgue Decomposition of quadratic forms in [10] is similar in this case to von Neumann's proof of the Lebesgue Decomposition theory [12, Lemma 3.2.3] . In [1] , we applied this quadratic form decomposition to the quadratic form, q µ , of any (positive) NC measure µ to construct an NC Lebesgue decomposition of µ, µ = µ ac + µ s into absolutely continuous and singular NC measures µ ac and µ s , 0 ≤ µ ac , µ s ≤ µ, where q µ = q µac + q µs is the Lebesgue decomposition of the quadratic form q µ [1, Theorem 5.9] .
A third approach to Lebesgue Decompositon theory is to define a positive, finite, regular, Borel measure µ, on ∂D to be absolutely continuous if the corresponding linear functionalμ on C (∂D) = (A(D) + A(D) * ) − · has a weak− * continuous extension to a linear functional on (H ∞ (D) + H ∞ (D) * ) −wk− * = L ∞ (∂D).
This notion of absolute continuity for bounded linear functionals on A d extends the classical notion of absolute continuity of a measure with respect to normalized Lebesgue measure on ∂D, if one identifies finite positive Borel measures on ∂D with positive linear functionals on the classical Disk Algebra i.e. µ is absolutely continuous with respect to Lebesgue measure. This definition of absolute continuity has an obvious generalization to the non-commutative setting of NC measures, i.e. positive linear functionals on the Free Disk System, and this gives essentially the same definition of absolute continuity for linear functionals on the Free Disk Algebra introduced by Davidson-Li-Pitts [3] . We will show that all three of these approaches extend naturally to the NC setting and yield the same Lebesgue Decomposition of any positive NC measure with respect to NC Lebesgue measure.
Background: The Free Hardy Space
We will use the same notation as in [1] , and we refer to [1, Section 2] for a detailed introduction to the NC Hardy space and background theory.
The free monoid, F d is the set of all words in d letters {1, ..., d}. This is the universal monoid on d generators, with product given by concatenation of words, and unit ∅, the empty word containing no letters. The Hilbert space of square summable sequences indexed by F d , ℓ 2 (F d ), and the full Fock space over C d ,
are naturally isomorphic. This isomorphism is implemented by the unitary map e i 1 ···i k → e i 1 ⊗ · · · ⊗ e i k , i k ∈ {1, ..., d}, and e ∅ → 1 where {e j } denotes the standard basis of C d , and 1 is the vacuum vector of the Fock space (which spans the subspace C ⊂ F 2 d ). The free square-summable sequences, ℓ 2 (F d ), can also be viewed as a Hilbert space of Free Non-commutative functions on a non-commutative set [13, 14, 15] . Namely, we can identify any f ∈ ℓ 2 (F d ) with a formal power series in d non-commuting variables z := (z 1 , ..., z d ),
Here, if α = i 1 i 2 · · · i n , i k ∈ {1, ..., d}, we use the standard notation z α = z i 1 z i 2 · · · z i d . Foundational work of Popescu has shown that if Z := (Z 1 , ..., Z d ) : H ⊗ C d → H is any strict (row) contraction on a Hilbert space, H, then the above formal power series for f converges absolutely in operator norm when evaluated at Z (and uniformly on compacta) [14, 15] . It follows that any f ∈ ℓ 2 (F d ), can be viewed as a function in the Non-commutative (NC) open unit ball:
where B d n is the set of all strict row contractions on C n . Moreover any such f is a locally bounded Free Non-commutative function, in the sense of [16, 13, 17] . That is, it respects the grading, direct sums and similarities. Any locally bounded free NC function (under mild, minimal assumptions on its NC domain) is automatically holomorphic, i.e. it is both Gâteaux and Fréchet differentiable at any point Z ∈ B d N and has a convergent Taylor-type power series expansion about any point [13, Chapter 7] . It follows that we can identify ℓ 2 (F d ) with the Free Hardy Space:
the Hilbert space of all (locally bounded hence holomorphic) NC functions in the NC unit ball B d N with square-summable Taylor-MacLaurin series coefficients. In the sequel, we will identify F 2 d , ℓ 2 (F d ), and the free or NC Hardy space H 2 (B d N ), and use the terms Fock space and NC Hardy space interchangeably.
As described in the introduction, the NC Hardy Space is equipped with a canonical left free shift, L := M L Z , the row isometry of left multiplication by the NC variables
and these have pairwise orthogonal ranges. Viewing the L k as isometries on ℓ 2 (F d ), L k e α = e kα , and the L k are also unitarily equivalent to the left creation operators on the Fock space, F 2 d . One can also define isometric right multipliers, R k = M R Z k , the right free shifts (which append letters to the right of words indexing the canonical orthonormal basis), and these are unitarily equivalent to the left free shifts via the transpose unitary on
where if α = i 1 · · · i n ∈ F d , then α † := i n · · · i 1 , its transpose. As in the single-variable setting, the Free Hardy Space H 2 (B d N ) can be equivalently defined using (non-commutative) reproducing kernel theory [18] . All NC-RKHS in this paper will be Hilbert spaces of free NC functions on the NC unit disk or ball, B d N . Any Hilbert space, H of NC functions on B d N , is a NC-RKHS if the linear point evaluation map, K * Z : H → (C n×n , tr n ) is bounded for any Z ∈ B d n . We will let K Z , the NC kernel map, denote the Hilbert space adjoint of K * Z , and, for any y, v ∈ C n , K{Z, y, v} := K Z (yv * ) ∈ H. 
All NC-RKHS in this paper will consist of free holomorphic functions in the NC unit ball B d N so that any f ∈ H nc (K), has a convergent Taylor-MacLaurin series at 0 ∈ B d 1 ,
and the linear coefficient evaluation functionals:
are all bounded. We will let K α denote the coefficient evaluation vector :
and we will typically write ℓ α =: K * α . If K is the NC-Szegö kernel of the Free Hardy Space, then
N are said to be left or right NC multipliers, respectively, if for any f ∈ H nc (K), F · f , or f · G belong to H nc (K). As in the classical theory any left or right multiplier defines a bounded linear operator on H nc (K),
and under this identification the left and right multiplier algebras of H nc (K) are unital and closed in the weak operator topology (WOT). These NC multiplier algebras are denoted by Mult L (H nc (K)) or Mult R (H nc (K)), respectively. The left multiplier algebra of the Free Hardy Space provides a non-commutative generalization of H ∞ (D) = Mult(H 2 (D)):
This left multiplier algebra can also be identified with
the (left) analytic Toeplitz algebra. Here, note that the weak operator (WOT) and weak− * topologies coincide on L ∞ d , [5, Corollary 2.12] . Here, and throughout, we write A d + A * d in place of (A d + A * d ) − · to simplify notation. We also define R ∞ d = Alg(I, R 1 , ..., R d ) −W OT , the right free analytic Toeplitz algebra, and
under adjunction by the transpose unitary of F 2 d . As in [5, 19] a left (or right) free multiplier of the Free Hardy Space will be called inner if the corresponding (left or right) multiplication operator is an isometry, and outer if the corresponding (left or right) multipication operator has dense range. 
Non-commutative measures
As in the classical setting, there is a natural bijection between NC Herglotz functions and NC measures. Given any NC measure µ ∈ (A † d ) + , its moments define an NC Herglotz function:
Conversely, any NC Herglotz function has the MacLaurin series expansion,
and setting µ H (I) = Re (H ∅ ) , and µ H (L α ) := 2H * α , defines a (positive) NC measure [20] . (This Taylor-Maclaurin series converges absolutely in B d N , and uniformly on rB d N for any 0 < r < 1.) Given any NC Herglotz function, H, the corresponding NC-RKHS H nc (K H ) is then a Hilbert space of NC holomorphic functions in B d N by NC-RKHS theory [18] . If µ ∈ (A † d ) + is the unique NC measure corresponding to H, we will usually write K H = K µ , and we will use the notation H + (H µ ) := H nc (K µ ) for the right Free Herglotz Space of H µ . Here, we will also write H = H µ (or sometimes µ = µ H ). As described in [20, 21] , if H = H µ , there is a natural onto isometry, the (right) Free Cauchy Transform, C µ : F 2 d (µ) → H + (H µ ), defined as follows: For any free polynomial
In the above, for any Z ∈ B d N , ZL * := Z 1 ⊗ L * 1 + ... + Z d ⊗ L * d is a strict contraction. The map id n is the identity map on C n×n , and I n×F 2 := I n ⊗ I F 2 d . The final formula above extends to arbitrary x ∈ F 2 d (µ). (In the first line of the formula above, the † symbol means that one needs to take the transpose of all words in the geometric sum of (I n×F 2 − ZL * ) −1 to obtain the second line.) 3.3. Non-commutative Lebesgue measure. Classically, the Riesz-Herglotz transform, H m (z), of normalized Lebesgue measure, m on ∂D is the constant function H m ≡ 1. It is then natural to expect that in the NC multi-variable theory, the role of normalized Lebesgue measure should be played by the unique NC measure corresponding to the constant NC Herglotz function:
It is easy to check that the unique NC measure (which we also denote by m), m = µ H , corresponding to the NC function H(Z) = I n is the vacuum state on the Fock space:
Definition 3.4. The vacuum state m ∈ (A † d ) + will be called (normalized) NC Lebesgue measure.
3.5.
Left regular represenations of the Cuntz-Toeplitz algebra.
is the the Hilbert space completion of A d modulo zero length vectors with respect to this pre-inner product:
We will typically write a + N µ for the equivalence class of a in F 2 d (µ), where N µ ⊆ A d is the left ideal of all elements of zero length. Moreover, the left regular representation:
is completely isometric and extends uniquely to a * −representation of the Cuntz-Toeplitz algebra
). In particular,
is a (row) isometry, and we write (Π µ ) k := π µ (L k ). Again, if d = 1 then
whereμ is, as before, the positive linear functional corresponding to the positive measure, µ.
Remark 3.6. It is not difficult to see that one can obtain (up to unitary equivalence) any cyclic row isometry with the above construction, i.e. any cyclic row isometry is the left regular GNS representation coming from an NC measure. More generally one can construct any * −representation of the Cuntz-Toeplitz algebra (up to unitary equivalence), by considering Stinespring-GNS representations of operator-valued NC measures, i.e. completely positive operator-valued maps on the free disk system.
3.7.
Image of GNS row isometry under Free Cauchy Transform. The image of the GNS row isometry Π µ under the Free Cauchy Transform is a natural isometry on the Free Herglotz space:
The range R of the row isometry V µ is:
and for any Z ∈ B d n , v, y ∈ C n ,
(so that the span of all such vectors is dense in
The image of Ran (V µ ) under (C µ ) * is:
the closed linear span of the non-constant free monomials in 
Cauchy Transforms of NC measures
The goal of this section is to define absolutely continuous and singular NC measures, and to show that any positive NC measure µ ∈ (A † d ) + has a unique Lebesgue Decomposition, µ = µ ac + µ s , into absolutely continuous and singular parts, µ ac , µ s ∈ (A † d ) + . Recall, as discussed in Section 1.1, that domination and absolute continuity of any finite, positive, regular Borel measure, µ, on ∂D, can be described in terms of the intersection of the RKHS of µ−Cauchy transforms with the Hardy space, H 2 (D). In particular, domination of measures is equivalent to domination of the reproducing kernels for their spaces of Cauchy transforms so that the following NC analogue of a reproducing kernel theory result due to Aronszajn applies, see [22, Theorem 5 .1] [9, Theorem I, Section 7]: Theorem 4.1. Let K 1 , K 2 be CPNC kernels on an NC set Ω := Ω n , where
Then K 1 ≤ t 2 K 2 for some t > 0 if and only if
and the norm of the embedding e : H nc (K 1 ) ֒→ H nc (K 2 ) is at most t.
Moreover, as in the single-variable setting, it is easy to verify that domination of (positive) NC measures µ, λ ∈ (A † d ) + is equivalent to domination of the NC kernels for their spaces of Cauchy Transforms: If µ, λ ∈ (A † d ) + are positive NC measures and µ is dominated by λ, i.e. there is a t > 0 so that µ ≤ t 2 λ, then there is a linear embedding, E µ :
with norm at most t.
have norm at most t > 0 and are related by:
Motivated by the discussion of Section 1.1, we define:
is absolutely continuous (AC) (with respect to NC Lebesgue measure, m) if the intersection of its space of Cauchy Transforms, H + (H µ ), with the Free Hardy Space is dense:
The NC measure µ is singular (again with respect to NC Lebesgue measure) if
The sets of all absolutely continuous and singular positive NC measures will be denoted by AC(A † d ) + and Sing(A † d ) + , respectively.
Here, recall that the space of all Cauchy transforms with respect to NC Lebesgue measure, m,
. Corollary 8.5 will show that this definition recovers the classical Lebesgue decomposition of any finite, positive and regular Borel measure on the circle with respect to Lebesgue measure, in the single-variable setting.
Our goal now is to decompose any positive NC measure, µ ∈ (A † d ) + into absolutely continuous and singular parts using reproducing kernel theory by considering the intersection of the space of NC µ−Cauchy transforms with the NC Hardy space. For any (positive) NC measures µ, λ, one has that H µ+λ = H µ + H λ , and it follows that the NC Herglotz kernel of the NC measure γ := µ + λ obeys:
In particular, one can prove the following NC analogue of a result on sums of reproducing kernels due to Aronszajn (applied to the special case of NC Herglotz Spaces), [ 
In particular,
if and only if the intersection space:
Applying the inverse free Cauchy Transform, one has
Proof. The proof is similar to the classical RKHS result, see [22, Theorem 5.7] . Since H µ+λ = H µ + H λ , it follows as in the classical theory that K µ+λ (Z,
with orthogonal complement
In particular, one has the direct sum decomposition if and only if the intersection space is trivial.
Proof. This follows from basic NC analytic function theory. Let g(Z) = Zh(Z) ∈ Hol(B d N ), so that g ≡ 0. Any g ∈ Hol(B d n ) has the Taylor-Taylor series expansion about 0 n :
is the Gâteaux derivative of g at W in the direction of Z, and the ∂ k Z are the higher order Gâteaux derivatives. This is a homogeneous polynomial decomposition, setting
and each h j (Z) is the sum of homogeneous polynomials h (k) j (Z), then,
Since g vanishes identically, so do all of the g (k) (Z) = (∂ k Z g)(0 n ), for k ≥ 0. It further follows that each of the h (k) j vanish identically. Indeed, one easy way to see this is that each h (k) j is a homogeneous free polynomial in the Fock Space F 2 d , and
It follows that each h (k) is in the kernel of the left free shift. Since the left free shift is an isometry, each h
By the previous lemma it follows that
Proof. It is easier to work in the F 2 d (µ) model, the conclusions then carry over to H + (H µ ) via the NC Cauchy transform. If M ⊂ F 2 d (µ) is any reducing subspace for Π µ , letting P be the orthogonal projection on M, we can define a new NC measure γ by the formula
We extend γ in the natural way to a linear functional on the free disk system by γ((L α ) * ) := γ(L α ) * . It remains to check that γ is a positive linear functional. By [21, Lemma 4.6] , any positive element in the free disk system is the norm-limit of sums of squares of free polynomials, so that it suffices to check that γ(p(L) * p(L)) ≥ 0 for any p ∈ C{z 1 , ..., z d }. Given any p ∈ C{z 1 , ...,
Using that the orthgonal projection, P , commutes with the GNS representation Π µ , it is then not difficult to verify that
Clearly this applies to
Proof. Theorem 4.5 shows that this intersection space is co-invariant for V µ . Conversely, given
also belongs to the intersection space.
Remark 4.9. The conclusion of Proposition 4.8 can fail without the hypothesis about the constant functions, indeed this failure occurs even in one variable-this will be the case if we take, for example, µ and λ to be the restriction of Lebesgue measure to the upper and lower semicircle respectively. Moreover, in this example µ and λ are mutually singular, but it is easy to check that the intersection space H + (µ) ∩ H + (λ) is non-trivial, so our current Cauchy transform method is in general inadequate for the problem of computing the Lebesgue decomposition for arbitrary pairs of measures on the circle. 
Both H + (H µac ) and H + (H µs ) are reducing for V µ and
The direct sum decomposition of this theorem implies, by inverse Cauchy Transform, that
and these orthogonal subspaces are both reducing for Π µ .
Proof. This is an immediate consequence of Theorem 4.7 and Proposition 4.8.
Then by Theorem 4.5,
and it follows that h is the limit of the Cauchy sequence (h n ). This proves that
is dense in H + (H γ ), and γ = λ + µ is then an absolutely continuous NC measure. Proof. If λ is not singular then µ ≥ λ ≥ λ ac = 0. It follows that
so that the space of free Cauchy Transforms of µ has non-trivial intersection with the Free Hardy Space. This contradicts the assumption that µ is singular.
AC measures and closable L−Toeplitz forms
Any positive NC measure µ ∈ (A † d ) + can be identified with a densely-defined, positive semidefinite quadratic form, q µ on the Fock space. In [1] we applied B. Simon's Lebesgue decomposition theory for quadratic forms to q µ [10, Section 2] to construct a non-commutative Lebesgue decomposition of any NC measure into absolutely continuous and singular parts. In this section we prove that this 'Lebesgue form decomposition' of any µ ∈ (A † d ) + and the Lebesgue decomposition developed in the previous section using (NC) reproducing kernel techniques are the same. A good reference for the theory of potentially unbounded quadratic forms on Hilbert space is [11] , see also [23, Section VIII.6] . We refer to [1, Section 4] for more detail on the quadratic forms arising from NC measures.
Given any positive semi-definite quadratic form, q, with dense form domain Dom(q) = A d ⊂ F 2 d , we define the (generally non-positive) linear functional,q :
Recall, that we defined closed positive semi-definite quadratic forms in Subsection 1.1, and that a positive semi-definite quadratic form, q, with dense domain in H is closed if and only if
for some closed, positive semi-definite operator A. A positive quadratic form, q, is closable if it has a closed extension. If q is closable, then it has a minimal closed extension, q, with Dom(q) ⊆ H equal to the set of all h ∈ H so that there is a sequence h n ∈ Dom(q), such that h n → h and (h n ) is Cauchy in the norm of H(q + 1). A dense set D ⊆ Dom(q) is called a form core for a closed form q if D is a dense linear subspace in H(q + 1). If q is closable with closure (minimal closed extension) q, then Dom(q) is a form core for q [11, Chapter VI, Theorem 1.21]. If q = q A is a closed, positive semi-definite quadratic form, then D is a form core for q if and only if D is a core for √ A. In particular, Dom(A) is a form core for q.
The associated quadratic form
If T is a bounded L−Toeplitz operator, then 
where q ac is the maximal closable form dominated by q, and q s = q − q ac . It follows that any µ ∈ (A † d ) + has the Lebesgue Form Decomposition:
whereq ac ,q s are (a priori not necessarily positive) linear functionals on the free disk system, see Definition 5.1. By [1, Equation (5.2)], the NC measureq ac ∈ (A † d ) + is given by the formula:
where Q is the orthgonal projection onto the kernel of the contractive embedding E :
In [1, Theorem 5.9], we proved thatq ac andq s are positive NC measures, so that this yields a 'quadratic form' Lebesgue decomposition of µ and an altenative definition of 'absolutely continuous' and 'singular' positive NC measures. (The next theorem shows that these potentially different decompositions and definitions are the same.) We claim that µ + m is absolutely continuous if and only if µ is absolutely continuous so that these two definitions of absolute continuity are equivalent. First, by Theorem 4.11, AC(A † d ) + is a positive cone so that if µ is AC, so is µ + m. Conversely, if µ + m is AC, this is equivalent to q µ being a closable quadratic form, so that q µ =: q T is the quadratic form of a unique, positive semi-definite, L−Toeplitz T ≥ 0, and C{z 1 , ..., z d } is a core for √ T by [1, Theorem 5.8] . Suppose that x ∈ Dom(T ) ⊆ Dom( √ T ). Then since C{z 1 , ..., z d } is a core for √ T , we can find a sequence of free polynomials, p n , so that p n → x, and √ T p n → √ T x.
In particular, the sequence p n (L) + N µ is Cauchy in F 2 d (µ), and converges to a vectorx ∈ F 2 d (µ):
It follows that we can identify Dom(T ) with a linear subspace (generally non-closed), D µ (T ) ⊂ F 2 d (µ). We claim that any vector y ∈ D µ (T ) is such that C µ y ∈ H 2 (B d N ). Indeed, as above, given y ∈ D µ (T ), there is a vectory ∈ Dom(T ) and a sequence of free polynomials p n so that p n →y, √ T p n → √ Ty, and p n (L) + N µ → y in F 2 d (µ). The free Cauchy Transform of y is:
Since Ty ∈ H 2 (B d N ) = F 2 d this proves our claim. Moreover, by general facts about closed operators, Dom(T ) is a core for √ T , and it follows that D µ (T ) is norm-dense in F 2 d (µ). This proves that
, so that µ is, by definition, an absolutely continuous NC measure. Proof. By Theorem 4.5,
and each of the spaces of this decomposition is contractively contained in H + (H λ ), with λ = µ+m.
Since AC(A † d ) + is a positive cone, by Theorem 4.11, µ ac + m is AC. One can show, as in the proof of Theorem 4.11,
and it follows that µ ac + m ≤ (µ + m) ac = λ ac . Also, since µ s is the singular part of µ, we know that both
by Theorem 4.10, and
, by definition. We claim also that
Indeed, we have as above that
However, this would imply that
by the definition of the absolutely continuous part of µ, so that g, f − g, and hence f belong to
Since the Herglotz space of µ ac is by construction orthogonal to H + (H µs ), f = 0, and this proves that the intersection of H + (H µs ) with H + (H µac+m ) is empty. By Theorem 4.5 we then have the direct sum decompositions:
The first decomposition, implies, in particular, that H + (H µac+m ) is contained isometrically in H + (H λ ), and since µ ac + m ≤ λ ac , it is contained isometrically inside H + (H λac ). However, by definition, 
is norm-dense in the space of (µ ac +m)−Cauchy transforms. Since the previous lemma implies that (µ + m) ac = µ ac + m, it follows that the range of e is contained in and norm-dense in H + (H (µ+m)ac ) so that Ran (e) = H + (H (µ+m)ac ). 
Lebesgue Decomposition for Row Isometries
The concept of absolute continuity, singularity, and Lebesgue Decomposition for bounded linear functionals on A d was first defined and studied in the context of free semigroup algebra theory [3, 4, 6] . Recall, a free semigroup algebra is any W OT −closed unital operator algebra generated by a row isometry. If Π is a row isometry on a Hilbert space, H, we denote the free semigroup algebra of Π by As proven in [5] , the weak− * , and WOT-closures of A d coincide so that the left free analytic Toeplitz algebra,
, is a free semigroup algebra. A unital homomorphism π : A d → L(H) is * −extendible if and only if Π k := π(L k ) is a row isometry. The following concept of a weak− * continuous vector will be important for our investigations:
is a weak− * continuous functional on A d . The set of all weak− * continuous vectors for π is denoted by W C(π), or W C(µ) if π = π µ is the GNS representation of an NC measure. In [6] , M. Kennedy extended and applied these notions to develop a Lebesgue decomposition of row isometries. Namely, let Π denote an arbitrary row-isometry on a Hilbert space H. By the Kennedy-Wold-Lebesgue decomposition Π and H decompose as direct sums:
where Π L is pure type−L, Π C−L is called Cuntz type−L, Π vN is purely singular or of von Neumann type, and Π dil is of dilation type. These classes of row isometries are defined as follows: Definition 6.8. A row-isometry, Π, on H is:
(1) type−L if it is unitarily equivalent to a vector-valued left free shift L ⊗ I K for some Hilbert space K.
(2) Cuntz type−L if it is an onto row isometry (also called a Cuntz unitary) and the free semigroup algebra generated by Π, F d (Π) = Alg(I, Π) −W OT , is isomorphic to L ∞ d , i.e. if the map Π k → L k extends to a completely isometric isomorphism and weak− * continuous Remark 6.9. Von Neumann and dilation-type row isometries are necessarily Cuntz unitary. Any dilation-type row isometry can be decomposed in the form:
(so that the restricion of Π to an invariant subspace is unitarily equivalent to several copies of L). As shown in [6] , Π is of von Neumann type if and only if the W OT −closed algebra generated by Π (i.e. the free semigroup algebra of Π) is self-adjoint, i.e. a von Neumann algebra. Von Neumann type row isometries are at this point rather mysterious and poorly understood. There is essentially only one known example of a von Neumann type row isometry due to C. Read [24, 25] which constructs an example of a two-component row isometry Π = (Π 1 , Π 2 ) on a separable Hilbert space, H, so that the W OT −closed algebra generated by Π is all of L(H). In particular, it is unknown whether one can generate other types of von Neumann algebras in this way.
Remark 6.10. In the free semigroup algebra literature, several variations of the concept of a weak− * continuous row isometry (as we have defined it above) or * −representation of E d were introduced in [3] to describe when the weak− * closure of a free semigroup algebra of a row isometry or Cuntz-Toeplitz * −representation is similar in structure to L ∞ d , see [3, Theorem 3.4] . There is also no clear consensus on terminology see e.g. Proof. The equivalence of the first two items is [6, Theorem 4.16 ] (see also Definitions 3.2 and 3.6). If Π is a weak− * continuous row isometry (as we have defined it) then the fact that W C(Π) = H follows from [3, Theorem 3.4], or equivalently from [6, Theorem 4.17] which proves the stronger statement that H is spanned by wandering vectors for Π.
Conversely, the main result of [26] is that if H = W C(Π), then the infinite ampliation, Π (∞) ≃ Π ⊗ I ℓ 2 (N 0 ) is a weak− * continuous row isometry. In this case, as observed in [26] , the weak− * closure of the free semigroup algebra of Π is completely isometrically isomorphic and weak− * homeomorphic to the free semigroup algebra of Π (∞) (recall a general free semigroup algebra is a priori only W OT −closed, not necessarily weak− * closed, by definition), and hence to L ∞ d , since Π (∞) is weak− * continuous. However, this implies that the representation π : A d → L(H) induced by Π, π(L k ) := Π k , is the restriction of a weak− * continuous representation of L ∞ d , and hence by [6, Definition 3.2, Definition 3.6, Theorem 4.16], the free semigroup algebra of Π is isomorphic to L ∞ d . As described in [26] algebraic isomorphism necessarily implies the much stronger property that they are completely isometrically isomorphic and weak− * homeomorphic. By Definition 6.8 above, Π is then a weak− * continuous row isometry.
We now apply the Kennedy-Wold-Lebesgue decomposition of row isometries to (positive) NC measures:
we say µ is one of the six types of Definition 6.8 if its GNS row isometry Π µ is of that corresponding type. The Kennedy-Wold-Lebesgue decomposition of µ is:
where each µ type ∈ (A † d ) + is positive and bounded above by µ and Similarly we write
ws are reducing subspaces for Π µ with orthogonal projections P wc = P L ⊕ P C−L , P ws = P vN ⊕ P dil and then
The spaces F 2 d (µ) type and F 2 d (µ type ) are naturally isomorphic. We will ultimately show that µ wc = µ ac and µ ws = µ s so that Lebesgue Decomposition and weak− * Lebesgue Decomposition of any positive NC measure coincide. Corollary 6.13. The weak− * continuous subspace,
This is an immediate consequence of Theorem 6.11 and the definitions. However, the operator π µ (a) * π µ (a) − Q wc π µ (a) * π µ (a)Q wc , need not be positive semi-definite, so thatμ wc need not be bounded above by the original NC measure µ. Indeed, since our µ wc = µ ac is the maximal absolutely continuous NC measure bounded above by µ (see Theorem 8.4), it must be thatμ wc is not bounded above by µ unlessμ wc = µ wc (= µ ac ) and (P ac =) P wc = Q wc is reducing for Π µ . Equivalently µ is weak− * continuous if and only if Π µ is a weak− * continuous row isometry.
Any strictly positive L−Toeplitz operator which is bounded above and below has an analytic outer factorization: If µ = m x,y is weak− * continuous (and positive), it is clear that the map Π k → L k extends to a weak− * homeomorphism since this is a WOT and hence weak− * continuous functional on L(F 2 d ). Hence Π µ is weak− * continuous.
If Π µ is weak− * continuous, Theorem 6.11 implies that F 2 d (µ) = W C(Π µ ) so that every h ∈ F 2 d (µ) is weak− * continuous for Π µ . In particular, since I + N µ is a weak− * continuous vector for Π µ , we can repeat the above argument to show that µ = m f,g is a vector state, hence weak− * continuous. Proof. If Λ is weak− * continuous, then by Theorem 6.7, there is an intertwiner X and a y ∈ F 2 d so that Xy = 1 ∈ F 2 d (Λ) and Λ(a) = y, X * Xa(L)y F 2 = Xy, π Λ (a)Xy Λ . Now, assuming that λ ≤ Λ, there is a positive Λ-Toeplitz contraction D (i.e. π Λ (L k ) * Dπ Λ (L j ) = δ k,j D) so that λ(a) = 1, Dπ Λ (a)1 Λ = Xy, Dπ Λ (a)Xy Λ = y, X * DXa(L)y F 2 .
Since D is Λ-Toeplitz and X is an intertwiner, X * DX is L-Toeplitz, and by Lemma 6.17,
It follows that λ = m f,g is also a vector state, with f = X(R)y, g = Y (R)y, so that it is also weak− * continuous. Remark 6.21. There is no loss in generality in assuming that x is outer. By Davidson-Pitts, any x ∈ F 2 d factors as x = Θ(R)y, where y ∈ F 2 d is L−cyclic, i.e. right-outer, and Θ(R) = M R Θ † is right-inner, i.e. an isometry, so that for any a 1 , a 2 
This is an isometry, which is onto since x is L−cyclic (since x(R) is outer). It follows that U x Π µ U * x = L, so that Π µ is pure type−L, and hence Π µ is not Cuntz.
However, we can say more: Consider, 
There are many examples of absolutely continuous and column-extreme µ ∈ (A † d ) + , see, e.g. [3, Example 2.11] . (This provides an example of a cyclic and absolutely continuous Cuntz row isometry, which is therefore not unitarily equivalent to copies of the left free shift. The fact that it is cyclic implies that it is unitarily equivalent to the GNS row isometry of a Cuntz type−L NC measure.) Proof. One direction is in the proof of the previous theorem, Theorem 6.20. Namely if µ = m x then Π µ is of type−L.
Conversely if Π µ is type−L, then Π µ is unitarily equivalent to copies of L. But, since Π µ has a cyclic vector, it is unitarily equivalent to L. If U :
6.24. Type−L NC measures: The Helson-Lowdenslager approach. Given an NC measure µ ∈ (A † d ) + , let P 0 denote the orthogonal projection of F 2 d (µ) onto
The following lemma is motivated by [28, Chapter 4, Section 1]: Lemma 6.25. There is a constant c 2 ≥ 0 so that
where m is (normalized) NC Lebesgue measure.
Proof. This follows immediately from the fact that
Define the co-isometry W :
Proposition 6.26. The vector P ⊥ 0 (I + N µ ) is wandering for Π µ so that
The subspace Ker(W ) ⊥ is Π µ −reducing, the restriction of Π µ to Ker(W ) ⊥ is unitarily equivalent to L, and W * W = P L , the projection onto the type−L part of µ.
Proof. The vector w := P ⊥ 0 (I + N µ ) is wandering since,
The subspace Ker(W ) ⊥ is Π µ −invariant, by construction. Suppose that h ∈ Ker(W ), so that for
Since h ∈ Ker(W ) was arbitrary it follows that
Since W * W is reducing for Π µ and generated by the wandering vector P ⊥ 0 (I + N µ ), it follows that W * W ≤ P L . However the vector I + N µ is cyclic for Π µ so that P L (I + N µ ) is also cyclic for the type−L row isometry Π L , and hence the wandering space of Π L is one-dimensional. Since P ⊥ 0 (I + N µ ) ∈ Ran (W * W ) is wandering for Π µ , it spans the wandering space for Π L , and we obtain that Ker(W ) ⊥ = F 2 d (µ L ).
Weak− * vs. Absolute Continuity
In this section we prove that any weak− * continuous NC measure is an absolutely continuous NC measure. 7.1. NC measures dominated by NC Lebesgue measure.
Then µ is both AC and weak− * continuous.
, then E µ is a bounded intertwiner with dense range (and norm at most t),
Proof. If µ is dominated by m, then it is weak− * continuous since the positive cone W C(A † d ) + is hereditary by Lemma 6.18. It is absolutely continuous, by definition since An arbitrary weak− * continuous NC measure µ ∈ W C(A † d ) + is generally not dominated by m, and it is natural to ask whether the previous Cauchy Transform intertwining results can be extended to this general case. This is possible, if one allows for unbounded intertwiners: Proof. If X is densely-defined and closed, then its adjoint, X * is also densely-defined and closed, and X * X is densely-defined, closed, and positive semi-definite. Furthermore, Dom(X * X) ⊆ Dom(X) is a core for X (hence dense in F 2 d ). If y ∈ Dom(X * X) then Xy ∈ Dom(X * ) ∩ Ran (X), and
, is a weak− * continuous functional so that Xy is a weak− * continuous vector, by definition. 7.5. Symmetric AC functionals. Before tackling the fully general case of an asymmetric weak− * continuous NC measure, first suppose that µ = m x = m x,x is a symmetric positive weak− * continuous functional, where x ∈ F 2 d . The results of [29, 30] show that one can define x(R), where x(R)1 = x as a densely-defined, closed, and potentially unbounded right multiplier on the Fock space with symbol in the (right) Free Smirnov Class N + d (R), the set of all ratios of bounded right multipliers, B(R)A(R) −1 , with outer (dense range) denominator. We will write x(R) ∼ R ∞ d to denote that x(R) is an unbounded right multiplier affiliated to the right free analytic Toeplitz algebra R ∞ d (i.e. it commutes with the left free shifts). The (potentially unbounded) left-Toeplitz operator T := x(R) * x(R) is then well-defined, closed, positive semi-definite and densely-defined. [30, Lemma 5.3] . We can further assume that C{z 1 , ..., z d } is a core for x(R) (if not, definex(R) as the closure of x(R) restricted to C{z 1 , ..., z d }), so that for any y ∈ Dom(x(R)), there are free polynomials p n ∈ C{z 1 , ..., z d } so that p n → y and x(R)p n → x(R)y. Recall, by Remark 6.21, we can assume without loss in generality that x is outer, i.e. L−cyclic, or equivalently, x(R) has dense range. Let
This is clearly an isometry, and since x is assumed to be outer, it is onto F 2 d .
belongs to Dom(x(R) * ).
Since U x and C µ are unitary and Dom(x(R) * ) is dense, it follows that if µ = m x is symmetric and weak− * continuous then
is dense in H + (H µ ) so that µ = m x ∈ AC(A † d ) + is an absolutely continuous NC measure.
Proof. Suppose that y ∈ Dom(x(R) * ), and consider C µ U * x y ∈ H + (H µ ). Then,
This shows that C µ U * x y has the same Taylor-MacLaurin coefficients as x(R) * y ∈ F 2 d , and hence belongs to H 2 (B d  N ) . Conversely, suppose that y µ ∈ F 2 d (µ) is such that h := C µ y µ belongs to H 2 (B d N ). Then, setting y = U x y µ , and h :
Identifying h with an element of F 2 d , the Fourier coefficients of h are:
and it follows that for any p ∈ C{z 1 , ..., z d },
Since free polynomials are a core for x(R), this proves that y ∈ Dom(x(R) * ) and that x(R) * y = h.
Corollary 7.7. If µ = m x is a symmetric weak− * continuous NC measure, the intersection space
is dense in H + (H µ ) and the embedding e µ : Dom(e µ ) ֒→ H 2 (B d  N ) is densely-defined and closed. That is, any symmetric weak− * continuous NC measure is absolutely continuous.
Proof. The domain of e µ is dense by the previous Proposition. It remains to show that e µ is closed.
Corollary 7.8. The unbounded operator X µ := (C µ ) * e * µ :
is a closed, unbounded intertwiner with dense range and every vector in the dense set Dom(X * µ ) ∩ Ran (X µ ) is a weak− * continuous vector for µ. Equivalently, the embedding E µ = X µ C m :
is closed, densely-defined and has dense range. Proof. Set ∆ T := (I + T * T ) −1 , this is a strictly positive contraction [31, Theorem 5.19 ]. Moreover, Ran (∆ T ) is a core for T , so that the set of all pairs (x, T x), for x ∈ Ran (∆ T ) is dense in the graph of T . In particular, given any T y ∈ Ran (T ), one can find (x n , T x n ) with x n ∈ Ran (∆ T ) so that x n → y and T x n → T x. Since we assume that Ran (T ) is dense it follows that T ∆ T = T (I +T * T ) −1 also has dense range. Moreover, again by [31, Theorem 5.19] , T ∆ T is a contraction and Ran (∆ T ) = Dom(T * T ) so that Ran (T ∆ T ) ⊂ Dom(T * ). In conclusion Ran (T ∆ T ) ⊆ Ran (T ) ∩ Dom(T * ) is dense.
Proof. (of Corollary 7.8) The proof goes through as in the case where µ is dominated by m, using that X is closed operator, as in Lemma 7.4. In particular, H 2 (B d N ) H + (H µ ) = Dom(e µ ) is dense, and e µ is by definition injective on its domain, and closed by the previous corollary. It follows that e * µ is also closed, densely-defined, and has dense range, so that Ran (X µ ) is also dense in F 2 d (µ). Since X µ is a closed operator with dense range, the previous general lemma shows that Dom(X * µ ) ∩ Ran (X µ ) is dense. Lemma 7.4 now implies that every vector in this dense set is a weak− * continuous vector. 7.10. Asymmetric AC functionals. Even more generally, suppose that µ ∈ W C(A † d ) + is an arbitrary weak− * continuous NC measure. By Corollary 6.15, µ = m x,y = m y,x ≥ 0 is a vector state on the Fock space with x, y ∈ F 2 d .
Lemma 7.11. Any µ ∈ W C(A † d ) + has the form:
where h is outer, i.e. L−cyclic, and τ ≥ 0 is a bounded, positive semi-definite L−Toeplitz operator.
Proof. This is as in the proof of Corollary 6.15. Since µ is weak− * continuous, every vector in F 2 d (µ) is a weak− * continuous vector. In particular, there is a g ∈ F 2 d (µ), and a bounded intertwiner X : 
For any ǫ > 0, define µ ǫ ∈ W C(A † d ) + by
Since τ + ǫI is bounded below, Theorem 6.16 implies that it is factorizable:
is a symmetric vector state, so that µ ǫ is absolutely continuous for any ǫ > 0 by Theorem 7.7. Proposition 7.12. Let T ǫ be the closed, positive semi-definite L−Toeplitz operator so that q Tǫ is the closure of the form generated by µ ǫ . Then T ǫ is convergent in the strong resolvent sense to a closed, positive semi-definite L−Toeplitz T , where q T is the closure of the absolutely continuous part of q µ .
This proposition is a straightforward consequence of the monotone convergence theorem for decreasing nets of positive semi-definite quadratic forms, due to B. Simon [10, Theorem 3.2] . Recall here that a sequence of closed, positive semi-definite operators T n is said to converge to a closed, positive semi-definite operator T ≥ 0 in the strong resolvent (SR) sense, if
where SOT denotes the strong operator topology [23, Chapter VIII.7].
Proof. Observe that the positive semi-definite forms q ǫ := q Tǫ all have the free polynomials, C{z 1 , ..., z d }, as a common form core, that
as ǫ ↓ 0, and that the q ǫ := q Tǫ are monotonically decreasing as ǫ ↓ 0. The proposition statement is now an immediate consequence of [10, Theorem 3.2] (see also [23, Theorem S.16] )
Our goal now is to show that µ = µ ac is absolutely continuous by showing that q T is the closure of q µ . The strategy is to 'peel off' the adjunction by h(R) and its adjoint from T ǫ + I, and to consider the invertible, positive operators:
(Given any closed, self-adjoint operator S, and a bounded self-adjoint operator A, it is straightforward to verify that S + A is closed, and self-adjoint on Dom(S).) Since each of the S ǫ is invertible, the quadratic forms of their inverses are a monotonically increasing net of positive quadratic forms, and we can then apply B. Simon's second monotone convergence theorem for quadratic forms to conclude, ultimately, that q µ = q T . For any ǫ ≥ 0 consider the positive quadratic form Q ǫ := Q Sǫ :
where h is as above, in Equation (7.1). This is well-defined since h(R) is outer, where h = h(R)1 (note that h(R) −1 is also outer). Further observe that
for every ǫ ≥ 0 and that S ǫ is bounded below by ǫI. Proof. First, Ran (h(R)) = Dom(S
proving that S Proof. The last statement is essentially by definition, T ǫ = g ǫ (R) * g ǫ (R), where g ǫ (R) := A ǫ (R)h(R), and A ǫ (R) * A ǫ (R) = τ +ǫI is a bounded, invertible operator. By polar decomposition, Dom( √ T ǫ ) = Dom(g ǫ (R)) = Dom(h(R)).
Let q ǫ + m := q Tǫ+I , and as before Q ǫ := q Sǫ . Then for any x ∈ Dom(T 1/2
It follows that the positive operators T ǫ + I and h(R) * S ǫ h(R) define the same closed quadratic form, and hence, by uniqueness (see [11, Chapter VI, Theorems 2.1, 2.23]) we have that
Consider the bounded, postive quadratic forms:
Since the T ǫ ≥ 0 are monotonically decreasing as ǫ ↓ 0, a result of Kato [11, Chapter VI, Theorem 2.21] implies that the bounded operators 0 ≤ (I + T ǫ ) −1 are monotonically increasing as ǫ ↓ 0. Moreover, (I + T ǫ ) −1 is a contraction and (I + T ǫ ) −1 converges in SOT to (I + T ) −1 as ǫ ↓ 0 by Proposition 7.12. Notice that S ǫ is positive and invertible for every ǫ > 0, and positive and injective for ǫ = 0. Since Q ǫ is monotonically decreasing, the net Q −1 ǫ is a monotonically increasing net of bounded (but not uniformly bounded) positive quadratic forms, and the second monotone convergence theorem of B. Simon applies: Then q ∞ is also positive semi-definite, and closed on Dom(q ∞ ). If q ∞ is densely-defined and if T k , T ∞ are the closed, densely-defined and positive semi-definite operators so that q k = q T k , q ∞ = q T∞ , then T k converges to T ∞ in the strong resolvent sense. (h(R)) −1 ) * is bounded, and extends by continuity to a contraction. Given any free polynomial, p ∈ C{z 1 , ..., z d },
This remains bounded as ǫ ↓ 0, and,
is dense in F 2 d since h(R) −1 is right-Smirnov, so that the free polynomials are a core for its adjoint, and h(R) −1 is injective so that its adjoint has dense range [30, Corollary 3.13, Corollary 3.15, Remark 3.16]. The previous Theorem 7. 16 , then implies that
is a closed, densely-defined, positive semi-definite quadratic form on some form domain Dom(Q −1 0 ) ⊇ D 0 . Since Q −1 0 is closed, it is the quadratic form of some closed S −1 0 , and Theorem 7.16 implies 36 that S −1 ǫ converges in the strong resolvent sense to S −1 0 . However, by Lemma 7.13, S ǫ converges in the strong resolvent sense to S 0 , where S 0 is injective so that S −1 0 is densely-defined and closed. In particular,
However,
for any ǫ ≥ 0. It follows that S −1 ǫ converges in the strong resolvent sense to S −1 0 , so that S −1
) for any p ∈ C{z 1 , ..., z d }, and
By polar decomposition, there is a unitary, U so that U Y * = √ I + T It follows that
so that for any x ∈ Dom(h(R)),
It follows that for all x ∈ Dom(h(R)),
and since q T is closable, this proves that q µ , with domain Dom(q µ ) = Dom(h(R)) ⊃ C{z 1 , ..., z d } is a closable form. By Theorem 5.3, µ is an absolutely continuous AC measure.
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Corollary 7.18. Any weak− * continuous NC measure µ ∈ W C(A † d ) + is an absolutely continuous NC measure, W C(
Remark 7.19. The above result is in contrast to [32, Theorem 4.4] , which implies that if q is any closable quadratic form which is densely-defined in a Hilbert space, H, that either q is bounded, or q has a decomposition q = q 1 + q 2 where q 1 is again closable, and q 2 is singular. Since the positive cone of all weak− * continuous NC measures is hereditary, if q = q µ is not bounded, then q 2 cannot be the quadratic form of an NC measure, γ, since γ would necessarily be weak− * continuous so that q 2 would be a closable quadratic form by the above results. One can check that the decomposition in [32, Theorem 4.4] applied to q µ can never yield L−Toeplitz forms q 1 and q 2 .
It was observed already in [10, Section 2, Remark 2] that the set of all absolutely continuous (i.e. closable) positive semi-definite quadratic forms with dense domain in a separable Hilbert space, is not hereditary. Namely, [10, Section 2] provides an explicit example of a singular (positive semi-definite) quadratic form q 1 , and a bounded positive semi-definite (hence absolutely continuous/ closable) quadratic form q 2 whose sum is absolutely continuous. It is the extra L−Toeplitz structure of the quadratic forms we consider (i.e. the fact that our quadratic forms correspond to NC measures) that ensures we obtain more precise analogues of Lebesgue decomposition theory. is dense in H + (H µ ), and the embedding, e ac : int(µ, m) ֒→ H 2 (B d N ) ≃ F 2 d is densely-defined. As in the proof of Corollary 7.7, it is straightforward to verify that e ac , with domain int(µ, m) is closed. Notice also that e ac is trivially a multiplier by the constant NC function e ac (Z) = I n , for Z ∈ B d n . It follows that all of the kernel vectors K{Z, y, v} belong to the domain of e * ac , and that e * ac K{Z, y, v} = K µ {Z, y, v}.
The NC Lebesgue Decomposition
It further follows that e * ac intertwines L and V µ :
Since e ac is closed and densely-defined, so is its adjoint, and it follows that X := C * µ e * ac is a closed, densely-defined intertwiner with dense range in F 2 d (µ). By Lemma 7.4 and Lemma 7.9, Ran (X) ∩ Dom(X * ) is dense in F 2 d (µ), and every vector in this set is a weak− * continuous vector for µ. Since W C(µ) is always closed, it follows that F 2 d (µ) = F 2 d (µ wc ) so that µ is a weak− * continuous NC measure. 
shows that F 2 d (µ s ) = F 2 d (µ ws ), and we conclude that µ s = µ ws .
The weak− * Lebesgue Decomposition of any NC measure µ ∈ (A † d ) + clearly recovers the classical Lebesgue decomposition of any finite, positive, regular Borel measure on the circle (with respect to normalized Lebesgue measure), in the single-variable case of d = 1. Since the weak− * Lebesgue decomposition and the Lebesgue Decomposition of any µ ∈ (A † d ) + are the same by the above theorem, it follows that our reproducing kernel approach to Lebesgue decomposition theory provides a new proof of Lebesgue decomposition of positive measures on the circle: 
In particular, by Theorem 4.5, this implies that that
Proof. Consider the closure of the intersection space in H + (H µ ): 
Since λ is AC, the vector I +N λ ∈ F 2 d (λ) is a WC vector and is in the range of a bounded intertwiner, 
40
This operator is well-defined since:
The operator X is densely-defined since y ′ ∈ F 2 d must be L−cyclic: If x ∈ F 2 d is orthogonal to L α y ′ then Θ y (R)x ⊥ Ran (Θ y (R)) so that x ≡ 0 since Θ y (R) is an isometry. Finally, X is also closable. This is a consequence of a general fact: if T is a densely-defined closed operator, C is a bounded operator, and T C is densely-defined, then it is necessarily closed on
Indeed, if p n (L)y ′ ∈ Dom(X), p n ∈ C{z 1 , ..., z d } is such that p n (L)y ′ → 0 and Xp n y → g, then since
ac is the adjoint of the closed operator e ac , it is closed, and since y n := Y ′ p n y ′ ∈ Dom(e * ac ) obeys y n → 0, and e * ac y n → C µ g, it must be that g = 0. This proves that X is closable, and that C{z 1 , ..., z d }y ′ is a core for its closure, X, which is densely defined in F 2 d . For simplicity of notation, write X in place of its closure, X. One can check (using that Int µ (λ) is reducing for V µ ) that X intertwines L and Π µ . By Lemma 7.4, if X = 0, then Ran (X) ⊆ F 2 d (µ) is a non-empty Π µ −reducing subspace of weak− * continuous vectors. Since µ is weak− * singular, this is not possible and we conclude that H + (H µ ) H + (H λ ) = {0}. If µ, λ ∈ (A † d ) + are NC measures so that λ dominates µ, µ ≤ t 2 λ for some t > 0, then the bounded operator D µ := E * µ E µ is λ−Toeplitz (and has norm at most t 2 ), i.e.,
and we have that
The positive semi-definite operator D µ will be called the Arveson-Radon-Nikodym derivative of µ with respect to λ. There is a special case where our Arveson-Radon-Nikodym derivative belongs to the commutant of the GNS representation π µ , this happens when Π µ is a Cuntz row isometry (i.e. if µ is a column-extreme NC measure, see [20] ):
Lemma 8.9. Let Π, σ be row isometries on H, J, respectively, and suppose that X : H → J is a bounded (Π, σ)−intertwiner, XΠ α = σ α X. If Π is a Cuntz unitary then also X * σ α = Π α X * , 41 so that D := X * X belongs to the commutant of the von Neumann algebra generated by Π, vN(Π), and D ′ = XX * belongs to the commutant of vN(σ).
Proof. Using that Π is Cuntz,
Hence,
This proves that XΠ * k = σ * k X, and taking adjoints yields the first claim:
The commutation formulas are then easily verified:
Since D = X * X ≥ 0, it follows that D also commutes with (Π α ) * . Similarly,
Remark 8.10. There is a theory of absolute continuity, Radon-Nikodym derivatives and Lebesgue Decomposition for completely positive operator-valued maps on a C * −algebra initiated by Arveson [34, 35] . In this theory, if µ, λ are positive linear functionals on a C * −algebra E and µ ≤ λ, then the Arveson-Radon-Nikodym derivative D µ , defined as above, always belongs to the commutant of the left regular GNS representation π λ . In our theory, since A d is not a C * −algebra, this fails to be true in general. If λ is such that Π λ is not a Cuntz row isometry, and λ ≥ µ, the Arveson-Radon-Nikodym derivative D µ is a positive semi-definite λ−Toeplitz contraction, but it is generally not in the commutant of Π λ . For example, if λ = m, is NC Lebesgue measure and µ = m x where x = x(R)1 and x(R) ∈ R ∞ d is bounded, then µ is dominated by m and the Arveson-Radon-Nikodym derivative D µ = x(R) * x(R) is not in the commutant of E d = C * (I, L) where here we are identifying Π m ≃ L. Indeed, the commutant of C * (I, L) is trivial. Nevertheless, we expect the Lebesgue decomposition theory for completely positive maps to play a role in the development of the Lebesgue decomposition of a positive NC measure µ with respect to an arbitrary positive NC measure λ.
Proof. (of Corollary 8.8) Since absolutely continuous and weak− * continuous are the same, we have that P ac = P L + P C−L = P wc , where P L , P C−L are the Π γ −reducing projections onto the type−L and Cuntz type−L subspaces of F 2 d (γ). We first prove that D µ P C−L = 0. Define E := E µ P C−L , and D := EE * , a positive semi-definite contraction on F 2 d (µ). Observe that E : This proves that ϕ is positive so that ϕ ∈ (A † d ) + is an NC measure. Also since D is a positive contraction, it is clear that ϕ ≤ µ. However, by construction,
is an absolutely continuous NC measure since any vector in the range of P C−L is an AC vector.
Since ϕ is also dominated by the singular NC measure µ, Lemma 4.12 implies that ϕ ≡ 0, and P C−L E * µ = 0 so that P C−L D µ = P C−L E * µ E µ = 0. Now consider λ := γ L , the type−L part of γ. By Proposition 8.7, we have that H + (H λ ) H + (H µ ) = {0}. Define, ϕ(L α ) := (γ L + µ)(L α ) = I + N γ , (D µ + P L )Π α γ (I + N γ ) . It follows that D ϕ = D µ + P L and D ϕ = E * ϕ E ϕ where E ϕ = C * ϕ e * ϕ C γ is a bounded embedding of norm at most √ 2, and e ϕ : H + (H ϕ ) ֒→ H + (H γ ) is the bounded embedding of norm at most √ 2. However by Proposition 8.7,
so that e ϕ ≃ e µ ⊕ e λ must be a contraction since both e µ , e λ are contractive embeddings. (Here, recall that we defined λ := γ L .) This proves that D = D µ + P L is a contraction. In particular, for any x ∈ Recall that hereditary means that if λ, µ ∈ (A † d ) + , λ ≥ µ, and λ is AC or singular, then µ is also AC or singular, respectively.
Proof. The set of positive absolutely continuous NC measures, AC(A † d ) + , is a hereditary positive cone by Lemma 6.18. Lemma 4.12 also proved that Sing(A † d ) + is hereditary in (A † d ) + , and it remains to show the set of singular NC measures is a positive cone.
Suppose that µ 1 , µ 2 ∈ Sing(A † d ) + are singular and let γ = µ 1 + µ 2 . Then by Corollary 8.8, if P ac , P s denote the Lebesgue Decomposition reducing projections for Π γ , P ac = (D µ 1 + D µ 2 )P ac = 0, so that I γ = P s and γ = µ 1 + µ 2 is singular. By [1, Corollary 7.25] , if B ∈ L d is inner, then its NC Clark measure is singular, so that its GNS representation Π B := Π µ B is a Cuntz row isometry which can be decomposed as the direct sum of a dilation-type row isometry and a von Neumann type row isometry.
Classically, any sum of Dirac point masses is singular with respect to Lebesgue measure on the circle. Motivated by this, consider the positive linear functional µ ∈ (A † 2 ) + defined by
and µ(I) = 1. This is a 'Dirac point mass' at the point (1, 0) ∈ B 2 1 on the boundary, ∂B 2 N of the NC unit ball. Results of Popescu imply that since Z := (1, 0) is a row contraction, that the map µ, sending L α → Z α , extends to a positive linear functional on A 2 [36, Theorem 2.1].
Claim 9.1. L 2 + N µ is a wandering vector for Π µ and Π µ has vanishing von Neumann part.
Proof. Note that any wandering vector for Π µ is always a weak− * continuous vector. Indeed, if w is wandering for Π µ , then
, is a constant multiple of NC Lebesgue measure, and hence belongs to W C(A † d ) + . To see that L 2 + N µ is wandering for Π µ , calculate
However L 2 + N µ is also cyclic for Π µ since π µ (L 2 ) * (L 2 + N µ ) = I + N µ which is cyclic for Π µ . This means that the smallest reducing subspace which contains the AC vector L 2 + N µ is all of F 2 d (µ), so that F 2 d (µ vN ) = {0}.
Claim 9.2. The NC measure µ is the NC Clark measure of B µ (Z) = Z 1 , a left-inner NC function. Hence Π µ is purely of dilation-type. It follows that the Cayley Transform, B µ , of H µ is B µ (Z) = Z 1 , which is inner. By [1, Corollary 7.25], Π µ is the direct sum of a dilation-type and a von Neumann-type row isometry, and the previous claim shows that the von Neumann part vanishes.
