ABSTRACT A synthetic aperture radar (SAR) target recognition approach is developed in this paper by exploiting the multiscale monogenic components, which are extracted from SAR images based on the 2D monogenic signal. The 2D canonical correlation analysis is then employed to analyze the correlations of the same monogenic components at different scales. Afterwards, the three monogenic components, i.e., local amplitude, local phase, and local orientation, at different scales are fused as three feature matrices, respectively. In order to further capture the correlations between different types of monogenic components, the joint sparse representation is used for target classification. Therefore, both the correlations of the same monogenic components at multiple scales and the relatedness among different types of monogenic components can be exploited in the proposed scheme. The real measured SAR images from the moving and stationary target acquisition and recognition dataset are classified to examine the validity of the proposal. Compared with some state-of-the-art SAR target recognition methods, the proposed approach is validated to be superior under both standard operating condition and several usual extended operating conditions according to the experimental results. In comparison with some other methods, which also use monogenic components as the basic features, the superiority of the proposed method demonstrates that it could better make use of the monogenic components to improve the classification performance.
I. INTRODUCTION
Synthetic aperture radar (SAR) operates as an active sensor, which is capable of generating high-resolution images [1] under all time and all weathers for the applications like geological survey, terrain classification, battlefield surveillance, et al. Automatic target recognition (ATR) intends to find and determine the target labels of interested targets in SAR images [2] . As a supervised classification problem, SAR ATR involves two essential components. The first is the database describing the targets' characteristics, which provides references for the classification tasks. According to the The associate editor coordinating the review of this manuscript and approving it for publication was Yudong Zhang. ways of building the database, the present SAR ATR methods can be categorized as model-based and template-based ones. In the model-based methods, the targets' characteristics are conveyed in physical or conceptual models, e.g., CAD models [3] , [4] , 3-D scattering center models [5] , [6] . However, due to the complexity of building target models as well as the limited precision of the models at the present stage, the model-based methods have many shortages in the practical uses. In the template-based methods, the targets' characteristics are depicted by SAR images collected under different operating conditions, e.g., different view angles, different backgrounds, etc. Owing to the release of the moving and stationary target acquisition and recognition (MSTAR) dataset [6] , many template-based methods have been designed and tested. Another essential part is the concrete classification algorithm, which is generally comprised by two steps. The first step extracts discriminative representations, or so-called features, from the original SAR images to describe the geometrical properties [7] - [12] , intensity distributions [13] - [17] , or scattering characteristics [18] - [23] of the targets. Afterwards in the second step, the classifiers are designed to classify these features thus determining the target labels. In the past three decades, the progress in SAR ATR witnessed the developments in the pattern recognition and machine learning fields [24] - [31] . Different kinds of feature extraction and classification techniques are applied to SAR ATR. Mishra [13] adopted principal component analysis (PCA) for SAR image feature extracted with a K -nearest neighbor (KNN) classifier for classification. Zhao and Principe [25] introduced support vector machines (SVM) to SAR ATR and validated its superior performance over the traditional template matching algorithms. After then, SVM is taken as a very common classifier in SAR ATR. In [9] and [11] , SVM was employed to classify the geometrical features, i.e., Zernike moments and outline descriptors. Cui et al. [14] and Liu and Li [26] applied SVM to the classification of projections features extracted by PCA and NMF, respectively. The sparse representation-based classification (SRC) was employed as the classifier in [27] to classify the random projection features. Later, Song et al. [28] examined SRC on different kinds of features extracted by random projection, PCA, and down-sampling, respectively. With the significant developments in deep learning techniques, the convolutional neural network (CNN) was demonstrated notably effective for image interpretation [32] , [33] , which had also been introduced to SAR ATR [29] - [31] . The excellent classification performance of CNN benefits from the powerful feature learning capability of the multi-layer networks. Therefore, the deep features can better convey the discriminability of the original SAR images compared with the traditional hand-created features. As an organic whole, the performance of SAR ATR methods is tightly related to both the features and used classifiers. On one hand, the features should be able to distinguish different kinds of targets. On the other hand, the classifiers should effectively exploit the discrimination ability of the features to make correct decisions.
In this work, a SAR ATR method is developed by exploiting the monogenic components including the amplitude, phase, and orientation [34] . Dong and Kuang [35] first introduced monogenic signal to SAR image feature extraction and target recognition. Some classification schemes are designed by them to improve the ATR performance [35] - [38] . In [35] , a score-level fusion strategy was used, where the three monogenic components were treated independently and their individual decisions were fused parallelly. Considering the possible correlations between different components, the joint sparse representation (JSR) was employed to jointly classify the three components in [36] . In addition, some manifold learning algorithms were adopted to enhance the monogenic features, e.g., Grassmann [37] and Riemannian manifolds [38] . Ning et al. [39] integrated the monogenic components with the polar mapping to generate a novel feature called ''monogenic polar mapping'' for SAR ATR. Zhou et al. [40] conducted the selection of the multiscale monogenic components before the weighted multi-task joint sparse representation. These researches demonstrated the discrimination capability of monogenic components as for SAR target recognition. However, it is assumed that the discrimination contained in the multiscale monogenic components are not fully exploited in these methods because the correlations between different scales or different types of monogenic components are not comprehensively considered. In [35] , the monogenic components were down-sampled independently and then concatenated. Afterwards, SRC was employed to classify the fused vectors at each scale, whole results were fused parallelly with a score-level fusion strategy. In fact, the same type of monogenic components at different scales share some correlations. In addition, different types of monogenic components also share inner correlations because they are actually from the same SAR image. However, for the method in [35] , both of the two correlations were not specifically considered. As a remedy, the method in [37] applied JSR to the joint classification of different types of monogenic components thus exploiting their inner correlations. However, the correlations between the same type of monogenic components at different scales were still not considered. Some following works [37] - [40] made some modifications to [35] and [36] but the problem was not properly considered either. So, in this study, we intend to fully consider the correlations contained in the multiscale monogenic components. First, the 3-scale monogenic components are generated to represent the original SAR images according to the previous works. Afterwards, the 2D canonical correlation analysis (2DCCA) [41] is employed to capture the inner correlations of each type of monogenic components from different scales. So, three feature matrices are formed corresponding to the three types of monogenic components. On one hand, 2DCCA is adopted to analyze the inner correlations between the same type of monogenic components at different scales. In comparison with the simple down-sampling and concatenation strategies, the resulted features fused by 2DCCA could better keep the structural and intensity correlations between different scales. On the other hand, JSR [42] - [46] is employed to jointly classify the generated features from different types of monogenic components. As validated in the previous works, JSR is a useful tool to perform the multi-task learning thus exploiting the inner correlations between different tasks, which was successfully used to jointly classify multiview SAR images [44] , [45] or multi-features from SAR images [46] . So, it can be properly used to consider the correlations between different types of monogenic components. As a summery, the proposed method could comprehensively consider the inner correlations contained in the multiscale monogenic components. Therefore, it is promising that more discrimination could be employed to classify different kinds of targets thus improving the ATR performance. The main contributions of this paper can be summarized as follows. (i) A novel way of generating features from multiscale monogenic components is designed via 2DCCA. To the best of our knowledge, it is the first time to introduce 2DCCA to the feature fusion of multiscale monogenic components or the general topic of SAR ATR. Compared with the conventional ways of applying monogenic components in SAR ATR, the proposed feature fusion could better exploit the inner correlations between different scales of monogenic components and generate compact feature matrices for the following classification. (ii) JSR is adopted to classify the features generated from different types of monogenic components. JSR is multitask learning algorithm, which considers the inner correlations between different task simultaneously during the sparse representations. For the generated features from different types of monogenic components, they share some correlations because they are actually from the same SAR images. So, JSR is a proper way to perform the joint classification. (iii) Both the inner correlations between different scales and different types of monogenic components can be exploited to enhance the ATR performance. As analyzed above, 2DCCA considers the correlations between different scales of the same type of monogenic components while JSR makes use of the correlations between different types of monogenic components. Therefore, more discrimination contained in the multiscale monogenic components could be used to improve the ATR performance.
The followings of this paper are organized as four sections. In Section 2, the application of 2D monogenic signal to SAR image feature extraction is introduced. Section 3 explains the feature fusion of monogenic components using 2DCCA. In Sections 4, the moving and stationary target acquisition and recognition (MSTAR) dataset is used for experimental evaluation to test the proposed approach. Section 5 summarizes this study with some discussions.
II. 2D MONOGENIC SIGNAL FOR FEATURE EXTRACTION OF SAR IMAGES
The monogenic signal is the generation of analytic signal to high dimension [34] . Specially, for the image data, the 2D monogenic signal, which is the combination of a 2D signal and its Riesz transform, can be used to analyze its properties. Denote f (z) as the 2D signal and its Riesz transform is calculated as f R (z). Here, z = (x, y) T represents the 2D spatial domain coordinate. Then, the monogenic signal f M (z) is obtained as follow.
where i and j are the imagery units. And the real and imaginary parts are the original signal and its Riesz transform, respectively. Then, three monogenic components can be obtained as equation (2).
where f x (z) and f y (z) correspond to the i-imaginary and j-imaginary components of the monogenic signal, respectively. By analyzing SAR images using 2D monogenic signal, the generated monogenic components are capable of describing the original image from different aspects. The local amplitude A(z) describes the intensity distribution or energy. The local phase ϕ(z) and local orientation θ(z) reflect the structural and geometric information, respectively. With a finite length, the practical signal has an infinite spectrum in the frequency domain. As a remedy, the log-Gabor filter bank is usually utilized to extend to original signal to be infinite. To fully exploit the spectral information of the original image, the log-Gabor filter is performed at different scales. In this study, 3-scale monogenic components are generated according to the parameter setting in [35] . Figure 1 presents an illustration of the 3-scale monogenic components from a MSTAR SAR image. As shown, the monogenic components at different scales reflect the spectral information of the original image from different aspects and it is assumed that they joint use could provide more discrimination for correct target recognition. 
III. 2DCCA FOR FEATURE FUSION
2DCCA is the generalization of CCA [47] to the 2D space, which can better exploit the correlation between two 2D variables [41] . For two image sets X t ∈ R m x ×n x , t = 1, · · · , N and Y t ∈ R m y ×n y , t = 1, · · · , N , they can be seen as the realizations of random variable matrix X and Y , respectively. In the traditional CCA [47] , the 2D images are first reshaped into 1D vectors and then the canonical analysis is conducted. However, the vectorization operation loses the 2D structural information of the images. As a remedy, the 2DCCA is proposed to directly analyze the correlations between the two image sets.
First, the mean matrices of X t and Y t are calculated as:
Then, the original images are centralized as:
The objective of 2DCCA is to seek left transforms (l x and l y ) and right transforms (r x and r y ), which maximize the correlations between l T
x Xr x and l T y Yr y . Accordingly, 2DCCA is solved as:
The detailed solutions of 2DCCA can be referred to the original work in [41] . Based on the resulting left and right transforms, the corresponding images from the two image sets can be combined as a unified matrix, which could maintain their inner correlations.
In this study, 2DCCA is used for the feature fusion of multiscale monogenic components. In detail, for each component, its corresponding 3-scale representations are treated as 2D random variables. Denote the 3-scale amplitude components as A 1 , A 2 and A 3 , respectively. First, A 1 and A 2 are fused according to equation (6) . Afterwards, their fused matrix is further combined with A 3 to get the final feature matrix. The sample procedure is performed on the remaining two components. And in this way, three features matrices are generated to convey the information in the 3-scale monogenic components. Figure 2 shows the fused feature matrices with the sizes of 20 × 20 generated from the 3-scale monogenic components in Figure 1 . For each type of monogenic components, its multiscale representations are fused as a compact feature matrix. Although it is hard to observe some intuitive properties from these feature matrices, the fused features actually reflect the inner correlations contained in the multiscale monogenic components. In the previous works, Dong and Kuang [35] concatenated the corresponding monogenic components at different scales to form a feature vector. Some other works using the monogenic signal for SAR target recognition also adopted the similar idea during feature generation [39] , [40] . Although with high efficiency, the inner correlations between different scales cannot be exploited in these methods. Moreover, the structural information of the 2D signal was also neglected to a large extent. This study uses 2DCCA to capture the correlations of different types of monogenic components at different scales. Therefore, the fused features can better convey the original discrimination capability of SAR images.
IV. JOINT SPARSE REPRESENTATION OF FUSED FEATURES FOR TARGET RECOGNITION A. JOINT SPARSE REPRESENTATION
2DCCA is capable of exploiting the inner correlations of each type of monogenic components from different scales. Actually, the three monogenic components also share some inner correlations. Therefore, we use JSR as the basic classification scheme for the fused features from the three monogenic components according to [36] . JSR is a natural generalization of the single-task sparse representation (or SRC) but considers the inner correlations between different tasks [42] - [46] . Denote the three generated features as Y = [χ 1 , χ 2 , χ 3 ], in which the three elements correspond to the amplitude, phase, and orientation, sequentially. The sparse representation problems of the three features can be jointly formulated as:
In equation (7), X m represents the global dictionary formed by the corresponding monogenic features by all the training samples;
= [α 1 , α 2 , α 3 ] denotes the sparse coefficient matrix. And each column in contains the sparse coefficients from the specific task.
The objective in equation (7) actually considers different tasks independently. For the related tasks, it is preferred that their inner correlations can be considered to enhance the precision and robustness of JSR. As a remedy, the 1,2 mixed norm is introduced to the joint optimization problem as follow.
In equation (8) , the mixed norm first calculates the 2 norm of each row in . Afterwards, the 1 norm of the resulted vector is adopted as the final result. Therefore, the objective in equation (8) imposes some constraints on the distribution of the non-zero elements in . In detail, the sparse coefficient vector of each task should share similar non-zero patterns in order to reach a local minimum.
To solve the JSR problem in equation (8), some previous signal processing algorithms can be directly employed, e.g., the simultaneous orthogonal matching pursuit (SOMP) [42] and multi-task compressive sensing learning algorithm [43] . Then, based on estimated coefficient matrix, the total reconstruction errors of the three tasks of different training classes are calculated to make decision on the target label as equation (9) . where X k m andα k m correspond to the sub-dictionary and coefficient vector to the mth monogenic feature from the kth class.
B. TARGET RECOGNITION
According to the aforementioned analysis, the multiscale monogenic components are first fused using 2DCCA to generate compact and discriminative monogenic features. Afterwards, the generated features are jointly classified by JSR for target classification. Figure 3 shows the framework of the proposed approach. In detail, the whole procedure of target recognition can be summarized as the following five steps:
Step 1: For each training sample, its 3-scale monogenic components are obtained using the 2D monogenic signal;
Step 2: Perform 2DCCA based on the 3-scale monogenic components of all the training samples, respectively and obtain the transform matrices;
Step 3: Fuse the monogenic components of each training sample to build the corresponding dictionary;
Step 4: For the test sample, extract its 3-scale monogenic components and generate the fused features in a similar way with the training samples;
Step 5: Perform JSR to obtain the target label of the test sample based on the three fused features.
In the practical application, the resulted feature matrix for each component is further reshaped into a vector for the convenience of the following joint classification. This study uses SOMP to solve the JSR problem owing of its high effectiveness and efficiency.
V. EXPERIMENTS A. MSTAR DATA SET
We use the MSTAR data set for the performance evaluation of the proposed method, which has long been the most prevalent benchmark for the validation of SAR ATR methods. In this data set, there are SAR images of 10 classes of military targets, which cover the full 360 • aspect angle and several depression angles, e.g., 15 • , 17 • , 30 • , 45 • . Figure 4 shows the exemplar optical and SAR images of the ten targets. The original SAR images in the dataset are collected with the resolution of 0.3m at high signal-to-noise ratios (SNR). In addition, most images contain the intact targets with very small occlusions.
For comparison, some state-of-the-art SAR ATR methods are used as listed in Table 1 , i.e., SVM [25] , SRC [27] , CNN [29] , MSRC [35] , TJSR [36] , and RFJSR. SVM and SRC are used to classify the 100-dimension PCA features. CNN works on the raw image intensities. MSRC and TJSR are two methods proposed by Dong et al., which also use the multiscale monogenic components as the basic features for SAR ATR. In detail, MSRC performs the parallel decision fusion of the independent classification results of the three components. TJSR uses JSR to jointly classify the three components. Specifically, we design a RFJSR method to be compared with the proposed one. In this case, we simulate the idea of feature generation in 2DCCA, i.e., using four transformation matrices (two left ones and two right ones). Differently, these matrices in RFJSR are randomly decided with no correlation analysis. In this method, the following classification stage keeps in consistency with the proposed VOLUME 7, 2019 one. So, by comparing the proposed method and RFJSR, the effectiveness and necessity of 2DCCA can be better explained.
B. 10-CLASS RECOGNITION UNDER SOC 1) PRELIMINARY TEST
A preliminary verification is performed under SOC based on the 10-class samples listed in Table 2 . Images collected at 17 • and 15 • depression angles are trained and classified, respectively. Specifically, the test configurations of BMP2 and T72 are not fully covered by their training samples. In this experiment, we first set the dimensions of the fused feature matrix from 2DCCA to be 20 × 20. For fair comparison, the monogenic features are down-sampled to be 400-dimension vectors in MSRC and TJSR. Figure 5 presents the confusion matrix of the proposed method on the ten classes of targets. In this figure, the X and Y coordinates record the original and predicted target labels, respectively. And the diagonal elements correspond to the recognition rates of different classes. Each of them can be correctly classified with a recognition rate over 96% and the average recognition rate equals 97.88%. BMP2 and T72 suffer relatively lower recognition rates among the ten targets resulted by the configuration variants between the training and test sets. Table 3 compares the average recognition rates of different methods. Although with a marginally lower recognition rate than CNN, the proposed method outperforms all the remaining methods. In comparison with MSRC and TJSR, the superior performance of the proposed method indicates that the proposed method could better make use of the monogenic components to enhance the recognition performance. Compared with TJSR, the higher recognition rate of the proposed method validates that the 2DCCA is capable of generating more discriminative features based on the monogenic components. Notably, the proposed method significantly outperforms RFJSR with a recognition rate margin of 2.04%. It reveals that 2DCCA is an effective way to fuse the multiscale monogenic components as compact and discriminative features for the following classification.
2) PERFORMANCE AT DIFFERENT FEATURE DIMENSIONS
A further validation is conducted for the methods using the monogenic components including MSRC, TJSR, and the proposal at different feature dimensions. The dimensions of 2DCCA are set to be 10 × 10, 20 × 20, 30 × 30, and 40 × 40, respectively. Accordingly, the dimension of the down-sampled monogenic features in MSRC and TJSR are determined as 100, 400, 900, and 1600, correspondingly. Figure 6 plots the average recognition rates of the three methods at different feature dimensions. Clearly, the proposed achieves the highest recognition rate at each feature dimension, which keeps at a high level over 94%. Compared with the down-sampling strategy in MSRC and TJSR and random transformation matrices in RFJSR, 2DCCA is capable of considering the inner correlations of the monogenic components at different scales. Specifically, the proposed method notably outperforms RHJSR at each feature dimension, which reflects the importance of 2DCCA during the generation of the transformation matrices. Therefore, it is reasonable that more information is contained in the monogenic features generated by 2DCCA. Also, we can observe that when the feature dimension goes above 400, the average recognition rate of the proposed method surpass that achieved by CNN, i.e., 98.02%, which further validates the high effectiveness of the proposed method under SOC. In the following experiments, the dimensions of 2DCCA are kept as 20 × 20 as a tradeoff between recognition performance and feature complexity.
C. CONFIGURATION VARIANTS
The condition of configuration variants is a common EOC in SAR ATR. Then, the different configurations from the training set present some challenges to the target recognition methods. Table 4 presents the experimental setup for the test of configuration variants. The test samples from BMP2 and T72 have totally different configurations with their corresponding training samples. The detailed recognition results are listed in Table 5 . And the average recognition rate is calculated to be 94.23%, which demonstrates the high effectiveness of the proposed method under configuration variants. The average recognition rates achieved by different methods are compared as Table 6 . The robustness of the proposed method to possible configuration variants is further validated because of its highest recognition rate. Although CNN has powerful classification ability, its performance highly relates VOLUME 7, 2019 to the sufficiency of available training samples. Under EOCs, the test samples share different extents of divergences with the training set. Consequently, the recognition performance of CNN may degrade to some degrees. Compared with MSRC, TJSR, and RFJSR, the superiority of the proposed method shows that 2DCCA can generate more discriminative features for the recognition task under configuration variants.
D. DEPRESSION ANGLE VARIANCE
Another typical EOC included in the original MSTAR data set is depression angle variance, indicating that the test samples are measured at notably different depression angles with the stored training ones. In this experiment, SAR images of three targets, i.e., 2S1, BDRM2, and ZSU23/4 at three available depression angles are used as shown in Table 7 . The training samples are collected at 17 • depression angle whereas those to be classified are from 30 • or 45 • depression angle. Figure 7 presents an intuitive comparison between SAR images of 2S1 target with depression angle variance. According to the SAR imaging mechanism [48] , the projected target region and radar shadow on the image plane are closely related to the depression angle [49] . The results achieved by the proposed method are shown in Table 8 . The average recognition rates at 30 • and 45 • depression angles are, respectively. Table 9 compares the performance of all the methods at different depression angles. At 30 • depression angle, all the methods keep relatively high recognition rates because the test samples still share many similarities with the training ones at 17 • depression angle. However, the test samples at 45 • depression angle are classified with much lower recognition rates because they have many differences with the training samples. At each depression angle, the highest recognition rate is achieved by the proposed approach, showing its better robustness to depression angle variance. The results demonstrate that the fused multiscale monogenic components can better handle the possible depression angle variance.
E. RANDOM NOISE CORRUPTION
The real measured SAR images may contain many noises, e.g., additive Gaussian noises [50] and speckles [51] . In this study, the random noises are added to the original 10-class test samples according to [29] and [35] . We randomly select some pixels of the original image and replace them by sparks with high intensities according to the preset noise level. Some noisy SAR images are shown in Figure 8 , which are corrupted by different levels of random noises. These noisy samples are then classified by different methods to examine their robustness. The average recognition rates of different methods at different noise levels are plotted in Figure 9 . It shows that the proposed method outperforms the remaining methods at different noise levels. Noticeably, the methods based on multiscale monogenic components including MSRC, TJSR, and the proposal achieve better performance than SVM, SRC, and CNN, which indicates the good robustness of monogenic features to random noise corruption. RFJSR could not compete with the other three monogenic components-based methods mainly because the randomly selected transformation matrices can hardly capture the correlations for feature fusion. With the best performance, 2DCCA is validated to be more effective than the conventional down-sampling as for exploiting the discriminability of the multiscale monogenic components.
F. PARTIAL OCCLUSION
Although SAR has some penetrating capability, the targets in the real-world environment are still probable to be occluded by the neighboring obstacles like trees or walls. For experimental evaluation, the partially occluded SAR images are first simulated based on the original 10-class test samples according to the occlusion model reported in [19] . In detail, some pixels in the target region of the original image are replaced by the background intensities. Figure 10 shows the simulated SAR images from four different directions at 20% level. Afterwards, the occluded test samples are classified by different methods to examine their performances. Figure 11 plots the average recognition rates of different methods at the occlusion levels from 10% to 50%. At each level, the recognition rate denotes the average of all the 8 direction. The performance comparison validates the best robustness of the proposed method to partial occlusion Similar to the condition of random noise corruption, the methods based on monogenic components achieve superior performance over the remaining ones. As analyzed in Section 2, the monogenic components actually reflect the local characteristics of the target. For the partial occlusion, it is closely related to the local variations of the target. Therefore, the local features could better embody the possible variations of the target resulted by partial occlusions. Compared with MSRC, TJSR, and RFJSR, the higher recognition rate of the proposed method validates the effectiveness of 2DCCA as for fusing the multiscale monogenic components.
VI. CONCLUSION
This study jointly classifies the multiscale monogenic components to SAR ATR with 2DCCA. The multi-scale monogenic components describe the spectral information of the original SAR image in detail. Several previous works have already demonstrated the high effectiveness of monogenic features as for SAR target recognition. And it is a promising work to develop new ways to further exploit their potential. To capture the inner correlations of the same monogenic components at different scales, 2DCCA is employed to fuse them as a unified feature matrix. To classify the fused monogenic features, the multi-task learning algorithm, i.e., JSR, is adopted, which simultaneously considers the correlations of different types of monogenic components during the implementation of single tasks. In this way, it is promising that the multiscale monogenic components can be better exploited to improve the recognition performance. According to the experimental reports on the MSTAR data set, we draw three conclusions as follows: (1) The proposed method could achieve a high average recognition rate of 97.88% for the 10-class classification problem under SOC, which is higher than those of the remaining methods. So, the effectiveness of the proposed approach under SOC can be quantitatively validated. (2) The robustness of the proposed approach under several usual EOCs including configuration variants, depression angle variance, noise corruption, and partial occlusion is demonstrated to be much superior than the compared methods. (3) Owing to the good effectiveness and robustness, the practical value of our method in SAR ATR tends to be greater than the compared ones.
There are some promising works to be researched in the future. First, it is possible to extend the conventional 2DCCA to directly fuse multiple 2D random matrices. Therefore, the fused feature may better reflect the inner correlations of all the participated variables. Second, the proposed strategy can be generalized to the classification of more scales of monogenic components to further make use of the 2D monogenic signal as for SAR image feature extraction.
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