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Electron tomography (ET) plays an important role in revealing biological structures, ranging from macro-
molecular to subcellular scale. Due to limited tilt angles, ET reconstruction always suffers from the ‘miss-
ing wedge’ artifacts, thus severely weakens the further biological interpretation. In this work, we
developed an algorithm called Iterative Compressed-sensing Optimized Non-uniform fast Fourier trans-
form reconstruction (ICON) based on the theory of compressed-sensing and the assumption of sparsity of
biological specimens. ICON can significantly restore the missing information in comparison with other
reconstruction algorithms. More importantly, we used the leave-one-out method to verify the validity
of restored information for both simulated and experimental data. The significant improvement in
sub-tomogram averaging by ICON indicates its great potential in the future application of high-
resolution structural determination of macromolecules in situ.
 2016 The Authors. Published by Elsevier Inc. This is anopenaccess article under theCCBY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Electron tomography (ET) is an important technique for both cell
biology and structural biology. It demonstrates its power when
exploring three-dimensional (3D) structure of cells, organelles,
and large macromolecular assemblies in situ (Lucˇic´ et al., 2005).
Since biological specimens are prepared on a flat support for elec-
tron microscopy (EM), the projection angle of ET is limited within
70 to +70 to ensure a reasonable number of electrons can pass
through and form reliable images (Penczek et al., 1995). According
to the projection-slice theorem, the absence of the high projection
angles can be equally interpreted as the incompleteness in the Four-
ier domain (Easton, 2010). Therefore, the corresponding reconstruc-
tion process is underdetermined, i.e., no unique solution exists. One
can fill the incomplete Fourier domain with arbitrary guesses with-
out breaking the consistency between the results and the acquired
images. State-of-the-art reconstruction techniques including
weighted back projection (WBP) (Radermacher, 1992), simultane-
ous iterative reconstruction technique (SIRT) (Gilbert, 1972), directFourier reconstruction (DFR) (Mersereau, 1976), iterative Non-
uniform Fast Fourier Transform (NUFFT) reconstruction (INFR)
(Chen and Forster, 2014) and etc., are similar in a sense that they
all yield resultswithmost of theirmissing coefficients in the Fourier
domain set to near zero. This causes thewell-knownmissingwedge
artifacts and severely weakens the interpretability of the recon-
structed tomogram (Lucˇic´ et al., 2005).
Several algorithms have been proposed to deal with these arti-
facts, such as discrete algebraic reconstruction technique (DART)
(Batenburg and Sijbers, 2011; Batenburg et al., 2009) and projec-
tion onto convex sets (POCS) (Carazo and Carrascosa, 1987;
Sezan and Stark, 1983). These approaches apply some kinds of
prior constraints to the reconstructed tomogram to compensate
the missing wedge. These constraints include density non-
negativity, density localness, density smoothness and etc. A theo-
retical framework called ‘compressed sensing’ (CS) has been pro-
posed recently, offering a systematic way to apply the prior
knowledge to the underdetermined problems (Donoho, 2006a;
Lustig et al., 2007). CS assumes that natural signals are in general
sparse, i.e., can be represented with only a small number of non-
zero coefficients. CS interprets the prior knowledge as the sparsity
and utilizes the iterative computation approaches like basis pursuit
denoising (BPDN) (Chen et al., 2001) or matching pursuit (MP)
(Donoho et al., 2012) to restore the missing information. Several
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text of ET. The representing work of them is the compressed sens-
ing electron tomography (Goris et al., 2012; Leary et al., 2013;
Saghi et al., 2016, 2011). All approaches above demonstrated cer-
tain success for the data with a high signal to noise ratio (SNR)
(e.g., simulated noise-free data, material science data or resin
embedded section data), however, no work has yet demonstrated
their superiority in the low SNR cases (e.g., biological cryo-ET data,
in which the total dose of electron is tightly bounded to prevent
significant radiation damage). In addition, at the moment, there
is still lack of an efficient method to validate the fidelity of the
compensation of the missing information. Whether there is a
robust and verifiable way to restore the missing wedge in the bio-
logical ET still remains important and unanswered.
In this work, we are considering that, though it is theoretically
proven that MP in some cases outperforms BPDN (in the sense of
robustness and convergence) (Tropp, 2004), current CS approaches
implement only BPDN as their iteration strategies (Goris et al.,
2012; Leary et al., 2013; Saghi et al., 2016, 2011). Thus the subop-
timal choice of the iteration technique might become one of the
main limitations for the information restoration in the biological
ET. Therefore, we here propose a robust approach named Iterative
Compressed-sensing Optimized Non-uniform fast Fourier trans-
form reconstruction (ICON) by combining CS and NUFFT together.
ICON implements a modified version of MP and is designed to
restore missing information with a validation procedure, thus not
only restores the missing coefficients but also measures the fidelity
of the information restoration. Tests of ICON upon the simulated
datasets, the plastic embedded ET dataset and ice embedded
cryo-ET datasets proved the significant effectiveness of ICON in
the restoration of validated missing information.
2. Theory and algorithm
2.1. Reconstruction as an optimization problem
When acquiring ET images, specimens are tilted around single,
dual or multiple axes when making series of projections. One can
always perform the full reconstruction by treating different axes
independently and then combining them together. For the sake
of simplicity, all problems discussed below are related to the tilt
around a single axis.
Since specimens are illuminated by parallel beam, projections
along planes perpendicular to the tilt axis are mathematically inde-
pendent. Thus in ICON, the final 3D results are the concatenation of
two-dimensional (2D) reconstructions. As a result, without loss of
generality, all matters below are discussed in the 2D space.
According to the projection-slice theorem, we can write the
process of acquiring projections into the following Fourier domain
matrix-vector product form:
f ¼ Axþ N ð1Þ
Suppose that we have acquired m projections of a plane with
n n pixels, then x is an n2 long column vector, representing Four-
ier transform of the specimen’s density. f is an m n long column
vector, representing the Fourier transform of acquired projections.
N is an m n long column vector, representing the noise. A is an
m n by n2 matrix, representing the projection operation. We here
define A as a nonuniform Fourier sampling matrix, which performs
Fourier transform on the non-integer grid points.
Eq. (1) can be formulated as an optimization problem when
sampling density in Fourier domain is considered (Chen and
Forster, 2014),
argmin jjAhWAx AhWf jjL2 ð2Þwhere W is an m n by m n diagonal matrix following INFR’s
description (Chen and Forster, 2014), which contains the weights
that account for the non-uniform sampling in the Fourier space
(similar to the ramp filtering in WBP). Ah stands for the conjugate
transpose of A, which by multiplying with another vector mimics
the ‘back projection’ process. jj  jjL2 is an operator that calculates
the Euclidean norm (L2-norm). To ensure the speed and accuracy,
all matrix-vector multiplications considering Ah and A are per-
formed using NFFT3.0 (Keiner et al., 2009).
2.2. Theory of compressed sensing
A meaningful signal, contrary to the noise, is in general sparse,
i.e., it can be represented by most zeros when transformed to a cer-
tain domain (Candes and Tao, 2006; Candes et al., 2006a). Once this
sparsity is known, we can transform Eq. (2) to an L0-norm opti-
mization problem:
argmin jjPxjjL0
subject to : jjAhWAx AhWf jjL2 < e
ð3Þ
where P is an n2 by n2 sparse transformation matrix. jj  jjL0 stands
for the operator that calculates the number of the non-zero terms.
e is a control parameter that is determined empirically according
to the noise level.
When A and P satisfy the following conditions,
a. A and P are incoherent
b. jjPxjjL0 < S
then we can in theory perform a full reconstruction by using only
2Smeasurements (Candes et al., 2006b), in other words, restore the
missing information at the non-sampled angular regions.
2.3. Differences between BPDN and MP
To solve Eq. (3) directly is a combinatorial optimization prob-
lem, i.e., one has to traverses all possible x to find the exact solution
(the brute-force approach). The enormous amount of computation
time required makes it practically impossible to carry out. Thus,
two efficient alternatives, namely BPDN and MP, have been
proposed.
BPDN loosens the L0-norm term in Eq. (3) to an L1-norm term,
thus formulating
argmin jjPxjjL1 þ kjjA
hWAx AhWf jj2L2
n o
ð4Þ
where jj  jjL1 stands for the operator that calculates the sum of abso-
lute values. k is a control parameter that is determined empirically
according to the noise level.
Unlike Eq. (3), Eq. (4) can be solved by greedy approach, e.g., the
steepest descent method (Goldstein, 1965), the conjugate gradient
method (Hestenes and Stiefel, 1952) and etc. Without loss of gen-
erality, we here introduce the steepest descent method to illustrate
the basic idea of BPDN. In a steepest descent BPDN approach, x is
updated iteratively in the local fastest descending direction (gradi-
ent direction) of Eq. (4). The iteration process will terminate when
a certain criteria is reached. It has been proven that the solution of
Eq. (4) is not far from Eq. (3) (Donoho, 2006b), whereas the compu-
tation speed is improved dramatically. However, BPDN has two
major drawbacks. First, it gradually loses the robustness with the
decrease of SNR (Candes et al., 2006b). Secondly, k in Eq. (4), which
strongly influences the convergence behavior, is hard to determine,
i.e., no analytical method of determination exists to our
knowledge.
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achieves the maximum sparsity by iteratively extracting large
coefficients out of the original signal, which can be treated as a
‘hard thresholding’ method when dealing with the orthogonal
basis. Instead of formulating a different subject function, it designs
an operator H() to perform a ‘hard threshold’-like operation on x
during every round of iteration. It cuts off small coefficients of Px
thus increasing the sparsity of x in the domain P. It has been proven
that in some certain cases, MP outperforms BPDN in the sense of
robustness and convergence.
2.4. Design and workflow of ICON
In CS, one firstly has to determine the prior sparsity, whose cor-
responding transformation matrix P satisfies the two conditions
mentioned above (see Section 2.2).
The prior knowledge chosen in ICON is the natural sparsity of
biological specimens with respect to its solvent content. The aver-
age solvent content of a cell is more than 50% and therefore the
biological ultra-structural contents (e.g. membranes, protein com-
plexes, organelles, cytoskeletons and etc.) are sparsely embedded
in the space of solvent. For resin embedded specimens, the solvent
is replaced by resin. For vitrified specimens, the solvent becomes
vitrified ice. Both do not change the assumption of sparsity. For
negatively stained macromolecular complexes, the biological con-
tents are sparely embedded in the stain and the above assumption
of sparsity stands. We noted that the density of biological struc-
tural contents should be higher than that of non-biological embed-
ding materials (e.g. resin and vitrified ice) and lower for negatively
stained specimens, which is actually the source of contrast in bio-
logical EM. Without loss of generality, after simple inversion of
gray values, we could always assume that the gray value of the bio-
logical structural density should be non-negative if one sets the
average gray value of the embedding material density to zero. Then
we can formulate the prior sparsity matrix P as a diagonal matrix,
whose diagonal element £ is defined as follow:
£x ¼£ðxÞ ¼def
0; ðif x < 0Þ
1; ðif xP 0Þ
8><
>:
ð5Þ
As we can see in Eq. (5), jjPxjjL0 increases monotonically with the
number of non-negative terms of x.
A complete workflow of ICON can be divided into 4 steps
(Fig. 1).
Step 0. Pre-processing.
Due to the intrinsic mechanical instability of EM, raw tilt series
need to be aligned before reconstruction. Furthermore, one may
perform defocus determination and contrast transfer function
(CTF) correction at this step. The CTF correction scripts used in this
work were written according to the previous description (Zanetti
et al., 2009).
Step 1. Gray value adjustment.
The gray adjustment is crucial not only to the performance of
ICON but also to that of other reconstruction algorithms. Factors
like the variations of beam illumination intensity, the changes of
electron mean free path at different tilts and the variations of
camera read-out counts will alter the gray values of the final EM
image with both additive and multiplicative inputs. Such alter-
ations will violate the projection-slice theorem and reduce the
accuracy of the final 3D reconstruction. In theory, before 3D recon-
struction, all the tilt projections should subtract their additivebackgrounds firstly to set their gray values in the same level and
then perform tilt-dependent normalization to eliminate their mul-
tiplicative scales.
We had investigated various electron micrographs from nega-
tively stained specimens, resin embedded specimens to vitrified
ice embedded specimens. We found that the pixel-value his-
tograms of all the micrographs showed a Gaussian-like shape,
which has been discussed before and related to the sparsity of elec-
tron micrographs (Anderson et al., 2013). We realized the source of
the sparsity of biological electron micrographs is intrinsically from
the high solvent content of biological specimens. As a result, in a
high probability, the most frequently appeared pixel value in a bio-
logical electron micrograph should be given from the embedding
material (e.g. resin or vitrified ice). Thus, considering the statisti-
cally uniform distributed density of solvent/resin, we could com-
pletely remove the additive background by subtracting the most
frequently appeared pixel value in the micrographs, and therefore
let the gray values of all tilt projections in the same level.
More importantly, such background subtraction simultaneously
meets the requirement of ICON that the average gray value of the
embedding material density needs to be zero.
Thus we subtract the pixel values of the original projections by
their most frequently appeared pixel value, resulting in the
adjusted images for further steps of reconstruction.
Step 2. Reconstruction and pseudo-missing-validation.
ICON is capable of performing not only the information restora-
tion but also its validation, which is a big advantage in comparison
with previous works. From a mathematical point of view, the
verifiable information should have properties known to be true
(if not, we will have no standard to validate with). Since the
restored coefficients represent the ones at the non-sampled tilt
angles, no information is known beforehand, yielding a paradox
that has not been solved from the previous works. Here in ICON,
we utilized the leave-one-out idea (Cardone et al., 2005) and
designed a pseudo-missing-validation procedure to avoid this
paradox. As a result, in Step 2, ICON splits into two independent
procedures, Step 2a and Step 2b. Step 2a is a regular reconstruc-
tion procedure using all the tilt projections. Step 2b is the
pseudo-missing-validation procedure, during which one projection
with the minimum tilt angle is excluded and not involved in the
reconstruction procedure. Hereafter, the excluded projection is
named as the omit-projection and the reconstructed tomogram
from this pseudo-missing-validation procedure is named as the
omit-tomogram.
Step 2a.1 and Step 2b.1. Fidelity preservation step.
The subject function of Eq. (3) measures the difference between
the reconstructed volume and the projections (‘fidelity’). Therefore,
the lower the subject function becomes, the better the reconstruc-
tion agrees with the experiment. So we update x in the fastest
descending direction, thus minimizing the value of the subject
function. This is the first step of the iteration.
Step 2a.2 and Step 2b.2. Prior sparsity restriction step.
During the second step of the iteration, we lower the value of
L0-norm term in Eq. (3), thus increasing the sparsity of x. In ICON,
this is achieved by updating x by xnþ1 ¼ HðxnÞ (here n is the current
iteration number) with H() defined as follow:
HðxÞ ¼
0; ðif x < 0Þ
x; ðif xP 0Þ
8><
>:
ð6Þ
Fig. 1. Workflow of ICON.
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previous fidelity preservation step, until the preset iteration num-
ber is reached. Since no analytic method for determining the iter-
ation number has been reported, we empirically choose an
iteration number that balances the computation speed and the
accuracy.
Step 2b.3. Pseudo-missing-validation step.
This step is another innovation of ICON. It tells us not only
whether we have successfully performed the information restora-
tion, but also how much, i.e., till which resolution the information
is restored. The idea of pseudo-missing-validation was derived
from the idea of NLOO (noise-compensated leave-one-out)
(Cardone et al., 2005). A small amount of experiment data is
excluded during the reconstruction and later used as a prior stan-
dard to validate the reconstruction result.
In detail, the omit-tomogram is re-projected at the angle of
the omit-projection. We calculate two re-projections, one from
the omit-tomogram reconstructed by ICON and another from
the omit-tomogram reconstructed by WBP. Then we calculate theFourier ring correlation (FRC) between the re-projection and the
omit-projection. The FRC curves (named as FRC validation curves)
by ICON and WBP are compared to perform the validation and
determine the resolution where the authentic information is
restored. The verified restoration resolution is defined at the point
where the ICON’s validation curve meets but still stays signifi-
cantly higher than the WBP’s validation curve.
Step 3. Verification filtering.
To preserve the validated information and exclude the incor-
rectly restored one, we then perform a Fourier domain filtering,
namely ‘verification filtering’, using the previously determined ver-
ified restoration resolution. The masks used for filtering are com-
posed of two parts, one is the initial sampled points in Fourier
domain and the other is a 3D ball whose radius expands no more
than the verified restoration resolution (Fig. 2). In practice, we
empirically use the multiplication of verified restoration resolution
with a shrinking factor 0.8 as the radius, which ensures the opti-
mal correctness. After filtering the tomogram reconstructed from
Step 2a, we reach the final result of ICON.
Fig. 2. The central slice of the verification filtering mask in Fourier domain. The mask is composed of the initial sampled points (white lines) and the 3D ball (white) whose
radius is determined in the pseudo-missing-validation procedure by comparing the validation FRC curves of ICON and WBP (inset).
Table 1
Computational costs of ICON and SIRT for different sizes of data and different setting
of CPU. One CPU represents one core of the processor Intel Xeon E5-2650v3 @
2.3 GHz.
ICON (200 iterations) SIRT (200 iterations)
5122 (one slice, one CPU) 20 s 22 s
2
104 Y. Deng et al. / Journal of Structural Biology 195 (2016) 100–112ICON was implemented into a standalone program with C-
language and NFFT3.0 library (Keiner et al., 2009), some codes of
which were optimized by the authors. Its version of 1.0 can be
obtained from the link (http://feilab.ibp.ac.cn/LBEMSB/ICON.html).
The computational costs of ICON in comparison with SIRT are
summarized in Table 1.2048 (one slice, one CPU) 4 min 56 s 8 min
40962 (one slice, one CPU) 18 min 32 s 36 min 58 s
5122 (512 slices, 100 CPUs) 2 min 3 s 2 min 21 s
20482 (2048 slices, 100 CPUs) 1 h 42 min 24 s 2 h 50 min 40 s
40962 (4096 slices, 100 CPUs) 13 h 39 min 39 s 26 h 10 min 30 s3. Materials and methods
3.1. Generation of simulated tomograms
We used the atomic model of apo-GroEL from Protein Data Bank
(ID: 4HEL) to generate the simulated tomograms. The tilt angles
range from 60 to +60, with different increments (e.g. 1, 3,
6, 9, 12 and 15). All generation procedures were carried out
using software package EMAN2 (Tang et al., 2007). Apart from this
noise free simulated data, another SNR = 1 data with Gaussian
noise manually added was also generated with the same tilting
parameters.3.2. Resin embedded ET dataset
The resin embedded ET dataset was downloaded from IMOD’s
website (Kremer et al., 1996). It originally serves as the tutorial
dataset for dual axis reconstruction, with 2.2 nm pixel size, tilted
from 60 to +60, 2 increment. Here we only use the first axis
data (file ‘BBa.st’). In this work, it was binned with a factor of 2.3.3. Cryo-ET dataset of hippocampal neuron cell
Gold EM-grids with Alpha-Numeric Finder (G200F1-G3, Gilder
Grids Ltd.) were coated with holy carbon (R2/2). After sterilized
by ultraviolet light, the grids were transferred into culture dishes
and coated with Matrigel Matrix (Product #354248, Coring life
science). Primary rat hippocampal neurons were dissected,
digested and dissociated into separated single cells. Then, cells
were plated on the pre-coated grids kept in dishes with MEM sup-
plied with glutamine, insulin and FBS at 37 C in 5% CO2. After 6–
9 days culturing, the grids with neurons grown on were washed
with PBS buffer and applied with protein A-Gold (PAG, 10 nm,
The Cell Microscopy Center in Utrecht, the Netherlands) before
blotting and plunge-freezing. Excess liquid was manually blotted
and were rapidly frozen in liquid ethane cooled by liquid nitrogen
and transferred to liquid nitrogen for storage.
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Krios equipped with a Gatan UltraScan4000 (model 895) 16-
megapixel CCD camera at a nominal magnification of 14,000 with
a pixel size of 1.23 nm (bin 2). Tilt series of cryo-ET dataset were
acquired using the FEI acquisition software with a target defocus
of 7 lm. The angular range was 60 to +60 with an increment
of 3, and the total electron dose was 50–60 e/Å2. Tomograms
were aligned based on fiducial markers using IMOD (Kremer
et al., 1996). The images were further binned with a factor of 2
before reconstruction.
3.4. The cryo-ET sub-tomogram averaging data
The cryo-ET dataset used for sub-tomogram averaging (STA) is
the single particle tomographic cryo-ET data of ribosome in Saccha-
romyces cerevisiae lysate, which is the tutorial data of the software
package PyTom (Hrabe et al., 2012). The preparing and imaging
conditions were described in previous work (Hrabe et al., 2012).
In brief, the acceleration voltage of the electron beam was 300 kV
and the magnification in the image plane was 64,000 resulting in
an object pixel size of 4.7 Å. Tilt series of the samples were
acquired using the FEI acquisition software with a target defocus
of 8 lm. Tilt series ranged from 60 to +60 with a constant tilt
increment of 3.
A corresponding single particle reconstruction map of the same
ribosome (EMDB code: EMD-1668) with the reported reconstruc-
tion resolution of 7.9 Å is used as the reference to calculate the
Fourier shell correlation (FSC) with the map calculated from STA.
3.5. The procedure of sub-tomogram averaging using PEET
STA of cryo-ET tomogram of ribosome was carried out using
software package PEET (Nicastro et al., 2006) following an iterative
angular refinement procedure. To avoid any kind of over-fitting,
the initial model for sub-volume alignment was generated by aver-
aging all particles in random orientations (Bharat et al., 2015) and
refined using RELION 1.4 (Scheres, 2012). Then this model free of
missing wedge was low pass filtered to 150 Å before subjecting
into PEET for further refinement. We followed the standard proce-
dure of PEET and iteratively refined the alignments of particles. To
be noted that the parameter flgWedgeWeight in PEET was set to 0
to include the information in the missing wedge. The final search-
ing step of Euler angle is 1.
4. Results and discussions
4.1. Test ICON using the simulated data
4.1.1. Direct visual assessments
We first evaluated ICON on the noise free simulated data with
the angular increment of 3. We compared the ICON’s result with
a couple of previous reported reconstruction techniques including
WBP (real space reconstruction) using IMOD (Kremer et al., 1996),
SIRT (iterative real space reconstruction, 200 iterations) using
IMOD (Kremer et al., 1996), DFR (direct Fourier reconstruction)
using nearest neighbor reciprocal space interpolation by SPARX’s
command ‘recon3d_4nn’ (Hohn et al., 2007).
From the central slice of each reconstruction (Fig. 3A), we
observed that ICON suffers less from artifacts including density
elongation and ray artifacts, which is caused by the missing wedge.
To be noted that, to achieve the maximum objectivity and elimi-
nate any suspicious on the grayscale manipulation (which could
enhance the visual advantage), all images in this work are normal-
ized and displayed based on their minimum and maximum value,
i.e., with minimum set to 0 (0.5 for phase difference map) and
maximum set to 1. This setup leads to no subjectivity, thus makingthe visual evaluations more reliable. Under such configuration, we
observed that ICON’s background is darker thus visually better
(Fig. 3A), which is in fact the direct consequence of ICON’s algo-
rithm. ICON is designed to eliminate negative terms, thus its min-
imum value (which displayed as complete dark) should naturally
be more similar to the ground truth (all being zero) in comparison
with other methods.
4.1.2. Power spectrum evaluation
To further evaluate the performance of ICON, we plotted their
normalized log-scaled power spectrum in Fourier domain (second
row in Fig. 3A), which is commonly accepted as the measurement
for information restoration. Surprisingly, all reconstruction tech-
niques can fill certain number of non-sampled coefficients. This
should not have happened in a mathematical point of view, since
Nyquist-Shannon sampling theorem would be violated if missing
information can be restored without any prior knowledge
(Nyquist, 1928). The only possible explanation is that, as we will
show later in this paper, these coefficients are not correctly
restored. It also indicates that, power spectrum is not a reliable
assessment for the information restoration. Many possible causes
can change the missing coefficient to an incorrect non-zero value,
which include volume masking, interpolation error, real space
oversampling, computation round off error and etc. Thus, even
though we can clearly see that ICON has filled more missing coef-
ficients, further validation is still demanded.
4.1.3. Phase difference evaluation
It is natural to assume that the point-to-point difference com-
pared to the ground truth in Fourier domain can be treated as
the standard of the correctness of restoration. However, different
reconstruction techniques may have applied different ramp filters
to balance the non-uniform sampling in Fourier domain (Wei et al.,
2005), thus the amplitude is not comparable. Therefore, we sought
to focus on the phase differences. The point-to-point phase differ-
ence D between a and b 2 ½p;þpÞ is computed as follow:
D ¼ ja bj
p
 1

 ð7Þ
Since two randomly chosen complex number (thus completely
irrelevant) would have an average D ¼ 0:5 by the definition of Eq.
(7), we hence ignored the value where D < 0:5 and assumed that
D > 0:5 indicates the point-to-point positive correlation (the
higher, the stronger).
From the phase difference (third row in Fig. 3A), we observed
that, although WBP, SIRT and DFR have all yielded non-zero values
in the missing wedge region, the ‘restored’ information is not cor-
rect while only ICON could restore the authentic information at the
missing wedge region. Besides, observing that ICON’s power spec-
trum extends more than its validated phase, it is clear that only
part of the restored information by ICON is correct. This empha-
sizes the importance of pseudo-missing-validation and verification
filtering step of ICON since this step ensures no false restoration
goes into the final results.
Besides missing wedge, another piece of information missed in
tomograms is the space between the central sections in Fourier
space, which is imposed by the limited angular sampling. Accord-
ing to the phase difference evaluation (Fig. 3A), we noticed that
ICON not only recovers the missing information at the missing
wedge but also restores the empty information between the cen-
tral sections. And, expectedly, it recovers the information at much
higher resolution than in the case of the missing wedge. The
restoration of inter-section information could provide additional
benefits for the subsequent sub-tomogram alignment and averag-
ing procedure.
Fig. 3. Test ICON using the simulated data with the angular increment of 3. (A) Comparison of central slices perpendicular to the rotation axis from the ground truth and the
tomograms reconstructed by WBP, SIRT, DFR and ICON (1st row), of the corresponding power spectrum (2nd row) and of the corresponding phase differences against the
ground truth (3rd row). All the images are normalized based on their minimum (complete dark or pure blue) and maximum value (complete white or pure red) with
minimum set to 0 (0.5 for phase difference map) and maximum set to 1. (B) The omit-projection of the ground truth and the re-projections of the omit-tomograms at 0 in the
pseudo-missing-validation procedure. (C) FRC validation curves of ICON and WBP. The verified restoration resolution is indicated. VF, verification filtering. (D) Comparison of
FSC curves against the ground truth. VF, verification filtering. (E) A plot of the FSC values at 10 Å1 vs. the iteration numbers. (F) Comparison of FSC curves resulted from MP
algorithm and BPDN algorithm with three different k (0.001, 0.01 and 0.1).
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the comparison in the following experiments, since all the recon-
struction algorithms without utilizing prior knowledge behave
similar in the sense of correct information restoration.
4.1.4. Verification filtering
Although the phase differences can directly reveal the correct-
ness of the information restoration for the simulated data, this
method cannot be used when dealing with the experimental databecause the ‘ground truth’ used to calculate the point-to-point
phase differences does not exist for the real experiments.
Thus we followed the pseudo-missing-validation procedure.
We re-projected the omit-tomograms from the WBP and ICON’s
reconstructions with the 0 projection excluded (Fig. 3B). Their val-
idation FRC curves against the omit-projection are computed and
compared (Fig. 3C). Then we observed ICON’s FRC curve is signifi-
cantly higher than that of WBP, which indicates the successful
restoration of missing information at the non-sampled 0 angle.
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mined at near 0.8 Nyquist where the FRC curve of ICON begins to
drop to a similar level to that of WBP.
At the same time, the FSC curves between the final recon-
structed tomogram and the ground truth map are computed and
compared (Fig. 3D). ICON’s performance without the verification
filtering remains in superiority until a sudden drop near the ‘veri-
fied restoration resolution’. It then keeps descending and drops
below that of WBP. This proves that the ICON’s reconstruction
without the validation is dangerous because the false coefficients
do exist and will lead to a worse result. However, with the verifica-
tion filtering, we observed that the new FSC curve of ICON’s recon-
struction no longer drops below that of WBP (Fig. 3D), which
justifies the importance of the validation procedure in ICON
algorithm.
4.1.5. Empirical determination of the iteration time
As mentioned above, one has to determine the iteration number
that balances the computation speed and the accuracy. We plotted
the FSC value at 10 Å1 compared to the ground truth every 50 iter-
ations (Fig. 3E). We observed that the curve becomes almost flat
after 200 iterations, thus in this work, the iteration number was
set to 200 since higher iteration number will not be significantly
beneficial.
4.1.6. Comparing the performance between BPDN and MP
Here we tested the robustness of BPDN and MP against the
noise using the dataset with SNR = 1 and the angular increment
of 3. Since BPDN intends to optimize Eq. (4), k has to be defined
beforehand. To eliminate the subjectivity, we tested three numbers
(0.1, 0.01 and 0.001) that lie in three different magnitude orders.
Their FSC curves compared to the ground truth are plotted and
compared (Fig. 3F). We observed that k dramatically influences
the performance of the reconstruction, but without a clear pattern.
Among our searches, the best k lies in the middle (k ¼ 0:01), which
indicates no monotonic relationship exists. Whether there is an
efficient way to find the optimal k for BPDN is still an open ques-
tion. Even the best value we had managed to find still provides
suboptimal result in comparison with the ICON’s MP method.
Therefore, at least for this simulated dataset, MP performs better
than BPDN in the sense of robustness against the noise.
4.1.7. Effect of angular interval on the information restoration
Angular sampling is extremely important for high-resolution
electron tomography (Bartesaghi et al., 2012; Bharat et al., 2015).
As it is discovered above, ICON not only recovers the missing
information at the missing wedge but also restores the empty
information between the central sections. Thus it is interestingFig. 4. Test ICON using the simulated data with different angular increments. Phase differ
shown below the phase difference images, respectively.and important to assess the ability of ICON to deal with the limited
angular sampling.
We therefore performed tests on the noise free simulated data
with larger angular intervals 6, 9, 12 and 15. Our results proved
that the ability of information recovery by ICON is reduced along
with the increased angular intervals while 6 is still good enough
to recover much information (Fig. 4). Thus the selection of angular
interval is still important for the target resolution while ICON could
allow a bigger angular interval with the same target because of its
significant ability of information recovery.
4.1.8. Comparing SIRT with the non-negative constraint
The hard-threshold operation described in Eq. (6) could also be
utilized in other iterative reconstruction methods, e.g. SIRT. To ver-
ify whether the combination of non-negative constraint with other
iterative reconstruction methods could have a similar effect with
ICON in the term of information recovery, we implemented a SIRT
reconstruction with the ‘non-negative constraint’ and named this
adapted method as SIRT-nnc.
To make a fair comparison, the same pre-processing steps
(Steps 0 and 1 in Fig. 1) were also carried for SIRT-ncc reconstruc-
tion. And the iteration number of SIRT-ncc was set to 200. A simu-
lated dataset with an angular increment of 1 was utilized for this
test.
We found that the SIRT-ncc reconstruction could also restore
sort of ‘missing-information’ at the non-sampled region and yield
a better reconstruction with less ray artifacts (Fig. 5A). However,
ICON is still significantly superior to SIRT-ncc with much more
recovery of ‘missing information’, free of ray artifacts (Fig. 5B)
and much better FSC curve in comparison to the ground truth
(Fig. 5C).
Based on such observation, we conclude that, SIRT, as well as
other real space reconstruction techniques, may not suit the miss-
ing wedge recovery problem as good as the Fourier domain inter-
polation techniques, such as NUFFT. The reason behind which can
be illustrated with the power spectrum of SIRT (Fig. 3A), in which,
the missing wedge area is already filled with wrong coefficients
without utilizing any prior information. Such effects are common
in real space reconstruction techniques, and may conflict the miss-
ing wedge recovery process.
4.2. Test ICON using the ET dataset of a plastic embedded specimen
We hereafter tested the capability of ICON for real experimental
datasets. Both plastic embedded section specimen and cryo-
vitrified specimens were used. To be noted here, in the following
data processing and interpretations, since we did not intend to
invert the original gray values that were recorded from cameras,ences compared to the ground truth are presented here. The angular increments are
108 Y. Deng et al. / Journal of Structural Biology 195 (2016) 100–112the biological structures are in ‘black’ while the backgrounds are in
‘white’ and therefore the above non-negative constraint became
non-positive constraint in the following reconstruction procedures
of ICON.
The plastic embedded electron tomographic tilt series were
automatically aligned based on the fiducial gold markers using
MarkerAuto (Han et al., 2015) and then reconstructed by ICON
and WBP using IMOD (Kremer et al., 1996), respectively.
The pseudo-missing-validation procedure was performed to
validate the information restoration by ICON. Here, the 0.46 tilt
(the minimum tilt) projection was excluded as the omit-
projection. The centriole structure of the interest in the middle of
the projection was selected to compare visually the quality of the
re-projections of the omit-tomograms and the omit-projection
(the ‘Ground truth’) (Fig. 6A). Initial visual investigations clearly
show that the re-projection of WBP omit-tomogram is blurred
and lack of detailed information while the re-projection of ICONFig. 5. Comparison of SIRT-ncc and ICON using the simulated data with the angular incr
carried out with 200 iterations and its result is presented here in comparison with that of
compared to the ground truth (bottom). (B) The central XZ-slice (top) of ICON tomogram
SIRT-ncc and ICON tomograms compared to the ground truth.omit-tomogram is clearer in detailed structures and is more simi-
lar to the ‘ground truth’. Such visual assessments are further
verified quantitatively by comparing the FRC curves between the
re-projections and the omit-projection (Fig. 6B). Only the FRC
curve of ICON shows a significant high correlation between the
re-projection and the ‘Ground truth’, suggesting a successful
restoration of the missing information.
To be noted that, the oscillation of the WBP FRC curve (Fig. 6B)
is not due to CTF effect but caused by the intrinsic character of
WBP reconstruction. The pixel size of this dataset is 2.2 nm, which
leads to hard detection of CTF oscillation due to limited Nyquist
frequency. In addition, for the simulated dataset without CTF
effect, the oscillation of the WBP FRC curve also exists (Fig. 3C).
Based on the pseudo-missing-validation method, we further
tested the robustness of the gray value selection during the back-
ground subtraction (Step 1 in Section 2.4) for this experimental
dataset. We found that a perturbation of the gray value selectionement of 1. SIRT combined with the same hard threshold operation (SIRT-ncc) was
ICON. (A) The central XZ-slice (top) of SIRT-ncc tomogram and its phase differences
and its phase differences compared to the ground truth (bottom). (C) FSC curves of
Fig. 6. Test ICON on the plastic embedded dataset with the angular increment of 2. (A) The omit-projection (‘Ground truth’) and the re-projections of the omit-tomograms at
the minimum tilt (0.46) in the pseudo-missing-validation procedure. (B) FRC validation curves of ICON and WBP. The verified restoration resolution is indicated. (C) FRC
validation curves of ICON when changing hard threshold from 0 to various different values. (D) The central XY-slices (parallel to the specimen plane) of the reconstructions by
WBP and ICON, respectively. (E) The central XZ-slices (perpendicular to the rotation axis) of the reconstructions by WBP and ICON, respectively. The gold beads can be clearly
visualized in this slice. (F) The 70 and 90 re-projections of the tomograms reconstructed by WBP and ICON, respectively.
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(Fig. 6C). Therefore, the selection of gray value for background sub-
traction in ICON can tolerate small disturbance to some extent.
By investigating the central XY-slices of the tomograms by WBP
and ICON (Fig. 6D; see also Movies S1 and S2), we found that the
tomogram by ICON shows better contrast with a better SNR and
clearer background. The structure of centriole shows more detailed
information in the ICON tomogram compared to the WBP tomo-
gram. Furthermore, the white backgrounds surrounding ribosomes
in the WBP tomogram, which could be induced by missing wedge,
disappear completely in the ICON tomogram. As a result, the qual-
ity of ICON’s reconstruction is much better than that of WBP’s
reconstruction.We further investigated the central XZ-slices of the tomograms
by WBP and ICON. We found that, in consistency with the above
tests on the simulated datasets, the ray artifacts are significantly
inhibited in the ICON reconstruction. Only the rays from the nano
gold particles are visible but less significant (Fig. 6E). It further
proves the superiority of ICON in comparison with WBP.
We also re-projected the reconstructed tomogram at the high
non-sampled tilt angles, namely 70 and 90 (Fig. 6F; see also
Movies S3 and S4). Since the biological samples are prepared on
flat support planes, the higher the tilt angle becomes, the thicker
path the electrons have to pass. Therefore, it is hard to imagine
what the projection will be like at an extreme high tilt angle, e.g.
90. Logically speaking, if an algorithm can successfully recover
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view of the specimen. We observed that WBP restores no meaning-
ful information. However, from the re-projection of the ICON
tomogram, we can see not only the clear gold beads, but also the
direct side view of the section of the specimen. We could even
measure the thickness of the plastic section. Although there is no
ground truth of the re-projection for comparison and validation,
the physical nature of the specimen section itself verifies the effec-
tiveness of ICON in restoring missing information at the missing
wedge.
We further performed reconstructions with a larger angular
interval of 4 for this dataset by using a half projection. We found
that, for a larger angular interval, ICON still works much better
than WBP by inspecting the re-projections and the omit-
projection visually (Fig. S1A) and comparing their FRC validation
curves (Fig. S1B). In addition, as expected, the verified restoration
resolution was reduced from 0.5 Nyquist for 2 angular interval
(Fig. 6B) to 0.25 Nyquist for 4 one (Fig. S1B).
4.3. Test ICON on cryo-ET datasets and the subsequent sub-tomogram
averaging
To verify the capability of ICON for cryo-ET datasets, we col-
lected a cryo-ET tomographic dataset of rat hippocampal neuron
cell and computed its tomograms by WBP and ICON, respectively.
By investigating the central XY-slices (Fig. 7A; see also Movies S5
and S6), we found that compared withWBP the tomogram by ICON
shows better contrast with a clearer background. The ultra-
structures e.g. microtubules, empty vesicles, vesicles with unre-
leased neuron transmitters as well as the microfilaments are muchFig. 7. Test of ICON on a cryo-ET dataset of hippocampal neuron cells with the angula
reconstructions by WBP and ICON, respectively. (B) The 90 re-projections of the tom
contamination.easier to be recognized. The 90 re-projection of ICON tomogram
provides clear information about the thickness of the specimen
and also shows a significant ice contamination on the surface of
the specimen (Fig. 7B), suggesting a recovery of ‘missing informa-
tion’ at the missing wedge region.
To further test the ICON’s capability on the information restora-
tion and its benefits for the subsequent sub-tomogram averaging
(STA), we reconstructed the single particle tomographic cryo-ET
data of ribosome in Saccharomyces cerevisiae lysate and performed
STA procedures. The cryo-ET tilt series were automatically aligned
based on the fiducial gold markers using MarkerAuto (Han et al.,
2015) and then reconstructed by ICON and WBP, respectively.
By investigating the central XY-slices (Fig. 8A), we found that, in
consistency with the above section, ICON is capable of restoring
the low frequency information, thus improving the SNR of the
tomogramwith the ribosome particles visually significantly clearer
than that of WBP. Such improved SNR would be beneficial for both
particle picking and the subsequent particle alignment, especially
when the number of particles are small (Kunz and Frangakis,
2014).
We thenmanually picked 40 particles from the final reconstruc-
tion. After following the STA procedures mentioned above, we
managed to align the raw particles to generate the averaged maps
(Fig. 8B). By comparing the averaged maps from the ICON andWBP
tomograms together with the reference map from the single parti-
cle reconstruction (EMD-1668), we found that the ICON map exhi-
bits more structural details than the one of WBP. The FSC curves
between these maps and the reference map were calculated
(Fig. 8C) and the resolution of the final averaged map was
estimated using the criteria of FSC0.3 (Chen and Forster, 2014),r increment of 3. (A) The central XY-slices (parallel to the specimen plane) of the
ograms reconstructed by WBP and ICON, respectively. The star indicates an ice
Fig. 8. Test ICON on a cryo-ET data of vitrified ribosome with the angular increment of 3 and the subsequent STA. (A) The central XY-slices (parallel to the specimen plane) of
the reconstructions by WBP and ICON, respectively. (B) Comparison of the reference map (EMD-1668) from single particle reconstruction, the STA averaged map of ICON’s
sub-tomograms and the one of WBP’s sub-tomograms. The positions of the extrusion features of the ribosome structure are indicated with the black arrows. Both STA
averaged maps were filtered and sharpened according to their FSC curves for the purpose of visualization. The local resolutions calculated from ResMap (Kucukelbir et al.,
2014) are colored onto the STA averaged maps and the histograms of local resolutions are shown aside. (C) FSC curves between the reference map and the ICON averaged
map, between the reference map and the WBP averaged map and between the reference map and the re-computed WBP averaged map using the alignment parameters of
ICON sub-tomograms.
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ther utilized ResMap (Kucukelbir et al., 2014) to assess the resolu-
tions of the averaged maps (Fig. 8B). In consistency with the FSC
curves, the average resolution reported by ResMap for ICON map
(18 Å) is also significant higher than that of WBP map (36 Å).
The ICON’s FSC curve is significantly higher than that of WBP. To
check whether this resolution improvement should credit to the
accurate Euler angle assignment, we made a direct average of
WBP’s sub-tomograms using the angles determined from the
ICON’s STA. The FSC curve between the resulting map and the ref-
erence map is much better than that of WBP itself, revealing that
the alignment parameters of the ICON’s sub-tomograms are more
accurate than that of WBP. However, we also observed that this
resulting FSC curve is still worse than that of ICON itself. As a
result, ICON not only improves the accuracy of sub-tomogram
alignment but also improves the resolution of sub-tomogramaverage by restoring information at the missing wedge as well as
the inter-section space.
To be noted that, the clear CTF shaped oscillation observed here
is due to the stable defocus while acquiring the tilt series of images
(Chen and Forster, 2014). It is the accurate angular assignment of
ICON sub-tomograms that enables the final STA map to retain
the CTF oscillation of the amplitudes from the phase flipped raw
data.5. Conclusion
In the present work, we designed a new algorithm named ICON
utilizing the natural sparsity of biological specimens and density
non-negativity compared to solvent as a prior knowledge based
on the CS framework. It is the first time that MP instead of BPDN
112 Y. Deng et al. / Journal of Structural Biology 195 (2016) 100–112is used in the field of the biological ET. We proved that MP is more
robust at the presence of the noise. Besides, more significantly,
ICON contains a validation procedure named as the pseudo-
missing-validation, which is used to define a verification filter to
remove all the false restoration of the non-sampled coefficients.
We tested ICON on the noise free simulated data, the SNR = 1
simulated data, the plastic embedded ET data and the cryo-ET data.
All the results indicate that ICON is capable of restoring the missing
information at the non-sampled angular regions. ICON can signifi-
cantly reduce the ray-artifacts raised by the missing wedge and
thus enforce the further biological interpretation. ICON also signif-
icantly improves the alignment accuracy of STA, resulting an aver-
aged map with a better quality and with the greatly improved
resolution.
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