abstract -This paper describes a neural control scheme applied to a turbocharger diesel engine. It presents the specialized training of a neural controller for trajectory tracking of the engine speed with some pollution constraints. A neural model of the engine is firstly designed, including the engine speed and the exhaust gas opacity estimation (pollution criterion). Some simulation results of the proposed control scheme using the model are then presented.
INTRODUCTION
Studies and applications using neural networks become more and more frequent in the field of automatic control. For instance, they are used for modeling [l] [2] [3], control [4] [5] [6] [7] [3], vision and diagnosis. Neural networks bring important benefits by suppressing some theoretical difficulties that appear when applying some classical techniques on complex systems. As they include themselves nonlinearities in their structure, they can describe or control complex nonlinear systems with precision. This is an interesting characteristic. Indeed, it is sometimes difficult or impossible to find a control law using a first principle model, especially when this model is complex. Neural networks can then be used, avoiding the use of first principle models.
In this paper, we applied neural techniques to model and control a turbocharger Diesel engine. Our objective is to test neural control of the Diesel engine including some pollution constraint. Particularly, we want to control the engine speed and the opacity of the exhaust gas that characterize one type of pollution. More precisely, the control should allow to reduce the peaks of opacity that occur during engine accelerations. It must be noticed This explains why artificial neural networks are used. The outline of the paper is as follows. Section 1 presents the neural network for modeling the behaviour of the engine and some application results. Section 2 describes the neural control scheme, the controller learning and then some simulation results for the engine.
NEURAL NETWORK MODELING

Structure of the engine model
The engine used in this application is a BMW's one. It can be decomposed into subsystems as presented in The atmospheric air goes through the turbocharger, the intake manifold, and the combustion chamber. The injection pump injects fuel in the combustion chamber when the valves are closed, and the mixture burns. The gases produced by the explosion passe through the exhaust manifold and the turbine and are ejected out away. In this work, four states have been modeled : the engine speed S , the intake manifold pressure P, the inlet air flow m and the opacity of the exhaust gas 0,.
The only command that we consider is the position of the injection pump, U.
Modeling a Diesel engine have partially been investigated by many authors [SI [9] [lo] . Here, from these studies, the theoretical knowledge of some physical relations is used to design the neural model of the engine. The complete model consists finally of four interconnected neural networks used to estimate the engine speed S, the air flow h, the intake manifold pressure P and the opacity U p . Each neural model is a multilayer perceptron (MLP) with one hidden layer of sigmoidal units and one output. Here, for the sake of simplicity, only the speed and opacity models are detailed. Among the different possibilities, the Diesel engine speed S and the exhaust gas opacity 0, can be described with the following relations :
After some simplification and considering some dynamics and delays on the opacity measurements for practical reasons, the discretized models for engine speed and opacity can be written :
where N N s and NNop represent the functions modeled by the neural networks for respectively the estimation of the engine speed and the opacity.
It can be noticed that on one hand the dynamics of speed is mainly due to the engine inertia and that the speed value naturally depends on the injection pump position U . On the other hand, the opacity depends on the ratio between the air and the fuel quantities used in the combustion. This partially explains why the opacity depends on the air flow and the fuel injection pump position.
Finally, the speed model is a recurrent neural network with one external input which is the command U. This network has been learned using measurement data of the command U and the speed S. The opacity model is also recurrent and its external inputs are the speed, the air flow and the command. The model learning has been processed using measurement data of the speed U, the air flow k and the opacity U,. The complete simulation model is obtained by connecting all the four neural models. This means that all the estimations are given with only the command U , without the state measurements.
For instance, the opacity is calculated by the neural network using the command and the estimations of speed and air flow as it appears in equation (2).
Experimental results
The following figures present some results after identification of the weights. The training method used is the Levenberg-Marquardt batch algorithm [ll] [12] , which is not detailed here. Figures (2) and (3) present the measurements and estimations respectively for speed and opacity. These data correspond to the training data used to identify the weights of the neural networks. In order to validate the model, another time set for the input U was applied to the real system and the neural model. The corresponding measurements and estimations of speed and oDacitv are given bv figures (4) and The results are really satisfying. They are all the better than the estimations are given by a complete simulation neural model whose the single input is the position U.
It appears that the model reproduces the static and the dynamical behaviour of the system with a good precision. This is especially visible on the figures (3) and ( 5 ) , that show that peaks and static levels of opacity are well estimated.
3 NEURAL CONTROL where Yref(Ic) is the desired output and Y ( k ) the system output at time k.
The main difficulty is due to the fact that the minimization algorithm requires the Jacobian of the system (the derivatives of the output with respect to the input). This problem is overcome by including a neural model of the system in the training scheme, this model providing the estimates of the Jacobian.
This method was applied to control the engine with, as direct model, the neural model presented in the previous section. The criterion was adapted to include the engine speed and the opacity. The training algorithm consists thus of the minimization of a multivariable criterion. However, for the sake of simplicity, we detail the algorithm for a criterion containing only one variable and will apply it in the multivariable case for engine control.
The criterion and the neural model being defined, the training algorithm has to be chosen. The general rule used to update the weights is as follows :
where W i denotes the ith updating of the weights, and W = (wl . . . w , )~ is the controller parameter vector.
The gradient of the criterion, J' is defined by
The matrix R varies according to the methods. In the gradient algorithm, R = I (identity matrix). This is the more simple method, but it is rarely efficient and not compatible with the differences of scales that can exist between the parameters. In the Gauss-Newton algorithm, R is an approximation of the Hessian matrix.
Some theoretical developments can be found in [20] 1211.
For an on-line approach, the algorithm is recursive. In this case, the criterion is defined at time t by :
. t
where e, is the output error defined by :
The algorithm description needs to develop the simple and the second derivatives of the criterion with respect to the weights :
and then : Ji = By applying the rule (4), the term JI-l(Wt--') equals zero since W' minimize Jt at every step. Thus, we obtain :
is developed as follow :
By assuming that the error can be considered as a white noise, not correlated with the second derivatives, we can write, in a matrix form :
where Rt is the Hessian of the criterion, at iteration t. Finally, we have :
To replace the matrix inversion with a scalar one, the classical inversion lemma is used and finally :
The vector \ E, (defined in equation (10)) contains the derivatives that are developed as follows :
Replacing the Jacobian of the system by the Jacobian of the neural model gives :
where P(W,t) is the output of the model and where dU('W,t--l) dwi depends on the controller structure.
The same minimization method is now applied to the following multivariable criterion :
where Y and Z are the outputs of the system.
In this case, using the same notation as before and using the inversion lemma twice, the find minimization algorithm is given by : 
Application to the Diesel engine
where Srej is the speed reference and where Opre represents the opacity constraint, defined such that t i e opacity is reduced during the transients. qop is the weighting factor of the opacity constraint. For instance, if this factor is 0, then the control becomes a simple engine speed tracking without opacity constraint.
The controller output U is calculated by a MLP with one hidden layer of sigmoidal units. The inputs are the references and outputs of speed and opacity. The controller output is then expressed by a neural function
The criterion and the controller being defined, the training was processed using the algorithm presented in equation (19). Figures (8) and ( The first point to notice is that the neural controller performs a good tracking of the engine speed, since the speed output follows precisely the reference when q,p = 0. However, a tracking error occurs during the transients (acceleration), which is due to the opacity constraint. The peaks of opacity are indeed a consequence of an excess of injected fuel (depending on the injection pump position U) during engine acceleration.
Naturally, to satisfy the opacity constraint, U is calculated by the neural controller such that less fuel is injec-ted. This leads to a decrease of the acceleration and then to a speed tracking error during the transients. This error increases with the weighting factor qop, while in the same time the peaks of opacity decrease.
CONCLUSIONS
In this article, we presented a control scheme of Diesel engine speed with pollution contraints. This scheme used the specialized training of a neural controller using a direct neural model of the engine. To include pollution constraints, the criterion to minimize includes both the engine speed and exhaust gas opacity. The results highlight the interest of using the neural networks both for engine modeling and control, despite strong dynamics and nonliiearities' (opacity). Obviously, some important work has to be done to implement the neural controller on the real system. However, it seems that neural networks could give an interesting alternative to the classical linear methods of pollution control based on the use of set points cartographies.
