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1. Introduction
Theprobability theory onoperator algebras such asC∗-algebras and vonNeumannalgebras has also
been called noncommutative probability or quantum probability theory. In recent years, a lot of work
has been devoted to noncommutative probability theory (see [1–3,5,7–9] and references therein). In
this note, from an interest of operator theorists, we shall only consider the algebra B(H) of bounded
linear operators on a Hilbert spaceH. So the probability theory on B(H) is called operator probability
theory which is due to Gudder [8].
Throughout this paper, let H be a complex Hilbert space with the inner product (·, ·), B(H) the
algebra of all bounded linear operators on H. For an operator T ∈ B(H), T∗, σ(T), N (T) and R(T)
denote the adjoint, the spectrum, the null space and the range of T , respectively. An operator T ∈ B(H)
is said to be self-adjoint if T = T∗. An operator T ∈ B(H) is said to be normal if T∗T = TT∗.
< This research was partially supported by the National Natural Science Foundation of China (10871224, 11001159) and the
Fundamental Research Funds for the Central Universities (GK200902049, GK201002012).∗ Corresponding author.
E-mail address: hkdu@snnu.edu.cn (Y.-N. Dou).
0024-3795/$ - see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2011.06.006
3234 Y.-N. Dou, H.-K. Du / Linear Algebra and its Applications 435 (2011) 3233–3242
For an operator A ∈ B(H), the numerical rangeW(A) of A is defined by
W(A) := {(Ax, x) : x ∈ H, (x, x) = 1}. (1)
As is well known, σ(A) ⊆ W(A), where K denotes the closure of K . By the well-known Toeplitz–
Hausdorff theorem, the numerical rangeW(A) of an operator A is a convex subset ofC and it satisfies
the so-called spectral inclusion property
σp(A) ⊂ W(A), σ (A) ⊂ W(A),
where σp(T) denotes the point spectrum of T ∈ B(H)(see[12]).
Let D(H) denote the set of density operators which are positive trace class operators on H with
unit trace. ρ ∈ D(H) is called a state. For a state ρ, there exists a set {xi}ki=1 of orthonormal vectors in
H such that
ρ =
k∑
i=1
λixi ⊗ xi,
where
∑k
i=1 λi = 1 and λi > 0, 1  i  k, k is finite or infinite. If A ∈ B(H) and ρ is a state, the
ρ-expectation Eρ(A) of A is defined [8] by
Eρ(A) = tr(ρA). (2)
If ρx = x ⊗ x is a pure state for a unit vector x ∈ H, then
Eρx(A) = tr(ρxA) = (Ax, x). (3)
The ρ-moments of A are tr(ρAn), n = 1, 2, . . . , and the ρ-variance of A is
Varρ(A) = Eρ[(A − Eρ(A)I)2] = Eρ(A2) − Eρ(A)2. (4)
The ρ-absolute variance of A is
| Varρ | (A) = Eρ[| A − Eρ(A)I |2] = Eρ(| A |2)− | Eρ(A) |2 . (5)
For A, B ∈ B(H), the ρ-correlation coefficient Corρ(A, B) of A, B is defined by
Corρ(A, B) = Eρ[(A − Eρ(A)I)∗(B − Eρ(B)I)]
= Eρ(A∗B) − Eρ(A∗)Eρ(B).
(6)
From (3) and the definitions of ρ-expectation (2), ρ-variance (4), ρ-absolute variance (5) and
ρ-correlation coefficient (6), it is evident that there exist close relations among numerical range and
theseconcepts involvingoperators. In the following,weshall investigate theρ-expectation,ρ-variance,
ρ-absolute variance and ρ-correlation coefficient dependent on numerical ranges.
Firstly, recall two known results concerning with the product of numerical ranges of operators
which are used hereafter.
Theorem G-N (see [8]). Let A, B, C be bounded self-adjoint operators on a complex Hilbert space H
with the property
(Ax, x)(Bx, x) = (Cx, x)
for all x ∈ H with ‖ x ‖= 1. Then A = cI or B = cI for some c ∈ R.
More recently, we have gotten a generalization of Theorem G-N as follows.
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Theorem D-D-Z-S (see [3]). Let A, B and C ∈ B(H). Then
(Ax, x)(Bx, x) = (Cx, x) (7)
for all x ∈ H with ‖ x ‖= 1 if and only if there exists a complex number c ∈ C such that A = cI and
C = cB or B = cI and C = cA.
For the sake of convenience, we now present some lemmas which will be used later on.
Lemma 1.1 (see [8]). For A ∈ B(H) and λ ∈ C,
(1) Eρ(A − λI) = Eρ(A) − λ.
(2) Varρ(A − λI) = Varρ(A).
(3) | Varρ | (A − λI) =| Varρ | (A).
(4) If A is self-adjoint, then Varρ(A) =| Varρ | (A).
Lemma 1.2 (see [8]). For A ∈ B(H), then
Eρ(A
∗) = Eρ(A).
This paper is organized as follows. In Section 2, we shall discuss the ρ-expectations and numerical
ranges of operators. The ρ-variances and maximum numerical ranges of operators will be considered
in Section 3. In Section 4,we shall study theρ-variances andρ-absolute variances of operators by using
numerical ranges of operators and propose an open question on ρ-absolute variances of operators. In
Section 5, we shall investigate the ρ-correlation coefficients and numerical ranges of operators. In
particular, the construction characterization of two uncorrelated operators (see [8]) is obtained.
2. ρ-Expectations and numerical ranges
From (3), we have Eρx(A) = (Ax, x) ∈ W(A) for a unit vector x ∈ H. This shows us that there
exist some close relations between ρ-expectations and numerical ranges of operators. In fact, in this
section, the main aim is to establish the exact connection between the numerical rangeW(A) of A and
the set of all Eρ(A) for ρ ∈ D(H).
We begin with a lemma.
Lemma 2.1. For A ∈ B(H), we have
W(A + λI) = λ + W(A)
and
W(eiθA) = eiθW(A).
In the following, we present the main result of this section.
Theorem 2.2. For A ∈ B(H), we have {Eρ(A) : ρ ∈ D(H)} = W(A).
Proof. Firstly, we see that {Eρ(A) : ρ ∈ D(H)} is a convex set inC sinceD(H) is a convex set of B(H).
HenceW(A) ⊆ {Eρ(A) : ρ ∈ D(H)} because (Ax, x) = Eρx(A) for a unit vector x ∈ H.
In general, for a state ρ ∈ D(H), there exist a set {xi}ki of orthonormal vectors and a set {λi} of
positive numbers with
∑k
i=1 λi = 1 such that ρ =
∑k
i=1 λixi ⊗ xi,where k is finite or infinite. In this
case, it is clear that
Eρ(A) = tr(ρA) = tr
⎛
⎝
k∑
i=1
λixi ⊗ xiA
⎞
⎠ =
k∑
i=1
λi(Axi, xi) ∈ W(A).
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This shows that {Eρ(A) : ρ ∈ D(H)} ⊆ W(A). So,
W(A) ⊆ {Eρ(A) : ρ ∈ D(H)} ⊆ W(A). (8)
From (8), to prove thatW(A) = {Eρ(A) : ρ ∈ D(H)}, it is sufficient to show that α ∈ ∂W(A) and
α /∈ W(A) implies that α /∈ {Eρ(A) : ρ ∈ D(H)}.
On the contrary, assume that there exists an α0 such that α0 ∈ ∂W(A), α0 /∈ W(A) and α0 ∈{Eρ(A) : ρ ∈ D(H)}. Without loss of generality, by Lemma 2.1 we can suppose that α0 > 0, a
support line of W(A) throughout α0 is a vertical line and W(A) lies in the left half-plane separated
by the support line. In this case, there exists a state ρ0 = ∑k0i=1 λiyi ⊗ yi, where {yi}k0i=1 is a set of
orthonormal vectors, λi > 0, 1  i  k0 and
∑k0
i=1 λi = 1, such that
α0 = tr(ρ0A) =
k0∑
i=1
λi(Ayi, yi). (9)
If A = B+ iC is the Cartesian decomposition of A, where B and C are self-adjoint, then from (9)we have
α0 =
k0∑
i=1
λi(Ayi, yi) =
k0∑
i=1
λi(Byi, yi) + i
k0∑
i=1
λi(Cyi, yi). (10)
Observing that (Byi, yi) and (Cyi, yi), 1  i  k0, are real numbers. Comparing the two sides of (10),
we get
⎧⎨
⎩
α0 = ∑k0i=1 λi(Byi, yi),∑k0
i=1 λi(Cyi, yi) = 0.
(11)
Moreover, note that
∑k0
i=1 λi = 1, λi > 0, 1  i  k0 and (Byi, yi)  α0. Wewill have (Byi, yi) = α0,
1  i  k0. First, if there exists an i0, 1  i0  k0, with (Cyi0 , yi0) = 0, then α0 = (Byi0 , yi0) =
(Byi0 , yi0)+(Cyi0 , yi0) = (Ayi0 , yi0) ∈ W(A). It is a contradiction. Second, if (Cyi, yi) = 0, 1  i  k0,
since
∑k0
i=1 λi(Cyi, yi) = 0 and λi > 0, 1  i  k0, then there should be 1  i1, i2  k0, such that
(Cyi1 , yi1) > 0and (Cyi2 , yi2) < 0. So (Ayi1 , yi1) = (Byi1 , yi1)+i(Cyi1 , yi1) = α0+i(Cyi1 , yi1) ∈ W(A)
and (Ayi2 , yi2) = (Byi2 , yi2)+ i(Cyi2 , yi2) = α0 + i(Cyi2 , yi2) ∈ W(A).Denote β = −(Cyi2 ,yi2 )(Cyi1 ,yi1 )−(Cyi2 ,yi2 ) .
It is clear that 0 < β < 1. Now, we have
α0 = β(Ayi1 , yi1) + (1 − β)(Ayi2 , yi2).
This means that α0 ∈ W(A). It is also a contradiction.
Finally, we obtain that
{Eρ(A) : ρ ∈ D(H)} = W(A). 
Corollary 2.3. For A ∈ B(H), sup{| Eρ(A) |: ρ ∈ D(H)} = ω(A), where ω(A) denotes the numerical
radius of A.
3. ρ-Variances and maximum numerical ranges
In this section, we consider the ρ-variances and maximum numerical ranges of operators. We
first recall the definition of maximum numerical range of an operator. For an operator K ∈ B(H), the
maximum numerical rangeW0(K) (see [10]) of K is defined by
W0(K) = {λ : λ = lim
n
(Kxn, xn), lim
n
‖ Kxn ‖=‖ K ‖, ‖ xn ‖= 1, xn ∈ H}.
For maximum numerical ranges of operators, it is well known that
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Lemma 3.1 (see [10]). For A ∈ B(H), inf{‖ A − λI ‖: λ ∈ C} =‖ A − λ0I ‖ if and only if 0 ∈
W0(A − λ0I).
In general,W(A) is not necessarily closed, but themaximumnumerical rangeW0(A) of an operator
A ∈ B(H) is always a closed convex set of the complex plane andW0(A) ⊆ W(A) (see [10]). So there
should always exist a complex number λ0 such that inf{‖ A − λI ‖: λ ∈ C} =‖ A − λ0I ‖ by
Lemma 3.1. It is easy to see that the λ0 satisfying inf{‖ A − λI ‖: λ ∈ C} =‖ A − λ0I ‖ is unique.
More recently, Chen et al. (see [2]) have showed that
Proposition 3.2 [2]. For A ∈ B(H) and ρx = x ⊗ x with a unit vector x ∈ H, we have
sup{| Varρx | (A) : x ∈ H, ‖ x ‖= 1} = inf{‖ A − λI ‖2: λ ∈ C} =‖ A − λ0I ‖2
for some λ0 ∈ C.
Moreover, we have
Theorem 3.3. For A ∈ B(H), we have sup{| Varρ | (A) : ρ ∈ D(H)} = inf{‖ A − λI ‖2: λ ∈ C} =‖
A − λ0I ‖2 for some λ0 ∈ C.
Proof. If ρ ∈ D(H), then there exists a set {xi}ki=1 of orthonormal vectors such that
ρ =
k∑
i=1
λixi ⊗ xi
with
∑k
i=1 λi = 1 and λi > 0,where k is finite or infinite. In this case, for λ ∈ C,
| Varρ | (A)
= | Varρ | (A − λI)
= ∑ki=1 λi ‖ (A − λI)xi ‖2 −|
∑k
i=1 λi(Axi, xi)|2
 ‖ A − λI ‖2 .
Since λ ∈ C is arbitrary, we have
| Varρ | (A)  inf{‖ A − λI ‖2: λ ∈ C} =‖ A − λ0I ‖2
for some λ0 ∈ C. Hence,
sup{| Varρ | (A) : ρ ∈ D(H)} ‖ A − λ0I ‖2 .
On the other hand, for λ0 with 0 ∈ W0(A − λ0I),we have
‖ A − λ0I ‖= min{‖ A − λI ‖: λ ∈ C}
by Lemma 3.1 and there exists a sequence {yi} of unit vectors such that
lim
i
‖ (A − λ0I)yi ‖=‖ A − λ0I ‖, lim
i
((A − λ0I)yi.yi) = 0.
Therefore
‖ A − λ0I ‖2= sup{| Varρyi | (A) : i = 1, 2, . . .}.
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In general,
sup{| Varρyi | (A) : i = 1, 2, . . .}  sup{| Varρ | (A) : ρ ∈ D(H)}.
Hence
‖ A − λ0I ‖2 sup{| Varρ | (A) : ρ ∈ D(H)}.
Finally, we have
sup{| Varρ | (A) : ρ ∈ D(H)} =‖ A − λ0I ‖2 . 
4. ρ-Variances and ρ-absolute variances
From Lemma 1.1, if A ∈ B(H) is self-adjoint, then Varρ(A) =| Varρ | (A) for all ρ ∈ D(H). In
this section, we shall remove the restriction of that operator is self-adjoint, giving a general conclusion
as Theorem 4.1. At the end of this section, we shall also propose an open question about ρ-absolute
variances of operators.
Theorem 4.1. For A ∈ B(H), let A = B + iC be the Cartesian decomposition of A. Then Varρ(A) =|
Varρ | (A) for all ρ ∈ D(H) if and only if C = cI for some real number c ∈ R.
Proof. " ⇒ ".Denote ρx = x ⊗ x for a unit vector x ∈ H. By the assumption that Varρ(A) =| Varρ |
(A) for all ρ ∈ D(H),we specially have Varρx(A) =| Varρx | (A) for all unit vectors x ∈ H. That is,
Eρx(A
2) − Eρx(A)2 = Eρx(| A |2)− | Eρx(A) |2 .
Hence,
(A2x, x) − (Ax, x)2 = (| A |2 x, x)− | (Ax, x) |2 . (12)
Therefore,
(A2x, x) − (Ax, x)2
= ((B2 − C2 + i(BC + CB))x, x) − (Bx, x)2 + (Cx, x)2 − 2i(Bx, x)(Cx, x)
= (B2x, x) − (C2x, x) − (Bx, x)2 + (Cx, x)2 + i((BC + CB)x, x) − 2(Bx, x)(Cx, x).
Observing that (| A |2 x, x)− | (Ax, x) |2 is real, compare the imaginary parties of the two sides of
(12), we have
((BC + CB)x, x) − 2(Bx, x)(Cx, x) = 0.
Therefore
((BC + CB)x, x) = 2(Bx, x)(Cx, x).
Since x is an arbitrary unit vector, by Theorem G-N, B = cI or C = cI for some real number c.
If C = cI, it is nothing to do.
If B = bI for a real number b, then iC = A − bI. By Lemma 1.1 and (12), we have
((iC)2x, x) − (iCx, x)2 = (| iC |2 x, x)− | (iCx, x) |2 .
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So
−(C2x, x) + (Cx, x)2 = (C2x, x) − (Cx, x)2.
Hence,
(Cx, x)2 = (C2x, x).
By Theorem G-N again, there exists a real number c such that C = cI.
" ⇐ ". By Lemma 1.1, if C = cI, then Varρ(A) = Varρ(A− icI) = Varρ(B) =| Varρ | (B) =| Varρ |
(B + icI) =| Varρ | (A). 
Corollary 4.2. For A ∈ B(H), Varρ(A) =| Varρ | (A) for all ρ ∈ D(H) if and only if there exist a complex
number a ∈ C and a self-adjoint operator A0 such that A = A0 + aI.
Theorem 4.3. If A ∈ B(H) has the Cartesian decomposition A = B + iC, then A is a normal operator if
and only if
| Varρ | (A) = Varρ(B) + Varρ(C)
for all ρ ∈ D.
Proof
" ⇐ " For a pure state ρx with a unit vector x, by the assumption that | Varρ | (A)= Varρ(B) + Varρ(C), we also have | Varρx | (A) = Varρx(B) + Varρx(C), that is,
(A∗Ax, x) − (A∗x, x)(Ax, x) = (B2x, x) − (Bx, x)2 + (C2x, x) − (Cx, x)2. (13)
Since (A∗Ax, x) − (A∗x, x)(Ax, x) = ((B2 + C2 + i(BC − CB))x, x) − (Bx, x)2 − (Cx, x)2, from (13),
we get
((BC − CB)x, x) = 0
for any unit vector x ∈ H. This shows that BC − CB = 0. That is, BC = CB. Therefore, A is normal.
" ⇒ " If A = B + iC is normal, then BC = CB. Hence, A∗A = B2 + C2. In this case, for ρ ∈ D, we
have
| Varρ | (A) = Eρ(| A |2)− | Eρ(A) |2
= Eρ(B2 + C2) − Eρ(B − iC)Eρ(B + iC)
= tr(ρ(B2 + C2)) − tr(ρ(B − iC))tr(ρ(B + iC))
= tr(ρB2) − (tr(ρB))2 + tr(ρC2) − (tr(ρC))2
= Eρ(B2) − Eρ(B)2 + Eρ(C2) − Eρ(C)2
= Varρ(B) + Varρ(C).
By Lemma 1.1, we obtain another version of Theorem 4.3.
Theorem 4.4. If A ∈ B(H) has the Cartesian decomposition A = B + iC, then A is a normal operator if
and only if
| Varρ | (A) =| Varρ | (B)+ | Varρ | (C)
for all ρ ∈ D(H).
From Theorem 4.4, a natural question is raised as follows.
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Open question 4.5.Which conditions for operators A and B are necessary and sufficient such that
| Varρ | (A + B) =| Varρ | (A)+ | Varρ | (B)
for all ρ ∈ D(H)?
In general, for a pure state ρx , we have
| Varρx | (A + B)
= ((A∗ + B∗)(A + B)x, x) − ((A∗ + B∗)x, x)((A + B)x, x)
= (A∗Ax, x) + (A∗Bx, x) + (B∗Ax, x) + (B∗Bx, x)
−(A∗x, x)(Ax, x) − (A∗x, x)(Bx, x) − (B∗x, x)(Ax, x) − (B∗x, x)(Bx, x)
= | Varρx | (A)+ | Varρx | (B)
+(A∗Bx, x) + (B∗Ax, x) − (A∗x, x)(Bx, x) − (B∗x, x)(Ax, x).
If | Varρ | (A + B) =| Varρ | (A)+ | Varρ | (B) for all ρ ∈ D,we should have
(A∗Bx, x) + (B∗Ax, x) = (A∗x, x)(Bx, x) + (B∗x, x)(Ax, x), (14)
for all unit vectors x ∈ B(H). If (14) holds for all unit vectors x ∈ B(H),what can we say about A and
B?
5. ρ-Correlation coefficients and products of numerical ranges
From formulas (4), (5) and (6), it is easy to check that
Corρ(A + aI, B + βI) = Corρ(A, B),
Corρ(A, B) = Corρ(B, A) (15)
and
| Varρ | (A + B) =| Varρ | (A)+ | Varρ | (B) + 2Re(Corρ(A, B)).
If A = B, then
Corρ(A, A) = Eρ(A∗A) − Eρ(A∗)Eρ(A) =| Varρ | (A).
In this section, we shall give some other results about ρ-correlation coefficient.
Let us begin with a lemma.
Lemma 5.1. If A is a normal operator, then ‖A‖ = ω(A).
Proposition 5.2. For A, B ∈ B(H), Corρ(A, B) = 0 for any ρ ∈ D(H) if and only if A = cI or B = cI for
some c ∈ C.
Proof. Let x be a unit vector. By the assumption, we have
Corρx(A, B) = Eρx(A∗B) − Eρx(A∗)Eρx(B)
= (A∗Bx, x) − (A∗x, x)(Bx, x) = 0.
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That is,
(A∗Bx, x) = (A∗x, x)(Bx, x), for x ∈ H with ‖ x ‖= 1.
By Theorem D-D-Z-S, at least one of A and B is a scalar multiple of the identity.
Conversely, if A = cI or B = cI for some c ∈ C, it is clear that Corρ(A, B) = 0 for any ρ ∈ D(H). 
Remark. Proposition 5.2 gives a precise characterization that two operators are uncorrelated (see
[8]). It is a generalization of the statement that operators A and B are uncorrelated if and only if
Eρ(A
∗B) = Eρ(A∗)Eρ(B)which is due to Gudder [8].
From (15), we see that Corρ(A, B) − Corρ(B, A) is a pure imaginary number for any pair A and B of
operators. If A and B are self-adjoint, the following may be interesting.
Theorem 5.3. If A and B are self-adjoint, then
sup{| Corρ(A, B) − Corρ(B, A) |: ρ ∈ D(H)} =‖ AB − BA ‖ .
Proof. On the one hand, for ρ ∈ D(H), ρ has the representation
ρ = ∑
i
λixi ⊗ xi,
where λi > 0, {xi} is a set of orthonormal vectors inH, and∑i λi = 1. Directly calculating,
| Corρ(A, B) − Corρ(B, A) |
=| Eρ(A∗B) − Eρ(A∗)Eρ(B) − Eρ(B∗A) + Eρ(B∗)Eρ(A) |
=| Eρ(AB) − Eρ(A)Eρ(B) − Eρ(BA) + Eρ(B)Eρ(A) |
=| Eρ(AB) − Eρ(BA) |
=| ∑i λi((AB − BA)xi, xi) |
‖ AB − BA ‖ .
Moreover, because that ρ ∈ D(H) is arbitrary, we have
sup{| Corρ(A, B) − Corρ(B, A) |: ρ ∈ D(H)} ‖ AB − BA ‖ .
On the other hand, it is clear that AB− BA is a normal operator since A and B are self-adjoint, hence
there exists a sequence {yj} of unit vectors such that ‖ AB − BA ‖= limj→∞ | ((AB − BA)yj, yj) | by
Lemma 5.1. Define ρyj by
ρyj = yj ⊗ yj.
We have
| Corρyj (A, B) − Corρyj (B, A) |=| ((AB − BA)yj, yj) |→‖ AB − BA ‖ (as j → ∞).
That is,
sup{| Corρ(A, B) − Corρ(B, A) |: ρ ∈ D(H)} ‖ AB − BA ‖ .
Finally, combining the two cases above, we get
sup{| Corρ(A, B) − Corρ(B, A) |: ρ ∈ D(H)} =‖ AB − BA ‖ . 
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In fact, Theorem 5.3 gives a characterization of the norm of the commutator of two self-adjoint
operators by using the ρ-correlation coefficients. Moreover, we have
Corollary 5.4. If A and B are self-adjoint, then Corρ(A, B) ∈ R for all ρ ∈ D(H) if and only if AB = BA.
Proof. Let A and B are self-adjoint. Observing that Corρ(A, B) ∈ R if and only if Corρ(A, B)− Corρ(B, A) = 0 for ρ ∈ D(H), it is obvious by Theorem 5.3. 
If we consider the spectra of A and B, we obtain
Corollary 5.5. If A and B are self-adjoint, then
sup{| Corρ(A, B) − Corρ(B, A) |: ρ ∈ D(H)}  1
2
(α1 − α2)(β1 − β2),
where α1 = max{α ∈ σ(A)}, α2 = min{α ∈ σ(A)}, β1 = max{β ∈ σ(B)} and β2 = min{β ∈
σ(B)}.
From the corollary 7 in [11] or [4] Corollary 5.5, is clear.
As the end of this paper, from Proposition 5.2, Theorem 5.3 and Corollary 5.4, we have the following
question.
Remark 5.6. What can we say about sup{| Corρ(A, B) − Corρ(B, A) |: ρ ∈ D(H)} for any pair A and
B of operators in B(H)?
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