We introduce ConceptVision, a method that aims for high accuracy in categorizing large number of scenes, while keeping the model relatively simpler and efficient for scalability. The proposed method combines the advantages of both lowlevel representations and high-level semantic categories, and eliminates the distinctions between different levels through the definition of concepts. The proposed framework encodes the perspectives brought through different concepts by considering them in concept groups. Different perspectives are ensembled for the final decision. Extensive experiments are carried out on benchmark datasets to test the effects of different concepts, and methods used to ensemble. Comparisons with state-of-the-art studies show that we can achieve better results with incorporation of concepts in different levels with different perspectives.
INTRODUCTION
With the advancement of digital cameras and smart phones, billions of images have been stored in personal collections and shared in social networks. Due to the limitation and subjectivity of tags associated with images, methods that can categorize images based on visual information are required to manage such a huge volume of data. On the other Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ICMR '14, Glasgow, Scotland Copyright 20XX ACM X-XXXXX-XX-X/XX/XX ...$15.00. hand, it is still a challenge to classify images when the number and the variety of images are large. Scene categorization has been attacked by many studies in computer vision and multimedia literature. Low-level features extracted over the entire image are commonly used to classify scenes, such as for indoor versus outdoor, or city versus landscape categorization [24, 26, 18, 21] . Recently, Oliva and Torralba proposed to represent scenes with a set of holistic spatial scene properties, which are referred to as Spatial Envelope, such as degree of naturalness, openness, roughness, etc [16] .
Histogram of quantized local descriptors, usually referred to as visual words, is shown as a simple but effective way for representation of scenes [20, 12, 2] as an alternative to global features. Spatial pyramid matching is proposed in [11] where histograms are computed for different levels of image partitions.
On the other direction, with the idea that semantics is not sufficiently captured by low-level features, object detector responses have been used as high-level representations [14, 13] . While the number of objects could reach to hundreds -thanks to recent availability of good detectors that can be generalized for a large variety of objects [6] -, the main drawback of object-based approaches is the requirement for manual labeling to train the object models. Moreover, it may be difficult to describe some image through specific objects.
Recently, use of attributes as mid-level representations has also gained attention [10, 25, 29] . Objects are described through a set of attributes that are shared between object categories, such as object parts (wheels, legs) or adjectives (round, striped). However, these methods also heavily depend on training to model human-defined attributes.
These problems bring us back to the discussion of semantic concepts for classification and retrieval of images and videos [8, 23] . How can we describe scenes through a set of intermediate representations? Should they correspond to only semantic categories? How many of those are required to capture all the details?
Let's consider the images in Figure 1 . The object names such as chair, table, floor, and the attributes such as wood are relatively easier to come up with in describing the scene. On the other hand, how much can we describe the image on the right with nouns or adjectives that can be learned through examples in training? How much information can be captured in both images through only low-level features such as the color or edge distribution?
We argue that, while the advantages of mid-or high-level semantic categories cannot be discarded, because of the high cost of training -even if we do not consider the question of definability-, it could be provided only in limited numbers. Therefore, low-level information, which is less-costly to obtain, should be taken advantage of. The main question is how can we melt representations with different characteristics in the same pool?
In this study, we introduce ConceptVision, in which we use the term concept for any type of intermediate representation, ranging from visual words to attributes and objects. We do not restrict ourselves with only semantic categories that can be described by humans, but consider also low-level representations. We handle the variations between different levels of concepts, by putting them into concept groups. Separate classifiers are trained for each concept group. The contributions of each concept group to the final categorization are provided in the form of confidence values that are ensembled through a set of methods for the final decision.
In the following, first we present our proposed method in Section 2. We describe the datasets used and discuss about the implementation details in Section 3. Section 4 shows our experimental results with ConceptVision and Section 5 provides comparisons with other methods.
OUR METHOD
As depicted in Figure 2 , ConceptVision brings the ability of using different levels of descriptors through the definition of concepts and concept groups. Low-level local or global descriptors could be quantized to obtain concepts in the form of visual words, and then concept group can be represented as Bag-of-Words. On the other hand, each object category could correspond to a concept, and as a whole the concept group could be represented through a vector of confidence values of object detectors.
ConceptVision is designed to allow the integration of different concept groups for classification. Note that our definition does not necessarily require concept groups to have any semantic meaning; we suppose that, with a capable combination technique, each concept group can add a different perspective for classification. Hence, the proposed framework tries to capture the perspective of each concept group and consider it during the final classification.
Our classification has two main parts; individual classification and ensemble of classifiers. Individual classification is applied to each concept group separately, and sequentially each classification result is combined in ensemble of classifiers stage before making a final prediction. Following sub-sections discuss these stages in more detail.
Individual Classification
To support our hypothesis of trying to examine the different perspectives of each concept group, we consider each group independently in the beginning. That is, we assume that the individual classification performance of a concept group has no effect on another, and should therefore be treated completely separately. This also allows us to have an agnostic classification method that can be used with any type of concepts.
In order to implement this idea, we train a separate, individual probabilistic classifier for each concept group. For a given image query, the role of each individual classifier is to give the probability of the image belonging to each class. In ConceptVision, we use probabilistic SVM as our classifier type. SVM is a popular classifier that is used widely in any area that involves machine learning. While the regular SVM outputs a single prediction class for a given query, a probabilistic SVM gives class-confidences, the probability of the query belonging to each class.
The individual classification phase is simple, and can be summarized in the following steps:
1. Collect the extracted concepts for each concept group using the training set.
2. Train a separate multi-class SVM classifier for each concept group.
3. During the testing phase, apply concepts extracted from test set to the corresponding trained probabilistic SVM model. Output of the model gives the probabilities of query images belonging to each class.
Ensemble of Classifiers
Ensemble of classifiers is the most important stage of our framework. After training a separate classifier for each concept group, we must be able to combine them properly before making a final decision. Before making any further advancement, we must first answer a simple question. How do we consider each individual classifier? Do we consider them equally, or do we assign more priority to some of them than others? And if latter, what criteria should we use to assign more priority to an individual classifier?
We first examine the first option, not assigning any priorities to individual classifiers and treating them equally. This approach would simply take outputs of each classifier and combine them without making any other operations. However, just after a brief pondering we can intuitionally detect some flaws or misjudgments with this approach. First of all, how can we guarantee that each individual classifier will perform well? In fact, we cannot guarantee anything with unknown data, and a single poor-performing classifier would have the same contribution in the final decision making process as a well-performing classifier. This would include many noisy factors for the final prediction making; therefore we decide to explore the second approach, giving priorities to each individual classifier.
This brings us to the second question, how do we decide which individual classifier gets which priority? To answer this question, we must find a way to have an estimate on how a classifier would work on general unseen data, so we can assign more weight to decisions of those that are expected perform well, and less weight to those that are predicted to perform poorly. We introduce the notation of concept-priority value. Conceptpriority value is a value which serves as an estimate on how each classifier would perform generally. We find this value by performing a k-fold cross-validation on the training set using each each classifier and assigning the average accuracy value as the concept-priority value of the corresponding individual classifier.
Now that we have a generalized estimation for the performance of each individual classifier, we can weigh their outputs accordingly. Probability outputs of each single classifier is multiplied by its concept-priority value. After obtaining the weighted class-confidence probabilities from each classifier, we ensemble them together in the final step. At the end, the class that obtains the highest value is selected as the final prediction. Different techniques considered for the ensembling will be discussed in Section 4.
In the following, we will describe the details of our implementation on the datasets we use.
IMPLEMENTATION
To demonstrate the ConceptVision idea, it is desired to include concepts at different levels. In order to eliminate effort for the manual labeling of objects or attributes, we take the advantage of two datasets where the semantic categories are already available in some form. We performed our experiments on two different datasets, MIT Indoor [19] and SUN Attribute Dataset [17] . MIT Indoor Dataset is a challenging scene dataset because of its large intra-class variations and cluttered scenes. SUN Attribute Dataset contains a large number of images in a variety of scene categories. MIT Indoor Dataset was an appealing option, because of its pretrained object models made available by Fei Fei Li et al. [14] . Sun Attribute Dataset meets our demands with its pre-trained 102 discriminative attribute classifiers.
MIT Indoor Dataset
MIT Indoor dataset contains 15620 images from 67 indoor categories. Categories do not have the same number of images, but each category has at least 100 images. Some of these categories are similar and hard to distinguish, such as kitchen and restaurant kitchen, corridor and lobby etc.
For our implementation in the MIT Indoor Dataset, we split the data into test and training sets using the recommended setup by its authors. We use 80 images from each class for training and 20 images from each class for testing. Our implementation on this dataset consists of using four concept groups. While our framework supports any number of concept groups, to demonstrate our idea, we have only used four different types of concept groups for the MIT Indoor Dataset. These concept groups are well-known low-level features like PHOW [1] , HOG [5] , and OPP-PHOW , besides the object detection confidence values.
PHOW
PHOW descriptors are based on SIFT descriptors, and are calculated in multiple scales by building a pyramid of descriptors. The default number of spatial levels for the pyramid is three. More information on PHOW descriptors can be obtained from [1] . We use Vedaldi's VLFEAT [28] implementation to extract dense PHOW descriptors. We set the "step" size, which is the number of pixels of the grid in which the PHOW descriptors are calculated, to 4 pixels, and generate a codebook of 2000 words using k-means clustering. Dense PHOW features of each image are quantized into to the bin representing the closest codeword, and each image is represented by a 2000-dimensional histogram.
HOG
Introduced by Dalal and Triggs in [5] , Histogram of Gradients (HOG) is a popular feature descriptor that is used widely in computer vision domain. HOG method finds gradient orientations on a dense grid of uniformly spaced cells on an image, and quantizes gradients into histogram bins. For extracting HOG features, we use Ludwig's implementation for [15] , which is also available online. Instead of resizing images, we divide them in a grid of 15 by 15 windows. Inside each window, there are 9 histogram bins to quantize gradients, resulting in a total of 2025 dimensional feature vector for each image.
OPP-PHOW
OPP-PHOW is very similar to PHOW descriptor which is described in Section 3.1.1, but the only difference is while regular dense PHOW descriptors are extracted at gray-level, OPP-PHOW features are extracted in Opponent color space. Opponent color space can be described with following conversion from RGB:
As we can see, channel O3 represents the intensity information while channels O1 and O2 represent the color information. SIFT-like features in opponent color space generally result in good performance and have useful properties that can be seen in [27] .
Object Confidence Vector
Our last set of features are object confidence vectors. We use previously trained object models that were trained for Object Bank [14] . Since we used MIT Indoor Dataset, only consisting of indoor scenes, we removed models for objects that would not be found in an indoor environment. As a result we were left with 166 object models.
Each trained object model has a trained threshold value, and an object is considered detected if its detection score is above that trained threshold. These threshold levels can be negative or positive values. In order to come up with a "confidence" score for a given detection, we find the difference between the detection score and the threshold value.
For a given image, we apply object models using sliding windows, and find the confidence score of each detection. If an object is detected more than once, then confidence scores for all the detections are added together. After this process, we obtain a 166 dimensional object confidence vector for each image, where each column of the object feature represents the confidence of an object in that image.
SUN Attribute Dataset
Sun Attribute Dataset is a large scale dataset consisting of more than 700 categories and 14,000 images. This dataset is a subset of the original SUN Database [30] built on the claim that scenes are continuous and cannot be categorized with strict boundaries. To support this claim, the dataset consists of more than 700 categories, which have 20 images each. Also, most of the categories are very similar to each other with little or no difference. This setup makes it extremely hard for scene recognition, caused by not having enough data for each category, and inter-class category similarity.
We decided to experiment on the SUN Attribute Dataset for two main reasons. Our first reason was that we wanted to work on a large-scale dataset with many images. Our second reason was, we also wanted a dataset that is designed to have a semantically higher-level feature representation, like object level representation we had for MIT Indoor Dataset. Sun Attribute Dataset provides pre-trained 102 discriminative attribute classifiers. Some of these attributes consist of function concepts, such as working, praying, or sports, materials concepts, such as cloth, snow, or grass, surface properties, such as glossy, rusty and dirty, and spatial envelope attributes like natural, stressful and cold. The dataset presents classifiers for each of these attributes, and given an image, these classifiers can return a confidence value of presence of that particular attribute in the given image.
In order to make the scene recognition in this dataset more feasible for our task, we have decided not to work with original 717 categories that only have 20 images each. We believe that recognition with that many categories with very small number of images is a different problem and requires nontraditional classification techniques that exceed the scope of this paper. Therefore, we have decided to use the images of SUN Attribute Dataset differently.
Original SUN Database has a hierarchy system to organize images. We have decided to use the images in the secondlevel hierarchy category that they belong to. Some of the examples of these categories are "indoor sport and leisure", "outdoor natural water, ice, snow", and "outdoor man-made sports fields, parks, leisure spaces". We have also observed that each image that belongs to "outdoor natural man-made elements" category also belongs to another category in the second hierarchy level, and since our goal is not implementing a multi-label classification, we have decided to ignore those images that belong to multiple classes. SUN Attribute Dataset dataset comes with a set of precomputed visual features that is available on its website. We have used two of these known low-level features as our concept groups. As our third concept group, we have additionally created a vector of attribute confidence values using the pre-trained attribute classifiers that were provided. To reduce to dimensionality of the pre-computed features, we have applied PCA, and kept the number of dimensions that provided at least 90% proportion of variance. In the following subsections, these features will be briefly described, (please refer to the original paper [30] for more details).
HOG
HOG features of this dataset are extracted in a dense grid with a step size of eight pixels. Each grid has a 31-dimensional descriptor, and 2 × 2 neighboring grids are combined to create a descriptor of 124 dimensions. Then, using the bag-of-words method, these descriptors are quantized into 300 visual words. This is calculated using a three-level spatial histogram, resulting in a total of 6300 dimensional vector. Additionally, we have used PCA to reduce the dimensionality of the HOG features to 1700 dimensions. This number of dimensions in the PCA space maintains proportion of variance of 90.2%.
SSIM
Self similarity descriptors [22] , were the second set of descriptors that we used for the SUN Attribute Dataset. These features were extracted using a step size of five pixels, in which the descriptors are calculated by the correlation map of 5 × 5 patches in windows with a 40-pixel radius. Then, they are quantized in 3 radial bins and 10 angular bins, resulting in a 30 dimensional feature vectors. As previously these features are quantized into 300 visual words using the bag-of-words technique. We apply PCA to SSIM features as well, reducing the dimensionality from 6300 to 1000. This reduction preserves 90.1% proportion of variance in the data.
Attribute Confidence Vector
Perhaps, the most tempting reason for us to use the SUN Dataset was its pre-trained attribute classifiers. We wanted to be able to use a higher-level feature representation along with low-level features; therefore we use these attribute classifiers to find the confidence of an attribute given an image. We then store all of these attribute confidences in a vector, resulting in a 102-dimensional attribute vector for each image.
EXPERIMENTS
This section discusses our experiments and their results, and is divided into two parts; self-evaluation and comparison with others. In the first sub-section, we discuss our experiments with different configurations of ConceptVision, and show their results. Then in the second part, we compare the results of our method with other methods and discuss the differences.
Self Evaluation
In order to evaluate ConceptVision thoroughly, see its behavior by making slight changes and find the most efficient and simple version of our method, we experimented with various modifications. In this section, we discuss each modification, and compare their results that we obtained using MIT Dataset. We recommend reader to revisit Figure 2 in order to have a visual representation of our framework before reading this section.
Evaluation Using Different Ensemble Techniques
This section presents the possibilities of using different ensemble methods to combine vectors from different concept groups before using a classifier to make a final decision.
Confidence Summation without Weighted Classifier Ensemble: This version of our framework simply sums the confidence values obtained from classifiers of different concept groups. For the scenario of eliminating the weighted classifier ensemble step, we treat each classifier with equal importance and do not consider any weighting to their results. This approach can be disadvantageous when one or more classifiers do not perform well with the test data, and effect the final prediction in a negative way.
Confidence Summation with Weighted Classifier Ensemble: This scenario is an extended version of the configuration presented in the first bullet of this sub-section. For this configuration, before combining the confidence values of each classifier in the summation step, we multiply each of them by the corresponding class priority value, which is explained in Section 2. Using this approach, classifiers that are expected to perform poorly would have less negative impact on the final decision, and classifiers that are expected to perform well would have more positive impact.
Ranking without Weighted Classifier Ensemble: To experiment with a different ranking method we integrate a classic ranking system [9] to combine different features. Instead of using exact confidence values, we sort the confidence values of each class and rank each class in the order of preference. If we assume there are m classes, the class with the highest confidence receives the rank m, while the class with the lowest confidence receives 1. This quantizes the rank of each class to a whole number, but some information about the classifier results can be lost by avoiding the exact probabilities of each class. In our experiment, instead of summing up exact confidence values; we sum their ranks to come up with a final decision.
Ranking with Weighted Classifier Ensemble: This variety of ensemble methods weighs the class ranks from classifier by its concept-priority value, in order to avoid the possible issues that can rise from treating each classifier equally. As described in confidence summation with weight- Two-Layer Classifier as Ensemble: Another approach to combine results of individual classifiers is using another classifier as the ensemble method. The input of this classifier would be the output of the previous classifiers concatenated together. This approach has a danger of over-fitting on the second classifier.
The comparison of these approaches for SUN Attributes Dataset and MIT Indoor Dataset can be seen in Figure 3 and Figure 4 respectively. We can see that although changing the ensemble method did not have much effect in the Sun Attribute Dataset, the results of the MIT Indoor Dataset are more distinct. In MIT Indoor, ensembling concept groups using confidence summation and weighted methods is clearly more advantageous than using a ranking system or a nonweighted system. Using confidence-based methods reduces the probability of losing information classifier information, and class-priorities give each classifier their assumed generalized performance rate. We can argue for the same trend in SUN Attribute Dataset, but the difference of accuracies in SUN Attribute Dataset is much less. Two-layer Classifiers gives us the worst results for both datasets, because the second level classifier is extremely prone to over-fitting the output of the first layer classifier during the training stage, hence not working well in the testing stage.
Evaluation Using Different Number of Concept Groups
The second different set of experiments we performed on ConceptVision was done by changing the number of different concepts used in each dataset. The extracted concepts and their implementation are explained in Section 3.1.2 of this paper. For individual classifiers, we use probabilistic SVM, and for ensemble of classifiers phase, we use the weighted versions of methods discussed in Section 4.1. both datasets are reported in Figure 5 .
Based on our experiments, we can also observe that the accuracy of the classifier also generally increases as we add more concept groups to our system. For both datasets, we obtain the best results by using the highest amount of concept groups. This can serve as a proof that the combination features from completely different concept groups can be beneficial to the overall classifier, and that our method makes use of this relation in a meaningful way.
Evaluation Using Different Classifiers
For this set of experiments, we used a fixed ensemble configuration and changed the type of our classifier in order to observe any different behaviors. We originally designed ConceptVision considering the popular Support Vector Machine classifier, however we believe it would also be necessary to see the performance of our framework using different classifiers. To test our framework, we also use Random Forests [3] and Ada-Boost [7] .
Ada-boost is a famous ensemble method relying on the ensemble of weak classifiers (ID3, Decision Stumps). Each weak classifier is weighted iteratively with respect to its classification accuracy compared to preceding ones, and they are trained with a weighted boosting approach where the probability of an instance being selected is proportional to its hardness of classification. Ada-boost is applied to different disciplines as well as the Computer Vision problems with good success. On the other hand, Ada-boost is sensitive to noise and divergence of the instances of the learning problem. Therefore, it might be a reasonable assumption that some clarification problems are not suitable to apply Ada- boost. Random Forests [3] is a descendant of Ada-boost that also uses the group of different Decision Trees. Each decision tree is branched up to leaves by a randomly chosen subsample of the training data and each node is selected by any measure that considers randomly sampled features from the whole feature space. In that respect, Random Forests expects good accuracy rate by utilizing the randomness for generalization over test data. The success of Random Forests is also strongly dependent on the distribution of instances over feature space and it also needs a good training set to capture variations of regularities.
For these two experiments, ensemble of SVMs gives better Method Accuracy Feature Concatenation 9.48% OB-LR [14] 37.6% ConceptVISION 40.9% 
Comparison with Other Studies
In this section we compare the results of ConceptVision from Section 4.1 with some of the other methods used in literature. Since the Sun Attribute Dataset is relatively recent and there are not many experimental results with it in the literature, we make our comparisons using the results obtained from MIT Indoor Dataset. You can see the comparisons on Table 3 , and see the detailed explanations of the compared methods in the following sub-sections.
For comparing with other methods, we designate the feature concatenation method as our baseline, and also compare ConceptVision with Object Bank [14] , which we consider the state-of-art.
Object Bank
In the area of scene recognition, Object Bank [14] is a well known method with the idea of having a higher semantic level description of images, exposing scene's semantic structure similar to human understanding of views. OB uses the confidence values of bag of object filters passed over images, and thus lower level information of an image is passed over to the higher level, in objects domain. Scenes are filtered with different scales and spatial levels; hence a very high dimensional feature vector for each scene is obtained. In fact, with the configurations specified at the original paper, one can get a feature vector that is as much as 42588 dimensional. Although the dimensionality might be considered a drawback of the OB, high dimensional representation of the images gives the ability of using simpler linear classifiers other than more complex varieties with relatively better classification accuracy.
As it is pointed above, a flaw of the OB is its very high dimensional feature vectors for representation of images, and it causes processing and storage constraints. This makes the application of OB to large scale data not very scalable.
Feature Concatenation
Lastly, classical method to combine different concepts or features is to just concatenate them horizontally. This method is extremely simple and widely used, but it can have many disadvantages, such as resulting features being in very high dimensions. Also, combining features from very different concepts, such as low-level and high-level features, does not necessarily add any meaning for classification purposes, and can provide low results.
Results Comparison
When comparing our results with those of Object Bank and feature concatenation on MIT Indoor Dataset, we can see that our method performs better than Object Bank. Results of the comparison can be seen Table 2 . The results of feature concatenation performing poorly are not surprising, as we had expected a large concatenation of features from different levels not to perform well. In the second comparison, our method performs actually better than Object Bank on this dataset, without having an as complex object representation as Object Bank does. This shows us that, when combining different concept groups from different levels, their resulting accuracy can be higher than using one of the concepts groups.
DISCUSSION AND FEATURE WORK
We proposed ConceptVision as a framework for combining concept groups from many different levels and perspective for the purpose of scene categorization. The proposed framework provides flexibility for supporting any type of concept groups, such as those that have semantic meanings like objects and attributes, or low-level features that have no meanings semantically but can provide important information about the structure of an image. There is no limit in the definition of concepts, and it is easy to be expanded through inclusion of any other intermediate representation describing the whole or part of the image in content or semantics.
Although our work can be further improved in many ways, the experimental results from Section 4 look very promising. We show that individual concept group classification accuracies are lower compared to their combination with ConceptVision framework. Furthermore, as we improve the number of concept groups that are used, we also obtain higher accuracies. This can be seen especially in the MIT dataset, where even a concept group like the object representation, which has a poor accuracy overall, increases the overall accuracy when combined with the other low-level features.
Another conclusion we can derive from our experiments is that weighting the results of each individual classifier by its class-priority value also improves the overall accuracy. This can also be seen by our experiments, where the weighted versions of both ensemble methods provide better results than their non-weighted version for both datasets.
Although we are encouraged by its results, we must also express that ConceptVision is far from perfect and there are many improvements that can be made on top of it. Our framework examines each concept group on the same level, by assuming that their classification models are completely independent from each other. We can extend our framework by modifying this idea, and establishing dependence between each concept group by their semantic meanings. This way, we would still be able to incorporate all kinds of concepts groups from different levels, but we would use them in different hierarchical levels in more meaningful way.
