Abstract-Validation is highly important in parallel application simulations with a large number of parameters, a process that can vary depending on the structure of the simulator and the granularity of the models used. Common practice involves calculating the percentage error between the projected and the real execution time of a benchmark program. However, this coarsegrained approach often suffers from a parameter insensitivity problem in regions of high-dimensional parameter space. In this work we demonstrate the use of our fine-grained validation toolset to capture and compare the statistical characteristics of a parallel application's execution. It is the first toolset to apply fine-grained statistics to large-scale simulation validation, and our experimental evaluation shows that it offers a significant improvement in fidelity when compared to validation using total execution time.
I. INTRODUCTION
Building a system simulator is a well-known approach to predict the performance of large-scale parallel applications. Performance projections can be produced by executing the application in a simulated environment comprised of software models in place of hardware components. To fully capture the interactions between computation and communication in hardware and software components, system simulators usually evolve into large software packages comprised of several layers of modules with dozens of input parameters. Such complexity makes the task of establishing a simulator's accuracy a challenging problem. In this work we present the first validation toolset that aims to capture and compare finegrained execution details.
1 It consists of a trace analysis tool that decomposes execution time into finer granularity, a trace comparison tool that quantizes the disparity between corespondent metrics of two executions, and a visualization tool that renders the analysis and comparison results in intuitive graphs. The analysis process takes into account five groups of statistical data profiled from program traces: overall traffic and timing, per-node traffic and timing, MPI function histogram, collective synchronization and node-to-node communication. Although a trace file, such as one collected with the DUMPI format [5] , can itself provide thorough details about the execution, comparing two traces directly is difficult because the 1 The validation toolset is now part of the SST/macro simulation framework and can be downloaded from http://sst.sandia.gov/using sstmacro.html. An early version of the stand alone toolset and demonstration video can be downloaded from http://cse.eecs.ucf.edu/download.php?approval=417740585 relevant information is scattered among a large volume of data. Our statistical metrics aggregate the relevant information from the traces and provide a scalable and lightweight overview of the application's execution details. We verify the improved fidelity over total execution time is by conducting a hardware model validation experiments on the SST/macro simulation framework [5] .
II. RELATED WORK
Although literature on MPI simulation contains rigorous discussion on the evaluation methods applied to establish the reliability of the results, to the best of our knowledge, there is no dedicated toolset addressing fine-grained simulation validation. Most simulation frameworks evaluate accuracy in terms of total execution time [1], [3] , [4] , [11] , where the projected execution time is compared against the real execution time and the error of the simulation is denoted by a percentage ratio. While the total execution time is one of the most important artifacts in a simulation environment, it lacks the fidelity (the ability to identify execution details) and the coverage (the ability to encompass all aspects of execution) to serve as a metric for fine-grained simulation accuracy. Our approach allows the exploration of performance characteristics with a waring degree of granularity, which facilitates the study of interdependence between inter-node and intra-node performance optimization strategies.
On the other hand, performance studies based on scrutiny of event traces is not new. Webber et al. [9] propose a trace comparison algorithm that aligns the traces of similarly behaving applications. They adopt a sequence alignment algorithm to align and compare the traces event-wise. Profilers like IPM [10] and mpiP [8] have been extensively used for optimization of parallel application. Vampir [6], Scalasca [2], and TAU [7] are some of the well known comprehensive tracing tools. Our toolset bears resemblance to the above approaches in that it captures execution details and allows manual inspection of runtime characteristics. The key difference is that our toolset prepare statistics pertaining to hardware parameters in matrix format, which facilitates quantitative comparison of traces from multiple dimension. This is essential in simulation validation tasks and brings a step toward automating the simulation tuning process.
III. FINE-GRAINED VALIDATION TOOLSET
The core validation toolset consists of two loosely coupled component: a Trace Analysis Tool (TAT) and a Trace Comparison Tool (TCT). The validation process takes as input two traces and quantizes the error between them. In the case of hardware model validation, these two traces come from executing the benchmark on the real machine and the simulator respectively. An additional Trace Visualization Tool (TVT) helps render the analysis and comparison results in graphs. The tools, which are implemented in C++, are coupled together by a common XML format, facilitating both standalone invocation and scripted automation.
A. Trace Analysis Tool
TAT extracts five groups of statistics from each input trace, which are used as the fine-grained evaluation metrics. It transforms the trace files (in binary format) into statistics report files in XML format. Each statistics group is a modular entry in the report file. The advantage of this structured file format is that new entries can be added without interfering with the existing ones. This allows us to tailor the analysis process according to the simulation framework used. The core analysis process decomposes timing information from trace files along different dimensions to obtain zoom-in views of the same data. This process also strikes a balance between granularity and noise. By aggregating the information, we quash the noise in isolated function records and distill statistically significant characteristics.
For the rest of the paper, we represent the number of nodes by N , the number of MPI functions by F , the number of collective phases by S, and the total number of occurrence of a function by M . We also use subscript i, j, k, l to identify the node, function, occurrence, and collective phase respectively.
The first metric is the overall traffic and timing, which lists total block time (BT ) and compute time (CT ) given by :
where T i,j,k denotes the block time of the function j on node i occurring for the kth time. Block time is the amount of time spent on blocking communication calls. Comparing with total execution time, listing both block time and compute time breaks down timing granularity, allowing us to capture the communication and computation performance separately. The second metric, per-node traffic and timing, decomposes the timing by node. The timings for each node form a 2 × N matrix:
where (BT ) and (CT ) denote block time and compute time respectively.
These breakdown statistics reflect the load balancing among the nodes, because we expect an accurate simulation to also reproduce the deviation among the nodes. The third metric is the MPI function histogram. For each profiled MPI function call, we record the total block time on each node (BT ).
The block time of all functions on all nodes forms a F × N matrix:
The fourth metric is the collective synchronization. We define a collective phase as an interval of program execution between two consecutive collective MPI calls. Unlike point-to-point functions, collective functions operate on every node within a communicator, and they effectively act as the barriers that synchronize program execution across all nodes. The sequence of collective function calls between MPI_Init and MPI_Finalize divide the whole execution into numbers of synchronization phases. The time interval of these phases on all nodes also forms a matrix:
where ST i,l denote the time of a single collective phase l on node i. The last metric is the node-to-node communication, which shows the communication timing among all pairs of nodes. Node-to-node timing forms a N × N matrix:
where BT ii denotes the total communication time between two nodes i, i .
B. Trace Comparison Tool
TCT computes the element-wise percentage difference on a per-group basis between the extracted metrics. It produces trace comparison report in a structured format similar to the report of TAT. For each metric obtained from the trace analysis process, we first compute the element-wise percentage difference and then take the average as final error:
Unlike percentage error, percentage difference only measures magnitude and is completely symmetrical. This can be observed from |x − r| = |r − x|. The symmetric error function is important when comparing two simulated executions. We have no prior knowledge to prefer one over the other, and we expect the same error regardless which one is used as the reference. 
IV. EXPERIMENTAL EVALUATION
Using our validation toolset, we conducted a preliminary evaluation of the simulation accuracy of the SST/macro simulation framework against Hopper -a Cray XE6 cluster with Gemini interconnect 2 . SST/macro is a coarse-grained system simulator that supports both on-line and off-line simulations. When it is driven by a trace file in off-line mode, the simulator accepts both the standard Open Trace Format (OTF) and its custom DUMPI 3 format. We prioritize the support of the DUMPI trace format because of its performance advantages over OTF. Support for other formats is also possible since we isolate the trace file interface from the core analysis and comparison module.
We choose miniMD and coMD from the Mantevo package the applications on Hopper using 64, 128, 256, and 512 nodes, and then collect a set of simulation traces by replaying the reference traces on SST/macro with a wide range of hardware parameters. Due to the page limit we show part of the results in this paper. Figure 1a shows the error given by total execution time as we conduct the simulation in the parameter space consisting FMA (fast memory access) injection bandwidth and FMA injection latency. The fast memory access (FMA) path is one of communication paths provided by the Geminis network controller, which is optimized for small messages. In this experiment, we start from a nominal parameter set and change the bandwidth/latency values while keeping other parameters the same. We sample 20 FMA bandwidth values ranging from 0.1 to 250GB/s, and 20 FMA latency values from 0.01 to 10μs The whole parameter space consists of 400 (20 by 20) value pairs. We observe that the magnitude of error decrease monotonously as the FMA bandwidth decreases. With the nominal value of FMA bandwidth being 7GB/s, this is an indication that total execution time cannot serve as a reliable accuracy evaluation metric.
