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Abstract
In this paper we study the transformations linearizing isochronous
centers of planar Hamiltonian differential systems with polynomial
Hamiltonian functions H(x, y) having only isolated singularities. As-
suming the origin is an isochronous center lying on the level curve
L0 defined by H(x, y) = 0, we prove that, there exists a canonical
linearizing transformation analytic on a simply-connected open set Ω
with closure Ω = R2, if and only if, L0 consists of only isolated points;
furthermore, if the origin is the unique center, then the condition
that L0 consists of only isolated points implies that the corresponding
canonical linearizing transformation can be analytically defined on the
whole plane.
Keywords: isochronous center; Hamiltonian systems; canonical lin-
earizing transformation; commuting system.
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1 Introduction and main results
Isochronous center is one kind of the most interesting singularities of inte-
grable differential systems and has been studied extensively for decades (see,
e.g., [1, 6, 10] and references therein), especially for polynomial Hamiltonian
differential systems as follows:(
dx
dt
dy
dt
)
=
(
−Hy
Hx
)
, Hx =
∂H(x, y)
∂x
, Hy =
∂H(x, y)
∂y
, (1)
where the Hamiltonian function H(x, y) = (x2+y2)/2+h.o.t. is a polynomial
of degree n in R[x, y] such that all of its singularities are isolated. Clearly
the origin O is a center and its period function is defined through the period
of each periodic orbit inside the period annulus. If the period function is
constant, then the center is conventionally called isochronous.
The isochronicity of Hamiltonian systems, as a special case within the
more general category, is a very subtle problem and has been characterized
completely only for very few families. It is proved in [2] that in the potential
case the unique polynomial isochronous center is the linear one. When the
Hamiltonian function takes the form H(x, y) = F (x) +G(y), it is proved in
[4] that the unique isochronous center turns out to be the linear one, too.
For polynomial Hamiltonian systems, due to [11], the quadratic isochronous
centers have been classified completely. In [5, 9], isochronous centers for
n = 4 are investigated with a corresponding classification. In addition, it
has been shown, see, for example, [3, 7], that Hamiltonian systems have no
isochronous centers if they have homogeneous nonlinearities. Some other
related results can be found in, e.g., [6, 9] and the references therein.
Notably the isochronicity is closely related with the linearizibility of a cen-
ter. For system (1), it is well known that(see [12]) the origin is an isochronous
center of period 2pi if and only if there there exists a canonical transformation
Φ : (x, y) 7→ (u(x, y), v(x, y)) (2)
analytic in a neighbourhood of the origin transforming system (1) to a linear
system (
du
dt
dv
dt
)
=
(
−v
u
)
, (3)
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where u(x, y) = x + h.o.t., v(x, y) = y + h.o.t.. Here a transformation Φ is
called canonical if its Jacobian determinant is constant. Given the above
forms of u and v, this constant is equal to 1, i.e.
det
(
∂(u, v)
∂(x, y)
)
= det
(
ux uy
vx vy
)
= 1.
Note that a canonical linearizing transformation Φ implies the following equa-
tion holds
u2(x, y) + v2(x, y)
2
= H(x, y), (4)
which means that Φ maps the level curve
Lh = {(x, y) : H(x, y) = h} (5)
onto the circle
Sh = {(u, v) : u
2 + v2 = 2h}.
There may also exist non-canonical transformations changing a Hamiltonian
system to another Hamiltonian system, see, e.g., [13].
In general the analytic transformation Φ is well defined locally. The ques-
tion whether or not it can be defined globally is very important in the study
of the global topological structure of an isochronous center. For example, the
global existence of a canonical linearizing transformation implies that there
are no isochronous centers for system (1) with odd n(see, e.g. Theorem 1 of
[9]). This fact provides strong support to the negative answer to the follow-
ing open question(see [8]): Does there exist a planar polynomial Hamiltonian
system (1) with odd n having an isochronous center? From the proof of the
following theorem, we can also obtain the same conclusion to Theorem 1 of
[9](see Corollary 1 below).
In this paper, we study the global existence of a canonical linearizing
transformation for system (1), and obtain the following two theorems to
characterise some properties of the domains where the transformation can
be defined well.
Theorem 1. For system (1), if the origin O is an isochronous center, then
there exists a canonical linearizing transformation Φ analytic on a simply-
connected open set Ω ∋ O with the closure Ω = R2, if and only if, L0 consists
of only isolated points.
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When the origin is the unique center of system (1), we have a further
result as follows.
Theorem 2. For system (1), if L0 consists of only isolated points, and the
origin is the unique center which is isochronous, then there exists a canonical
linearizing transformation analytic on the whole plane.
To prove the above theorems, the key tool is highly based on the existence
of a special system commuting with system (1). So we first introduce some
properties about it.
2 Commuting systems
Definition 1. We call that two differential systems on R2(
x˙
y˙
)
=
(
Fi(x, y)
Gi(x, y)
)
, i = 1, 2,
commute with each other, if the corresponding vector fields
X1 = (F1(x, y), G1(x, y)), X2 = (F2(x, y), G2(x, y))
commute with each other, that is, their Lie bracket
[X1, X2] =
(
∂F2
∂x
∂F2
∂y
∂G2
∂x
∂G2
∂y
)(
F1
G1
)
−
(
∂F1
∂x
∂F1
∂y
∂G1
∂x
∂G1
∂y
)(
F2
G2
)
= 0.
Taking advantage of the Jacobian matrix
J =
∂(u, v)
∂(x, y)
=
(
ux uy
vx vy
)
of canonical transformation Φ, we can construct a new system(
dx
ds
dy
ds
)
= (J⊤J)−1
(
Hx
Hy
)
, (6)
possessing the following good properties which can be achieved easily by the
directly computation and the following equations from relation (4)(or, see
[1]):
J⊤
(
u
v
)
=
(
ux vx
uy vy
)(
u
v
)
=
(
Hx
Hy
)
,
and here we use s to represent its time variable in order to distinguish from
the time variable t of system (1).
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Property 1. Assuming that the canonical linearizing transformation Φ can
be well defined on an open set E containing the origin, then on E we have
1. system (1) and system (6) can be linearized simultaneously by Φ, that
is, system (6) can also be transformed by Φ to a linear system(
du
ds
dv
ds
)
=
(
u
v
)
;
2. system (6) commutes with system (1);
3. system (6) and system (1) have the same set of singularities;
4. the two vector fields induced by system (6) and system (1) respectively
are transversal at any non-singular point.
3 Proof of theorems
Proof of Theorem 1. We first prove the necessity. Let Ω be a simply-connected
open set with Ω = R2 where the canonical linearizing transformation Φ can
be analytically defined well. Denote by N the set of non-isolated points on L0.
Suppose N 6= ∅. Noticing that L0 is algebraic, the real plane is divided into
at least two disjoint open sets by N , while Ω is simply-connected, so N * ∂Ω,
that is N
⋂
Ω 6= ∅. Then all points of N
⋂
Ω are mapped to the origin of the
(u, v)-plane by Φ, which is ridiculous because Φ is a local homeomorphism
on Ω.
For the sufficiency, denoting by Λ0 the set of finite singularities of system
(1) except the origin, we take a polyline P starting from a point in Λ0 ending
at infinity, such that the vertex set is Λ0 and there has no loop in P. If
Λ0 = ∅, then P = ∅. We will show that, Φ can be defined well on R2 −P.
We start from a small simply-connected open set Ω0 bounded by a period
orbit near the origin, where the canonical transformation Φ is well defined.
This Ω0 exists due to that Φ can be well defined locally. Assume ∂Ω0 ⊆ Lh0
for some a h0 6= 0.
For any a non-singular point p ∈ Lh0 of system (1), there exists a local
invertible change of variables τp : (h, t) 7→ (x, y) defined on a sufficiently
small disk Dp centered at p, where t represents the time variable of system
(1), such that τp(h0, 0) = p and τp(h, 0) = γp, where γp ⊆ Dp is a line segment
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passing through p transversal to vector field (1) at p, e.g, we can choose γp
tangent to the gradient field (Hx, Hy) at p. Clearly τp is analytic locally,
because it is the solution of system (1) containing a parameter h with the
initial value condition (x, y) = (x(h, 0), y(h, 0)) at t = 0, which is analytic in
h for the reason that it is the restriction of (x, y) on γp.
To avoid too many notations, we still denote by u(h, t) and v(h, t) respec-
tively u(x(h, t), y(h, t)) and v(x(h, t), y(h, t)).
Given a point p ∈ ∂Ω0, let Ap be the limit set of Φ(γp
⋂
Ω0), then we have
the following
Lemma 1. Ap
⋂
Sh0 consists of only one point.
The proof of this lemma will be given after the proof of Theorem 1. Notice
that if one sets Φ(p) = Ap
⋂
Sh0 , then one can see that Lemma 1 provides a
way to extend the definition of Φ to the point p continuously along γp
⋂
Ω0.
In fact, one can further extend the definition of Φ to a sufficiently small
neighborhood of p analytically in the following way.
Let (U, V ) = (f(h0, t), g(h0, t)) be the solution of ordinary differential
equations(ODEs for short) (
dU
dt
dV
dt
)
=
(
−V
U
)
(7)
on functions U(h, t) and V (h, t) containing a parameter h with the initial
value condition
(f(h0, 0), g(h0, 0)) = (up, vp)
when h = h0, here (up, vp) is the coordinate of point Ap
⋂
Sh0. Obviously
f(h0, t) and g(h0, t) both analytically depend on t. Then we can extend the
definition of Φ to ∂Ω0 near p by
Φ(ϕt(p)) , (f(h0, t), g(h0, t)), (8)
for sufficiently small |t|, where ϕt(·) represents the flow map associated to
system (1), i.e. for any point a ∈ Ω0, ϕ
t(a) takes the value at t of the
solution of system (1) with initial value a when t = 0. Clearly this extension
is continuous.
Next denote by (u˜(h, t), v˜(h, t)) the solution of ODEs(
dU
dh
dV
dh
)
=
(
U
2h
V
2h
)
(9)
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containing a parameter t with the initial condition
(u˜(h0, t), v˜(h0, t)) = (f(h0, t), g(h0, t)),
where ODEs (9) comes from the following equations(
dU
ds
dV
ds
)
=
(
U
V
)
by the change of variable s 7→ h determined by the relation
U2 + V 2
2
=
C1e
2s + C2e
2s
2
= h
with two constants C1 and C2 near h0. According to the analytic dependence
on initial values and parameters of the solution for ODEs, u˜(h, t) and v˜(h, t)
both analytically depend on h and t in a sufficiently small neighbourhood
D′p ⊆ Dp of p. Then we can define a new analytic transformation Φ˜(x, y) by
Φ˜(x, y) , (u˜(h(x, y), t(x, y)), v˜(h(x, y), t(x, y)), ∀(x, y) ∈ D′p.
According to Property (P1) and equation (8), (u(h, t), v(h, t)) is also a
solution of ODEs (9) on Ω and coincides with (u˜(h, t), v˜(h, t)) on ∂Ω0. By
the uniqueness of the solution for the initial value problem of ODEs, Φ˜ is
equal to Φ on D′p
⋂
Ω0, i.e., Φ can be extended to Ω0
⋃
D′p analytically.
Now we assume that Φ has been well defined analytically on Ω′
0
= Ω0
⋃
D′p.
Let Ω1 =
⋃
q∈Ω′
0
ξq, where ξq is the trajectory of system (1) passing through
q ∈ Ω′
0
such that it is taken the whole continuous component of the trajectory
if ξq
⋂
P = ∅, else a continuous part from q to the intersection of ξq and
P(excluding this point). Then Ω1 is still open and simply-connected. One
can define the transformation Φ on Ω1 as follows:
Φ(ϕt(q)) , ϕt∗(Φ(q)), ∀q ∈ Ω
′
0,
for any t such that ϕt(q) ∈ Ω1, where ϕ
t
∗(·) represents the flow map associated
to system (3), i.e. for any point b ∈ Φ(Ω′
0
), ϕt∗(b) takes the value at t of the
solution of system (3) with initial value b when t = 0. It is not difficult to
see that this Φ is canonical on Ω1, because its components u(h, t) and v(h, t)
satisfy the ODEs (7) and (9).
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Note that ∂Ω1 consists of only the trajectories of system (1) and points
in P. If ∂Ω1 6⊆ P, then one can repeat the above steps at a point p ∈ ∂Ω1
but p 6∈ P. Finally Φ can be extended to a simply-connected open set Ω with
∂Ω = P. Obviously Ω = R2, so the theorem is proved.
Proof of Lemma 1. Suppose otherwise, i.e. suppose there are at least two
points q1 and q2 in Ap
⋂
Sh0, then there exists a continuous arc σ of Sh0 from
q1 to q2 in Ap
⋂
Sh0 , for the reasons that h monotonically depends on s and
Φ preserves the orientation of two given vector fields.
For any point q′ ∈ σ, q′ 6= q1, q2, with coordinate (uq′, vq′), denote by
(f ′(h0, t), g
′(h0, t)) the solution of ODEs (7) with initial value
(f ′(h0, 0), g
′(h0, 0)) = (uq′, vq′),
then by the solution (u′(h, t), v′(h, t)) of ODEs (9) with initial value
(u′(h0, t), v
′(h0, t)) = (f
′(h0, t), g
′(h0, t)),
one can obtain another analytic transformation Φ′ defined in a sufficiently
small neighbourhood D2 ⊂ Dp of p by
Φ′ : (x, y) 7→ (u′(h(x, y), t(x, y)), v′(h(x, y), t(x, y))).
Clearly Φ′ linearizes system (6), i.e., changes system (6) to a linear system(
du′
ds
dv′
ds
)
=
(
u′
v′
)
. (10)
Besides, we will show that it also linearizes system (1). Assume system (1)
is transformed to the following(
du′
dt
dv′
dt
)
=
(
F (u′, v′)
G(u′, v′)
)
, (11)
then we assert that (F,G) = (−v′, u′) for the following reasons. Note that
system (11) and the linear system(
du′
dt
dv′
dt
)
=
(
−v′
u′
)
, (12)
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both commute with system (10), and have a common trajectory u′2+v′2 = h0,
which results in that all of their trajectories are the same, i.e. they are
equivalent orbitally. So there exists a continuous function λ(u′, v′) such that
(F,G) = (−λv′, λu′). By the commutativity of system (11) and system (10),
λ satisfies ∂λ/∂u′ = ∂λ/∂v′ = 0 and the initial condition λ = 1 when
u′2 + v′2 = h0, thus λ ≡ 1, i.e., the assertion has been proved.
Due to that Φ′(γp) is continuous at p and q
′ is a limit point but not
q1, q2, we have Φ(γp)
⋂
Φ′(γp) 6= ∅. For a point q3 ∈ Φ(γp)
⋂
Φ′(γp) with
coordinate (u3, v3), let (f3(h3, t), g3(h3, t)) be the solution of ODEs (3) with
initial value (f3(h3, 0), g3(h3, 0)) = (u3, v3), where (h3, 0) is the coordinate
of Φ−1(q3)
⋂
D2 = Φ
′−1(q3)
⋂
D2, consequently we have obtained two differ-
ent solutions (u, v) and (u′, v′) for ODEs (9) with the same initial value
(f3(h3, t), g3(h3, t)) when h = h3, this contradicts to the uniqueness of the
solution of ODEs with the initial value condition.
Remark 1. Note that the proof of the necessity of Theorem 1 is also valid for
the more general H(x, y) which can have non-isolated singularities. Obviously
if H(x, y) is a polynomial of odd degree, then there must exist non-isolated
points on L0. So we have the following corollary which is equivalent to The-
orem 1 of [9].
Corollary 1. For polynomial Hamiltonian system (1) with odd n, if the
origin is isochronous, then the corresponding canonical linearizing transfor-
mation can not be defined well on the whole plane.
Proof of Theorem 2. By Theorem 1, we can assume the canonical linearizing
transformation Φ is well defined in a simply-connected open set Ω with ∂Ω =
P. The aim of the theorem is to show Λ0 = ∅. Suppose otherwise. Let
p0 ∈ Λ0 is the beginning point of P, then p0 is neither a center by the
assumption of the theorem, nor a node due to that system (1) is Hamiltonian,
therefore in Ω there exists at least one separatrix ξ0 passing through p0.
Clearly by the proof of Theorem 1, the boundary P can be replaced by a
piecewise smooth curve with the same vertex set Λ0. So, without loss of
generality, we can assume ξ0 ⊆ P in a sufficiently small neighbourhood D0 of
p0. Then there exists another trajectory ξ1 of system (1) tending to p0 when
t→ +∞ or t→ −∞. This implies that there exists a trajectory η of system
(6) tending to p in D0 − ξ0 by Property 1.
By the commutativity of system (1) and system (6), for any time t, ϕt(η)
is still a trajectory of system (6). Due to that p0 is singular of system (1),
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for any point b ∈ η sufficiently closed to p0, the length of the trajectory of
system (1) from b to ϕt(b) vanishes when b→ p0, i.e., ϕ
t(η) also tends to p0.
This implies p0 is a singularity of node type for system (6), consequently it
is a center of system (1), which leads a contradiction.
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