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Detecting Algebraic Curves in Bad Position
K. KALORKOTI†
School of Computer Science, University of Edinburgh, Edinburgh EH9 3JZ, U.K.
Two affine algebraic curves over the complex numbers are in bad position if they have
at least two distinct common points on some vertical line, i.e. for some α ∈ C there
are distinct β1, β2 ∈ C such that (α, β1) and (α, β2) are common points of the curves.
We describe a method for detecting this situation and use it to develop an algorithm
for finding the common points of two algebraic curves along with their multiplicities.
We also give a worst case runtime analysis for the two algorithms and include a brief
comparison of the second one with an approach using Gro¨bner bases.
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1. Introduction
Two affine algebraic curves over the complex numbers are in bad position if they have
at least two distinct common points on some vertical line, i.e. for some α ∈ C there
are distinct β1, β2 ∈ C such that (α, β1) and (α, β2) are common points of the curves.
Sometimes it is useful to qualify this definition by restricting the values of x to some set.
If two curves do not have a common component then they have only finitely many points
in common and so there is a change of coordinates that puts the curves in good (i.e. not
in bad) position. Once the curves are in good position their common points can be found
more easily; the price we pay is the very likely loss of any sparseness in the input data.
In this paper we describe a method for testing curves to see if they are in good
position (assuming that the coefficients of their defining polynomials are rational). All
the calculations are with polynomials with integer coefficients. Assuming that the curves
are in good position, we show how to exploit the information gained by the test in order
to find the (finite) common points of the two curves along with their multiplicities. (It
is easy to extend the method to find common points at infinity but this usually requires
a change of coordinates; we discuss two approaches.) Of course if the curves are not
in good position we can change coordinates to put them in good position. For general
background on curves see Walker (1978) or Abhyankar (1990).
We present a complete worst case runtime analysis of the two algorithms as well as
experimental results. We also briefly compare the method for computing common points
with an approach due to Lazard (1985) using Gro¨bner bases.
This paper was motivated by the work of Sakkalis and Farouki (1990) where the
idea of separating the singularities of a curve along the x-axis is used. Their method
relies on subresultant computations and the authors warn that “for singular points of
high multiplicity or complex structure, the degree and coefficient size of intermediate
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expressions may be overwhelming” (unfortunately no analysis or experimental runtimes
are given). The separation of singularities along the x- or y-axis is also useful in
parametrization algorithms, (see, for example, Sendra and Winkler, 1991). This idea
is also applied to real algebraic curves by Gonza´lez-Vega and El Kahoui (1996) who use
a criterion based on discriminants to decide if a curve is in good position. Thus the
interest of the problem extends beyond that of computing common points.
2. Preliminaries
Let k be an algebraically closed field and u, v indeterminates over k. Given nonzero
A,B ∈ k[v] set
Ju,v(A,B) = Resv(A(v), B(uv)),
Su,v(A,B) = Resv(A(v), u−B(v)).
Equations (1), (2) below give formulae for these in terms of the roots of A. Since A, B
are nonzero they have finitely many roots. Let the distinct common roots of A, B be
γ1, γ2, . . . , γt and let di, ei be the multiplicities of γi as a root of A, B respectively. We
will use multαA to denote the multiplicity of α ∈ C as a root of A.
Lemma 1. Using the preceding notation,
(a) if A(0) 6= 0 or B(0) 6= 0 then mult1 Ju,v(A,B) = d1e1 + d2e2 + · · ·+ dtet.
(b) mult0 Su,v(A,B) = e1 + e2 + · · ·+ et.
Proof 1. Let α1, α2, . . . , αm be all the roots of A, including repetitions, e.g. if a root
has multiplicity 2 then it occurs twice in the list. Similarly let β1, β2, . . . , βn be all the
roots of B. Then
Resv(A(v), B(uv)) = anm
∏m
i=1B(αiu), (1)
where am is the leading coefficient of A. Note that the right-hand side of (1) is nonzero
since A(0) 6= 0 or B(0) 6= 0. Thus the roots of Ju,v(A,B), including repetitions, are
βj/αi for 1 ≤ i ≤ m with αi 6= 0 and 1 ≤ j ≤ n. Since γ1, γ2, . . . , γt are the distinct
common roots of A, B it follows that 1 will occur as a root of Ju,v(A,B) precisely when
αi = βj = γl for some i, j, l and this happens with multiplicity dlel for each l. This
proves the first part.
For the second part, we have
Resv(A(v), u−B(v)) = anm
∏m
i=1(u−B(αi)), (2)
so that u occurs as a factor of Su,v(A,B) for each i such that αi is a root of B. 2
The idea for the preceding lemma comes from results given by Loos (1983b). The reason
for using J and S as the operator names is that while they both give us information on
the multiplicities of the common roots of A, B the first one gives information on joint
multiplicities while the other one gives information on the multiplicities of its second
argument. Note that A is square-free if and only if mult1 J(A,A) = degA, provided
A(0) 6= 0.
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Lemma 2. Using the preceding notation, assume that A(0) 6= 0 or B(0) 6= 0. Let
r1 = mult1 Ju,v(A,B), r2 = mult0 Su,v(A,B) and r3 = mult0 Su,v(B,A). Then A, B
have two or more distinct common roots if and only if r1 < r2r3.
Proof 2. From the preceding lemma we have r1 = d1e1 + d2e2 + · · ·+ dtet, r2 = e1 + e2
+ · · ·+ et and r3 = d1 + d2 + · · ·+ dt. Thus
r2r3 = r1 + d1(e2 + e3 + · · ·+ et) + · · ·+ dt(e1 + e2 + · · ·+ et−1).
The result follows since the right-hand side is r1 if and only if t < 2. 2
Note that if r1 < 2 or r2 < 2 or r3 < 2 then A, B certainly do not have two or more
distinct common roots. Thus we need only consider r1, r2, r3 ≥ 2 in attempts to detect
more than one distinct common root. Of course, if A is known to be square-free then it
has more than one common root with B if and only if mult0 Su,v(B,A) > 1, however, in
later applications the coefficients of our polynomials will depend on another parameter
so that A might be square-free for some values of the parameter but not for others.
A result similar to Lemma 2 holds if we consider Resv(A(v), B(u + v)) instead of
Ju,v(A,B). In this version we look at the multiplicity of 0 as a root rather than 1 and there
are no side conditions. However, the computation of Resv(A(v), B(u+v)) is usually more
expensive than that of Ju,v(A,B) since B(u+ v) is usually dense as a polynomial in u.
3. Detecting Curves in Bad Position
Given f(x, y), g(x, y) ∈ Q[x, y] we consider the algebraic curves they define in C2.
Given α ∈ C we can use Lemma 2 to check if f , g have more than one distinct point
of intersection along x = α provided that f(α, y) 6= 0, g(α, y) 6= 0 and f(α, 0) 6= 0 or
g(α, 0) 6= 0. The second part of this condition is satisfied if f , g do not intersect along
y = 0, i.e. provided gcd(f(x, 0), g(x, 0)) = 1. If this is not so then we can change f , g by
the transformation y 7→ y + λ where λ is chosen to be an integer for efficiency reasons.
Since f , g have at most deg(f) deg(g) common points we are bound to succeed after
deg(f) deg(g)−1 trials. Note that the transformation used does not change the nature of
the position of the two curves, i.e. if it is bad before the transformation then it remains
so after it and vice versa. However, it is best to avoid transformations of the given form
if possible and so we proceed to give an alternative method which also takes care of the
first part of the condition.
Set m = degy(f), n = degy(g) and
f(x, y) = f0(x) + f1(x)y + · · ·+ fm(x)ym,
g(x, y) = g0(x) + g1(x)y + · · ·+ gn(x)yn,
ζ(f, g) = sqfp(gcd(f0(x), g0(x))),
where sqfp(·) denotes the square-free part of a polynomial. Set
W0 = ζ(f, g),
Wi = gcd(Wi−1, fi), for 1 ≤ i ≤ m
W i = Wi/Wi+1, for 1 ≤ i ≤ m− 1.
The roots of Wi are all those α such that g0(α) = 0, f0(α) = 0, f1(α) = 0, . . . , fi(α) = 0,
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while the roots of W j have the same property but also satisfy fj+1(α) 6= 0. Define
similarly sequences (Zi) for 0 ≤ i ≤ n and (Zj) for 1 ≤ j ≤ n− 1, w.r.t. g. Set
f(i)(x, y) = fi+1(x) + fi+2(x)y + · · ·+ fm(x)ym−i−1,
for 1 ≤ i ≤ m− 1, and define g(j)(x, y), for 1 ≤ j ≤ n− 1, similarly.
Recall that we say f , g are in bad position w.r.t. some root of ζ(f, g) if and only if
f(α, y), g(α, y) have at least two distinct common roots for some root α of ζ(f, g).
Theorem 1. Using the preceding notation, assume that gcd(fm(x), gn(x)) = 1. Then f ,
g are in bad position w.r.t. some root of ζ(f, g) if and only if one of the following occurs:
(a) Wm 6 | Zn−1, or
(b) Zn 6 |Wm−1, or
(c) gcd(W i, Zj ,Resy(f(i), g(j))) 6= 1 for some i, j with 1 ≤ i ≤ m−1 and 1 ≤ j ≤ n−1.
Proof 3. f , g are in bad position w.r.t. some root of ζ(f, g) if and only if there is a root
α of ζ(f, g) such that f(α, y), g(α, y) have a nonzero common root. For any such root α
there are three possibilities.
(a) f(α, y) = 0, i.e. α is a root of Wm. Now f , g are not in bad position w.r.t. α if and
only if g(α, y) has only 0 as a root. Since gcd(fm(x), gn(x)) = 1 it follows that gn(α) 6= 0
and so g(α, y) only has 0 as a root if and only if g0(α) = 0, g1(α) = 0, . . . , gn−1(α) = 0,
i.e. α is a root of Zn−1. Thus f , g are not in bad position w.r.t. the roots of Wm if
and only if each root of Wm is also a root of Zn−1, i.e. Wm | Zn−1 since Wm, Zn−1 are
square-free.
(b) g(α, y) = 0, i.e. α is a root of Zn. This is analogous to (a).
(c) f(α, y) 6= 0, g(α, y) 6= 0, i.e. α is a root of some W i, Zj . Assume that f , g
are in bad position. Now f(α, y) = yi+1f(i)(α, y), g(α, y) = yj+1g(j)(α, y) and so
f(i)(α, y), g(j)(α, y) have a common root since f , g are in bad position. We have
Resy(f(i)(α, y), g(j)(α, y)) = cResy(f(i)(x, y), g(j)(x, y))|x=α for some nonzero constant
c (because gcd(fm(x), gn(x)) = 1). Thus Resy(f(i), g(j)) has a root in common with W i,
Zj and from this it follows that gcd(W i, Zj ,Resy(f(i), g(j))) 6= 1.
Conversely if the last condition holds then W i, Zj and Resy(f(i), g(j)) have a common
root α. Since gcd(fm, gn) = 1 it follows that Resy(f(i)(α, y), g(j)(α, y)) = 0 so that
f(i)(α, y), g(j)(α, y)) have a common root β. Now we cannot have i = m − 1 and
j = n − 1 for in this case Resy(f(i), g(j)) = Resy(fm, gn) and this is a nonzero constant
since gcd(fm, gn) = 1 by assumption. Thus at least one of f(α, y), g(α, y) has a nonzero
constant term and so β 6= 0 which means that f , g are in bad position w.r.t. the root α
of ζ(f, g). 2
We note that it is possible to remove the assumption that gcd(fm, gn) = 1 at the cost
of some complications. However, as we need this assumption below, it seems reasonable
to make it here as well. We discuss this further in the last paragraph of this section.
We now consider the problem of deciding if f , g are in bad position w.r.t. values
of x other than the roots of ζ(f, g). For this purpose we use the notation introduced
above and view f , g as polynomials in y with coefficients from C[x] with y playing
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the role of v from Section 2. However, we must assume that gcd(fm, gn) = 1, e.g. this
holds if one of f , g is regular in y. If this is so then for each λ ∈ C there is a nonzero
constant c such that Resy(f(x, y), g(x, y))|x=λ = cResy(f(λ, y), g(λ, y)). It follows from
this that Ju,y(f(λ, y), g(λ, y)) = c′ Ju,y(f(x, y), g(x, y))|x=λ for some nonzero constant c′
and similarly for Su,y(f(λ, y), g(λ, y)). Set
φ(x, u) = Ju,y(f(x, y), g(x, y))
= φ0(x) + φ1(x)(u− 1) + · · ·+ φmn(x)(u− 1)mn,
χ(x, u) = Su,y(f(x, y), g(x, y))
= χ0(x) + χ1(x)u+ · · ·+ χmn(x)umn,
ψ(x, u) = Su,y(g(x, y), f(x, y))
= ψ0(x) + ψ1(x)u+ · · ·+ ψmn(x)umn.
Note that φ0(x) = Ju,y(f(x, y), g(x, y))|u=1 = Resy(f(x, y), g(x, y)), this will be useful
in Section 4. Set
A0 = sqfp(φ0)/ gcd(φ0, ζ(f, g)),
Ai = gcd(Ai−1, φi), for 1 ≤ i ≤ mn,
Ai = Ai−1/Ai, for 1 ≤ i ≤ mn.
Recall that ζ(f, g) is square-free so that A0 is also square-free. The roots of Ai are
the values α of x, other than the roots of ζ(f, g), for which φ(α, u) has 1 as a root of
multiplicity i.
We define similarly sequences (Bi), for 0 ≤ j ≤ mn, (Bj) for 1 ≤ j ≤ mn, w.r.t.
χ(x, u), and (Ci), (Cj) w.r.t. ψ(x, u).
We note here that if we simply wish to test the curves for being in bad position then
we can modify B0, C0 to B0 = gcd(χ0, A2), C0 = gcd(ψ0, B2) (recall the comment after
Lemma 2). However, in Section 4, we wish to use the sequences for determining common
points of the curves and there we need the unmodified sequences, so we keep them in
this form.
Theorem 2. Suppose that gcd(fm, gn) = 1. With the preceding notation, f , g are in bad
position w.r.t. a value of x other than the roots of ζ(f, g) if and only if there are integers
r1, r2, r3 with 2 ≤ r1, r2, r3 ≤ mn such that r1 < r2r3 and gcd(Ar1 , Br2 , Cr3) 6= 1.
Proof 4. By definition f , g are in bad position w.r.t. a value of x other than the roots
of ζ(f, g) if and only if there is an α ∈ C such that ζ(α) 6= 0 and f(α, y), g(α, y) have
more than one distinct common root (any such α must be a root of some Ai, Bj , Cl). By
Lemma 2 this is so if and only if r1 < r2r3 where r1 = mult1 φ(α, u), r2 = mult0 χ(α, u)
and r3 = mult0 ψ(α, u). Now α is a root of Ai if and only if φ(α, u) has 1 as a root of
multiplicity i. Similar observations apply to Bj and Cl with respect to the multiplicity
of 0 as a root of χ(α, u) and ψ(α, u). Thus there is an α ∈ C which is not a root of ζ(f, g)
such that mult1 φ(α, u) = r1, mult0 χ(α, u) = r2 and mult0 ψ(α, u) = r3 if and only if
gcd(Ar1 , Br2 , Cr3) 6= 1. 2
Note that for the sake of clarity, the sequences (Ai) and (Ai) were defined for 1 ≤ i ≤ mn.
However, if As = 1 then we can stop the sequences at this point. Similar remarks
apply to all the other sequences defined in this section. As a consequence of this
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observation the expansion of φ(x, u) about u = 1 is best carried out in stages as
each coefficient is needed. For example when computing A0 we first compute φ(x, u) =
(u − 1)q1(x, u) + φ0(x, u) by synthetic division. Before computing A1 we first compute
q1(x, u) = (u − 1)q2(x, u) + φ1(x, u) etc. Since in most cases we obtain As = 1 for s
significantly smaller than mn we save a fair amount of work.
Finally we describe how to deal with curves for which the assumption that
gcd(fm, gn) = 1 does not hold. We generalize the problem as follows: given a polynomial
p(x) decide if f , g are in bad position w.r.t. some root of p(x) that is not a root of
gcd(fm, gn). This can be achieved simply by changing W0 to
W0 = gcd(p, ζ(f, g)/ gcd(fm, gn, ζ(f, g))),
changing A0 to
A0 = gcd(p, φ0/ gcd(fm, gn, φ0, ζ(f, g))),
and similarly for B0, C0. It is easy to see that Theorems 1, 2 hold with the qualification
that values of x must be roots of p but not of gcd(fm, gn). Now we apply the test given by
the two theorems with p = 0. If the curves are seen to be in good position so far then we
work with f0(x)+f1(x)y+· · ·+fm−1(x)ym−1 and g0(x)+g1(x)y+· · ·+gn−1(x)yn−1 with
p = gcd(fm, gn). We either find that the curves are in bad position or keep repeating
the test until we come to the base case in which we work with fˆ = f0(x) + f1(x)y
+ · · · + fm−n(x)ym−n and gˆ = g0(x) with p = gcd(fm, gn, fm−1, gn−1, . . . , fm−n+1, g1)
(assuming w.l.o.g. that m ≥ n). Now these are not in bad position if and only if for each
root α of gcd(gˆ, p), fˆ(α, y) has only 0 as a root. However, this happens if and only if
Resx(fˆ , gcd(gˆ, p)) = cyd for some nonzero constant c and d > 0 (actually if the resultant
is of the stated form then d ≥ deg(gcd(gˆ, p)) but equality need not hold).
4. Computing the Common Points of Two Curves
In this section we develop an algorithm for finding all the common points of two affine
algebraic curves f , g along with their multiplicities. The following result is given by
Walker (1978).
Theorem 3. If f , g are both regular in y the multiplicity of a root α of Resy(f, g) is
equal to the number of intersections of f and g on the line x = α (counted according to
multiplicity).
See also Abhyankar (1990). Of course the x-coordinate of each common point of f , g
will occur as a root of Resy(f, g); the converse also holds provided that gcd(fm, gn) = 1.
Suppose now that f , g are regular in y and in good position (we address the question of
how to ensure this by an appropriate change of coordinates in Section 5.2). Set
Resy(f, g) = he11 h
e2
2 · · ·hedd ,
where the right-hand side is the square-free decomposition of the resultant; here the hi
are pairwise coprime non-constant polynomials and ei > 0 for each i. From Theorem 3
we see that for each root α of hr there is a β such that (α, β) is a common point of f , g
of multiplicity er. Moreover, this gives all the common points of f , g. However, we must
still find the y-coordinates of the common points. Let p(x) be an irreducible factor of
hr(x). For each root α of p(x), all those β such that (α, β) is a common point of f , g
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are precisely the common roots of f(α, y), g(α, y), i.e. the roots of gcd(f(α, y), g(α, y))
where this is computed over Q(α). Since there is precisely one such β we deduce that
the square-free part of the gcd must be linear in y. We could therefore solve our problem
by computing greatest common divisors over Q(α) (Langemyr and McCallum, 1989;
Encarnacio´n, 1994). However, this is quite an expensive process and so we develop a
method that works entirely over Q and also avoids factorization of any polynomials.
First of all we recall some well known definitions and facts about subresultants (see
Loos, 1983a or Geddes et al., 1992). Let
A = amym + am−1ym−1 + · · ·+ a0,
B = bnyn + bn−1ym−1 + · · ·+ b0,
be polynomials in y with coefficients from some unique factorization domain. Define the
Sylvester matrix of A, B to be
Mm,ny (A,B) =

am am−1 . . . a0
am am−1 . . . a0
· ·
· ·
· ·
· ·
am am−1 . . . a0
bn bn−1 . . . b0
bn bn−1 . . . b0
· ·
· ·
· ·
· ·
bn bn−1 . . . b0

where there are n rows of a-entries, m rows of b-entries and the blank spaces consist of 0.
For 0 ≤ i ≤ m, 0 ≤ j ≤ n let Mm,ny (i, j, A,B) be the matrix obtained from Mm,ny (A,B)
by deleting rows n − j + 1 to n, rows m + n − j + 1 to m + n and columns m + n − 2j
to m + n except for column m + n − i − j. Now assuming that am 6= 0 or bn 6= 0 then
a result due to Trudi (see, for example, Akritas, 1989) states that if deg(gcd(A,B)) = c
then
κ gcd(A,B) = |Mm,ny (c, c, A,B)|yc + |Mm,ny (c− 1, c, A,B)|yc−1
+ · · ·+ |Mm,ny (0, c, A,B)|,
for some constant κ; moreover c is the first i such that |Mm,ny (i, i, A,B)| 6= 0.
When m = deg(A) and n = deg(B) we simplify notation by dropping the superscripts
m,n and write My(A,B) etc.
Lemma 3. Suppose that f , g are in good position and have a common point (α, β). Let c
be the multiplicity of β as a root of gcd(f(α, y), g(α, y)). If fm(α) 6= 0 or gn(α) 6= 0 then
β = −(|My(c− 1, c, f(x, y), g(x, y))/cMy(c, c, f(x, y), g(x, y)))|x=α.
Proof 5. If we make gcd(f(α, y), g(α, y)) monic then it is equal to (y−β)c. Thus, from
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the observations above and the assumption that fm(α) 6= 0 or gn(α) 6= 0, we have
(y − β)c = (|Tc|yc + |Tc−1|yc−1 + · · ·+ |T0|)/|Tc|,
where Ti = Mm,ny (i, c, f(α, y), g(α, y)). Equating sums of roots of the two sides we have
β = −(|Tc−1|/c|Tc| and the result follows. 2
The last lemma shows that if we are given α, by means of its minimal polynomial p,
then we can find β without any gcd computations over Q(α) once we know c. Let e, d
be the multiplicities of β as a root of f(α, y), g(α, y) respectively, so that c = min(d, e).
By Lemma 1, d = mult0 Su,v(g(α, y), f(α, y)) and e = mult0 Su,v(f(α, y), g(α, y)). Let
B1, B2, . . . , Br and C1, C2, . . . , Cs be the sequences obtained from f , g as described in
the previous section. Then d is the first i such that p 6 | Ci, while e is the first j such that
p 6 | Bj .
We now describe how to find the common points of f , g without the need to
factorize their resultant. Given polynomials u(x),v(x) and h(x) such that v(x) has no
roots in common with h(x) we will use [x, u/v, h] to denote the set {(α, u(α)/v(α) |
α is a root of h(x)}. Let
Resy(f, g) = he11 h
e2
2 · · ·hedd ,
be the square-free decomposition of Resy(f, g). Set qi = gcd(hi, ζ(f, g)) for 1 ≤ i ≤ d and
Z(f, g) = qe11 q
e2
2 · · · qedd ,
R(f, g) = (h1/q1)e1(h2/q2)e2 · · · (hd/qd)ed .
Note that the display gives us the square-free decomposition of Z(f, g), R(f, g) (of course
some factors might be 1).
Theorem 4. Using the preceding notation assume that f , g are regular in y and in good
position. Let h be the factor of the square-free decomposition of Z(f, g) of exponent e.
Then the set of common points of f , g of multiplicity e and with y = 0 is [x, 0, h].
Proof 6. The x-coordinates of the set of common points of f , g with y = 0 satisfy
f0(x) = g0(x) = 0. The result now follows from Theorem 3 and the definition of Z(f, g). 2
In order to determine the remaining common points of f , g we consider R(f, g). Let h be
a factor of the square-free factorization of R(f, g) with exponent e. Let B1, B2, . . . , Br
and C1, C1, . . . , Cs be the sequences obtained from f , g as described in the previous
section and set
ui(h) = gcd(h,Bi), for 1 ≤ i ≤ r
vij(h) = gcd(ui(h), Cj), for 1 ≤ i ≤ r, 0 ≤ j ≤ s.
Theorem 5. Using the preceding notation assume that f , g are regular in y and in
good position. Then the set of common points of f , g of multiplicity e and nonzero y-
coordinate is ⋃
i,j
[x,−|My(cij − 1, cij , f, g)|/cij |My(cij , cij , f, g)|, vij(h)],
where cij = min(i, j) and the union ranges over all i, j such that vij(h) 6= 1.
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Proof 7. By Theorem 3 the x-coordinates of all the common points of f , g of
multiplicity e are given by the factor of exponent e in the square-free factorization of
Resy(f, g). Since f , g are in good position this is the same factor as that of R(f, g)
except that we have removed any roots that have 0 as the corresponding y-coordinate.
Thus each of the required common points has an x-coordinate defined by an irreducible
factor of h. Each such irreducible factor divides exactly one vij(h). The result now follows
by an argument similar to the one given after Lemma 3. 2
Finally we look at the problem of finding the common points at infinity along with
their multiplicities. Let F (x, y, z), G(x, y, z) be the homogenization of f , g and assume
that f , g are regular in y. Then the common points at infinity are all (1 : β : 0) where β
is a root of gcd(F (1, y, 0), G(1, y, 0)), however, this does not give us their multiplicities.
One approach is to use a change of coordinates of the form z 7→ z + λx so that the
curves do not intersect at infinity. If the distinct common points of f , g are (α1 : β1 : γ1),
(α2 : β2 : γ2), . . . , (αr : βr : γr) then they are sent to (α1 : β1 : γ1 − λα1), (α2 : β2 :
γ2−λα2), . . . , (αr : βr : γr−λαr) by the change of coordinates. Thus the curves have no
common points at infinity under the new coordinate system if and only if γi − λiαi 6= 0
for 1 ≤ i ≤ r. Since the point (0 : 1 : 0) is not on f , g (because they are regular in y)
it follows that the condition can certainly be satisfied and in fact there are at most mn
bad choices for λ. An alternative approach is to work with F (1, y, z), G(1, y, z) and put
these into good position w.r.t. the z-axis and make them regular in z by a change of
coordinates of the form y 7→ y + λz. This leaves the points at infinity fixed so that we
simply find the common points of the curves F (1, y, z), G(1, y, z) with z = 0 using the
method of Theorem 4.
5. Runtime Analysis
We may assume that the two curves have integer coefficients. All numeric calculations
can then be carried out with integers. The runtime is clearly dominated by the arithmetic
and algebraic operations so we put a bound on their cost. The analysis will require the
following basic operations with associated costs.
(1) Integer arithmetic. Let a, b be integers. Then, using the classical algorithms, the cost
of adding a, b is O(max(lg(a), lg(b))); the cost of multiplying a, b is O(lg(a) lg(b))
and finally the cost of dividing a by b to obtain a quotient and remainder is
O(lg(b)(lg(a) − lg(b) + 1)) (we interpret lg(0) and lg(1) to be 1). For a reference,
see Knuth (1981).
(2) Greatest common divisors of univariate polynomials. For this we assume the use
of the modular algorithm. If u, v ∈ Z[x] and d = max(deg(u),deg(v)), H =
max(|u|, |v|) then the modular algorithm computes gcd(f, g) with cost O(d3 lg2 dH);
see Collins (1973), Loos (1983a) or Davenport et al. (1989).
(3) Resultants of multivariate polynomials. Given p, q ∈ Z[x1, x2, . . . , xr] set d =
max{degxi(p),degxi(q) | 1 ≤ i ≤ r } and let H be an upper bound on the
absolute values of the coefficients of p, q. Then Resxr (p, q) can be computed in
time O(d2r+1 lgH + d2r lg2H); see Collins (1971).
Given a polynomial f ∈ C[x1, x2, . . . , xr] we define |f | to be the maximum absolute
values of its coefficients and |f |1 to be the sum of the absolute value of its coefficients.
680 K. Kalorkoti
We use lcxi(f) to denote the leading coefficient of f when viewed as a polynomial in xi
(when r = 1 the subscript is omitted). We will assume that polynomials are represented
in expanded form so that coefficients can be obtained in constant time (this assumption is
stronger than necessary). We will also not charge for simple restructuring such as viewing
an element of Z[x, y] as a polynomial in y with coefficients being polynomials in x (i.e. in
recursive representation with y as the main variable). This is justified because the cost
is dominated by the arithmetic costs that we do count. Let u, v ∈ Z[x] and suppose that
v | u then we have
|v| ≤ 2deg(v)(1 + deg(u))1/2|u|, (3)
see Mignotte (1983, 1992) or Zippel (1993).
Lemma 4. Let u, v ∈ Z[x] be such that v | u. Set m = deg(u), n = deg(v) and
q = |u|(1 + |v|)m−n. Then u/v can be computed with cost
O((m− n)3 lg |v|(lg |u|+ lg |v|) + lg |v|(lg |u| − lg |v|+ 1)).
Proof 8. This is achieved by the classical polynomial division algorithm; set u−1 = u,
a = lc(v) and denote the coefficient of xi in a polynomial w ∈ Z[x] by coeff(w, i). Then
u/v = q0xm−n + q1xm−n−1 + · · ·+ qm−n where
q0 := coeff(u−1,m)/a; u0 := u−1 − q0xm−nv;
q1 := coeff(u0,m− 1)/a; u1 := u0 − q1xm−n−1v;
...
...
qm−n−1 := coeff(um−n−2, n+ 1)/a; um−n−1 := um−n−2 − qm−n−1xv;
qm−n := coeff(um−n−1, n)/a;
Since v|u we have a| coeff(ui,m− i−1) for −1 ≤ i ≤ m−n−1. Now qi ≤ |ui−1| and thus
|ui| ≤ |ui−1|(1+|v|) so that |ui| ≤ |u|(1+|v|)i+1. Note that for each ui we do not need the
coefficients of 1, x, . . . , xn−1 and the coefficients of xj for j ≥ m−i are zero. Thus we need
only compute the coefficients of xn, xn+1, . . . , xm−i−1 and the arithmetic cost of this is
bounded by O((m−n−i)(lg |qi| lg ||v|+lg |ui−1||v|) = O((m−n−i) lg |v|(lg |u|+i lg |v|)).
Thus the overall arithmetic cost is bounded by
m−n∑
i=0
O(lg |v|(lg |u|+ i lg(1 + |v|)− lg |v|))
+
m−n−1∑
i=0
O((m− n− i) lg |v|(lg |u|+ i lg |v|)).
The result now follows.
Lemma 5. Let u ∈ Z[x] and set v = sqfp(u), m = deg(u). Then |v| ≤ (1 +m)1/22m−1|u|
and v can be computed with cost O(m3(m+ lg |u|)2).
Proof 9. Let u′ denote the derivative of u w.r.t. x. Then v is computed by
v1 := u′;
v2 := gcd(u, v1);
v := u/v2;
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To compute v1 we simply have to multiply the coefficient of xi in u by i for 2 ≤ i ≤ m.
The cost of this is bounded by O(m2 lg |u|). Clearly |v1| ≤ m|u|.
The cost of computing v2 is bounded by O(m3 lg2m2|u|). From (3) applied to v1 and
v2 we deduce that |v2| ≤ m3/22m−1|u|.
Taking n = 0 Lemma 4 shows that the cost of computing v is O(m3 lg2 |v2|) =
O(m3(m+ lg |u|)2). Since this dominates the other two costs, the result follows. 2
Lemma 6. Suppose f, g ∈ C[x1, x2, . . . , xr] where r ≥ 1. Set m = degxr f , n = degxr g,
f =
∑m
i=0 fi(x1, x2, . . . , xr−1)x
i
r, g =
∑n
i=0 gi(x1, x2, . . . , xr−1)x
i
r and Hf = max0≤i≤m
|fi|1, Hg = max0≤i≤m |gi|1. Then
|Resxr (f, g)| ≤ (1 +m)n/2(1 + n)m/2|Hf |n|Hg|m.
Proof 10. Set R = Resxr (f, g), si = degxi R and let ωi be the principal (1 + si)th root
of unity for 1 ≤ i ≤ r − 1. Set t = r − 1 and
R =
s1∑
i1=0
· · ·
st∑
it=0
ai1,...,itx
i1
1 · · ·xitt .
Then
ai1,...,it =
1
(1 + n1) · · · (1 + nt)
s1∑
i1=0
· · ·
st∑
it=0
ω−i1j11 · · ·ω−itjtt R(ωi11 , . . . , ωitt ).
Thus
|ai1,...,it | ≤ max
0≤j1≤s1,...,0≤jt≤st
R(ωi11 , . . . , ω
it
t ). (4)
The entries of the determinant defining R(ωi11 , . . . , ω
it
t ) that come from f have absolute
value bounded by |Hf | and those that come from g have absolute value bounded by |Hg|.
There are at most n entries of the first type and at most m of the second type. Thus, by
Hadamard’s inequality,
|R(ωi11 , . . . , ωitt )| ≤ ((1 +m)1/2|Hf |))n((1 + n)1/2|Hg|))m,
and the result follows from (4). 2
The bound given by the preceding lemma is smaller than the one given by Collins (1971)
and Geddes et al. (1992).
Corollary 1. Suppose f , g ∈ C[x1, x2, . . . , xr] where r ≥ 1. Set mi = degxi f and
ni = degxi g for 1 ≤ i ≤ r. Then
|Resxr (f, g)| ≤ ((1 +m1) · · · (1 +mr−1)(1 +mr)1/2)nr
((1 + n1) · · · (1 + nr−1)(1 + nr)1/2)nr |f |nr |g|mr . 2
Proof 11. The result follows from the preceding lemma and the fact that Hf ≤
(1 +m1) · · · (1 +mr−1)|f |, Hg ≤ (1 + n1) · · · (1 + nr−1)|g|.
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5.1. analysis of algorithm for detecting bad position
From now on we assume that f, g ∈ Z[x, y] and set
m = deg(f), n = deg(g), d = max(m,n), H = max(|f |, |g|).
In order to avoid trivialities we assume that m,n ≥ 1, i.e. f , g are both nonconstant.
Lemma 7. The cost of computing the sequences (Wi) for 0 ≤ i ≤ m, (W j) for
1 ≤ j ≤ m− 1 and (Zi) for 0 ≤ i ≤ n, (Zj) for 1 ≤ j ≤ n− 1 is O(d4(d+ lgH)2).
Proof 12. We use the notation given for defining the four sequences above Theorem 1.
First we give a bound on the cost of computing ζ(f, g). Set h = gcd(f0, g0); this can be
computed with cost O(d3 lg2 dH). Also |h| ≤ 2d(1 +d)1/2H by (3). By Lemma 5, sqfp(h)
can be computed with cost O(d3(d + lg |h|)2) = O(d3(d + lgH)2) and so ζ(f, g) can be
computed with cost O(d3(d+ lgH)2).
For each Wi, for 1 ≤ i ≤ m, we have Wi | f0 and so |Wi| ≤ 2d(1 + d)1/2H. Thus the
cost of computing Wi is O(d3 lg2(d2d(1+d)1/2H)) = O(d3(d+lgH)2). Similarly, W j | f0
for 1 ≤ j ≤ m−1, and so W j ≤ 2d(1+d)1/2H. Thus, by Lemma 4, W j can be computed
with cost O(d3 lg |Wi+1|(lg |Wi|+ lg |Wi+1|)) = O(d3(d+ lgH)2).
Similar considerations apply to computing the Zi, Zj for 1 ≤ i ≤ ny, 1 ≤ j ≤ ny − 1.
Thus the cost of computing the four sequences is O(d4(d+ lgH)2).
Lemma 8. The test of Theorem 1 can be carried out with cost O(d10 lg2 dH).
Proof 13. By Lemma 7 the sequences (Wi), (W j), (Zi), (Zj) can be computed with cost
O(d4(d+ lgH)2). We now look at the cost of each of the three cases of Theorem 1 (using
the notation of the Theorem and the observations on the sequences made in Lemma 7).
(a) Wm | Zn−1 if and only if gcd(Wm, Zn−1) = Wm and so the cost is O(d3(d+ lgH)2).
(b) This is similar to (a) and also has cost O(d3(d+ lgH)2).
(c) Fix i, j. Computing Resy(f(i), g(j)) costs O(d5 lgH + d4 lg
2H). By Corollary 1
we have |Resy(f(i), g(j))| ≤ (1 + d)3dH2d and clearly deg(Resy(f(i), g(j))) ≤ d2. In
order to compute gcd(W i, Zj ,Resy(f(i), g(j))) first set h = gcd(W i, Zj) which can be
computed with cost O(d3(d + lgH)2). Since h | f0 we have |h| ≤ 2d(1 + d)1/2H and
so gcd(h,Resy(f(i), g(j))) can be computed with cost O(d6 lg
2(d2(1 + d)3dH2d)), i.e.
O(d8 lg2 dH). So the overall cost of the test for 1 ≤ i, j ≤ d is O(d10 lg2 dH). Since
this dominates the other two costs the result follows. 2
Lemma 9. Let h(x, u) ∈ Z[x, u] and set m = deg(h), h = h0(x) + h1(x)(u − 1) + · · · +
hm(x)(u−1)m. Then |hi| ≤
(
m
bm/2c
)|h| for 0 ≤ i ≤ m and h0, h1, . . . , hm can be computed
with cost O(m3(m+ lg |h|)).
Proof 14. Let h(i) be the ith derivative of h w.r.t. u. By Taylor’s theorem hi(x) =
h(i)(x, 1)/i!. Clearly |h(i)(x, 1)| ≤ m(m− 1) · · · (m− i+ 1)|h| and so |hi| ≤
(
m
i
)|h|. Thus
|hi| ≤
(
m
bm/2c
)
for 0 ≤ i ≤ m since the largest binomial coefficient is the central one.
Now given p(x, u) ∈ Z[x, u] of degree n where p(x, u) = q0(x) + q1(x)u+ · · ·+ qn(x)un
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we define the algorithm Div(p) to be
pn := qn;
pn−1 := pn + qn−1;
...
p0 := p1 + q0.
We have p(x, u) = p0+(p1 + p2u + · · ·+ pnun−1)(u−1) and the cost is O(n2 lg max1≤i≤n
|qi|). Clearly h0, h1, . . . , hm can be obtained by m applications of Div (this is the
Ruffini–Horner method). At each stage no intermediate result can have a coefficient
whose absolute value exceeds
(
m
bm/2c
)
for otherwise we can use the algorithm to produce
an output that contradicts the bound derived above (use as input a polynomial
whose coefficients are all positive). Thus we can compute h0, h1, . . . , hm with cost∑m
i=1O
(
i2 lg
((
m
bm/2c
)|h|))= O(m3(m + lg |h|)) since lg ( mbm/2c) = O(m) by Stirling’s
approximation. 2
Lemma 10. The sequences (Ai), (Bi), (Ci) for 0 ≤ i ≤ mn and (Aj), (Bj), (Cj) for
1 ≤ j ≤ mn can be computed with cost O(d10(d+ lgH)2).
Proof 15. It is clear that the dominant cost is that of computing the sequences (Ai),
(Aj) and so we find this.
We use the notation preceding Theorem 2 but replace mn by d2. First of all Ju,y(f, g)
can be computed with cost O(d7 lgH + d6 lg2H) and, by Corollary 1, | Ju,y(f, g)| ≤
(1 + d)5dH2d. Also deg(Ju,y(f, g)) ≤ d2. Thus, by Lemma 9, φ0, φ1, . . . , φd2 can be
computed with cost O(d6(d2 + lg(1 + d)5dH2d)) = O(d7(d + lgH)). Moreover |φi| ≤(
d2
bd2/2c
)
(1 + d)5dH2d so that lg |φi| = O(d(d+ lgH)) for 0 ≤ i ≤ d2. However, recall that
φ0 = Resy(f, g) and so |φ0| ≤ (1 + d)3dH2d by Corollary 1. Thus any divisor D of φ0
satisfies D ≤M where M = 2d2(1+d2)1/2(1+d)3dH2d. Note that lgM = O(d(d+lgH)).
We now proceed to find the cost of computing the sequences (Ai), (Aj) assuming that
φ0, φ1, . . . , φd2 have been computed.
Firstly we find the cost of computing A0 = sqfp(φ0)/ gcd(φ0, ζ(f, g)). From the
proof of Lemma 7 we know that ζ(f, g) can be computed with cost O(d3 lg2 dH) and
|ζ(f, g)| ≤ 2d(1 + d)1/2H. Therefore it follows that gcd(φ0, ζ(f, g)) can be computed
with cost O(d6 lg2(d2(1 + d)3dH2d)) = O(d8 lg2 dH) and, from the observation above on
divisors of φ0 it follows that | gcd(φ0, ζ(f, g))| ≤M . Now, by Lemma 5, sqfp(φ0) can be
computed with cost O(d6(d2 +lgM)2) = O(d8(d+lgH)2) and of course | sqfp(φ0)| ≤M .
Thus A0 can be computed with cost O(d8(d+ lgH)2), by Lemma 4.
Now we find the cost of computing a single Ai for 1 ≤ i ≤ d2. Note that Aj | φ0
so that |Aj | ≤ M for 0 ≤ j ≤ d2. Since Ai = gcd(Ai−1, φi), it follows that Ai can
be computed with cost O
(
d6 lg
(
d2
(
d2
bd2/2c
)
(1 + d)5dH2d
))
= O(d8(d + lgH)2). Thus the
overall cost of computing A1, A2, . . . , Ad2 is O(d10(d + lgH)2). Since this dominates
the cost of computing A0 it follows that the cost of computing A0, A1, . . . , Ad2 is also
O(d10(d+ lgH)2).
Finally fix i with 1 ≤ i ≤ d2. By Lemma 4, the cost of computing Ai is O(d6 lg2M) =
O(d8(d+ lgH)2). Thus the total cost of computing A1, A2, . . . , Ad2 is O(d10(d+ lgH)2).
Since this dominates all other costs the result follows. 2
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Lemma 11. The test of Theorem 2 can be carried out with cost O(d10(d+ lgH)2).
Proof 16. By Lemma 10 the sequences (Aj), (Bj), (Cj) for 1 ≤ j ≤ d2 can be computed
with cost O(d10(d+lgH)2). The only remaining cost is to carry out O(d3) multiplications
of small integers and gcd’s of univariate polynomials. The overall cost of this loop is clearly
dominated by that of computing the sequences. 2
Theorem 6. Let f, g ∈ Z[x, y] and set d = max(deg(f),deg(g)), H = max(|f |, |g|).
Then we can detect if f , g are in bad position with cost O(d11(d + lgH)2). Moreover if
gcd(lcy(f), lcy(g)) = 1 then the cost can be reduced to O(d10(d+ lgH)2).
Proof 17. The second part follows from Lemma 8 and Lemma 11. For the first part
we simply carry out O(d) applications of Theorem 1 and Theorem 2 (with slight
modifications of the sequences) and some extra calculations as described at the end
of Section 3. It is easy to see that the extra costs are dominated by O(d10(d + lgH)2)
and so the overall cost is O(d11(d+ lgH)2). 2
5.2. analysis of algorithm for computing intersections
We continue to use the notation introduced in Section 5.1 and will also assume that
gcd(f, g) = 1 so that f , g have only finitely many common points.
Lemma 12. Let h ∈ Z[x, y] and t ∈ Z. Then |h(x + ty, y)| ≤ ( mbm/2c)|t|m|h| where
m = deg(h).
Proof 18. Set h(x+ ty, y) = h0(y) +h1(y)x+ · · ·+hm(y)xm and let h(i) denote the ith
partial derivative of h w.r.t. x. Then, by Taylor’s theorem, hi(y) = h(i)(ty, y)/i!. Clearly
|h(i)(ty, y)| ≤ m(m−1) · · · (m−i+1)|t|m−i|h|. Thus |hi(y)| ≤
(
m
i
)|t|m−i|h| and the result
follows. 2
Lemma 13. We can find an integer t with |t| ≤ 1+d2 such that f(x+ty, y) and g(x+ty, y)
are both regular in y and in good position with cost O(d12(d lg d + lgH)2). Moreover
|f(x+ ty, y)|, |g(x+ ty, y)| are both bounded from above by ( dbd/2c)(1+d2)dH and we have
f(x + ty, y), g(x + ty, y) expanded as polynomials in y whose coefficients are expanded
polynomials in x.
Proof 19. Let fm(x, y) be the highest degree homogeneous part of f . Then f(x+ ty, y)
is regular in y provided that fm(t, 1) 6= 0. Thus given m+ 1 choices for t there must be
one such that f(x + ty, y) is regular in y. Similarly, given n + 1 choices of t there must
be one such that g(x+ ty, y) is regular in y.
Now recall from Be´zout’s theorem (see Abhyankar, 1990 or Walker, 1978) that f , g
have at most most mn common points (α1, β1), (α2, β2), . . . , (αr, βr); in fact we do not
need the full force of Be´zout’s theorem since the required fact follows easily from proper-
ties of the resultant. Under the transformation x 7→ x+ ty the common points are sent to
(α1− tβ1, β1), (α2− tβ2, β2), . . . , (αr − tβr, βr). Thus f(x+ ty, y), g(x+ ty, y) are in bad
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position if and only if there are i, j with 1 ≤ i < j ≤ r such that αi− tβi = αj − tβj and
βi 6= βj , i.e. t = (αi−αj)/(βi− βj). Thus there are at most r(r− 1)/2 bad choices for t.
We now have that amongst any set of m+ n+ r(r− 1)/2 + 3 integers there is at least
one choice of t that succeeds. Since m+ n+ r(r − 1)/2 + 3 ≤ d2/2 + 3d/2 + 3 it follows
that we can choose t in the range −(1 + d2) ≤ t ≤ 1 + d2. The bound on the coefficients
follows from Lemma 12.
Now for each possible value of t we first expand f(x + ty, y), g(x + ty, y). If
either of these is not regular in y then we reject the current value of t. Otherwise
we test f(x + ty, y), g(x + ty, y) to see if they are in good position. The cost of
each expansion is clearly dominated by that of the test for good position which is
O
(
d10
(
d + lg
(
d
bd/2c
)
(1 + d2)dH
)2) = O(d10(d lg d + lgH)2) by Theorem 6. The result
now follows since there are O(d2) choices for t. 2
From now on let t be an integer found by the process of the preceding lemma and set
fˆ(x, y) = f(x+ ty, y), gˆ(x, y) = g(x+ ty, y).
Lemma 14. The decomposition of Z(fˆ , gˆ) and R(fˆ , gˆ) preceding Theorem 4 can be
computed with cost O(d10(d lg d+ lgH)2).
Proof 20. The result follows by using Corollary 1, Lemmas 4, 7, 13 and the fact that
the square-free decomposition of a univariate polynomial u with integer coefficients can
be computed with cost O(deg(u)4(deg(u) + lg |u|)2) (see Yun (1976) for a detailed study
of several algorithms). 2
Theorem 7. Let f, g ∈ Z[x, y]. Then we can decide if f , g have no common component
and if so find all their common points with cost O(d14(d lg d+ lgH)2).
Proof 21. Deciding if f , g have no common component is the same as deciding if
gcd(f, g) 6= 1, i.e. Resy(f, g) 6= 0 and Resx(f, g) 6= 0. The cost of computing the resultants
is O(d5 lgH + d4 lg2H). From now on we assume that f , g have no common component.
By Lemma 13 we can find fˆ , gˆ with cost O(d12(d lg d + lgH)2) and from Lemma 14
we can find the decompositions of Z(fˆ , gˆ), R(fˆ , gˆ), with cost O(d10(d lg d+ lgH)2). The
common points of fˆ , gˆ are given by Theorem 4 and Theorem 5. The only extra cost
involved is in computing the polynomials ui(p), vij(p) described above Theorem 5 where
p ranges over all nonconstant factors hs/qs in the decomposition of R(fˆ , gˆ) and at worst
1 ≤ i, j ≤ d2. For each i, j such that vij(p) 6= 1 must also compute |My(cij − 1, cij , fˆ , gˆ)|
and |My(cij , cij , fˆ , gˆ)| where cij = min(i, j), so that cij takes on at most d2 values.
Since ui(p) = gcd(p,Bi) it follows that the cost of each of these is O(d8(d lg d+ lgH)2)
(of course we allready have Bi from the test for good position). Thus the overall cost
of the vi(p) for a fixed p is O(d10(d lg d + lgH)2). Now vij(p) = gcd(ui(p), Cj) and
so this costs O(d8(d lg d + lgH)2). Thus the overall cost of the vij(p) for a fixed p
is O(d12(d lg d + lgH)2). This cost certainly dominates the cost of computing the (at
most) 2d2 determinants (e.g. they can be computed by interpolation and any reasonable
algorithm for computing determinants over Z). Since there are at most d2 values for p,
the overall cost is O(d14(d lg d+ lgH)2) and the result follows. 2
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Finally it is clear that the asymptotic cost given by the theorem remains unchanged if
we also compute the common points at infinity by either of the two methods discussed
at the end of Section 4.
6. Comparison With a Gro¨bner Basis Method
Lazard (1985) proves a structure theorem for Gro¨bner bases of bivariate polynomials,
using the lexicographic order. From this he shows how to find the (finite) common points
of two curves along with their multiplicities. The use of Gro¨bner bases has the virtue of
preserving sparsity of the inputs (this is destroyed by the types of transformations we use).
There are even good bounds on the degree and number of polynomials in the bases and
the intermediate results of the Buchberger algorithm (Buchberger, 1983; Lazard, 1983).
However, despite these bounds, the coefficients can grow very large even for polynomials
of moderate degree. Consider the following polynomials
f1 = 8y7 + y6x− 3y5x+ 64y5 − 35y3x3 + 79y2x,
g1 = 92y6 − 95y5x2 + 56y3x− 87y − 46x7 + 96.
Let B be the normed reduced Gro¨bner basis of f , g w.r.t. the lexicographic order where
x <L y. If we turn the elements of B into primitive polynomials with integer coefficients
(by clearing denominators) then we obtain two polynomials h1, h2 of the form shown
in Figure 1, where 〈n 〉 denotes a positive integer of n decimal digits. This basis took
20 hours, 5 minutes and 13 seconds to compute using Maple’s package grobner. It is
interesting to observe that if we perform the same computation but with x >L y then
the basis is considerably smaller and the time taken is only 15 minutes and 31 seconds.
The machine used was a Sun SparcServer 1000 with six 60 MHz SuperSPARC CPUs and
384 MB of memory (this applies to all the runtimes given below).
If we repeat the experiment with f2(x, y) = f1(x, y) + f1(y, x) and g2(x, y) =
g1(x, y) + g1(y, x) the situation is much worse. The polynomials of the Gro¨bner basis
have the format shown in Figure 2. The CPU time for this computation was 42 hours,
19 minutes and 39 seconds.
The algorithms of this paper were implemented in Maple (the intersection algorithm
finds the finite points only). The times taken to compute the intersections using this
implementation were 2 minutes and 45 seconds for f1, g1 and 4 minutes 42 seconds for
f2, g2 (in both cases the curves were made regular by the transformation x 7→ x + y).
The implementations were straightforward and did not attempt to optimize the runtime.
This was partly to ensure correctness but also to be as fair as possible in the comparison
with the Gro¨bner basis calculations.
We must emphasize that the examples given above are not claimed to be typical; it
is quite easy to produce examples where the Gro¨bner bases approach works fast (and
indeed faster than the method of this paper).
It is well known that computing a Gro¨bner basis w.r.t. a lexicographic order is usually
more expensive than w.r.t. a total degree order. The polynomials given in this section
provide a striking example of this phenomenon. Computing the Gro¨bner basis of f1, g1
using Maple’s tdeg order (total degree then reverse lexicographic) with x <L y took
only 3.9 seconds and the result was quite small. The same experiment with f2, g2 took
only 7.6 seconds and again the result was of a modest size. These observations suggest
that the basis conversion method of Fauge`re et al. (1993) would lead to a reasonable
improvement. (See also Trinks (1984) on the question of coefficient size.) Even so the
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h1 = 〈 777 〉y + 〈 769 〉x48 − 〈 770 〉x47 − 〈 770 〉x46 − 〈 771 〉x45 + 〈 773 〉x44
− 〈 774 〉x43 − 〈 774 〉x42 − 〈 773 〉x41 − 〈 774 〉x40 − 〈 775 〉x39 − 〈 775 〉x38
− 〈 775 〉x37 − 〈 775 〉x36 − 〈 775 〉x35 − 〈 775 〉x34 − 〈 776 〉x33 + 〈 775 〉x32
+ 〈 776 〉x31 − 〈 776 〉x30 − 〈 776 〉x29 + 〈 776 〉x28 − 〈 776 〉x27 + 〈 777 〉x26
+ 〈 776 〉x25 − 〈 777 〉x24 + 〈 776 〉x23 + 〈 777 〉x22 − 〈 777 〉x21 + 〈 776 〉x20
+ 〈 776 〉x19 − 〈 776 〉x18 + 〈 777 〉x17 + 〈 776 〉x16 − 〈 778 〉x15 + 〈 777 〉x14
+ 〈 777 〉x13 − 〈 777 〉x12 + 〈 777 〉x11 − 〈 776 〉x10 − 〈 777 〉x9 + 〈 778 〉x8
+ 〈 775 〉x7 − 〈 777 〉x6 + 〈 777 〉x5 − 〈 777 〉x4 − 〈 777 〉x3 + 〈 777 〉x2
+ 〈 777 〉y + 〈 776 〉x− 〈 776 〉,
h2 = 〈 16 〉x49 − 〈 17 〉x48 + 〈 17 〉x47 − 〈 19 〉x46 + 〈 20 〉x45 − 〈 21 〉x44
− 〈 21 〉x43 + 〈 21 〉x42 − 〈 22 〉x41 − 〈 22 〉x40 + 〈 22 〉x39 − 〈 22 〉x38
− 〈 22 〉x37 − 〈 22 〉x36 + 〈 22 〉x35 − 〈 23 〉x34 + 〈 24 〉x33 − 〈 23 〉x32
− 〈 23 〉x31 + 〈 23 〉x30 + 〈 23 〉x29 − 〈 24 〉x28 + 〈 24 〉x27 − 〈 24 〉x26
+ 〈 24 〉x25 + 〈 24 〉x24 − 〈 24 〉x23 − 〈 24 〉x22 + 〈 24 〉x21 − 〈 25 〉x20
+ 〈 24 〉x19 + 〈 24 〉x18 − 〈 25 〉x17 + 〈 24 〉x16 + 〈 25 〉x15 − 〈 25 〉x14
+ 〈 24 〉x13 + 〈 24 〉x12 − 〈 25 〉x11 + 〈 25 〉x10 + 〈 23 〉x9 − 〈 24 〉x8
+ 〈 25 〉x7 − 〈 23 〉x6 − 〈 24 〉x5 + 〈 24 〉x4 − 〈 24 〉x3 − 〈 24 〉x2
− 〈 24 〉x− 〈 24 〉.
Figure 1. The form of the Gro¨bner basis for f1, g1.
resulting bases would still be as shown above so that we would end up creating much
larger objects than necessary; assuming that our interest is simply in finding the common
points and their multiplicities. (Recall that the method we propose returns the values of
the y-coordinates as the ratio of two polynomials; thus we deal with algebraic numbers
in the form u(α)/v(α) whereas the Gro¨bner basis approach produces the expansion of
u(α)v′(α) where v′(α) is the polynomial of least degree that is equal to the inverse of
v(α) in Q[α].)
Gonza´lez-Vega and Trujillo (1995) as well as Alonso et al. (1996) describe methods
that apply to any finite-dimensional ideal and can use any admissible ordering for the
Gro¨bner basis computations. However a fair amount of other work has to be carried out
as well. In each case the authors provide examples that compare favourably in terms of
size with the output from lexicographic Gro¨bner basis calculations, but unfortunately
they do not give runtimes. The observation that a rational description of common
points as opposed to a polynomial one is clearly preferable is also made in these
papers.
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h1 = 〈 953 〉y + 〈 947 〉x47 + 〈 948 〉x46 + 〈 948 〉x45 + 〈 949 〉x44 − 〈 950 〉x43
− 〈 951 〉x42 + 〈 951 〉x41 − 〈 951 〉x40 − 〈 951 〉x39 + 〈 952 〉x38 + 〈 953 〉x37
+ 〈 953 〉x36 + 〈 953 〉x35 − 〈 952 〉x34 − 〈 953 〉x33 + 〈 953 〉x32 + 〈 953 〉x31
− 〈 952 〉x30 + 〈 953 〉x29 − 〈 953 〉x28 − 〈 954 〉x27 + 〈 954 〉x26 + 〈 954 〉x25
− 〈 953 〉x24 + 〈 954 〉x23 + 〈 953 〉x22 − 〈 954 〉x21 + 〈 954 〉x20 + 〈 954 〉x19
− 〈 954 〉x18 + 〈 954 〉x17 + 〈 954 〉x16 − 〈 954 〉x15 + 〈 953 〉x14 + 〈 954 〉x13
− 〈 954 〉x12 + 〈 954 〉x11 + 〈 954 〉x10 − 〈 954 〉x9 − 〈 954 〉x8 + 〈 954 〉x7
− 〈 954 〉x6 − 〈 953 〉x5 + 〈 953 〉x4 + 〈 953 〉x3 − 〈 953 〉x2 + 9〈 53 〉y
+ 〈 953 〉x− 〈 953 〉
h2 = 〈 22 〉x48 + 〈 22 〉x47 − 〈 21 〉x46 + 〈 23 〉x45 − 〈 24 〉x44 − 〈 25 〉x43
+ 〈 25 〉x42 − 〈 26 〉x41 − 〈 25 〉x40 + 〈 27 〉x39 + 〈 26 〉x38 + 〈 26 〉x37
+ 〈 27 〉x36 − 〈 27 〉x35 − 〈 27 〉x34 + 〈 27 〉x33 + 〈 27 〉x32 − 〈 27 〉x31
+ 〈 28 〉x30 − 〈 28 〉x29 − 〈 28 〉x28 + 〈 28 〉x27 + 〈 28 〉x26 − 〈 28 〉x25
+ 〈 28 〉x24 − 〈 28 〉x23 − 〈 29 〉x22 + 〈 29 〉x21 + 〈 27 〉x20 − 〈 28 〉x19
+ 〈 29 〉x18 − 〈 28 〉x17 − 〈 29 〉x16 + 〈 29 〉x15 + 〈 28 〉x14 − 〈 29 〉x13
+ 〈 29 〉x12 − 〈 28 〉x11 − 〈 28 〉x10 + 〈 27 〉x9 + 〈 28 〉x8 − 〈 28 〉x7
+ 〈 28 〉x6 − 〈 27 〉x5 + 〈 27 〉x4 − 〈 28 〉x3 + 〈 28 〉x2 − 〈 28 〉x+ 〈 27 〉.
Figure 2. The form of the Gro¨bner basis for f2, g2.
7. Experimental Results
First we look at two examples given by Sakkalis and Farouki (1990). Consider
f(x, y) = 3(x5y + xy5) + 10x3y3 − 2(x4 + y4)− 12x2y2
−23(x3y + xy3) + 11(x2 + y2) + 34xy + 6,
g(x, y) = ∂f/∂x.
These curves are not in good position and the test took 4.2 seconds. As reported by
Sakkalis and Farouki (1990) the curves obtained by x 7→ x− 2y are in good position and
this took 12.2 seconds to confirm.
The second example is given by
f(x, y) = 3x5y + 8x4y2 + 14x3y3 + 20x2y4 + 11xy5 + 4y6
−2x4 + 21x3y + 49x2y2 + 37xy3 + 35y4
−13x2 + 22xy + 65y2 − 6,
g(x, y) = ∂f/∂x.
These curves are in good position and the time taken to check was 10.6 seconds.
Table 1 gives the average runtime for five randomly generated pairs of sparse
polynomials of degrees from 2 to 7 and with integer coefficients of absolute value at
most 99. The column labelled “Position” gives the runtime of the bad position algorithm,
the column labelled “Intersection” gives the runtime of the intersection algorithm. For
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Table 1. Average runtimes for randomly generated inputs with degrees from 2 to 7.
Degree Position Intersection
2 0.257 0.327
3 0.404 0.583
4 0.480 2.543
5 1.757 8.293
6 2.617 26.687
7 14.240 192.580
degree 8 we found that our implementation was often, though by no means always, very
slow (taking several hours). This may be an inherent weakness of the method or of the
simple implementation and will be investigated further. Some preliminary experiments
show that it is likely that the method will work fast for examples that do not need any
change of coordinates. In conclusion, the experiments show that the method is certainly
of use for moderate degree polynomials and for some higher degree cases as well so that
we might envisage running it in parallel with other approaches.
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