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Abstract
The organisation and kinetics of charges at solid and soft interfaces play a central role
in biological signalling processes and are vital for energy storage technologies as well as
our understanding of heterogeneous catalysis. At the molecular-scale, such interfacial be-
haviour remains stubbornly difficult to characterise, due to the short-ranged interactions
between ions, their aqueous solvent and surface groups. Thus, continuum-scale models
quickly break down, especially close to the interface and with high charge densities.
This thesis addresses the question of ionic organisation using atomic force microscopy
(AFM), which uniquely combines sub-nanometre spatial resolution and the ability to probe
relatively long timescales. The use of small oscillation amplitudes allows the topography
of the ionic layer to be mapped while simultaneously extracting physical properties from
the sample or the interface itself, with time resolution spanning from tens of milliseconds
to minutes.
The structure of ions at hydrophilic interfaces is shown to be delicately sensitive to
the charges’ molecular structure (in the case of larger buffering agents) and their charge
density (for simple alkali cations). Specifically, the cations’ interactions with a model
lipid membrane and the waters around it lead to an attractive correlation energy which
generates nanoscale networks that evolve over the course of many seconds. These ionic
structures directly reduce the effective stiffness of the lipids, providing a mechanism for
the spontaneous control of membranes’ mechanical properties.
These ionic networks are significant in the case of confined fluids and provide an efficient
means of lubrication even under high pressures in sub-nanometre gaps. When sheared,
such fluid films are revealed to be non-Newtonian, with dynamics that depend on the
velocity and lengthscale of the motion. The results highlight the greatly damped kinetics
of ions and water molecules at interfaces, and shed light on the mechanisms behind their
transport through and along biomolecules.
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1.0 Introduction
Solvated ions are truly abundant in the natural world; it is impossible to find aqueous
systems that do not contain some form of mobile charges. The oceans – and the biological
organisms that evolved from them – tend to contain monovalent ions at concentrations of
hundreds of millimolar, and even nominally pure water will contain dissociating protons
and hydroxide ions. As such, it is vital to understand the behaviour and interactions of
these ions, not just with themselves, but also with the surrounding waters and interfaces at
the edge of the fluid phase. These interfacial systems are staggeringly common, from the
boundary between the Earth’s mineral crust and the sea, to the sub-nanometre channel
of a transmembrane protein. They present altered symmetry, electrostatics and chemistry
compared with the bulk, which can dramatically influence the ions’ dynamics, solvation
behaviour and general organisation, providing fertile ground for research in molecular bi-
ology, battery and energy storage technologies and the earth sciences to name just a few.
This chapter will review our current understanding of how ions interact with water,
both in bulk and at the interface, especially highlighting the limits of modern theory and
experiments. Firstly, the molecular-level interactions of water with ions will be briefly
introduced, along with properties that depend on the species of ion in solution. These
properties can be loosely categorised through the so-called Hofmeister series, which was
originally conceived to rank ions based on their ability to disrupt protein hydration shells,
and shall be reviewed in greater detail. We shall then discuss the perturbations induced
by solid surfaces on ionic distributions, the continuum-level theories devised to describe
them and the limits of their applicability. Over the past few decades, many experimen-
tal techniques have been developed that can probe the molecular-level structure of the
electrolyte and thus illuminate the gaps in current theoretical understanding. These will
be reviewed, with particular focus on state-of-the-art developments in atomic force mi-
croscopy that allow direct characterisation of ionic behaviour with unprecedented spatial
resolution. Finally, the (often conflicting) dynamic picture of interfacial fluid as measured
by different techniques will be presented, highlighting current discrepancies in the litera-
ture and how atomic force microscopy (AFM) is well-poised to explore aspects that remain
challenging to address through other approaches.
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Fig. 1.1: Schematic illustrating the altered symmetry and density of water molecules around dis-
solved cations (green). (a) A cation in bulk water: the waters’ oxygens (red beads) are
more likely to orient towards the positive charge and can form as many as two solvation
shells (blue gradient) that are distinguishable from bulk H2O. (b) Cations adsorbed into
a cavity in a crystalline solid. The interface breaks the spherical symmetry of (a), and
the solvation shells are affected by both the ions and the crystal’s periodicity.
1.1 Ion-water interactions in bulk aqueous solutions
Many of water’s physical and chemical properties derive from its polar nature – the char-
acteristic angle and separation between its two hydrogens and central oxygen atom define
a permanent dipole, which is strongly sensitive to nearby electric fields. Thus the inclu-
sion of charged ions in liquid water dramatically affects both its bulk and molecular-level
properties; oxygens re-orientate towards cations and hydrogens prefer to point towards
anions. This leads to the concept of a hydration/solvation shell – the spherical lattice
of water molecules surrounding an ion that is in some manner distinct from bulk water
(illustrated schematically in Fig. 1.1(a)). That the dissolved ions induce a variation in the
macroscopic properties of water such as its viscosity [1] and air-fluid surface tension [2]
has indeed been known for over eighty years, but there continues to be fierce debate over
the molecular-level structural and dynamical changes that occur [3–5].
Historically, much has been made of ions’ ability to alter the native structure of pure
water. Ions were typically placed into one of two categories, depending on their capac-
ity to either increase the organisation of bulk water (“structure-making”) or disrupt it
(“structure-breaking”). Examples of the former category often included relatively small
(Na+, F– ) or highly charged (Mg2+) ions that increase water’s rotational correlation
time [4], decrease its exchange rate between hydration shell and bulk [3] or bind it so
strongly that it cannot be externally polarized [6]. Conversely, bulkier ions with lower
charge-densities (e.g. Rb+, NH +4 ) are usually defined as being structure-breaking as they
can enhance the self-diffusion of water [3], leading to a more disordered liquid. This
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Fig. 1.2: Partial representation of the Hofmeister series for anions (upper) and cations (lower). Ions
and water molecule (centre) are shown approximately to scale, with atoms represented by
their neutral van der Waals radii. The series reflects the fact that smaller ions with large
charge densities tend to structure nearby waters to a greater extent than their larger,
weakly charged relatives.
method of characterising ions is often discussed in the context of the so-called Hofmeister
Series [7, 8] (Fig. 1.2), which originally was a ranking of cations and anions based on their
ability to stabilise proteins (egg globulin) in solution. The solubility of an amphiphilic pro-
tein is dependent upon the access its surface has to water, and it was therefore postulated
that certain ions caused precipitation by “robbing” them of water, which is intrinsically
related to the extent of a hydration of a charge. Since its discovery in the late 19th century,
the series has been observed in many diverse scenarios, including colloidal mobility, lipid
hydration and binding and air-water surface tension. The ubiquity of Hofmeister effects in
aqueous systems comes from the fact that the dominant interactions are either ion-ion or
water-ion [9], which allows many subtleties of the surface (protein, air, crystal etc.) to be
simplified. The precise hydration of an ion, and the implications for its surface affinity and
dynamic behaviour at the interface will be explored in greater depth in section 1.3 and 1.4.
Perhaps due to its enticing simplicity, the Hofmeister classification of ions by their effect
on the organisation of water has endured, and the description of structure-maker/breaker
is commonplace in the literature. As is often the case however, aqueous solutions of
ions are too complex to allow such a straightforward classification; structural effects are
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strongly concentration-dependent (with studies frequently investigating near the salt’s
saturation limit [3]); their long-range effect on water is highly contentious [10–13] and
non-linear, cooperative behaviour between anions and cations is often exhibited [14, 15].
Further, the series can often be observed in different orders (either reversed or partially
reversed) depending on the pH, polarity and charge of the surface [16, 17], resulting in a
rather under-defined picture of the series. The long-lived nature of this debate is due, in
part, to different sensitivities in the experimental and computational techniques used to
probe it. For example, nuclear magnetic resonance (NMR) and X-ray and neutron scat-
tering tend to probe timescales on the order of nanoseconds to microseconds (essentially
static relative to the exchange time of waters between hydration shells and their bulk [5]).
The use of terahertz-frequency radiation and femtosecond pump-probe spectroscopy [14]
conversely, can achieve the picosecond time resolution necessary to study the dynamics
of water around ions. However, their interrogation of contrasting aspects of water (or
semi-heavy water, HDO1) – the permanent dipole direction and O−H stretch, respec-
tively – render comparison with other techniques troublesome. Even molecular dynamics
(MD) simulations resist quantitative comparison with other techniques due to ambigu-
ous definitions of hydration shells, the simplicity of the chosen interaction model [5] and
the challenge of including grand canonical variables such as pH and electric potentials [18].
This being said, there are general features of water’s behaviour when interacting with
ions that have become well-accepted over time and will be of further interest when dis-
cussing interfaces in section 1.3. These include observations made from X-ray diffraction
that, for a given charge and geometry, the average distance between a metal ion, M, and
the water oxygens in its first hydration shell, rM-O, increases with its size due to straight-
forward steric hindrance. This is especially significant for the the alkali-halides; their single
charge means their electrostatic perturbation of water, which decays rapidly as R−4 when
interacting with a freely-rotating dipole [11, 19], is very sensitive to rM-O. In the case of
alkali cations, rM-O increases monotonically from ∼ 190 pm for Li+ to 295 − 315 pm for
Cs+ (with typical accuracies in the tens of pm [4]). As well as the inclusion of salts al-
tering the time-averaged structure of H2O, its dynamics are accepted to be distinct from
that of neat water. Thus, polarizability [20], residence times [5], occurrence of “slow”
waters [14] and self-diffusion coefficient of water [21] are all distinct from neat water and
ion-dependent.
1 Studies that probe vibrational modes of water molecules are often forced to use dilute mixtures of HDO
in heavy water (D2O) to ensure that only a single O−H bond per molecule is excited, thereby avoiding
resonant transfer between both O−H bonds of H2O.
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1.2 Ions’ altered behaviour at the interface with solid and soft
matter
As illustrated in Fig. 1.1(b), an interface between the fluid phase and a solid or soft surface
distorts the spherical symmetry of simple ions and their solvation shells. The precise effect
of the surface depends on the ion’s size and charge as above, but also on the chemistry
and periodicity of the molecules making up the interfacial region [18]. This is typically
discussed in terms of hydrophilicity and hydrophobicity – i.e. the affinity of water for
a particular molecule or material. It becomes especially important when discussing the
structuring of ions against surfaces [16, 22], as H2O will compete with ions for access
to surface sites, and the interplay between electrostatics and water’s affinity is a strong
determiner of interfacial behaviour. Before exploring this concept further in section 1.3,
it is necessary to discuss the continuum-level descriptions of how charged surfaces affect
the distribution of ions in solution. These models are in fact remarkably successful and
only begin to break down within a few nanometres of the surface, where molecular-level
effects become readily apparent.
1.2.1 Continuum influence of surfaces on ionic behaviour
Poisson-Boltzmann theory and the Grahame equation
The vast majority of solids when immersed in water will develop a charge, regardless of
whether they are electrostatically neutral in a vacuum, due to the dissociation of surface
groups or interaction with protons/hydroxyl ions from the fluid phase. Thus an elec-
trostatic perturbation of the bulk liquid is generated perpendicular to the plane of the
interface. Although the neat water screens the electric fields to some extent, ions with
the same charge sign as the surface (coions) will be repelled into the bulk, while those
with the opposite sign (counterions) will be attracted to the surface. The extent of this
depletion or enhancement in ion density, ρ(z), and its dependence on the separation from
the surface, z, can be readily modeled by assuming the charges have negligible volume and
are dissolved in a continuous solvent that they do not perturb. Clearly neither of these
assumptions is strictly valid, but they enable a powerful framework to be developed, from
which the molecular-level effects of ions at interfaces can be then discussed.
The ionic density is first assumed to have a Boltzmann distribution that depends on
the electric potential at that point, ψ(z), such that ρ(z) = ρ∞ exp(−Zeψ(z)/kBT ). Here,
ρ∞ is the bulk ionic density, Z is the ion’s valency, e is the fundamental unit of electric
charge, kB is the Boltzmann constant and T is the absolute temperature. This can be
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then combined with the one-dimensional Poisson equation, d2ψ(z)/dz2 = −Zeρ/ε0ε, to
give the so-called Poisson-Boltzmann equation:
d2ψ(z)
dz2
= −Zeρ∞
ε0ε
exp
(
− Zeψ(z)
kBT
)
. (1.1)
The relative dielectric permittivity of the fluid and that of free space are given by ε and
ε0 respectively, and emphasize that this theory relies on the treatment of the solvent as
continuous, with no ion-solvent interactions. Next, by integrating the ionic charge density
from the surface to the bulk solution where, by electroneutrality, the potential is assumed
to decay to zero, the density of ions can be related to the surface charge density, σ, by∑
i ρ0,i =
∑
i ρ∞,i + σ
2/2ε0εkBT , where the summation is over each species of ion, i,
in solution. Finally, by rearranging this and using the Boltzmann expression above, a
relationship between the surface charge density and surface potential can be arrived at,
known as the Grahame equation [19]. It is illustrated here for monovalent, symmetric
ions:
σ =
√
8ε0ερ∞kBT sinh
( eψ0
2kBT
)
≈ ε0εκψ0. (1.2)
The similarity is valid for small (25 mV) surface potentials, ψ0, such that (eψ0/2kBT ) 1.
The constant κ−1 is known as the Debye length and satisfies
κ2 =
∑
i
ρ∞,i(Zie)2
ε0εkBT
. (1.3)
In the Grahame equation, we have a straightforward way of estimating the charge
density at a surface, knowing just the potential produced by it and the bulk density and
valency of ions in solution. The low-potential result of equation 1.2 is also physically
intuitive; the surface charge is directly proportional to the potential in the same manner
as a parallel-plate capacitor of separation κ−1 and with plate charge densities ±σ. The
potential’s rate of decay in the bulk fluid can be found from combining the Boltzmann
distribution of ions with the gradient dψ(x)/dz from equation 1.1 to give [19]:
ψ(z) =
2kBT
e
ln
[
1 + γe−κz
1− γe−κz
]
, (1.4)
with the definition γ ≡ tanh(eψ0/4kBT ). The behaviour predicted by these equations is
highlighted in Fig. 1.3 for a 50 mM solution of symmetric, monovalent ions (e.g. NaCl) and
surface charge density σ = −0.0621 C m−2, for which the Debye length, κ−1 = 1.36 nm.
It’s clear that the presence of a charged surface (here equivalent to ∼ 0.39 e/nm2) induces
an order of magnitude enhancement in counterion concentration close to the surface and
subsequent reduction in coion density.
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Fig. 1.3: The potential decay (purple) away from surface of charge density σ = −0.0621 C m−2 in
a monovalent ionic solution of bulk concentration 50 mM according to equation 1.2 and
1.4. The effect on the cation and anion densities (dashed and dash-dotted lines) is also
shown and compared to the bulk value (grey horizontal bar).
It can be seen that, despite the potential dropping off much less rapidly than the ion
density (ψ(z) ∝ exp(−κz)), bulk conditions of ρ and ψ are reached already by 4κ−1 ∼
5.44 nm. Hence in these conditions of moderate ionic strength, there is very little long-
range perturbation of the bulk fluid, but for ∼ millimolar concentrations and below, the
interface’s influence will extend many tens of nanometres into the fluid.
1.2.2 Breakdown of continuum approximations
The results above are referred to as Gouy-Chapman theory, and describe very well the ionic
distribution in the vicinity of a charged surface, especially its capacitance [23]. Even next
to biological membranes, ions have been shown to obey this distribution at separations of
above 2 nm [24]. However, at distances smaller than a nanometre, Gouy-Chapman theory
becomes increasingly invalid. This is because these lengthscales are comparable to those of
the ions and the solvent molecules themselves, and specific surface details become increas-
ingly dominant [22]. For example, Fig. 1.3 shows that, for z ≤ 0.4 nm (∼ 0.3 κ−1), ρcation
smoothly increases up to 1.22 M, despite this surface separation being smaller than a hy-
drated ion. Thus, any meaningful interpretation of ρcation at this scale is rendered unlikely.
The Poisson-Boltzmann approach gives no way to encode the plane of closest approach
of ions, never mind accounting for their different effective radii or hydration levels that
were discussed in section 1.1. These become increasingly significant as the surface charge
and bulk ion concentration increase; for the case of σ = −100 mV and ρ∞ = 150 mM,
the predicted distance between adsorbed ions is < 1 nm, meaning that specific molecular
effects and non-Coulombic interactions can no longer be ignored. Further problems are
encountered when there are two interfaces in close proximity – i.e. in the case of strongly
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confined ionic solutions. Here, when the surfaces’ double layers overlap, an extra elec-
trostatic pressure is generated that may force ions to condense from solution onto the
surface [25]. These act like reversible chemical reactions [26] and can change the sign of
the attractive/repulsive forces between surfaces [27], as well alter the interfacial fluid’s
dynamics [28]. This be discussed in much greater depth in chapter 4, where we will probe
the viscoelastic properties of strongly-confined electrolytes, as well as their impact on the
friction between two surfaces. Finally, implicit in Fig. 1.3 is that there is only variation
in ψ and ρion perpendicular to the surface. While this may be an acceptable approxima-
tion many Debye lengths from the solid where the charge can be treated as smeared-out,
chemical heterogeneities [16] and ion-ion correlations [29] induce in-plane variations in ρion
that do not fit such a continuous model.
Many of these problems can be addressed with a simple, semi-empirical extension of
the Gouy-Chapman theory by introducing a static layer of adsorbed ions between the solid
and the electrolyte, named the Stern layer. In the simplest description of the Stern layer,
there is just one layer of adsorbed counterions that specifically adsorb onto the solid. The
centres of these ions, at z = δ, represents the plane of closest approach, after which the
potential decays according to equation 1.4, but with a modified contact potential, ψδ, used
instead of ψ0. More complex Stern layer models allow for indirectly adsorbed ions that
retain their hydration shell (Fig. 1.4) and adsorb at a larger separation, δ’ but are similar
in principle. Stern models typically assume that adsorbed ion layers act as capacitors (of
capacitance CSt) in series with that of the Gouy-Chapman distribution of ions (CGC).
Together, the Stern layer and the diffuse layer of ions are known as the electric double
layer (EDL). Conceptually, the EDL provides a useful framework from which to begin
investigating the structure and dynamics of ions at charged interfaces, and is invaluable
in the description of e.g. electrokinetic phenomena [30–33], but there remains the prob-
lem of the EDL essentially being a one-dimensional model, which pays no attention to
the in-plane dynamics or correlations of ions. This severely restricts discussion of more
dynamic interfacial processes such as charge regulation or competition with OH– /H+ for
binding sites [25, 34]. Further, despite the acknowledgment of ions binding indirectly via
their hydration shells, there is still no explicit treatment of the solvent in EDL models,
which limits their ability to describe the underlying molecular drivers for interfacial charge
phenomena.
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Fig. 1.4: The introduction of a Stern layer to a model negative interface and its impact on the
potential decay. (a) The centres of specifically adsorbed counterions (red) define the plane
at δ, but in more complex models, ions can also adsorb indirectly via a water molecule
(blue, dipole moment indicated by arrows), defined by a second plane, δ’. (b) These
planes alter the rate of decay of potential in the same way as parallel-plate capacitors –
i.e. with a linear region of ψ(z). Figure partially adapted from ref. [23]
1.3 Solvated ions at solid-liquid interfaces: insights from the
main techniques
In this section, we will move away from theoretical, continuum approaches to studying
the behaviour of electrolytes, and focus more on experimental techniques that do not rely
so heavily on approximations which become increasingly invalid at the fluid’s edge. Tech-
niques with single molecule/ion resolution normal to the surface (i.e. z in Fig. 1.4), but
requiring in-plane averaging, will initially be discussed. Such methods usually involve scat-
tering or adsorption of radiation, and are extremely powerful as they describe equilibrium
interfacial structure with long time averages and statistics built up over at least hundreds
of square microns of the interface. Following this, the insight gained from more “local”
techniques will be addressed. This includes in silico simulations, which offer microscopic
analyses of the Stern layer, and also ground-breaking atomic force microscopy (AFM) de-
velopments that allow A˚ngstro¨m-scale lateral resolution while probing timescales orders of
magnitude greater than the computational methods. Throughout this section, we shall see
that these methods reveal that the molecular characteristics of the surface and the influ-
ence they have on interfacial fluid must be considered to build up a realistic picture of the
interface. The effect of the interface’s chemical make-up, geometry and physical properties
such as stiffness on the structure of the fluids and ions will be especially highlighted.
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1.3.1 X-ray based techniques
We first focus on the use of X-ray reflectivity (XR) to analyse the structure of aqueous
electrolytes at solid interfaces. X-rays are powerful tools in this context, as they are able
to penetrate millimetres of fluid and have sub-nanometre resolution normal to the surface,
with atomic specificity in some cases [35]. A large portion of the progress in this field
begins with the work of Cheng et al. [36], which unveiled the structure of pure water in
ambient conditions at the surface of muscovite mica (a hydrophilic, atomically flat alu-
minosilicate). The authors used synchrotron radiation to probe the oxygen distribution
in the first ∼ 10 A˚ above the mica. While an interfacial model with which to fit the
data is still required (solid line in Fig. 1.5(a)), it was found that simplistic, structure-less
or oscillatory profiles could not satisfactorily describe the system. Instead, three com-
ponents of the oxygen distribution were required; a strongly adsorbed molecular film of
water, a “hydration” layer, and finally density oscillations close to the bulk fluid (shown in
Fig. 1.5(b)). It was found that one H2O or H3O
+ molecule adsorbed per ditrigonal cavity
of mica and hydrogen bonded with the layer above it, with both layers having a density
approximately double that of bulk water. Similar results were found by X-ray scatter-
ing on calcite (CaCO3) [37]. These revealed the presence of two independently adsorbed
water species that were vertically and laterally distinct, as well as significant surface re-
construction of interfacial Ca2+ and CO 2–3 . Thus, the presence of a non-trivial interfacial
structure was found at ambient pressures that could not be adequately described without
acknowledging both the solid’s structure and the solvent’s propensity for H-bonding.
Since then, there have been a plethora of reflectivity studies that have aimed to fur-
ther reveal the breakdown of continuum theories at the solid-liquid interface, especially
in the case of ionic distributions [38–40]. Resonant anomalous X-ray reflectivity (RAXR),
which scans X-ray energy for a given momentum transfer, q, allows the interrogation of
individual ion species independently from the hydration structure. It was found that Rb+
ions in solution adsorb and disrupt the native hydration structure of mica and do so by
losing part of their hydration shell (so-called “inner-sphere” configuration; equivalent to
ions adsorbed at δ in Fig. 1.4). Sr2+ ions can, in addition to this, adsorb without los-
ing any waters (“outer-sphere”). This behaviour of divalent ions – the formation of two
adsorption states with similar occupancies – seemingly contradicts strontium’s relatively
high energy of hydration (∼ −1445 kJ mol−1) and implies the existence of more complex
interfacial phenomena, such as a dramatic drop in water’s dielectric permittivity near the
solid [41–43]2.
2 In fact, this dielectric drop can be described in an identical manner to Stern’s strongly-adsorbed layer
of counterions (see Fig. 1.4), but in this case, the drop reflects the interfacial water’s reduced rotational
degrees of freedom, rather than the surface charge being counterbalanced by ions.
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Fig. 1.5: X-ray reflectivity (XR) allows the electron density in the first few A˚ngstro¨ms above solid
surfaces to be probed. (a) Reflectivity as a function of momentum transfer normal to the
mica interface, qz, in pure water. The best fit (solid line) based on modelling interfacial
layers allows the distribution of oxygens in the interfacial layer (b) to be calculated.
Dashed line indicates tail of Gaussian function used to model the mica’s “hydration
layer”. Figures adapted from [36].
As discussed in section 1.1, water’s interaction with an ion depends strongly on the lat-
ter’s valency (as expected from electrostatic considerations) but also on its species. Thus,
while divalent ions regularly form inner- and outer-sphere configurations on mica, the
proportional occupancy of these states and the energy required to transfer between them
varies in accordance with the hydration enthalpy of each ion [40]. The same is also true
of monovalent ions, typically with stronger species-dependent effects, due their smaller
charge. In fact, reflectivity studies showed that the larger alkali ions K+, Rb+ and Cs+
adsorbed almost entirely with inner-sphere coordination, whereas Li+ and Na+ behaved
more like divalent ions, with a mix of inner- and outer-sphere adsorption profiles [44].
This is evident in Fig. 1.6(a), where rubidium adsorbs overwhelmingly in inner-sphere
configuration, but sodium has a much more complex adsorption profile. A more recent
reflectivity study found similar discrepancies between alkali ions of different sizes, but used
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waters generate an asymmetric free energy (∆G0) landscape through formation of inner-
sphere (IS) and outer-sphere (OS) configurations that result in remarkably slow desorption
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complementary MD simulations to show that Li+ and Na+ bound directly to mica’s triad
of surface oxygens, rather than its ditrigonal cavities [45]. The somewhat surprising conse-
quence of these results is that smaller cations with higher charge densities can have lower
effective surface binding affinities than their larger counterparts, due to strongly-bound
hydration water that prevents direct ion-surface contact. This effect is not solely limited
to crystalline materials however; X-ray standing wave measurements of oxide-water inter-
faces [46, 47] have shown similar ion-size dependencies of adsorption locations.
X-ray reflectivity is also well suited to study softer interfaces that bear relevance to
biological systems. For example, lipid monolayers can be spread at the air-electrolyte
interface and provide a useful model for how cell or organelle compartments respond to
different solutions. Lipids’ dynamic nature and often complex headgroup chemistry allow
for more subtle interactions with ions in solution than for hard minerals. In particular,
evidence has been found for charge inversion [49] (counterions overcompensating for the
surface charge), charge regulation [50] (counterions controlling the protonation state of the
interface) and ionic binding specificity [51] at the lipid-electrolyte interface. These effects
are non-trivial and require the cations’ binding to be correlated, either with themselves,
with anions (typically Cl– or OH– ) or with the surface headgroups. These interactions
with soft surfaces have been validated by X-ray diffraction experiments that emphasise
the ability of ions to form ordered sub-phases above the lipids [52], and also to penetrate
deep into the headgroup region [53]. The latter case highlights the ability of ions not
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just to alter water structure, as we have seen previously, but to dramatically remodel the
interface itself by changing the packing of the monolayer as well as its thickness.
1.3.2 Non-linear optics techniques
The X-ray studies discussed above tend to require high-intensity synchrotron sources in or-
der to build up enough statistics from the small angle reflections. In contrast, lower-energy
photons in the visible spectrum are simpler to produce at high intensities, but lack intrin-
sic surface specificity. This problem can be bypassed using non-linear techniques, such as
sum frequency generation (SFG) spectroscopy. Here, an infrared laser (of frequency ωIR)
is incident on molecules at the interface, and is energy up-converted by a second incident
visible-range photon (frequency ωv). The reflected sum-frequency signal is proportional
to the surface non-linear polarisation at ωSFG = ωv +ωIR. This effect is directly reliant on
the second-order susceptibility, χ(2), which, crucially, vanishes in situations with spherical
symmetry. As the SFG signal is strongly enhanced when the IR photon excites vibrational
modes of the interfacial species, the technique is well placed for investigating changes in
H2O molecules’ dynamics due the interface or dissolved salts.
SFG is commonly used to probe two peaks associated with water structure in the
3000-3700 cm−1 band. The first, at ∼ 3200 cm−1, relates to the symmetric OH stretch
of tetrahedrally coordinated water molecules and therefore is used as a measure of how
“ice-like” the water becomes when in contact with a charged surface. This has been used
to show the orientation and in-plane bonding of H2O is severely dependent on the surface
charge (and therefore the pH) at oxide surfaces [54, 55]. In fact, the waters’ dipole ori-
entation reverses entirely when the surface polarity is changed [56]. The second peak, at
∼ 3450 cm−1, is less well-defined, and usually associated with asymmetrically hydrogen-
bound water, i.e. less structured fluid. In a similar manner to the X-ray studies dicussed
above, once the pure water-solid interaction has been understood, the disruptive effect of
different ions on this structuring can be probed [57–59]. In particular, Jena et al. found
that the SFG signal only significantly changes for ionic strengths, I > 0.7 mM, where the
signal intensity drops dramatically [58]. This is due to a combination of the ions neutral-
ising the static electric field produced by the solid, which affects the third order suscep-
tibility, χ(3) contributions, and also the interfacial fluid being structured, which impacts
solely χ(2). SFG signals originating from the Stern layer have successfully unveiled the
complex water-proton-cation interactions at a soft interfaces of COOH-terminated fatty
acids [60] and phospholipids [61], with the latter highlighting the importance of counte-
rion condensation on modulating the response, both of the lipids and the interfacial water.
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There are numerous other examples of spectroscopic techniques that have been utilised
to investigate the structure of aqueous electrolytes at interfaces, including nuclear magnetic
resonance (NMR) [62, 63], adapted infrared spectroscopies [64] and neutron diffraction [65],
but for a more thorough discussion of available techniques and key results, the reader is
pointed to the review of ref. [66].
1.3.3 Molecular dynamics
The previous techniques discussed, while being able to access molecular-level details of
the ions or water, all require averaging of some form, typically over macroscopic in-plane
areas and many seconds of data acquisition. This results in the loss of structural infor-
mation parallel to the interface, especially organisation related to surface heterogeneity or
lateral correlations. Molecular dynamics simulations provide powerful insight into these
systems while bypassing many of the problems mentioned above. In short, these in silico
experiments comprise solving Newton’s equations of motion for particles, typically atoms
(although this depends on the level of coarse-graining). The potentials between each par-
ticle species are chosen either to reflect the nature of the system (such as covalent bonding
in a crystal with well-defined lattice angles) or to satisfy some known thermodynamic
constraint (e.g. surface tension or melting point of a liquid). As long as the system is
large enough, and sufficiently small time steps are used (∼ fs), MD can provide micro-
scopic information about the structure of every species within the interfacial fluid at any
time or position within the simulation. Modern simulations can easily run to hundreds
of nanoseconds in length and therefore can address many of the uncertainties associated
with the spectroscopies above, including the dynamics of particular species (discussed in
greater detail in section 1.4) and hydrogen-bonding characteristics at the interface. The
limitations of MD studies typically relate to the subtle effects due to the choice of water
model used, capturing chemical reactions realistically and ensuring that the system size is
large enough avoid artefacts.
Mica has been a much-studied model surface in MD, partly because of how well-
characterised it has been through other methods. Simulations of systems similar to those
studied via XR have allowed the direct evaluation of the types of binding available to
ions [67–70]. Broadly speaking, these results agree with those produced experimentally;
cations’ specific interactions with water ensure that those with relatively high charge den-
sities have heterogeneous adsorption behaviours due to their increased affinity for both
the solvent and the surface. MD simulations can go much further than adding weight to
experimental data however; the artificial tweaking of interaction parameters allows deep
insight into the origin of interfacial effects. For example, Fitzner et al. [71] disentangled
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Fig. 1.7: Molecular dynamics allows atomic-level insight into the binding modes and behaviours
of different ions (a) as well as providing conformational snapshots (b) and the analysis
of specific atoms (c) at any time within the simulation. (a) adapted from ref. [16] and
shows ions at heights of z = 0.75 nm (upper segment) and z = 0.55 nm (Cs+, lower
segment)/z = 0.2 nm(Li+, Na+, K+, lower segment). (b) shows the lipid carbon chains
in grey; phosphate groups in orange/red; Cl– ions in green and a Ba2+ ion in blue. (b)
and (c) adapted from ref. [72]
the contributions of interaction energy and interface morphology in the formation of ice
at a crystalline surface by adjusting the lattice parameter and adsorption energy con-
tinuously. This revealed the importance of the epitaxial arrangement of the first water
layer on the remaining bulk fluid’s interaction with the surface. Similarly, the work of
Schwierz et al. [16, 17] involved tuning the polarity and charge of a surface in aqueous
electrolyte in order to ascertain how differences in these material properties drives their
startlingly diverse interactions with series of cations and anions. Snapshots from these are
shown in Fig. 1.7(a) for a hydrophobic (upper) and hydrophilic surface (lower), illustrat-
ing how ion size and surface chemistry can substantially alter the proximal water structure.
MD also provides insight into the surface restructuring of soft surfaces that experi-
mental techniques can typically only explore indirectly. Phospholipid membranes are a
key model surface in this context and there has been a great deal of exploration of their
interaction with different ions and water. The review of Berkowitz et al. in ref. [24]
highlights how MD has revealed the “overscreening” of their dipole potential by water,
which results in even globally neutral phosphatidylcholine (PC) lipids having a negative
potential in aqueous solutions. This drives remarkably specific interactions with cations
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(especially Na+), leading to them penetrating deep into the membrane as well as forming
complexes as they tightly bind with three lipids on average [73]. MD simulations have also
confirmed experimental findings of charge inversion with La3+ ions, with the intriguing
result that this behaviour is unaffected by the concentration of “background” monovalent
salts, unlike for solid systems [74]. Further exotic behaviour has been observed in simu-
lations of negatively charged lipids with the divalent counter ions Mg2+, Ca2+ and Ba2+,
including the binding of many lipids to a single charge (as illustrated in Fig. 1.7(b)-(c)),
which has important implications for domain formation and lipid organisation in biological
membranes [72, 75].
1.3.4 Force-based interfacial studies: the surface force balance
The previous experimental techniques relied in some way on chemical interrogation of the
interface, whether the electron distribution in the case of XR, or the molecular vibrational
modes in SFG. The surface force balance (SFB) and atomic force microscope in contrast,
can directly measure the physical force between two surfaces which (for the purposes of
this discussion at least) are separated by an aqueous electrolyte. The instruments’ focus
on a non-specific interaction potential means they are versatile and are not limited to
specific elements or systems. However, the requirement of a physical probe means that
the interfaces investigated may not be in their equilibrium, native state, especially if large
confining pressures are imposed.
The SFB is principally composed of two curved mica surfaces which are oriented in a
crossed-cylinder geometry (illustrated in Fig. 1.8(a)), such that the equivalent interaction
energy per unit area of two planar surfaces, Eint, can be directly related to the normal
force, FN , between the two by FN/R = 2piEint, known as the Derjaguin approximation [19]
(here, R is the radius of curvature of the cylinders). The force is measured via a stiff spring
coupled to one of the cylinders and the separation between the plates can be determined to
∼ 0.1 nm resolution by monitoring the interference fringes generated by light reflected on
the mica surfaces. The SFB has allowed the direct testing of colloidal interaction models
such as that of Derjaguin, Landau, Verwey and Overbeek (so-called DLVO theory). This
theory assumes that at large separations, two surfaces in solution will primarily interact
electrostatically via their double layers, but when brought into close proximity, attractive
quantum-mechanical effects – the van der Waals force – dominate the surfaces’ response.
SFB studies routinely use DLVO theory to extract the apparent surface potential from
FN/R versus d curves (see e.g. the inset to Fig. 1.8(c)) with excellent accuracy and the
ability to observe in situ dynamic surface charging/regulation events [76]. Although the
theory includes short-ranged interactions, it relies on a pair-wise integration over atoms
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Fig. 1.8: The surface force balance as a tool to investigate structure at confined interfaces. (a)
The crossed-cylinder geometry (radius R) of curved mica plates allows the interaction
energy to be calculated (see text). Typical radii of curvature are ∼ 1 cm. (b) Zoomed-
in schematic of box in (a) showing idealised liquid molecules (red) forced into a more
structured ensemble due to the normal force, FN applied by the mica sheets. (c) The
interaction force observed in pure water by Israelachvili and Pashley demonstrates os-
cillations at small separations d, with a periodicity similar to the diameter of a water
molecule [77]. The inset shows that the long-range force for d > 3 nm agrees well with
DLVO theory (solid line).
within the surface but typically not in the intervening solvent (except indirectly via the
so-called Hamaker constant). Thus, as with the Gouy-Chapman theory of subsection 1.2.1,
specific dielectric and steric behaviour of the fluid at small separations is not considered.
This was highlighted by the work of Pashley which observed an additional repulsive
force, not predicted by DLVO, between the mica surfaces of an SFB separated by an aque-
ous solution, but only when dissolved ions were present [78, 79]. This so-called hydration
force decayed exponentially with separation over less than a nanometre and depended on
the concentration and type of ions in solution. It was postulated to be related to strongly
bound ions resisting desorption from the mica but later work showed that hydration re-
pulsion could still be observed in pure water [77] and even demonstrated an oscillatory
profile with a period commensurate with the diameter of an H2O molecule (∼ 0.25 nm,
see Fig. 1.8(c)). The similar periodicity indicates that the force is generated by the pro-
gressive squeezing out of layers of ordered water from between the mica plates. That is,
the confinement induced by the SFB at small separations reduces the degrees of freedom
of the water and requires work to be done to remove molecules from the gap, an effect
expected for “simple” liquids in atomically smooth gaps [80] (illustrated in Fig. 1.8(b)).
Unsurprisingly, given the nanometre-scale separations investigated by SFB, the precise
nature of the hydration forces strongly depends upon the surface’s chemistry and the ex-
tent to which it induces ordering of water. For example, the oscillatory force profile is
1. Introduction 18
usually superimposed upon a long range, monotonic force that may either be attractive
or repulsive, depending on the local density and orientation of the water molecules at the
surfaces [81]. Despite this system of mica and pure water being over-idealised, it appears
that a “primary” hydration decay of the order of a few A˚ngstro¨ms is remarkably universal
in biological systems, including lipids, proteins, polysaccharides and nucleic acids, even
ones containing very low water fractions [82].
The versatility of SFB studies has allowed the chemical structure and behaviour of
diverse systems to be uncovered. This includes the surface restructuring of silica under
water to form a nanometre-thick “gel” layer of silanol (Si–OH) groups [83], as well as
the behaviour of electrolytes at the interfaces with conducting surfaces such as graphene
and gold [76, 84]. These latter examples present the intriguing possibility of being able
to reversibly control the interfacial structure by straightforwardly altering the surface po-
tential. While the technique has allowed the observation of complex local correlations
between ions [85], its ∼ µm2 interaction areas provide no way to determine how heteroge-
neous such interfaces are; that is, how smeared out the ionic behaviour is within the Stern
layer or the lateral dimensions of such variation.
1.3.5 Force-based interfacial studies: atomic force microscopy
Atomic force microscopy in many ways is very similar to the surface force balance; it
principally relies on the interaction force between two surfaces to provide interfacial infor-
mation, and thus can be used in similarly varied systems as SFB. However, rather than
macroscopic mica plates, AFM measures the force between a sample and a sharp tip (radii
of curvature of O(10 nm) or less) attached to a flexible cantilever, reducing the effective
contact area by orders of magnitude compared with its larger cousin. This allows it to
derive local information normal to the interface with sub-nanometre lateral precision (es-
pecially since asperities on the tip often mean there are only a few atoms interacting with
the sample at any one time). Further, the tip can be raster-scanned across the sample, al-
lowing the direct imaging of lateral variation in ionic interfaces with solid and soft samples,
often with A˚ngstro¨m-level resolution. Since its development three decades ago, dynamic
modes of AFM operation have flourished [86, 87] (which will be discussed in greater detail
in chapter 2) and are now the norm when it is necessary to extract quantitative informa-
tion about the topography or material properties about a sample with nanoscale resolution.
Many AFM studies of the structure of the aqueous interfaces have focused on using
force-distance spectroscopy, wherein the cantilever is lowered towards the sample and ei-
ther its deflection, or dynamic properties such as oscillation amplitude are monitored as a
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Fig. 1.9: Dynamic AFM provides sub-nanometre resolution mapping of the hydration landscape.
(a) Molecular resolution topographic imaging of a DPPC bilayer on mica with strongly-
bound water by FM-AFM (line-by-line flattened). Transitions between imaging lipids
and hydration shells are highlighted by the red lines, reflecting height transitions shown
in (b): each jump corresponds to the diameter of a water molecule. (c) 3D representation
of topographic data in (a) highlighting stable imaging hydration “terraces” in blue, green
and orange. Adapted from ref. [93]; scale bar in (a) corresponds to 1 nm
function of distance. This allows similar information to be collected as that of Fig. 1.8(c)
but there is no requirement for the molecules/interfaces of interest to be grafted or evap-
orated onto curved mica or for them to be atomically flat. For instance, static force
measurements have investigated hydration forces at calcite [88], gibbsite [26] and more
complex systems containing proteins [89]. The use of dynamic AFM modes when per-
forming spectroscopy with sharp probes allows for more nuanced investigations of the
interface, including charge regulation [26] and dielectric measurements [90, 91] in ionic
solutions. At the A˚ngstro¨m end of the scale, Kilpatrick et al. [92] measured the average
hydration forces presented by Na+ and Mg2+ above a mica surface. They observed a
monotonic primary hydration force as well as an oscillatory “structural” hydration force,
in an analogous manner to similar SFB results, but the authors argued that AFM effec-
tively measured an unperturbed interface, due to the small dimensions of the tip (2 nm
radius of curvature) and its slow oscillation dynamics (∼ µs) compared to that of the
water’s diffusion (∼ ns). However, this discussion assumed that water retained (and could
accurately be described by) its bulk diffusion coefficient in the presence of the AFM tip,
which is not necessarily so obvious, as we shall see in section 1.4.
The true power of AFM in interfacial studies lies in its ability to image and extract
quantitative topographical and mechanical properties from samples with sub-nanometre
lateral resolution. This atomic- or molecular-level resolution has only really become rou-
tinely possible in the last decade or so (at least immersed in water, at ambient temper-
atures), with work by the likes of Higgins [94] and Fukuma et al. [93, 95, 96]. These
authors were able to directly image the hydration structure on mica and a gel-phase lipid
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bilayer using frequency modulation (FM, see subsection 2.1.2) AFM, which showed that
oscillatory forces were responsible for the stable imaging of water and ions in the Stern
layer over many seconds of imaging time, as illustrated in Fig. 1.9. This was significant
because it was now possible to produce real-space mapping with unprecedented resolution
of the interfaces between solids and liquids, directly exploiting the strongly-bound hydra-
tion water that exists at the interface of many minerals [97] and bio-molecules [98]. The
results also held consequences for image interpretation of similar AFM studies; variations
in topography must acknowledge not only the molecular structure of the solid, but also
the specific organisation of the solvent as well as ions dissolved within it. Further work in
the group of Jarvis emphasised the role of hydration water mediated interactions in the
mesoscale organisation of both gel-phase [99] and liquid-crystalline [100] lipid membranes.
These initial developments in dynamic imaging of the hydration structure of the liq-
uid interface focused more on the implications for strongly-bound water, partly due to
the ∼ 0.3 nm force periodicity which implied that the key activity was between the H2O
molecule and the surface. Studies did specifically address the impact of ions on the interfa-
cial structure however, with the variation in apparent topography in solutions of common
mono- and divalent cations systematically compared at the mica interface [101] and a
1,2-dipalmitoyl-sn-glycero-3-phosphatidylcholine (DPPC) lipid bilayer in gel phase [102].
These two studies complemented one another; both systematically measured ionic interfa-
cial effects, but the former probed the adsorption location of ions on a fixed surface with
negligible flexibility, while the lipids in the latter were shown to alter their headgroup
dipole orientation in response to the differing adsorption locations of Ca2+ compared with
Na+ and in response to different concentrations of ions.
Following these results, and deeper understanding of the mechanism behind this en-
hanced resolution at smaller amplitudes [104, 105], more detailed studies of the local,
non-averaged organisation of single ions were carried out using dynamic AFM [34, 103,
106, 107]. Consistently with the previous work we have seen in this section, continuum
models and assumptions were seen to break down dramatically within a nanometre of solid
surfaces. The reactivity and adsorption structure of dissolved ions was seen to depend far
more on the ion species and concentration than on “intrinsic” features of the solid such
as its surface charge or pKa [34]. This was further emphasised by the breakthrough of
being able to image singly-adsorbed Rb+ ions in liquid [103]. Through assessment of the
rubidium coverage at varying bulk concentrations (Fig. 1.10) and complementary molecu-
lar dynamic simulations, Ricci et al. were able to show that the ions preferentially adsorb
in laterally ordered structures at the interface, despite their electrostatic repulsion. This
process was driven in great part by the hydration energy – that is, the free energy con-
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Fig. 1.10: Individual adsorbed Rb+ ions can be resolved via AM-AFM (a) and their profiles tracked
as a function of bulk concentration. (b) Measuring the relative rubidium coverage
(θ/θmax) with cantilevers of various stiffness allows adsorption models to be used that
highlight the need to include ionic correlations in descriptions of Stern layer. Figures
adapted from ref. [103]; scale bar in (a) corresponds to 5 nm.
tribution between the ions and their surrounding waters – and in fact was shown to be
remarkably general and not limited to charged, crystalline surfaces.
Clearly, from the myriad independent studies of this chapter, a thorough characterisa-
tion of water and ionic structure requires examining both z and x-y simultaneously. This
problem has been approached in recent years by the development of three-dimensional (3D)
AFM, which builds on Ho¨lscher et al.’s 3D force field approach [108] and was pioneered by
Fukuma et al. [109]. While imaging, three distinct motions are applied to the tip; vertical
driving of the cantilever at resonance with small (< 1 nm) amplitudes; modulating the z
position of the cantilever with a sinusoidal motion at a much lower frequency (∼ 200 Hz)
over a few nanometres and finally the conventional raster-scanning. Most commonly, this
procedure is undertaken in frequency-modulation mode [109–115], so that the change in
resonance frequency, ∆f , of the cantilever in each voxel can be directly converted into a
force by the method of Sader and Jarvis [116], allowing a “force volume” to be constructed.
In principle, however, the technique can be combined with any dynamic AFM mode, as
has been demonstrated using AM-AFM [117, 118] and also bimodal operation [119]. These
volumes are typically of O(nm3) and retain molecular-level resolution in every dimension.
As is common with AFM studies however, interpretation of the measured forces is rarely
straightforward. In analogy to the 1D cases of the SFB and AFM force spectroscopy,
oscillatory forces with periods close to the size of a water molecule (∼ 0.3 nm) [109, 113,
117, 119], as well as ion-specific differences [112, 117] imply that the force is principally
due to the tip penetrating strongly-adsorbed water layers. However, experiments on softer
samples have revealed the importance of accounting for flexible surface groups, as well as
bulk compressibility of the layer when assigning features in the force [111]. There are
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also unresolved questions about the extent to which ions modify the measured hydration
landscape, and how much we can infer about water structure from highly concentrated
electrolyte solutions [114, 118, 120]. That being said, 3D AFM has shown exciting poten-
tial for directly quantifying the nanoscale properties of the solid-liquid interface; chemical
differentiation between single ions [112] and identification of adsorbed K+ [118] has re-
cently been made possible, as well as 3D mapping of the electrolyte-DNA boundary and
heterogeneously charged interfaces [120, 121].
1.4 Dynamics of aqueous solutions of ions
Thus far, we have considered mostly the time-averaged picture of the solid-liquid inter-
face, focusing on binding locations and geometries of ions, and how it depends on the
their interplay with water. Often this is because experimental techniques, such as those
discussed above, either require in-plane averaging (and so lose dynamical information), or
are assumed not to have the time resolution to track the ionic/hydration events. However,
time-resolved information is crucial for understanding transport through e.g. pores [122,
123], in-plane motion along membranes that can drive energetic processes in biology [124,
125] and chemical reactions occurring at the interface [126]. Further, these kinetics must
be considered if we are to understand the limitations of mean-field (equilibrium) approx-
imations such as DLVO theory and the EDL. We shall discuss first the short-timescale
dynamics of pure water and ions at interfaces, which are typically probed using simula-
tions, vibrational spectroscopy or more indirect electrokinetic experiments. We will then
move on to much slower dynamics that are accessible to techniques such as AFM. Lat-
ter such studies are often couched in terms of frictional forces transmitted by the fluid,
or effective viscosities, but they provide important molecular insight onto the dynamic
behaviour of the water and ions as well.
1.4.1 Short Timescale Dynamics
Molecular dynamics offers insight into the driving mechanisms behind the altered dynam-
ics of interfacial species and, despite its limitations to nanoseconds of simulation time, has
revealed the extent to which the proximal water layer’s structure dictates the dynamics
of subsequent layers, as well as dissolved ions. Rather counterintuitively, the first layer
of water against a solid surface can, in some instances, make surfaces hydrophobic in a
heterogeneous way, even on perfectly idealised substrates [127]. This Stern layer of wa-
ter strongly affects in-plane diffusion of ions, which have ballistic motion (〈r(t)2〉 ∝ t2)
at sub-picosecond timescales and diffusive (〈r(t)2〉 ∝ t) thereafter, due to molecular
“caging” [128]. Other simulations of a positively charged solid agreed with the nanosec-
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ond diffusive behaviour and showed that the effective diffusion coefficient, D, was reduced
by an order of magnitude for ions adsorbed to the surface (DCl− ∼ 2× 10−7 cm2 s−1)
compared with those interacting at a greater distance (DNa+ ∼ 2× 10−6 cm2 s−1) [129].
These coefficients, as well as other experimental and in silico studies [68, 130–133], have
confirmed that while the interface and often some degree of confinement certainly does
retard the dynamics of the fluid (both ions and water) between a few times [133] and a
few orders of magnitude [68], it is not immobilised in the manner implied by, say, Fig. 1.4.
That being said, some groups have called into question the ability of MD timescales to
fully equilibrate strongly-hydrated ions such as Li+, which Hocine et al. estimated had a
relaxation time on the order of seconds [134]. Further, the notion of a stagnant interfacial
water layer which nevertheless allows finite ion mobilities (a common assumption in elec-
trokinetic studies) seems unlikely in the face of many MD simulations [135] and appears
to depend to a large extent on the model or technique used to probe the system. Gen-
erally however, studies which probe these ps-ns timescales appear to agree that ions and
water exhibit reduced, but certainly finite, dynamics at the interface for a broad variety
of surface charges, polarities and ion types.
1.4.2 Long Timescale Dynamics
The conclusions above imply that to any technique probing timescales greater than mi-
croseconds, the interfacial fluid will appear static, as the nanosecond dynamics will average
out into a global equilibrium state with the bulk fluid and surface. Indeed, that is the
underlying assumption of many of the conclusions of section 1.3 where, for example, the
oscillatory motion of an AFM tip (frequencies of 10s of kHz to MHz) is slow enough such
that the interfacial fluid can wholly rearrange itself in response (i.e. there are no vis-
coelastic effects), leaving a equilibrium picture of the molecular structure. However, we
shall see that experiments have observed interfacial relaxation times many decades greater
than this, on the order of milliseconds to seconds. Many of these investigate electrolytes
restricted in z to just a few molecular layers (so-called “nanoconfined” fluids), which has
clear implications for their ability to rearrange [136], but the shift to such dramatically
long scales is still unexpected.
We shall begin with the case of nanoconfined water, partly because it is so common-
place in biological and chemical engineering [123, 137–139], but also because it remains a
ill-defined and controversial topic among researchers [140–142]. For instance, SFB mea-
surements that impose a shear with one mica plate with frequencies of ∼ 0.5-1.0 Hz
(equivalent in their system to shear rates of γ˙s ≡ dv/dz = 104 s−1) have shown that
confined water retains essentially its bulk viscosity [28, 143–146]. This was predicted to
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be related to the strong hydrogen bonding nature of H2O; confinement suppressed the hy-
drogen bond networks that would promote higher viscosities and longer relaxation times.
The results qualitatively agreed with studies showing that confined water behaves as if it
were supercooled – i.e. remaining fluid despite a temperature below freezing point [147].
Further, the authors surmised that this fluidity was maintained even in the presence of
tenaciously adsorbed sodium, via the rapid exchange of water molecules between hydra-
tion shells of opposing Na+ ions. These studies placed an upper limit on the viscosity
of water being at most thirty times greater than bulk, depending on the ionic content,
although they could not discount the possibility of an additional monolayer of water being
present in their determination of mica plate separation [28].
These results are powerful, but on first sight appear to contradict theoretical [42, 43]
and experimental [41, 148] studies that show water’s dielectric permittivity, ε, to be greatly
reduced from ∼ 80 in the bulk down to as low as ∼ 2 when confined or in close proximity
to an interface. This dampening of ε is a direct measure of the loss of rotational free-
dom for water dipoles, at least perpendicular to the plane, ε⊥, and implies a concomitant
increase in viscosity. However, it should be noted that despite the decrease of ε⊥, even
for relatively liberal confinements of hundreds of nm [148], Fumagalli et al. attribute the
dielectric changes to be governed by at most three layers of interfacial water. Thus, the
global viscosity as measured by SFB may not be dramatically altered in the same manner
as ε⊥. Further, there is a clear disparity in frequency between the SFB results (O(Hz)) to
those of ref. [148] (kHz electric field modulation) and MD simulations which cover nanosec-
onds at most, and it is uncertain to what extent this would impact the conclusions reached.
More insight onto this discrepancy has been granted by studies using smaller probes,
which reduce the extent of the fluid’s confinement. These include traditional AFM, but also
adapted technologies that, for example use quartz tuning forks [149, 150] or optical fibres
in so-called “transverse dynamic force microscopy” [151]. These have been able to explore
many dynamic properties of nanoconfined water and ions, including the slip length [152],
stiffness and damping [153–156], storage and loss moduli [157] and viscosities [150–152,
158], but have provided an even wider spread of conclusions regarding their time-dependent
behaviour! Indeed, the effective viscosity of nanoconfined water, ηeff = η/η0, (for bulk wa-
ter viscosity at 25◦C, η0 = 0.89 mPa s) has been variously measured as 103, 104, 106 and
107 [151, 152, 158–160], implying that the precise, chemical and physical nature of the
confinement dramatically influences the measured dynamic profile. To some extent, these
discrepancies regarding confined water have been put to bed by the work of Jeffery, Khan,
Hoffmann et al. [153, 154, 161]. Their ultra-small amplitude (< 1 A˚), off-resonance AFM
technique directly showed that water underwent “dynamic solidification” above certain
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Fig. 1.11: AFM shearing experiments allow dynamic information about confined fluids to be re-
covered. (a) Schematic illustrating so-called “shear-force” spectroscopy, in which a
nanoscale probe is moved parallel to the interface with velocity vs. The viscosity of
the fluid, η, is related to the velocity gradient, ∂vs/∂z, and the shear stress (lateral force
per unit area), Fs/A. (b) By applying an oscillatory shear to tightly confined water
(d = 0.4 nm), Li et al. showed the fluid’s relaxation time, τ , to dramatically increase
at low shear rates, γ˙. This reflected an “intrinsic” timescale for the restricted water of
τ0 = 0.06 ± 0.03 s (dashed lines), orders of magnitude greater than that of bulk water.
Schematic and graph adapted from from ref.s [152] and [162] respectively.
compression rates. This phenomena is characterised by a marked increase in the Maxwell
relaxation time, which indicates slow stress dissipation and a more solid-like behaviour.
Many of the inconsistencies in the long-timescale measurements of water’s dynamics could
be encompassed by this perspective; the rapid jump-to-contact in SFB studies of Raviv et
al. [144–146] promoted an elastic structure of water that had minimal fluid-like damping
and thus no measurable increase in viscosity. Shearing AFM measurements [152, 157–
159, 162] (for example, see Fig. 1.11) that confined the fluids in a slower, more controlled
manner, conversely resulted in a highly viscous interaction with the structured water and
large apparent values of ηeff.
Strong modification of the effective viscosity of interfacial water is likely to have a
significant impact for the diffusion of ions within the Stern layer. This appears to be
the case; AFM imaging can individuate single ions that remain stable over the multiple
line scans at the imaging time scale (ms-s) [103], even for the nominally much slower
3D AFM [118]. This implies that the in-plane relaxation time of the Stern layer is at
least on this timescale, and the observation of single ions [103] appears to contradict the
interpretation of topography changes as just representing average ionic densities [101].
Indeed, recent RAXR results (significantly, with no confinement and thus an unperturbed
interface) found relaxation timescales for Rb+ and Na+ on mica to be of the order of sec-
onds [48], relating to the complex energy landscape generated by inner- and outer-sphere
adsorption, as shown alongside a schematic representation in Fig. 1.6(b). These results
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correlated well with SFB measurements that demonstrated K+ condensation with exceed-
ingly slow desorption relaxation times of τr = 11± 2 min (equivalent to an energy barrier
of 33 ± 4 kBT ) [145]. Perhaps the most extreme example of damped interfacial kinetics
was observed via second harmonic generation where moderate (> 50 mM) concentrations
of monovalent ions could “jam” pH changes by hours, in a manner that depended on the
hydration of the charged species [126]. This impact of water-mediated interactions is em-
phasised by the direct comparison of adsorption strength of different ions. For instance,
smaller ions such as Na+ bind tightly to the interface and resist desorption, even under
extreme loads [28, 163], whereas caesium can easily be squeezed out from confined mica
layers, presenting barely any hydration repulsion [28]. While these results reflect binding
affinity, they nonetheless give an indication of the relative mobility of the ions once they
arrive at the interface. It is this immobility of ions relative to the waters of their hydration
shells that is proposed to give rise to hydration lubrication regimes [164], wherein strongly
hydrated counterions prevent wear of surfaces and produce strikingly low coefficients of
friction.
1.5 Conclusions
We have seen in this chapter how ions strongly modify the global and local properties
of the water around them by interacting with their dipoles. On the continuum level,
ionic effects at interfaces are very well described by the electrical double-layer and DLVO
theories, despite their neglect of specific solvent-ion interactions and surface chemistry
and heterogeneity. However, in systems with high ionic strength or surface charge, the
specific hydration of ions and their affinity for chemical groups at the interface become
increasingly important. The continuum breakdown evidenced by the structure of ions and
water within the Stern layer has been demonstrated with X-rays, simulations and non-
linear spectroscopy, as well as the perturbation caused by altering the charge-density of
chemical species or their relative concentrations. Force based studies have allowed more
direct interrogation of the energies associated with ion binding and dynamics, with AFM
allowing molecular-level lateral resolution on top of this. While the equilibrium structure
of ions mediated by water appears to be fairly well-defined, there remains controversies
in the literature over the relevant timescales of the ions’ and waters’ dynamics at the
interface. Most simulations and scattering experiments identify timescales reduced from
that of bulk but certainly still at the ns-µs level. The assimilation of this with results
which clearly show some level of relaxation occurring on the millisecond-second-minute
time scales (discrepancies of up to ten orders of magnitude!) is as yet unresolved and
likely relies on the collective dynamics and jamming of many hundreds of molecules at
once.
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2.0 Dynamic AFM: techniques and can-
tilever calibration
The previous chapter outlined the many techniques which are available to characterise and
investigate the structure of solid-liquid interfaces. Of these, only atomic force microscopy
is able to operate on a wide variety of substrates fully immersed in liquid, extract physical
properties from the interface and produce maps with lateral and vertical resolution on
the sub-nanometre scale. These measurements shall prove crucial in this thesis’ work in
probing the nanoscale structure and dynamics on model crystals and biomembranes, and
we shall therefore explore this technique in greater detail, covering the basic principles of
operation, models of the cantilever’s motion in fluids, and various application examples.
This chapter will briefly give an overview of the motivations to develop AFM beyond
its initial “contact mode” origins to the (now standard) dynamic modes that regularly
enable a sample’s atomic-scale features to be resolved in ambient conditions in liquid. We
shall discuss the operation techniques that allow not just topographic information but also
material properties to be extracted from a sample. Finally, we shall demonstrate a novel
method to calibrate the cantilever’s flexural spring constant using just its thermal spectrum
and with no assumptions made about its shape. Accurate knowledge of the spring constant
is required if any quantitative information is to be gained from an AFM experiment, and
our technique avoids many issues with common models, including dependence on cantilever
shape and Q-factor.
2.1 Features, observables and modes of AFM operation
We first begin with a brief introduction to the practical aspects of AFM operation. Like
other forms of scanning probe microscopies, it relies on a sharp tip being brought into
close proximity to a sample, and then monitoring an interaction between the tip and
sample as the tip is raster-scanned over a given area. By using a feedback system to keep
the interaction of choice constant, information on the sample’s topography, chemistry,
physical and electrostatic properties can all potentially be extracted, with a resolution
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that essentially only depends upon the tip size and the interaction’s spatial gradient.
2.1.1 Contact mode AFM
AFM relies upon monitoring a generic interaction force between tip and sample while it
scans, which allows a diverse range of samples to be studied in an equally broad span of
environments. The original design for the atomic force microscope [1] involved monitoring
the change in deflection, ∆D, of a gold cantilever with an ultrasharp diamond tip as it
was moved across an Al2O3 surface. When the cantilever’s normal displacement is kept
relatively small, the tip-sample force exerted on the surface, Fts, can be considered as a
Hookean spring such that Fts = k1∆D, with k1 the flexural spring constant of the lever.
Thus, if the deflection is held constant by a feedback loop while the cantilever scans across
a sample (in what is known as contact mode imaging) maps of the topography can be
built up at constant force.
In that first instance, the cantilever’s deflection was monitored using a scanning tun-
nelling microscope (STM), with the associated complexity that that entailed. Much more
common in commercial machines now is the use of a laser focussed on the cantilever’s
reverse, with a four-quadrant photodiode (PD) used to detect the reflected signal (illus-
trated in Fig. 2.1). In this way, sub-nanometre changes in the cantilever’s static deflection
in z are translated into easily-detectable (vertical) movements of the laser on the PD.
The varying geometry of the detector laser, cantilever and PD among AFMs means that
there is no universal calibration from deflection (in nanometres) to laser displacement on
the PD (in volts). Instead the so-called inverse optical lever sensitivity (invOLS, S−1l , in
nm V−1) must be calibrated independently in each experiment (this will be discussed later
in section 2.4).
The sensitivity of the cantilever to forces of O(0.1 nN) means that in ambient con-
ditions, van der Waals, electrostatic and capillary interactions can all conspire to make
the net tip-sample interaction long-ranged and non-monotonic in z [2], with additional
contributions from the thermal noise. These factors make feeding back solely on the force
troublesome, especially when the interaction force gradient, kts = dFts/dz, is greater than
the cantilever stiffness, as this will cause the tip to “snap” to contact with the sample,
degrading the force sensitivity [3]. Further, the constant normal and lateral forces exerted
by the cantilever while scanning can degrade both sample and tip in ways that are impos-
sible to track in situ, which can especially be a problem when it comes to softer, biological
specimens.
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Cantilever
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Tip
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Fig. 2.1: Basic components of a commercial AFM. Changes in the cantilever’s static deflection
(contact mode) or dynamic motion (FM or AM mode) while imaging are monitored by
the motion of the laser spot in the four-quadrant photodiode. These are used as part of
a feedback mechanism, which adjusts the z position of the sample to keep the imaging
parameter constant, allowing topography maps to be built up as the tip is raster scanned
across a sample (red zig-zag). (zoomed inset) In dynamic mode, monitored interactions
tend to be shorter-ranged, meaning that just the outermost tip atoms (grey, upper)
interact with the sample, enabling atomic-scale resolution in some cases (dashed line),
despite the tip’s nanometre radius of curvature.
2.1.2 Frequency modulation AFM
Many of the problems associated with contact mode imaging can be overcome by driving
the cantilever sinusoidally at one of its resonant frequencies, ω0 and altering the focus of
the feedback loops. Earlier examples of this technique measured the change of resonance
frequency, ∆ω, due to interaction between the tip and sample [4, 5],
∆ω
ω0
=
kts
2k1
, (2.1)
valid for kts  k1 and a constant force gradient over the oscillation range. In what became
known as frequency-modulation (FM) AFM, ∆ω and the oscillation ampltude, A, are kept
constant while scanning and so the tip tracks contours of force gradient, essentially provid-
ing the same information as in contact mode. However, there are considerable advantages
to operating the AFM dynamically. The measured interaction is the force gradient, which
is typically more short-ranged than the net force. This dramatically increases the maxi-
mum achievable resolution, as it allows just the last few atoms of the tip to participate in
the interaction, rather than the “macroscopic” body of the tip itself, as illustrated in the
zoomed inset to Fig. 2.1. Further, operating in FM mode allows for non-contact interro-
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gation of a sample, and minimises the 1/ω cantilever deflection noise by operating at high
frequencies [2].
The first true atomic resolution FM-AFM experiments on silicon [5] were conducted
in ultrahigh vacuum and with surprisingly large amplitudes, A, (∼ 68 nm), relative to
the chemical bond length. This inevitably meant that kts changed significantly during the
tip’s period, but it was found that these amplitudes were required so that the product k1A
(equivalent to the maximum force) was great enough to overcome the attractive tip-sample
interaction. Since then, high resolution has been shown to be possible with a great range
of cantilever and operational parameters [6].
The above considerations are general for FM-AFM, but developments tended to focus
on imaging in ultra-high vacuums that allowed precise control over the cantilever and tip
environment. However, this misses out the great potential for AFM to operate in liquid en-
vironments on inert samples, which are clearly more relevant for this thesis. Operation in
liquid comes with many problems, not least the added damping on the cantilever’s motion
(discussed in section 2.2), which reduces the quality factor, Q, and alters the associated
feedback response [7]. Nevertheless, technological advancements that allowed reductions
in deflection sensor noise to just 17 fm/
√
Hz [8, 9] allowed true molecular [10] and atomic-
level [11] resolution in liquid to be attained by FM-AFM in 2005. This paved the way for
the explosion in FM-AFM studies of the behaviour of water and solvated species at the
fluid interface (see subsection 1.3.5), especially the imaging [12–16] and spectroscopy [17–
20] of hydration layers.
Frequency modulation AFM has proven its ability to achieve resolution comparable
to that of traditional STM, but immersed in fluid and on a great variety of samples. A
key benefit is the ability to fairly straightforwardly reconstruct the tip-sample force from
the recorded frequency shift [21–23]. This means that, with appropriate models for the
sample’s deformation, mechanical properties can be acquired, with the same resolution
and rate as for imaging. There has been great success in recent years by applying this
treatment to higher frequency oscillation modes of the cantilever, so that imaging and
mechanical mapping can be carried out simultaneously [24–27].
2.1.3 Amplitude modulation AFM
Fig. 2.2(a) shows the amplitude spectrum of the flexural vibrations of the cantilever due
solely to thermal motion in water at two different tip-sample separations (grey and black).
It’s clear that interactions with the sample and environment not only reduce the resonant
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Fig. 2.2: Modelling the frequency-dependence of cantilever motion. (a) Flexural cantilever vibra-
tions due to thermal motion recorded in water in bulk fluid (grey) and closer to the
sample (black). The added hydrodynamic damping as well as tip-sample interactions
in the latter situation cause a reduction in resonant frequency and amplitude (by ∆ω
and ∆A, respectively) of the first mode, as well as energy transfer to the second (peak
increase at ∼ 0.9 MHz). (b) Treating the tip as a harmonic oscillator provides a useful
description of its amplitude and phase variation with frequency (equation 2.7 and 2.8).
Here a cantilever with ω0 = 0.25 MHz and Q = 3 is shown, both in the absence (grey)
and presence (black) of conservative and dissipative tip-sample interactions that modify
the effective stiffness and damping.
frequency of the first mode, but also its amplitude, A. This reduction in amplitude by
∆A is key to the amplitude modulation (AM) AFM mode; the feedback loops adjust the
z-piezo height so as to keep the oscillation amplitude constant while scanning across the
sample. The excitation power and driving frequency are kept constant and the phase
difference, θ, between the driving signal and tip is allowed to vary. This in general allows
for simpler and faster control electronics than for FM mode; there is no need to alter
the driving frequency and monitor ∆ω in tandem because it is not necessary to keep the
cantilever at resonance [28, 29]. As the amplitude and frequency signals relate to the
variation of cantilever dynamics with separation from a surface, they both have similar
z-dependencies and so can achieve similar levels of resolution, for a given free amplitude.
In early experiments, AM-AFM was avoided as a technique because of the mode’s
response time, which behaves as τ = 2Q/ν0 [4]. In air or vacuum, Q could be on the scale of
tens of thousands, which clearly limits the bandwidth for feedback, even for high resonant
frequencies. However, in liquid and with soft cantilevers, Q factors are reduced to O(1),
effectively removing this obstacle. The main disadvantage of AM-AFM is that extracting
or maintaining quantitative tip-sample interaction forces is much less straightforward than
for FM-AFM and a complete inversion method is the subject of continued research [30–32].
That being said, there are still many approximate tools to extract information that goes
2. Dynamic AFM: techniques and cantilever calibration 40
beyond sample topography by monitoring just the amplitude and phase of the cantilever’s
motion.
2.2 Approximating dynamic cantilever motion: harmonic os-
cillators and beyond
In contrast with contact mode, AM-AFM provides no direct way to measure the tip-
sample interaction forces. Instead, these must be inferred from the dynamic properties
such as cantilever amplitude and phase difference (relative to the driving excitation).
Thus, any quantitative expression about the interaction implicitly requires knowledge of
the cantilever motion. As cantilevers can be mechanically inhomogeneous with ill-defined
dimensions, and oscillate in viscous media, an exact description of cantilever dynamics
is usually beyond our grasp, but remarkable progress can be made with rather simple
models. One of these – the harmonic oscillator formalism – is discussed below.
We begin by assuming that the cantilever is a cuboid of dimensions L (length), b
(width), h (thickness) and can be described by the Euler-Bernoulli beam equation [28]:
EI
∂4
∂x4
W (x, t) + ρcbh
∂2
∂t2
W (x, t) = Fexc + Fint, (2.2)
where E, I and ρc are the lever’s Young’s modulus, rotary inertia and density respec-
tively. The excitation force is Fexc and W (x, t) is the displacement of a thin section of
the cantilever at position x along its length at time t. A generalised “interaction” force
is given by Fint, which contains contributions from the surrounding fluid, as well as direct
tip-sample forces. With the boundary conditions given by the tip being clamped at one
end (W (0, t) = 0), and the assumption that only the fundamental Eigenmode dominates
cantilever motion, the description of the tip (i.e. W (L, t)) as a damped simple harmonic
oscillator can be recovered [30]:
mξ¨ + µξ˙ + k1ξ = F cos(ωt) + Fint. (2.3)
The probe’s instantaneous position is given by ξ, the effective tip mass is m, the damping
coefficient is µ and k1 is the flexural stiffness, as before. We have assumed the excitation
force is sinusoidal so that Fexc = F cos(ωt), with angular frequency ω = 2piν. The quanti-
ties here can all be related to experimental observables by m = k1/ω
2
0, µ = k1/(Qω0) and
F = k1A0/Q, for angular resonance frequency ω0 and free (non-interacting) amplitude A0.
This implies harmonic tip motion of the form
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ξ(z, t) = ξ0(z) +A(z) sin
(
ωt+ θ(z)
)
, (2.4)
where A(z) and θ(z) are the amplitude and phase of the cantilever end; precisely the
variables accessible during amplitude-modulation operation.
2.2.1 Phase-contrast imaging; extracting mechanical and energetic
properties with high lateral resolution
In general, the tip-sample interaction force is composed of a non-linear combination of
conservative, Fc, and non-conservative, Fnc, forces. However, use of the harmonic approx-
imation simplifies the form of the average energy dissipated by the tip over a cycle, Edis; it
can be found by integrating ξ˙Fnc over one oscillation period, leading to the expression [30,
33, 34]
Edis = −pik1A
2
Q
(
A0
A
cos θ − ω
ω0
)
, (2.5)
which is valid regardless of the form of Fnc, as long as the motion is totally harmonic. The
references of [33, 34] produce slightly different, but equivalent forms of equation 2.5. This
is key for AM-AFM imaging; the amplitude is (nominally) kept constant over a scan, and
any changes in the tip’s phase are thus entirely due to lateral variation in Edis through
interaction with either the interface or the sample itself. The ability of phase imaging
to directly resolve sample areas with different mechanical properties has been explored
to great extent for over two decades [35], with success on polymers [36, 37], fabricated
monolayers [38] and entire bacteria [39], as well as more advanced high resolution imaging
of membrane proteins [40] and molecular details of the electrolyte-crystal interface [41–43].
The contrast in phase scans is sensitive to the AM-AFM imaging parameters such as
set-point amplitude (relative to A0), because these determine the maximum force exerted
by the tip and thus the energy dissipated per cycle [36]. Quantifying the factors con-
tributing to Edis is usually impractical, not least because of anomalous energy transfers
between cantilever modes1 [44–47], but for large A0 and significant tip-sample interac-
tions (i.e. physically tapping on the surface), it is still possible to relate the phase signal
to well-understood continuum mechanical properties such as stiffness [36]. The same can-
not necessarily be said of small-amplitude AFM in liquid with with A0 . 2 nm. In these
situations, depending on the molecular dimensions of the solvent, the tip will oscillate
between only a few discrete layers of fluid at the interface. Hence a significant proportion
1 See e.g. the increase in amplitude at ν ∼ 0.9 MHz in Fig. 2.2(a) when the cantilever is oscillating
closer to the sample.
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of energy will be dissipated into the fluid layers itself [48–53], often manifesting itself in
oscillatory tip damping profiles. This dissipation on a molecular length-scale is often as-
cribed to the energy required to continuously perturb and reform layers of solvent, and
thus gives information on how easy it is for fluid to slip across a solid or soft surface. In
fact, Vo¨ıtchovsky et al. extended this analogy to formally relate the macroscopic concept
of “wetting”, measured via the contact angle of a droplet on a surface, to the microscopic
energy dissipation of an AFM tip oscillating in the interfacial fluid [41]. The work of ad-
hesion of a liquid to a solid, Wsl, a thermodynamic concept expressing the energy required
to “create” a unit area of solid-liquid interface, was found to relate to the tip dissipation
by the equation:
λEdis =
8piR
α
√
WslWtl
(
e−ασ/2 − e−α(A+σ)/2
)
. (2.6)
Here, the fluid’s molecular size and decay length of the interfacial layer are given by σ
and α respectively, Wtl is the work of adhesion for the liquid and the tip (determined
independently) and the effective radius of curvature of the tip is R. Thus, the measured
phase difference, θ can be used, in combination with equation 2.5 and 2.6 to relatively
straightforwardly extract the nanoscale work of adhesion of a liquid for a solid, as long as
the tip spends the majority of its time oscillating within the interfacial fluid. Equation 2.6
was demonstrated to agree very well with the Wsl extracted from contact angle measure-
ments, although a calibration factor, λ, is required, likely due to simplifications inherent
in the model’s calculation of the pressure, the shape of the tip, or the thermodynamic
nature of the oscillation.
2.2.2 Alternative descriptions of cantilever dynamics
While the simple harmonic oscillator formalism has allowed a great deal of insight to be
gained from AM-AFM experiments, it is certainly rather simplistic in its assumption of the
tip being a point mass with totally independent excitation modes and linear interactions.
The properties of the cantilever’s fluid environment are also neglected in the majority of
models, except via perturbations that introduce an effective interaction stiffness, keff =
k + kint, and damping, µeff = µ + µint. These alter the oscillator’s resonance and quality
factor such that ωeff =
√
keff/m and Qeff = mωeff/µeff. Finally, we arrive at the well-
known expressions for the frequency dependence of the perturbed oscillator’s amplitude
and phase:
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A(ω) =
F/m(
(ω2eff − ω2)2 + (ωωeff/Qeff)2
)1/2 ; (2.7)
tan
(
θ(ω)
)
=
ωωeff/Qeff
ω2eff − ω2
; (2.8)
both of which are illustrated in Fig. 2.2(b), for an unperturbed (grey, kint = µint = 0) and
perturbed oscillator (black).
Work by Sader [54], which modelled the frequency response of cantilevers with arbitrary
cross-sections, showed that for typical cantilever dimensions and resonant frequencies, the
harmonic approximation is invalid due to its assumption of inviscid fluids. Instead, equa-
tion 2.2 can be explicitly solved while accommodating the Navier-Stokes behaviour of the
fluid, leading to the dimensionless, complex quantity known as the hydrodynamic func-
tion, Γ(ω). The function effectively describes the frequency-dependence of the cantilever’s
energy dissipation as it oscillates in a viscous fluid and can be analytically solved for a
beam with a circular cross-section:
Γcirc(ω) = 1 +
4iK1(−i
√
iRe)√
iReK0(−i
√
iRe)
. (2.9)
Here, the Reynold’s number for a fluid of density, ρf , and viscosity, ηf , is Re = ρfωb
2/4ηf ,
and K0,K1 are modified Bessel functions of the fourth kind. However for any other cross-
sectional form of cantilever, a numerical correction factor must be applied:
Γ(ω) = Ω(ω)Γcirc(ω) (2.10)
where the complex coefficients Ω(ω) for a rectangular beam can be found in equations
21(a) and (b) of ref. [54].
While the Sader approach has become a benchmark tool for describing the motion of
cantilevers, as well as calibrating their mechanical properties (discussed further in sec-
tion 2.4), it can rapidly lose accuracy in practice and does not easily capture non-linear
dynamics. Sader et al. highlighted this in a study that modelled the hydrodynamic in-
fluence of a solid surface on a vibrating cantilever [55], finding a dramatically increased
dissipation as the separation between the two decreased below the lever’s width. However,
even this analysis was based on the assumption that the cantilever’s width was constant
and much smaller than its length. These issues can be somewhat circumvented with ex-
plicit finite-element models [7] or numerical simulations [44, 56], but both methods are
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rather involved when compared to the relative simplicity of the harmonic approximation,
and the latter is still common in interfacial studies.
2.3 Approaches for obtaining high resolution in dynamic AFM
It is clear from the discussion thus far in this chapter, that a full description of the tip’s
behaviour when operating in liquid requires precise knowledge of cantilever properties,
operating parameters, sample chemistry and fluid dynamics. This is unlikely to be possible
and is certainly not practical in the vast majority of cases, especially in complex biological
systems that are far from ideal. Instead, over thirty years of AFM experiments and
simulations have shed light on the key parameters necessary to obtain sub-nanometre
lateral resolution in liquid, and various rules of thumb have been proposed. These can be
seen as minimum conditions that must be fulfilled if atomic-scale contrast to be acquired
(but do not guarantee it!). As high-resolution imaging of ionic organisation in the Stern
layer is key to many of the experiments presented in this thesis, the current best-practice
in AM-AFM imaging will be discussed and a practical guide to obtaining similar results
will be discussed.
2.3.1 Solvation forces and vertical resolution
Chapter 1 highlighted the manner in which solid and soft surfaces modify the density and
dynamics of aqueous electrolyte solutions, especially in the first few nanometres adjacent to
the interface. This is most clear in ideal, molecularly flat interfaces such as calcite, highly
ordered pyrolytic graphite (HOPG) or mica, on which oscillatory forces due to molecu-
lar layering are routinely observed [50, 57–61]. However, even in the case of rougher or
more flexible surfaces, for which such high levels of ordering are not found, strongly-bound
ions or waters generate monotonic repulsive forces when separations between surfaces are
small [62, 63]. These forces reflect the energy necessary to remove solvated species from
the interface, and are well-modelled by an exponential decay in z [56, 64–66]. While such
repulsive interactions are generally termed hydration forces due to their prevalence in bi-
ological, aqueous systems, the reality is that as long as there is significant fluid affinity for
the solid (macroscopically equivalent to the fluid “wetting” the surface), such forces will
be present [41].
Solvation forces and their strength relative to other, longer-ranged interactions, are
significant because they determine the changes to the cantilever’s dynamic motion that
are detected and used as part of the feedback loops. Formally, the noise in the measured
height for any scanning probe technique, δh, is described by [2]
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δh =
δA
|dA/dz| . (2.11)
Here the example uses the noise in the oscillation amplitude, but δA can in principle be
any physical observable associated with the tip-sample interaction. Hence the resolution
fundamentally depends on the gradient of the interaction, |dA/dz|; this can be seen from
the high resolution of STM, which results from the electron tunnelling current having an
exponential distance-dependence [2]. The hydration forces will modify the cantilever am-
plitude via conservative and dissipative interactions (in a similar manner to Fig. 2.2(b)),
meaning that A(z) has a comparable exponential drop off to the hydration force, permit-
ting z-resolution of O(10-100 pm).
Recent advances in MD simulation capabilities, as well as the development of novel
AFM techniques (see subsection 1.3.5) have allowed the solvation structure and its effects
on tip forces to be probed in three dimensions experimentally and in silico, in compara-
ble systems with minimal assumptions [57, 58, 67–69]. The explicit simulation of a tip
throughout its oscillation cycle in ref.s [57, 67] allowed the precise mechanism of dynamic
AFM image formation from fluid density oscillations to be uncovered. The authors high-
lighted the importance of highly ordered hydration shells on both tip and sample, which
produced constructive and destructive “interference” in the free energy of the tip, as it
moves through the interfacial layer. Further, the repulsive force was seen to be generated
entirely by the confinement of water between tip and sample (although no dissolved ions
were considered in the MD simulations).
Thus, a crucial requirement when aiming for high resolution imaging is for both the tip
and sample to significantly structure the solvent, relative to bulk. This generates a well-
defined solvation landscape, with characteristic short-ranged variations in solvent density
that improve both vertical and lateral imaging quality. To some extent, this relaxes the
need for a truly atomically sharp tip; the short-ranged interactions allow just the final
few atoms to participate in the imaging process (inset to Fig. 2.1). Hence, even tips with
nominal radii of curvature of > 10 nm can still achieve atomic-scale resolution. This is
well-demonstrated for molecularly smooth surfaces, but as soon as a degree of roughness
or curvature is introduced, one must consider the convolution between tip and sample
shape. For example, if a surface displayed protrusions of idealised “spikes” (i.e. with a
negligible lateral profile), the finite width of the tip would broaden the apparent size of the
features, distorting the measured topography. This has been shown to be the case with
DNA, which has a radius of curvature of ∼ 1 nm and thus is much less forgiving when
trying to acquire accurate sub-nanometre topography maps [70]. That being said, a recent
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3D-AFM study was able to successfully measure the hydration landscape of B-DNA, in
good agreement with reference structural models [71].
For biological applications in water, the need for structured fluid adjacent to the tip
and sample is not particularly hard to meet, as cantilever tips are commonly made of
silicon or silicon nitride which, despite being amorphous, can still order hydration layers,
especially if cleaned with e.g. UV plasma [72]. Biological samples are more heterogeneous,
but still structure interfacial water, often in a manner unique to their function [73, 74]
which allows AFM techniques to explore their hydration landscape with high resolution.
2.3.2 Anharmonic cantilever motion: the importance of small ampli-
tudes
As discussed in subsection 2.1.2, the repercussions of the cantilever’s oscillation amplitude
on imaging have been recognised since the earliest days of dynamic AFM. In fact, a key
approximation of many theories in both FM and AM-AFM (e.g. equation 2.1 and 2.6) is
that the force field encountered by the tip varies linearly over the course of one oscillation,
which allows meaningful interpretation of measured interaction stiffnesses. Thus, an ab-
solute scale for appropriate amplitude sizes is given by the length scale of the forces being
probed. As this thesis is primarily concerned with ions’ interactions with water and hy-
drophilic surfaces, solvation forces are clearly the relevant interaction. Their length scale
certainly varies, and occasionally a longer-ranged “secondary” hydration force is invoked,
but 2-4 A˚ appears to be a good estimate for the primary hydration force decay rate [65].
To first approximation then, we should aim for free oscillation amplitudes of between
0.5-1.5 nm to exploit solvation forces and generate maps of the hydration landscape. In
principle, smaller amplitudes of O(A˚) are also appropriate [75], but these have thus far
been restricted to specialised off-resonance spectroscopy experiments that require inter-
ferometric detection systems [44, 66, 76, 77]. Implementing such small amplitudes in
commercial AM-AFM systems with optical detection (Fig. 2.1) would likely result in very
low signal-to-noise ratios – especially in water and with soft cantilevers – and in prac-
tice, we have not found this to generate stable high resolution maps. Our upper limit of
∼ 1.5 nm appears rather high relative to the solvation force length scale, but we note that
some solids perturb the bulk fluid structure easily up to 1 nm from their surface (see e.g.
Fig. 1.6 [78]), and the tip will still spend a large proportion of its time oscillating within
the Stern layer. Either way, the amplitude range appears to reflect the tolerance of the
interactions that govern small-amplitude AFM.
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Aside from stating that the tip-sample interaction should be close to linear over an
oscillation, we have not yet offered a mechanism for why this should improve resolution.
Recent focus on AFM techniques that excite (or monitor) multiple cantilever oscillation
modes have offered insight onto this problem. By tracking the dynamics of a cantilever in
different imaging conditions (free/setpoint amplitudes, sample etc.), it is possible to mea-
sure the relative excitation of cantilever oscillation modes and thus quantify the parameters
that allow for the (admittedly subjective) “best” resolution. One important control pa-
rameter for AM-AFM is the amplitude used as a target for the feedback system – known
as the amplitude setpoint. In order for stable imaging, the setpoint must be below the
free amplitude in bulk fluid, A0, because tip-sample interactions in general reduce A (see
Fig. 2.2). The setpoint ratio; A/A0, is therefore an important determinant of tip dynamics.
Keeping this value close to 100% allows for gentle imaging conditions, where the tip be-
haves similarly as in bulk fluid. A value that is too high may, however, lead to instabilities
where the tip does not adequately track the sample topography. Reducing the setpoint
ratio to, say, below 50% reflects much harsher tip-sample interactions; to reduce the oscil-
lation amplitude so dramatically, the feedback loop is forced to move the cantilever closer
to the sample which can mean that the tip comes into destructive contact with the surface.
It was found that both the use of large free amplitudes and small amplitude setpoints
(i.e. harsh imaging conditions) degrade the apparent resolution and lead to dramatic
increases in the anharmonicity of the cantilever motion [46, 56]. This is a reflection of
the tip physically tapping on the sample and stimulating higher Eigenmodes. In contrast,
the conditions that lead to the best images were those that retained small amplitudes and
did not apply harsh forces (i.e. retained a high setpoint ratio). These correspond to the
tip oscillating primarily in the interfacial fluid, without making physical contact with the
sample. In this regime, where the fluid is more ordered, the tip loses significantly more
energy through non-conservative fluid dissipation than in the bulk [49, 66]. This reduces
the stimulation of higher modes, which allows the tip to be more adequately described
as a perturbed harmonic oscillator via equation 2.7 and 2.8. This harmonic motion has
the advantage of being more easily controlled by feedback loops and less likely to damage
the tip and/or sample with higher mode dynamics, which have much greater effective
stiffnesses.
2.4 Calibrating the flexural stiffness of AFM cantilevers
As it is the interfacial interactions that allow for stable imaging, it is of paramount im-
portance for high-resolution AFM (and for the field as a whole) that the forces at play
are accurately quantified. These forces are measured indirectly, via the bending of the
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cantilever, and so the flexural spring constant, k1, must be calibrated before this can be
achieved. The spring constant must also be known in order to quantitatively extract infor-
mation about the cantilever dynamics (equation 2.3) and thus the stiffness and damping
induced by the interfacial fluid.
We can in fact predict k1 from the cantilever dimensions and its elastic properties
alone, which represents an idealised stiffness [79]:
k1 =
1
4
Ebh3
L3
, (2.12)
where the cantilever Young’s modulus is given by E. However, typical lever widths, b, and
lengths, L, are on the micrometre scale, where manufacturing defects and variations are
commonplace. This can generate significant errors, especially considering the cubic depen-
dence on lever thickness, h (O(100 nm)). Further, cantilevers commonly have sputtered
coatings to enhance their reflectivity or functionalise their surface which will influence their
dynamics in a non-trivial manner [80]. Thus these purely geometric calibration methods
can be unreliable, especially if cantilevers with non-ideal shapes are used (e.g. triangular
or picket-shaped). We shall focus instead on more commonplace methods for finding the
stiffness, often in situ, that can better accommodate variation between cantilevers. These
methods take advantage of the fact that the cantilever’s equation of motion and resonant
frequency depend on k1 and use the dynamic motion of the lever to determine its stiffness.
In subsection 2.4.3, we then derive and present novel equations to calculate k1, which
circumvent some of the key issues with current methods, notably their applicability to
arbitrary cantilever shapes and environmental dependence.
2.4.1 The thermal method
The calculation of the thermal noise in cantilever vibrations was first derived and im-
plemented by Butt and Jaschke [79] and begins with the equipartition theorem, which
states that every independent quadratic degree of freedom in a system in thermal equi-
librium contributes kBT/2 to the mean total energy. Thus for small cantilever deflections
generated only by thermal noise (i.e. no driving excitations), we have
1
2
kBT =
1
2
k1〈z2〉. (2.13)
This refers to the lever end’s absolute deflection, z, rather than the inclination in its long
axis, dz/dx, which is the quantity measured by the optical beam method, although the
conversion between the two is relatively straightforward.
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The power spectral density, P (ω), of the reflected laser’s motion on the photodiode is
known as the thermal spectra (Fig. 2.2(a) shows the square root of this) and is recorded
in units of V2 Hz−1. A calibration factor is required to convert the PD voltage change,
∆V , to a cantilever deflection, ∆z, in metres (S−1l , as mentioned earlier), but once this
is done, integrating P (ω) over the entire frequency range gives a value for the mean
squared deflection. If we assume that the first Eigenmode dominates the deflection and the
cantilever moves under harmonic motion, then the noise can be written as a combination
of that of a simple harmonic oscillator (SHO) and a baseline white noise with no frequency
dependence: P (ω) = PSHO(ω) + Pwhite [81]. Then:
〈z2〉 = S−2l
∫ ∞
0
(
PSHO(ω) + Pwhite
)
dω
= S−2l
∫ ∞
0
(
P0
(ω2eff − ω2)2 + (ωωeff/Qeff)2
+ Pwhite
)
dω
= S−2l
(
1
2
piωeffP0Q+K
)
,
(2.14)
where K is a constant that represents the noise floor. Combining equation 2.13 and 2.14
gives:
k1 =
2kBT
piωeffP0QS
−2
l
, (2.15)
for the squared inverse sensitivity, S−2l , effective resonant frequency, ωeff, and maximum
power, P0.
Equation 2.15 thus provides a relatively simple way to measure the spring constant,
requiring only the thermal spectrum of a cantilever and a fit of the form of equation 2.7
to extract P0 and Q from the first mode. It makes no assumptions about the cantilever’s
shape, and the harmonic approximation is generally a good one, as long as the cantilever
is far from the sample and in a Newtonian medium (i.e. one with no frequency-dependent
viscosity, η(ω) = η0).
The thermal method is not without limits however. The measurement requires accurate
fitting in order to extract the cantilever’s quality factor. This is rather trivial for cantilevers
in air; Q values can easily reach into the thousands, and the percentage error of the fit
is relatively low. When performing AFM in water or more viscous fluids however, Q is
generally less than 5, which means there can be significant variation in the extracted value,
depending on the region used for the fit. This is compounded by the fact that a low Q
environment makes it more likely that oscillation modes overlap somewhat, increasing the
fitting uncertainties. The need for an accurate value for S−1l is a limiting factor also. S
−1
l
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is conventionally acquired by monitoring the static deflection (in volts) of the cantilever
as the tip is moved into contact with a stiff substrate such as mica or glass. This results
in a linear region where, for a given z-piezo movement, ∆z, the deflection is found by
∆V = Sl∆z. Hence, a first-order polynomial fit trivially extracts the invOLS, S
−1
l . This
can be problematic, especially for high-resolution studies, because the procedure requires
hard, physical contact with a substrate that may irreversibly distort or damage the tip
apex. It can always be done retrospectively, but this results in uncertainty about the
forces applied when carrying out the experiment.
2.4.2 The Sader method
Sader’s method for calibrating the spring constant of a cantilever [82–85] derives from an
expression relating k1 to the resonant frequency of a cantilever in a vacuum, ωvac [86].
Clearly, for operation of AFM in ambient conditions, this is not particularly practical and
so the hydrodynamic function can be used to approximate the change in resonance to ωeff
upon immersion into a viscous fluid. This leads to the relation (for a rectangular beam):
k1 = 0.1906ρfb
2LQΓi(ωeff)ω
2
eff. (2.16)
The fluid’s density is given by ρf and Γi(ωeff) is the imaginary part of the hydrodynamic
function of equation 2.10. We note that the derivation of this equation assumes Q 1 [82],
the aspect ratio, L/b > 3 (ideally as large as possible), and still requires the cantilever
length and width to be known (although, significantly, not the thickness).
The equation can be generalised somewhat for cantilevers of different shapes [85], with
the caveat that Γ(ωeff) can be determined, and the geometry-specific b and L can be
obtained. Rather than aim for analytic solutions for the hydrodynamic function as in
equation 2.9, Sader et al. provided practical fits of the Γi(ωeff) vs. Re(ωeff), of the form
Γi(Re) = a0Re
a1+a2 log10 Re, along with fitting parameters, a0, a1 and a2, for a variety
of different cantilever shapes. To do this, the cantilevers’ thermal spectra were captured
(using an interferometer so as to avoid requiring the conversion factor, S−1l ) at a range
of N2 and CO2 gas pressures. Once the hydrodynamic coefficients have been found for
a given cantilever, Γi(Re) is then uniquely determined for any lever with the same plan
view, as the function is dimensionless [85], allowing for straightforward calculation of k1
in the future.
This is a successful approach that leads to accurate stiffness measurements when com-
pared to existing methods or manufacturer’s values [82]. There are no constraints on the
AFM geometry and it can in principle determine the stiffness for any thin lever, for which
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the thermal spectra, hydrodynamic coefficients and plan dimensions are known. This lat-
ter requirement is not trivial however; the coefficients must be obtained by recording a
thermal spectrum for a cantilever of known stiffness with the same plan as the lever of
interest while varying the gas pressure in a controlled manner – a capability not present
in the majority of AFMs. While Sader et al. provide the coefficients for a wide range
of cantilevers, full calibration of a novel shape would be a lengthy process. Finally, the
underlying dependence of equation 2.16 on the quality factor increases the uncertainty
when such calibrations are performed in situ in viscous liquids.
2.4.3 A shape-independent method for calculating the cantilever stiff-
ness
Derivation of the primary, shape-independent calibration equation
We now present our derivation of a novel set of equations to calibrate a cantilever’s flex-
ural stiffness. The calibration originates from the hydrodynamic approach incorporated
into Sader’s method but has no dependence on the lever’s quality factor, no need for cal-
ibration of S−1l and can be used in air or viscous liquids with comparable results. The
method makes no assumptions about the lever geometry and only requires two resonance
frequencies to be measured, each in air and the fluid of choice.
The real and imaginary parts of the hydrodynamic function are first parametrised as [7,
87]:
Γr(Re) = a1 +
a2√
Re
, (2.17)
Γi(Re) =
b1√
Re
+
b2
Re
. (2.18)
We will make use of Γr and take the coefficients to be a1 = 1.0553; a2 = 3.7997 [87]. These
can be used to relate the angular resonance frequencies of a cantilever in an arbitrary fluid,
ωfn, to that in air, ωan, for any oscillation mode number n [88]:
ω2fn
(pia1ρfb
4ρch
+ 1
)
+ ω
3/2
fn
(pia2√ηfρf
2ρch
)
= ω2an. (2.19)
By measuring two resonance frequencies in the fluid and air environment the two unknown
cantilever parameters of the areal mass density, ρ̂ch, and width, bˆ, can respectively be
determined by
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ρ̂ch =
pia2
√
ρfηf
2
ω
3/2
f1 ω
3/2
f2 (
√
ωf2 −√ωf1)
(ω2a1 − ω2f1)ω2f2 − (ω2a2 − ω2f2)ω2f1
, (2.20)
bˆ =
2a2
√
ηf
a1
√
ρfωf1
(
ω
3/2
f2 (
√
ωf2 −√ωf1)(ω2a1 − ω2f1)
(ω2a1 − ω2f1)ω2f2 − (ω2a2 − ω2f2)ω2f1
− 1
)
, (2.21)
where we use the caret to denote calculated values. The geometric parameters can then
be related to the flexural spring constant of the first mode by [89]
k1 = m1ω
2
a1 = 0.25mcω
2
a1 = 0.25ρ̂chbˆLω
2
a1. (2.22)
Here, we have used m1 = 0.25mc to relate the first Eigenmode’s effective mass, m1, to
the cantilever mass mc [89], which is then obtained through equation 2.20 and 2.21. Our
approach relies on the fact that the hydrodynamic function of the cantilever is, for a given
value of Reynold’s number, defined by geometry alone. Thus, measurement of the can-
tilever dynamics in two environments allows us to effectively “calibrate” the geometry of
the cantilever – that is, find that the appropriate lengthscales that define Γ(Re), with no
explicit dependence on the shape or, importantly, the quality factor.
Experimentally evaluating the method
To assess the accuracy of equation 2.22, we compare its predictions for the flexural stiff-
ness of three differently-shaped cantilevers with those produced by the thermal method
(equation 2.15) and by Sader’s method. The cantilevers chosen have plan views that are
rectangular (RC800 PSA, Olympus), V-shaped (TR-400 PB, Olympus) and arrow-like
(Arrow UHF AuD, Nanoworld) (see Fig. 2.3(a)) and, to emphasise the other methods’
dependence on the quality factor, we assess the predictions in both air and ultrapure wa-
ter. To compute Sader’s stiffness for the beam cantilever, we make use of equation 2.16,
whereas for the V-shaped cantilever we use an adapted form; k1 = ρfb
2LΛ(Re)ωeff, where
Λ(Re) is a hydrodynamic function modified for the V-shaped cantilever [85]. The results
are presented in Fig. 2.3(b).
The predictions obtained from our equation 2.22 broadly agree with the thermal
method and are as accurate as the Sader method in most cases, with reference to the
nominal stiffness value. We note that there is no independent measurement of k1 here –
even manufacturer’s values are typically given with large uncertainties – and so there is
no formal method of accuracy for the model. The proximity of the thermal method and
nominal values does however imply that our results are accurate. As mentioned previously,
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Fig. 2.3: Calibrating the flexural stiffness, k1 of cantilevers of various shapes. (a) plan-view geome-
tries of the three cantilevers that were tested experimentally (left) and an representative
shape that traditional methods would struggle with. Characteristic length scales are an-
notated; for the arrow, the aspect ratio is low and the small dimension is not well-defined.
(b, upper) Spring constants predicted by equation 2.22, the Sader method and the ther-
mal method for a beam and V-shaped levers in air and water. Manufacturer’s values (0.39
and 0.09 N m−1) are shown by horizontal lines. (b, lower) Predictions for arrow-shaped
cantilevers; the nominal stiffness is poorly defined (note the logarithmic y-axis). Nominal
stiffnesses are k1 ∼ 6 N m−1 with a range of 1.5 < k1 < 20.0 N m−1 highlighted by the
gradient, but there is good agreement between the thermal results and those from our
equation. Calculated errors are smaller than the data markers.
our equation does not require invOLS calibration, with potentially damaging tip-sample
contact. Sader’s equations are closer to the nominal value than both the thermal and
our method for the V-shaped lever, but we emphasise that this is not a general formula,
but made use of a specially-developed Λ(Re). For the arrow-shaped cantilever (b, lower),
the agreement between the thermal method and our equation 2.22 is excellent (less than
7% deviation), demonstrating the validity of our approach. There is no adapted hydro-
dynamic function Λ(Re) available for such geometries and they have a low aspect ratio,
breaking many of the assumptions used in Sader’s model. Indeed, the values obtained
using equation 2.16 are completely offset from both our equation and the thermal results.
There is a broad range of nominal values, indicated by the gradient, which is a result of the
complex geometry; its trapezoidal cross-section means that manufacturing variability is
common. The range (1.5 < k1 < 20.0 N m
−1) emphasises the need for accurate calibration
methods that are not based on nominal values.
Modification of the model for use in viscous fluids
We have already mentioned the importance of viscosity when considering such dynamic
cantilever calibration techniques; the effect of the fluid on the cantilever’s effective mass
dramatically reduces Q and makes it harder to accurately determine the resonance char-
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Fig. 2.4: Assessment of the impact of the surrounding fluid’s viscosity on the predicted spring
constant of a beam cantilever. The thermal method is reasonably constant with viscos-
ity as expected but deviates from the nominal manufacturer’s value (horizontal line) of
0.39 N m−1. In contrast, both equation 2.22 and the Sader method vary, decreasing as the
viscosity increases. Equation 2.24 performs much better, returning a more stable value
for k1 that is consistent with the thermal method and has reduced errors at all but the
highest viscosities.
acteristics. Equation 2.22 is no exception to this; the results of Fig. 2.3(b) are based on
experiments performed in air and water; relatively low-viscosity environments. However,
when working in more viscous liquids and especially with softer cantilevers, the quality
of predictions progressively decreases. This is a problem for applications such as viscom-
etry or biosensing, where cantilevers are used in viscous or non-Newtonian fluids. To
this end, we adapted our equation to make it more accurate in the case of predicting k1.
This however requires an extra input parameter; the width, b (or an effective value for
non-rectangular cantilevers). If b is known, the areal mass density can be written as:
ρ̂ch =
ω2f1pia1ρfb+ 2ω
3/2
f1 pia2
√
ρfηf
4(ω2a1 − ω2f1)
, (2.23)
which yields the following expression for the cantilever flexural stiffness:
k1 =
ω2f1pia1ρfb+ 2ω
3/2
f1 pia2
√
ρfηf
16(ω2a1 − ω2f1)
bLω2a1. (2.24)
Although it requires an effective width for the cantilever, the above equation no longer
needs a second resonant frequency, which may be an advantage if the second mode’s oscil-
lation is too small to be detected in the viscous fluid. We investigated the validity of this
equation in fluids of varying viscosity, making use of ultrapure water, isopropanol, acetone,
butanol, decane and hexanol (all Sigma Aldrich, Dorset, purity > 99%). We conducted
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the measurements with a rectangular cantilever (Olympus RC800 PSA, as before) and
compared the predictions with the same methods as before.
The results are shown in Fig. 2.4, which shows that the stiffness as calculated via
equation 2.24 is less sensitive to viscosity than the other methods, whereas equation 2.22
fails dramatically, with around 70% variation. The Sader method’s results decrease with
viscosity and are offset from both the thermal method and nominal values. This reflects
the dependence of the method on the Q-factor, which tends to vary dramatically with the
fluid viscosity. Together, these results validate equation 2.24 and show that it provides
the most reliable model for calculating k1, particularly when operating in highly viscous
environments.
2.5 Conclusions
This chapter has discussed the development of AFM over the thirty years since its incep-
tion, from its initial capability to measure normal forces and topography in contact mode,
to the myriad dynamic modes of operation which have enabled atomic-level resolution
of the interface between liquids and solids to be obtained. The theory and mechanisms
underlying such high resolution while immersed in liquid are still being revealed, but it
is clear that the structure of the interfacial solvent, and the tip’s motion within it are
imperative. In the case of aqueous solutions, the hydration layers formed between the tip
and sample increase the energy dissipated over each oscillation, resulting in a very short
ranged interaction that increases resolution. As well as helping obtain insight into the
molecular-level organisation of fluids at the interface, the motion of a vibrating cantilever
can be used to infer mechanical properties, either about the sample (in the case of phase-
or bimodal imaging) or about the cantilever itself (if the fluid properties are known). In
the latter case, two common methods were discussed and a third, novel set of equations
for calibrating the spring constant were developed. We showed that our equations were at
least as good as the conventional approaches and could be applied to arbitrarily-shaped
cantilevers, without the need for destructive calibration of S−1l . Further we showed that
a similar equation, which took the additional input of an effective width, was successful
at predicting k1 in viscous environments as well.
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3.0 Dynamic AFM: example applications
In this chapter, we will take the principles outlined in chapter 2 regarding dynamic AFM
and apply them to two situations that are relevant for this thesis. Firstly, we will use the
small-amplitude AFM approach to obtaining high-resolution discussed in section 2.3 to
produce maps of the hydration landscape of mica when immersed in common buffering
solutions. The effects of simpler ions on this system have been studied quite rigorously
(see e.g. section 1.3 and 1.4) but there has been little quantitative comparison between
buffering agents’ interfacial effects at a molecular scale to date, despite their ubiquity in
biological studies. We show that a range of buffers form distinct structures, templated
by the mica and driven by their varying size and molecular structure. The inclusion of
smaller salts (NaCl) mitigates the buffers’ perturbation of the mica’s hydration landscape
to some extent, but we show that there are still discernable effects. We further show, using
a model lipid membrane, that the observed phenomenon is likely to have consequences for
biological systems.
The second study relies on the formalism for analysing cantilever dynamics that was
developed in subsection 2.4.3, but in this case, it is used to probe the properties of the
immersing fluid, namely its viscosity, ηf , and density, ρf . We derive a general method that
requires two resonance frequencies of the cantilever in air and and a reference fluid as a
calibration before the measurement can be made. Our model requires only microlitre fluid
volumes, needs no precise knowledge of cantilever geometry and we show, for a variety
of fluids, that the calculated viscosity and density agree very well with accepted values.
The method is reasonably robust to non-Newtonian fluids, but begins to break down as
the frequency-dependence of the viscosity becomes more significant. On the face of it,
the measurement of ηf and ρf is not directly relevant to the theme of aqueous interfaces,
but the technique has potential application to complex, crowded biological fluids. In
these systems, the cantilever probes the bulk fluid, but in doing so, can shed light on the
interactions between molecules in solution, thereby giving indirect interfacial information.
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Fig. 3.1: Illustration of the scale and structure of the substrate (mica) and buffering compounds
used in this study. The entire molecules are shown approximately to scale and the hexag-
onal lattice of mica’s [100] surface has a = 5.2 A˚ [8]
3.1 Buffering agents at hydrophilic interfaces: a high resolu-
tion AFM study
Control over the electrostatic interactions within aqueous solutions is crucial in biolog-
ical assays; the pH and charge densities are actively regulated in vivo, as they affect
the stability of proteins as well as the mechanical and dynamic properties of biomimetic
membranes [1–4] (discussed in much greater detail in chapter 5). In experiments, control
over the concentration of protons and hydroxide ions is usually enforced with buffering
agents [5]; macro-ions with dimensions of the order of nanometres that partially dissociate
in aqueous solutions. There is no one molecular characteristic that determines whether
a compound will be useful as a buffer – rather, their efficacy is judged on a set of cri-
teria popularised by Norman Good [6, 7], resulting in the well-known family of “Good’s
buffers”, many of which are in common use today. These criteria are not particularly
strict; the compounds must be soluble in water, unable to cross biomembranes and have
a pKa between 6-8, among others. These minimal restrictions mean that buffers with a
wide range of molecular sizes and degrees of charge/hydrophilicity are in common use (see
Fig. 3.1 for the molecules studied here).
It is a basic assumption when using these buffer molecules that they do not affect
any significant aspects of their biological assay. However, a buffer’s inertness tends not
to be rigorously tested, especially not at the scale of single ions or molecules. Aside from
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proteins, biological membranes are mostly composed of zwitterionic or negatively charged
lipids, the organisation of which depend on specific electrostatic and hydration interac-
tions. Therefore buffers, which are often zwitterionic themselves, can exert a great deal
of influence on such biological systems. Indeed, they have been shown to induce buckling
and clustering in neutral lipid membranes [9, 10], as well as perturbing the mechanics and
structure of vesicles [11, 12] and altering protein-protein interactions [13]. The general
mechanism underlying such effects is not yet clear, but undoubtedly is related to the spe-
cific manner each buffer perturbs the water around it.
High-resolution, small amplitude AFM can shed light on this problem by allowing the
systematic comparison of the impact of various common buffers on the hydration land-
scape of a negatively-charged mineral (mica, structure in Fig. 3.1). The sub-nanometre
lateral resolution of this AFM technique, as well as its sensitivity to the structure of the
interfacial solution means that we can directly probe the aggregation and layering of the
buffers at a similar scale to the molecules themselves. The use of mica is important be-
cause it provides a reproducible, atomically flat structure with well-defined dimensions
as a canvas on which the buffers’ perturbation is easily identifiable. It is also negatively
charged, in common with most biological membranes, and its unit cell is of a similar area
to the lipids molecules that compose them [14].
The buffers we investigated in this study, along with their nominal pKas [15] are listed
in Table 3.1, along with illustrations of their structures in Fig. 3.1. We omit PBS buffer
from the figure, as it is identical to the monosodium phosphate buffer, but with additional
monovalent salts. In order to systematically compare the effects of the buffers, we made
up 10 mM solutions of each and titrated them to pH 7.0. The different pKas of each
molecule will result in a distinct charge state when the pH is adjusted to 7.0. The extent
of this can be quantified using the well-known Henderson-Hasselbalch equation:
pKa = pH + log10
[B]
[HB]
. (3.1)
The above equation relates the pKa of a buffer, B, to the relative concentration of species
that are dissociated ([B]) and associated ([HB]) with protons, H. At a given pH, the
ratio [B]/[HB] therefore denotes an effective charge state for the buffer in solution, which
can be considered the buffering compounds’ “valency”, ZB. ZB can be used, along with
equation 1.3, to calculate an effective Debye length, κ−1. We document the pKa of each
buffer in this study, as well as polarity of the charged species and the calculated κ−1 in
Table 3.1 It can be seen that the polarity of the charged species and the pKa dramati-
cally influence the electrostatic screening of the buffers. For example, at pH 7.0, HEPES
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Buffering compound Charged species polarity pKa Debye length, κ
−1 (nm)
MES − 6.27 4.90
HEPES − 7.56 18.84
Monosodium phosphate − 7.20 11.01
SSC − 3.13 4.29
Tris + 8.07 4.66
PBS − 7.20 0.78
Tab. 3.1: Buffering agents investigated in the following study. Specific chemical species are:
2-(N-morpholino)ethanesulfonic acid hydrate (MES); 4-(2-hydroxyethyl)piperazine-1-
ethanesulfonic acid (HEPES); monosodium phosphate (NaH2PO4); saline-sodium citrate
(Na3C6H5O7, SSC); trizma base (2-amino-2-(hydroxymethyl)-1,2-propanediol) (tris);
phosphate buffered saline (PBS). The latter makes use of the same buffering molecule as
monosodium phosphate, but includes O(100 mM) monovalent salt, reflected in the mi-
nuscule Debye length. κ−1 was estimated from the relative concentration of the charged
buffer species and equation 1.3. For reference, in pure water, κ−1 ∼ 1 µm.
is predominantly neutral in solution and thus has a large κ−1 ∼ 20 nm, despite having
similar structure to MES, which has κ−1 ∼ 5 nm.
We then imaged a freshly-cleaved mica surface using AM-AFM while immersed in
each buffer solution. As discussed in section 2.3, the free amplitude of oscillation was kept
below about 1.6 nm and care was taken to keep the setpoint amplitude above ∼ 70% in
order to probe the interfacial layer of water and buffers, without directly interacting with
the mica itself [16].
3.1.1 Buffer organisation on mesoscopic length scales
Fig. 3.2 shows the apparent topography (purple/yellow, upper) and phase traces (blue/black,
lower) of the mica in each buffering solution, as well as with ultrapure water as a control.
The images all represent the impact of buffers on the hydration landscape on a scale of
∼ 100 nm – much larger than that of individual molecules. It is immediately obvious
that, despite the substrate being identical in each case, each buffer alters the interface
in a characteristic manner. This is due to the macroions in solution screening the mica’s
surface potential to different extents (c.f. Table 3.1), and their size and geometry forcing
them into species-specific configurations. These epitaxial arrangements can be resolved by
the AFM tip, and their modification of the local fluid density generates similar contrast
in the phase trace.
Both MES and HEPES (Fig. 3.2(a),(b)) produce periodic rows visible in both topog-
raphy and phase, with a Fourier analysis giving their periodicity as 3 ± 1 nm. The two
buffers’ similar organisation at this scale is to be expected, given their similar structure
(Fig. 3.1). Indeed, it may be the molecules’ relatively high aspect ratio that promotes
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Fig. 3.2: Larger-scale AFM images of mica topography (purple/yellow, upper) and phase contrast
(blue, lower) in buffer solutions. In MES (a) and HEPES (b) rows are clearly visible in
topography and in phase. No regular structure is visible in monosodium phosphate (c),
SSC (d) and Tris (e). Ultrapure water (f) was imaged as a control. Rows related to the
mica lattice are hardly visible at that scale. In all images, the scale bar represents 30 nm.
The topographic colour scale represents relative height variations ranging over 150 pm.
The phase colour scale corresponds to variations of 10°.
supramolecular organisation of this regularity (the rows are about six times greater than
mica’s lattice parameter). The similarity in apparent topography, despite the distinct
screening lengths of 4.90 and 18.84 nm respectively, emphasises the importance of steric
and hydration interactions at the interface, which appear to dominate over mean-field con-
cepts such as κ−1 here. In contrast, monosodium phosphate, SSC and Tris (Fig. 3.2(c)-(e))
present a much more amorphous landscape. The structures generated have a character-
istic size of approximately 10 nm, but the lack of symmetry associated with the images
indicates the inability of these buffers to organise themselves in a commensurate manner
with the underlying mica lattice. The mica surface imaged in ultrapure water (Fig. 3.2(f))
shows features relating to the underlying mica lattice (likely due to Moire´ effects) but no
large height variations or aggregates, confirming that the variation observed previously is
due to the action of buffer organisation at the interface.
3.1.2 Buffer organisation on molecular length scales
In order to investigate the nature of the adsorbed buffer layers with greater resolution,
we took additional scans on a 20 nm scale. The results are shown in Fig. 3.3 and display
molecular details of the mica lattice, but with superimposed features that reflected the
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larger-scale structures observed earlier. In MES and SSC (Fig. 3.3(a), (d)), atomic-level
resolution images were obtained but their quality was often inconsistent, with horizon-
tal discontinuities and instabilities. HEPES (Fig. 3.3(b)) produced very stable and re-
producible images, showing a mesh-like network developing epitaxially on the surface of
mica. Of the five buffers used, HEPES demonstrates the greatest height variations whilst
retaining stable atomic-level detail (see Fig. 3.4); HEPES has a roughness of 50 pm at
the (20× 20) nm2 scale, second only to monosodium phosphate (which did not allow the
same imaging stability). We tentatively relate this enhanced layering to HEPES’ larger
Debye length (Table 3.1); its small effective charge results in short-ranged steric interac-
tions dominating the interfacial structure, allowing for complex networks to form such as
those observed here. The lack of atomic-level features in the topography when imaging in
monosodium phosphate (Fig. 3.3(c)), is likely due to the small size of this buffer, which al-
lows it to be more mobile at the interface due to a lack of steric hindrance upon adsorption.
Interestingly, despite the lack of resolution in topography, the phase signal could resolve
details of the mica lattice which indicates that there may be some underlying structuring
of the solution, perhaps driven by Na+ that dissociates from the powdered form of the
buffer. The instability of imaging is reflected in the extremely high roughness values of the
images (Fig. 3.4). Finally, the Tris-buffered solution (Fig. 3.3(e)) tended to induce some
bi-stability while imaging, with regions revealing atomic-level details while other showed
some aggregates adsorbed on the surface (dashed lines, lower half of (e)). These indicate
that Tris forms at least two stable structures in z, and the larger surface features are in
good agreement with those observed at lower magnification.
Imaging in ultrapure water proved difficult for achieving atomic-level resolution images
of the muscovite lattice and it was necessary to reduce the cantilever’s free and working
amplitudes by about 20% to obtain the images presented above. This reduction meant
that oscillations better mimicked the decay length of the hydration forces, allowing for
improved resolution. Although water forms multiple, well-defined hydration states on
muscovite mica [17–19], these layers do not alter the AFM tip’s motion as much as larger,
ionic adsorbates [19, 20], presumably due to water’s smaller volume and greater surface
diffusivity. This limited the overall resolution and was detrimental for high resolution
imaging [21]. However, there are still several domains on a scale of a few nanometres
superimposed to the lattice structure visible in Fig. 3.3(f), which are likely induced by the
tip probing different hydration states of the surface.
It is common knowledge in the AFM community that the addition of salt to aqueous
solutions aids resolution, presumably through the formation of better-defined, more sym-
metrical hydration structures on both surfaces. The concentration and type of charges in
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Fig. 3.3: High magnification AFM images of mica topography (upper) and phase (lower) in buffer
solutions. In MES (a) the hexagonal symmetry of the lattice can be clearly resolved
despite infrequent horizontal defects. Regular epitaxial modulations are visible in the
phase. In HEPES (b) the symmetry is again clear, but convoluted with large variations
in both topography and phase. The topography of monosodium phosphate (c) displays no
atomic features but they can be occasionally resolved in the corresponding phase image.
The mica lattice is perceptible in SSC (d) and appears similar to (a). In Tris (e), large
features consistent with those in Fig. 2e are visible in the upper part of the image.
Occasionally, the tip jumps (dashes) revealing a structured mesh. In ultrapure water (f)
atomic-level features are visible alongside point-like deformities. The scale bar is 5 nm.
Colour scales: the height is 150 pm and phase is 10°
solution can strongly influence the electrical double-layer forces of submerged solids [22]
(see also, subsection 1.2.1) and therefore play a significant role for AFM resolution [23].
However, the use of small oscillation amplitudes while imaging here leads to the resolu-
tion being dominated by short-range hydration effects, including those of adsorbed buffer
ions. In practice, stock solutions typically contain a wide range and density of salts aside
from the buffering agent. This salt can compete with the buffers at the charged interface
and partially mitigate the effects observed in Fig. 3.2 and 3.3. We therefore investigated
the impact of increasing ionic content by comparing three solutions; ultrapure water, a
monosodium phosphate buffer and a phosphate-buffered saline (PBS) solution. The PBS
solution is routinely used in biology to mimic physiological conditions and its buffering
effect comes from the same phosphate molecule as that presented in Fig. 3.1, but with the
addition of 140 mM NaCl. The high-resolution scan results are presented in Fig. 3.5.
The image in ultrapure water, Fig. 3.5(a), is consistent with Fig. 3.2 and 3.3; the
underlying lattice of mica is visible but the imaging is at times unstable. In monosodium
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Fig. 3.4: Comparison of the root-mean squared roughness, Rq, of the buffer/mica interface as
imaged by the AFM. The effect of monosodium phosphate upon the AFM imaging process
is clearly elucidated by its large roughness. HEPES demonstrates an anomalous increase
in roughness from 25.1 pm to 41.6 pm at (100 × 100) nm2 and (20 × 20) nm2 scans
respectively. This is contrasted with the other buffers, where the 100 nm roughness is
equal to that at 20 nm. It is likely related to the increase in resolution at this lengthscale
that leads to the mesh being observed in Fig. 3.3(b). Error bars represent standard
deviation of 5 consecutive scans in each buffer.
phosphate (Fig. 3.5(b)), the image quality is noticeably reduced and evidence of interfacial
structure is only resolved through the phase trace (i.e. the modification of tip energetics,
see section 2.2). The low resolution is in part due to buffer molecules loosely adsorbed on
the surface that interfere with the imaging process but also may be a result of non-specific
adsorption to the tip itself. In contrast, PBS generates the clearest images (Fig. 3.5(c)),
demonstrating atomic-level resolution over the entire image. The overall imaging stability
was confirmed by the roughness measurement of 0.018 ± 0.002 nm, smaller than every
previous buffer measured (Fig. 3.4). However, despite its regularity, the surface is not
entirely homogeneous, with the lower portion of the phase image exhibiting individuated
lattice sites (red dots), while the upper half only rows can be discerned (dashed lines).
This is another indication that, although the resolution is improved, the buffer molecules
are still interfering with the solid–liquid boundary, but in competition with Na+ ions.
3.1.3 Impact on biomimetic membranes
The discussion thus far has revolved around the potential impacts of buffers on biological
systems. While mica is a vital tool in quantitatively comparing the nanoscale structuring
of buffers given its hydrophilicity and uniformity, it clearly does not possess any surface
groups that could be said to be biologically relevant. To emphasise the generality of our
results, and their application to the life sciences, we performed AM-AFM experiments
investigating the effect of the buffering solutions upon a silica-supported lipid bilayer
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Fig. 3.5: Ionic content and strength affects the image quality in buffered solutions. Topographic
images are presented in the upper portion and phase in the lower. (a) Ultrapure water,
(b) monosodium phosphate buffer; again no atomic-scale features are observable in the
topography. (c) Phosphate-buffered saline solution; the addition of 140 mM NaCl to the
buffer results in a dramatic increase in image quality. However, variability in imaging
conditions remains; from individual lattice points (dots) to row-like formations (dashed
lines). Each image’s scale bar is 5 nm and the colour scales are 150 pm for the height
and 10° for the topography.
(SLB) composed of purified 1,2-dipalmitoyl-sn-glycero-3-phosphate (DPPA, Avanti Po-
lar Lipids, Al, USA). The use of a silicon/silicon dioxide substrate had two motivations.
The first was that it introduced a larger degree of roughness to the lipid bilayer, which
better-approximated complex biological systems that do not show the uniformity of mica.
Second, it enabled complimentary ellipsometry measurements to be carried out. These
provide a label-free, non-perturbative method of investigating the solid-electrolyte inter-
face, based on the surface-specific polarisation of light [24]. If we used a mica substrate, the
measurement would otherwise have been hindered by the interference between its upper
and lower crystallographic planes [25] and required either advanced averaging techniques
or assumptions about the refractive index to be made [26].
AM-AFM Imaging
A selection of representative (100×100) nm2 images of the SLB in different buffer solutions
is presented in Fig. 3.6. The height variations are much larger than that of mica (z-scale
ranges over 500 pm) due to the intrinsic roughness of the silica support. This roughness
inhibited high-resolution comparisons between the different buffer solutions and for this
reason, only three of the previously-investigated buffers were compared; HEPES, Tris and
monosodium phosphate (Fig. 3.6(b)-(d) respectively) as these produced the most charac-
teristic changes in topography previously. They were compared to the SLB in 150 mM
NaCl – that is, the solution it was formed in. Distinctive changes in topography upon the
exchanging of buffers are still evident.
The image in 150 mM NaCl, demonstrates a smoothly-varying topography over a
lengthscale similar to that of the bare silica, with Rq = 107 pm. This is smaller than
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Fig. 3.6: Comparison of the impact of buffering agents on a silica-SLB with that of a monovalent
salt. In 150 mM NaCl (a), the surface demonstrates similar features to that of the bare
silica surface, indicating that the bilayer follows the support straightforwardly. Replacing
this with 10 mM HEPES (b) induces clear wrinkling with a coherent direction (bottom-left
to top-right) and approximate width of 7 nm. (c) In 10 mM Tris, the apparent topography
is rather unremarkable, but the phase displays non-uniform mesh-like structures across
the surface of ∼ 15 nm size, in a similar manner to its behaviour on mica. (d) The SLB in
10 mM monosodium phosphate demonstrates similar features to those when immersed in
Tris; a homogeneous network-like structure is found in the phase trace, but the topography
more closely resembles that of the SLB in NaCl. Topography is shown in orange/purple
(colour scale range = 500 pm in all), with the corresponding phase shown below in blue
(colour scale range = 10° in all) and scale bars represent 30 nm.
the roughness observed on the bare silicon/silicon dioxide surface (137 pm), reflecting the
bilayer’s “smoothing out” out some of the rougher features. Other than this, the bilayer
follows the topography of the support well, with no anomalous surface features. After ex-
changing the solution for HEPES, the bilayer was imaged again. In this case (Fig. 3.6(b)),
strong modifications to the surface topography are observed; the SLB is wrinkled (on a
lengthscale of 5-10 nm) and has Rq = 158 pm, likely induced by electrostatic interactions
between the charged lipid headgroups. Specifically, HEPES is much less able to screen
the repulsive headgroups when compared to the high concentration of sodium ions, pos-
sibly resulting in a non-zero spontaneous curvature, in a similar manner to electrostatic
ripple formation in lipid bilayers supported on an electrode [27]. The effects of Tris and
monosodium phosphate ((c), (d)) demonstrate qualitatively similar topographies, but are
distinct from that of HEPES. The reason for the discrepancy between HEPES and the
other buffers is not clear, but could well be related to HEPES’ zwitterionic form, rather
than the ionic phosphate, or the rather charged tris (pKa = 8.07). The latter buffers
each induce small (∼ 15 nm) features in the phase trace which mimic those observed their
impact on mica (Fig. 3.2(c) and (e)). These similarities indicate an equivalent templating
process of the buffering ions occurring at the membrane as occurred on mica.
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Ellipsometry
To confirm that the results presented thus far are driven by the presence of buffering
agents and not the influenced by the action of the tip, ellipsometry was performed on
a DPPA/silica system (prepared identically as before), and the characteristic angles, ψ
and ∆ (see subsection 3.1.5), presented in Fig. 3.7. Typically, these would be analysed
over a range of wavelengths and fitted to a model to gain information about the adsorbed
film thickness and optical properties of the layer but given the uncertainty about the true
nature of the adlayer and complexity of the lipid layer itself, this is somewhat beyond the
scope of this study. Instead, the extent to which the angles depended on the buffering
agent was measured at a single wavelength (589 nm). The data show a clear difference
in both ψ and ∆ between the solutions with buffer in and that with solely NaCl. The
buffered solutions are of comparable magnitude, which is somewhat intriguing given that
the topography scans of Fig. 3.6(a), (c) and (d) are qualitatively very similar. Although the
ψ values with buffer molecules are not equal within errors they are much better grouped
than that of NaCl. The ∆ data points are not so distinct, but the values for Tris and
monosodium phosphate are much closer together than they are to HEPES or NaCl, which
could explain the similar templating effect seen in the phases of Fig. 3.6(c) and (d).
Ellipsometric measurements on similar systems such as a lipid monolayer-coated silicon
dioxide wafer [28] or a phosphoryl choline-modified polymer on silica [29] do not agree
with our values of ψ or ∆ – it was assumed that this was due in part to the different
nature of their samples – but their results indicate that changes in the ellipsometric angles
of ∼ 0.5° are significant in relation to the formation of thin films. This indicates that the
difference in phase scans observed in the same images did indeed represent a layering of
buffer molecules on the bilayer surface. However, without further models or analysis, no
stronger conclusions can be drawn.
3.1.4 Conclusions: buffers at hydrophilic interfaces
We have used small amplitude AFM, as described in chapter 2, to investigate the in-
terfacial behaviour of five common buffering agents with molecular-level resolution. The
buffers produce cohesive aggregates on mica’s charged substrate that affect the apparent
structure of the Stern layer. MES and HEPES can form epitaxial lattice-like arrange-
ments commensurate with the underlying mica structure, suggesting that they offer the
most suitable solution for high-resolution studies. SSC, Tris and monosodium phosphate
conversely formed an amorphous mesh layer with no preferential ordering. In particular,
the latter interferes with the imaging process to such an extent that no atomic-level details
is visible in the topography. The effects of the buffering agents are however mitigated by
the adjunction of salt which can displace them from the interface. We have also shown,
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Fig. 3.7: The effect of buffering agents on the interfacial properties of a silica-supported lipid bilayer
as probed by ellipsometry. The angles ψ and ∆ are defined such that the ratio of polarised
light, Rp/Rs = tanψ exp(i∆). There is a clear discrepancy in the ψ values between the
sample immersed in a NaCl solution and those immersed in buffers, which have much
smaller separations. This suggests a distinct interfacial modification in agreement with
Fig. 3.6. The ∆ values’ trend is less clear, but Tris and monosodium phosphate are equal
within errors, which correlates with the AFM images produced.
using ellipsometry as well as AM-AFM, that this behaviour is observed in biomimetic
membranes; buffer molecules can actively assemble at their surface, forming cohesive lay-
ers over hundreds of nanometres. The results hold significance for future biological assays,
as the buffers’ modification of the interfacial organisation may impact upon adsorption or
binding of key molecules in solution.
3.1.5 Materials and methods: section 3.1
All buffers were purchased from Sigma-Aldrich (St. Louis, MO, USA) at purity of at
least 99.95%. The pKas quoted above are from ref. [15] and are valid at 25
◦C. Buffers
were made up to a concentration of 10 mM and titrated to a pH of 7.0 at 25 ◦C with
0.17 M KOH and 0.5 M HCl. The solutions were then sonicated for 10 minutes in order
to ensure complete solution of the buffering molecules and removal of any dissolved gases.
Approximately 50 µl of the buffer solution was deposited on the mica and a similar quantity
on the cantilever tip using a pipette. A capillary bridge was then formed between the mica
and cantilever by bringing the two into close proximity.
Atomic force microscopy
A commercial Cypher ES AFM (Asylum Research, Santa Barbara, USA) equipped with
photothermal excitation (blueDrive) and thermal control was used for all experiments. The
blueDrive and temperature control result in highly stable imaging parameters, making
direct comparison between buffers more meaningful. We also improved comparability
by using the same cantilever model (Arrow UHF AuD, NanoWorld, Neuchaˆtel) for the
duration of the experiment. It had a stiffness of k1 = 1.8 N m
−1 calculated from its thermal
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spectrum and calibration of S−1l [30] (see subsection 2.4.1 and equation 2.15), and was
driven at its fundamental resonance frequency of ∼ 390 kHz in liquid. The measurements
on mica were conducted sequentially over one day. Prior to imaging, the cantilever was
immersed in a bath of ultrapure water (18.2 MΩ, < 5 ppm organics, Merck Millipore,
Watford, UK), followed by isopropyl alcohol (Sigma-Aldrich, 99.7% purity), followed by
ultrapure water again for a total of 30 minutes to remove as much organic matter from the
tip as possible, while minimising physical tip alterations. Grade I Muscovite mica (SPI
supplies, USA) was used and freshly cleaved with adhesive tape before all measurements.
The AFM was operated in amplitude-modulation mode with the cantilever and tip fully
immersed in the liquid. The working amplitude was adjusted to gain the best image
quality possible between 1.0 nm and 1.5 nm while the free oscillation amplitude was kept
constant at 1.6 nm. In Fig. 3.2, 3.3, 3.5 and 3.6, original scan sizes were (100× 100) nm2,
(20× 20) nm2, (20× 20) nm2 and (100× 100) nm2 ,respectively. All images were taken at
a constant scan rate (lines-per-second) of 4.88 Hz.
Image analysis
The AFM images were produced by Asylum Research software package (ver. 13.17.101)
(Asylum Research, Santa Barbara, USA) for Igor (ver. 6.3.7.2, Wavemetrics, Lake Oswego,
USA), before being flattened line-by-line with a first-order polynomial. The root-mean
squared roughness, Rq, values were calculated according to:
Rq =
√√√√ 1
MN
M−1∑
k=0
N−1∑
l=0
z(xk, yl)2, (3.2)
where z(xk, yl) is the measured height at point (xk, yl) and k and l sum over the points
and lines of each image (here, M = N = 256). Each data point in Fig. 3.4 was taken as the
average of 5 images, with the error bars representing the standard deviation of that set.
The presented figures were slightly low-pass filtered using FFT-based analysis to remove
unwanted high-frequency noise.
Silica-supported lipid bilayer formation
Supported lipid bilayers (SLBs) of the anionic lipid 1,2-dipalmitoyl-sn-glycero-3-phosphate
(DPPA) (Avanti Polar Lipids Inc., AL, USA) were formed via the vesicle fusion method [31,
32] Briefly, a chloroform solution containing DPPA at 1 mg ml−1 was pipetted into a 10 ml
vial and dried under nitrogen until there was no visible fluid remaining. It was then placed
under vacuum for > 4 hours to ensure complete evaporation. The lipid film was rehydrated
with Milli-Q ultrapure water to a concentration of 3 mg ml−1 and bath sonicated. The
solution was then extruded at least 19 (but always an odd number) times using a Mini-
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Extruder kit (Avanti Polar Lipids Inc., AL, USA) with a 100 nm filter (Whatman, GE
Healthcare Life Sciences, Buckinghamshire, UK) to form small, unilamellar vesicles (SUVs)
above the transition temperature of the lipids (for DPPA, this is approximately 67◦C [14]).
The solution was then diluted with 150 mM NaCl to a concentration of 0.1 mg ml−1. This
resulted in a salt concentration of ∼ 145 mM which would encourage the SUVs to fuse
and spread onto the silica substrate. All glassware and components had been cleaned
thoroughly by sonication with ultrapure water, then isopropyl alcohol, and water again
for ten minutes each before coming into contact with the lipids.
A silicon wafer with a native silicon dioxide layer was cleaned thoroughly by sonica-
tion in diluted Deacon-90 (Deacon Laboratories, Sussex, UK) detergent for ten minutes,
followed by a similar treatment with ultrapure water, isopropyl alcohol and then ultrapure
water once more. The silica was then made hydrophilic via exposure to an argon plasma at
1 mbar for 30 s. Immediately afterwards, ∼ 80 µl of the SUV/NaCl solution was pipetted
onto the wafer before being sealed in a petri-dish, heated to 77◦C for 1 hour and cooling to
room temperature at a rate of 10◦C h−1. When exchanging the buffering fluid, the bilayer
was copiously rinsed, with at least ten times the initial volume (∼ 100 µl) covering the
silicon wafer.
Ellipsometry
As discussed previously in the chapter, ellipsometry provides a label-free, non-perturbative
method of investigating thin films forming interfaces [24] It works on the principle that
the parallel and perpendicular coefficients of reflection of monochromatic light (Rp and Rs
respectively) are extremely sensitive to the presence of chemical layers formed at a reflec-
tive surface. Ellipsometric measurements typically probe the ratio between these complex
reflectivities, ρ, such that ρ ≡ Rp/Rs = tanψ exp(i∆), where the ellipsometric angles ψ
and ∆ give an indication of the extent to which a surface is modified. Measurements were
carried out on a picometer phase-modulated ellipsometer (Beaglehole Instruments) using
a He-Ne laser (λ = 589 nm), with an incident angle of 70°. After the SLB was formed
on the silica surface (see above), the wafer was gently rinsed with 150 mM NaCl solution
to remove any unfused vesicles. It was then entirely submerged in the NaCl solution in a
Petri dish so as to remove aberration that would be produced by a curved droplet surface.
Each data-point presented is the average of five sets (each at different points on the silica)
of ten ellipsometric measurements. When altering buffering agents, care was taken not to
expose the sample to air (and potentially destroy the SLB) by exchanging fluids using a
pipette tip. At least twice the volume of the Petri dish was used when rinsing the bilayer,
to ensure no residual salt or buffer remained at its surface. The sample was then left to
equilibrate for 30 minutes before continuing the measurement.
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3.2 Viscometry and density sensing of fluids using a vibrating
lever
We now focus briefly on how AFM (more precisely, its oscillating cantilever) can be used
to measure properties of bulk liquids. Thorough characterisation of both the viscosity,
ηf , and density, ρf , of complex fluids is a pertinent topic in many fields ranging from the
petroleum industry, chemical engineering, the food and beverage industry and biomedi-
cal diagnosis of bodily fluids [33–37]. The latter case is of particular interest due to our
increasing understanding of the significance of exosomes – extracellular vesicles with di-
ameters of O(10-100 nm) – as biomarkers of disease [38]. The interaction of such exosomes
with each other and the surrounding fluid will inevitably affect global dynamic properties
such as the viscosity and may well depend on the specific interfacial properties of the vesi-
cles, especially their charge and protein content. Thus our development of an AFM-based
calibration for the viscosity and density of simple fluids represents a first step towards
understanding the interfacial interactions between biological macromolecular assemblies
in solution.
Standard devices for measuring viscosity, such as rheometers [39], typically require
large samples of several millilitres or more. One way around this problem is to use micro-
cantilevers – of similar dimensions to those used in AFM – as sensors to probe their local
fluid environment [40–44]. The levers’ size means that only microlitres of the fluid are
needed, and interrogation of their dynamic behaviour allows the simultaneous extraction
of their viscosity and density (clear in the dependency of e.g. equation 2.16 on Γ, itself
a function of Re = ρfωb
2/4ηf ), making them an attractive target for novel lab-on-chip-
style devices. However, the indirect method of measuring the levers’ motion (commonly
a reflected laser signal, as with AFM) means that developing appropriate and easily-
applicable models is not trivial. Many methods begin with the approach of Sader which,
for given cantilever dimensions and the measurement of a thermal spectrum, allows the
hydrodynamic function, Γ(Re), to be computed. This is then inverted to extract ηf and
ρf . Key here is the implicit knowledge of the geometry wrapped up in Γ(Re); at the scale
of these levers, characterisation is lengthy and requires electron microscopy to achieve the
necessary precision. As such, these methods are successful, but can often have errors of
∼ 20% [43].
We tackle this problem by deriving novel equations that allow the viscosity and density
of a solution to be calculated using just the measurement of a cantilever’s first two reso-
nance frequencies in air and the fluid. At this stage however, knowledge of the cantilever’s
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density and thickness is required, which is not ideal, as mentioned above. We circumvent
this via a “calibration” procedure that takes as input the first two resonance frequencies
of the cantilever in another liquid of known density and viscosity (here, we suggest wa-
ter). Following this, the viscosity and density can be found for any fluid the cantilever
is immersed in, provided that a well-defined thermal spectrum can be acquired (in effect
this places soft limits on the opacity and absolute viscosity of the samples that can be
studied). Significantly, our calibration process takes cantilever geometry into account and
so no approximations must be made in the case of non-ideal shapes or manufacturing
defects.
3.2.1 Development of analytic equations for viscosity and density
We begin from the same formalism of equation 2.17-2.19 – that is, assuming a hydrody-
namic function characterised by two real (a1, a2) and two imaginary (b1, b2) coefficients.
From equation 2.19, if the first two resonance frequencies of the cantilever in air (ωa1, ωa2)
and a fluid (ωf1, ωf2) are measured, the expression can be solved for the two unknowns
of viscosity and density of the fluid:
ρf =
4ρch
pia1b
(√
ωf2 −√ωf1
)(ω3/2f1 (ω2a2 − ω2f2)− ω3/2f2 (ω2a1 − ω2f1)
ω
3/2
f2 ω
3/2
f1
)
, (3.3)
ηf =
4(ρch)
2
pi2a22ρfω
3
f1
(
ω2a1 − ω2f1 −
pia1ρfb
4ρch
ω2f1
)2
. (3.4)
Clearly, these expressions are still dependent on the cantilever’s width, thickness and den-
sity (b, h and ρc), not to mention the (as yet unknown) hydrodynamic coefficients a1,
a2. The former parameters are decidedly non-trivial to measure, especially for composite
cantilevers made from different materials [42]. We therefore measure a further two reso-
nance frequencies (ωw1, ωw2) of the cantilever immersed in water, which has a well-defined
viscosity, ηw, and density, ρw, for a given temperature and pressure. Incorporation of
these values into the above formulae removes any dependency on geometrical parameters
or hydrodynamic coefficients, allowing for rather general expressions that can be easily
applied to any vibrating lever. For the sake of clarity, we define
X(j, k, l,m) ≡ j
3/2(m2 − k2)− k3/2(l2 − j2)
(jk)3/2
, (3.5)
where j, k, l,m are dummy variables representing the various resonant frequencies. This
results in the expressions:
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ρf
ρw
=
(√
ωw2 −√ωw1√
ωf2 −√ωf1
)
X
(
ωf1, ωf2, ωa1, ωa2
)
X
(
ωw1, ωw2, ωa1, ωa2
) , (3.6)
ηf
ηw
=
ρwω
3
w1
ρfω
3
f1
(
ω2a1 − ω2f1 − ω2f1
(√
ωf2 −√ωf1
)−1
X
(
ωf1, ωf2, ωa1, ωa2
)
ω2a1 − ω2w1 − ω2w1
(√
ωw2 −√ωw1
)−1
X
(
ωw1, ωw2, ωa1, ωa2
))2. (3.7)
To re-iterate, the subscripts a,w, f, 1 and 2 represent the measurements in air, water
and the fluid of interest, and the first and second resonant frequency respectively. These
expressions only require six resonant frequencies, without any dependence on the choice
of cantilever or indeed hydrodynamic coefficients in the calculation. In principle, this
formalism can also be used to calculate the added mass and damping of the cantilever in
various fluids, but we do not investigate this here.
3.2.2 Experimental verification of the method
We now verify the accuracy of equation 3.6 and 3.7 by using them to measure the density
and viscosity of six common fluids: isopropanol, acetone, butanol, decane, bromoform
and hexanol (all purchased from Sigma-Aldrich with purity > 99% and used without fur-
ther purification). Our reference liquid was ultrapure water (18.2 MΩ, Merck-Millipore,
Dorset, UK), with ρw = 997 kg m
−3 and ηw = 8.94 × 10−4 kg m−1 s−1 [45]. To empha-
sise the generality of this expression, we conducted our experiments using four different
(rectangular) cantilevers of varying dimensions and stiffnesses (all RC800 PSA, Olympus,
Japan, see Table 3.2). In all cases, the thermal spectra were acquired by an MFP-3D In-
finity AFM (Asylum Research, Santa Barbara, CA, USA), with the deflection monitored
via the AFM’s laser.
Cantilever Width (µm) Length (µm) Thickness (µm) Stiffness, k1 (N m
−1)
C1 40 100 0.8 0.76
C2 20 100 0.8 0.39
C3 40 200 0.8 0.10
C4 20 200 0.8 0.05
Tab. 3.2: Nominal physical characteristics of the cantilevers used to verify our equations. The
cantilevers have a 3 µm-high tip mounted at one extremity, but this is not expected to
influence the measurement.
The measurements of resonant frequency extracted from the cantilevers’ thermal spec-
tra are shown in Fig. 3.8, as a function of the fluids’ accepted viscosity and density [45–
48]. It is clear that, for a given cantilever and mode, the resonance frequency generally
decreases as the liquid becomes more viscous or more dense. This is to be expected, from
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Fig. 3.8: Measured resonance frequencies of the four different cantilevers plotted against the liquids’
viscosities (a) and densities (b). In general, increasing the liquid’s density and viscosity
leads to a decrease in resonance frequency, regardless of cantilever or mode. This is
however non-monotonic and its extent depends on the geometry of the cantilever used for
the measurement.
the added damping and effective mass that results from a greater coupling between the
lever and its environment (compare with, e.g. Fig. 2.2). However, the extent of this change
varies depending on the lever stiffness and dimensions, and is not always consistent (note
the bromoform measurement in (a), which may deviate due to its much greater mass than
the other fluids (b)).
From the measurements of resonant frequencies in Fig. 3.8, as well as the two in air,
ωa1, ωa2, equation 3.6 and 3.7 can then be used to find predicted values for the viscosity
and density of the fluids. The results are presented in Fig. 3.9, compared against the
predicted values at 25◦C [45–48]. The dashed line is a guide for the eye and has a gradient
of unity. The results agree excellently for the range of fluids studied here, with deviation
from the accepted viscosity values less than 10% for those fluids with low ηf . The error for
high viscosity fluids is increased, regardless of the cantilever used (see the data points for
hexanol), which is to be expected given the approximation of the hydrodynamic function
is optimised for lower viscosities [49]. The density has a rather larger spread (see inset in
(b)) but the relative error remains low.
The main issue with our method when dealing with highly viscous liquids comes from
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Fig. 3.9: Comparison between the accepted and calculated viscosities (a) and densities (b) of the
probed fluids. The values of ηf and ρf derived from the measurements compare well with
the accepted values, as evidenced by their collapse onto the line of unity gradient. The
inset in (b) highlights the data points at lower densities.
Fluid Error in ρ12 (%) Error in ρ23 (%) Error in η12 (%) Error in η23 (%)
Isopropanol 3.8 1 10 8
Butanol 0.62 5 8.4 5.8
Hexanol 7.3 4.5 28.2 5
Tab. 3.3: Percentage errors between the calculated and accepted values of ρ and η for the more
viscous liquids using the 1st/2nd and 2nd/3rd resonant frequencies. All cases refer to
cantilever C4. The error is reduced by considering the 2nd/3rd resonance frequencies
except for the density of butanol where the third resonance was difficult to identify.
the experimental uncertainty of locating the resonant frequency. We extracted the various
ω by fitting an function of the form of equation 2.7 to the thermal spectra, which required
the manual choice of a fit region in each case. This can incur errors, especially when the
oscillation amplitude peak is highly damped (common in viscous fluids). This effect can be
minimised by choosing higher oscillation modes, if they can be resolved in the spectra, due
to their higher effective stiffness and thus lower fluid damping. We therefore calculated
the density and viscosity of hexanol from the second and third cantilever Eigenmodes, as
shown in Table 3.3. Comparison with derivations using respectively the 1st/2nd (ρ12, η12)
and 2nd/3rd (ρ23, η23) resonance frequencies shows that the latter perform better in more
viscous fluids.
There is, however, an important point that has not been considered so far. Our model
assumes that the viscosity is a scalar quantity and not a function of the probing frequency
– i.e. the liquids probed are Newtonian. This assumption is mostly justified for the test
liquids used to validate our model, but this may not hold, for example, for bodily fluids [35,
37] or lubricants [33]. A deviation from Newtonian behaviour will induce some error in
our predictions since the liquid is probed simultaneously at different frequencies, with the
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second frequency typically 5-6 times higher than the first. This could partially explain the
poorer results obtained in the more viscous hexanol.
In order to tackle this issue up front, we tested the model in ultrapure water solutions
containing increasing concentrations of poly(ethylene) oxide (PEO), a simple uncross-
linked polymer that has been shown to exhibit non-Newtonian properties in aqueous so-
lutions [50, 51]. We used varying concentrations of 300 000 g mol−1 PEO (Sigma-Aldrich,
Dorset, UK) in water. It was immersed in ultrapure water to a concentration of 3 wt% and
dissolved using a magnetic stirrer at 700 RPM for 24 hours until a uniform milky solution
was obtained. The solution was then centrifuged at 2500 RPM for 10 minutes to sepa-
rate the PEO solution from the insoluble butylated hydroxytoluene (BHT) that the initial
powder contained. The then-clear fluid was removed with a pipette and bath-sonicated
for 10 minutes to remove any dissolved air. The PEO solution was diluted to the required
concentration with ultrapure water and the resulting mixture was bath-sonicated for 10
minutes. These solutions are shear thinning across a broad range of molecular weights
and concentrations [52], similarly to most bodily fluids, which means the cantilevers of
different lengths will experience different rheological environments.
Fig. 3.10 shows the density and viscosity of various dilutions of PEO in ultrapure water,
as calculated using our model, with two cantilevers of different lengths (C1 and C3; sub-
scripts “short” and “long” respectively). In practice, the first resonance peak, ω1 was not
observed in the more concentrated PEO solutions for C3 (the longer cantilever), and so we
calculated η23 and ρ23 (as in Table 3.3). This meant that the longer cantilever effectively
probed the solution at higher frequencies than the short. As the concentration of PEO
increases, the viscosity and density derived from both cantilevers increases and decreases,
respectively. For relatively low PEO concentrations (< 1.0 wt%), ρ and η as measured by
each cantilever are similar, but at greater concentrations, the discrepancy increases dra-
matically. This indicates a strong dependence of the calculated values on the cantilever
geometry and therefore the resonance frequency, as expected for non-Newtonian fluids.
The fact that the observed discrepancy increases with PEO concentration is to be ex-
pected given that cantilevers are of different lengths (see Table 3.2) and therefore resonate
at quite different frequencies – for example in ultrapure water, the resonance frequency of
the first mode of the short cantilever is more than four times that of the long one. Our
model is hence particularly sensitive to viscosity and density variations in non-Newtonian
liquids.
For the shorter cantilever, the derived viscosity agrees very well with the standard
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Fig. 3.10: The calculated density, ρ, and viscosity, η, of different concentrations of PEO in ul-
trapure water as measured by two different cantilevers. Both ηshort and ηlong increase
with increasing PEO concentration, but the effective viscosity measured by the shorter
lever is always higher. The discrepancy between the two cantilevers increases with the
PEO concentration due to a frequency dependence of the actual viscosity that is not
accounted for by our model. However, ηshort agrees with standard rheometer measure-
ments even for the highest PEO concentration measured. This demonstrates the validity
of microcantilever measurements for non-Newtonian liquids, provided there is a suitable
choice of a cantilever. The calculated density decreases as the concentration of PEO
increases, and the discrepancy between the two cantilevers, increases in a similar man-
ner to the viscosity. The dramatic reduction in ρshort, ρlong for a relatively small wt%
of PEO implies that the model’s calculated densities are less robust than its viscosities
(see also inset to Fig. 3.9(b)).
rheometer measurements of PEO in fluid at concentrations of 2 and 3 wt%1, while for
the longer cantilever the calculated viscosity values are significantly lower. The viscos-
ity as measured by the shorter cantilever is always greater than that obtained from the
longer cantilever, for solutions containing PEO. This reflects the fact that for longer can-
tilevers, the second and third modes of vibration were used as part of our model, due to
the first mode being not measureable at high PEO concentration. This is in line with
PEO’s shear-thinning behaviour [52], since the frequencies used for the longer cantilever
are in fact higher than those used for the short cantilever. We therefore expect to find
ηlong < ηshort as observed.
The measured density decreases monotonically with PEO concentration for both can-
tilevers, but the relationship between the two measurements is less straightforward than
for viscosity. At PEO concentrations of nearly 0.5 wt% and 1.1 wt%, the density measured
by both cantilevers coincides. These concentrations are greater than the so-called over-
lap concentration i.e. the concentration above which the polymer coils are dense enough
to form transient meshes [50]. This suggests that the agreement may be due to non-
linearities in our model or possibly errors in determining the resonant frequency, rather
1 R. Thompson, private communication, 2017
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than reflecting the intrinsic properties of the polymer solution. At higher concentrations,
the apparent reduction in density by a factor of over 3.5 (ρshort)or over 2 (ρlong) cannot
be correct given the inclusion of only a few weight percent of the polymer. This suggests
our model’s calculated viscosity to be more reliable than the derived density, the latter
becoming unphysical when probing non-Newtonian fluids.
3.2.3 Conclusions: dynamic cantilevers as viscometers
Our developed method is able to quantitatively determine the viscosity and density of dif-
ferent liquids from interrogation of the thermal vibrations of an immersed microcantilever.
We derive analytical expressions based on the Euler-Bernoulli beam theory to quantify the
hydrodynamic influence of various fluids and deduce their viscosity and density. It requires
only measurement of the first two resonance frequencies of the immersed cantilever after
calibration in air and in a reference liquid, here water and provides analytical expressions
for the viscosity and density that are completely independent of the cantilever’s charac-
teristics. Experimental validation of the method over an extensive range of liquids yields
errors of less than 10% with accepted values. The validity of the model in fluids with
frequency-dependent viscosities, η = η(ω), was also investigated using PEO in different
concentrations as a model non-Newtonian shear-thinning fluid. As expected, the method
becomes progressively dependent on the cantilever geometry as the concentration of PEO
increases. This is due to the fluid’s viscosity becoming more dependent on the frequency
as the density of the polymer chains increases. The method could also be used in the field
of AFM in liquid, in particular in the analysis of surface-coupled effects on the cantilever
vibrations and for the investigation of liquid flow near liquid-solid interfaces.
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4.0 Diffusion, friction and viscoelas-
ticity of ions at solid-liquid inter-
faces
Moving on from the structuring of complex molecules at interfaces, this chapter will delve
further into the dynamics of simple ions and interfacial water that was introduced in sec-
tion 1.4. We focus on how AFM can provide a unique perspective on the altered energetics
of these systems; specifically how small-amplitude operation (section 2.3) can be used to
measure the relaxation timescales of single ions adsorbed onto the surface of mica. Despite
our instrument’s limitation to a time resolution of ∼ 25 ms, individual diffusion events can
clearly be resolved by their alteration of the interface’s apparent height, pointing towards
a much slower kinetic behaviour than is traditionally assumed. Indeed, such events have
two characteristic timescales which are generated by the adsorbed ions and the interfa-
cial water respectively. These lifetimes are much longer than those typically expected of
aqueous species, and are not usually probed experimentally. The results thus have con-
siderable implications for surface-based dynamic events such as heterogeneous nucleation
or the diffusion of charges along biological membranes.
Next, we present an in-depth study of the collective dynamics of confined electrolytes.
This thesis has so far highlighted how interfaces perturb fluids by breaking the spherical
interaction symmetry of the bulk with long- and short-ranged forces. This perturbation
is even further enhanced by the introduction of a second, confining surface. As the fluid
thickness is reduced to just a few molecular layers, the energetic cost of rearrangement –
and thus diffusion – soars. This skews the behaviour of confined fluids, which in turn has
ramifications for our understanding of the origins of friction and lubrication in liquids. We
probe the dynamic behaviour of pure water and solutions of KCl using so-called shear force
spectroscopy. We show that both solutions behave in distinctly non-Newtonian manner,
with a friction and viscoelasticity that depends strongly on the time- and lengthscale of
the interaction. Ions mitigate the frictional coupling between the layers but show similar
time-dependent characteristics. Interestingly, many discussions of the nanoscale origins of
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friction focus solely on velocity, but we show that crystal features of the surface define an
absolute lengthscale that is crucial for the system’s behaviour.
4.1 Lateral diffusion of individual Rb+ ions within the Stern
layer
Understanding the motion and energetics of water and ions is key to explaining countless
interfacial phenomena in nature and industry, including crystal growth and dissolution [1,
2], transport in nano-channels [3, 4] and energy storage [5]. The global motion of ions
within large channels is rather straightforward to measure from the conductance of a
fluid, given an external pressure, electric field or concentration gradient. In contrast, the
specific in-plane kinetics of molecules or ions close to a charged surface (such as an elec-
trode, or pore walls) are much harder to extract, and often require indirect models based
on the electric double layer to estimate. Electrokinetic studies have long understood the
importance of accounting for a distinct diffusion behaviour for surface-mediated ions, with
a total conductance, Kσ = Kσs +K
σ
d , accounting for the Stern and diffuse layer, (subscripts
s, and d respectively) [6]. These models are generally based upon amended versions of the
1D Gouy-Chapman description of the interface and break down in a similar fashion when
the lengthscales or electric fields are such that ion-ion interactions become significant [7].
Further, while they provide powerful models far away from the surface, they should not
be taken as literal descriptors of the microscopic behaviour of the interface, requiring (as
they do) that Stern layer ions exhibit conductive, but not convective flux [8].
More direct, surface sensitive experimental methods are required if the kinetics of the
Stern layer are to be unequivocally understood. This is because effects such as charge
overscreening generated by ion-ion correlations are not observed in mean-field theories,
even recent, adapted versions [9]. Important progress in direct measurement of ionic
kinetics has been made by scanning electrochemical microscopy (SECM), which revealed
that the lateral diffusion coefficients of protons at the interface with Langmuir monolayers
are at most 15% that of their bulk value [10, 11]. Further, the coming-of-age of scanning
ion conductance microscopy (SICM), which does not rely on in situ redox reactions, has
enabled a broad range of electrochemical events to be mapped with spatial resolutions
of O(10-100 nm) [12, 13]. SICM has allowed the independent mapping of topography,
surface charge and ion flux at pores and reaction sites [12], but is limited to a probe
diameter of & 100 nm and the need for a constant charge flux. Thus, despite the power
and versatility of the technique, it cannot access the steady-state energetics of single ions
at the solid-liquid interface.
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Fig. 4.1: AM-AFM scans of mica in 3 mM RbCl solutions showing the technique’s ability to dis-
criminate singly-adsorbed ions at the solid-liquid interface. The ions are represented as
sharp peaks in topography (left) and troughs in phase (right, arrows) due to their per-
turbation of the local hydration structure. Their stability while scanning (each peak
represents multiple horizontal tip scan lines) implies relatively long residence times for
the ions. Length scale bars represent 3 nm; figure adapted from ref. [19].
Section 1.4 highlighted some key disparities in our understanding of interfacial dynam-
ics; particularly the lack of overlap between techniques such as MD, SICM and NMR,
which broadly find interfacial diffusion coefficients of ∼ 10−7-10−5 cm2 s−1 [11, 14, 15] and
surface probe-based experiments, which have observed relaxation times of milliseconds to
minutes [16–18]. The former diffusion coefficients are equivalent to an ion having an RMS
displacement of 〈x2〉1/2 ∼ 103-104 nm every second, which was assumed to mean that
high-resolution scanning probe studies (that typically explore much smaller lengthscales
over longer times) could not access dynamical aspects of the Stern layer. However, Ricci et
al. showed that it was possible to image single rubidium ions adsorbed to mica with AM-
AFM [19] (Fig. 4.1) and further, the stability of the ions over multiple scan lines suggests
their residence on the crystal is greater than the O(50 ms) scan rate. Thus AFM can, in
principle, access the interfacial dynamics of individual ions within the Stern layer, without
relying on indirect or large-scale average measures of the charges’ dynamics. However, this
ability is certainly system-dependent and in the case of Fig. 4.1, relies on the well-defined
symmetry of the mica and large (hydrated) size of Rb+ ions to provide a clear signal when
the latter is adsorbed.
In order to investigate the ions’ dynamics with greater time resolution and better statis-
tics, the 2D AFM raster-scanning (red zig-zag in Fig. 2.1) can be replaced by a repeated
1D line scan over a single crystalline row. This improves imaging stability and thus enables
much faster acquisition, with our commercial Cypher ES AFM scanner demonstrating a
time delay of just 25 ms before the tip returns to a position on the sample1. Imaging
in this way, and representing the data as in Fig. 4.2, the vertical dimension has units of
1 This is by no means a hard resolution limit, and more specialised high-speed AFMs will likely be able
to increase the stable scan rate by orders of magnitude
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length and the horizontal dimension represents the interface’s evolution over time. Upon
inspection of Fig. 4.2(a), it is clear that this technique can stably image the Stern layer
over many seconds, providing a unique combination of time-resolved information over a
“macroscopic” period while retaining A˚ngstro¨m-level spatial features. Further, the rubid-
ium ions’ modulation of the apparent height of the interface generates three distinct height
levels (coloured arrows), the existence of which is confirmed by analysis of a Gaussian fit
to a histogram of the scanning height distribution (Fig. 4.2(b)). The residuals of this fit
(c) show that the heights do not follow a normal distribution but instead have distinct
peaks corresponding to the three levels. Using these peaks to categorise the scans (d)
results in qualitatively similar images. We interpret the highest features on the surface
(yellow arrow in (a)) as hydrated Rb+ ions adsorbed above the ditrigonal cavity of the
mica lattice [19–21]. The lower two levels (orange and purple arrows) are related to the
specific hydration of the interface and H3O
+ adsorption and shall be discussed later.
4.1.1 Residence timescale of adsorbed rubidium
To quantitatively measure the residence times of the adsorbed ions, we take a time profile
over a site temporarily occupied by an Rb+ ion, as shown in Fig. 4.2(a) and 4.3(b). A
homemade algorithm used line-by-line fast Fourier transforms to track each lattice site of
the mica and account for lateral drift in the piezo scanner. The impact of scanning noise
was reduced by a procedure that, for each scan line, averaged the height of the pixels asso-
ciated with each mica lattice site: the output of this procedure is illustrated in Fig. 4.3(a).
A height profile taken along one site (Fig. 4.3(b)) can then be analysed using a threshold
value carefully selected to be between the heights respectively associated with the differ-
ent surface states, that is, the rightmost peaks in Fig. 4.2(c). The time interval during
which the height of the kinetic trace is continuously above the threshold is interpreted as
a single residence event. Our technique cannot distinguish between in-plane (lateral) or
vertical diffusion (desorption), which are likely to have distinct underlying mechanisms,
but when considering the entire data set – over 30 min · site in total – the ions’ dynamics
are well-described by a triple exponential (Fig. 4.3(c)).
The first timescale is τ0 = 25 ms and is simply related to the measurement frequency
(which is thus imposed when fitting). The second timescale is τ1 = 104 ± 5 ms and is
due to the motion of adsorbed rubidium ions. The third timescale is associated with the
specific hydration of the mica – that is, the organisation of oriented waters and H3O
+ ions
on the crystal – and was found to be τ2 = 608± 30 ms. The link between τ1 and adsorbed
ions’ motion arises from the observation that if the height threshold, h, is increased past
0.1 nm (the limit in Fig. 4.3(d)), τ2 converges to the value of τ1. Further, choosing lower
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Fig. 4.2: Time evolution of cations at the mica-electrolyte interface. (a) Scanning the mica uniax-
ially in a solution of 1 mM RbCl allows maps of height as a function of distance (vertical)
and time (horizontal) to be built up over long timescales with 25 ms resolution. A scaled
schematic of the lattice is shown (left) for comparison. The topography demonstrates
three distinct levels; an upper feature (yellow arrow) that is related to the adsorption of
hydrated rubidium ions and two lower levels (orange and purple) that relate to the mica’s
hydration and adsorption of H3O
+. The mica sites vary slowly between each adsorption
state relative to the experimental timescale. A height section taken at the white box is
shown in Fig. 4.3(b). (b) The designation of three separate levels is confirmed by fitting a
histogram of the scan heights (black) with a Gaussian function (red), which demonstrates
an excess at three points (zoomed insets). This is exaggerated if only the central region
is used for the fit (blue dashes). (c) The residuals demonstrate clearly the three excesses
(arrows) that correspond to the height levels qualitatively marked in (a). These can be
used to categorise the sites from the raw data (d). Colour scale in (a) covers 1.5 nm.
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height thresholds results in longer timescales, emphasising that the higher level (adsorbed
Rb+) is linked to τ1. This exponential decay in residence times is consistent with previous
studies of the analysis of the residence time of water molecules in the solvation shell of
ions [22, 23]. τ2 is therefore related to the dynamic transitions between the lower topo-
graphic levels (orange and purple arrows in Fig. 4.2(a)), which is confirmed by the pH
experiments discussed later (Fig. 4.4). Since the transitions are relatively slow – typically
several seconds in Fig. 4.3(b) – fewer events are counted in the statistics, despite repre-
senting a significant part of the measurements.
A residence time of hundreds of milliseconds is well above the measurement res-
olution and extremely large considering rubidium’s bulk diffusion coefficient of Db ∼
10−5 cm2 s−1 [24]. However, it is clear that surface hydration plays a central role in
cation adsorption and interfacial dynamics [19, 25, 26], and the motion of ions specifically
adsorbed to a crystal binding site is unlikely to adhere to the same diffusion mechanisms
as those in bulk. At present, there is no model which can successfully accommodate hydra-
tion effects, substrate geometry and interactions with the bulk to predict the behaviour of
hydrated cations at interfaces, but we can adapt developments in Transition State Theory
to describe our results, at least to first approximation. Our approach assumes that the free
energy associated with ion adsorption, ∆GRb+ , dominates the reduction in ion dynamics
that we directly observe via AFM and thus allows the casting of the interfacial diffusion
coefficient, Di, as [27]
Di ∼ Db exp
(∆GRb+
kBT
)
. (4.1)
Here, ∆GRb+ is taken as −23.5 ± 4.5 kJ mol−1 [19, 28] and accounts for (albeit indi-
rectly) the energy required to modify the hydration landscape of the mica by an adsorbing
ion. Thus, while not accommodating any directional effects, this relation can somewhat
acknowledge the complex interplay between cation charge, hydration shells and specific
interaction with the crystal lattice. The Arrhenius factor will vary between 4 × 10−5 (at
5◦C) and 2.3×10−4 (at 65◦C)2, which leads to interfacial diffusion coefficients of the order
of Di ∼ 10−10-10−9 cm2 s−1. This value of Di allows for timescales of the order of tens of
milliseconds to seconds for an ion to move between adjacent crystal sites, in line with our
experimental results.
2 Further experiments were performed while varying the temperature in this range (detailed in ref. [29]),
which revealed remarkably little dependence of the timescales τ1, τ2, on the Arrhenius factor, within
experimental error. The data suggested instead that a temperature increase reduced the apparent surface
roughness, due to the water becoming less “glassy”. However, the data were not collected by the author
and do not significantly affect the conclusions presented here, and so shall not be reported.
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Fig. 4.3: Quantifying the ions’ residence dynamics from time series scans. (a) The data is first
averaged over individual unit cells at each time point on the horizontal axis to reduce
imaging noise and the impact of the mica corrugation. (b) A height section taken from
white box in Fig. 4.2(a) with the threshold (dashes) indicating the height above which
an adsorbed ion is considered to be present. The time spent above the threshold is used
to create a histogram of adsorption times (c). Semi-automated analysis of the Rb+ ions’
residence over the entire data set (over 30 min ·site) unveils three distinct timescales. The
first (τ0 = 25 ms) is associated with the scan frequency and is imposed when fitting; the
second and third have τ1 = 104± 5 ms and τ2 = 608± 30 ms respectively and represent
physical timescales of the system. (d) Systematically varying the threshold level shows
the two timescales to be robust over the range −0.2 < h < 0.1 nm, above which τ2
(red) collapses to the value of τ1 (blue), emphasising that shorter time constants are
associated with the higher topographic levels. The dashed line shows the results of a
single exponential fit. Scale bar in (a) is 3 nm and data in (b) were analysed using a
height threshold of h = −0.1 nm.
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4.1.2 Dynamic hydration behaviour at the mica surface
Due to the large size of the rubidium cation relative to water (Fig. 1.2), and thus signif-
icant perturbation of the Stern layer, we assume that the lower levels of Fig. 4.2(a) are
dominated by the structuring of water and hydronium, H3O
+, at the mica lattice. The
latter’s permanent negative charge of −1 e per unit cell is generated from the removal of
native K+ ions that neutralise the crystal in solid state. At this concentration of Rb+
(1 mM), and under these imaging conditions, the cations do not fully cover the Stern layer
(emphasised by e.g. Fig. 1.10) and thus the charge is partially screened by oriented water
dipoles and H3O
+. Hydronium is always present in aqueous electrolytes, especially in
unbuffered solutions that we use here: the pH is typically around 5.5, indicating a proton
concentration of 3.2 µM (about 300 times smaller than that of rubidium). Hydronium
therefore competes with dissolved metal cations for adsorption on the mica substrate [28,
30, 31], but it tends to adsorb deeper in mica’s ditrigonal cavities than alkali ions due
to its smaller size [21, 32]. Given the electrostatic affinity between H3O
+ and mica, it
is likely that the former will preferentially form more condensed surface states than a
neutral water molecule. We note that in principle the water ion can exist in higher- and
lower-order clusters than hydronium (e.g. H5O
+
2 or the proton, respectively), but it is
not possible for the AFM tip to distinguish between these in the current work.
The balance between an interface dominated by hydronium cations and structured
water molecules is governed by the bulk pH, and we can thus investigate the dynamic
behaviour of water alone at the interface by following the same experimental procedure
as above, but using ultrapure water as the immersing fluid. By titrating the solution with
HCl, we adjust the bulk pH in a range where the surface charge of mica changes signif-
icantly [33] but with limited impact on the silicon tip’s negative potential [34, 35]. The
results are shown in Fig. 4.4 and demonstrate that the height variations are much smaller
than for solutions containing Rb+. Two levels can still be observed, although objectively
defining them is unreliable given the topography variations are close to the AFM’s imaging
noise level. The levels are highlighted by binarising the data (with a threshold halfway
between the maximum and minimum height values) and comparing the area of the lower
and upper levels (purple and yellow, respectively). Analysing the entire data set, we find
that a pH of 5.56 generates a lower level coverage of 55 ± 3% (i.e. approximate equilib-
rium between water and H3O
+), while at pH 4.49, the coverage increases to 75.2 ± 2%
(Fig. 4.4(c)-(d)). The latter result gives weight to our interpretation that the lower levels
correspond to a condensed layer of hydronium ions that adsorb deeply into mica’s ditrig-
onal cavities.
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Fig. 4.4: The relative concentration of water and hydronium alter the dynamic behaviour of mica’s
Stern layer. Analysing the evolution of ultrapure water titrated to pH 5.56 ((a) and (c))
and pH 4.49 ((b) and (d)) allows the effect of H3O
+ to be discriminated. As expected,
height variations are much smaller when compared to solutions with rubidium (e) and
only two levels are observed. Their relative abundance can be found from binarising the
data ((c)-(d), see text). The fractional coverage of hydronium (lower level) increases from
55 ± 3% at pH 5.56 to 75 ± 2% at pH 4.49. The fitting of timescales τ1 and τ2 is less
robust in ultrapure water but in general results in slower dynamics (f). The colour scale
for (a)-(b) covers 1.5 nm
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Analysis of the kinetic data, as in Fig. 4.4(e)-(f), reveals slower timescales than in
saline solutions, sometimes with τ2 in excess of seconds, although there is a relatively
strong dependence on the choice of threshold due to the greatly decreased signal-to-noise
ratio when imaging in ultrapure water. The existence of longer timescales than for Rb+
ions is however a robust result. The exact hydration structure of the surface cannot be
derived from our results alone, and a fully quantitative analysis of the pH-induced change
of the apparent H3O
+/water surface ratio is questionable given the influence of the AFM
probe on the measurement [19, 36]. The results, however, are qualitatively in agreement
with available literature [33] and the attribution of the different levels is compatible with
X-ray reflectivity observations obtained at equilibrium [21, 32, 37]. The lifetime of a single
hydrogen bond (typically O(1-10 ps) [38, 39]) is extremely fast compared to the timescale
identified here, but water’s translational motion can be substantially slower due to the
need for a collective rearrangement of the hydrogen bond network [40]. This is likely to
be exacerbated at such a hydrophilic surface as mica, where water is templated by the
crystal structure of the [001] surface [41] and exhibits dynamics more akin to a glass than
a fluid [42].
These first few layers of water critically determine the structure and adsorption be-
haviour of dissolved ions [19, 43, 44] and thus are likely to play a key role in their dynamics
as well. When analysing the transitions of Rb+ ions, we find that the vast majority of
adsorption events (> 92%) occur on sites that are straightforwardly hydrated by water –
that is, the mid-level features in Fig. 4.2(a) – rather than those occupied by hydronium.
This implies that rubidium has a much lower affinity for mica when the latter’s charge is
neutralised by H3O
+. While this is perhaps not so surprising given simple electrostatic
considerations, it also emphasises the manner in which “slow” waters can dictate the dy-
namics of Rb+ at the crystal surface. Our AFM experiments observe these waters to be
immobilised on the millisecond timescale, but this refers only to the water’s location above
the mica crystal: the molecule will undoubtedly still dissipate kinetic energy through libra-
tional and vibrational modes on the picosecond timescale. This mechanism would enable
water to essentially retain many of its fast dynamic characteristics as observed in hydra-
tion shells [45], but demonstrate exceedingly slow in-plane diffusion.
To briefly summarise section 4.1, we have shown using uniaxial, small-amplitude AFM,
that rubidium ions adsorbed to mica in solution are characterised by a ∼ 100 ms timescale
but also strongly depend on the surface hydration state which varies much more slowly,
with τ2 > 600 ms. This latter timescale, which we ascribe to the adsorption of hydronium
ions effectively modulates the availability of binding sites for rubidium. The difference be-
tween the two timescales is consistent with the fact that the binding constant for individual
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ions on mica is about ten times larger for H3O
+ than for Rb+ at room temperature [30].
The ability of AFM to probe solid-liquid interfaces locally with sub-nanometre spatial
resolution opens many possibilities for investigating molecular dynamics at interfaces, in
particular for systems currently beyond the reach of computer simulations. As already
touched upon, biological systems are of particular interest due to the heterogeneous hy-
dration of many biomolecules, and the intrinsic link between water structure and protein
function that is increasingly becoming apparent [45]. Indeed, we shall return to the concept
of spatially and temporally resolved ionic evolution in a biological system in chapter 5.
4.2 Confined electrolytes: scale-dependent friction and vis-
coelasticity
In the previous section, the dynamics of rubidium and mica’s hydration layer were inves-
tigated via AM-AFM with small amplitudes and, while the probe inevitably will influence
the apparent topography [36, 46], the continual “test” of achieving lattice-level spatial
resolution indicates that the portion of the tip conducting the imaging is sharp on a
molecular scale [47–49]. Hence, while the water and ions imaged in this way will not be
in a truly relaxed state (the ability of the tip to excite adsorbed ions will be considered
in Fig. 5.6), they may be considered unconfined and free to diffuse. While the study of
such unconstrained systems is undoubtedly important, there is also great relevance to the
study of strongly confined fluids due to their significance in biology [50–55], chemical engi-
neering [4, 56] and electrochemistry [57–59]. For instance, in biological systems, water is
routinely forced through membrane-bound channels, confined in synovial joints between
lipid structures or trapped as protein hydration water, where it shares properties with
water held in silica nanopores [52].
As discussed in subsection 1.4.2, nanoconfined fluids behave in a distinct manner when
compared with their bulk equivalents, due to the increasing influence of the interface at
this scale. This manifests itself in altered thermodynamic properties such as isobaric heat
capacity and melting point [60–62], as well as the molecular orientation and structure
of the fluid [63, 64]. There is a limited consensus regarding the dynamic behaviour of
aqueous solutions under confinement (the dynamic solidification of Hoffman et al. [65])
but little certainty about the extent to which this depends on experimental specifics such
as interfacial chemistry and geometry rather than the confinement itself. Indeed, while
some groups find that the dissipation of a fluid moving over a solid is dependent on the
affinity between the two phases [66, 67], others ascribe much greater significance to the
confinement curvature or other geometric factors [39, 68, 69].
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The energy dissipated as molecules move through the interfacial fluid is analogous to
an effective local viscosity [70] and determines the width of the stagnant layer – in other
words, how far into the fluid one has to be before the solid’s relative motion is no longer
detectable. If the plates confining the fluid are close enough that their respective stagnant
layers overlap, the motion of one surface will elicit a response from its partner, which of
course can be expressed as a friction between the two. Despite friction being universal
and generally intuitive, there is still active debate about its molecular origins [71–74] and
many of its laws, while startlingly successful, remain empirical [75]. It is thus necessary to
discuss the theoretical foundations of friction and subsequent tribological models in dry
and lubricated systems first, before applying some of these considerations to the dynamical
properties of confined fluids.
4.2.1 Friction: origins and models
Dry friction
Friction inherently describes the transfer of kinetic energy from one body to another,
with the converted energy being distributed in a random way between its molecules –
i.e. as heat. However, long before a microscopic description of friction was ever explored,
experiments begun by da Vinci in the 15th century concluded that friction obeyed three
“laws”:
1. The frictional force, FL, is directly proportional to the applied load, FN (with the
constant of proportionality often designated µ).
2. The frictional force is independent of the apparent contact area, A.
3. The kinetic friction is independent of the relative velocity of the two surfaces, v.
The original experiments consisted of simple wooden blocks moving on an incline, but
these were relatively smooth, displayed little adhesion and did not account for much of the
complexity of real-world friction. In general, real forces are not linear but follow power laws
or exponential functions, which results in strong dependencies on the interaction timescale
and relative velocities involved [76]. This means that the specific molecular structure of,
say, two planes in relative motion is crucial in determining the lateral frictional forces.
This is because the sliding of idealised surfaces requires dilation, even if only by a few
A˚, to overcome their molecular roughness, and this introduces a term proportional to the
load on the surfaces. Sliding also requires adhesive molecular interactions to be continually
broken as contact points are created and destroyed: this is the mechanism through which
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friction dissipates energy and gives a term linear in the true contact area, A. This leads
to a more realistic expression for the frictional force as [71]:
FL = µFN + σA, (4.2)
where µ and σ are constants of proportionality. Equation 4.2 is compatible with the laws
of friction in the case of negligible adhesion between the surfaces (i.e. σ → 0, known as
load-dominated friction). However, this is still a coarse description of static friction, and a
great deal of complexity can be concealed within the innocent-looking empirical constants.
The model also does not account for the energy built up when sliding at a constant velocity
(so-called kinetic friction), which is typically lower.
Further insight was gained in the early 20th century by Prandtl’s conceptual model of
friction that described a point mass being mechanically moved by a harmonic force across
a periodic potential, intended to mimic a crystal lattice (Fig. 4.5). Despite appearing
rather simplistic in its considerations of a 1D potential and a single point of contact, the
Prandtl-Tomlinson (PT) model has been able to capture phenomena such as slip-stick
motion (Fig. 4.5(c)) and the difference between the static friction and kinetic friction,
explained by the inertia built up by the mass as it travels; so much so that versions of
it are still commonly used in modern research [77]. The advent of the AFM in the 1980s
allowed for nano-tribological studies to directly explore the validity of the model with
excellent control of the contact area and interaction chemistry. In particular, key progress
was made when the atomically-resolved friction of a silicon probe against a crystal of NaCl
was found to scale with the logarithm of the lateral velocity [78] (note this contradiction
with the third law of friction). This was incorporated into a PT model that accounted
for the finite temperature of the system, which aided the system in hopping over energy
barriers. Specifically, Riedo et al. found that the mean friction force, FL, on a mica crystal
obeys the ln(v) proportionality, but only for velocities low enough that the thermal energy
can aid the transitions; beyond this point, the energy barriers for “hopping” become too
great and FL plateaus [79]. This is formally described by the relation:
1
βkBT
(F ∗ − FL)3/2 = ln v0
v
− 1
2
ln
(
1− FL
F ∗
)
, (4.3)
where F ∗ is the effective frictional force at zero temperature, and β and v0 are constants
that depend on the temperature, effective stiffness of the contact and microscopic attempt
frequency for jumping over the energy barrier, f0. Following this, studies that incorporate
finite temperature and velocity into models of dry friction in different systems have become
common [72, 80, 81], although an unambiguous way of scaling up such phenomena to
explain cataclysmic geophysical events remains a challenge [82].
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Fig. 4.5: Key features of the Prandtl-Tomlinson model for atomic-scale friction. (a) The original
mechanical model designed by Prandtl in 1928 to illustrate the stick-slip motion of a mass,
M , in a periodic potential set into motion by two springs, F1, F2. The mass’ motion is
displayed by the dashed line. (b) The effective potential energy, P (x), experienced by the
mass is a combination of that generated by the springs (stiffness k) and the underlying
crystal potential (activation energy Ea, and lattice parameter λ). If the springs drag the
mass with velocity v, such that 1/2kx2 → 1/2k(x − vt)2, the energy landscape is tilted
until the mass (red) has enough potential energy to overcome Ea, causing it to jump
to the next local minimum. This leads to slip-stick motion similar to that exemplified
(without thermal fluctuations) in (c). Panels (a) and (c) adapted from ref. [75].
Fluid-mediated sliding and hydration lubrication
In the majority of mechanical systems, the aim is to reduce friction, as it introduces un-
necessary energy losses and can result in potentially damaging wear. A simple method
to minimise the damage to mechanically coupled systems is to prevent them coming into
direct contact in the first place; in industry, this is achieved using lubricants – typically
organic oils and greases that shift the shear plane so that energy is dissipated within
their liquid layer. Biological systems such as synovial joints and the cornea’s mucus layer,
in contrast, tend to make use of aqueous suspensions of macromolecules for lubrication
that are astoundingly successful, allowing long term, low-friction operation. For example,
biomimetic systems incorporating lipids were found to produce friction coefficients as low
as µ ≡ FL/FN ∼ 2×10−5 [53]. While biology has made good use of water-based lubricants,
a lack of understanding about the physical mechanism underpinning it has prevented the
widespread uptake of these environmentally friendly and fire-resistant alternatives to oil-
based lubrication in industry [83].
The complexity of lubricant-mediated sliding arises partly from the inherently non-
linear nature of friction itself (discussed above), but also because the film properties are
strongly dependent on the nature of the interaction between the solid surfaces. At high
confining pressures, liquid tends to be squeezed out, resulting in just a few molecular layers
on the boundary supporting the shearing motion, in what is known as boundary lubrica-
tion. This is associated with a relatively large coefficient of friction due to the instability
of the fluid film which allows energy transfer between the surfaces. This is schematically
outlined by the Stribeck curve in Fig. 4.6 (left), which relates µ to a dimensionless param-
4. Diffusion, friction and viscoelasticity of ions at solid-liquid interfaces 103
< 0.001
(classic BL)
L
u
b
ric
a
tio
n
 film
 th
ic
k
n
e
s
s
, 
S
trib
e
c
k
 c
u
rv
e
~ 0.
001
~ 0.001
F
ri
c
ti
o
n
 c
o
e
ff
ic
ie
n
t,
Hydration 
lubrication
Boundary 
Lubrication (BL) Mixed Hydrodynamic
Fig. 4.6: The performance of fluid lubricating films in different dynamic regimes is captured by the
so-called Stribeck curve (blue) that plots the friction coefficient versus the dimensionless
parameter ην/FN . For high normal forces or inviscid fluids, the solid surfaces squeeze out
all but a few monolayers of lubricant, resulting in a relatively high coefficient of friction, µ
and thin separating layer, h, in what is known as boundary lubrication (left). Decreasing
FN , or using a fluid of higher viscosity allows thicker layers of fluid to exist and the
frictional response is much lower, dominated as it is by the lubricant’s hydrodynamic
properties (right). The inclusion of highly hydrated molecules similar to those found in
nature have unveiled a new regime of hydration lubrication [84] (shaded area) in which
strongly-bound water molecules cannot be simply forced from the interface, allowing for
dramatically reduced friction. Figure adapted from ref. [50].
eter that accounts for the viscosity of the fluid, η, frequency of shear, ν, and the normal
force, FN . If FN is reduced, or if the relative velocity is increased the film is allowed to
dilate, which leads to a greatly reduced frictional contact. These films allow for energy to
be dissipated within the fluid by means of hydrodynamic damping, minimising wear on
the surfaces.
In recent decades, a third regime, known as “hydration lubrication” has been uncov-
ered in aqueous solutions (shaded region in Fig. 4.6) whereby highly hydrated molecules
within the lubricating fluid allow for miniscule frictional coefficients of less than 10−3 [50].
Underpinning this mode is the altered properties of the interfacial fluid that have been
discussed throughout this thesis. The water at hydrophilic interfaces is strongly bound,
structured and demonstrates damped kinetics that reflect an increased effective viscosity.
This conspires to make aqueous interfacial layers tenacious and resistant to squeeze-out
via hydration forces, preventing true solid-solid contact even under high pressures [18,
84, 85]. The molecularly thin film of water is a sink for energy generated by the sliding
surfaces that minimises their wear or degradation. In fact, Klein argues that water is
particularly suited for this due to the fact that its liquid phase is denser than ice; strongly
confining H2O would thus drive it towards a more fluid state [84] – although as discussed
in subsection 1.4.2, this view is not uncontested in the literature!
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Fig. 4.7: SFB measurements demonstrate the ability of ions to mediate aqueous lubrication be-
tween hydrophilic surfaces. At low loads, there is a minimal friction as the ions and
their hydration shells act as microscopic“ball-bearings” which ease the sliding of the two
surfaces. At high loads, the friction is dominated by the activated process of overlapping
hydration shells moving past one another (cartoon, top; a-c correspond to positions in
energy landscape, centre-left). This reproduces the Fs ∝ ln(vs) dependency found by
Riedo et al. [79]. Figure adapted from ref. [85].
As well as requiring hydrophilic boundary surfaces, it appears that small cations of
high charge density (kosmotropic, see Fig. 1.2) play a key role in facilitating this mode
of lubrication [26, 85–88]. This mechanism is predominantly assumed to rely on two
processes. The first is the adsorption of ions to the boundary surfaces which, at least
in many biological and geological contexts, tend to be negatively charged. As detailed
in section 1.3, ion adsorption is a complex process that can result in multiple binding
states with varying degrees of hydration and coordination with the surface groups. The
second process is the ions’ strong coupling to their neighbouring waters; typical hydration
energies are O(10-100 kJ mol−1) [87], which ensures that each ion tightly retains a sheath
of waters around it, increasing its steric size. These two effects work together to ensure
that confining hydrophilic surfaces in electrolyte solutions have a strongly-lubricating ionic
layer at their boundary (see schematic in Fig. 4.7), which prevents true contact and wear,
even at pressures of hundreds of atmospheres [87]. Simple monovalent cations have been
shown to dramatically reduce the measured friction at well-characterised interfaces to an
extent that depends sensitively on their hydration properties [26, 86, 87]. Intriguingly,
despite this effect being fundamentally driven by confined water and salt, it appears to
be rather well-approximated by considering the motion as an activated process that must
overcome a free energy barrier [26, 85] (inset in Fig. 4.7), in an analogous manner to the
PT model for dry friction (equation 4.3).
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Fig. 4.8: (a) Schematic of shear-force spectroscopy, which is here used to probe the lubrication
and dynamic properties of confined aqueous solutions. The AFM tip statically applies
a normal load on the (structured) interfacial fluid while the sample is oscillated uniax-
ially. The fluid transmits this shearing motion to the tip, which pivots laterally at the
same frequency with an amplitude and phase offset governed by the intervening fluid.
Phase differences of ±90° indicate the confined fluid dissipates energy in a viscous man-
ner (“liquid-like”), while 0° indicates the fluid responds elastically. (b) A lock-in amplifier
is used to extract the amplitude and phase of the cantilever response. As the normal load,
FN increases, the amplitude increases linearly and the phase tends towards a constant
value.
4.2.2 Dynamic response of confined ultrapure water and 150 mM
KCl
Shear force spectroscopy
In the following section, we will explore the ability of confined water and electrolyte solu-
tions to lubricate model systems, but with a specific focus on the dynamical behaviour of
the interfacial layer and how it varies over different length- and timescales. This is because
despite the wealth of studies exploring nanoconfined water and electrolytes, there is very
little overlap between techniques in terms of frequency. Differential scanning calorimetry
measurements that suggest confined water becomes more fluid are conducted in quasi-
equilibrium [61, 89], while the oscillation frequencies of SFB and AFM tend to be of the
order of Hz and kHz respectively. Computational studies [68, 69, 90, 91] are of course
vital for gaining an atomistic picture of fluids’ lubrication under confinement but, despite
rapid advances in computing power, are limited to shear speeds > mm s−1, which exceed
the vast majority of experimentally accessible values, with only a few exceptions [92].
To address this issue, we make use of shear-force spectroscopy, schematically outlined
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in Fig. 4.8(a). This AFM technique uses the tip to apply a normal force statically (i.e. with
no vertical oscillation) on the sample, putting pressure on the interfacial fluid. To probe
the lubricating properties of this film, the sample is oscillated sinusoidally in its plane and
perpendicularly to the cantilever’s long axis with a frequency of O(kHz) (motion of the
form Ad sin(ωt); (a), lower). Depending on the fluid’s transmission of this motion, the
tip will move laterally in response, causing the cantilever to twist with a component at
the same frequency (As sin(ωt+ θs); (a), upper) that can be measured using the standard
optical detection system (Fig. 2.1). A lock-in amplifier is used to compare the signal sent
to the sample with the cantilever’s response to produce the shearing amplitude, As, and
phase lag, θs.
This is illustrated in Fig. 4.8(b), which shows θs, As and normal load as function of
z-piezo extension for a silica tip against a mica substrate. The shearing amplitude gives
information relating to the lubrication of the fluid layer; that is, it can be converted to
a lateral force (see section 4.4), which is then measured as a function of FN . Before the
normal pressure is applied to the sample (defined so that z < 0), there is negligible shear
amplitude and the phase oscillates around 0°, due to a lack of coupling between the two
surfaces. For z > 0, As is approximately proportional to the load, implying that the
confined fluid has a well-defined µ (see equation 4.2). The phase response tends asymp-
totically towards a value of ∼ −60° for high FN . If we assume that the confined fluid is a
linear viscoelastic material, the stress will have an in-phase and out-of-phase component
with respect to the strain [93]. Physically, this allows us to relate θs to how “fluid” the
confined water is; at 0°, the tip is perfectly in-phase with the shearing oscillation, equiva-
lent to an elastic contact, while at ±90°, the interfacial fluid behaves in a purely viscous
manner, dissipating energy [26]. The presence of at least one interfacial layer of water,
as illustrated in Fig. 4.8(a), is exceedingly likely given the hydrophilicity of mica (it has
a negligible contact angle) and the hydration repulsion routinely measured between mica
surfaces [87]. Indeed, taking the affinity of water for mica to be W = 140±10 mN m−1 [49],
the energy needed to fully dehydrate an area on the scale of the tip radius, A, would be
Ed = WA ∼ 2500 eV. Comparing this to the maximal energy due to the tip’s exerted
pressure on a monolayer of water, Etip = PtipV ∼ 50 eV, it is clear that Etip  Ed;
i.e. the magnitude of W ensures there will always be a lubricating layer present. Even a
strongly conservative estimate that accounts for the work done by the shearing, such that
Etip =
∮
Ftip · ds leads to maximal energies (for Ftip = 30 nN and Ad = 5.0 nm) that are
still 60% less than Ed. It should be noted that the latter calculation assumes that the
confined water cannot dissipate energy through any mechanism over the course of a single
shearing oscillation, which is physically implausible.
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Fig. 4.9: (a) Lateral (friction) force, FL, experienced by the tip as a function of the imposed
normal force, FN , for different oscillation amplitudes. In pure H2O, the friction is clearly
dependent on the relative shearing velocity, as the coupling increases with Ad. The
substitution of the pure water for 150 mM KCl dramatically reduces FL in all cases,
presumably due to the disruption of water’s well-structured hydrogen bond network (see
text) at the mica surface. (b) Assuming a linear frictional response, the coefficient µ
increases linearly with the logarithm of the RMS velocity, vRMSs , (dashes). This implies
that the confined fluids can be well described as an activated process, similarly to the PT
model [79]. Each curve in (a) represents the average of at least 30 individual spectroscopic
traces and the fitted uncertainties in (b) are smaller than the data markers.
Velocity-dependent friction and lubricating ability of K+ ions
Spectroscopic measurements as in Fig. 4.8(b) give us an indication of the dynamics of the
confined layer but only at a fixed velocity, shedding little light on the problem of how the
film’s properties change as a function of the timescale probed. We thus investigated how
its viscoelastic response was altered by the relative shearing velocity, vs. Practically, this
was achieved by varying the drive amplitude of the shearing signal, Ad, between 0.5 and
5.0 nm, which gave root-mean squared velocities of vRMSs = Adν/
√
2 ∼ 350-3500 nm s−1,
where the oscillation frequency ν = 1 kHz. We first investigate the model case of ultra-
pure water confined between an amorphous silica tip and freshly-cleaved muscovite mica.
The measured lateral force as a function of applied load at the various drive amplitudes
is shown in Fig. 4.9(a) in blue. In all cases, it is clear that the linear relationship of
FL = µFN holds, so that the load-dominated nature of the coupling between the surfaces
is not affected by the altered shear amplitude. However there is a clear correlation between
Ad and the frictional coupling. This shows that the dynamic response of the confined wa-
ter layer – i.e. how rigidly it transmits the shear from substrate to cantilever – is strongly
dependent on the relative velocity of the two plates.
To quantify this effect, the effective frictional coefficient for each Ad were extracted
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by fitting a first-order polynomial to each curve; the results are presented in Fig. 4.9(b),
plotted versus vRMSs . There is a clear evolution of the coefficient that follows µ ∝ ln(vRMSs ),
which is highlighted by the dashed lines. Despite the presence of a nominally fluid layer
of water between the tip and the mica, this is the same dependency as expected for “dry”
friction that follows an activated Prandtl-Tomlinson model [78, 79], at least for relatively
small velocities. In fact, similar results were found by Ma et al. when shearing two sym-
metric mica plates across an electrolyte layer (Fig. 4.7) [85]. Assuming validity of the
PT model in this instance, we can extract the characteristic attempt frequency, f0, for
hopping over the periodic energy barriers presented by the mica’s crystal lattice. This is
achieved by fitting equation 4.3 to our data (cast as FL versus v
RMS
s ), with f0, F
∗ and β
as free parameters. The results are presented in Table 4.1, and clearly show that applying
more extreme loads strongly reduces f0, emphasising the reduced kinetics associated with
nanoconfinement. However, our data does not exhibit a plateau point in FL (an important
result of the thermal PT model) and as such, the fitting is rather under-defined. Hence,
while generally agreeing with our interpretation, the physical validity of these parameters
should be taken with caution.
Normal load, FN (nN) f0 (kHz) F
∗ (nN) β (×106 N3/2 J−1)
12 44± 3 6.3± 0.3 14± 1
20 19± 1 10.1± 0.7 35± 5
28 13± 2 13.0± 0.9 52± 9
Tab. 4.1: The characteristic attempt frequency, f0, “zero temperature” friction force, F
∗, and
potential well constant, β, of the frictional behaviour of ultrapure water as a function of
the normal load. These were found from implicit fitting of equation 4.3 to our results of
Fig. 4.9. See ref. [79] for a full discussion of the physical meaning of each parameter.
The fixed oscillation frequency of ν = 1 kHz, gives an experimental timescale of
ν−1 = 1 ms, which is positively glacial compared with the picosecond dynamics of H2O
molecules in bulk [38]. Our investigation of the slow in-plane diffusion and hydration
behaviour of mica (section 4.1) suggests that the presence of a hydrophilic interface dra-
matically damps a fluid’s dynamic behaviour, allowing it to exhibit viscoelasticity even on
long timescales such as these. This non-Newtonian behaviour of the strongly confined fluid
can be further rationalised by considering that the film of water is likely to be only a few
molecules thick, given the large normal forces applied here – assuming a contact area on
the scale of the tip’s radius of curvature, the maximum pressure Pmax ∼ 10 MPa. Hence
the fluid, and its associated hydrogen bond network will be predominantly restricted to
two dimensions, rather than its loosely tetrahedral structure in bulk [94]. This will in-
crease the energy required for rearrangement of the network and thus is likely to suppress
the interfacial relaxation times, as observed here (Table 4.1). Relaxation of confined water
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films on millisecond timescales has in fact been observed via AFM previously [16, 26, 65,
95], but there is disagreement over to what extent this is velocity-dependent. Antognozzi
et al.’s “transverse dynamic” force microscope found no dependence of their results on
approach speed or shear frequency (for 1-20 kHz) [93]; the relaxation timescale of Li et al.
decreased with increasing strain rate [95] and Khan et al. observed water to dynamically
“solidify” when compressed above a threshold rate. These studies make use of different
models to describe the confined fluid, as well as having different oscillation mechanisms
and as such, objective comparison between them remains frustratingly difficult.
While we cannot unambiguously validate our results against the literature, we can
test our hypothesis that the damped response of nanoconfined water is a result of its 2D
hydrogen bond network. This was done by perturbing the interfacial fluid, by replacing
the ultrapure water with a solution of 150 mM KCl. Alkali cations radically change the
structure of the solid-liquid interface which influences the in-plane dynamics of the fluid as
a whole, as discussed previously. Hence we expect that the ions will perturb the frictional
response observed here by modifying both water’s native hydrogen bond network and its
relaxation times. Indeed, the red traces in Fig. 4.9 show that, not only does the inclusion of
potassium ions reduce µ by between 67-77%, compared to the pure water scenario, it also
diminishes the dependence of the coefficient on vRMSs (i.e. the gradient of the dashed line is
smaller for KCl). The observed effect is in good agreement with other studies finding that
simple alkali cations can effectively reduce friction between atomically smooth surfaces –
so-called hydration lubrication [26, 85, 87]. This regime is generally assumed to be driven
by the disruption of water’s native structure against the solid, which allows for weaker
coupling between the tip and the sample, although counter-intuitively, it may involve the
ions themselves being highly ordered [16].
Viscoelastic modification of the nanoconfined fluids
The rheological behaviour of the nanoconfined electrolytes is given by the tip’s shearing
phase and allows insight into the origin of the ln(vRMSs ) dependency of µ observed above.
Fig. 4.10 shows θs as a function of normal force and Ad for both solutions. In every case,
the phase tends from a value close to 0°, at low confining pressures, towards ∼ −55° at
high normal loads. However there are consistent trends in the evolution of θs with Ad
for both ultrapure water (a) and KCl (b). For a given FN , as the shearing amplitude is
increased (light to dark shades) the phase is pushed towards 0°, indicating a more elastic
interaction, which can be rationalised by considering the scale of the periodic motion. For
Ad = 0.5 nm, the tip only slides over a single lattice site with each oscillation, requiring
the motion of relatively few H2O molecules and allowing the energy to be dissipated in a
viscous manner. However, as Ad increases to more mesoscopic scales, the motion requires
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Fig. 4.10: The shearing phase reveals the origin of the non-linear tribological properties of the
confined solutions. (a) θs and its dependence on confining force and drive amplitude
across pure water. For small confining forces (FN < 15 nN), θs is well-separated with Ad.
Higher values of Ad drive the phase closer to 0°, implying the increase in µ (Fig. 4.9(b))
results from the interfacial water behaving in a more elastic, “solid-like” fashion. For
FN > 15 nN, θs tends towards ∼ −55° for all velocities. (b) Replacing the neat H2O
with 150 mM KCl results in a similar dependence of θs with FN and Ad, but in general,
there is a shift towards 0° relative to pure water, especially for the higher velocities.
the coordinated motion of interfacial fluid over many more energy barriers (∼ 10 for
Ad = 5.0 nm) which thus increases the likelihood of the system “jamming”, leading to
the elastic nature of the shear that we find here. The introduction of ions into the cavity
Fig. 4.10(b) results in a similar trend, but with the phase in general closer to 0° compared
to water at a given amplitude.
4.2.3 Stern layer structure and fluidity: K+ concentration and length-
scale dependence
The results presented above highlight the dramatic impact of simple monovalent ions on
the dynamic properties of fluids at the interface. They especially highlight the charges’
propensity to make the liquid more “elastic” under large shear amplitudes. At first glance,
this contradicts a similar AFM study which investigated a range of ions and found that
they served to make the interface more viscous [26]. However, that particular case only
probed one shear amplitude (Ad = 0.5 nm), and later showed that this behaviour was
concentration-dependent, breaking down above 75 mM. We thus explore the intervening
concentrations between 0 and 150 mM in order to build up a picture of how the potassium
ions progressively alter mica’s native hydration landscape.
We begin with traditional AM-AFM imaging and spectroscopy of the mica interface
using a sharp tip and small amplitudes (section 2.3). This allows us to explore how the lat-
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Fig. 4.11: AM-AFM imaging (upper) and spectroscopy (lower) illustrates the evolution of mica’s
Stern layer as the bulk concentration of KCl is increased up to 150 mM. The topography
in pure water displays clusters of low height due to the specific hydration structure of
water at the mica surface. This is reflected in the phase versus z curves having a single
discontinuity (arrow) where the tip dissipates more energy as it removes water from
the surface. In 5 mM KCl, the topography displays much larger variation and clusters
of adsorbed K+ templated by the mica can be clearly resolved. The respective phase
trace now demonstrates 3 anomalous peaks (arrows) due to the structuring of the ions
vertically above the surface. However the low concentration renders the overall signal-to-
noise ratio low. In 150 mM KCl, the topography is much smoother with a lower degree
of noise. This is due to the well-formed Stern layer, presumably fully populated at this
concentration, which generates three much stronger peaks in the phase. All length scale
bars represent 5 nm and the height scale covers 320 pm. Phase traces represent the
average of at least 30 independent force curves.
eral and vertical structure within the interfacial fluid is perturbed by the inclusion of alkali
ions. Fig. 4.11 shows representative topographic images taken in solutions of increasing
concentration of KCl. In ultrapure water (left), the topography variation is relatively low
and the resolution of the underlying lattice is limited, reflecting the compact nature of the
Stern layer in a similar manner to Fig. 3.3(f). This picture is reinforced by the tip oscilla-
tion phase spectroscopy curves (blue, now referring to the phase of the cantilever’s vertical
oscillation). Superposed on the smooth decrease from 90° expected for fluid damping near
a solid surface is a spike (arrow) that represents an anomalous dissipation of energy by
the tip as it traverses the strongly-bound hydration water. The traces presented are an
average of at least 30 such curves, some of which had extreme deviations from the sig-
moidal shape, but this was stochastic in nature and the average shows a rather small
oscillation. When potassium ions are included in the electrolyte at 5 mM, they adsorb
to the negatively-charged mica plane, forming clusters with a much greater height range,
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due to their larger size. The corresponding phase trace (light red) still is dominated by
the sigmoid, but there can now be observed three oscillations (arrows), representing the
different coordinations available to the K+ ions. However, the amplitude of these oscilla-
tions shows that the Stern layer is not saturated, and many curves demonstrated only the
single water “spike”. At 150 mM (dark red) the oscillations dominate, and are present in
the majority of curves. Interestingly, the height variation of the scan at this concentration
(top right) is much lower than the previous two images, implying that the topography
represents a fully-formed interfacial layer of K+ ions.
Now having a clearer picture of the spatial organisation of the mica-electrolyte inter-
face as the potassium density is increased, we repeat the shearing experiments but at a
fixed Ad = 0.5 nm over a range of ion concentrations between 0-150 mM. The variation of
the shearing phase, θs, with normal load is presented in Fig. 4.12(a). The results are all in
the “second quadrant” (i.e. 90° < θs < 180°), which was occasionally observed when using
the AFM’s internal lock-in amplifier. This appeared to have no dependency on solution,
cantilever or sample and so was assumed to be an artefact due to the symmetry of the
tangent function (used to calculate θs) about ±90°. Thus our interpretation of ±90° as
fluid-like and 0°, ±180° as solid-like remains valid.
The traces presented in Fig. 4.12(a) display a large degree of noise, due to the small
Ad, but for normal forces above ∼ 5 nN, the viscoelastic behaviour of ultrapure water is
clearly distinct from that of the ionic solutions. We highlight this in (b) by plotting the
phase as a function of potassium concentration at various FN (dashed lines). While there
is not a strong trend at finite concentrations, the key result is that θs for ultrapure water
is closer to 180° in all cases. This emphasises the ability of ions to make the interface
more viscous and disordered, thus in line with the results of ref. [26]. We now have an
apparent conflict – on the one hand Fig. 4.10 shows that the inclusion of ions makes the
interface more elastic for a given Ad, but our conclusions from Fig. 4.12 are exactly the
reverse! This discrepancy can be rectified by noting that the trend of Fig. 4.10 is only em-
phasised for large shear amplitudes above 0.5 nm; there is clearly a non-linear response of
the solution that depends on the absolute scale of the motion relative to the crystal lattice.
We quantitatively show that this is the case by repeating the shearing “isotherm”, but
this time with a fixed Ad = 2.5 nm (Fig. 4.13). Now, the oscillatory motion requires the
passing of 5 energy barriers in each half-period, increasing the likelihood of asymmetric
motion (dashes in the schematic, top) as the nanoconfined fluid is unable to completely
relax between clearing each lattice site. The phase versus normal force plot in Fig. 4.13(a)
shows immediate contrast with the results taken at the smaller shearing amplitude. In all
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Fig. 4.12: Probing the effect of potassium concentration on the viscoelastic reponse of the confined
electrolyte. (a) Shearing phase, θs, as a function of normal force for a shear amplitude
of Ad = 0.5 nm. The small Ad leads to a large degree of noise, but for FN & 5 nN, there
is a clear separation between ultrapure water (blue) and the ionic solutions (red shades).
By taking sections at the dashed lines, we plot θs as a function of KCl concentration (b).
In all cases, the addition of ions drives θs → 90°, emphasising that, when rolling over a
single lattice site (cartoon, top), the ions serve to make the interface more viscous, in
good agreement with ref. [26]. Each trace in (a) is the average of at least 30 spectroscopy
curves.
cases, even at small FN , the phase of ultrapure water is closer to 90°. Further, there is
a much stronger trend of θs with KCl concentration; an increase in K
+ broadly leads to
a more elastic response for this value of Ad (b). Our results shed light on the intricate
relationship between the kinetic behaviour of nanoconfined fluids, their ionic content and
the absolute scale of motion investigated. We have shown that, for small oscillation ampli-
tudes that encompass a lone energy barrier, potassium is effective in making the interface
more liquid-like (relative to ultrapure water) by driving θs → 90°. This presumably is a
result of the ions’ tight binding of their hydration waters, which allows them to roll across
the energy barrier (Fig. 4.12, top) in a smoother, pseudo-harmonic manner. Conversely,
when larger oscillation amplitudes are employed, the extended size of the mica-potassium
Stern layer (compare e.g. the blue and dark red curves in Fig. 4.11) and its complex
hydration structure require the clearing of many energy barriers. At the mesoscopic scale
of Ad = 2.5 nm, the wider K
+ network is continually disrupted over each period, which
increases the potential for anharmonic jamming due to the inability of the ionic solution
to relax. As the water has a much more compact Stern layer, this jamming is reduced,
leading to a more viscous interface.
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Fig. 4.13: Increasing the shearing amplitude to Ad = 2.5 nm dramatically changes the response of
the confined layer. In contrast with Fig. 4.12, solutions of ultrapure water always have
θs closer to 90° than those with ions in, highlighted by the sections presented in (b). This
implies that the scale of the motion is crucial when considering the solutions viscoelastic
reponse; the concerted motion of many ions over multiple energy barriers may induce
severe penalties when compared to water alone (cartoon, top), leading to a more solid-
like response for K+. Each trace in (a) is the average of at least 30 spectroscopy curves.
4.2.4 Impact of finite tip size
Throughout the experiments presented in section 4.2 (apart from for the high-resolution
AM-AFM – Fig. 4.11) we have made use of SD-R30-FM cantilevers with silicon tips of
nominal radii of curvature, rc ∼ 30 nm. The use of larger tips is common in such spec-
troscopic studies [16, 96], as it increases the interaction region between the tip and the
substrate and therefore amplifies any coupling mediated by the interfacial region. We
expect that the viscoelastic behaviour – that is, the phase-dependencies – should not be
strongly dependent on the contact area, as θs reflects the kinetic properties of the fluid.
However, the frictional force (and thus µ) is likely to be related to the absolute tip size, as
the resistance to sliding will depend sensitively on the number of interfacial bonds formed
between the two surfaces.
The silicon cantilevers used here are not as resistant to wear when compared to the
common Si3N4 tips of other cantilevers. We were thus careful when collecting the results of
Fig. 4.9 (conducted with a single cantilever) to ensure that there were no time-dependent
effects that could be related to tip degradation. This was done for each immersing fluid
by collecting multiple sets at each Ad in a random order. However, it is still necessary
to quantify how the tip radius of curvature evolves as a result of the measurement, and
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how this impacts upon the results. We go about this in three ways. Firstly, we used
scanning electron microscopy (SEM) to image the tips after a set number of curves had
been acquired in order to accurately gauge the tip radius of curvature. Secondly, using a
new SD-R30-FM cantilever, multiple force curves were conducted in ultrapure water on
mica, with a constant Ad = 5.0 nm (thus representing an extremal wear on the tip, as
our previous experiments varied Ad), while recording the changes in shearing amplitude
and phase. Thirdly, the shearing measurements were repeated, but with a tip composed
of diamond-like-carbon (DLC). These tips are extraordinarily resistant to wear, and the
model we make use is a single-crystal tip with a nominal radius of curvature of < 5 nm,
thus allowing us to see how the dynamics of electrolyte layers are affected when as few
molecules are confined as possible.
Tip wear and large radii of curvature
The results of the first two methods are presented in Fig. 4.14. The SEM images of SD-
R30-FM cantilevers used for ∼ 300 and ∼ 1000 force curves of varying Ad are shown in (a)
and (b) respectively, with dashed circles highlighting the effective rc. In the former case,
even with the sputtered layer of ∼ 1.5 nm of gold (necessary to make the tip conductive
for the imaging), it can be seen that rc has not increased much from its nominal value
of 30 nm. In fact, it requires around three times as many force curves to be performed
before the tip starts to show serious amounts of wear (b), with rc ∼ 108 nm. Performing
∼ 200 force curves with Ad constant at a high value of 5.0 nm shows that a rather strong
dependency of As with tip wear (c). Specifically, the measured amplitude reduces as the
number of curves (tip wear) increases. This contradicts equation 4.2, which implies that
FL should increase with interaction area. It appears that, for our system at least, the key
parameter is the pressure applied by the tip: we keep the maximum force, FmaxN , constant
throughout at 30 nN and so, as the tip degrades and the contact area increases, the applied
pressure will decrease, leading to the reduction in shear amplitude. Fig. 4.14(d) shows that
the phase is also quite sensitive to the total contact area, with an increase of ∼ 40° between
the first and the last curve taken, and the transition region (z ∼ 0) becoming less sharp.
This is indicative of the interface become less fluid-like, and agrees with our conclusions
thus far about the strongly-coupled motion of interfacial fluid (i.e. with many molecules
being moved at once) behaving more like a glass. Fig. 4.14 emphasises the care which must
be taken when drawing conclusions from such nano-tribological experiments, especially as
control over tip size and geometry in AFM is notoriously difficult. However, our use of
multiple, randomised sets of varying Ad when collecting data for Fig. 4.9 and 4.10
3 should
mitigate this effect, ensuring the validity of our conclusions.
3 Fig. 4.12 and 4.13 were independent experiments, each taken with a brand new SD-R30-FM cantilever.
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Fig. 4.14: Impact of shear force spectroscopy on the tip radius of curvature, rc (a), (b) and (in
separate experiments) on the measured shearing amplitude (c) and phase (d). Over a
few hundred force curves in which Ad was varied between 0.5-5.0 nm, the tip’s radius of
curvature increases only by ∼ 3.5 nm (after accounting for the sputtered gold layer). Af-
ter taking in order of 1000 force curves however, the radius has increased approximately
threefold. Separate experiments, which tracked As and θs over time while applying an
extreme shear of Ad = 5.0 nm show that total pressure, rather than interaction area is a
key parameter when modelling the lateral force, as As decreases with increasing radius
(see text). The phase is also rather sensitive to tip wear, with the transition around
z = 0 becoming less sharp over time.
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Ultrasharp tips and minimal confinement areas
As well as understanding the impact of increasing tip size, it is also necessary to explore
the other extreme; how does confining aqueous electrolytes affect their dynamics when the
lateral confinement area is kept as small as possible? This is an interesting question as
we move away from mesoscale, 2D networks of confined fluids and approach the kinetics
of only a handful of trapped molecules. In these cases, there is still strong confinement in
z, but there is the possibility of significant flux at the edges of the confined region. We
tackle this problem using an ultrasharp tip (rc < 5 nm, illustrative image of ideal tip from
manufacturer shown in inset to Fig. 4.15(b) [97]) that is composed of DLC. These can-
tilevers represent the sharpest commercially available probes with which to perform the
experiments and further, the tip material is robust enough to withstand the wear observed
on silica tips.
The results using this tip are presented in Fig. 4.15 with each trace reflecting the aver-
age of as least 30 individual spectroscopy curves. Comparing the shear amplitudes in (a),
(b), it can be seen that the general linear relationship between As and FN is maintained
in both solutions. However, the ordering that was observed in Fig. 4.9 is now absent when
using a sharp probe; there appears to be no correlation between the driving oscillation
and the cantilever’s response. This reflects the stochastic nature of the experiment; as the
confinement includes many fewer molecules than previously, the individual As versus FN
curves varied a great deal and thus their averages cannot be meaningfully compared. This
can be seen in the inset to (b), where the shear amplitude and deflection are plotted versus
z. As is extremely non-linear, with at least four plateau regions characterised by sharp
transitions. Further, the amplitude is non-zero well before the deflection signal changes
(z ∼ −2 nm), indicating substantial tip-sample interactions prior to contact. Neither of
these effects were observed with the blunt silica tips and it was assumed that this resulted
either from the difference in interaction area, or the reduced cantilever stiffness of the
DLC tips. Despite this, the overall lubricating effect of alkali ions is still apparent, with
the amplitude (and thus frictional force, FL) in 150 mM KCl (b) consistently lower than
for ultrapure water (a).
The shearing phase results while using ultrasharp tips are presented in Fig. 4.15(c)
and (d). Despite the host of experimental differences between this system and that of
the blunted tip, we observe strikingly similar trends to those of Fig. 4.10. Firstly, for a
given solution, increasing Ad results in a decrease in |θs|, showing that the nanoconfined
fluids still “stiffen” when sheared over large distances, despite the interaction area being
dramatically reduced. Further, the impact of K+ networks is evident; for the larger Ad,
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Fig. 4.15: We make use of ultrasharp tips composed of diamond-like-carbon (DLC; Adama, AD-2.8-
SS, manufacturer’s image shown in inset to (c) [97]) to probe the kinetics of nanoconfined
solutions while retaining the smallest possible contact area. Comparing the shearing
amplitudes (a), (b), it can be seen that there is no longer the clear trend with Ad that
was observed in Fig. 4.9(a), due to the stochastic nature of the individual force curves
(e.g inset to (b)). The lubricating ability of K+ ions is still present however, with the
shearing amplitudes in (b) consistently lower than in ultrapure water. The shearing
phase, θs is presented in panels (c) and (d) for H2O and KCl respectively. In contrast
with the shearing amplitude, these curves replicate all the effects seen previously; smaller
oscillation amplitudes (or vRMSs ) lead to a more viscous response of the interfacial fluid
(θ → 90°), which is given more opportunity to fully relax. At larger Ad, the addition of
potassium makes the dynamic response more solid-like due to the formation of ordered
ionic networks. High-resolution imaging of the mica surface in 150 mM KCl (inset to
(d)), performed immediately after the force spectroscopy, confirms the tip’s retention
of atomic level sharpness. Colour scale covers 100 pm and length scale bar represents
5 nm.
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the addition of ions decreases the sharpness of the transition (more gradual descent to
−60°) and generally results in a more solid-like interaction than compared to an interface
composed only of H2O. We confirm the ability of DLC tips to retain their sharpness, even
after hundreds of force curves are collected, by acquiring high-resolution images of the
mica surface in 150 mM KCl (inset to (d)) immediately after the experiment. Indeed, the
hexagonal lattice of the mica crystal can clearly be observed, showcasing the resilience of
these cantilevers to wear even at the nanoscale. Overall, the results of Fig. 4.15 complement
those acquired with a blunt tip; they emphasise that the dynamic solidification of confined
aqueous interfaces is rather general, even when interaction areas are reduced to just a few
square nanometres, as well as showcasing the ability of K+ to substantially reduce the
frictional forces. However, there remain stochastic events which cannot be described by
the linear relation FL = µFN (inset to (b)) and hint at single-molecule friction effects.
These, unfortunately, would require techniques other than AFM to fully characterise and
so we avoid further speculation.
4.2.5 Nanoconfinement against amorphous interfaces
The above results allow a great deal of insight into the dynamics of confined fluid molecules,
as the use of crystalline mica allows the validation of 1D friction models, exhibited here
with the modified Prandtl-Tomlinson (Table 4.1). Such interfaces have well-defined crys-
tal length scales, and their interaction with water and electrolytes has been characterised
with many different techniques over the years (section 1.3). However, the vast majority of
solid-liquid interfaces found in nature, at least in a geological context, are amorphous ox-
ides that are rough on many length-scales, chemically heterogeneous and less hydrophilic
than our previous model system. To understand the impact of such complexity on the
kinetic behaviour of nanoconfined electrolytes, we replaced the mica substrate used pre-
viously with a silicon crystal with a 100 nm layer of SiO2 thermally grown on it. The
topography of these surfaces was found to vary on the scale of 10s-100s of nanometers
(see inset to Fig. 4.16) with a roughness of around 0.2 nm. However, given our shear
amplitudes, Ad < 5.0 nm, we expect that it is not this mesoscale roughness that will
dominate our measurements, but instead the complex surface chemistry that results from
under-coordinated silicon and oxide bonds. This can produce diverse groups that each
interact with the interfacial water in a distinct manner [98], thus making our substrate
“complex” at the molecular level. We note that globally, the silica interface is much less
hydrophilic than mica, with a contact angle of 70-90° routinely observed when performing
shear-force experiments.
The evolution of the friction force with load and with Ad for symmetric silica surfaces
4. Diffusion, friction and viscoelasticity of ions at solid-liquid interfaces 120
20
15
10
5
0
2520151050
H
2
O KClA
d 
(nm)
5.0
2.5
0.5
1.0
F
ri
c
ti
o
n
 F
o
rc
e
, 
F
L
 (
n
N
)
Normal Force, F
N
 (nN)
25
Fig. 4.16: The velocity-dependent shear response of fluids restricted to a crystalline surface is
replicated when the confining walls are composed of amorphous SiO2. The frictional
force at the silica interface does not obey a linear relationship, as in Fig. 4.9, but instead
appears to plateau for high FN . However, the absolute frictional forces are larger than
those on mica, likely due to the increased surface roughness (topography at 100 nm
scale shown in inset). For confined H2O, there is still a velocity-dependence, with FL
increasing as the shear amplitude is increased, but this is not observed when KCl is
introduced into the cavity. Height colour scale of inset covers 1 nm and length scale
represents 40 nm.
separated by ultrapure water and 150 mM KCl are presented in Fig. 4.16. For both so-
lutions, the response of FL is not quite linear but begins to plateau with increasing FN .
This precludes the calculation of an effective friction coefficient but, when comparing with
Fig. 4.9, it is clear that FL is greater on silica than mica, for a given FN . This is likely a
result of the interfacial “roughness” of silica discussed above, which presents an increased
resistance to shear. The separation with Ad is still present in H2O; larger RMS velocities
produce the greatest FL, but the separation is smaller than for mica and, when potassium
ions are included in the solution, the trend is lost. In the latter case, we observe both a
reduction in the total lateral force and an increase in the plateau effect that is only hinted
at in H2O, confirming once more the lubricating ability of these ions.
The corresponding shearing phase plots are shown in Fig. 4.17. These demonstrate the
viscoelastic properties of the silica-confined fluids are different in almost every way when
compared with the case of mica. Firstly, the θs traces do not all tend to the same value
at high confining pressures, suggesting that the velocity-dependence (separation with Ad)
is more stable under large loads. Secondly, the addition of ions drives the phase towards
−90° relative to pure water, even at the largest oscillation amplitudes of 5.0 nm. Finally,
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Fig. 4.17: The shearing phase response of silica-confined electrolytes highlights large changes from
the silica-mica system. θs in both ultrapure water (a) and 150 mM KCl (b) solutions
do not converge for high loads, but tend towards different values that depend on Ad.
Crucially, these show that increasing Ad (or v
RMS
s ) makes the confined film more fluid-
like, in contrast with hydrophilic, crystalline surfaces. This trend-reversal is also seen
in the case of potassium ions, with their phase being closer to 90° than ultrapure water,
even for large shear amplitudes. We attribute the remarkable reversal of these results
to the less hydrophilic nature of the silica surface, which may result in a depletion layer
at its surface, precluding the formation of a well-ordered interfacial structure.
and perhaps most intriguingly, the trend of phase with Ad is completely reversed; larger
driving amplitudes lead to θs → |90°|, implying that the interface is more liquid-like at
higher shear speeds. All these features are consistent in both ultrapure water and 150 mM
KCl. This represents a dramatic shift in the dynamic characteristics of the confined films,
which are decidedly non-trivial to unpack. We attribute the differences observed between
Fig. 4.10 and 4.17 to a combination of silica’s disordered interfacial chemistry and its
smaller affinity for water molecules. Both of these reduce the likelihood of finding an or-
dered, ice-like layer of H2O molecules at the silica-water interface, which has consequences
for the local fluid’s density and dynamics. Indeed, molecular dynamics simulations have
shown that that hydrophobic surfaces display a so-called depletion layer, with a reduced
water density in the first few A˚ngstro¨ms above the solid’s edge [99]. This then has direct
consequences for the local fluid velocity and dielectric profile [63, 100], with hydrophobic
surfaces demonstrating larger in-plane velocities than their hydrophilic equivalents [99].
This observation can be used to rationalise our discrepancy; the silica-confined fluid in-
teracts less with the substrate than in the case of mica, and so increasing vRMSs increases
the relative importance of fluid-fluid (lateral), compared with fluid-substrate (normal) in-
teractions. Thus, in the limit of negligible hydrophilicity, increasing the velocity will tend
towards a perfectly fluid response with θs = ±90°. This concept is illustrated in the inset
to Fig. 4.17(b), with water molecules preferentially occupying the cavity region between
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the silica surfaces in a disordered state.
4.2.6 Frequency- and velocity-dependence of dynamic behaviour
So far in section 4.2, we have seen that confined aqueous solutions display a great variety
of dynamic responses, depending on the amplitude of the driving shear oscillation, Ad,
the chemistry of the confining surfaces and the extent of the confinement. The discussion
has predominantly been couched in terms of the relative RMS velocity between the tip
and the sample, as this is the key parameter for many models of friction [79, 101]. We
changed vRMSs by altering the shearing amplitude while keeping the frequency constant at
νs = 1 kHz. Although our conclusions should not be affected, it is clear that in doing so,
we simultaneously probe the effect of a change of velocity as well as lengthscale, making
it difficult to de-convolute these two parameters. This was further limited by the fact the
AFM stage’s piezo used to drive the oscillations resonated at a frequency of ν0 ∼ 3 kHz;
increasing the frequency beyond 1 kHz would have pushed the piezo outside of it’s linear
region and there would have been reduced control over the absolute value of Ad.
To overcome this problem, we augmented the commercial AFM stage with a secondary
piezo actuator, optimised for shear motion along one axis only (P-121.01, Physik Instru-
mente, Germany) which thus had a much higher nominal resonance of ν0 = 330 kHz. Even
with the manufacturer’s recommendation that the actuator not be used above ν0/3, this
allows for a much broader range of frequencies and velocities to be explored, independently
of changing the oscillation amplitude. After fixing a steel disc to one side of the piezo and
a polymer disc to the other with epoxy resin, a mica crystal could be mounted and the
ensemble inserted into the AFM sample chamber as usual. A calibration between the volt-
age applied to the piezo and it’s amplitude, Ad, was conducted at low frequencies, using
high-resolution AM-AFM imaging and the periodicity of the mica lattice as a “standard
candle” (see materials and methods, section 4.4). Assuming that this calibration remained
valid in the actuator’s linear region (ν0 . 110 kHz), this system allows us to independently
disentangle the conclusions drawn previously in this section.
Ultrapure water
Fig. 4.18 shows the results of such a shear experiment, conducted using the blunt SD-R30-
FM cantilever (as previously) in ultrapure water on mica, using the same range of values of
Ad and at constant normal force, FN = 20 nN. Using an external lock-in amplifier (MFLI,
Zurich Instruments, Switzerland) to both drive the piezo and analyse its response, the
frequency, νs, was swept between 0.5-110 kHz, with a total of 3 sweeps per Ad; the figure
displays every result laid on top of one another. The higher frequency range (νs > 18 kHz)
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Fig. 4.18: The frequency-dependence of the frictional response (a) and shearing phase (b) of
nanoconfined ultrapure water as probed by shear-force spectroscopy, using an exter-
nal piezo actuator. Three sweeps were taken for each each Ad and all data are plotted
here. Three regions can be distinguished: (i) 0.5 . νs . 3 kHz, FL is roughly constant
while θs varies and is “more positive” for higher Ad (see text). (ii) 3 . νs . 18 kHz, the
friction force decreases with frequency to an extent that depends on the shear amplitude.
This agrees with our previous single-frequency result. The phase in this region is still
separated by Ad, but converges rapidly with increasing frequency. (iii) νs & 18 kHz, FL
is characterised by broad resonance-like peaks in which θs varies rapidly with frequency,
but has no Ad dependence. We tentatively attribute these peaks to spurious interactions
between the cantilever and substrate or other mechanical couplings, and so only plot
the beginning of this region.
demonstrated many peaks that we associated with spurious mechanical resonances and/or
fluid-mediated coupling between the cantilever and the sample (see Fig. 4.24 and 4.25),
and so we plot only the results for 0.5 < νs < 20 kHz. There are key differences between
these and the single-frequency data, but there is a lot of information contained within the
results, which we shall first discuss, before comparing them with our previous conclusions.
We first observe that Fig. 4.18 shows there to be three regions of frequency (loosely
marked by (i), (ii) and (iii), above figure) that are typified by different behaviour in the
lateral force (a) and the shear phase (b), as a function of shearing amplitude, Ad.
• Region (i), νs . 3 kHz
In this section, the lateral force generally overlaps for each Ad, and is rather flat with fre-
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quency. There is a possible feature at ∼ 1.5 kHz, but the noise and variation within data
sets (three measurements are plotted for each Ad) does not allow any full analysis of this.
Conversely, within region (i), the phase shows a clear oscillation amplitude dependency;
as Ad is increased, θs → −90° (for νs . 1 kHz) or θs → 180° (for νs & 1 kHz). This reflects
the traversal of ±180°,±90° and 0° by θs in a continuous manner, making unambiguous
assignment of the confined liquid’s response difficult.
• Region (ii), 3 . νs . 18 kHz
This region demonstrates correlation between the oscillation amplitude and the result-
ing frictional force felt by the tip, in agreement with that observed at a fixed frequency:
shearing over multiple lattice sites results in a greater extent of “jamming” among the
sheared molecules, which increases FL. As well as this trend with Ad, region (ii) shows
that the overall frictional force decreases smoothly with increasing frequency, to almost
zero in the case of Ad = 0.5 nm. The phase in this region still shows a trend with Ad, in
that θs(5.0 nm) > θs(0.5 nm), but it is the opposite of that suggested by e.g. Fig. 4.9.
At the highest frequencies in this region, the phase traces converge to be equal within error.
• Region (iii), νs & 18 kHz
The third zone runs up to the highest frequencies studied here (110 kHz) and is typified
by many peaks in FL that coincide with the phase passing through 0° or ±90° and so we
associate them with resonances of the system. Their number of these peaks, as well as
their breadth and relatively low frequency imply that these are not related to the physical
properties of the nanoconfined film, but are instead part of the system’s mechanical re-
sponse to the shear. This view was reinforced by some of the resonances being observed in
“control” trials where the lateral tip motion was monitored with a tip-sample separation
of over 150 nm. We present the high-frequency data related to region (iii) in the materials
and methods section (Fig. 4.24), but without a comprehensive analysis of the cantilever’s
lateral transfer function and its variation with tip-sample separation, little physical infor-
mation can be gleaned from it.
Effect of alkali ions
Repeating the experiment with 150 mM KCl as the intervening fluid does not bring about
any dramatic changes to the frictional behaviour when using the external piezo actuator,
as is shown in Fig. 4.19. For every oscillation amplitude (a)-(d), the addition of ions
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Fig. 4.19: Using the external shear piezo, we again confirm the ability of 150 mM KCl to lubricate
the interface between the tip and the sample at oscillation amplitudes of 5.0 nm (a),
2.5 nm (b), 1.0 nm (c) and 0.5 nm (d). Similar behaviour is displayed for all Ad; a plateau
in friction force at low frequencies followed by a smooth decrease after νs ∼ 3 kHz,
although it is noisy in (a) for the largest amplitudes. All panels are plotted against the
same axes, with the same scales and the ultrapure water data sets are reproduced from
Fig. 4.18(a).
reduces the measured frictional force, but FL follows the same trend with νs; a constant
value for low frequencies, followed by a smooth decrease after 3 kHz. Shear amplitudes of
5.0 nm (a) display both the greatest amount of noise in the measurement and the least
difference between ultrapure water and the electrolyte solution, potentially a result of me-
chanical noise introduced via the piezo which would scale with the voltage applied. The
shearing phase for ultrapure water and 150 mM KCl is identical, within the noise limit,
for a given Ad and so we do not plot it here.
Functional form of frequency-dependent FL
The dynamic response of confined water and potassium is clearly a non-trivial function of
frequency and shear amplitude, with no straightforward linear dependency akin to that
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observed in subsection 4.2.2. Despite this complexity, each trace can be broadly described
by a low-frequency plateau followed by a transition to a low-friction regime, with the onset
of this decrease depending on Ad. This behaviour can be approximated by fitting the data
with a function of the form FL = K + F0 exp(−(ν − ν0)/λ), where K represents a fitted
offset in FL, a constant frequency offset of ν0 = 3 kHz is used to focus on region (ii), and
the fit is over all frequencies up to 18 kHz. The ultrapure water frictional data (averaged
for each Ad) is plotted in Fig. 4.20(a), along with the functional fits (black curves). The
data is described relatively well, although the entire decay for Ad = 5.0 nm is masked
by the high-frequency resonances, which leads to large fitted uncertainties in λ and F0.
The overall behaviour is reminiscent of the Stribeck curve for fluid-mediated lubrication
(Fig. 4.6), although in this case the transition is likely to be between a hydration lubri-
cation region (low νs) and an anomalous regime with almost negligible friction (high νs).
We postulate that the observed decrease in FL is a result of the tip having enough inertia
to avoid falling into the mica’s crystalline potential wells. Thus, at high νs, the effective
PT potential energy landscape (c.f. Fig. 4.5(b)) is dominated by the spring term, rather
than the oscillating potential.
The transition onset, λ, is plotted in Fig. 4.20(b) as a function of shear amplitude for
both ultrapure water and 150 mM KCl and can be seen to increase approximately linearly
in both cases. This is consistent with our interpretation of (a) in light of the PT model;
at low Ad the oscillating motion is more “viscous” and FL falls off rapidly with frequency,
represented by a low value of λ. Conversely, for high amplitudes, the film behaves in a
solid-like manner such that the crystalline term in the PT potential dominates at higher
frequencies, and increases the extracted λ. The DC frictional force ((b), lower) reflects the
extent of hydration lubrication, at low frequencies and increases with Ad, but converges
for water and potassium at high amplitudes.
Comparison with fixed-frequency results
A significant conclusion of ref.s [78, 79, 85] as well as e.g. our Fig. 4.9 was that the effec-
tive friction coefficient, µ, (or equivalently, the friction force, FL) scaled as ln(v
RMS
s ) for
crystalline surfaces, due to a combination of the periodic potential produced by the sub-
strate, and thermal effects. If this was generally true, we would expect to find a similarly
linear relation between FL and ln νs, as the RMS velocity is proportional to the frequency.
Fig. 4.18(a) demonstrates that this is patently not the case. In region (i), the frictional
force remains roughly constant with νs and in region (ii), it actually decreases as discussed
above. We also note that the absolute frictional forces observed in Fig. 4.18(a) are slightly
lower than those observed for the same FN in Fig. 4.9(a), but this is not wholly unsurpris-
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Fig. 4.20: Quantifying the frequency-dependence of the frictional forces of confined fluids. (a)
Averaged data from region (ii) in Fig. 4.18(a) is reproduced, along with exponential
fits up to 18 kHz (dashed line, see text) that capture the broad trend relatively well
for varying Ad. (b) Extracted decay rates, λ, (upper) and “DC” amplitude of the
friction force, F0, (lower) demonstrate the evolution of these quantities with shearing
amplitude. λ increases with Ad for both ultrapure water and 150 mM KCl solutions,
indicating that the transition to a low friction regime (analogous to the Stribeck curve)
is strongly lengthscale-dependent. F0 also increases with Ad, in agreement with our
fixed-frequency results, with the water and potassium curves converging for high shear
amplitudes. Error bars for Ad ≤ 2.5 nm are smaller than the data markers.
ing, given the different blunting methods of each experiment and the strong dependence
of As on the tip radius of curvature (see Fig. 4.14).
When comparing the viscoelastic behaviour of the confined fluids, we re-iterate that
the continuous traversal of 0°, ±90° and ±180° observed in Fig. 4.18(b) means that a
well-defined interpretation of θs and its dependence on either Ad or νs is not possible. For
example, at 900 Hz, it could be claimed that larger shearing amplitudes result in a more
viscous confined film (θs → −90° with increasing Ad), which seems physically improbable
if precisely the reverse is true when νs is increased to 1.3 kHz. This lack of a straight-
forward interpretation may result from the use of different lock-in amplifiers, with their
separate filters and electronic characteristics, but it also hints at the limits of applying a
linear rheological model to such microscopic layers of fluids.
We note that despite operating the external shear actuator well below its nominal
resonance frequency, its electrical characteristics will strongly influence the frequency-
dependence of the phase. Specifically, the piezo acts as a capacitor with finite charging
times that depend on its capacitance, C, and the circuit’s resisistance, R. As the shear
frequency is increased, the piezo may not have sufficient time to charge, which would intro-
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duce significant phase delays to the measured oscillation. To a first-order approximation,
the circuit’s impedance comes from the two connections to the lock-in amplifier/signal
generator, each of 50 Ω. Thus, with a nominal piezo capacitance of 1.4 nF [102], the time
constant is τ = 0.14 µs, equivalent to a cut-off frequency of νc = (2piτ)
−1 ∼ 1.14 MHz.
This value is clearly much higher than our actuator’s available bandwidth, implying that,
in principle, the measured phase dependence relates only to physical changes in the nano-
confined fluid and AFM tip/sample. It is certainly possible that the internal electronics
of the AFM optical detection system introduce further resistance to the effective circuit,
but as an in-depth characterisation of each component was not possible, we avoid further
speculation.
Frequency response on amorphous interfaces
Finally, we investigate the impact of amorphous, aperiodic interfaces such as silica, on
the frequency-dependent shear response of our system. The results of three separate fre-
quency sweeps at each amplitude are presented in Fig. 4.21, collected with the same tip
as in Fig. 4.18 and at a normal load of FN = 20 nN. The friction force (a) demonstrates
frequency-dependent regions with rather different characteristics to those observed for the
mica-confined water. The first is at low-frequency (νs . 1.4 kHz), where the frictional
response increases with both shear amplitude and frequency. These features are both
what would be expected from the results for mica and the thermally activated PT model
but instead appear to have manifested themselves in a totally amorphous system. To
emphasise the importance of this result, we plot FL versus the RMS velocity in the inset
to (a), highlighting the near-overlap of each shear amplitude in its low νs, linear region.
The low-frequency phase response is generally noisy, but collapse onto a single curve for
νs > 1 kHz. The phase in this system appears to be much more restrained than for mica,
ranging only from −50 < θs < 180°.
The second region is at high νs & 2 kHz, and follows a transition at ∼ 1.5 kHz, where
FL drops rapidly and θs passes through 90°. This crossing of the designated boundary
between “solid-like” and “liquid-like” responses may be indicative of a different mode
of shearing between the surfaces, as discussed regarding Fig. 4.20, with reference to the
Stribeck curve. After this transition, the lateral force plateaus briefly for every Ad, before
converging at high frequency, in a similar manner to region (ii) in the mica-confined sys-
tem. The phase here is identical, despite changes in the oscillation amplitude, although
with varying levels of noise.
Our use of a high-resonance shear piezo to pick apart differences in shearing frequency,
velocity and lengthscale on the dynamic behaviour on confined fluids has illustrated a
4. Diffusion, friction and viscoelasticity of ions at solid-liquid interfaces 129
A
d 
(nm)
5.0
2.5
0.5
1.0
5 6 7 8 9
1 kHz
2 3 4 5 6 7 8 9
10 kHz
2
150
100
50
0
−50
3
2
1
0
Shear Frequency,
F
ri
c
ti
o
n
 F
o
rc
e
, 
F
L
 (
n
N
)
P
h
a
s
e
, 
θ
s
 (
°)
2.0
0.0
F
L
 (
n
N
)
1 10 μm s−1
(a)
(b)
Fig. 4.21: Frictional response (a) and shearing phase (b) versus shearing frequency for ultrapure
water nanoconfined between two amorphous silica surfaces. Three regions in νs can still
be determined, similarly to Fig. 4.18, but the behaviour is quite distinct. At low νs,
of . 1.4 kHz, the frictional force is well-separated with FL and also increases linearly
with frequency. θs is also dependent on Ad in this region, with smaller amplitudes more
negative for a given frequency, but they collapse onto a universal line. Then follows
a transition region, where FL drops rapidly and the phase passes through 90° (upper
dashed line). We finally observe a behaviour similar to region (ii) on mica, where the
frictional force decreases gradually with frequency, and converges for each Ad. Plotting
FL versus v
RMS
s (inset) shows the low-frequency linear regions to approximately join up
with one another, implying the existence of a master curve with velocity, at least for
this particular system.
great diversity of responses. It appears that separation of FL and θs with shearing length-
scale (i.e. Ad) are relatively common, at least in subsets of frequency, but a global trend of
FL ∝ ln(vRMSs ) is only observed for fluids confined between amorphous silica at low νs. On
mica, we instead observe, for both water and confined electrolyte solutions, a plateau of FL
with frequency for below ∼ 3 kHz and a smooth decrease above that, possibly indicating
a different form of motion that is less constrained by specific interactions of the fluid with
the underlying energy wells. The form of this frictional transition is well-captured by an
exponential decay that bears similarities to the Stribeck curve, despite the shearing film
being just molecules thick.
Throughout our experiments in section 4.2, the stage’s motion has been sinusoidal and
we have assumed that we can directly correlate an effective root-mean squared velocity,
vRMSs , with the linear velocity of e.g. ref.s [79, 85], with which we compare many of our
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conclusions. This may not be the case, as, in our set up, there will clearly be stationary
points in the tip’s motion when the velocity drops to zero, which may encourage pinning
or nucleation of different interfacial clusters. However, this remains difficult to resolve, as
we only have access to the time-averaged As and θs, rather than the direct series.
4.3 Conclusions
In this chapter, we have explored two ways AFM can be used to investigate the in-plane
dynamics of H2O molecules and cations at interfaces. Small-amplitude AM-AFM has
been used to track the dynamics of single rubidium ions as they diffuse in the interfacial
region adjacent to a crystal of mica. We observe the adsorbed charges to have a diffusion
timescale of the order of 100 ms – significantly reduced when compared with that of the
bulk, and easily long enough to resolve even with our AFM’s time resolution of ∼ 25 ms.
This dramatic reduction can be rationalised by considering the bulk diffusion to be mod-
erated by a factor depending on the ion’s free energy of adsorption to the solid, but we
find that their interaction with waters and H3O
+ is also a crucial determinant for the
structure and dynamics at the Stern layer. The native hydration landscape on mica in
the absence of ions is seen to evolve on much slower timescales, due to the greater affinity
and proximity of the waters to the surface groups when compared to Rb+. Our results
emphasise the importance of local hydration behaviour on the organisation and kinetics
of interfacial species.
We have also made use of shear-force spectroscopy to study the collective dynamics
of nanoconfined water and electrolytes. By monitoring the effective frictional response of
the AFM tip, as well as its shearing phase, the dynamic behaviour of the intervening fluid
under different conditions, such as pressure and shear rate, can be investigated. Using
a fixed frequency, we see that both ultrapure water and 150 mM KCl display strong
viscoelastic behaviour, even at these timescales of ν−1s = 1 ms. When confined between
the tip and mica, the fluids obey a ln(vRMSs ) scaling behaviour, compatible with a simple,
1D interaction model. This is seen to be largely related to the absolute lengthscale of the
oscillation relative to the mica crystal lattice. However, investigating silica-confined fluids
and the use of a secondary shearing actuator reveal the system to be much more nuanced
and complex. There is no global vRMSs scaling (apart from for small regions in νs in silica-
confined water), but instead we generally find that FL is constant or even decreases as
the shearing frequency is increased. The findings are rich and contain much information
about the kinetics of such “2D” fluids under pressure, but do not appear to be easily
quantifiable in a single model. Instead, ours is the first study, to our knowledge, that
independently probes the effect of lengthscale, shearing velocity, and interfacial chemistry
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on the dynamics of nanoconfined aqueous solutions.
4.4 Materials and methods: chapter 4
4.4.1 Sample preparation
• Ultrapure water (AnalaR NormaPur ISO 3696 Grade 3 analytical reagent) was
bought from VWR (UK) and used without further filtration or purification.
• KCl and RbCl (both anhydrous, ACS reagent, purity > 99%) were bought from
Sigma Aldrich and made up to 150 mM and 1 mM stock solution respectively with ul-
trapure water. For the experiments at varying KCl concentration (subsection 4.2.3),
the stock solutions were diluted with the appropriate volume of ultrapure water.
• HCl was purchased at a dilution in water of 37 wt% (ACS reagent grade, Sigma
Aldirch), diluted further to 0.5 M and used to acidify the ultrapure water from its
natural pH of ∼ 5.5 for the experiments of Fig. 4.4
• Muscovite mica (grade IV, SPI supplies, PA, USA) was glued with epoxy to a steel
support disc. It was cleaved 3 times, or until mirror smooth, before the shearing
solution was pipetted onto its surface.
• The silica substrate used as part of the shear-force spectroscopy experiments was
created by growing a 100 nm thick SiO2 layer on top of a 76.2 mm silicon wafer.
The wafer was cut with a diamond scribe and then cleaned by sonication for 10 min-
utes each in diluted detergent, ultrapure water, isopropyl alcohol (Fisher Chemical,
certified ACS, ≥ 99.5% purity) and finally ultrapure water before drying under a
stream of nitrogen. In each case, sufficient rinsing was conducted to ensure that none
of the previous fluid remained before sonicating again. The silica was then glued to
a steel disc using epoxy resin.
4.4.2 Time-resolved AM-AFM Imaging (section 4.1)
A commercial Cypher-ES AFM (Asylum Research, CA, USA) with a temperature-controlled
Peltier stage (set to 25±0.1◦C) was used without further modification. The principal can-
tilevers used were Arrow UHF AuD (Nanosensors, Neuchaˆtel, Switzerland), which were
driven photothermally in small-amplitude operation in order to obtain spatial resolution
on the scale of single Rb+ ions (see section 2.3). The sample was oscillated uniaxially at
40 Hz, and images were line-by-line flattened to produce plots such as Fig. 4.2.
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Image processing and drift analysis
Fig. 4.3(a) shows the partial results of the image processing that occurred prior to analysis
described in the main text. This involved line-by-line flattening along the length (verti-
cal) axis and then averaging the pixels that were associated with each mica lattice site.
This averaging was achieved using a 1D Fourier analysis that also allowed each site to be
tracked for the duration of the data collection period. Hence, using this procedure, the
lateral drift (parallel to the scan axis) could be straightforwardly corrected for.
The drift perpendicular to the scan direction, D⊥, was more difficult to quantify as
it could only be observed when the scan axis “jumped” onto a different crystalline row
of the mica (illustrated in Fig. 4.22). Due to the mica’s hexagonal symmetry, a jump
perpendicular to the scan direction results in a vertical shift in the topography peaks by
half the lattice parameter (0.26 nm). Tracking these jumps across the experiment allows
an estimate of the drift velocity of the measurement, here found to be D⊥ ∼ 9 pm s−1,
allowing us to rule out drift as a having any significant impact on our results for the
diffusion of Rb+.
4.4.3 Shear-force spectroscopy
A Cypher-ES AFM was used as above. The principle cantilevers used were SD-R30-
FM (Nanosensors, Neuchaˆtel, Switzerland). These had nominal flexural stiffnesses of
k1 = 2.8 N m
−1 and silicon tips with radii of curvature, rc = 30 nm. For the exper-
iments with diamond-like-carbon (DLC) tips, Adama AD-2.8-SS cantilevers were used,
with rc < 5 nm, and k1 = 0.8 N m
−1 (the latter measured using the cantilever’s thermal
spectrum and Sl (see section 2.4). Prior to each experiment, the cantilever and its holder
were bathed for > 30 minutes in IPA, rinsed with ultrapure water and bathed in the
same, again for > 30 minutes. Both were then dried and ∼ 30 µl of the shearing fluid
was pipetted onto the cantilever. Approximately 80 µl of the fluid was pipetted onto the
freshly-cleaved mica or cleaned silica substrates.
The basic principle of the shearing experiments is illustrated in Fig. 4.8(a) and has
been described elsewhere [26, 66, 103] but will be summarised briefly here. The y-piezo of
the AFM stage was driven by a sinusoidal signal of frequency νs = 1 kHz. The cantilever
(aligned such that its long axis was perpendicular to the stage’s motion) was extended
towards the substrate at 1 nm s−1 until the tip exerted a normal force of 30 nN. During
this process, the torsional twisting of the cantilever due to the stage’s motion was recorded
via a laser reflected on the cantilever’s end to a four-quadrant photo detector. The AFM’s
internal lock-in amplifier was used to extract the amplitude and phase of the photode-
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Fig. 4.22: Evaluation of the tip drift rate perpendicular to the scanning direction. The yellow
dashed lines show transition points where the scanning tip drifts from a row of lattice
sites (dashed blue lines) to the adjacent row (green dashed lines). Due to the hexagonal
mica lattice, the two adjacent rows are offset by half the lattice periodicity (∼ 0.26 nm).
The transition (yellow dashed lines) therefore translates as a sudden vertical shift of
0.26 nm in the imaged profiles. After the transition, new sites appear occupied while
previously occupied sites appear suddenly vacant, confirming that tip images a different
lattice row. Assuming a drift distance of 0.52 nm between two subsequent transitions
and knowing the associate time lapse T⊥, it is possible to derive an upper estimate
for the drift rate D⊥, perpendicular to the scan direction. We found D⊥ ∼ 9 pm s−1
(T⊥ = 117 ± 20 s). The value of T⊥ varied between measurements suggesting that the
drift is not continuous and unidirectional, but oscillate around an “equilibrium” position
similarly to the parallel drift. We note that this remarkable stability is, on our opinion,
due to the excellent temperature control (better than 0.1 ◦C) and the design of the AFM.
These experiments allow us to fully exclude drift as a potential influence on our results
since most sequences are shorter than T⊥. Drift parallel to the tip scan direction is also
unimportant because the analysis procedure tracks the evolution of each site with time,
and hence compensates for parallel drift. The data presented in this figure comes from
a single continuous sequence acquired at 40 Hz in 1 mM RbCl. The scale bar is 3 nm.
tector’s lateral signal relative to the driving stage signal. This amplitude (in volts) was
converted first into a cantilever twist in radians by the angular optical lever sensitivity, Sθ
(in V rad−1, analogous to Sl in section 2.4). The lateral force on the tip apex could then
be calculated with knowledge of the cantilever geometry (thickness, t, and tip height, h)
and the lateral spring constant, kL (in N m
−1), via the expression [104]:
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FL = kL
h+ t/2
Sθ
∆V. (4.4)
Here, the lateral photodetector signal is ∆V . The optical lever sensitivity and lateral
spring constant were found using Wagner et al.’s method [104] (or, equivalently, that of
Mullin et al. [105]) to be Sθ = 198 V rad
−1 and kL = 203 N m−1, evaluated over several
cantilevers. Each trace in Fig. 4.9(a), 4.10, 4.12, 4.13, 4.15 and 4.16 and 4.17 represents
the average of at least 30 force curves.
For the results taken with the external actuator, the AFM’s feedback loops were active
in contact mode, such that a normal force of FN = 20 nN was applied, regardless of vertical
drift. Reliable results were obtained for the As and θs versus νs plots when the SD-R30-FM
tips were blunted prior to taking the measurement. This was done by scanning in contact
mode while applying a harsh normal force of 350 nN for two frames of (3× 3) µm2. Thus
holding a constant FN constant at 20 nN would not affect the tip sharpness dramatically.
After this blunting procedure, the same cantilever was used to collect the data for Fig. 4.18,
4.19 and 4.21.
Calibration of external shear actuator
The fixed-frequency shearing data made use of the Cypher’s internal actuator, which al-
ready had a reliable calibration. This allowed the straightforward setting of Ad to values
between 0.5-5.0 nm. The external actuator had no such calibration on the nanometre
scale, and so a relationship between the voltage applied to it and the subsequent shearing
displacement needed to be found. This was done (in separate experiments) by operating
the AFM in amplitude modulation mode above a mica sample affixed to the piezo, with
the tip and sample fully immersed in 150 mM NaCl. The feedback loops were kept on,
so that the tip was continually held just above the crystal, but only the external actuator
was used to move the sample uniaxially at νs = 4.88 Hz. The tip thus tracked the topog-
raphy of the mica lattice, which allowed the absolute distance of the piezo’s motion to be
found. The results were noisy and so, to improve the reliability of such a measurement,
we performed line-by-line fast Fourier transforms of the scans at various applied voltages
to better highlight the periodicity induced by the mica’s corrugations.
The results are shown in Fig. 4.23 and a distinct peak is highlighted by dashed lines
in all but two applied voltages (4.5 V and 6 V). When plotting the peak location against
the applied voltage (inset), a linear relationship is found, as expected for the low shear
frequencies and voltages that are used here. The gradient of this plot, G, has units of
inverse pixel-Volts, and can be used to find the length calibration factor, F , by multiplying
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Fig. 4.23: Calibrating the shear extension of the external actuator. By operating the AFM with
AM feedback, and scanning the sample laterally O(nm) only with the external piezo,
the mica sample’s lattice induces corrugations in the measured topography. Although
noisy, these can be seen as peaks in the 1D FFTs of the images, plotted here in units of
inverse pixels. Increasing the voltage applied to the actuator alters the position of this
peak in a linear manner (inset), which can be used to calibrate the actual motion of the
sample in nanometres (see text). FFTs are offset vertically for clarity.
by the number of pixels per scan line, n, and by the lattice parameter of mica, a. That is:
F = G [px−1V−1]× n [px]× a [nm]
= 0.0216× 256× 0.52
= 2.74 nm V−1
(4.5)
High frequency shear actuator results
Although the external actuator used in subsection 4.2.6 could ostensibly access frequencies
of ν0/3 ∼ 110 kHz while remaining in its linear regime, we reliably observed a dramatic
change in behaviour in both shearing amplitude and phase for νs & 18 kHz. These were
characterised by many broad peaks in amplitude for which the absolute value was de-
termined by Ad (see Fig. 4.24). These peaks were not well-separated in frequency and
coincided with θs passing through 0°, ±90° or ±180°, and we thus associated them with
mechanical “resonances” of the system, with uncertain origin.
Some of the resonances could be explained by fluid-mediated coupling between the tip
and the oscillating mica sample. This was shown by recording the amplitude and phase of
the cantilever’s lateral motion but with a separation of 160 nm between it and the sample
(Fig. 4.25). As is at the noise level for all low frequencies, but above 18 kHz demonstrates
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Fig. 4.24: The high frequency range (region (iii)) accessible to the external shear actuator demon-
strates many “resonances” where As peaks and the phase moves through either 0°, ±90°
or 180°. These are likely to be related to mechanical excitations of the system induced
by the actuator’s high energy oscillations, rather than physically interesting phenomena.
peaks of similar magnitude to the measurement with FN = 20 nN (grey bars). In these
regions, the θs is less noisy and at the highest frequencies it is indistinguishable from the
actual measurement phase. These imply that for this νs range (our so-called region (iii)
in Fig. 4.18), the actuator’s motion induces substantial vibrations in the system that do
not reflect the dynamic behaviour of the nanoconfined fluid. In principle, these resonances
could be corrected for by measuring the cantilever’s transfer function (i.e. its frequency-
dependent lateral oscillations as a function of z-height), but this would require highly
accurate knowledge of z down to sub-nanometre separations. As the data in e.g. Fig. 4.25
took several minutes to collect, there was finite drift in z, which rendered a complete
characterisation impossible.
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Fig. 4.25: The mechanical excitations at high frequency are emphasised by measuring the coupling
between the tip and substrate at “macroscopic” separations where the intervening fluid is
unconfined (at least, on a molecular scale) and should behave in a fluid manner. In these
cases (black), for low νs, the amplitude is at the noise level and the phase is undefined
and so oscillates about 0°. However at higher frequencies, there are clear peaks in As
(grey bars), of the same order of magnitude as the measurement itself (blue) and with
θs passing through −180°. These show that at least some of the high frequency signal
are in fact artefacts generated by mechanical vibrations.
4. Diffusion, friction and viscoelasticity of ions at solid-liquid interfaces 138
References: Chapter 4
[1] J. Peng, D. Cao, Z. He, J. Guo, P. Hapala, R. Ma, B. Cheng, J. Chen, W. J. Xie, X.-Z. Li, P. Jel´ınek,
L.-M. Xu, Y. Q. Gao, E.-G. Wang, Y. Jiang, “The effect of hydration number on the interfacial transport
of sodium ions”, Nature 2018, 557, 701–705.
[2] J. Klimesˇ, D. R. Bowler, A. Michaelides, “Understanding the role of ions and water molecules in the NaCl
dissolution process”, J. Chem. Phys. 2013, 139, 234702.
[3] E. Gouaux, “Principles of Selective Ion Transport in Channels and Pumps”, Science (80-. ). 2005, 310,
1461–1465.
[4] A. Phan, D. R. Cole, R. G. Weiß, J. Dzubiella, A. Striolo, “Confined Water Determines Transport Properties
of Guest Molecules in Narrow Pores”, ACS Nano 2016, 10, 7646–7656.
[5] C. Merlet, C. Pe´an, B. Rotenberg, P. A. Madden, B. Daffos, P. L. Taberna, P. Simon, M. Salanne, “Highly
confined ions store charge more efficiently in supercapacitors”, Nat. Commun. 2013, 4, 2701.
[6] R. B. Schoch, J. Han, P. Renaud, “Transport phenomena in nanofluidics”, Rev. Mod. Phys. 2008, 80,
839–883.
[7] L. Bocquet, P. Tabeling, “Physics and technological aspects of nanofluidics”, Lab Chip 2014, 14, 3143–
3158.
[8] H. Zhang, A. A. Hassanali, Y. K. Shin, C. Knight, S. J. Singer, “The water–amorphous silica interface:
Analysis of the Stern layer and surface conduction”, J. Chem. Phys. 2011, 134, 024705.
[9] R. Hartkamp, B. Siboulet, J. F. Dufreˆche, B. Coasne, “Ion-specific adsorption and electroosmosis in charged
amorphous porous silica”, Phys. Chem. Chem. Phys. 2015, 17, 24683–24695.
[10] C. J. Slevin, P. R. Unwin, “Lateral Proton Diffusion Rates along Stearic Acid Monolayers”, J. Am. Chem.
Soc. 2000, 122, 2597–2602.
[11] J. Zhang, P. R. Unwin, “Proton Diffusion at Phospholipid Assemblies”, J. Am. Chem. Soc. 2002, 124,
2379–2383.
[12] A. Page, D. Perry, P. R. Unwin, “Multifunctional scanning ion conductance microscopy”, Proc. R. Soc. A
Math. Phys. Eng. Sci. 2017, 473, 20160889.
[13] L. H. Klausen, T. Fuhs, M. Dong, “Mapping surface charge density of lipid bilayers by quantitative surface
conductivity microscopy”, Nat. Commun. 2016, 7, 12447.
[14] D. Argyris, D. R. Cole, A. Striolo, “Ion-specific effects under confinement: The role of interfacial water”,
ACS Nano 2010, 4, 2035–2042.
[15] J. Song, T. H. Kang, M. W. Kim, S. Han, “Ion specific effects: decoupling ion–ion and ion–water interac-
tions”, Phys. Chem. Chem. Phys. 2015, 17, 8306–8322.
[16] S. H. Khan, E. L. Kramkowski, P. M. Hoffmann, “NaCl-Dependent Ordering and Dynamic Mechanical
Response in Nanoconfined Water”, Langmuir 2016, 32, 10802–10807.
[17] S. H. Khan, P. M. Hoffmann, “Diverging Effects of NaCl and CsCl on the Mechanical Properties of Nanocon-
fined Water”, J. Electrochem. Soc. 2018, 165, H114–H120.
[18] U. Raviv, P. Laurat, J. Klein, “Time dependence of forces between mica surfaces in water and its relation
to the release of surface ions”, J. Chem. Phys. 2002, 116, 5167.
References: Chapter 4 140
[19] M. Ricci, P. Spijker, K. Vo¨ıtchovsky, “Water-induced correlation between single ions imaged at the solid-
liquid interface.”, Nat. Commun. 2014, 5, 4400.
[20] S. S. Lee, P. Fenter, C. Park, N. C. Sturchio, K. L. Nagy, “Hydrated cation speciation at the muscovite
(001)-water interface”, Langmuir 2010, 26, 16647–16651.
[21] H. Sakuma, K. Kawamura, “Structure and dynamics of water on Li+-, Na+-, K+-, Cs+-, H3O+-exchanged
muscovite surfaces: A molecular dynamics study”, Geochim. Cosmochim. Acta 2011, 75, 63–81.
[22] R. W. Impey, P. A. Madden, I. R. McDonald, “Hydration and mobility of ions in solution”, J. Phys. Chem.
1983, 87, 5071–5083.
[23] B. S. Swartzentruber, “Direct Measurement of Surface Diffusion Using Atom-Tracking Scanning Tunneling
Microscopy”, Phys. Rev. Lett. 1996, 76, 459–462.
[24] S. Koneshan, J. C. Rasaiah, R. M. Lynden-Bell, S. H. Lee, “Solvent Structure, Dynamics, and Ion Mobility
in Aqueous Solutions at 25 °C”, J. Phys. Chem. B 1998, 102, 4193–4204.
[25] S. S. Lee, P. Fenter, K. L. Nagy, N. C. Sturchio, “Real-time observation of cation exchange kinetics and
dynamics at the muscovite-water interface”, Nat. Commun. 2017, 8, 15826.
[26] C. Cafolla, K. Vo¨ıtchovsky, “Lubricating properties of single metal ions at interfaces”, Nanoscale 2018,
10, 11831–11840.
[27] L. T. Kong, L. J. Lewis, “Transition state theory of the preexponential factors for self-diffusion on Cu, Ag,
and Ni surfaces”, Phys. Rev. B 2006, 74, 073412.
[28] C. Park, P. Fenter, K. Nagy, N. Sturchio, “Hydration and Distribution of Ions at the Mica-Water Interface”,
Phys. Rev. Lett. 2006, 97, 016101.
[29] M. Ricci, W. Trewby, C. Cafolla, K. Vo¨ıtchovsky, “Direct observation of the dynamics of single metal ions
at the interface with solids in aqueous solutions”, Sci. Rep. 2017, 7, 43234.
[30] C. Park, P. a. Fenter, N. C. Sturchio, K. L. Nagy, “Thermodynamics, interfacial structure, and pH hysteresis
of Rb + and Sr 2+ adsorption at the muscovite (001)-solution interface”, Langmuir 2008, 24, 13993–14004.
[31] R. M. Pashley, “DLVO and hydration forces between mica surfaces in Li+, Na+, K+, and Cs+electrolyte
solutions: A correlation of double-layer and hydration forces with surface cation exchange properties”, J.
Colloid Interface Sci. 1981, 83, 531–546.
[32] S. S. Lee, P. Fenter, K. L. Nagy, N. C. Sturchio, “Monovalent Ion Adsorption at the Muscovite (001)-
Solution Interface: Relationships among Ion Coverage and Speciation, Interfacial Water Structure, and
Substrate Relaxation”, Langmuir 2012, 28, 8637–8650.
[33] P. J. Scales, F. Grieser, T. W. Healy, “Electrokinetics of the Muscovite Mica-Aqueous Solution Interface”,
Langmuir 1990, 6, 582–589.
[34] C. Zhao, D. Ebeling, I. Siretanu, D. van den Ende, F. Mugele, “Extracting local surface charges and
charge regulation behavior from atomic force microscopy measurements at heterogeneous solid-electrolyte
interfaces”, Nanoscale 2015, 7, 16298–16311.
[35] B. M. Lowe, C.-K. Skylaris, N. G. Green, “Acid-base dissociation mechanisms and energetics at the silica-
water interface: An activationless process.”, J. Colloid Interface Sci. 2015, 451, 231–44.
[36] S. M. R. Akrami, H. Nakayachi, T. Watanabe-Nakayama, H. Asakawa, T. Fukuma, “Significant improve-
ments in stability and reproducibility of atomic-scale atomic force microscopy in liquid.”, Nanotechnology
2014, 25, 455701.
[37] L. Cheng, P. Fenter, K. L. Nagy, M. L. Schlegel, N. C. Sturchio, “Molecular-Scale Density Oscillations in
Water Adjacent to a Mica Surface”, Phys. Rev. Lett. 2001, 87, 156103.
[38] H. J. Bakker, “Structural dynamics of aqueous salt solutions”, Chem. Rev. 2008, 108, 1456–1473.
[39] D. E. Moilanen, N. E. Levinger, D. B. Spry, M. D. Fayer, “Confinement or the nature of the interface?
Dynamics of nanoscopic water”, J. Am. Chem. Soc. 2007, 129, 14311–14318.
[40] V. Parsegian, T. Zemb, “Hydration forces: Observations, explanations, expectations, questions”, Curr.
Opin. Colloid Interface Sci. 2011, 16, 618–624.
References: Chapter 4 141
[41] S. H. Park, G. Sposito, “Structure of Water Adsorbed on a Mica Surface”, Phys. Rev. Lett. 2002, 89,
085501.
[42] S. Pronk, E. Lindahl, P. M. Kasson, “Dynamic heterogeneity controls diffusion and viscosity near biological
interfaces”, Nat. Commun. 2014, 5, 1–7.
[43] K. Kimura, S. Ido, N. Oyabu, K. Kobayashi, Y. Hirata, T. Imai, H. Yamada, “Visualizing water molecule
distribution by atomic force microscopy”, J. Chem. Phys. 2010, 132, 194705.
[44] K. Miyazawa, M. Watkins, A. L. Shluger, T. Fukuma, “Influence of ions on two-dimensional and three-
dimensional atomic force microscopy at fluorite–water interfaces”, Nanotechnology 2017, 28, 245701.
[45] D. Laage, T. Elsaesser, J. T. Hynes, “Water Dynamics in the Hydration Shells of Biomolecules”, Chem.
Rev. 2017, 117, 10694–10725.
[46] M. Ricci, P. Spijker, F. Stellacci, J.-F. Molinari, K. Vo¨ıtchovsky, “Direct Visualization of Single Ions in the
Stern Layer of Calcite”, Langmuir 2013, 29, 2207–2216.
[47] K. Miyazawa, N. Kobayashi, M. Watkins, A. L. Shluger, K.-i. Amano, T. Fukuma, “A relationship be-
tween three-dimensional surface hydration structures and force distribution measured by atomic force
microscopy”, Nanoscale 2016, 8, 7334–42.
[48] T. Fukuma, B. Reischl, N. Kobayashi, P. Spijker, F. F. Canova, K. Miyazawa, A. S. Foster, “Mechanism
of atomic force microscopy imaging of three-dimensional hydration structures at a solid-liquid interface”,
Phys. Rev. B 2015, 92, 155412.
[49] K. Vo¨ıtchovsky, J. J. Kuna, S. A. Contera, E. Tosatti, F. Stellacci, “Direct mapping of the solid-liquid
adhesion energy with subnanometre resolution.”, Nat. Nanotechnol. 2010, 5, 401–405.
[50] W. H. Briscoe, “Aqueous boundary lubrication: Molecular mechanisms, design strategy, and terra incog-
nita”, Curr. Opin. Colloid Interface Sci. 2017, 27, 1–8.
[51] M. Ricci, R. A. Quinlan, K. Vo¨ıtchovsky, “Sub-nanometre mapping of the aquaporin–water interface using
multifrequency atomic force microscopy”, Soft Matter 2017, 13, 187–195.
[52] H. Stanley, S. Buldyrev, P. Kumar, F. Mallamace, M. Mazza, K. Stokely, L. Xu, G. Franzese, “Water in
nanoconfined and biological environments”, J. Non. Cryst. Solids 2011, 357, 629–640.
[53] R. Sorkin, N. Kampf, Y. Dror, E. Shimoni, J. Klein, “Origins of extreme boundary lubrication by phos-
phatidylcholine liposomes”, Biomaterials 2013, 34, 5465–5475.
[54] R. Sorkin, Y. Dror, N. Kampf, J. Klein, “Mechanical Stability and Lubrication by Phosphatidylcholine
Boundary Layers in the Vesicular and in the Extended Lamellar Phases”, Langmuir 2014, 30, 5005–5014.
[55] J. Sotres, T. Arnebrant, “Experimental Investigations of Biological Lubrication at the Nanoscale: The
Cases of Synovial Joints and the Oral Cavity”, Lubricants 2013, 1, 102–131.
[56] G. R. Medders, F. Paesani, “Water Dynamics in Metal–Organic Frameworks: Effects of Heterogeneous
Confinement Predicted by Computational Spectroscopy”, J. Phys. Chem. Lett. 2014, 5, 2897–2902.
[57] M. D. Scanlon, J. Strutwolf, A. Blake, D. Iacopino, A. J. Quinn, D. W. M. Arrigan, “Ion-Transfer Electro-
chemistry at Arrays of Nanointerfaces between Immiscible Electrolyte Solutions Confined within Silicon
Nitride Nanopore Membranes”, Anal. Chem. 2010, 82, 6115–6123.
[58] B. Moeremans, H.-W. Cheng, Q. Hu, H. F. Garces, N. P. Padture, F. U. Renner, M. Valtiner, “Lithium-ion
battery electrolyte mobility at nano-confined graphene interfaces”, Nat. Commun. 2016, 7, 12693.
[59] R. Tivony, S. Safran, P. Pincus, G. Silbert, J. Klein, “Charging dynamics of an individual nanopore”, Nat.
Commun. 2018, 9, 4203.
[60] M. Erko, G. H. Findenegg, N. Cade, A. G. Michette, O. Paris, “Confinement-induced structural changes
of water studied by Raman scattering”, Phys. Rev. B 2011, 84, 104205.
[61] G. H. Findenegg, S. Ja¨hnert, D. Akcakayiran, A. Schreiber, “Freezing and Melting of Water Confined in
Silica Nanopores”, ChemPhysChem 2008, 9, 2651–2659.
[62] P. T. Cummings, H. Docherty, C. R. Iacovella, J. K. Singh, “Phase transitions in nanoconfined fluids: The
evidence from simulation and theory”, AIChE J. 2010, 56, NA–NA.
References: Chapter 4 142
[63] A. Schlaich, E. W. Knapp, R. R. Netz, “Water Dielectric Effects in Planar Confinement”, Phys. Rev. Lett.
2016, 117, 048001.
[64] J. Hou, D. H. Veeregowda, J. de Vries, H. C. Van der Mei, H. J. Busscher, “Structured free-water clusters
near lubricating surfaces are essential in water-based lubrication”, J. R. Soc. Interface 2016, 13, 20160554.
[65] S. H. Khan, G. Matei, S. Patil, P. M. Hoffmann, “Dynamic Solidification in Nanoconfined Water Films”,
Phys. Rev. Lett. 2010, 105, 106101.
[66] D. Ortiz-Young, H.-C. Chiu, S. Kim, K. Vo¨ıtchovsky, E. Riedo, “The interplay between apparent viscosity
and wettability in nanoconfined water”, Nat. Commun. 2013, 4, 2482.
[67] G. Tocci, L. Joly, A. Michaelides, “Friction of Water on Graphene and Hexagonal Boron Nitride from Ab
Initio Methods: Very Different Slippage Despite Very Similar Interface Structures”, Nano Lett. 2014, 14,
6872–6877.
[68] E. Chiavazzo, M. Fasano, P. Asinari, P. Decuzzi, “Scaling behaviour for the water transport in nanoconfined
geometries”, Nat. Commun. 2014, 5, 4565.
[69] K. Falk, F. Sedlmeier, L. Joly, R. R. Netz, L. Bocquet, “Molecular origin of fast water transport in carbon
nanotube membranes: Superlubricity versus curvature dependent friction”, Nano Lett. 2010, 10, 4067–
4073.
[70] T.-D. Li, H.-C. Chiu, D. Ortiz-Young, E. Riedo, “Nanorheology by atomic force microscopy”, Rev. Sci.
Instrum. 2014, 85, 123707.
[71] J. N. Israelachvili, Intermolecular and Surface Forces, Third, Elsevier, 2011.
[72] Q. Li, Y. Dong, D. Perez, A. Martini, R. W. Carpick, “Speed Dependence of Atomic Stick-Slip Friction
in Optimally Matched Experiments and Molecular Dynamics Simulations”, Phys. Rev. Lett. 2011, 106,
126101.
[73] Y. Lei, Y. Leng, “Stick-slip friction and energy dissipation in boundary lubrication”, Phys. Rev. Lett. 2011,
107, 1–5.
[74] K. Tian, N. N. Gosvami, D. L. Goldsby, Y. Liu, I. Szlufarska, R. W. Carpick, “Load and Time Dependence
of Interfacial Chemical Bond-Induced Friction at the Nanoscale”, Phys. Rev. Lett. 2017, 118, 076103.
[75] U. D. Schwarz, H. Ho¨lscher, “Exploring and Explaining Friction with the Prandtl–Tomlinson Model”, ACS
Nano 2016, 10, 38–41.
[76] M. Urbakh, J. Klafter, D. Gourdon, J. Israelachvili, “The nonlinear nature of friction”, Nature 2004, 430,
525–528.
[77] A. Vanossi, N. Manini, M. Urbakh, S. Zapperi, E. Tosatti, “Colloquium: Modeling friction: From nanoscale
to mesoscale”, Rev. Mod. Phys. 2013, 85, 529–552.
[78] E. Gnecco, R. Bennewitz, T. Gyalog, C. Loppacher, M. Bammerlin, E. Meyer, H.-J. Gu¨ntherodt, “Velocity
Dependence of Atomic Friction”, Phys. Rev. Lett. 2000, 84, 1172–1175.
[79] E. Riedo, E. Gnecco, R. Bennewitz, E. Meyer, H. Brune, “Interaction Potential and Hopping Dynamics
Governing Sliding Friction”, Phys. Rev. Lett. 2003, 91, 084502.
[80] E. Riedo, E. Gnecco, “Thermally activated effects in nanofriction”, Nanotechnology 2004, 15, S288–S292.
[81] D. Perez, Y. Dong, A. Martini, A. F. Voter, “Rate theory description of atomic stick-slip friction”, Phys.
Rev. B 2010, 81, 245415.
[82] K. Tian, D. L. Goldsby, R. W. Carpick, “Rate and State Friction Relation for Nanoscale Contacts: Ther-
mally Activated Prandtl-Tomlinson Model with Chemical Aging”, Phys. Rev. Lett. 2018, 120, 186101.
[83] M. Ratoi, H. A. Spikes, “Lubricating Properties of Aqueous Surfactant Solutions”, Tribol. Trans. 1999,
42, 479–486.
[84] J. Klein, “Hydration lubrication”, Friction 2013, 1, 1–23.
[85] L. Ma, A. Gaisinskaya-Kipnis, N. Kampf, J. Klein, “Origins of hydration lubrication”, Nat. Commun.
2015, 6, 6060.
References: Chapter 4 143
[86] B. C. Donose, I. U. Vakarelski, K. Higashitani, “Silica Surfaces Lubrication by Hydrated Cations Adsorption
from Electrolyte Solutions”, Langmuir 2005, 21, 1834–1839.
[87] A. Gaisinskaya-Kipnis, L. Ma, N. Kampf, J. Klein, “Frictional Dissipation Pathways Mediated by Hydrated
Alkali Metal Ions”, Langmuir 2016, 32, 4755–4764.
[88] D. Jing, Y. Pan, D. Li, X. Zhao, B. Bhushan, “Effect of Surface Charge on the Nanofriction and Its Velocity
Dependence in an Electrolyte Based on Lateral Force Microscopy”, Langmuir 2017, 33, 1792–1798.
[89] S. Cerveny, F. Mallamace, J. Swenson, M. Vogel, L. Xu, “Confined Water as Model of Supercooled Water”,
Chem. Rev. 2016, 116, 7608–7625.
[90] P. J. Feibelman, “Viscosity of Ultrathin Water Films Confined between Aluminol Surfaces of Kaolinite: Ab
Initio Simulations”, J. Phys. Chem. C 2013, 117, 6088–6095.
[91] A. Schlaich, J. Kappler, R. R. Netz, “Hydration Friction in Nanoconfinement: From Bulk via Interfacial to
Dry Friction”, Nano Lett. 2017, 17, 5969–5976.
[92] P.-A. Thore´n, A. S. de Wijn, R. Borgani, D. Forchheimer, D. B. Haviland, “Imaging high-speed friction at
the nanometer scale”, Nat. Commun. 2016, 7, 13836.
[93] M. Antognozzi, A. D. L. Humphris, M. J. Miles, “Observation of molecular layering in a confined water
film and study of the layers viscoelastic properties”, Appl. Phys. Lett. 2001, 78, 300.
[94] Y. Marcus, “Effect of ions on the structure of water: Structure making and breaking”, Chem. Rev. 2009,
109, 1346–1370.
[95] T.-D. Li, E. Riedo, “Nonlinear Viscoelastic Dynamics of Nanoconfined Wetting Liquids”, Phys. Rev. Lett.
2008, 100, 106102.
[96] I. Siretanu, D. Ebeling, M. P. Andersson, S. L. S. Stipp, A. Philipse, M. C. Stuart, D. van den Ende, F.
Mugele, “Direct observation of ionic structure at solid-liquid interfaces: a deep look into the Stern Layer.”,
Sci. Rep. 2014, 4, 4956.
[97] Adama Innovations Product Home, accessed 2018-12-17, http://www.adama.tips/products/.
[98] G. Vigil, Z. Xu, S. Steinberg, J. Israelachvili, “Interactions of Silica Surfaces”, J. Colloid Interface Sci.
1994, 165, 367–385.
[99] D. J. Bonthuis, R. R. Netz, “Beyond the Continuum: How Molecular Solvent Structure Affects Electrostatics
and Hydrodynamics at Solid–Electrolyte Interfaces”, J. Phys. Chem. B 2013, 117, 11397–11413.
[100] D. J. Bonthuis, S. Gekle, R. R. Netz, “Dielectric profile of interfacial water and its effect on double-layer
capacitance”, Phys. Rev. Lett. 2011, 107, 1–5.
[101] H. Spikes, W. Tysoe, “On the Commonality Between Theoretical Models for Fluid and Solid Friction, Wear
and Tribochemistry”, Tribol. Lett. 2015, 59, 21.
[102] Physik Intrumente UK Product page, accessed 2019-05-11, https://www.physikinstrumente.co.uk/
en/products/piezoelectric-transducers-actuators/shear-actuators/p-111-p-151-pica-shear-
actuators-102900/#specification.
[103] K. Vo¨ıtchovsky, “Effect of temperature on the viscoelastic properties of nano-confined liquid mixtures”,
Nanoscale 2016, 8, 17472–17482.
[104] K. Wagner, P. Cheng, D. Vezenov, “Noncontact Method for Calibration of Lateral Forces in Scanning Force
Microscopy”, Langmuir 2011, 27, 4635–4644.
[105] N. Mullin, J. K. Hobbs, “A non-contact, thermal noise based method for the calibration of lateral deflection
sensitivity in atomic force microscopy”, Rev. Sci. Instrum. 2014, 85, 113703.
References: Chapter 4 144
5.0 Ionic impact upon biomimetic mem-
branes
In this chapter, we characterise the interactions of a model anionic lipid membrane (DPPA)
with the monovalent cations Na+, K+ and Rb+ using electrophoresis, molecular dynam-
ics simulations and high-resolution AM-AFM. These techniques provide complementary
information about the molecular-level structuring of single ions at the electrolyte-lipid in-
terface, the effective energy barriers that modify the ions’ kinetics, and how the mechan-
ical properties of the bilayer are strongly modified at the A˚ngstro¨m lengthscale as a result.
We begin with electrophoretic measurements of the potential at the slip plane (ζ-
potential) of lipid vesicles from which, with continuum-level models of the ionic distribution
(subsection 1.2.1), the global binding strength of each cation to the lipid headgroups, K, is
calculated. These are found to follow a Hofmeister-like ordering of KNa+ > KK+ > KRb+
and the data also suggest that there is an attractive correlative energy between ions that
aids their binding, emphasising the need for an interrogation that goes beyond just mean
field assumptions. High resolution AFM scans as well as small-amplitude spectroscopy
confirm that the variation in binding constant results from the distinct structure of the
ions at the interface. In fact, Na+ and K+ form stable 2D networks, which are shown by
the MD simulations to be strongly correlated with the organisation of the water in each
case. The long timescale of the AFM scans allows further interrogation of the network
kinetics within the Stern layer and demonstrate that outer-sphere ions are correlated with
one another, with an effective energy well of −0.4 kBT/ion. This compliments the similar
result acquired by electrophoresis, although the energies relate to subtly different modes
of correlation. Finally, using a novel AFM technique, we conclude, with similar A˚ngstro¨m-
level resolution, that these outer-sphere networks actively reduce the membrane stiffness
via their water-mediated interactions. The work builds upon the recognition in chapter 4
that the presence of an interface hinders the diffusion of ions and increases the importance
of water-mediated interactions.
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5.1 Coordination of ions at lipid headgroups
Biological systems are exquisitely sensitive to electrostatic interactions, partly because of
the ubiquity of charged or polar interfaces and partly due to the quantity and species of
ions dissolved within the aqueous media. This manifests itself in, for example, the organ-
isation of DNA [1] and the folding and hydration of proteins [2] – the latter being the
original focus of the experiments that discovered the Hofmeister ordering of ions [3]. The
significance of ionic interactions is perhaps most obvious in the case of cell membranes,
where electrostatic gradients are actively maintained [4], and ions can initiate signaling
cascades [5] as well as modulate tension [6], which can itself strongly influence membrane
gating processes [7]. Clearly these effects are dependent on the specific interactions of
ions with the membranes in question, as well as the membrane’s local, dynamic response.
Experimentally, isolating and quantifying ionic interactions in vivo remains difficult due to
the sheer diversity of molecular species and the complex feedback systems between them.
For this reason, it had previously been assumed that the vast majority of cell function
was carried out by proteins, with lipids remaining passive and structural (known as the
lipid-mosaic model). However, this perspective has been challenged in recent years [8] by
the understanding that lipids can intrinsically drive organisational [9], functional [10] and
dynamic [11] processes in membranes and thus their specific interaction with ions is of
great importance.
Cell membranes are composed of many types of lipid, but the most prevalent by far
are phospholipids; amphiphilic molecules composed of two hydrophobic acyl chains con-
nected via a glycerol backbone to a hydrophilic headgroup (see Fig. 5.1 for a schematic
bilayer and representative lipid) [12]. Many lipids found in bacteria and the inner leaflet
of mammalian membranes are negatively charged [7], and even those that are globally
neutral tend to produce a negative surface potential [13]. Thus they strongly perturb the
waters and ions in their vicinity, as partially discussed in section 1.3. The specific details
of ion complexation are sensitive to local, molecular-scale perturbations in the hydration
landscape of lipid bilayers, but such binding events can simultaneously have consequences
for global membrane properties such as stiffness and surface tension. Thus the response of
lipids to ions in solution has received a great deal of attention with techniques that focus
on a wide range of lengthscales.
Many independent techniques have shown the propensity of ions to alter the motion and
organisation of lipids globally. For example, fluorescence recovery after photo-bleaching
(FRAP) [14] and fluorescence correlation spectroscopy (FCS) [15] have quantified the
diffusion coefficients of lipids within membranes, showing that ions tend to retard their
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Unilamellar vesicle Lipid bilayer DPPA molecule
a ~ 50-500 nm
~ 5
 nm
Hydrophobic acyl 
chains
Hydrophilic 
headgroup
Fig. 5.1: The varying scales of lipid bilayers. In solution, lipids form large membranes which extend
over hundreds of nanometres to microns (left), at which scale they can be treated as thin,
2D films with a well-defined stiffness and compressibility. At smaller scales (schematic,
centre), the finite thickness of the bilayer and edge effects must be taken into account
when describing membrane behaviour. Finally, at the single-lipid scale, the specific inter-
and intra-molecular interactions of the headgroup with other lipids, waters and solutes
become significant in determining the interfacial structure and bilayer properties. This
is highlighted by the structure of dipalmitoyl phosphatidic acid (DPPA), right, which is
used as a model lipid in this study. Its headgroup and carbonyl oxygens enable diverse
hydrogen bonded networks to form. Carbons are shown in cyan, hydrogens in white,
oxygens in red and phosphorus in gold.
dynamics by forming hydrogen-bonded networks. Ions can further structure lipid bilayers
by inducing spontaneous phase-separation [16–19], vesicle tubulation [20], aggregation [21]
and budding [22], which provides an intriguing mechanism for cells to induce membrane
ordering with little energy cost. Despite the fact that the ionic composition of biological
electrolytes varies dramatically, with e.g. sodium and potassium primarily located in the
extra- and intracellular fluid of mammalian cells respectively, larger-scale experimental
studies often focus solely on the former ion, with little acknowledgement of Hofmeister
effects such as those discussed in chapter 1.
At the nanoscale, MD simulations agree that smaller cations penetrate deep into the
membrane of both zwitterionic and negatively charged lipids [15, 23, 24], associating ei-
ther with phosphate or carbonyl groups, often with little significant anionic adsorption.
This intimate cationic interaction tends to modify headgroup orientation and bilayer thick-
ness [25], as well as induce a great variety of lipid-ion, lipid-water and lipid-lipid complexes
to form, depending on the lipid charge [24], ion valency [26] and physical membrane prop-
erties [6, 14]. In particular, there is mounting evidence that these cations are able to form
2D networks within the membrane’s Stern layer, despite their similar electric charge [24,
27]. This is likely to be mediated by hydration interactions: lipid-ion binding is an en-
dothermic process (i.e. driven by the entropy of liberated waters) [6, 28, 29] that alters the
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activation energy of water diffusion by the order of 0.5 kBT [30], and similar hydration-
mediated networks have been directly observed on mica [31]. However, the nature of these
networks has remained difficult to study directly, and their stability and dynamics on
long timescales are still uncertain. This is especially pertinent considering the non-trivial
energetics of charge transport along membranes [32–34] which may play a crucial role in
bio-energetics [35].
In general, we must take a multi-scale approach to the interactions of bio-membranes
with salts; in order to understand the larger-scale biological implications such as signalling
and bilayer re-modelling, the continuum and molecular levels must be considered simul-
taneously and over long timescales. Further, the specific-ion effects that so commonly
influence the global properties of lipid membranes [4, 21, 28, 36–38] must be assimilated
at the scale of single ions and lipid headgroups. To address this, we make use of model
lipid bilayers composed of purified dipalmitoyl phosphatidic acid (DPPA, structure illus-
trated in Fig. 5.1, right), the negatively-charged headgroup of which plays a key role in
signal transduction and pH sensing [5, 11]. These roles are dependent on the complex
hydrogen bonded network generated between neighbouring headgroups but also within
the phosphate group itself and as such, the DPPA-electrolyte interface is sensitive to the
local concentration of ions and water, as well as the global potential. Additionally, an-
ionic lipids such as these are crucial for mediating protein interactions in the cytosol and
signalling cell oncogenesis [7], and their strong electrostatic profile is likely to affect their
mechanical response to ion adsorption [39].
5.2 Global interactions of alkali cations with DPPA; elec-
trophoresis and continuum models
We first characterise the continuum electrostatic changes of small unilamellar vesicles
(SUVs) of DPPA in varying aqueous alkali-choride solutions using electrophoresis [40]. In
brief, this consists of applying a voltage, V , to a solution of lipid vesicles (in our case of
radius a ∼ 60 nm) and tracking their subsequent velocity, v, generated by this potential.
The technique has variously been used to measure headgroup restructuring in response to
ions [41], vesicle-size dependence of binding [42], as well as specific-ion interactions with
lipids [37], thus making it well placed to investigate the DPPA-electrolyte interface.
5.2.1 Vesicle ζ-potential and charge density in electrolyte solutions
The electrophoretic mobility of a particle, µ, is defined as the ratio of its velocity to the
applied field and is assumed to be proportional to the potential at the vesicles’ slip plane,
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ζ as:
µ ≡ v
V
=
2ε0εf(κa)
3η
ζ, (5.1)
where η and κ−1 are the solution’s viscosity and Debye length, as defined in chapter 1.
The relative size of the electric double layer and the vesicles is accounted for by the Henry
function, f(κa). If the Debye length is much smaller than the radius (Smoluchowski limit,
κa  1), f(κa) = 1.0, whereas if the reverse is true (Hu¨ckel limit, κa  1), then f(κa)
tends to 1.5. As the Debye length strongly depends on the solution’s ionic strength, I,
which was varied as part of the experiment, neither of these limits was valid across the
entire range of concentrations tested (0 ≥ I ≥ 145 mM), and so a smooth function was
assumed in a similar fashion to Maity et al. [29]:
f(κa) =

1.0, for κa < 1.
1
6 log(κa) + 1, for 1 < κa < 1000.
1.5, for κa > 1000.
(5.2)
Inherent in the derivation of equation 5.1 are the assumptions that neither the viscosity
nor the dielectric constant of the solution change as a function of distance from the inter-
face [37], neither of which are necessarily obvious (see discussion in chapter 1).
The ζ-potential of DPPA vesicles of radius ∼ 60 nm was thus measured (see sec-
tion 5.6) in aqueous solutions of NaCl, KCl and RbCl at different concentrations in order
to probe the continuum changes these ions made to lipids’ electrostatics. The results are
presented in Fig. 5.2. As expected, the vesicles have a negative potential in pure water,
and increasing the ionic strength serves to neutralise this via electrostatic screening and
cation binding. At high concentrations, this effect saturates and the potential does not
change dramatically. From ionic strengths of > 25 mM, the extent of the change in ζ is
strongly dependent on the alkali species in solution, with Na+ having the strongest effect,
followed by K+ and Rb+. This result implies that the smaller an ion is, the greater its rate
of accumulation on the lipid headgroups, in agreement with results obtained on similar
negatively-charged and zwitterionic lipid systems [28, 29, 38, 43].
5.2.2 Calculation of cation binding constants
The variance between each ion’s rate of accumulation can be quantified by the effective
binding constant, K = [PA·M]/[PA−][M+], that describes the ratio of associated ([PA·M])
and disassociated species ([PA−], [M+]) at the interface. This was achieved by calculating
the relative coverage of charges adsorbed on the membrane at each bulk concentration
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Fig. 5.2: Electrophoretic measurements quantify the global behaviour of ions near the surface of
DPPA vesicles. ζ-potential of ∼ 120 nm DPPA vesicles in varying concentrations of NaCl,
KCl and RbCl solutions. As the bulk ionic strength is increased, the negative charge on
the vesicles begins to be neutralised, but to an extent that depends upon the cation in
solution.
and fitting this to an adsorption model. Firstly, the ζ-potential values are assumed to
correspond to the slip plane above the lipid headgroups at z = 2 A˚, in accordance with
a condensed Stern layer that is appropriate for such vesicle systems [37, 44]. Then, the
corresponding surface potentials, ψ0, are extrapolated by inverting equation 1.4, and the
equivalent net charge density, σnet, obtained from equation 1.2. The charge density due
solely to bound ions is simply found from σion = σnet − σbare. Here, σbare is the predicted
charge density if there is no intrinsic binding of ions – i.e. using equation 1.2 and holding
ψ0 constant at its value in ultrapure water. Finally, the total number of bound ions is
converted to a fractional coverage, Γ, by
Γ =
σion
eρl
, (5.3)
where ρl ∼ 4× 1018 m−2 is the areal density of the lipids in the bilayer as calculated from
the AFM topograph FFTs in section 5.3. The results of this are shown in Fig. 5.3(a), and a
similar trend to that of Fig. 5.2 is observed, with sodium showing a much greater coverage
of the lipids for a given bulk concentration than potassium or rubidium respectively.
Given the adsorption behaviour of the ions to the lipid headgroups, a model can be
used to extract effective interaction parameters between the two. A common choice is the
Langmuir isotherm [45], which assumes that particles in solution bind as a non-interacting
2D gas with a single binding constant, K. We instead make use of the so-called Frumkin-
Fowler-Guggenheim (FFG) isotherm [31, 45], which builds on the Langmuir model by
allowing for ion-ion interactions via a correlation energy, Ec, and takes the form:
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(a) (b)
Fig. 5.3: From equation 1.4, 1.2 and the ζ-potentials of Fig. 5.2 (see text), the fractional coverage of
bound ions on the bilayer (a) can be obtained. These are described well by the Frumkin-
Fowler-Guggenheim isotherm (dashed lines), but with a binding constant, K, that follows
Hofmeister ordering; KNa+ > KK+ > KRb+ (b)
Γ =
Kρion exp(nEcΓ/kBT )
1 +Kρion exp(nEcΓ/kBT ) + pKaρH+
. (5.4)
Here, the bulk ionic strength, ρion, and proton/hydronium concentration, ρH+ , are in
moles, and the pKa of the PA
− headgroup here taken as 8.0 [12]. n is the number of
nearest neighbours of each binding site; we assume here that the lipids are hexagonally
close-packed and that adsorbed ions form a 2D monolayer – i.e. n = 6. This is, how-
ever, an over-simplified picture of the interface, and these presumptions will be discussed
further in subsection 5.3.3. Ec represents the effective correlation energy between ions at
the interface and so accounts for hydration- and lipid-mediated interactions that affect
ions’ adsorption to the membrane. If Ec < 0, the ions experience attractive interactions
between themselves; if Ec > 0, there is a mutual repulsion and if Ec = 0, then equation 5.4
reduces to the Langmuir adsorption model of a 2D gas.
The fits to equation 5.4 for each ion are shown in Fig. 5.3(a) as dashed lines and
describe the data well, highlighting the suitability of the FFG model for describing the
vesicle-cation interaction. The respective values of K extracted from the fits are displayed
in Fig. 5.3(b) and Table 5.1 and indeed show that the ions’ binding strength is dictated
by their atomic weight – i.e. they display Hofmeister-like ordering; KNa+ > KK+ > KRb+ .
The relative strengths and order of magnitude agree very well with previous measurements
of binding constants to anionic lipids [4, 37]. Reported absolute values tend to be a little
lower (K . 1.0) but we note that our model system is in gel phase and thus has a smaller
area per lipid (greater charge density), which is likely to encourage ion binding. We com-
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pared the extracted values to those from a simple Langmuir fit (also shown in Table 5.1),
which similarly demonstrated the Hofmeister ordering observed for the FFG isotherm. Its
binding constants are closer to literature values for monovalent ions, but comparing the
reduced χ2 values for each reveals that the Langmuir model is too simplistic to to capture
the non-trivial adsorption behaviour of the charges.
The FFG correlation energies are also shown in Table 5.1 and are all negative, demon-
strating that the ions experience an attractive interaction amongst the lipid headgroups,
despite their similar charges. The value of Ec increases with ion size which emphasises
the role of hydration interactions; sodium has the highest charge density and so the elec-
trostatic energy is larger relative to water-driven attraction. Conversely, rubidium’s large
size results in a reduced electrostatic contribution, allowing correlative interactions to play
a greater part, and increasing Ec.
Cation FFG Isotherm Langmuir Isotherm
K (mol−1) Ec (kBT ) χ2 K (mol−1) χ2
Na+ 1.9± 0.2 −1.1± 0.2 3.2 1.10± 0.09 13.2
K+ 1.5± 0.2 −2.0± 0.3 1.8 0.80± 0.09 12.4
Rb+ 1.2± 0.2 −2.9± 0.5 0.8 0.58± 0.08 3.8
Tab. 5.1: Binding constants, K, and energies of correlation, Ec (see text), extracted from the FFG
and Langmuir isotherms (the former displayed as dashes in Fig. 5.3(a)). In both cases, K
decreases with increasing ionic radius as has been observed previously in lipid systems.
Intriguingly, all Ec values are negative, indicating an attractive potential between the
adsorbed ions, which increases with the atomic size of the alkali metal. The simpler
Langmuir fits, which do not allow for ionic correlations, demonstrate a much larger
reduced χ2, and imply that a single K is not sufficient to describe the adsorption process.
5.3 Molecular-scale structure and dynamics of ions around
lipids
While the electrophoretic results are invaluable in describing the electrostatics at the
vesicle scale (i.e. hundreds of nanometres) and grant insight into the adsorption and
correlation behaviour of the ions, they give no insight into the mechanisms underlying
the Hofmeister effects that were observed. Amplitude-modulation AFM and molecular
dynamics simulations provide excellent tools to complement the ζ-potential data and ex-
plore the nanoscale origins of Fig. 5.2 and 5.3, as highlighted in chapters 1 and 2. The
former offers laterally-resolved, single-ion-level information about the topography and also
energetic and mechanical properties of a sample [46]; the latter allows for detailed struc-
tural and dynamic information about every molecular species to be extracted, with no
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perturbation (i.e. completely relaxed).
5.3.1 Small amplitude AFM imaging and spectroscopy of DPPA-
electrolyte interface
Hydration structure within the bilayer plane
We begin by conducting high resolution AM-AFM scans of a pure DPPA bilayer supported
on a mica substrate in 150 mM solutions of NaCl, KCl and RbCl (materials and meth-
ods in section 5.6). Representative (15× 15) nm2 height topographs (purple/yellow) and
phase variation (blue/black) in each ionic solution are shown in Fig. 5.4. The small oscil-
lation amplitudes, A0, of the cantilever and high setpoint ratio probe just the headgroup-
electrolyte interface [47, 48]. This, coupled with the fact that hydrophilic interfaces in
aqueous electrolytes tend to generate very short-ranged solvation forces [49–52], ensure
that only the headgroups and Stern layer contribute to the tip-sample interaction, result-
ing in interface-specific information. Hence, changes in height reflect the characteristic
variations in the bilayer’s hydration landscape induced by the ions, as well as the un-
derlying hexagonal symmetry of the gel-phase lipids (see, for example, the fast Fourier
transforms (FFTs) in greyscale to the right of each image).
The nature of the interface clearly depends strongly on the cation species in solution.
In 150 mM NaCl (Fig. 5.4(a)), amorphous clusters form two levels superimposed on the
membrane. These reflect the fact that small ions rarely form a perfectly two-dimensional
Stern layer at the interface and indicate the complexity of sodium’s binding states with the
lipids; upper levels represent ions adsorbed in outer-sphere coordination with an interven-
ing water molecule. These outer-sphere ions are loosely correlated with areas of relatively
high phase (yellow arrows) that indicate a more viscous tip-bilayer interaction [47, 48].
Conversely, lower levels that relate to directly adsorbed ions are characterised by areas of
reduced phase, reflecting a more elastic response (green arrows).
When the solution is replaced with 150 mM KCl, as in Fig. 5.4(b), the two adsorption
states are still visible, but the interface’s topographic features are markedly more regu-
lar: the roughness (see chapter 3, equation 3.2) drops from RNa
+
q = 0.037 ± 0.003 nm to
RK
+
q = 0.027 ± 0.002 nm. This reflects the fact that potassium ions (and larger cations
in general) adsorb more frequently in an inner-sphere configuration [31, 53, 54] – that is,
directly to lipid headgroups – due to their lower charge density. A similar correspondence
of phase and topography was observed in KCl and RbCl, indicating that it is a rather gen-
eral feature of ions within the Stern layer. This complements the discussion of section 4.2,
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Fig. 5.4: AM-AFM illustrates the characteristic perturbation of the lipid-electrolyte interface
by cations. Height topographs, h, (purple/yellow, upper) and phase differences, ∆θ,
(blue/black, lower) of supported DPPA bilayers in 150 mM NaCl (a), KCl (b) and RbCl
(c) solutions. In NaCl, two distinct height and phase levels are visible due to Na+ ad-
sorbing in inner-and outer-sphere complexes (green and yellow arrows respectively). The
two levels are still present in KCl but to a lesser extent, with K+ forming a much more
“regular” Stern layer with reduced roughness (see text). Rb+ presents single point de-
fects of > 0.2 nm in h and ∆θ (white arrows), highlighted by the section (dashed line
and inset). These correspond to singly-adsorbed rubidium ions that are rare due to their
relatively low binding constant. The remaining lipids are screened by hydronium and
water dipoles, resulting in the appearance of molecular rows, rather than individual sites.
Zoomed Fourier transforms for each ion’s image covering (3× 6)× 10−18 m−2 are shown
in greyscale; colour scales represent 0.1 nm (height) and 5° (phase) and length scale bars
are 5 nm.
as well as recent studies of nano-confined mono- and divalent ions, which revealed them
to be consistently more viscous than pure water alone [55].
In RbCl solution (Fig. 5.4(c)), the topography predominantly takes the form of molec-
ular rows, straddled by occasional large (> 2 A˚) protuberances, highlighted by the section
(arrows and dashed line, inset). The size and location of these are consistent with them
being inner-sphere Rb+ complexes [53] that adsorb too rarely to show significant domain
formation; the remainder of the bilayer must instead be screened by water dipoles and
H3O
+. This explains the row-like appearance of the majority of the topograph; waters are
smaller and more dynamic than ions and generally present more of a challenge to image
with AFM. Thus, the rows likely result from a direct interaction between the tip and the
lipid headgroups or acyl chains themselves, in good agreement with 3D AFM images of
hydration layers above DPPC [56].
The apparent non-random clustering of sodium and potassium into domains in Fig. 5.4(a)
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Fig. 5.5: Analysis of adsorbed outer-sphere Na+ (a) and K+ (b) from the AFM topographs allow
the nearest neighbour distribution to be calculated for each ion. Fitting these with a
Gaussian function (dashes) allows the extraction of the mean number of nearest neigh-
bours, giving µNa
+
NN = 3.2±0.2, µK
+
NN = 2.9±0.1. Both are much greater than a theoretical
random distribution of equal coverage, µrndNN = 1.3±0.1, quantitatively demonstrating the
propensity of these ions to form domains that overcome their electrostatic repulsion.
and (b) was quantified by using a semi-automated algorithm based on height thresholding
to identify the locations of adsorbed outer-sphere ions in the AFM topographs (further
detail in methods subsection 5.6.4). Once the location of the ions was known, a simple
procedure counted the number of nearest neighbours (NN) within a pre-defined radius (by
inspection, 0.65 nm was found to give the most accurate determination of the number of
nearest neighbours of each site). The NN distribution of the ions was then compared with
a theoretical random distribution of equal coverage. The results from this analysis are pre-
sented in Fig. 5.5, along with Gaussian fits to histograms in order to calculate the mean
number of nearest neighbours for each ion, which we refer to as µNN. It is immediately ob-
vious that the NN distribution for both sodium and potassium is weighted more towards
clusters (high NN) than a random distribution; indeed we find that µNa
+
NN = 3.2 ± 0.1,
compared with µrndNN = 1.3± 0.1. Potassium in fact demonstrates a slightly reduced mean
of µK
+
NN = 2.9± 0.1. This analysis quantitatively confirms the cations’ predilection to form
non-random networks through the hydration water-mediated interactions which dominate
at this scale [28, 31].
Influence of AFM tip on apparent topography
The topographs presented in Fig. 5.4 illustrate how the alkali metals alter the interface
characteristically, in line with their atomic radius. However, since AFM is necessarily
5. Ionic impact upon biomimetic membranes 156
a perturbative technique, the structures observed will not be truly equilibrated but will
likely represent an “excited” state of the interface. We mitigated tip-specific effects to the
best of our ability by using the same cantilever throughout and imaging using soft setpoint
ratios of Sp ≡ Aw/A0 ≥ 70%, which ensured that comparisons between each interface were
meaningful. However, it is likely that a few of the most weakly-bound ions (especially those
in outer-sphere) will be removed. To gauge the extent of this, a supported DPPA bilayer
was imaged in identical conditions to those of Fig. 5.4, with a tip identical by design,
but a spring constant less than half the value (k1 = 0.7 N m
−1 c.f. k1 = 1.7 N m−1). A
comparison between two representative images taken with each cantilever is presented in
Fig. 5.6, with identical height colour scales. We use 150 mM RbCl to illustrate this as it
provides the clearest contrast between adsorbed and desorbed ions, but the effect is still
relevant for the other ions. Images taken with each cantilever have similar symmetries
and lattice parameters but very different occupancies. This is highlighted by the sections
(dashed lines), presented below each topograph. The softer cantilever (a) displays many
more adsorbed ions with a few defects where an ion has been displaced, whereas the stiffer
cantilever (b), in contrast, displays mainly row-like structures with only the occasional in-
dividually adsorbed ion of height > 0.2 nm. This illustrates the impact of the AFM tip on
the apparent topography; stiffer cantilevers dissipate more energy into the Stern layer per
cycle than softer ones and thus displace more ions. However, our analysis of the relative
changes in the Stern layer when the cation species is changed will remain valid, although
we must assume that in each case the landscape reflects that of the strongly-bound charges.
In general, the above AFM data agree very well with the ζ-potential results of Fig. 5.3.
Sodium, as the smallest ion, has a high charge density and binds tenaciously to the DPPA
membrane as well as to surrounding waters. This results in a complex hydration landscape
due to the formation of inner- and outer-sphere complexes. Potassium is still able to form
these ionic domains but results in a less rough, more “regular” topography. Rubidium has
the weakest binding strength and, as such, is easily displaced by the AFM tip. However,
even when using a soft cantilever, only a single binding location is observed, due to its
large size.
Ionic structure perpendicular to the bilayer
Our interpretation of the topography and phase images in Fig. 5.4, as well as the global
binding constants in Fig. 5.3 can be directly confirmed by measuring each ions’ distor-
tion of the hydration landscape perpendicular to the lipid bilayer. We achieve this using
phase-distance spectroscopy, in which variations in the cantilever’s oscillation phase are
measured as the cantilever is progressively moved towards the lipids. The cantilever was
driven at amplitudes approximately corresponding to the diameter of a water molecule
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Fig. 5.6: The apparent Stern layer topography is dependent on the cantilever stiffness; comparison
between 10 × 10 nm2 height images taken with a low ((a), k1 = 0.70 N m−1) and high
((b), k1 = 1.71 N m
−1) spring-constant cantilever in 150 mM RbCl. The stiff cantilever
dissipates more energy per cycle into the solution and is thus able to remove a greater
percentage of adsorbed ions. This results in an image with low height variation except for
a few adsorbed Rb+ (section, below) that sit > 0.2 nm above the membrane. Conversely,
imaging with a soft cantilever allows more ions to remain in place, giving the appearance
of a well-populated Stern layer, with only a few defects where ions are removed. Height
colour scales both cover 0.35 nm
(∼ 2.5 A˚), in order to ensure the interaction force was as linear as possible (see chapter 2)
while retaining sufficient signal-to-noise ratio. With these small amplitudes, ∆θ is partic-
ularly sensitive to variation in the density of waters and charges close to the bilayer (via
equation 2.5) and highlights differences in the ions’ coordination with the lipids. The true
separation between the tip and lipids, dtl, was computed using the standard relation for
AFM spectroscopy between the vertical piezo extension, z, and the change in deflection,
∆D: dtl = z−∆D. The cantilever’s motion far (> 1.5 nm) from the bilayer was assumed
to be totally viscous such that the phase was set to 90° in this region.
An illustration of this procedure is given in Fig. 5.7(a) for the DPPA bilayer in 150 mM
KCl. As the z-piezo extends and the tip is moved closer to the bilayer, the phase is
smoothly reduced due to its increasing interaction with interfacial layers of fluid before
“hard” contact is reached with the lipids (indicated by the sharp increase in static deflec-
tion). We approximate this smooth decrease as a sigmoidal function of the form
θ(z) = θ0 +
θmax
1 + exp
(
(zhalf − z)/λ
) , (5.5)
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presented as a dashed line in Fig. 5.7(a). θ0 and θmax are the baseline and maximum
phases, and zhalf and λ are the piezo’s height-at-half-phase and sigmoid decay rate respec-
tively. As well as this smooth decrease, the phase demonstrates reproducible oscillations
that indicate an anomalous dissipation of energy which we associate with the removal of
an ion from the interface by the oscillating cantilever. This is in line with Ricci et al.’s
observations of discontinuities in θ induced by the presence of 10 mM NaCl on calcite [57],
as well as oscillatory behaviour in dynamic AFM operated in a diverse range of solutions
and surfaces [49, 58–60]. We highlight this ion-specific energy dissipation by plotting the
residuals, ∆θ, from the sigmoidal fit against the tip-lipid separation, dtl, in Fig. 5.7(b).
Each trace is the average of at least 15 such phase-distance curves that were aligned based
on their deflection using a home-made least-squares fitting routine.
Far from the interface (dtl > 1.0 nm), ∆θ vanishes, as expected for bulk fluid with
negligible structuring. However as the separation is decreased, sodium presents two peaks
at dtl < 0.3 nm indicative of its condensed, complex binding conformation. However
the perturbation here is relatively weak (its trace in (b) has been multiplied by a factor
of four), likely related to sodium’s non-trivial hydration structure [61] which generates
the heterogeneous topography of Fig. 5.4(a). Potassium, in contrast, produces two well-
defined peaks in ∆θ separated by ∼ 0.3 nm. The reproducibility of the signal reflects
the more consistent imaging in Fig. 5.4(b), and their separation (about that of a water
molecule) strongly imply that the peaks represent inner (dtl = 0.1 nm) and outer-sphere
(dtl = 0.4 nm) coordinated K
+. Rubidium binds overwhelmingly in a single mode at
dtl = 0.3 nm, the furthest initial peak of all the ions studied here. This reflects both its
larger size and its preference to form just inner-sphere complexes due to its reduced charge
density [54]. A shoulder is observed at 0.55 nm, which may indicate a small population
of outer-sphere Rb+, but it is within the spread of the initial peak and as such, no strong
conclusions can be drawn.
5.3.2 Molecular dynamics simulations
Simulation set-up
The electrophoresis and AFM measurements clearly point to specific ion coordination and
structured networks on the bilayer, but they do not permit truly atomic exploration of
the in- and out-of-plane interfacial structures simultaneously. To address this, and gain
further insight on our experimental results, we performed all-atom MD simulations using
NAMD 2.11 [62]. The system consisted of 136 DPPA molecules in a free-standing, ten-
sionless bilayer at 298 K and 1 atm pressure in direct contact with 150 mM NaCl, KCl or
RbCl (Table 5.2 and Fig. 5.8), thus directly mirroring the experimental set up, but with
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Fig. 5.7: Phase-distance spectroscopy reveals ion-specific coordination above the lipid headgroups.
(a) Static deflection (upper) and phase (lower) of the cantilever as a function of z-piezo
extension such that z  0 represents bulk electrolyte (here illustrated in 150 mM KCl).
As the AFM tip approaches the bilayer, the increased interaction with the interfacial fluid
dampens the phase. Ions within the Stern layer induce characteristic peaks in the phase
that are highlighted by the subtraction of a sigmoidal fit (dashes). (b) The residuals from
such fitting are strongly cation-dependent and agree with our interpretation of the AM-
AFM scans presented in Fig. 5.4. Na+ forms heterogeneous, non-trivial complexes with
the lipids that extend rather far into the solution; K+ binds in two modes at dtl ∼ 0.1 nm
and 0.4 nm; Rb+ binds overwhelmingly in a single mode at dtl ∼ 0.3 nm (albeit with a
small shoulder at 0.55 nm). Traces have been offset (dashes indicate 0°) and sodium’s
trace multiplied by four for clarity.
a relaxed Stern layer (i.e. no AFM tip perturbation). We note that in both the AFM
experiments and MD simulations, the area-per-lipid barely changes at all upon electrolyte
exchange. This is to be expected for DPPA, which, unlike unsaturated, fluid-phase lipids,
has highly ordered acyl chains that resist conformational changes.
Cations Anions Waters DPPA− Total atoms Bilayer surface area (nm2)
SimA 156 Na+ 20 Cl– 6463 136 30231 30.0
SimB 156 K+ 20 Cl– 6463 136 30231 30.3
SimC 156 Rb+ 20 Cl– 6463 136 30231 30.5
Tab. 5.2: Composition of the systems considered in the MD simulations A snapshot representing
the entire system for SimB is presented in Fig. 5.8
Radial distribution functions between ions and lipids
We first probe the system by computing the radial distribution function (RDF, g(r)) of
headgroup oxygens within the phosphate group with each cation, presented in Fig. 5.9(a)-
(c). There is clear structuring evident in the RDFs for each species which correspond to
different modes of ion adsorption. The first peak represents direct binding between the
5. Ionic impact upon biomimetic membranes 160
(a) (b)
O13
O14
Fig. 5.8: (a) The simulation box: DPPA bilayer in 150 mM KCl. Lipids are shown in bond
representation and adsorbed cations are displayed as spheres with their van der Waals
radii. Waters, chlorides and non-adsorbed K+ are not shown for clarity. Inner-sphere
ions are coloured green, whereas outer-sphere charges are coloured yellow, according to
the radial distribution functions (RDFs) (illustrated in Fig. 5.9). (b) Snapshot of DPPA
headgroup region with headgroup oxygens used for RDF analysis labelled.
headgroups and ions, limited only by the steric size of the participating atoms. The sec-
ond peak indicates a preferred adsorption of ions, but further from the headgroups. This
contains contributions from cations with a second lipid oxygen in their hydration shell (i.e.
trivially generated by simulation geometry), but in the majority of cases, the peak repre-
sents ions which share a water with DPPA phosphate groups. That is, there is no direct
interaction between lipid and ion, and the binding is determined by the intermediate water
molecule. Thus the two peaks respectively correspond to the inner- and outer-sphere bind-
ings identified in the AFM experiments earlier, confirming our interpretations. The third
peak, where is exists, is related to the geometry of the simulation and is not physically
relevant. Interestingly, and perhaps unsurprisingly for anionic lipid bilayers, no chlorides
were found within the first coordination shell of the lipids, demonstrating that cations and
waters are primarily responsible for generating the hydration landscapes observed.
The RDFs were used as part of an in-house analysis program to categorise ions, based
on their environment, as being either directly or indirectly adsorbed. They were then
coloured either green or yellow respectively and highlighted in the snapshots presented in
Fig. 5.8 and 5.9(d). By analysing the relative proportions of each species, we find that the
fraction of ions bound in the second mode decreases in the sequence Na+ > K+ > Rb+,
mirroring the binding affinities of Fig. 5.3 and Table 5.1. The inverse is true of the
population of inner-sphere ions, as can be seen in Fig. 5.9(e). The two peaks are present
for all cation species, even for Rb+ – for which AFM could not reliably identify an outer-
sphere contribution – but we note that the simulations do find a dramatically reduced
outer-sphere population. Previous simulations of PA− lipids with divalent cations found
only inner-sphere adsorption [26], suggesting that this multiplicity of adsorption states
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Fig. 5.9: Analysis of the RDFs of the lipid headgroup oxygens with Na+ (a), K+ (b) and Rb+ (c)
reveals considerable structure in their binding. The initial peak at 2.5-3 A˚ corresponds
to directly-bound ions and is illustrated as a green sphere in (d), left. The second peak
overwhelmingly represents ions that adsorb to the lipids via a water molecule (i.e. outer-
sphere configuration) and an example snapshot is shown in yellow in (d), right. Bond
lengths are annotated in A˚ngstro¨ms. There is no significant dependence of g(r) on the
oxygen atom chosen for analysis. (e) The relative population of outer-sphere ions (lighter
shades) decreases following the Hofmeister series as Na+ > K+ > Rb+ due to the larger
ions’ reduced ability to interact beyond their first hydration shells.
may be unique to monovalent ions.
Lateral correlations on the bilayer
The simulations also revealed significant lateral correlations between the ions themselves;
RDFs demonstrated coordination peaks at 0.35 nm, 0.42 nm and 0.46 nm for Na+, K+
and Rb+ respectively. These correspond to cation-oxygen-cation contacts, that is; ions
interacting with each other via water molecules or lipids, as suggested by the correlation
energies of Table 5.1. In fact, the majority of adsorbed ions share their solvation water with
other ions, forming correlated chains as illustrated in Fig. 5.10(a), (b). These suggest that
the domains observed in the AFM topographs are indeed induced by ionic networks at the
bilayer interface. By using similar colours for ions that share water or lipid oxygens with
one another in Fig. 5.10(c), we demonstrate that most ions belong to such nano-networks,
with many forming larger-scale structures of four ions or more (dashed regions).
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Fig. 5.10: MD simulation snapshots highlight lateral correlations of ions on the DPPA bilayer,
either generating chains of ion/water pairs (a), or inner-/outer-sphere ion coupling (b).
(c) Top view of simulation box with ions sharing water and lipid oxygens in their first
hydration shell coloured the same. These demonstrate that the majority of ions on the
bilayer participate in correlated domains. Larger-scale (> 4) networks are enclosed with
dashed lines. Scale bar represents 1 nm.
5.3.3 Time-resolved evolution of ionic domains
The MD simulations agree with the experimental results in terms of the relative ability
of alkali cations to bind with the lipids and laterally organise themselves on the bilayer,
especially the importance of water in these interactions. These ionic networks cannot be
explained with traditional continuum theories and are believed to dramatically affect the
charging [63] and dynamics [31] at aqueous interfaces (see also, chapter 4). Here, the
MD results show ions to be essentially static at the bilayer surface once they bind, but
the simulations’ ∼ 100 ns length do not allow us to explore the evolution of the cationic
networks over biologically relevant timescales (ms-s). However, the stability of the AFM
scans such as those presented in Fig. 5.4 and 5.6 suggests that the ionic structures are
remarkably long-lived, with dynamics that can be interrogated by AFM. Indeed observa-
tions of ions at the mica-electrolyte interface have shown that the energetics associated
with ion adsorption generated relaxation times ranging from seconds [54] to minutes [64],
although neither of those techniques allowed for direct identification of ionic networks, as
is the case here. Fig. 5.11 shows the evolution of the networks observed by AFM with
single-ion resolution over consecutive images. We objectively tracked the ions’ locations
using the same algorithm as of Fig. 5.5, but in successive images, thus allowing time-
resolved information to be obtained. The ions are highlighted in (a) by white circles, and
those participating in nearest-neighbour interactions are joined by red bars. Significantly,
the image demonstrates that the ionic nano-networks persist long enough to be identified
with AFM, in good agreement with the electrophoretic results, which predict attractive
correlation energies of −2 < ∆Ec < −1 kBT/ion that can dominate over thermal fluc-
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tuations. With the AFM scan rate being relatively slow, persistence of ionic domains
between images implies they are stable on the order of tens of seconds, slow enough to in-
fluence many processes at bio-interfaces. However, there is clearly some size-dependence of
the mobility of the domains (white boxes), with larger ionic networks typically more stable.
To better quantify the residence time of ions within nano-networks, as well as its de-
pendence on network size, we computed the characteristic time necessary for a given ion to
desorb as a function of its number of nearest neighbours (Fig. 5.11(b)). This was achieved
by tracking for each outer-sphere ion the degree of correlation between consecutive frames.
In practice, this meant computing the length of time, ∆t, it took for the tip to return to
the specific location of an outer-sphere adsorbed ion and then checking whether the ion
was still present. We extract a characteristic timescale for each trace in (b) by fitting
the data with a function of the form Λ(∆t) = Λ0 + A exp(−∆t/τ), where Λ0 and A are
constants. As expected from our observations, τ , depends strongly on the number of
nearest neighbours (NN). Strikingly, the results show a linear relationship between τ and
NN for adsorbed ions (inset), further emphasising the fact that water-mediated ion-ion
correlation dominates interactions and dynamics at this scale. The results are inconclu-
sive for NN < 2, presumably due to dynamics faster than the temporal resolution of our
AFM. From the dependence of τ on NN, we estimated the free energy change associ-
ated with an adsorbed ion joining a domain on the bilayer. We assume a decorrelation
time τn ∝ exp(En/kBT ) [65], where En is the total correlated energy of n outer-sphere
ions. We can then extract the change in free energy upon increasing the size of an ex-
isting network, which gives ∆Ec ∼ −0.38 kBT per added neighbour. Making a further
assumption that outer-sphere ions are maximally six-fold coordinated on the SLB (as in
the analysis of subsection 5.2.2, with n = 6 in equation 5.4) yields a total correlation en-
ergy, Etotc = 6∆Ec ∼ −2.27kBT/ion, less than the value of 6-12 kBT/ion calculated from
our electrophoretic measurements. This difference is expected, given the fact that our
AFM analysis accounts only for the in-plane motion of outer-sphere ions. The ζ-potential
measurements, in contrast, are sensitive to both direct and indirect ionic interactions, and
so accommodate 3D interactions (apparent in Fig. 5.7(b) and 5.10) that would increase
the value of Ec. The assumed interaction with 6 nearest neighbours in both cases is thus
rather na¨ıve, but the order-of magnitude agreement between these independent techniques
is still remarkable.
The attractive nature of the ion-ion interaction measured here certainly agrees with
the greatly reduced dynamics of Fig. 5.11(a), but a well of −0.38 kBT/ion appears quite
small (compared to the thermal energy), especially if it is to reduce the ions’ dynamics to
such a great extent. However, we show, using a minimal model based on Eyering dynamics
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Fig. 5.11: AFM allows for long-timescale evaluation of the dynamics of ionic domains on the bilayer.
(a) Consecutive topographs (original scan size of (15×15) nm2) of DPPA in 150 mM KCl
with outer-sphere ions and nearest-neighbour connections, as defined by our algorithm,
highlighted by white circles and red bars respectively. Larger domains (top right) tend
to be more stable in shape and size between scans than smaller ones (bottom left).
(b) To quantify this observation, we track the relative degree of correlation between
ions in consecutive frames according to how many nearest neighbours each has, shown
for even NN. Ions deep within the domains (high NN) remain more stable, which we
quantify with a effective decorrelation time, τ , (inset) from which a correlation energy
of ∆Ec = −0.38 kBT is extracted.
that in fact, small contributions per ion can lead to very large timescale shifts when entire
networks are considered. We begin with the assumption that the inverse timescale of the
domains’ motion, τ−1, is linked to the ions’ microscopic jump frequency, ν0, (typically in
the range of 1010-1013 s−1 [64]), and an effective activation energy, Ea, by the expression
τ−1 = ν0 exp
( Ea
kBT
)
. (5.6)
The activation energy depends upon the domain size, nd, mean number of nearest
neighbours (µNN, as extracted from Fig. 5.5) and ∆Ec, such that Ea = nd × µNN ×∆Ec.
Taking a reasonable estimate of nd ∼ 25 ions by inspection of the AFM topographs, we
arrive at Ea = −27.55 kBT , which, for ν0 = 1011 s−1, leads to timescales of τ ∼ 10 s,
in excellent agreement with the order of magnitude observed experimentally. While un-
doubtedly representing an oversimplification, this model highlights the fact that for a
single ion to desorb or diffuse requires the concerted motion of many waters, ions and
lipid headgroups [52], especially for high biological ionic strengths of 150 mM. Thus, even
a relatively small free energy well may, for larger ionic domains, result in the dramatically
increased residence times found here.
Previous work on the mica-electrolyte interface has demonstrated that water can medi-
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ate ion-ion correlations in similar conditions [31] (albeit with different ions), and slow the
relaxation times of solitary ions down to almost a second (see chapter 4). There is, how-
ever, still no accepted consensus in the literature over the mobility of adsorbed ions [66],
partly because water-mediated effects are usually ignored. Here, we have linked the ions’
attractive correlation energy with specific nearest-neighbour group interactions that lead
to greatly retarded dynamics for large ionic domains.
5.4 Mechanical perturbation of membranes by ions
We have demonstrated that the dynamics of monovalent ions are greatly retarded at the
interface with anionic lipid bilayers, due to the formation of water-mediated networks that
increase the energy needed for concerted motion. The collective timescales observed here
are of the order of seconds and are thus likely to have profound implications for the be-
haviour of biomembranes in vivo. Of particular interest is the effect these domains may
have on the physical properties of the bilayer, as these will in turn affect the function of
membrane-bound proteins [6, 10, 67], as well as bilayer re-modelling events [7].
It is well-known that ions and electrostatics modulate the cohesive strength [68, 69]
and bending or elastic moduli [38, 39, 70–73] of lipid bilayers, an effect usually assumed
to be driven by molecular-level changes in headgroup hydrogen bond networks and libera-
tion of waters. In these instances, ions tend to make bilayers more robust by neutralising
bilayer charges and drawing lipids closer together [6]. While in general, there is consensus
about the mechanical impact of increasing ionic strength, we must be careful about the
particulars of the experiments; the AFM spectroscopy experiments by Garcia-Manyes et
al. measure the force necessary to puncture the bilayer and thus reflect non-specific inter-
lipid affinities. These contain complex contributions from van der Waals, electrostatic
and entropic energies (especially for such cataclysmic, non-equilibrium experiments) [74].
The results are thus not directly comparable to experiments such as micropipette aspi-
ration [75], X-ray spectroscopy [73] or vesicle shape fluctuations [71] that make use of
mean-field frameworks such as the Helfrich Hamiltonian [76]. These latter will depend
upon, for example, the effective thickness of the electric double layer, which may produce
opposing effects for the lipids’ mechanical properties [38, 73].
5.4.1 Extraction of bilayer mechanical parameters with AFM
Bimodal AFM operation
In order to ascertain the impact of ions on the physical properties of biological systems,
AFM spectroscopy has been regularly used (along with necessary interaction models) to
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characterise various mechanical properties of lipid bilayers, including the aforementioned
breakthrough force [68, 69, 74], stiffness [77, 78] and compressibility modulus [79]. How-
ever, it is only recently with the advent of novel modes, that the extraction of physical
attributes can be combined with lateral resolution and imaging speeds comparable to that
of standard AFM operation [46, 77, 80–83]. Of these, the most straightforward to inter-
pret (and most comparable to the data presented in section 5.3) is bimodal AFM. This
technique is illustrated schematically in Fig. 5.12(a) and involves driving the cantilever
simultaneously at its fundamental (left) and second harmonic (right). We make use of
bimodal AFM with the first mode used in amplitude modulation, exactly as for Fig. 5.4
and 5.6. This ensures we probe the interfacial layer as before, maintaining single-ion level
lateral resolution and times per frame of O(10 s). The second mode is controlled by a
feedback loop that keeps the phase locked at 90° and the oscillation at its resonance (i.e.
frequency modulation).
We use the approach of Amo et al. [82] to extract quantitative information from the
second mode. This involves using dynamic force reconstruction to relate the cantilever’s
motion to the maximum force, F , on the bilayer. Then, a contact mechanics model is
required to link this force to the tip’s indentation, δ, and effective Young’s modulus of
the bilayer, Eeff. In this instance, we make use of the Hertz model (FHertz ∝ Eeffδ3/2),
for both its simplicity and ubiquity in 1D AFM spectroscopic studies. Many operating
parameters are required to recontruct the effective modulus, but only two vary across
a bimodal scan; the first mode’s instantaneous amplitude, A1, and the second mode’s
frequency shift (relative to the frequency where the tip force moves from attractive to
repulsive regimes), ∆ν2. The others are determined before a scan is taken. The equations
(evaluated for every pixel of a scan) are:
δ =
1
2
k1ν2
Q1k2∆ν2
(A20,1 −A21)1/2, (5.7)
Eeff =
k1
Q1δ2
√
2A1(A20,1 −A21)
R
(5.8)
Here, k1 and Q1 are the stiffness and quality factor of the first mode, which are determined
from simple harmonic oscillator fits to the cantilever’s thermal spectrum (see Fig. 5.12).
k2 and ν2 are the stiffness and resonance frequency of the second mode and R is the radius
of curvature of the tip, here nominally assumed to be 5 nm. A0,1 is the first mode’s free
amplitude and was evaluated at the same z-piezo height as ∆ν2.
Fig. 5.13 shows representative bimodal AFM scans of a DPPA SLB, prepared identi-
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Fig. 5.12: (a) Illustration of bimodal AFM excitation. The cantilever is excited sinusoidally at its
first resonant frequency (left, red trace), as normal with dynamic AFM. A second signal
is sent that corresponds to the cantilever’s second mode of oscillation at a much higher
frequency and smaller amplitude than that of the first (right, blue trace). Their combined
signal is shown in purple; the first mode is used for imaging exactly as in our AM-AFM
experiments earlier, while the second mode is used to extract quantitative mechanical
information from the sample and is typically controlled via frequency-modulation [81,
82]. (b) Thermal spectrum of the Arrow UHF AuD cantilever; the first and second
resonance frequencies (ν1, ν2) have been highlighted and simple harmonic oscillator fits
to each mode are shown. Extracted cantilever quantities: k1 = 0.956 N m
−1; Q1 = 3.3;
k2 ∼ 7.07 N m−1.
cally to those used for the AM-AFM experiments and imaged using the same cantilever
model. The effective modulus, Eeff, clearly reflects the periodicity and symmetry of the
topography scan in each solution, confirming our hypothesis that ionic nano-domains mod-
ulate the mechanical properties of lipid bilayers. However, regions of high topography are
correlated with a relatively low modulus (clear as e.g. dark green/black regions in (a)
and (c)). Such outer-sphere ions reduce the Young’s modulus on the scale of domains of
O(10 nm2), but also on that of individual charges (< 0.5 nm2), as highlighted by the sec-
tions presented below each scan. This result, which appears general for all the ions studied
here, agrees with our phase data in Fig. 5.4; networks of outer-sphere ions adsorbed via
their hydration shells make the lipid-electrolyte interface more “fluid-like” (θ → 90°) and
thus reduce the interface’s stiffness.
From the characteristic variation in lipid hydration landscape (Fig. 5.4 and 5.7), bind-
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Fig. 5.13: Bimodal AFM reveals the molecular-level impact that ions have on SLB stiffness. Simul-
taneously recorded height (purple/yellow, upper) and effective Young’s modulus (Eeff,
green, lower) of a DPPA bilayer in 150 mM solutions of NaCl (a), KCl (b) and RbCl
(c). In all cases, Eeff varies with the same periodicity and symmetry to the topography,
showing that the ionic domains directly modulate the bilayer’s mechanical properties.
However there is an inverse effect; outer-sphere domains (yellow/white) induce relative
softening of the membrane (dark green/black), especially clearly for Na+ and Rb+. As
well as this, sections (shown below each ion’s trace) highlight the fact that individual
ions (peaks in h) reduce the membrane stiffness (troughs in Eeff). Height and length
scales cover 0.15 nm and 5 nm respectively for all ions. Eeff colour scales run from
3.3-6.2 GPa (Na+, K+) and 7.0-15.0 GPa (Rb+).
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ing affinity (Fig. 5.3) and adsorption mode (Fig. 5.9), we similarly expect the Young’s
modulus to vary with the ion species. The bimodal scans demonstrate that this is indeed
the case. Sodium (a) demonstrates large variations in height due to its multiple adsorption
states and consequently the outer-sphere domains reduce the stiffness to about 3 GPa (left
portion of section). Potassium’s much more regular Stern layer generates a reduced vari-
ation in both topography and Eeff ((a) and (b) have identical height and stiffness colour
scales). Interestingly, in the solution with Rb+, the topography does not demonstrate
such single ion perturbations as previously, although this may be due to the cantilever’s
reduced spring constant (k1 ∼ 1 N m−1 c.f. k1 ∼ 1.7 N m−1 used earlier, see discussion in
subsection 5.3.1), or differences due to the bimodal operation. Clearly though, the modu-
lus is greatly increased compared to the previous ions (note the increased colour scale and
range of the section). This stiffening when rubidium is present is in fact expected when
considering its specific coordination with the bilayer. We have shown that the large size of
Rb+ makes it much more likely to bind directly to the lipids in an inner-sphere configura-
tion. This means a larger fraction of headgroups are directly linked together by the metal,
thereby resulting in an increase of Eeff. Sodium and postassium, conversely, participate to
a greater extent in water-mediated binding that reduce the interface’s stiffness by making
it more fluid-like.
Static AFM force spectroscopy
To confirm the validity of our bimodal measurements of the Young’s modulus – espe-
cially whether or not there were any viscoelastic effects that arose from the high frequency
(∼ 0.9 MHz) cantilever oscillations – we performed conventional static AFM force spec-
troscopy on a DPPA bilayer with the same model of cantilever (although in this case, the
spring constant k1 = 6.58 N m
−1). The z-piezo was used to lower the cantilever towards
the bilayer, with no excitation. For each ionic solution, a map of 12 × 12 curves were
collected over an area of 100 × 100 nm2, that were converted into force versus sample
indentation curves using Asylum Research’s analysis software (v14.30.157) and knowledge
of the cantilever’s flexural stiffness and invOLS. From this, the same Hertz model as used
in the bimodal analysis could be applied:
FHertz =
4
√
R
3
Eeff
1− ν2lipid
δ3/2. (5.9)
The Asylum Research software was used to apply the model with the assumption that
the tip had a spherical geometry with R = 5 nm and the bilayer had a Poisson’s ratio of
νlipid = 0.33.
Fig. 5.14(a) displays exemplary force-indentation curves taken on the DPPA bilayer in
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Fig. 5.14: The supported bilayer’s mechanical properties depend on the species of ion in solution.
(a) Conventional AFM force spectroscopy highlights the different force gradients expe-
rienced by the tip when it compresses the DPPA membrane. Steeper gradients reflect
a stiffening of the lipids. This effect can be quantified by fitting the curves with equa-
tion 5.9; results are shown in (b, lighter shades) alongside averaged Eeff extracted from
bimodal scans (darker shades). In general there is good agreement between the two
techniques’ order of magnitude and their Hofmeister-like ordering, although there are
discrepancies (see text). Numerical values are presented in Table 5.3.
different electrolytes. The solutions clearly give rise to varying gradients in force; this is
reflected in different values of Eeff, from fitting of equation 5.9. The average values thus
extracted from the static force curves are presented in (b) (light shades), as well as the
stiffnesses generated from the bimodal imaging (averaged over the entirety of > 10 images
for each solution) in darker shades. The static values indeed show that the stiffness is in-
versely related to the ion’s binding constant – ENa
+
eff < E
K+
eff < E
Rb+
eff – in good agreement
with the results of Fig. 5.13, as well as our interpretation of them. The Hofmeister-like
trend is not as strong for the bimodal scans, and the value in sodium carries a large uncer-
tainty; this could be related to the large variations in Eeff generated by the ionic domains
(i.e. the large variation in Fig. 5.13(a)) which would not impact the “smeared-out” static
spectroscopy.
While our effective stiffness values are broadly consistent, they are also rather high
relative to previous AFM measurements of supported lipid bilayers [77, 84, 85], which find
moduli in the tens to hundreds of MPa. It is of no particular surprise that our Hertz model,
which assumes a semi-infinite sample and continuous elasticity throughout, becomes less
reliable when confronted with a membrane just a few molecules thick and an indenter on
the same lengthscale. However the same is, in principle, true of other studies that support
lipids on mica (unless the precise behaviour of individual lipids is taken into account [79]),
so it is unlikely that this is the reason for the discrepancy. Instead, we partially attribute
the difference to our use of DPPA; the lipid is in gel phase at room temperature and thus
is more ordered than fluid lipids and requires a larger force to compress. On top of this,
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Cation Bimodal Eeff (GPa) Static Eeff (GPa)
Na+ 6± 1 2.9± 0.1
K+ 4.7± 0.7 4.2± 0.1
Rb+ 10.0± 0.6 4.8± 0.2
Tab. 5.3: Comparison of effective Young’s modulus extracted from bimodal scans (average across
entire image) and from static (1D) force spectroscopy experiments. The data agree within
an order of magnitude and both reproduce the Hofmeister trend. The absolute values
are large relative to previously AFM measurements of SLBs (O(10-100 MPa) [77, 84]),
but this could well be due to differences in the lipid phase, as well as the sensitivity of
the cantilever and breakdown of the interaction models used.
the PA− headgroup greatly changes the physico-chemical behaviours of the bilayer when
compared to PC, as can be seen from its transition temperature being around 65◦C [12].
This reflects the much larger energy needed to overcome the lipids’ intermolecular inter-
action than, say, DPPC, which melts at ∼40-50◦C [86, 87], despite the molecules having
identical acyl chains. This greater melting point suggests that DPPA would indeed have a
higher stiffness than other, more commonly studied lipids. Finally, we use a relatively stiff
cantilever throughout this study, as these were reliably found to generate high resolution
images (see chapter 2). While this reduces the thermal noise contribution to the can-
tilever’s motion, it also reduces the sensitivity of the instrument (i.e. the force resolution
is diminished). Thus high normal forces were necessary to reliably fit equation 5.9 to the
curves of Fig. 5.14(a), and the effective modulus may be artificially inflated. That being
said, the relative ordering of the effective moduli remains valid, as do our conclusions
about the way the different ions’ binding modes affect the stiffness.
The present findings highlight the importance of specific-ion effects on many length-
scales when investigating charge related modulation of biomembranes. In particular, we
have shown that ions which adsorb more in outer-sphere configuration tend to soften the
membrane relative to those which are able to form direct bonds linking lipid headgroups.
Traditionally, dissolved salts are assumed to have a stiffening effect by forming hydrogen
bond networks amongst lipids [6, 68, 70, 78]. Crucially however, and in contrast to many
previous studies, the DPPA membrane is charged, inducing severe electrostatic repulsion
at the headgroup level. Thus, the precise adsorption location of the ions will have a large
impact on the membrane stiffness, an effect that is rarely taken into account. We can
confirm this mechanism by lowering the pH of the solution. This increases the proportion
of hydronium ions at the interface which compete with e.g. sodium for access to the lipid
headgroups. As H3O
+ is essentially protonated water, it cannot bind in an outer-sphere
configuration, and so decreasing the pH for a given NaCl concentration should allow more
direct binding and stiffen the membrane. We conducted this experiment in a pH range
where no (de)protonation of the lipid headgroups or silicon oxide cantilever tip are ex-
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Fig. 5.15: The mechanism by which ions can soften the membrane is confirmed by repeating the
static force spectroscopy experiments at fixed NaCl concentration (150 mM) but varying
the pH. Unlike sodium, H3O
+ can only bind in inner-sphere coordination and thus
increasing its relative density will decrease the proportion of outer-sphere bound ions.
The spectroscopic results show that this indeed increases the measured Eeff, in line
with our expectations. The effect of altering the global concentration also supports this
interpretation (inset). High resolution topographs complement the modulus results by
illustrating how the pH change affects the apparent Stern layer. In each AFM image,
the length scale bar covers 5 nm and the colour scale covers 0.15 nm.
pected [12], hence allowing a straightforward analysis.
Fig. 5.15 shows the effective Young’s modulus extracted from static force curves on a
DPPA membrane in 150 mM NaCl. The solutions were titrated with HCl/NaOH to vary
the pH, and high-resolution topographs that were taken in the same experiment are shown
either side. The pH was measured immediately before and after the experiment to ensure it
did not change significantly due to atmospheric CO2. There is a clear stiffening associated
with decreasing the pH that agrees with our hypothesis about the nature of inner-sphere
ions. The inset shows the effect of varying the global NaCl concentration, which has
a similar stiffening effect. Complementary high resolution images confirm that H3O
+
competes for access to the negatively charged phosphate groups; at pH 4.9, the topography
appears rough due to the smaller size and faster dynamics of hydronium compared with
Na+. When the pH is increased to 5.6, the imaging becomes more stable (with fewer
horizontal imaging artefacts), but the height still covers a broad range. Imaging the bilayer
in pH 6.6 and 7.0, conversely, produces a remarkably regular interface that varies less, due
to Na+ being allowed to form a more complete coverage on the lipid bilayer. Overall, this
validates the manner in which ions in solution are able to locally reduce the stiffness of
anionic lipid bilayers; they tend to form remarkably slowly evolving nano-networks on the
membrane surface, mediated by water and competing with directly adsorbed charges.
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5.5 Conclusions
We have combined experimental and computational methods to study the adsorption,
coordination and dynamics of the alkali cations Na+, K+ and Rb+ at the interface with
anionic lipid bilayers composed of DPPA. The continuum-scale electrophoresis experiments
demonstrate that the charges adsorb to the membrane at rates dictated by their size
and also that they experience an attractive ion-ion correlation. We then explore these
distinctions at the nanoscale with AM-AFM, which highlights how each ion perturbs the
Stern layer in a different manner, in good agreement with the binding constants. MD
simulations confirm that hydration interactions dictate the ionic behaviour among the
lipid headgroups and drive the formation of ion-specific outer-sphere correlations. This
agrees with our AFM results, which demonstrate the propensity of sodium and potassium
to form nanoscale networks that evolve over tens of seconds, driven by correlation energies
of the order of −0.4 kBT/ion. These networks induce a relative softening of the bilayer
through local replacement of directly bound ions. Our model membrane is in gel-phase, in
contrast to bilayers in vivo, but similar ion-dependent effects have been observed on fluid
bilayers [14] and in principle. these effects could occur at any soft interface, as they rely
only on water molecules mediating these common ions’ interaction with themselves and
with the lipids. At biological interfaces, we expect this mechanism to modulate the local
viscoelasatic properties on a timescale relevant for influencing processes such as molecular
adsorption or the gating of mechanosensitive protein channels.
5.6 Materials and methods: chapter 5
5.6.1 Sample preparation
Cleaning of glassware and apparatus
A day prior to the each experiment, 5 ml glass vials, glass petri dish, tweezers, mini-
extruder kit and 1 ml syringes (Avanti Polar Lipids, AL, USA) were bath sonicated for
> 10 minutes in ultrapure water (Merck-Millipore, 18.2 MΩ resistivity). The fluid was
exchanged for isopropanol (Fisher Chemical, certified ACS, ≥ 99.5% purity) and the ap-
pararatus was sonicated for a further 10 minutes to remove any contaminant organic
material. The isopropanol was drained, the equipment was rinsed thoroughly with ultra-
pure water until no observable trace of the solvent remained and it was then sonicated in
the ultrapure water for 10 minutes. Finally, the water was drained and the equipment was
covered and allowed to dry completely at a temperature of 40◦C.
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Small unilamellar vesicle (SUV) suspensions
1,2-dipalmitoyl-sn-glycero-3-phosphate (DPPA) (Avanti Polar Lipids, AL, USA) was pur-
chased in powder form and used without further purification. A mass of ∼1 mg of DPPA
was measured into a 5 ml glass vial and diluted to a lipid concentration of 1 mg ml−1
with 150 mM NaCl (ACS reagent grade, ≥ 99%, Sigma Aldrich). For the electrophoretic
measurements, the salt concentration and type was was to be varied, so we carried out
the below procedure with the lipids suspended in ultrapure water buffered with 5 mM
sodium phosphate dibasic (≥ 99.0%, Sigma Aldrich) to a pH of 7.45. The buffer was nec-
essary because evaluation of the binding constants of each ion required precise knowledge
of the concentration of protons in solution. Buffering agents were not used as part of
the AFM experiments because these have been shown to alter the hydration structure at
hydrophilic interfaces and interfere with high-resolution AFM imaging [88]. The solution
was bath-sonicated for 30 minutes at 55◦C, resulting in a milky, opaque colour due to
the formation of multilamellar vesicles. This vesicles were held at −18◦C for 30 minutes,
then sonicated at 55◦C for the same period of time, resulting in a uniform, transparent
solution. This “freeze-thaw” method encourages the break up of larger vesicles and tends
to result in more well-defined, smaller lipid assemblies [39]. The solution was then diluted
further with 150 mM NaCl to a final lipid concentration of 0.1 mg ml−1. The cleaned
extruder, along with a polycarbonate 100 nm membrane (WhatMan, Sigma Aldrich) were
used to extrude the lipid vesicles at least 15 (but always an odd number) times at 70◦C
(in our case , the melting temperature for DPPA was Tm ∼ 67◦C [12]). This results in a
monodisperse SUV suspension, with vesicles of ∼100 nm diameter. The solution was then
either used directly, or sealed in a glass vial and refrigerated for a maximum of one week.
Supported lipid bilayers
Having produced the SUV suspension, the vesicle fusion method [89–91] was then utilised
to produce supported lipid bilayers for the AFM experiments. This process involves pipet-
ting the vesicle solution onto a stiff, hydrophilic support – in our case, muscovite mica
(grade IV, SPI Supplies, PA, USA). The muscovite mica support had previously been
affixed to a steel support with epoxy glue. The mica was cleaved 3 times with adhesive
tape or until mirror-smooth to the naked eye. After extrusion, approximately 80 µl of the
DPPA SUV solution (see above) was pipetted onto the mica and the entire sample was
incubated in a sealed glass petri dish with a damp cotton pad (to reduce evaporation of
the sample) at 80◦C. The sample was then cooled at a rate of 2◦C h−1 to 60◦C, and then
cooled to 25◦C at around 6◦C h−1. This elongated heating ramp ensured the lipids went
through their phase transition from liquid disordered (Lα) to solid ordered (Lβ) state as
close to equilibrium as possible. This procedure reliably produced at least one defect-free
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Fig. 5.16: Verifying the formation of DPPA supported lipid bilayers. (a) (550 × 550) nm2 topo-
graphic image showing the result of scanning a smaller area under “harsh” conditions in
contact mode. The tip has clearly created a defect in the bilayer that extends down to
the mica below. A section is taken at the thick red line that is laterally averaged between
the two dashed red lines (b). The depth of the defect is double that expected for a bi-
layer, showing that our procedure has produced a stack of two membranes on the mica.
(c) Representative (500×500) µm2 confocal microscopy scans of a fluorescently-labelled
DPPA membrane with a central region of (10× 10) µm2 bleached by repeated scanning
(red boxes). The bleaching as well as the lack of recovery over 3 minutes confirms that
the background fluorescence comes from a well-formed DPPA bilayer. Bright defects in
centre-right of images were manually created with a sharp needle to create a reference
point.
DPPA bilayer on the mica surface that could be checked via AFM, by applying large nor-
mal forces while scanning in contact mode to create holes in the membrane (see Fig. 5.16).
The robustness of this procedure to produce supported lipid bilayers on macroscopic
lengthscales was further verified by fluorescence microscopy. This required including a
fluorescently labelled lipid probe – 1,2-dipalmitoyl-sn-glycero-3-phosphoethanolamine-N-
(lissamine rhodamine B sulfonyl), (16:0 Liss Rhod PE, Avanti Polar Lipids, AL, USA)
– in the bilayer at a concentration of 0.1 mol%, a sufficiently low concentration such
that the bilayer behaviour would not be significantly perturbed. The fluorescent probe
was purchased in chloroform solution, which was thoroughly evaporated before combining
with the correct mass of DPPA in power form. An identical procedure (see above) then
followed to produce supported lipid bilayers on mica before loading into an EZ-C1 Confocal
Microscope (Nikon UK, Kingston, UK) and imaging in reflection mode. A small, (10 ×
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10) µm2 region was raster-scanned repeatedly in order to bleach the rhodamine molecules,
before imaging a zoomed-out region of (500× 500) µm2 at a rate of 1 s/image and a delay
of 2 s between images. The presence of a bleached square (red boxes) that did not recover
over the full 180 s of scanning (full data not shown) confirmed the successful formation of
a large-scale gel-phase DPPA membrane on the mica surface.
5.6.2 Electrophoresis
The electrophoretic mobility of the DPPA SUV suspension was measured using a Zetasizer
Nano ZS (Malvern Instruments, Worcestershire, UK) with a 4 mW He-Ne laser. The rela-
tive permittivity, ε, and viscosity, η, in equation 5.1 were estimated for each ionic solution
using the “solvent-builder” incorporated into the Zetasizer ZS software.
Measurement cells were initially rinsed with ultrapure water, followed by isopropanol
and finally with ultrapure water once more, prior to the vesicles coming into contact with
them. Approximately 100 µl of the 0.1 mg ml−1 vesicle solution was pipetted into a dispos-
able low volume cuvette for the purposes of measuring a, and another 1 ml was transferred
into a folded capillary zeta cell (both Malvern Instruments, Worcestershire, UK) to find
ζ.
The vesicles’ radii were obtained via dynamic light scattering (DLS), which relates the
autocorrelation of light backscattered from the solution at rest to the Brownian motion of
the vesicles. This then gives an estimate for the particles’ diffusion coefficient, D, which
can be linked to the radius via the Stokes-Einstein relation;
a =
kBT
3piηD
. (5.10)
5.6.3 AFM imaging and spectroscopy
The AFM images and spectroscopy curves were all collected using a commercial Cypher
ES AFM (Asylum Research, Santa Barbara, USA) using Arrow UHF AuD cantilevers
(Nanoworld, Neuchaˆtel, Switzerland), which have tips with nominal radii of curvature of
less than 10 nm. The stiffness of the cantilever used to produce the images and data of
Fig. 5.4 and 5.11 was k1 = 1.71 N m
−1, calibrated from its thermal spectrum and subse-
quent measurement of the cantilever’s invOLS on a bare mica substrate (see chapter chap-
ter 2). Similarly, the cantilevers used to produce the bimodal images and static Young’s
modulus values had first-mode stiffnesses of k1 = 0.956 N m
−1 and k1 = 6.58 N m−1
respectively. Calibrating the second-mode stiffness for the bimodal images, k2, is less
straightforward; there is no well-characterised method for achieving this, especially for
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such unconventional arrow shaped levers. The value of k2 ∼ 7.07 N m−1 was thus esti-
mated from a thermal fit to the second mode (blue curve in Fig. 5.12), using the same
invOLS as that of the first. As this is assumed constant throughout, the results of Fig. 5.13
and 5.14(b) still allow comparison between the different ion species, and their order-of-
magnitude agreement with the static AFM spectroscopy implies that this is a valid ap-
proach.
A day prior to imaging, the cantilever was rinsed in isopropanol. Next, the cantilever
and its holder were bathed in isopropanol overnight (> 12 hours), followed by rinsing and
bathing in ultrapure water for at least 30 minutes. This serves to remove any organic
material or silicon oil from the tip that may have accumulated during its storage in its gel
box [92], while minimising any alteration of tip geometry/size. The cantilever and tip were
then wetted with ∼ 50 µl of 150 mM NaCl. The supported lipid bilayers were removed
from the oven at room temperature and rinsed by repeatedly pipetting 50 µl of 150 mM
NaCl into the fluid on top of the mica disc and then taking out the same volume. This
procedure removes any unfused vesicles and ensures that the imaging solution is as clean
as possible. The cantilever and sample were then brought into close proximity and the
images and force spectroscopy curves were subsequently collected. When sufficient data
had been acquired in the NaCl solution, the tip and sample were separated, with care
taken to keep the SLB immersed at all times. The NaCl was then replaced with 150 mM
KCl by rinsing 50 µl at a time, with at least 500 µl total fluid exchanged (∼ 8 times the
volume initially on the disc). Images and force curves were collected as before, and the
procedure was then repeated for 150 mM RbCl.
All topography images were collected in amplitude modulation mode while fully im-
mersed in each salt solution. Free (that is, when not interacting with the sample) first
mode amplitudes, A0,1, of 1-2 nm were used in all cases. The ratio between between the
working amplitude, Aw, used as part of the feedback loop and the free amplitude is known
as the setpoint ratio, Sp, and was maintained at Sp ≡ Aw/A0,1 ≥ 70%, in order to mainly
probe the fluid at the bilayer-electrolyte interface. Multiple images were taken in each
ionic solution to confirm the effects observed in Fig. 5.4 were consistent and reproducible.
5.6.4 Image analysis
All topography and phase images presented were line-by-line flattened and low-pass filtered
for display to remove unwanted high-frequency noise. However, all quantitative analysis
described was carried out on unfiltered images.
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Fig. 5.17: Illustration of the process to identify nearest neighbour interactions of outer-sphere
ions on the bilayer. (a) Original (flattened) image of DPPA bilayer in 150 mM NaCl.
(b) Idealised lattice sites generated from FFT (inset). (c) Histogram of the average
AFM topography height at the lattice site locations with Gaussian fit (black curve) and
dashed lines showing the distinction between the “upper” category identified as outer-
sphere ions (right hand side) and the lower lattice sites. (d) The algorithm identifies the
highest, outer-sphere sites well, as shown here with white circles. The nearest-neighbour
interactions are displayed with red bars.
Identification of outer-sphere ions
The semi-automated categorisation of outer-sphere ions discussed above used the FFTs of
the (15×15) nm2 AFM height scans to generate an idealised reference lattice (Fig. 5.17)(b))
that was used to define each lipid binding site. The height image was then passed
through a square averaging filter with a kernel of 25 pixels (approximately correspond-
ing to the area-per-lipid at this level of zoom) in order to reduce the impact of imaging
noise on the calculation. A histogram of the height of the pixels lying on the refer-
ence lattice site (c) was then populated and fitted with a Gaussian function in order
to determine the distribution’s mean, µs, and width, σs. Those sites with heights of
z(xk, yl) > µs + σs/2 (dashed line, right, in (c)) were interpreted as having an ion ad-
sorbed in outer-sphere coordination. “Middling” and ‘low” sites were respectively defined
as having µs− σs/2 < z(xk, yl) < µs + σs/2 and z(xk, yl) < µs− σs/2, but the assignment
of these levels is less straightforward and so our analysis focusses on just the upper cat-
egory. These distributions were averaged over 12 images for the NaCl electrolyte and 15
for KCl. The principles of this procedure are illustrated in Fig. 5.17, and can be seen in
(d) to locate the domains with good accuracy.
In order to generate the theoretical random distribution of ions of Fig. 5.5, the same
procedure as above was repeated, but once the categorisation of the sites by their height
was complete, a random number generator was used to shuﬄe the site categories. The
newly mixed “high” sites were put through the same nearest neighbour analysis with
identical parameters.
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Simulations
All chemical species were described using the CHARMM36 force field, with TIP3P param-
eters for water. DPPA molecules were assumed to have a net charge of −1, with atomic
partial charges taken from standard values in the force field. For the ions, the improved
CHARMM36 parameters of ref. [93] were used. The bilayer (of area 65.45 × 65.45 A˚2)
was first constructed using the CHARMM-GUI membrane builder [94]. Visual molecular
dynamics (VMD) [95] was used to add solvation water and ions (with the Ionize plugin
ensuring the total salt concentration was 150 mM). This configuration was then energy
minimised using NAMD 2.11 [62].
The Newtonian equations of motion were solved using a time step of 2 fs. Electro-
static interactions were computed using the particle-mesh Ewald (PME) method with the
usual settings in NAMD (1 A˚ resolution, updated every 2 time steps). Lennard-Jones
interactions were truncated at 1.2 nm, employing a switching function starting at 1.0 nm.
Periodic boundary conditions were employed in all directions. Temperature was kept con-
stant at 298 K using a Langevin thermostat with a relaxation time of 1 ps. A pressure
of 1 atm in the direction perpendicular to the bilayer was imposed using the anisotropic
Nose´-Hoover-Langevin piston implemented in NAMD (oscillation period of 100 fs and de-
cay time of 50 fs). The lateral pressure imposed by the barstat was adjusted to maintain
the bilayer at zero tension, so our simulations correspond to the NPTγ ensemble. For each
case shown in Table 5.2, we performed ∼ 20 ns of equilibration and ∼ 100 ns of production
simulation.
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6.0 Summary and Conclusions
This thesis has explored the complexity associated with ionic interactions between solid
or soft surfaces, and how dynamic AFM allows a unique insight into these systems. While
simple, one dimensional frameworks such as Gouy-Chapman theory and the Stern layer
are relatively successful in describing the electric double layer, there is clear evidence that
these models simply aren’t sufficient to describe the wealth of complexity associated with
ions’ structure and dynamics at the molecular scale. In these cases, the local surface chem-
istry and hydration interactions can often result in counter-intuitive behaviour, such as
attractive correlations between like-charged ions and charge inversion. AFM has emerged
as an ideal tool to investigate such interfaces, with its sub-nanometre spatial resolution
and ability to probe relatively long timescales; chapter 2 thus focussed on charting the
evolution of AFM techniques, from its static beginnings to dynamic operation modes. The
use of appropriate models allows for quantitative physical information about the interface
to be recovered, including the stiffness and the energy dissipated by the tip as it oscillates.
These, along with a greater understanding of the role anharmonic motion plays in imag-
ing resolution, have allowed small-amplitude AM-AFM to provide maps of the hydration
landscape of various systems, which plays a significant role in this thesis’ work.
Chapter 3 demonstrated the AFM principles outlined above in two particular appli-
cations. The first investigated the aggregation and structuring of buffering agents at
hydrophilic interfaces, which revealed a broad range of behaviours, from epitaxial ar-
rangement to amorphous aggregation, depending on the charge and steric properties of
the buffer in question. The particular organisation was further shown to be sensitive to
the local concentration of alkali salts and to impact the response of biomimetic mem-
branes, highlighting the interplay between dissolved species and interfacial groups. The
second application took advantage of the cantilever’s dynamic motion to interrogate the
viscosity and density of its surrounding fluid. This was shown to be an accurate method
for calibration (despite breaking down in severely non-Newtonian fluids) and has potential
in the field of diagnostics as it could be used to probe the interaction between biological
assemblies in solution.
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The structuring of solutes at hydrophilic interfaces strongly implies damped kinetic
behaviour in this region, and chapter 4 demonstrated two ways in which AFM can charac-
terise the dynamic properties ions and water at interfaces. First, high-resolution AM-AFM
was used to visualise the in-plane diffusion of single rubidium ions on mica. Despite its
time resolution being orders of magnitude smaller than traditional methods for studying
ionic dynamics, the technique demonstrated that the adsorbed charges evolved on the
surface with one timescale of τ1 ∼ 100 ms and a second – related to the mica’s hydra-
tion – of τ2 ∼ 600 ms. These extended timescales are related to the large free energy of
adsorption to mica, itself sensitive to the coordination of water around Rb+. Shear force
spectroscopy was also used to probe the dynamic properties and relaxation of nanocon-
fined “2D” fluids. At fixed frequencies of νs = 1 kHz, both water and solutions of KCl
demonstrate velocity-dependent friction and viscoelastic behaviour, compatible with a 1D
model that reflects mica’s crystal symmetry. The inclusion of potassium strongly reduces
the measured friction through the ions’ tightly-bound hydration shells, although the lateral
networks formed at the interface give an absolute lengthscale to their “fluidising” effect
on the interfacial layer. When varying the frequency with a secondary actuator, it is seen
that a straightforward dependence on velocity is not sufficient to describe our results, with
different viscoelastic regimes, depending on shearing frequency, amplitude and confining
chemistry. In general, higher shear frequencies lead to lower friction regimes that may
reflect changes in the effective energy landscape.
Biological systems are reliant on specific ion and hydration interactions, and model
DPPA lipid membranes were shown in chapter 5 to exhibit starkly different binding modes
between alkali ions and their phosphate headgroups. High resolution AFM imaging was
combined with spectroscopy, continuum electrophoretic experiments and MD simulations
to demonstrate that ions interact via hydrating waters that result in attractive, correlative
energies of ∼ −0.4 kBT that allow the formation of long-lived networks. These networks
modulate the mechanical properties of the membrane on the scale of both single ions and
the mesoscale networks, allowing for precise control of the bilayer’s physical properties
that can control membrane protein function.
7.0 Outlook and Further Work
The ability of dynamic AFM to explore molecular-scale hydration effects at solid and
soft interfaces has come of age over the last decade; the understanding of mechanisms
underpinning high-resolution imaging and spectroscopy now allow AFM to be exploited
(using commercial machines) on a staggering array of systems relevant for biology, geo-
physics and electrochemistry. Further, the improvement of driving mechanisms (particu-
larly photothermal excitation) and modelling of higher cantilever eigenmodes has allowed
the interrogation of physical properties – usually inaccessible at this level of lateral res-
olution – while simultaneously imaging with gentle forces, as demonstrated in chapter 5.
There remain, however, outstanding questions that require detailed investigation of novel
experimental systems by AFM before a well-rounded, physical picture of ions at aqueous
interfaces can truly be said to be achieved. Below, we will discuss aspects of the results
presented in this thesis that merit further investigation, as well as presenting potential ex-
periments and some preliminary results that complement the exploration of ionic structure
and kinetics at interfaces.
• Unifying model for friction and viscoelasticity of confined fluids
While the results presented in chapter 4 were broadly consistent with reduced 1D
representations of interfacial friction, the diverse behaviour of FL and θs with both fre-
quency and shear amplitude suggest that more involved models are needed to capture the
physical complexity of the system. This will require probing different crystalline systems
with a variety of lattice spacings and affinities for water, such as calcite or highly-ordered
pyrolytic graphite. Further, fully characterising the transfer function of the cantilever
(see e.g. Fig. 4.25) is necessary before the high shear frequency data can be meaning-
fully interpreted. This will demonstrate whether the functional exponential decay implied
by Fig. 4.20(a) is valid for νs ≥ 20 kHz. A valid understanding of the confined fluids’
properties also requires a physical interpretation for the viscoelastic reversal implied by
θs smoothly passing through 0°, ±90° and ±180°. Monitoring the direct time series of the
cantilever oscillations may shed some light on this and therefore give more weight to our
categorisation of the nanoconfined solution as being either solid-like or liquid-like. Other
than this, MD simulations offer a window onto the dynamics of water and the ions, but
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currently only with shear speeds greatly in excess of those accessible experimentally.
• Correlative effect of mono- and divalent ionic species
Chapter 5 presented a deep look into the interactions of three alkali ions with a model
bilayer, investigated separately in order to see their individual behaviours. Biological
fluids are never this pure, but teem with many charged species in solution at any one
time; special significance is attributed to divalent ions such as calcium, which can often
provide signalling functions even at low concentrations. However, the collective, molecular-
scale interactions of mixtures of divalent and monovalent ions has, to our knowledge,
not been fully characterised. Preliminary AFM images of mica in solutions of KCl and
either magnesium or calcium (Fig. 7.1) show that the low concentrations of divalent ions
perturb the Stern layer, either reducing the roughness (Mg2+) or forming linear clusters
(Ca2+) that appear to be highly directional. As has been stressed throughout this thesis,
the evolution of such structures would likely influence the dynamic behaviour of many
biological systems and a full characterisation of the relevant timescales of these interfacial
layers would be a necessary first-step.
• Dynamics of nanoconfined fluids at lipid headgroups
The results of chapter 4 focussed on the dynamic behaviour of water and ions confined
between solid surfaces such that the dynamic behaviour probed was due solely to the
interfacial fluid. In biological contexts, where the concept of hydration lubrication is
frequently invoked, the interacting surfaces are often fluid, as in the case of e.g. lipid
bilayers. Thus there are timescales associated with any shearing motion that correspond to
the motion of the surface/headgroups and the lateral diffusion of individual lipid molecules
as well as the confined solution. Shear force spectroscopy may not be able to single-
handedly discriminate between these different modes, but the use of different bilayers
(gel/fluid phase) and confining fluids could directly show how bilayers can mediate lateral
shearing motion. Preliminary results on a mica-supported POPC bilayer (Fig. 7.2) show
that at νs = 1 kHz, no frictional force is observed whatsoever, presumably due to the lipids’
in-plane fluidity. In fact, for high loads, As decreases below the noise level, which may be
a result of the lipids effectively damping the lateral oscillations. Probing the influence of
varying νs and tip size, among others, would shed valuable light on the dynamics of the
lipids as well as their interaction with the aqueous phase.
• Effect of external electric fields
The substrates used throughout this thesis have all had permanent negative charges
that preferentially attract cations and structure the interfacial water accordingly. While
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Fig. 7.1: High resolution AM-AFM topographs of mica in solutions of 150 mM KCl alone (a) and
combined with small concentrations of MgCl2 (b) and CaCl2 (c),(d). In pure KCl, the
interface is relative flat, agreeing with e.g. Fig. 4.11 and showing a well-defined Stern
layer. The addition of magnesium results in a much smoother interface, perhaps because
of the ion’s high charge density that leads to a compact interfacial region. Calcium, in
contrast, demonstrates a non-trivial, directional clustering with large height variations
that is stable on larger scales (d). Length scale bars are all 5 nm and the height colour
scale covers a range of 150 pm for all panels.
chapter 4 highlighted the difference between surfaces with large (mica) and small (SiO2)
electric fields, a direct comparison between the two is confounded by their different chem-
istry. The ability to apply an external electric field that could be altered continuously
while imaging with AFM would allow powerful insight into the energies involved in ion
adsorption to different locations. Further, applying E-fields parallel to the sample plane
would allow for 2D visualisation of biased ion diffusion in the Stern layer, augmenting the
conclusions arrived at in section 4.1.
More generally, the recent commercialisation of specialised video-rate AFMs which
allow the capture of 10 frames per second increase the available time resolution for tracking
ions at the interface even further. Given the general disagreement outlined in chapters 1,
4 and 5 regarding the mobility of ions at interfaces, providing some overlap between “fast”
techniques such as MD simulations and optical spectroscopies and “slow” scanning probe
experiments is vital if these disputes are to be conclusively resolved.
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Fig. 7.2: Shear force spectroscopy of a fluid lipid bilayer composed of pure 1-palmitoyl-2-oleoyl-
glycero-3-phosphocholine (POPC) using an RC800 PSA cantilever (Olympus, Japan).
The shear frequency is νs = 1 kHz and amplitude is Ad = 5.0 nm. As does not increase
above the noise level (dashed line), even for finite loads, except when the cantilever breaks
through the bilayer (step at FN ∼ 3 nN). In fact, there is a small reduction for large loads,
due to the lipids damping the tip’s motion. The phase linearly increases upon contact
(z = 0), indicating a smooth change in the energy dissipated by the tip. Spectroscopy
conducted in 150 mM NaCl solution, buffered by 10 mM Tris to pH 7.0.
