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Resumen: Para muchos investigadores, el diseño de investigación es uno de los 
procesos claves para el éxito de su proyecto. El diseño de un método cuantitativo 
implica el diseño del muestreo. En este capítulo se presentan los fundamentos teó-
ricos y el procedimiento del diseño del muestreo estratificado para su aplicación en 
estudios cuantitativos. Se describe la coherencia de los conceptos: tamaño óptimo 
de la muestra, representatividad y aleatoriedad, que caracterizan al muestreo proba-
bilístico. En relación a estos conceptos y procedimientos y a manera de ejemplo, se 
presenta un estudio aplicado en 3 universidades con poblaciones significativamente 
diferentes, y se determinan la población, la unidad de análisis, el tamaño óptimo de 
la muestra y los respectivos estratos o subpoblaciones del estudio para asegurar la 
representatividad de la muestra con el fin de procesar posteriormente los datos por 
medio de herramientas estadísticas y realizar inferencias válidas sobre la población 
objeto de estudio.
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1. INTRODUCCIÓN
Cuando se lleva a cabo un estudio de diseño cuantitativo, una vez que 
el investigador ha determinado el problema o la pregunta de investigación 
es necesario establecer a quiénes se va estudiar y cómo. Uno de los diseños 
ampliamente utilizados en ciencias sociales es el realizado a través de en-
cuestas, las cuales proporcionan una descripción cuantitativa o numérica de 
tendencias, actitudes u opiniones de una población mediante el estudio de 
una muestra de esa población. De los resultados de la muestra, el investiga-
dor generaliza o hace afirmaciones acerca de la población analizada.
El procedimiento de muestreo y de la selección de los elementos mues-
trales inicia con especificar las características de la población objeto del es-
tudio (Creswell, 2003). Los metodólogos han escrito excelentes discusiones 
acerca de la lógica subyacente en la teoría del muestreo (Raj, 1979; Babbie, 
1990, 2001; Badii, 2009). Las discusiones se centran en los aspectos esencia-
les de la población y la muestra a describir en un proyecto de investigación.
Un primer paso es identificar y describir la población, mencionar el ta-
maño de esa población y establecer los medios de identificación de los indi-
viduos que la conforman. Aquí es donde surgen las preguntas relacionadas 
con el conocimiento de la población y el investigador puede referir la dispo-
nibilidad de marcos de muestreo, como son listas publicadas de potenciales 
informantes en la población con las cuales identificar y conocer en detalle el 
ámbito objeto de estudio (Creswell, 2003; Díaz de Rada, 2008).
De acuerdo con Raj (1979), hay cuatro características de la población 
que por lo general interesan al investigador: el total de población (el nú-
mero total de personas mayores de 18 años en una ciudad), la media de 
la población (el promedio de personas de una familia), la proporción de 
la población (el porcentaje de estudiantes de posgrado de una ciudad o de 
una universidad), y la razón de la población (la razón del gasto en recrea-
ción, respecto al gasto en alimentación). Las poblaciones en la práctica son 
finitas; por lo tanto, el número de objetos contenidos en ellas es limitado. 
Además de las cifras resumidas, tales como la media o la proporción, puede 
interesarnos toda la distribución de una variable, como la distribución de 
los votantes en una comunidad o la respuesta a una crisis política.
En todos estos casos la meta es la descripción de la población. Hay tam-
bién algunas situaciones donde la meta es la explicación: encontrar, ¿por 
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qué una distribución asume cierta forma? ¿Qué explica el éxito o el fracaso 
de la campaña de un candidato? ¿Qué explica el grado de capital social de 
una ciudad? También puede haber casos donde nos interesen la descripción 
y la explicación. Por ejemplo, ¿cómo reacciona una comunidad ante una 
situación? y ¿por qué reaccionan como lo hacen?
De esta forma tenemos un problema o pregunta de investigación a re-
solver, el cual analizamos en una población específica. Podría pensarse que 
un censo donde se analiza a toda la población es mejor que un estudio me-
diante un muestreo, pero este argumento ha perdido validez debido a que 
un censo no carece de errores y existen casos donde para ello se requiere 
de una organización enorme, y sin descartar los errores sistemáticos y los 
aspectos concernientes al tratamiento de grandes volúmenes de informa-
ción, como por ejemplo el costo y el alcance de la investigación (Raj, 1979). 
Por tales motivos, el investigador “debería concentrarse en el tamaño de 
muestra óptimo según criterios de control, precisión, seguridad y coste” 
(Lévy & Varela, 2003; Badii & Castillo, 2009), con el fin de inferir o sacar 
conclusiones acerca de la población en base a los estadísticos obtenidos de 
una muestra (Ritchey, 2008).
El muestreo y la inferencia constituyen dos caras de la misma moneda, 
“uno implica al otro y ninguno tiene sentido sin el otro. Si el muestreo es el 
camino de ida, la inferencia es el de vuelta, y ambos caminos se encuentran 
estrechamente relacionados” (Lévy & Varela, 2003, p. 103). La inferencia 
se construye a partir de cómo se ha realizado el muestreo y es más exigente: 
necesita que la selección no sólo genere una muestra representativa, sino 
que, además, sea aleatoria; es decir, basada en las leyes probabilísticas del 
azar, donde todos los elementos de la población tienen la misma posibilidad 
de ser elegidos para participar en el estudio. Lo anterior se da en razón de 
que en la inferencia se estiman valores de un determinado índice de la po-
blación, es decir, se busca responder a la pregunta: ¿qué resultado numérico 
habríamos obtenido al realizar el estudio en la población, en idénticas con-
diciones a las que se han definido para la medición de la muestra?
Los estudios cuantitativos utilizan el muestreo probabilístico, el cual se 
apoya en la ley de los grandes números y del límite central, lo que permite 
establecer al investigador: a) el grado de representatividad con la que una 
muestra reproduce el universo del que se ha extraído, b) el margen de error 
con el que los datos de aquella se pueden extrapolar a éste y c) el nivel de 
confianza con el que se puede efectuar esta operación. Las variedades de 
este tipo son múltiples: el muestreo de azar simple, el muestreo de azar sis-
temático, el muestreo de azar estratificado, entre otros (Ruiz, 2012). En este 
capítulo analizaremos específicamente el muestreo estratificado.
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2. MUESTREO ESTRATIFICADO
Cuando se seleccionan aleatoriamente a las personas de una población, 
sus características pueden o no estar presentes en la muestra en las mismas 
proporciones que en la población. La estratificación asegura la representa-
tividad de esas características (Creswell, 2003). A continuación se describe 
el proceso para obtener un muestreo de tipo estratificado.
Un aspecto previo a definir es la unidad de análisis, es decir, sobre qué o 
quiénes se recolectarán los datos (los participantes, objetos, sucesos, comu-
nidades de estudio, individuos, organizaciones, situaciones, eventos, etc.), 
que constituyen la población de estudio. Una vez definida la unidad de aná-
lisis, se delimita la población (Hernández, Fernández-Collado & Baptista, 
2010).
En este sentido, una muestra es una porción de unidades de una pobla-
ción. Y ahora surge la pregunta: ¿qué tan grande debe ser una muestra?, 
y ello no se debe tratar a la ligera. Tomar una muestra más grande de lo 
necesario para obtener los resultados deseados es un desperdicio de recur-
sos mientras que, por otro lado, las muestras demasiado pequeñas con fre-
cuencia dan resultados que carecen de precisión y exactitud para los usos 
prácticos, y consecuentemente, se falla en la obtención de los objetivos del 
análisis estadístico. No hay una sola respuesta a esta pregunta.
Esto quiere decir que el tamaño de la muestra depende del tipo de análi-
sis de datos y sobre todo de los planes del investigador acerca de la muestra, 
como también de las características de la población. Por ejemplo, para el 
caso de un análisis factorial, “con el fin de validar una escala tipo Likert, 
se requieren cinco sujetos por cada reactivo (o pregunta) que se incluya en 
ella” (García, 2009), aspecto que deberá también de observarse a la hora de 
determinar el tamaño de la muestra.
Como ya se especificó, la naturaleza de la población y del estudio tienen 
un efecto en el tamaño de la muestra (n). Para determinarlo se debe partir 
de conocer el tamaño de la población (N), así como el nivel de error están-
dar máximo aceptable (nivel de error en la representatividad de la muestra, 
que se refiere a un porcentaje de error potencial que admitimos tolerar en la 
representatividad de nuestra muestra). Los niveles de errores más comunes 
suelen fijarse en 5% y 1%. El más usual en ciencias sociales es el 5%, pero 
dependerá de los fines del investigador, quien es, finalmente, el que propone 
este error estándar.
Otro elemento a considerar es el porcentaje estimado de la muestra, que 
no es otra cosa que la probabilidad de que ocurra el fenómeno (es decir, re-
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presentatividad de la muestra versus no representatividad), y que se estima 
sobre marcos de muestreo previos o se define así: la certeza total siempre es 
igual a 1; las posibilidades a partir de esto son “p” de que sí ocurra (proba-
bilidad de éxito) y “q” de que no ocurra (probabilidad de fracaso); por lo 
tanto, p + q = 1. Cuando no tenemos marcos de muestreo previo, usamos 
por lo común un porcentaje estimado de 50%, es decir, asumimos que “p” y 
“q” serán de 50%, particularmente cuando seleccionamos por primera vez 
una muestra en una población. Y finalmente, hay que definir el nivel de con-
fianza deseado, que es el complemento del error estándar máximo aceptable 
(los niveles más comunes son el 95 y 99%). Si el error elegido fue de 5%, el 
nivel de confianza será el 95% (Hernández et al., 2010).
A manera de ejemplo, un programa para determinar el tamaño mínimo 
de la muestra nos arrojará de manera automática una muestra (n) de 377 
personas a encuestar si partimos de los siguientes valores (cuando no tene-
mos referencias de muestreos anteriores):
Población (N) = 20 000 (personas).
Porcentaje de error = 5%
Nivel de confianza = 95%
Porcentaje estimado de la muestra p + q = 1, p = 50%.
Muestra recomendada (n) = 377 (376.938, pero se puede cerrar a 377)
En la operación del programa, se podrá observar que cuando cambiamos 
los valores en los porcentajes de error, nivel de confianza y del porcentaje 
estimado de la muestra, el tamaño de la muestra (n) variaría conforme au-
menten o disminuyan dichos valores. La expresión matemática del tamaño 
de la muestra puede considerarse intuitiva, aunque su desarrollo puede lle-
var a formulaciones tan complejas como se desee, como en los casos en que 
se requerirá de tamaños de muestras donde son necesarias estimaciones más 
precisas de los valores (como la varianza de la población y la desviación 
estándar). Para ello, es recomendable consultar textos de estadística y de 
elaboración de encuestas.
Actualmente existen muchos textos y programas que permiten determi-
nar el tamaño óptimo de la muestra. Un error serio y frecuente es que el 
investigador esté más preocupado por el tamaño de la muestra que por la 
representatividad. Una muestra pequeña que sea representativa es preferible 
a una muestra grande no representativa. Un ejemplo clásico de cómo no 
seleccionar una muestra ocurrió en la encuesta presidencial de 1936 en los 
Estados Unidos (Alf Landon y Franklin Roosevelt), conducida por el ahora 
extinto periódico Literacy Digest. Se enviaron tarjetas a una muestra no 
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representativa de 12.000.000 de personas directamente seleccionadas de los 
directorios telefónicos y de listas de registro de automóviles.
Los 2.500.000 (21% de los encuestados) que regresaron las tarjetas 
constituyen una de las mayores muestras registradas. El 57% de los que 
contestaron indicaron una preferencia por el candidato republicano Alf 
Landon. Sin embargo, para desengaño de la publicación, Franklin Roo-
sevelt fue electo por gran mayoría. En esta misma contienda las encuestas 
de George Gallup con muestras menores a 2 000 personas resultaron más 
precisas que una encuesta 1 000 veces mayor. Obviamente, los propietarios 
de automóviles y las personas con teléfono en casa no fueron una muestra 
representativa. Esto evidencia que el tamaño de la muestra nunca puede 
compensar la carencia de representatividad (Hopkins, Hopkins & Glass, 
1997).
Lo anterior nos lleva a pensar que en las ciencias sociales necesitamos 
muestras, pero también que no cualquier muestra es válida. Por lo tanto, 
necesitamos establecer una buena muestra, es decir, aquella que cumpla con 
los objetivos que justifiquen su existencia. Por eso en la literatura se discute 
sobre muestras representativas, o bien, sobre muestras sesgadas para indi-
car lo contrario (Lévy & Varela, 2003).
El primer principio de una investigación con muestra es que todos los 
miembros del grupo elegido para el estudio tengan la misma oportunidad 
de ser incluidos en la muestra. Esto puede asegurarse a través de una selec-
ción aleatoria, pero también debemos considerar no caer en la tentación de 
medir lo más obvio y fácilmente accesible; si hacemos esto, nuestra muestra 
será de «lo accesible», no del grupo entero.
Un ejemplo de ello se da cuando se examina la condición física de los 
escolares. Se debe delimitar el área de estudio y se deben listar todos los 
colegios y averiguar el número de niños matriculados. El grupo así selec-
cionado sería coextensivo con el concepto de «escolares matriculados». Lo 
importante aquí es que en la medición se deben tener en cuenta tanto a los 
niños presentes en el colegio como a los ausentes, porque, de otro modo, 
se estaría utilizando el grupo más pequeño de los «escolares presentes en el 
colegio». Esto podría dar resultados imperfectos, porque el grupo de niños 
ausentes puede contener una gran proporción de alumnos menos capacita-
dos físicamente.
En todo caso, el grupo seleccionado así no incluiría a los niños que no 
sean del distrito ni a los que son especialmente tratados en instituciones. 
Esto nos lleva a considerar que no sólo la aleatoriedad es importante, sino 
también un conocimiento cuidadoso y exacto del grupo que se va a evaluar 
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(Bowley, 2005; López & Lozarez, 2007) y que nos permita diseñar una 
muestra representativa. La representatividad viene a ser la cualidad central 
de una muestra y por ello debería constituir el objetivo casi obsesivo para 
un diseñador del muestreo (Lévy & Varela, 2003).
El muestreo aleatorio simple es el proceso de selección básico; todos los 
demás pueden verse como variaciones que se han introducido para pro-
porcionar diseños más prácticos, económicos o precisos (Kish citado por 
Maxim, 2002). Lo que es importante señalar es que en las muestras pro-
babilísticas, cualquiera que sea el método adoptado, en la última etapa, los 
elementos deben ser seleccionados al azar.
Una muestra que no es estratificada se da cuando se considera en el 
muestreo (aleatorio) a toda la población en una sola etapa o segmento. En 
cambio las muestras estratificadas requieren que la población se segmente 
en subpoblaciones homogéneas. Es decir, que la población a la que vamos 
a sacar una muestra sea divisible en grupos que difieran entre ellos por 
las características que van a ser medidas. Puede conseguirse una seguridad 
adicional en la estimación de los promedios generales tomando una pro-
porción igual de objetos de cada grupo, en vez de una muestra aleatoria de 
todo el grupo. Este método se utiliza por ejemplo en una encuesta social o 
económica de un pueblo, en la que se selecciona una proporción igual de 
casas de cada calle o distrito para su examen (Bowley, 2005).
De esta forma podemos definir que un estrato, “es una porción de la po-
blación que contiene unidades que cuentan con una misma característica. 
La variable que define esta característica se denomina variable de estrati-
ficación. Todas las unidades y sólo éstas, que comparten esa misma carac-
terística (ese mismo valor en la variable), componen el estrato” (Lévy & 
Varela, 2003, p. 139).
Dentro de los estratos, las unidades son más o menos similares respecto 
de las características que se desean medir. Si esto puede lograrse de forma 
razonable, tendremos que los estratos serían internamente homogéneos, es 
decir, la variabilidad entre una unidad y otra de un mismo estrato será pe-
queña. “Esto significa que el error muestral de una estimación basada en 
una muestra probabilística seleccionada del estrato deberá ser pequeño. Es 
así como la estratificación genera una precisión mayor de las estimaciones 
hechas” (Raj, 1979).
Otra razón es que las estimaciones de una precisión especificada pueden 
requerirse no sólo para toda la población sino también para realizar estima-
ciones específicas para subdivisiones de ella (para estimar valores para ana-
lizar a los estratos), por ejemplo, analizar las diferencias entre los alumnos 
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de diversas carreras o de diversos semestres de estudio (grados de avance 
en los estudios).
La estratificación representa la mejor expresión de control, que en este 
caso se refiere al control sobre la selección, no sobre los encuestados. El 
control específico surge de actuar sobre determinados valores de la variable 
que se desea controlar. Pongamos el caso que nos interesa realizar un estu-
dio (para una campaña electoral) sobre la cantidad de horas que las per-
sonas invierten en ver televisión. Se sostiene que este comportamiento está 
relacionado con la edad. Para aumentar las garantías de representatividad, 
se puede conseguir que la muestra coincida con la población en la distribu-
ción de la variable edad. Para ejemplificar, diremos que por cuestiones de 
tiempo y de economía, nos interesa obtener una muestra de 400 individuos 
que surgen de una población con 200 mil personas (votantes). Esto implica 
que será seleccionada una de cada 500. La variable edad se distribuye en la 
población de tal forma que existen 74 mil personas con edades de 18 a 25 
años, 50 mil personas con edades comprendidas entre 26 y 35 años, 46 mil 
personas con edades de 36 a 50 años, y 30 mil personas con más de 50 años 
(Véase la tabla 1).
El objetivo es conseguir la misma porción de personas de cada grupo de 
edad (estrato). Si la variable edad está fuertemente relacionada con el tiem-
po que las personas invierten en ver televisión, tendremos cierta sensación 
de que la muestra, al ser estratificada, también reduce la distribución de esta 
última variable.
Tabla 1
Estratificación de la variable edad
Rango de edades 18-25 26-35 36-50 50- Total
Población (votante) 74000 50000 46000 30000 200000
Porcentaje (respecto a la población) 37.00% 25.00% 23.00% 15.00% 100.00%
Tamaño del estrato (muestra) 148 100 92 60 400
Nota El porcentaje se refiere a la relación entre el tamaño del estrato (rango de edades) y la 
población total (población del rango de edades/población total).
Sin embargo, además de la edad, existen otras variables que pueden en-
contrarse fuertemente relacionadas con el tiempo que la gente pasa vien-
do televisión, como el caso del género, donde hombres y mujeres pueden 
comportarse de manera diferente. Si se contemplan dos niveles de género, 
a la vez que los cuatro rangos considerados en la edad, se obtienen ocho 
combinaciones resultantes 4 x 2 = 8 perfiles diferentes, que son: mujeres 
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entre 18 a 25 años, mujeres entre 26 y 35 años... hombres entre 18 a 25 
años, hombres entre 26 y 35 años... Recordemos que el “objetivo es buscar 
representatividad, con respecto a los objetivos de medida del estudio” (Lévy 
& Varela, 2003, p. 98).
En este mismo ejemplo, otra variable más que se puede incorporar sería 
el nivel de estudios. Supongamos que consideramos cinco niveles diferentes: 
[1] sin estudios, [2] con educación básica, [3] con educación secundaria, [4] 
con estudios de licenciatura y [5] con estudios de posgrado. Tendríamos ya 
5 X 8 = 40 perfiles diferentes que tienen que ver con la muestra, salvando 
su misma distribución poblacional. Y el proceso puede continuar, puede 
añadirse una cuarta variable y una quinta... Se podrá reflexionar que el 
proceso no tiene sentido más allá de unas pocas variables, ya que en la 
práctica utilizar más de dos variables complica significativamente el estudio 
al investigador.
Lo recomendable es que si no es posible un control específico realizado 
concienzudamente sobre algunas de las variables concretas, el investigador 
deberá conformarse con uno menos exigente. Lo importante es que no de-
penda del investigador, ni de la relación de las variables, el hecho de que se 
puedan generar sesgos importantes. Es benéfico recordar, para tranquilidad 
del investigador, que para esos casos el azar (la selección aleatoria) habrá 
de controlar más variables de las que ha podido atender el investigador en 
la muestra estratificada, ya que de acuerdo con Lévy y Varela (2003), “el 
control que realiza el azar es muy peculiar. En la práctica se observa que 
funciona bastante bien” (p. 99).
Hasta ahora se ha considerado la representación en la estratificación 
considerando el procedimiento de afijación, en este caso afijación propor-
cional. El sustento de este procedimiento lo describe Kish, citado por Her-
nández et al. (2010), y su fundamento es que en un número determinado de 
elementos muestrales (n = Σnh), la varianza de la media muestral `y puede 
reducirse al mínimo, si el tamaño de la muestra para cada estrato es propor-




En donde la muestra n será igual a la suma de los elementos muestrales 
nh. Es decir, el tamaño de la n y la varianza de`y pueden minimizarse, si cal-
culamos “submuestras” proporcionándoles a éstas, la desviación estándar 
de cada estrato. Esto es:




En donde nh y Nh son muestra y población de cada estrato, y sh es la 
desviación estándar de cada elemento en un determinado estrato. Entonces 




Siguiendo con nuestro ejemplo, la población es de 200 000 personas 
(votantes) y el tamaño de la muestra es n = 400. La fracción constante para 
determinar los estratos de la muestra es: (ksh = n/N). Al sustituir tenemos: 
(400/200 000 = 0.002), donde 0.002 es la fracción constante, con la cual 
podemos determinar también los tamaños de los estratos, como se aprecia 
en la tabla 2:
Tabla 2
Muestreo estratificado utilizando fracción constante de Kish
Rango de edades 18-25 26-35 36-50 50- Total
Población (votante) 74000 50000 46000 30000 200000
Tamaño del estrato (muestra) 148 100 92 60 400
Nota Tamaños del estrato obtenidos a través de multiplicar la población del rango de edad 
por la fracción constante (.002).
La estratificación conlleva ponderación, es decir, el proceso mediante el 
cual se restituye el peso que debe tener cada subcolectivo poblacional (es-
trato) en la muestra para que todos tengan el mismo peso o porcentaje de 
representación en los análisis estadísticos. El muestro proporcional, como 
se puede apreciar, no requiere de mayores comentarios, ya que todos los 
estratos son calculados para tener el mismo peso y, como se ha mencionado, 
se ha soportado sólo en la intuición.
En cambio, sí se requiere profundizar en el concepto de asignación ópti-
ma (nópt), que se utiliza para asignar más de la muestra total a los estratos 
con varianzas más grandes (que no fueron identificados en la afijación pro-
porcional). Es decir, a medida que aumenta la varianza del estrato, aumenta 
el tamaño del estrato. Para la asignación óptima, como se puede advertir, 
“se requiere de información existente confiable sobre la varianza de los es-
tratos. En consecuencia es un procedimiento que se aplica cuando se levanta 
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la misma encuesta varias veces” (Maxim, 2002, p. 158). La expresión lógica 
es también intuitiva (pero su desarrollo implica formulaciones más comple-









Donde “wi representa el coeficiente de ponderación o el peso de cada 
uno de los ni datos del subcolectivo i (estrato, muestra, dominio...) y n’i 
indica el número de unidades que deberán observarse para que la represen-
tación del colectivo i fuera proporcional a su participación en la población” 
(Lévy & Varela, 2003, p. 110).
Un tamaño de muestra óptimo (nópt) evitaría problemas de sobrerrepre-
sentación (cuando un estrato contiene más elementos muestrales que los ne-
cesarios), lo cual tienen un impacto en los hallazgos, como lo demuestra en 
su caso de estudio Gimeno (2010), sobre dos encuestas, en las que analiza 
los porcentajes de hombres y de mujeres que participaron en ellas. Gimeno 
encontró resultados claros de una importante infrarrepresentación de los 
hombres, y a partir de los análisis desarrollados pudo concluir que la raíz de 
la sobrerrepresentación de mujeres tenía como causa metodológica la forma 
que tomaban las unidades de análisis y las unidades muestrales finales y las 
técnicas de encuestaje usadas para captar a estas unidades en la encuesta, y 
concluye que las diversas sobrerrepresentaciones (de las mujeres) son una 
consecuencia indirecta del diseño muestral utilizado y, directamente, de las 
técnicas de encuestaje (entrevista personal directa) que se han enmarcado 
en el diseño muestral.
3. UN EJEMPLO
El ejemplo siguiente proviene de un estudio cuantitativo publicado por 
Segoviano, Palomo y Cantú (2013) en la Revista Investigación Biblioteco-
lógica y titulado “Factores endógenos y exógenos que impactan en el uso 
de la biblioteca en tres universidades del área metropolitana de Monterrey, 
Nuevo León”, y del cual se destacan la población y la muestra.
La población objeto de estudio fue de 11 276 alumnos de sexto semestre 
que pertenecían a un universo de 96 941 alumnos inscritos en las institucio-
nes de educación superior (IES). El género de la población fue representado 
por 50.3% hombres y 49.7% de mujeres. El tamaño óptimo de la muestra 
se acordó en 330 cuestionarios. Debido a las diferencias significativas en la 
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cantidad de los alumnos de las tres IES, se utilizó una muestra estratificada. 
Dicha población se dividió en tres áreas del conocimiento: 1. Ciencias de 
la salud, 2. Ciencias sociales y humanidades y 3. Ciencias exactas. Con el 
propósito de obtener una mayor representación para el estudio de campo 
se distribuyeron 850 cuestionarios. De los 850 cuestionarios distribuidos 
se recuperaron 620, de los cuales sólo 585 resultaron completos. De estos 
últimos se seleccionaron 497, mediante el programa Minitab, para obtener el 
mejor ajuste del modelo.
Ahora veamos el proceso seguido para elaborar el muestreo estratifica-
do, el cual se presentará mediante tablas de contingencia para describir la 
población, el tamaño óptimo de la muestra y el de cada uno de los estratos.
Como se mencionó, la población objeto de estudio la conformaron 11 
276 alumnos de sexto semestre, que pertenecía a un universo de 96 941 
alumnos de tres universidades o instituciones de educación superior (IES). 
La tabla 3 presenta estos datos. En ella se pueden observar diferencias im-
portantes entre las poblaciones de alumnos de estas 3 IES. La IES 1 es ma-
yor que las dos restantes IES; la IES 2, es el 21.21% de la IES 1, y la IES 3 
es apenas un diminuto 6.3%.
Tabla 3
Universo y población objeto del estudio
Institución Universo(Total de alumnos de pregrado)
Población
(Total de alumnos de sexto semestre)
IES 1 74,619 8,843
IES 2 14,614 1,876
IES 3 7,708 557
Total 96,941 11,276
La delimitación de esta población de 3 universidades (IES) la definieron 
los investigadores en base a que las tres IES seleccionadas para el estudio 
tienen como característica común que cuentan con biblioteca física y tam-
bién con una biblioteca digital (esta última con al menos 5 años de propor-
cionar servicio a su comunidad universitaria), excluyendo a las IES que no 
contaban con biblioteca digital o cuya biblioteca digital no tenía al menos 
5 años de servicio al momento del estudio.
La tabla 4, Población por género, permite apreciar un equilibrio entre la 
cantidad de hombres y mujeres, al oscilar los porcentajes de ambos géneros 
en cantidades cercanas al 50%.
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Tabla 4
Población por género
Institución Población (alumnos de sexto semestre) Hombres (%) Mujeres (%)
IES 1 8,843 4,383 (49.6) 4,460 (50.4)
IES 2 1,876 1,046 (55.8) 830 (44.2)
IES 3 557 240 (43.1) 317 (56.9)
Total 11,276 5,669 (50.3) 5,607 (49.7)
Es importante identificar que la unidad de análisis del estudio (lo que se 
pretende medir) fueron los alumnos de sexto semestre de licenciatura que 
pertenecen a las tres IES participantes en la investigación. La unidad de 
análisis se estableció a nivel individuo porque, como señala Marín (2006), 
es el usuario el elemento principal de un sistema de información y la im-
portancia de su correcto estudio y comprensión es indispensable para un 
adecuado diseño de productos y servicios de información. En este mismo 
sentido Busha y Harter (1990) mencionan que “en bibliotecología, ciencias 
de la información y otras ciencias sociales, los sujetos de la investigación 
son frecuentemente personas: por ejemplo, usuarios, bibliotecarios o estu-
diantes” (p. 37).
En el caso particular de esta investigación la unidad de análisis se esta-
bleció también debido a factores económicos y cronológicos y por las im-
plicaciones para encuestar y analizar a los alumnos de todos los semestres 
de licenciatura en las tres IES.
Se consideró el sexto semestre, con el fin de captar las percepciones de 
los alumnos que se encuentran a mitad de sus estudios profesionales, consi-
derando que los alumnos de los últimos semestres tienen mayor experiencia 
en el uso de la biblioteca y no son representativos de los alumnos de reciente 
ingreso. Como señala Mason (2010), “la realidad es que la mayoría de los 
alumnos que inician en la universidad no están preparados para manejar 
las demandas de sus cursos, principalmente porque no tienen experiencia 
en bibliotecas grandes, no saben cómo es que estas trabajan y porque no 
han adquirido las habilidades necesarias para investigar en ellas” (sección 
de Conclusiones ¶ 1).
En cualquiera de los dos casos, la experiencia o la inexperiencia genera-
rían una tendencia no deseada en los resultados hacia la motivación en el 
uso de la biblioteca.
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Para estimar el tamaño óptimo de la muestra se utilizó la ecuación to-
mada de Davis (2001), a través de la cual la muestra se determinó en 330 
cuestionarios. Dicha ecuación y sus elementos constitutivos son:
nop = tamaño óptimo de la muestra
N = tamaño de la población
s = varianza (o estimador poblacional)
B = error permisible (precisión)














Para el caso de este estudio los valores aplicados en la fórmula para ob-

















Es necesario señalar que los valores de s, B y z, se especificaron en razón 
de que el estudio consideró aplicar una escala tipo Likert que va del 1 al 5. 
Según Thietart et al. (2001), cuando la escala Likert va de 1 a 5, si la media 
tiende a 3, entonces la varianza tiende a 2 y la desviación estándar es de 
1.41. Se toma este valor como referencia, con un 95% de confianza y un 
error tolerable de +-0.15 (el 5% de 3) para utilizarse como estimación del 
intervalo del parámetro poblacional.
En la selección de los 330 elementos muestrales para participar en el 
estudio, se utilizó el muestreo probabilístico estratificado, ello debido a que 
las bibliotecas de las IES participantes presentan diferencias significativas 
en la cantidad de sus alumnos de sexto semestre (población del estudio). 
Una vez determinada la muestra, la aplicación de las encuestas se realizó 
de manera aleatoria en cada universidad. La aplicación se realizó fuera de 
la biblioteca, en el salón de clases, y fue dirigida por los profesores de los 
cursos, presentes en el momento de la aplicación.
De acuerdo con Kish citado por Hernández, Fernández-Collado y Bap-
tista (2008) “la estratificación aumenta la precisión de la muestra e implica 
el uso deliberado de diferentes tamaños de muestra para cada estrato” (p. 
248).
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Para determinar el tamaño de los estratos, se utilizó la fracción constante 
de Kish, con la cual el total de cada subpoblación deberá de multiplicarse 





Donde n = tamaño de la muestra y N = población, que en nuestro caso 





La tabla 5 describe los valores mínimos de la muestra estratificada, re-
queridos para cada una las universidades participantes en el estudio, mismos 
que se elaboraron a partir de aplicar la fracción constante a cada población.
Tabla 5
Muestra estratificada de alumnos por universidad
Institución Población Muestra Estratificada
IES 1 8,843 259
IES 2 1,876 55
IES 3 557 16
Total 11,276 330
Nota Fracción constante aplicada para determinar el muestreo estratificado =.0292657.
Como se mencionó con anterioridad, es también interés de la investi-
gación conocer las variables que influyen en las diversas áreas del cono-
cimiento, por lo que se analizaron los resultados de tres segmentos de la 
población, es decir, los alumnos de 3 áreas del conocimiento, definidas así 
para el estudio: 1) Ciencias de la salud, 2) Ciencias sociales y humanidades, 
y 3) Ciencias exactas
Lo anterior con el propósito de conocer si existen diferencias significa-
tivas entre los alumnos de estos segmentos. Para este fin se establecieron 
muestras estratificadas para cada población (área del conocimiento) de ca-
da una de las tres universidades o Instituciones de Educación Superior (IES). 
La población de los alumnos de sexto semestre de las tres IES distribuida en 
las tres áreas del conocimiento de cada universidad se describe en la Tabla 
6.
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Tabla 6
Distribución de la población de las IES, por área de conocimiento
Instituciones de Educación Superior (IES)
Área del conocimiento IES 1 IES 2 IES 3 TOTAL
1. Ciencias de la salud 2,138 361 160 2,659
2. Ciencias sociales y humanidades 4,025 539 303 4,867
3. Ciencias exactas 2,680 976 94 3,750
Total 8,843 1,876 557 11,267
La distribución de la población de alumnos por género se encuentra en 
la tabla 7. Esta tabla ofrece un panorama sobre la cantidad de hombres y 
de mujeres en las distintas áreas del conocimiento.
Tabla 7
Población y género por área del conocimiento de las tres IES
IES 1
Población Hombres Mujeres
Ciencias de la salud 2,138 875 1,263
Ciencias sociales y humanidades 4,025 1,627 2,398
Ciencias exactas 2,680 1,881 799
(Total) (8,843) (4,383) (4,460)
IES 2
Población Hombres Mujeres
Ciencias de la salud 361 188 173
Ciencias sociales y humanidades 539 233 306
Ciencias exactas 976 625 351
(Total) (1,876) (1,046) (830)
IES 3
Población Hombres Mujeres
Ciencias de la salud 160 67 93
Ciencias sociales y humanidades 303 122 181
Ciencias exactas 94 51 43
(Total) (557) (240) (317)
La muestra estratificada para cada una de las tres áreas del conocimien-
to definidas en el estudio se describe en la tabla 8, en la cual se observa la 
453Métodos y técnicas cualitativas y cuantitativas aplicables a la investigación...
población de alumnos de sexto semestre de cada IES y la cantidad de cues-
tionarios requeridos (muestra) para cada una de ellas. Por su naturaleza, 
esta muestra es probabilística estratificada, ya que la población se divide 
en segmentos y se determinó una muestra para cada área del conocimiento 
(segmento), como se puede observar en esa tabla.
Tabla 8
Población y su muestra, por institución y por áreas de conocimiento
Área del conocimiento
Institución
IES 1 IES 2 IES 3
Alumnos Muestra Alumnos Muestra Alumnos Muestra
Ciencias de la salud 2,138 (63) 361 (11) 160 (5)
Ciencias sociales y humanidades 4,025 (118) 539 (16) 303 (9)
Ciencias exactas 2,680 (78) 976 (29) 94 (3)
Total 8,843 (259) 1,876 (56)* 557 (17)*
Nota 1 Los alumnos son la población de sexto semestre y la muestra es la cantidad mínima 
de cuestionarios necesarios para el estudio.
Nota 2 *En esta tabla, donde se estratifica por área de conocimiento, el tamaño de la muestra 
se elevó a 332 cuestionarios, por el redondeo en las IES 2 y 3 (Resultado diferente al 
de la tabla 5, donde el tamaño de la muestra es de 330).
Con el propósito de obtener una representación apropiada para el estu-
dio de campo, se distribuyeron 850 cuestionarios, con el fin de recolectar 
una muestra mayor a la determinada en la Tabla 9 (330 cuestionarios). De 
los 850 cuestionarios distribuidos se recuperaron 620, de los cuales sólo 
585 resultaron completos. La tabla 9 describe la cantidad de cuestionarios 
necesarios para cada muestra y la cantidad de cuestionarios considerados 
para el estudio.
Como se puede apreciar en esta tabla, se logró obtener más de 30 cues-
tionarios en cada una de las áreas del conocimiento de las tres IES. Es el caso 
de la IES 3, la cual sólo requería de 5, 9 y 3 cuestionarios en sus respectivas 
áreas del conocimiento (y al final se recuperaron 33, 61 y 32 cuestionarios 
respectivamente). Lo anterior con el fin de permitir contrastar estadística-
mente los resultados de cada una de estas muestras (subpoblaciones) con las 
demás muestras del estudio.
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Tabla 9
Muestra estratificada de cuestionarios necesarios y de cuestionarios 
obtenidos, por área de conocimiento y por institución
Área del conocimiento
Institución












Ciencias de la salud (63) 86 (11) 36 (5) 33
Ciencias sociales y humani-
dades (118) 124 (16) 61 (9) 61
Ciencias exactas (78) 91 (29) 61 (3) 32
Total 259 301 (56) 158 (17) 126
Nota Los cuestionarios Necesarios son la cantidad mínima de cuestionarios requeridos es-
tadísticamente para el estudio (330) y los Aplicados son los cuestionarios reales que 
fueron llenados por los alumnos (585).
La necesidad de ampliar la muestra en los estratos donde la cantidad fue 
inferior a 30 elementos muestrales radica en el teorema del límite central. 
De acuerdo con este teorema, al seleccionar muestras aleatorias simples 
de tamaño n de una población, la distribución muestral de la media de la 
muestra`X se puede aproximar con una distribución normal de probabili-
dades, cuando el tamaño de la muestra es grande (Levy & Varela, 2003; An-
derson, 1999). En la práctica general de la estadística es dado suponer “que 
para la mayoría de las aplicaciones, la distribución muestral de`X se puede 
aproximar mediante una distribución normal de probabilidades siempre 
que el tamaño de la muestra sea de 30 o más.” (Anderson, 1999, p. 265).
Esto satisface la condición de muestra grande del teorema de límite cen-
tral y permite realizar inferencias de los estadígrafos. Sin embargo, no de-
bemos olvidar que para realizar inferencias más rigurosas entre los estratos 
es necesario calcular el tamaño óptimo de las muestras de cada estrato con 
respecto a la población, como ya se especificó con anterioridad. Para ello se 
requiere de resultados de muestreos anteriores como los pretest, o paráme-
tros de la población obtenidos en estudios anteriores.
Como recomendación, el tamaño óptimo de la muestra es el tamaño mí-
nimo que requerimos para validar los resultados del estudio. Sin embargo, 
en los estudios de encuestas es necesario considera las tasas de respuestas y 
las formas en que éstas pueden tratarse, es decir, no obstante que se emplean 
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métodos para persuadir a los no respondientes como asegurar la confiden-
cialidad de la información y explicar los propósitos de la investigación, es 
posible que tengamos tasas del 30% y hasta del 60% de personas que no 
han cooperado con información pertinente para el estudio (Maxim, 2002; 
Raj, 1979).
El investigador debe emplear toda la persuasión que pueda para que esta 
tasa disminuya hasta donde sea posible, ya que no se puede pasar por alto 
que la exclusión de los no respondientes traerá errores sistemáticos en los 
resultados (como ya se explicó anteriormente con la infrarrepresentación), 
debido a que los no respondientes difieren a menudo en muchos aspectos 
de los respondientes. El reto del investigador es reducir estos inconvenientes 
y solventarlos ampliando el marco muestral (listas de registro) mediante la 
aleatoriedad, ya que los estudios de encuestas especializadas se realizan una 
sola vez.
En este caso se obtuvieron 585 cuestionarios que se capturaron en Mini-
tab y en SPSS para las pruebas estadísticas de regresión múltiple, ya que la 
investigación se estableció como explicativa.
Previo a la aplicación de la técnica estadística de regresión múltiple en 
SPSS, se identificaron en el paquete estadístico Minitab observaciones influ-
yentes o poco comunes. De tal manera que de los 585 cuestionarios, se ade-
cuó la muestra a 497 cuestionarios. Igual situación ocurrió al identificar las 
muestras individuales para cada una de las IES participantes en el estudio. 
La tabla 10 contiene los resultados de este análisis.
Tabla 10
Cuestionarios seleccionados mediante Minitab para el Análisis de 
Regresión




Utilizados en Análisis 
de Regresión
IES 1 8,843 259 301 267
IES 2 1,876 55 158 144
IES 3 557 16 126  86
Total 11,276 330 585 497
Nota Los cuestionarios utilizados en el Análisis de Regresión fueron seleccionados median-
te el programa estadístico Minitab. Los cuestionarios eliminados fueron identificados 
por Minitab como observaciones influyentes o poco comunes. Estas observaciones 
tienen un impacto desproporcionado en un modelo de regresión y/o ANOVA. Es im-
portante identificarlas (eliminarlas) porque pueden producir resultados engañosos. 
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Por ejemplo, un coeficiente significativo pudiera parecer no significativo. Las obser-
vaciones influyentes pueden ser: a) Puntos de apalancamiento que se encuentran en el 
extremo de la dirección x, b) Valores atípicos, que se encuentran en el extremo de la 
dirección y con respecto a la línea de regresión ajustada. (Minitab, Versión 15, Sección 
Glosario, observación poco común).
A este respecto Hair et. al (1999) “recomienda al investigador que eli-
mine las observaciones verdaderamente excepcionales pero que esté en 
guardia contra la destrucción de observaciones que, aunque diferentes sean 
representativas de la población” (p. 179). Por esta razón no se permitió que 
los tamaños de las muestras fueran inferiores a los establecidos estadística-
mente, como se puede observar en la tabla 10, en donde de los 301 cuestio-
narios obtenidos de la IES 1, se utilizaron en el análisis de regresión múltiple 
267 de ellos, cantidad superior a los 259 necesarios estadísticamente.
El investigador debe estar preparado para salvar estos inconvenientes 
y considerarlos también en la planeación de la aplicación de la encuesta 
(la tasa de respuestas y su corrección dentro de los márgenes del marco 
muestral), con el fin de obtener una muestra representativa y que cumpla 
los requerimientos de tamaño y calidad para los análisis estadísticos prees-
tablecidos.
Finalmente, resultados posteriores como el análisis de frecuencias de los 
alumnos participantes en el estudio de la tabla 11, dan prueba de la repre-
sentatividad de la muestra, al comparar estos resultados con la población, 
que se puede observar en la tabla 4, Población por género, donde los por-
centajes de hombres y mujeres se encuentran también cercanos al 50%.
Tabla 11
Género de los alumnos participantes
Género Frecuencia % % acumulado
Masculino 292 (49.9) 49.9
Femenino 293 (50.1) 100
Total 585 (100)
4. CONCLUSIONES
En la investigación social, y particularmente en la tendencia de los análi-
sis cuantitativos, se busca la generalización de los descubrimientos a partir 
de una muestra representativa, debido a la imposibilidad de estudiar a to-
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dos los casos de la población objeto de estudio. Sin embargo, no cualquier 
muestra es válida, pues ello depende de las características del estudio y de 
la población.
El tamaño, la representatividad y la aleatoriedad de la muestra son los 
principios y cualidades especiales que proporciona al estudio la validez cen-
tral de la muestra utilizada. Por tal razón el diseño del muestreo es un ob-
jetivo ineludible que se debe cumplir en función de los recursos financieros, 
el tiempo de duración del estudio, los materiales y demás implicaciones que 
conllevaría el analizar a la población completa. Una muestra es, no obstan-
te, de escasa utilidad, a no ser que tengamos conocimiento de la población 
a la que pertenece, y los medios para juzgar esto último con precisión.
En cualquier análisis de datos, la recolección de información y la calidad 
de la información son básicas para poder realizar las generalizaciones y es 
donde principalmente se enfocan las discusiones sobre qué tan representati-
va es la muestra en función de los sesgos que en ella se puedan detectar. Las 
bondades que el azar y el muestreo estratificado ofrecen al diseño muestral 
permiten, cuando son bien llevados por el investigador, esta representativi-
dad, que le permitirá sostener los hallazgos obtenidos como válidos para 
toda la población estudiada, que al fin de cuentas es el propósito de todo 
investigador social.
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