Gaussian bounds for the inhomogeneous Landau equation with hard
  potentials by Snelson, Stanley
ar
X
iv
:1
80
5.
10
26
4v
1 
 [m
ath
.A
P]
  2
5 M
ay
 20
18
THE INHOMOGENEOUS LANDAU EQUATION WITH HARD POTENTIALS
STANLEY SNELSON
Abstract. We consider weak solutions of the spatially inhomogeneous Landau equation with
hard potentials (γ ∈ (0, 1]), under the assumption that mass, energy, and entropy densities are
under control. In this regime, with arbitrary initial data, we show that solutions satisfy pointwise
Gaussian upper and lower bounds in the velocity variable. This is different from the behavior
in the soft potentials case (γ < 0), where Gaussian estimates are known not to hold without
corresponding assumptions on the initial data. Our upper bounds imply weak solutions are C∞
in all three variables, and that continuation of solutions is governed only by the mass, energy,
and entropy.
1. Introduction
The Landau equation is an integro-differential kinetic model arising in plasma physics. See, e.g.
[5, 16] for the physical background. For (t, x, v) ∈ [0, T ] × Rd × Rd, the solution f(t, x, v) ≥ 0
satisfies
∂tf + v · ∇xf = ∇v ·
(∫
Rd
a(v − w)[f(w)∇f(v) − f(v)∇f(w)] dw
)
, (1.1)
a(z) = ad,γ|z|γ+2
(
I − z|z| ⊗
z
|z|
)
,
where ad,γ > 0 is a physical constant and f(w) = f(t, x, w), etc. We are interested in the case of
hard potentials, i.e. γ ∈ (0, 1]. (In fact, our results hold for any γ ∈ (0, 2), but γ ∈ (0, 1] is the case
of interest in the literature.)
Functions of the form ce−α|v−v0|
2
for v0 ∈ Rd and c, α > 0 (referred to as Maxwellians) are
equilibrium solutions of (1.1). Our goal in this article is to prove, under relatively weak a priori
assumptions, that solutions of (1.1) are bounded above and below by Maxwellians, and that these
estimates depend only on physically meaningful quantities. Define
Mf (t, x) =
∫
Rd
f(t, x, v) dv, (mass density)
Ef (t, x) =
∫
Rd
|v|2f(t, x, v) dv, (energy density)
Hf (t, x) =
∫
Rd
f(t, x, v) log f(t, x, v) dv. (entropy density)
These hydrodynamic quantities corresponding to f are physically observable at the macroscopic
scale. We will assume throughout that for all t ∈ [0, T ] and x ∈ Rd,
0 < m0 ≤Mf (t, x) ≤M0, Ef (t, x) ≤ E0, and Hf (t, x) ≤ H0, (1.2)
for some constants m0, M0, E0, H0. In the spatially homogeneous case (when f is independent
of x and the equation has a parabolic structure), it is known that mass and energy are conserved,
and entropy is nonincreasing, so it would be enough to assume finite mass, energy, and entropy in
the initial data. But these properties are not known to hold in the spatially inhomogenous case,
The author would like to thank Luis Silvestre for several helpful discussions regarding this work.
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so we include (1.2) as an assumption. We say a constant is universal if it depends only on d, γ,
m0, M0, E0, and H0.
We will work with solutions satisfying
Gf (t, x) :=
∫
Rd
|v|γ+2f(t, x, v) dv ≤ G0, (1.3)
for some G0 > 0. This allows us to make sense of the right-hand side of (1.1), but we will seek
estimates that do not depend quantitatively on G0. Assumption (1.3) would clearly be unnecessary
in the case γ ≤ 0.
We say that f ≥ 0 satisfying (1.2) and (1.3) is a weak solution of (1.1) if f , ∇vf , and (∂t+v·∇x)f
are in L2loc([0, T ]×R2d) and the weak (i.e. integral) formulation of the equation is satisfied for any
test function in H10 (R
2d+1).
Our first main result gives pointwise Gaussian upper bounds for weak solutions:
Theorem 1.1. Let γ ∈ (0, 1], and let f be a bounded weak solution to the Landau equation (1.1)
on [0, T ]× R2d, satisfying (1.2) and (1.3). Then there exists a decreasing function K : R+ → R+
with K(t)→∞ as t→ 0+, such that
f(t, x, v) ≤ K(t)e−α|v|2 , (t, x, v) ∈ (0, T ]× R2d,
with K(t) and α > 0 depending on universal constants and G0.
Furthermore, there exist a decreasing function J and an increasing function β from R+ → R+
with J(t)→∞ and β(t)→ 0 as t→ 0+, such that
f(t, x, v) ≤ J(t)e−β(t)|v|2 , (t, x, v) ∈ (0, T ]× R2d,
with J(t) and β(t) depending on universal constants. In particular, J(t) and β(t) are independent
of G0.
Explicit expressions for K(t), J(t), and β(t) are given below. Note that all three functions are
independent of the time of existence T .
The key step in the second statement of Theorem 1.1 is finding an upper bound for Gf (t, x)
that is independent of G0 (Theorem 3.3). Since this upper bound does not depend on the initial
data, it must blow up as t→ 0, which is why β(t) in Theorem 1.1 degenerates as t→ 0.
By the estimate of [10], f is locally Ho¨lder continuous in its entire domain. The Gaussian
bounds of Theorem 1.1 allow us to pass regularity of f to regularity of the nonlocal coefficients
(see (1.6) and (1.8) below) and bootstrap Schauder estimates exactly as in [13] to conclude the
solution is smooth:
Corollary 1.2. Any bounded weak solution f of (1.1) on [0, T ]×R2d, satisfying (1.2) and (1.3),
is in C∞((0, T ] × R2d). Furthermore, all partial derivatives satisfy Gaussian upper bounds in v
that are uniform in (t, x) ∈ [t0, T ] × Rd and depend only on universal constants, the order of the
derivative, and t0.
Theorem 1.1 and Corollary 1.2 make no decay assumption on the initial data. This is in contrast
to the corresponding results for soft potentials (γ < 0), which require the initial data to satisfy
Gaussian decay in v. (See [3, 13].) Theorem 1.1 extends a result in [7] for the hard potentials case
of the spatially homogeneous equation, which states that arbitrarily high moments of the solution
are finite for t > 0, with an upper bound that may degenerate as t→ 0.
Our last result gives lower Gaussian bounds in v. Statement (a) is a propagating estimate, and
statement (b) is a self-generating estimate analogous to Theorem 1.1:
Theorem 1.3. Let f be as in Theorem 1.1.
(a) There exist α, µ > 0 depending on universal constants and G0, such that if f(0, x, v) ≥
ce−α|v|
2
for all (x, v) ∈ R2d, then
f(t, x, v) ≥ ce−µte−α|v|2 , (t, x, v) ∈ [0, T ]× R2d.
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(b) There exist an increasing function δ and a decreasing function ω from R+ to R+ with
δ(t)→ 0 and ω(t)→∞ as t→ 0+, such that
f(t, x, v) ≥ δ(t)e−ω(t)|v|2 , (t, x, v) ∈ (0, T ]× R2d,
with δ(t) and ω(t) depending only on universal constants.
Theorem 1.3(b) is also false for soft potentials, where the optimal generating lower bounds have
decay proportional to e−α|v|
2+|γ|
. (See [14].)
1.1. Related work. The spatially homogeneous Landau equation with hard potentials was stud-
ied in detail by Desvillettes-Villani [7], who showed existence and smoothness of solutions with
suitable initial data, as well as the appearance and propagation of various moments and lower
bounds. A similar study for γ = 0 was done by Villani [21]. For other regularity results for the
spatially homogeneous equation, including soft potentials (γ < 0), see [1, 6, 9, 11, 19, 23] and the
references therein.
For the full inhomogeneous equation, the starting point for conditional regularity under the
assumption (1.2) is the work of Golse-Imbert-Mouhot-Vasseur [10], who proved a Harnack in-
equality and local Cα estimate. (Earlier, related estimates were obtained for general classes of
ultraparabolic equations with rough coefficients that do not contain Landau, by Pascucci-Polidoro
[18] and Wang-Zhang [22].) In the case γ > 0, the estimate of [10] depends on a quantitative upper
bound for Gf (t, x).
In the case of moderately soft potentials (γ ∈ (−2, 0]), the present author, jointly with Cameron
and Silvestre [3], used the local estimate of [10] to derive global estimates for weak solutions
satisfying (1.2), and found a priori pointwise decay proportional to (1 + |v|)−1. It was also shown
in [3] that polynomial decay in v with exponent greater than d+2 cannot hold for arbitrary initial
data, and in particular, Gaussian decay in v cannot hold in general. It is not clear how to bridge
this gap between the known and optimal a priori decay, but by our Theorem 1.1, there is no such
gap when γ ∈ (0, 1].
In the same context of γ ∈ (−2, 0] and weak solutions satisfying (1.2), C∞ smoothing in all
three variables was established by Henderson-Snelson [13], for initial data with Gaussian decay. A
similar result holds for very soft potentials (γ ∈ [−d,−2]), with stronger assumptions on f . See also
Imbert-Mouhot [15] for a smoothing result on a related kinetic model. In [14], Henderson-Snelson-
Tarfulea derived pointwise lower bounds for solutions with mass and energy densities bounded
above (for γ ∈ (−2, 0)), which implies that the lower bound on the mass and the upper bound
on the entropy can be removed from the criteria for smoothness and continuation. It should also
be possible to remove these two assumptions from the results in the current paper, but we do not
explore this here.
Global-in-time existence for (1.1) has only been shown in the case where f(0, x, v) is close to a
Maxwellian equilibrium state, beginning with the work of Guo [12]. Global existence with general
initial data remains a challenging open issue (for any value of γ), but our results imply that a
smooth solution exists for as long as the hydrodynamic quantities stay under control as in (1.2).
Regarding long-time behavior, it is well understood that solutions of (1.1) starting close to an
equilibrium state converge to equilibrium as t → ∞: see [4, 17, 20] and the references therein.
For general initial data, the famous paper of Desvillettes-Villani [8] found that a priori global
solutions with sufficient smoothness and decay converge almost exponentially to Maxwellians.1 By
the results in the current paper, any global solution satisfying (1.2) with T =∞ satisfies the decay
and smoothness hypotheses of [8] on [t0,∞) for any t0 > 0.
1Only the Coulomb case (γ = −3) is considered in [8], but one expects that similar techniques can handle other
values of γ, including γ ∈ (0, 1].
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1.2. Notation. Equation (1.1) can be written in divergence form
∂tf + v · ∇xf = ∇v · [a¯(t, x, v)∇vf ] + b¯(t, x, v) · ∇vf + c¯(t, x, v)f, (1.4)
or in nondivergence form
∂tf + v · ∇xf = tr
[
a¯(t, x, v)D2vf
]
+ c¯(t, x, v)f, (1.5)
with the nonlocal coefficients a¯(t, x, v) ∈ Rd×d, b¯(t, x, v) ∈ Rd, and c¯(t, x, v) ∈ R defined by
a¯(t, x, v) := ad,γ
∫
Rd
(
I − w|w| ⊗
w
|w|
)
|w|γ+2f(t, x, v − w) dw, (1.6)
b¯(t, x, v) := bd,γ
∫
Rd
|w|γwf(t, x, v − w) dw, (1.7)
c¯(t, x, v) := cd,γ
∫
Rd
|w|γf(t, x, v − w) dw, (1.8)
for some constants ad,γ , bd,γ, and cd,γ . The divergence form of the equation is more convenient
for applying local De Giorgi type estimates, and the nondivergence form is more convenient for
applying the maximum principle, so we will use both.
Sometimes, we will use the notation z = (t, x, v) ∈ [0, T ]× Rd × Rd. Because of the symmetry
properties of the equation, the natural sets on which to study local estimates are twisted cylinders
of the form
Qr(z0) = {z ∈ R2d+1 : t0 − r2 < t ≤ t0, |x− x0 − (t− t0)v0| < r3, |v − v0| < r},
for some z0 = (t0, x0, v0) and r > 0. We also write Qr = Qr(0, 0, 0). We write A . B when
A ≤ CB for a universal constant C, and A ≈ B when A . B and B . A.
2. Preliminaries
In this section, we extend the pointwise upper bounds of [3] to the case γ ∈ (0, 1]. The proofs
are similar to [3], but we must pay careful attention to the dependence of all constants on G0.
We will assume G0 ≥ 1, since we want to find an upper bound for Gf (t, x). First, we establish
estimates on the coefficients in (1.4), relative to our assumptions on f :
Lemma 2.1. Let f satisfy (1.2) and (1.3). Then there exist universal constants c1, C1, C2 C3
such that
a¯ij(t, x, v)eiej ≥ c1
{
(1 + |v|)γ , e ∈ Sd−1,
(1 + |v|)γ+2, e · v = 0,
a¯ij(t, x, v)eiej ≤ G0 + C1
{
(1 + |v|)γ+2, e ∈ Sd−1,
(1 + |v|)γ , e · v = |v|,
|b¯(t, x, v)| ≤ C2(1 + |v|)γ+1,
c¯(t, x, v) ≤ C3(1 + |v|)γ .
Proof. For this proof, the dependence of f , a¯, b¯, and c¯ on t and x is irrelevant, so we will write
f(v), etc.
The lower bounds for a¯ij are proven in [7, Proposition 4] in the case d = 3. The same conclusion
for arbitrary dimension d and γ ∈ [−d, 0) is established in [19, Lemma 3.1], with an argument that
does not use the sign of γ in any essential way. As such, we omit the proof of the lower bounds.
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For the upper bounds on a¯ij , let e ∈ Sd−1 be arbitrary. From (1.6), we have
a¯ij(v)eiej .
∫
Rd
|v − z|γ+2f(z) dz
.
∫
Rd
(|v|γ+2 + |z|γ+2)f(z) dz
.M0(1 + |v|γ+2) +G0.
Next, if e ∈ Sd−1 is parallel to v, then
a¯ij(v)eiej .
∫
Rd
(
1−
(
(v − z) · e
|v − z|
)2)
|v − z|γ+2f(z) dz
=
∫
Rd
(|z|2 − (z · e)2) |v − z|γf(z) dz
.
∫
Rd
(|v|γ |z|2 + |z|γ+2)f(z) dz
. E0(1 + |v|)γ +G0.
For b¯, since γ ≤ 1, we have
|b¯(v)| ≤
∫
Rd
|v − z|γ+1f(z) dz .
∫
Rd
(|v|γ+1 + |z|γ+1)f(z) dz .M0(1 + |v|)γ+1 + E0.
The bound on c¯ follows by a similar calculation. 
Next, we quote a theorem of [10] that gives a local L∞ estimate for weak solutions of
∂tg + v · ∇xg = ∇v · (A∇vg) +B · ∇vg + s (2.1)
where A, B, and s are bounded and measurable, and A is uniformly elliptic. When we apply this
estimate, the constant will depend on G0 via the upper ellipticity constant Λ (see Lemma 2.1). To
determine the dependence on Λ, which is not explicitly stated in [10], we must follow the proof in
that article and keep track of the constant Λ at every step. This straightforward but tedious task
is outlined in Appendix A.
Theorem 2.2. Let g be a weak solution to (2.1) in Q1. Then there holds
‖g‖L∞(Q1/2) ≤ C
(‖g‖L2(Q1) + ‖s‖L∞(Q1)) , (2.2)
where C = C′(1+Λ)P for some P > 0 depending only on the dimension d, and C′ depending only
on d and λ.
Proof. See [10, Theorem 12]. The form of C is justified in Appendix A below. 
As in [3], we can apply scaling techniques to (2.2) and derive an improved pointwise estimate:
Proposition 2.3. Let g be a weak solution of (2.1) in QR for some R > 0, with
0 < λI ≤ A(t, x, v) ≤ ΛI, (t, x, v) ∈ QR,
|B(t, x, v)| ≤ Λ/R, (t, x, v) ∈ QR,
s ∈ L∞(QR).
Then the estimate
g(0, 0, 0) ≤ C
(
‖g‖2/(d+2)L∞t,xL1v(QR)‖s‖
d/(d+2)
L∞(QR)
+R−d‖g‖L∞t,xL1v(QR)
)
holds, with C = C′(1 + Λ)P as in Theorem 2.2.
Proof. See [3], Proposition 3.2 and Lemma 3.3. 
6 STANLEY SNELSON
To apply Proposition 2.3 to the Landau equation, since the ellipticity constants of a¯ij degenerate
as |v| → ∞, we need a change of variables in v that produces an equation with universal ellipticity
constants in a small cylinder. This change of variables was first introduced in [3] for the case
γ ∈ (−2, 0).
Lemma 2.4. Let z0 = (t0, x0, v0) ∈ R+ × Rd × Rd be such that |v0| ≥ 2, let S be the linear
transformation such that
Se =
{
|v0|1+γ/2e, e · v0 = 0
|v0|γ/2e, e · v0 = |v0|,
and define
Sz0(t, x, v) := (t0 + t, x0 + Sx+ tv0, v0 + Sv).
Then there exists a radius
r1 = c1|v0|−1−γ/2min
(
1,
√
t0/2
)
,
with c1 universal, such that:
(a) There exists a constant C > 0 independent of v0 ∈ Rd \B2 such that for all v ∈ Br1 ,
C−1|v0| ≤ |v0 + Sv| ≤ C|v0|.
(b) If f is a weak solution of the Landau equation (1.4) satisfying (1.2) and (1.3), then
fz0(t, x, v) := f(Sz0(t, x, v)) satisfies
∂tfz0 + v · ∇xfz0 = ∇v · (A(z)∇vfz0) +B(z) · ∇vfz0 + C(z)fz0 (2.3)
in Q1, and the coefficients
A(z) = S−1a¯(Sz0(z))S−1, B(z) = S−1b¯(Sz0), C(z) = c¯(Sz0(z))
satisfy
λI ≤ A(z) ≤ ΛI,
|B(z)| . |v0|1+γ/2,
|C(v)| . |v0|γ ,
with Λ . GP0 , and λ and the bounds on B(z) and C(z) depending only on universal
constants.
Proof. To prove (a), since v ∈ Br1 , we have
|Sv| ≤ c1(1 + |v0|)1+γ/2|v| ≤ c1,
so that |v0 + Sv| ≈ |v0| for |v0| ≥ 2.
For (b), the equation (2.3) satisfied by fz0 follows by direct computation. The uniform ellipticity
of A(z) (with constants independent of |v0|) is the only subtle part of this lemma, and is the reason
we must take |v| . |v0|−1−γ/2. The proof can be found in [3, Lemma 4.1]. For the bound on B(z),
Lemma 2.1 and conclusion (a) imply
|B(z)| . ‖S−1‖|b¯(Sz0(z))| . (1 + |v0|)1+γ/2.
The bound on C(z) follows similarly. 
Next, we find global upper bounds for any solution, that depend only on universal constants
and G0. The proof also gives some polynomial decay, but we will not make any use of this.
Theorem 2.5. Let f : [0, T ]×R2d → R+ be a bounded weak solution of (1.1) satisfying (1.2) and
(1.3). Then
f(t, x, v) ≤ Ct−d/2(1 + |v|)−1−γ ,
with C . GP0 for some P depending on dimension.
THE INHOMOGENEOUS LANDAU EQUATION WITH HARD POTENTIALS 7
The P in this theorem is not the same as the P in Theorem 2.2.
Proof. Define
K := sup
(0,T ]×R2d
min{td/2, 1}f(t, x, v).
We may assume K ≥ 1. Let ε > 0, and choose z0 = (t0, x0, v0) ∈ (0, T ] × R2d such that
f(t0, x0, v0) > (K− ε)max{t−d/20 , 1}. Define r0 = min{1,
√
t0}/2, and note that r−d0 ≈ (1+ t−d/20 ).
If |v0| ≤ 2, Lemma 2.1 and Proposition 2.3 with g(z) = f(z0 + z) and s(z) = c¯(z0 + z)f(z0 + z)
in Qr0(z0) imply
f(t0, x0, v0) ≤ CGP0
(
M
2/(d+2)
0 K
d/(d+2) + r−d0 M0
)
. GP0 r
d
0K
d/(d+2). (2.4)
If |v0| ≥ 2, let r1 = c1r0|v0|−1−γ/2 and fz0 be as in Lemma 2.4. By Lemma 2.4(b), fz0 solves
(2.3) in Qr1 , and
0 <λI ≤ A(z) ≤ ΛI,
|B(z)| . |v0|1+γ/2, (2.5)
|C(z)| . |v0|γ ,
in Qr1 , where Λ . G
P
0 and all other constants are universal. By Lemma 2.4(a) and the definition
of K,
‖Cfz0‖L∞(Qr1 ) . Kr
−d
0 |v0|γ . (2.6)
Let QS,r1 be the image of Qr1 under z 7→ Sz0(z), and note that
‖fz0‖L∞t,xL1v(Qr1 ) = det(S−1)‖f‖L∞t,xL1v(QS,r1 )
= |v0|−[(d−1)(2+γ)/2+γ/2]‖f‖L∞t,xL1v(QS,r1 )
≤ |v0|−(1+γ+d(2+γ)/2)G0, (2.7)
where the last inequality comes from (1.3) and Lemma 2.4(a). By (2.5), we can apply Proposition
2.3 in Qr1 with g = fz0 and s = C(z)fz0 to obtain
f(t0, x0, v0) ≤ C
(
‖fz0‖2/(d+2)L∞t,xL1v(Qr1)‖C(z)fz0‖
d/(d+2)
L∞(Qr1)
+ r−d0 |v0|d(2+γ)/2‖fz0‖L∞t,xL1v(Qr1 )
)
≤ C′GP0
(
G
2/(d+2)
0 (Kr
−d
0 )
d/(d+2)|v0|−1−(d+2γ)/(d+2) + r−d0 G0|v0|−1−γ
)
,
≤ C′GP+10 Kd/(d+2)r−d0 |v0|−1−γ , (2.8)
using (2.6) and (2.7).
By our choice of (t0, x0, v0), (2.4) and (2.8) imply
(K − ε)r−d0 ≤ C′GP+10 Kd/(d+2)r−d0 ,
and since this is true for any ε > 0, we have K ≤ CG(P+1)(d+2)/20 . Applying (2.8) again, we
conclude f(t0, x0, v0) ≤ CG(P+1)d/20 r−d0 (1 + |v0|)−1−γ . 
3. Gaussian decay
In this section, we show that all bounded solutions have Gaussian decay. The proof relies on
the maximum principle for H1 weak solutions of the linear Landau equation, which can be found
in, e.g., the appendix of [3]. First, we show Gaussians with appropriate decay constants are super-
or sub-solutions of the linear Landau equation for large velocities:
Lemma 3.1. Let f be a bounded function satisfying (1.2) and (1.3), and let a¯ and c¯ be defined by
(1.6) and (1.8) respectively.
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(a) There exists a universal constant C such that, if α =
C
G0
, then the function
φ(v) := e−α|v|
2
satisfies
a¯ij∂ijφ+ c¯φ ≤ −CG−10 |v|γ+2φ,
for |v| ≥ CG1/20 .
(b) There exists C universal such that, if α = CG0, then φ(v) defined as in (a) satisfies
a¯ij∂ijφ+ c¯φ ≥ CG20|v|γ+2,
for |v| ≥ CG−1/20 .
Proof. Let α be a positive constant to be chosen later. Since φ is radial, for any v 6= 0 we have
∂ijφ =
∂rrφ
|v|2 vivj +
∂rφ
|v|
(
δij − vivj|v|2
)
=
[
4α2|v|2 − 2α
|v|2 vivj − 2α
(
δij − vivj|v|2
)]
e−α|v|
2
,
and Lemma 2.1 implies
a¯ij∂ijφ ≤
[
(4α2|v|2 − 2α)C1G0|v|γ − 2αc1|v|γ+2
]
e−α|v|
2
=
[
(4α2C1G0 − 2αc1)|v|γ+2 − 2αC1G0|v|γ
]
e−α|v|
2
,
so for α = c1/(4C1G0), we have a¯ij∂ijφ ≤ −CG−10 |v|γ+2. With the bound on c¯ in Lemma 2.1, this
implies
a¯ij∂ijφ+ c¯φ ≤
[−CG−10 |v|γ+2 + C|v|γ]φ(v).
This right-hand side is bounded by −CG−10 |v|γ+2 if
|v| ≥ CG1/20 ,
for some (new) universal constant C, which establishes (a).
For (b), the upper and lower bounds in Lemma 2.1 imply
a¯ij∂ijφ ≥
[
(4α2|v|2 − 2α)c1|v|γ − 2αC1G0|v|γ+2
]
e−α|v|
2
=
[
(4α2c1 − 2αC1G0)|v|γ+2 − 2αc1|v|γ
]
e−α|v|
2
,
so that if α = C1G0/(4c1), we have a¯ij∂ijφ ≥ CG20|v|γ+2 − CG0|v|γ ≥ CG20|v|γ+2, provided
|v| ≥ CG−1/20 . Since c¯φ ≥ 0, we are done. 
We are ready to prove the first assertion of Theorem 1.1.
Theorem 3.2. For any weak solution f of (1.1) satisfying (1.2) and (1.3), we have
f(t, x, v) ≤ CGP0
(
eCt
−2/γ
+ 1
)
e−α|v|
2
for all t > 0, with P as in Theorem 2.5, α from Lemma 3.1(a), and C universal.
Proof. Let p = 2/γ and ψ(t, x, v) = eC0t
−p
e−α|v|
2
, with C0 to be determined. For |v| ≥ CG1/20 ,
Lemma 3.1 implies
−∂tψ − v · ∇xψ + a¯ij∂ijψ + c¯ψ ≤ ψ
(
C0pt
−p−1 − CG−10 |v|γ+2
)
,
which is nonpositive whenever
|v| ≥ max{CG1/20 , (pC0G0t−p−1/C)1/(γ+2)} ≥ CC1/(γ+2)0 G1/20 t−(p+1)/(γ+2).
On the other hand, let |v|2 ≤ CC2/(γ+2)0 G0t−2(p+1)/(γ+2). Since p = 2/γ, we have 2(p+1)/(γ+
2) = p. Therefore, since α = CG−10 , we have
ψ(t, x, v) = exp(C0t
−p − α|v|2) ≥ exp(C0t−p − CC2/(γ+2)0 t−p),
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so for C0 sufficiently large (depending only on universal constants), this right-hand side approaches
∞ as t→ 0.
Let C1 . G
P
0 be the constant from Theorem 2.5. For t ∈ (0, 1], we have 2C1ψ(t, x, v) ≥
2C1e
C0t
−p ≥ C1(1 + t−d/2) ≥ f(t, x, v) in
{(t, x, v) : 0 < t ≤ 1, |v|2 ≤ CC2/(γ+2)0 G0t−p}.
Therefore, we have
(−∂t − v · ∇x + a¯ij∂ij + c¯)[f − 2C1ψ]+ ≥ 0, in (0, 1]× R2d,
and [f(0, x, v) − 2C1ψ(0, x, v)]+ = 0 for all (x, v) ∈ R2d. The maximum principle implies [f −
2C1ψ]+ = 0 in (0, 1]× R2d, so that
f(t, x, v) ≤ 2C1eC0t
−p
e−α|v|
2
, t ∈ (0, 1].
Next, with R0 = CG
1/2
0 as in Lemma 3.1(a), choose C2 such that C2e
−αR20 ≥ 2C1 ≥ ‖f‖L∞([1,T ]×R2d).
Since αR20 is bounded independently of G0, we can choose C2 . C1. Then we can apply the max-
imum principle to [f − (eC0 + C2)e−α|v|2 ]+ on [1, T ]× R2d and conclude the proof. 
We now show that the (γ + 2) moment of f is bounded independently of G0 on [t0, T ] for any
t0 > 0. (We are seeking a bound that does not depend quantitatively on the (γ + 2) moment of
the initial data, so we cannot hope for a bound that is uniform in t ∈ [0, T ].)
Theorem 3.3. With f as above, for any ε > 0, there exists a constant Cε, depending only on
universal constants and ε, such that∫
Rd
|v|γ+2f(t, x, v) dv ≤ Cε
(
1 + t−1/(1−γ/2−ε)
)
, t ∈ (0, T ], x ∈ Rd.
Proof. Let t∗ ∈ (0, 1] be arbitrary. By Theorem 3.2, f is bounded by Ke−α|v|2 on [t∗, T ], with
α = C/G0 and K . e
Ct−2/γ∗ GP0 . We will interpolate between this pointwise Gaussian decay and
the energy bound. For p > 1 to be chosen later, let q be such that 1/p+ 1/q = 1. For t ≥ t∗, we
have ∫
Rd
|v|γ+2f(t, x, v) dv ≤ K1/p
∫
Rd
e−α|v|
2/pf1/q|v|γ+2/p|v|2/q dv
≤ K1/p
(∫
Rd
e−α|v|
2 |v|pγ+2 dv
)1/p(∫
Rd
|v|2f dv
)1/q
≤ K1/pE1/q0 Cpα−(d+2)/(2p)−γ/2
≤ e(Ct−2/γ∗ )/pGP/p0 E0Cp(CG0)(d+2)/(2p)+γ/2,
with
Cp =
(∫
Rd
e−|w|
2|w|pγ+2 dw
)1/p
=
(
Cd
∫ ∞
0
e−r
2
rpγ+d+1 dr
)1/p
=
(
CdΓ
(
pγ + d
2
+ 1
))1/p
.
It follows from Stirling’s approximation that limx→∞ Γ(ax + b)
1/x/xa exists for any a, b > 0.
Therefore, we have Cp . p
γ/2. Choosing
p = max{Ct−2/γ∗ , [(d+ 2)/2 + P ]/ε},
we obtain ∫
Rd
|v|γ+2f(t, x, v) dv ≤ Ce1E0Gγ/2+ε0 pγ/2 ≤ Cεt−1∗ Gγ/2+ε0 ,
with Cε depending on universal constants and ε. Let µ = γ/2 + ε < 1. Then we finally have∫
Rd
|v|γ+2f(t, x, v) dv ≤ Cεt−1∗ Gµ0 , t ≥ t∗. (3.1)
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To apply (3.1) iteratively, we need to wait a short amount of time at each step. Let t0 ∈ (0, 1]
and n ∈ N be arbitrary, and define the following sequence of times:
t1,n = 2
−n+1t0, t2,n = 2
−n+2t0, t3,n = 2
−n+3t0, . . . , tn−1,n = t0/2, tn,n = t0.
Apply (3.1) to f with t∗ = t1,n:∫
Rd
|v|γ+2f(t, x, v) dv ≤ Cεt−10 2n−1Gµ0 =: G1,n, t ≥ t1,n.
Using the new bound G1,n for Gf (t, x), we apply (3.1) to f(t1,n + t, x, v) with t∗ = t2,n − t1,n =
2−n+1t0 and obtain∫
Rd
|v|γ+2f(t, x, v) dv ≤ Cεt−10 2n−1Gµ1,n = (Cεt−10 )1+µ2(n−1)(1+µ)Gµ
2
0 =: G2,n, t ≥ t2,n.
Continuing, we apply (3.1) to f(t2,n + t, x, v) with t∗ = t3,n − t2,n = 2−n+2t0:∫
Rd
|v|γ+2f(t, x, v) dv ≤ Cεt−10 2n−2Gµ2,n
= (Cεt
−1
0 )
1+µ+µ22n−22(n−1)(µ+µ
2)Gµ
3
0 =: G3,n, t ≥ t3,n.
Repeating this n times, we have∫
Rd
|v|γ+2f(t, x, v) dv ≤ (Cεt−10 )1+µ+···+µ
n−1
CnG
µn
0 =: Gn,n, t ≥ t0,
where
Cn = 2 · 22µ · 23µ
2 · · · 2(n−2)µn−32(n−1)[µn−2+µn−1].
Let the number of steps n→∞, and we have
Cn → 2
∑∞
k=1 kµ
k−1
= 21/(1−µ)
2
.
This implies ∫
Rd
|v|γ+2f(t, x, v) dv ≤ C(Cεt−10 )1/(1−µ), t ≥ t0,
as desired. For general t0 ∈ (0, T ], we proceed as above, replacing t0 with min{1, t0}, and conclude
the statement of the theorem. 
We can now prove the second assertion of Theorem 1.1: Theorem 3.3 implies Gf (t, x) ≤ Cε(1+
(t0/2)
−1/(1−γ/2−ε)) on [t0/2, T ]× R2d, for some ε ∈ (0, 1/2). Applying Theorem 3.2 to f(t0/2 +
t, x, v) with this new bound for Gf (t, x), we conclude
f(t0, x, v) ≤ C(t0/2)−P/(1−γ/2−ε)eC(t0/2)
−2/γ
e−Ct
1/(1−γ/2−ε)
0 |v|
2
,
as desired.
Finally, we derive Gaussian lower bounds for f .
Proof of Theorem 1.3. Throughout this proof, we will write
L = −∂t − v · ∇x + a¯ij∂vivj + c¯.
As usual, we sum over repeated indices.
(a) Let ψ1(t, x, v) = e
−µte−α|v|
2
, with µ > 0 to be determined. For |v| ≥ R0 := CG−1/20 , Lemma
3.1(b) implies
Lψ1 ≥
(
µ+ CG20|v|γ+2
)
ψ1 ≥ 0.
(Note that c¯ψ1 ≥ 0.) For |v| ≤ R0, it follows from Lemma 2.1 that
a¯ij∂vivjψ1 ≥ −CG0(1 + |v|)2+γ |D2vψ1| ≥ −CG0Rγ+40 |ψ1|,
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which is bounded from below by some constant depending on R0. Choosing µ sufficiently large,
we have Lψ1 ≥ 0 in (0, T ]×R2d, and the conclusion follows from applying the maximum principle
to cψ1 − f .
(b) For any t1 ∈ (0, T ] and x ∈ Rd, the hydrodynamic bounds (1.2) imply for any r > 0,
m0 ≤
∫
Rd
f(t1, x, v) dv ≤ ‖f(t1, x, ·)‖L∞(Br)Cdrd + E0r−2.
Clearly, there exists r > 0 such that r = ‖f(t1, x, ·)‖−1/(d+2)L∞(Br) E
1/(d+2)
0 . Theorem 2.5 implies
r & t
d/(2(d+2))
1 . With this choice of r, we have ‖f(t1, x, ·)‖L∞(Br) & m(d+2)/20 Ed/20 . Applying a
scaled version of the Harnack inequality [10, Theorem 4], we have for any t2 > t1,
inf
v∈Br
f(t2, x, v) ≥ δ, for all x ∈ Rd, (3.2)
with δ > 0 depending on t2 − t1, r, and universal constants.
Now, let t0 > 0 be arbitrary, and apply (3.2) with t1 = t0/2 and t2 = t0. The constants r and
δ depend only on universal constants and t0, and they are nondecreasing as t0 increases. (This
can be seen either by tracking the dependencies in (3.2) or by applying the same reasoning to
f(t′ + t, x, v) for any t′ > 0.) We conclude
inf
v∈Br
f(t, x, v) ≥ δ, for all t ≥ t0, x ∈ Rd, (3.3)
with δ, r > 0 depending on universal constants and t0.
Next, we show f(t, x, ·) is bounded below by a Gaussian. Define
ψ2(t, x, v) = e
−ρ[1+(t−t0)
−1]|v|2 ,
with ρ > 0 to be determined. Letting Ω = {t ≥ t0, x ∈ Rd, |v| ≥ r/2}, the function ψ2 can be
extended smoothly by 0 on the part of ∂Ω with t = t0 (since |v| ≥ r/2 in Ω). By (3.3), we have
f ≥ δψ2 on ∂Ω. It remains to show ψ2 is a subsolution in Ω. Let ω(t) = ρ[1 + (t− t0)−1]. By the
calculations of Lemma 3.1(b), we have for |v| ≥ r/2,
a¯ij∂vivjψ2 ≥
[(
4ω2(t)c1 − 2C(t0)ω(t)
) |v|γ+2 − 2ω(t)c1|v|γ]ψ2,
where C(t0) is given by Theorem 3.3. For ρ large enough (depending on universal constants, t0,
and r) we have a¯ij∂vivjψ2 ≥ Cω2(t)|v|γ+2ψ2 in Ω. This implies
Lψ2 ≥
[
ω′(t)|v|2 + Cω2(t)|v|γ+2]ψ2.
Since ω′(t) = −ρ(t − t0)2, we can choose ρ sufficiently large, depending on universal constants,
t0, and r, such that ω
2(t)|v|γ+2 ≥ ω′(t)|v|2 and Lψ2 ≥ 0 for |v| ≥ r/2. Applying the maximum
principle in Ω, we conclude
f(t, x, v) ≥ δe−ρ[1+(t−t0)−1]|v|2 , t ≥ t0. (3.4)
The constants δ = δt0 and ρ = ρt0 degenerate as t0 → 0+. Replacing t0 with t0/2 in (3.4), we
conclude f(t, x, v) ≥ δt0/2e−ρt0/2[1+(t0/2)
−1]|v|2 for t ≥ t0, as desired. 
Appendix A. Dependence of local estimates on ellipticity constants
In [10], a Harnack inequality and local Cα estimate are proven for kinetic Fokker-Planck equa-
tions of the form (2.1). We are concerned only with the local L∞ estimate (Theorem 2.2 above),
which does not require the full strength of the Harnack inequality. In this appendix, we estimate
the dependence of the constant on Λ, λ, and ‖B‖L∞. The dependence on λ and ‖B‖L∞ is not
relevant for the present article, but may be useful to know in other contexts. For simplicity, we
will assume Λ, ‖B‖L∞ ≥ 1 and λ ≤ 1.
The proof of the L∞ estimate (Theorem 12 in [10]) proceeds in the following steps:
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Step 1: Global regularity estimate ([10, Lemma 10]). Starting with an equation of the form
(∂t + v · ∇x)g = ∇v · (A∇vg) +∇v ·H1 +H0, (A.1)
with H0, H1 ∈ L2(R2d+1) and g,H0, H1 supported in (t, x, v) ∈ R × Rd × Br0(0), one integrates
against 2g, and using the Poincare´ inequality in v, obtains the estimate
λ‖∇vg‖2L2 ≤
C
λ
(‖H0‖2L2 + ‖H1‖2L2) ,
where Lq = Lq(R2d+1). Applying the hypoelliptic estimate of [2], and using (1 + |v|2) ≤ 1 + r20
and ‖A‖L∞ ≤ Λ, gives
‖D
1
3
x g‖2L2 + ‖D
1
3
t g‖2L2 . Λ(1 + r20)
(‖∇vg‖2L2 + ‖H1‖2L2 + ‖H0‖2L2) ,
which, combined with the above estimate for ‖∇vg‖L2 and the Sobolev embedding H 13 (R2d+1) ⊂
Lp(R2d+1), yields
‖g‖2Lp ≤ C
(‖H1‖2L2 + ‖H0‖2L2) , (A.2)
with p = 6(2d+ 1)/(6d+ 1) and the constant C proportional to
Λ
λ2
(1 + r20).
Step 2: Caccioppoli inequality ([10, Lemma 11]). Considering subsolutions of (2.1) defined in a
cylinder Qr1 and integrating the equation against 2gΨ
2 over R := [t1, 0]× R2d, with t1 ∈ (−r21 , 0]
and Ψ a smooth, compactly supported cutoff with 0 ≤ Ψ ≤ 1, one has (using Young’s inequality)∫
R
d
dt
(g2Ψ2) + 2λ
∫
R
|∇vg|2Ψ2
≤
∫
R
g2
[
(∂t + v · ∇x)(Ψ2) + 8(Λ + ‖B‖L∞)2λ−1(|∇vΨ|2 +Ψ2)
]
+ 2
∫
R
gsΨ2 + λ
∫
R
|∇vg|2Ψ2.
For r0 ∈ (0, r1), choose Ψ such that Ψ ≡ 1 in Qr0 , Ψ(t, x, v) = 0 for t = 0, and suppΨ ⊂ Qr1 , and
obtain
‖g‖2L∞t L2x,v(Qr0 ) + ‖∇vg‖
2
L2(Qr0 )
≤ C
(
C0,1‖g‖2L2(Qr1) + ‖s‖
2
L2(Qr1)
)
, (A.3)
with C .
(
Λ + ‖B‖L∞
λ
)2
and C0,1 depending on r0 and r1 (via derivatives of Ψ).
Step 3: Gain of integrability ([10, Theorem 6]). Letting Qint = Qr0 , Qext = Qr1 , and Qmid =
Q(r0+r1)/2, define cutoffs χ1 with χ1 ≡ 1 in Qint and χ1 ≡ 0 outside Qmid, and χ1/2 with χ1/2 ≡ 1
in Qmid and χ1/2 ≡ 0 outside Qext. For g a nonnegative solution of (2.1), the truncated function
gχ1 is a subsolution of (A.1) with
H1 = (−A∇vχ1)gχ1/2,
H0 = (Bχ1 −A∇vχ1) · ∇vgχ1/2 + gχ1/2(∂t + v · ∇x)χ1 + sχ1.
One has
‖H1‖2L2 . Λ2‖∇vχ1‖2L∞‖g‖2L2(Qext),
‖H0‖2L2 . (‖B‖2L∞ + Λ2‖∇vχ1‖2L∞)‖∇vg‖2L2(Qmid) + ‖(∂t + v · ∇x)χ1‖
2
L∞‖g‖2L2(Qext) + ‖s‖
2
L2(Qext)
.
Using (A.3) to estimate ‖∇vg‖2L2(Qmid), we have, after collecting terms,
‖H0‖2L2 + ‖H1‖2L2 . (Λ2 + ‖B‖2L∞)2λ−2
[
(1 + ‖∇vχ1‖2L∞)‖s‖2L2
+
(
(1 + ‖∇vχ1‖2L∞)(1 + C0,1) + ‖(∂t + v · ∇x)χ1‖2L∞
) ‖g‖2L2(Qext)
]
.
Estimating ‖∇vχ1‖L∞ in terms of r0 and r1, and applying (A.2), one has
‖g‖2Lp(Qint) ≤ C
(
C20,1‖g‖2L2(Qext) + C0,1‖s‖
2
L2(Qext)
)
,
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with C . Λ(Λ4 + ‖B‖4L∞)λ−4 and C0,1 as in Step 2.
Step 4: De Giorgi iteration ([10, Theorem 12]). For any g > 0, the goal is to show the existence of
κ ∈ (0, 1] such that if ‖s‖L∞(Q1) ≤ g and ‖g‖L2(Q1) ≤ κ, then ‖g‖L∞(Q1/2) ≤ 12 . Taking g = 1 and
applying this result to g/(κ−1‖g‖L2(Q1) + ‖s‖L∞(Q1)) will imply the estimate (2.2) with constant
proportional to κ−1.
Define radii rn =
1
2 (1+2
−n) and constants Cn =
1
2 (1− 2−n) for all integers n ≥ 0. Considering
gn = (g−Cn)+, which is a subsolution of (2.1) in Qrn with source term sχ{g≥Cn}, and proceeding
as in Step 2 with a suitable cutoff Ψn in Qrn , one obtains
Un := ‖gn‖2L∞t L2x,v(Qrn ) ≤ C
(
4n‖gn‖2L2(Qrn−1) + 2
∫
Qrn−1
gns
)
,
with C .
(
Λ + ‖B‖L∞
λ
)2
. Applying Ho¨lder’s inequality in both terms on the right-hand side,
and using the fact that gn−1 ≥ Cn − Cn−1 = 2−n−1 whenever gn ≥ 0, one concludes
Un ≤ C24n
[
‖gn−1‖2Lp(Qrn−1 )U
1− 2p
n−1 + ‖s‖L∞(Qr0)‖gn−1‖Lp(Qrn−1)U
1− 1p
n−1
]
, (A.4)
with the same C. Next, from Step 3 we have
‖gn−1‖2Lp(Qrn−1) . Λ(Λ
4 + ‖B‖4L∞)λ−4
(
8n‖gn−1‖2L2(Qrn−2 ) + 4
n
∫
Qrn−2
s2χ{gn−1≥0}
)
,
with p as above. Estimating both terms on the right-hand side in a manner similar to the above,
we have
‖gn−1‖2Lp(Qrn−1) . Λ(Λ
4 + ‖B‖4L∞)λ−424n(1 + g2)Un−2.
Here, we take g = 1. Plugging this into (A.4) and using Un−1 ≤ Un−2 and Un−2 ≤ κ ≤ 1 gives
Un . Λ(Λ
6 + ‖B‖6L∞)λ−628nU
3
2−
1
p
n−2 .
Renaming Vn = U2n, α =
3
2 − 1p > 1, and
β = Λ(Λ6 + ‖B‖6L∞)λ−628,
we have Vn ≤ βnV αn−1, which, applied iteratively, gives
Vn ≤ βn+α(n−1)+α
2(n−2)+···+αn−1V α
n
0 ≤
(
β
α
(α−1)2 V0
)αn
.
If
V0 = ‖g‖2L∞t L2x,v(Qr0) ≤ β
−α
(α−1)2 =: κ,
then U2n = Vn → 0 as n→∞, and U∞ = ‖(g − 12 )+‖2L2(Q1/2) = 0, so g ≤
1
2 in Q1/2. This implies
the constant in the L∞ estimate is proportional to
κ−1 = β
α
(α−1)2 .
(
(Λ7 + Λ‖B‖6L∞)λ−6
)3(6d+4)(2d+1)
,
so we may take a value (not necessarily optimal) of P = 21(6d+ 4)(2d+ 1) in Theorem 2.2.
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