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a b s t r a c t
Phylogenetic networks are a generalization of evolutionary or phylogenetic trees that
allow the representation of conflicting signals or alternative evolutionary histories in a
single diagram. Recently the Quartet-Net or ‘‘QNet’’ method was introduced, a method for
computing a special kind of phylogenetic network called a split network from a collection
of weighted quartet trees (i.e. phylogenetic trees with 4 leaves). This can be viewed as
a quartet analogue of the distance-based Neighbor-Net (NNet) method for constructing
outer-labeled planar split networks. In this paper, we prove that QNet is a consistent
method, that is, we prove that if QNet is applied to a collection of weighted quartets arising
from a circular split weight function, then it will return precisely this function. This key
property of QNet not only ensures that it is guaranteed to produce a tree if the input
corresponds to a tree, and an outer-labeled planar split network if the input corresponds to
such a network, but also provides the main guiding principle for the design of the method.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Phylogenetics is the area concerned with the reconstruction and analysis of evolutionary or phylogenetic trees and
networks to describe and understand the evolution of species, populations and individuals. It is widely used in molecular
biology and other areas of classification (such as linguistics), and has both led to and benefited from the development of new
mathematical, statistical and computational techniques [8,19]. Although the foundations of phylogenetics were laid down
many decades ago, it is currently experiencing an exciting renaissance due to the wealth and types of biological data that
are now becoming available.
Phylogenetic networks are a generalization of phylogenetic trees that allow the representation of conflicting signals or
alternative evolutionary histories in a single diagram. Networks are commonly used in case the underlying history that is
being studied is non-treelike. For example, the evolutionary processes of recombination, hybridization, and gene transfer
can all lead to histories that are not adequately represented by a single tree [5]. Moreover, even in case the history is treelike,
phenomena such as parallel evolution, model heterogeneity, and sampling error can make it hard to derive a unique tree.
In such cases, networks provide a tool for representing ambiguity or for visualizing a collection of feasible trees [5,13]. For
these reasons, a number of methods have been devised for constructing various different types of phylogenetic networks —
see e.g. [12,15,17] for reviews.
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Fig. 1. A phylogenetic network that was generated by applying QNet to a collection of weighted quartets derived from a Salmonella data set. See [11] for
more details.
Recently, in [11] the Quartet-Net or ‘‘QNet’’ method was introduced, a method for computing a special kind of
phylogenetic network called a split network from a collection of weighted quartet trees (i.e. phylogenetic trees with 4
leaves). This can be viewed as a quartet analogue of the distance-based Neighbor-Net (NNet) method for constructing outer-
labeled planar split networks [5]. QNet works in a fashion similar to NNet by agglomeratively computing a collection of so-
called circular weighted splits of the taxa set which is subsequently represented by an outer-labeled planar split network
(see Fig. 1 for an example of such a network). This can provide a useful alternative to NNet when distance data are not
available, or when a character based approach is preferred. Moreover, it can be helpful in determining whether a quartet-
based tree-building method (such as those described in e.g. [1,3,4,21,22]) is appropriate for a given data set or not.
In this paper, we prove that QNet is a consistent method, that is, we prove that if QNet is applied to a collection of
weighted quartets arising from a circular split weight function (defined below), then it will return precisely this function
(see Theorem 6.1). This key property of QNet not only ensures that it is guaranteed to produce a tree if the input corresponds
to a tree, and an outer-labeled planar split network if the input corresponds to such a network, but also provides the main
guiding principle for the design of the QNet method.
The paper is structured as follows. In Section 2 we present some basic terminology. In Section 3 we describe the quartet-
joining algorithm, amethod for computingphylogenetic trees fromquartets that is related to theQNet algorithm. In Section 4
we show that it is NP-complete to decide whether a given set of quartets can be realized by an ordering of the taxa set. In
Section 5 we describe the QNet algorithm, and in Section 6 we prove that it is consistent.
2. Preliminaries
In this sectionwe introduce some basic notation. For the rest of this paper, X denotes a finite set with cardinality n ≥ 4. A
split S (of X) is a bipartition ofX . A split S = {A, B} isnon-trivial ifmin{|A|, |B|} ≥ 2, otherwise it is trivial. LetS = S(X)denote
the set of all non-trivial splits of X . A split weight function is a mapping ϕ : S(X)→ R≥0 that associates a non-negative real
number to each non-trivial split of X . Given such a function, the support of ϕ, denoted bySϕ , is the set {S ∈ S(X)|ϕ(S) > 0}.
A quartet (of X) is a bipartition of the form {{a, b}, {c, d}}, with a, b, c, d ∈ X distinct, whichwill also be denoted by ab|cd. The
set of all quartets of X is denoted byQ (X). A quartet weight function is amapω : Q (X)→ R≥0 that associates a non-negative
real number to each quartet. A split weight function ϕ canonically induces a quartet weight function ωϕ as follows. For a
split S = {A, B} of X , a quartet aa′|bb′ is displayed by S if {a, a′} ⊆ A and {b, b′} ⊆ B, or {a, a′} ⊆ B and {b, b′} ⊆ A. Denote
the set of quartets displayed by the split S by Q (S). The induced quartet weight function ωϕ is then defined by
ωϕ(ab|cd) =
∑
S∈Sϕ , ab|cd∈Q (S)
ϕ(S),
for every ab|cd ∈ Q (X).
Now, suppose Θ = x1, x2, . . . , xn is an ordering of X . A split S = {A, B} in S(X) is compatible with Θ if there exist
i, j ∈ {1, . . . , n}, i < j, such that A = {xi, . . . , xj−1} or B = {xi, . . . , xj−1}. The set of all splits in S(X) that are compatible
withΘ is denoted bySΘ . A quartet in Q (X) is realized byΘ if it is displayed by at least one split inSΘ .
A split weight function ϕ is called circular if there is an ordering Θ of X such that Sϕ ⊆ SΘ . In this case ϕ is said
to be compatible with Θ . Note that if ϕ is a circular split weight function, then Sϕ can always be represented by an
outer-labeled planar split network such as the one in Fig. 1 (see [5,7]. In addition, a quartet weight function ω is called
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Fig. 2. Examples illustrating the quartet-joining algorithm.
circular if there is a circular split weight function ϕ with ω = ωϕ . Note that for a circular quartet weight function ω,
min{ω(ab|cd), ω(ac|bd), ω(ad|bc)} = 0 holds for every subset {a, b, c, d} of X with |{a, b, c, d}| = 4.
A phylogenetic X-tree is a tree T = (V (T ), E(T ))with leaf set X and no degree 2 vertices. For every internal edge e ∈ E(T ),
removing e from T yields two subtrees T1 = (V (T1), E(T1)) and T2 = (V (T2), E(T2)) of T . Since e is an internal edge we have
min{|V (T1) ∩ X |, |V (T2) ∩ X |} ≥ 2 and thus e corresponds to the non-trivial split Se = {V (T1) ∩ X, V (T2) ∩ X} of X . Set
ST = {Se|e internal edge of T }. A split weight function ϕ is compatible with a phylogenetic tree T if Sϕ ⊆ ST . A quartet in
Q (X) is realized by T if it is displayed by at least one split inST .
3. Quartet-joining
Before introducing QNet, we describe a related algorithm that can be used to construct phylogenetic trees. As observed
in [5], theNeighborNet algorithmmentioned in the introduction can be regarded as a generalization of the popular neighbor-
joining algorithm [18] for constructing phylogenetic trees. QNet can also be regarded as a generalization of a tree building
algorithm that we call quartet-joining and which works as follows.
Given a quartet weight functionω, the quartet-joining algorithm tries to construct a phylogenetic X-tree T for which the
sum of the weights of all quartets realized by T is maximized. Just as with neighbor-joining, quartet-joining constructs a
sequence of phylogenetic X-trees Th, h ∈ {0, 1, . . . , n− 3}. It starts with the tree T0 which is a star with one central vertex
v adjacent to n leaves labeled by the elements of X . An example is given in Fig. 2(a). At iteration h, h ∈ {1, . . . , n− 3}, two
vertices u1 and u2 adjacent to v in Th−1 are selected. We then obtain the tree Th by removing edges vu1 and vu2, introducing
a new vertex w not contained in V (Th−1) and, finally, inserting edges wu1, wu2, and wv. This procedure is illustrated in
Fig. 2(b)–(d). The algorithm stops after n− 3 iterations when v has degree three.
It remains to describe how at each iteration the vertices u1 and u2 are selected. To this end we introduce some
more notation. For every quartet A1A2|A3A4 of four non-empty and mutually disjoint subsets A1, A2, A3, A4 of X we set
Q (A1A2|A3A4) = {x1x2|x3x4 ∈ Q (X)|xj ∈ Aj, 1 ≤ j ≤ 4}. Furthermore we define a weight ω induced by the quartet
weight function ω as follows:
ω(A1A2|A3A4) = 1|Q (A1A2|A3A4)|
∑
q∈Q (A1A2|A3A4)
ω(q).
For any vertex u adjacent to vertex v in tree Th, removing edge uv yields two subtrees of Th. Let T uh denote the one
that contains vertex u. We associate to u the set Cuh = X ∩ V (T uh ). Then, for every h ∈ {0, 1, . . . , n − 3}, the set
Ch = {Cuh |u is adjacent to v in Th} is a partition of X . For any two distinct vertices u1 and u2 adjacent to v in Th, we define the
score σ(u1, u2) by
σ(u1, u2) =
∑
A1,A2∈Ch\{Cu1h ,C
u2
h },A1 6=A2
ω(Cu1h C
u2
h |A1A2).
At each iteration vertices u1 and u2 are selected such that the score σ(u1, u2) is maximized. Note that this selection criterion
can be related to the selection criterion used in the neighbor-joining algorithm (see [16, p. 72]).
For the resulting binary phylogenetic X-tree T = Tn−3, we associate a length to the internal edges as follows (see [6] for
a discussion of the duality between quartet weights and edge lengths of trees). A non-negative least squares procedure is
applied to obtain a split weight function ϕ that is compatible with T in such a way that the induced quartet weight function
ωϕ is as close as possible (in the least-squares sense) to the given quartet weight function ω (see Section 6.2). Then every
internal edge e is assigned the weight ϕ(Se) of the split Se corresponding to e.
Note that as a consequence of the consistency proof for QNet in Section 6, it will follow that quartet-joining is consistent,
that is, if we input a quartetweight functionωϕ induced by a split weight functionϕwhich is compatiblewith a phylogenetic
tree then quartet-joining will return the split weight function ϕ. The quartet-joining algorithm (excluding the least squares
estimation) is closely related to the AddQuart algorithm that is briefly mentioned in [3] and described in detail in [2].
AddQuart is the special case of quartet-joining that uses collections of quartets as input where every quartet is assigned
weight 0 or 1. According to a private communication, Vincent Berry has implemented an unpublished variant of AddQuart
that employs general quartet weights.
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4. An NP-completeness result
TheQNet algorithm is amethod that tries to find an orderingΘ of X such that the total weight of the quartets inQ (X) that
are realized byΘ is maximized. In this section we show that the following related decision problem QCIRC is NP-complete:
QCIRC
INSTANCE: A subset Q ′ ⊆ Q (X) of quartets of X .
QUESTION: Is there an orderingΘ of X such thatΘ realizes all quartets in Q ′?
To prove this, we employ the idea used in the NP-completeness proof of quartet compatibility presented by Steel in [20].
Theorem 4.1. QCIRC is an NP-complete problem.
Proof. Suppose that Q ′ is a set of quartets of X . For a given ordering Θ of X , it can clearly be checked in polynomial time
whether Θ realizes every quartet in Q ′. Hence, the problem QCIRC is in NP. We show NP-completeness by reducing the
Betweenness problem (shown to be NP-complete in [9]) to QCIRC. To state the problem Betweenness we introduce some
more notation. Let Y denote a finite set of cardinalitym. A triple (a, b, c) ∈ Y 3 is realized by an ordering Ψ = y1, . . . , ym of
Y if there exist i, j, k ∈ {1, . . . ,m} such that a = xi, b = xj, c = xk, and i < j < k or k < j < i.
Betweenness
INSTANCE: A subset T ⊆ Y 3 of triples of a finite set Y .
QUESTION: Is there an ordering Ψ of Y such that Ψ realizes all the triples in T ?
Now, given a set of triples T ⊆ Y 3 we first construct the finite set X = Y ∪ {z}where z is a new element not contained
in Y . Then we construct the following set Q ′ of quartets of X .
Q ′ = {za|bc | (a, b, c) ∈ T } ∪ {zc|ab | (a, b, c) ∈ T }.
Clearly, X and Q ′ can be constructed in polynomial time and it is straight-forward to check that there is an ordering Ψ of Y
that realizes all the triples in T if and only if there is an ordering Θ of X that realizes all the quartets in Q ′. This completes
the proof of the theorem. 
5. The QNet algorithm
In this sectionwe describe how the QNet algorithm looks for an orderingΘ of X such that the total weight of the quartets
realized by Θ is maximized. QNet employs a heuristic, agglomerative procedure to look for an ordering Θ of X , and then
employs a non-negative least squares procedure to compute an optimal circular split weight function that is compatible
withΘ .
To describe this procedure we introduce some more notation. A path graph is a graph G = (V (G), E(G)) such that G is
acyclic and every vertex of G has degree at most two. For a path graph G let P(G) denote the collection of those paths that
form the connected components of G.
The agglomerative procedure employed by QNet works by constructing a sequence of path graphs Gh = (X, Eh),
h ∈ {0, 1, . . . , n − 1}, where |P(G0)| = n and |P(Gn−1)| = 1. At iteration h, h ∈ {1, . . . , n − 1} we add one edge to
the graph Gh−1 to obtain Gh. This edge has to connect two vertices of degree at most one from two different connected
components of Gh−1. QNet selects these two vertices in two steps, (I) and (II). In Step (I), two paths inP(Gh−1) are selected,
and in Step (II) an end vertex from each of these paths is selected. To formulate the criteria used for selection in these steps,
we require some further definitions.
Let G be a path graph with vertex set X . For every path P ∈ P(G) we denote the set of vertices of P by V (P). To avoid
overly cluttered formulas we adapt the notation introduced in Section 3. For any four distinct paths P1, P2, P3, P4 in P(G)
we set Q (P1P2|P3P4) = Q (V (P1)V (P2)|V (P3)V (P4)) and, similarly, ω(P1P2|P3P4) = ω(V (P1)V (P2)|V (P3)V (P4)). In addition,
we define the score σ(P1, P2) for any two distinct paths P1, P2 ∈ P(G) by
σ(P1, P2) =
∑
P3,P4∈P(G)\{P1,P2},P3 6=P4
ω(P1P2|P3P4).
If |P(G)| ≤ 3 we adopt the convention that the empty sum evaluates to zero.
An ordering Θ = x1, x2, . . . , xn of X is compatible with the path graph G if for every path P ∈ P(G) there exist
i, j ∈ {1, . . . , n}, i ≤ j, such that V (P) = {xi, . . . , xj} and for every k ∈ {i, . . . , j − 1} edge xkxk+1 is an edge of G. An
orderingΘ of X that is compatible with G induces an ordering ΨΘ = P1, . . . , P|P(G)| of the paths in P(G). This ordering ΨΘ
satisfies the property that for every two paths Pi, Pj ∈ P(G), i < j, any vertex of Pi comes before any vertex of Pj in the
ordering Θ . Let Q (G) denote the set of those quartets in Q (X) that are realized by every ordering of X that is compatible
with G. For every path graph G, we define a weight ω˜(G) =∑q∈Q (G) ω(q).
In Fig. 3 we present the QNet algorithm. Note that during Stage (1) in Steps (I) and (II) whenwe select paths or endpoints,
respectively, ties are broken randomly. In Stage (2) a suitable split weight function ϕ is found by solving a non-negative
constrained least squares problem that we describe inmore detail in Section 6.2. Concerning algorithm complexity, through
avoiding unnecessarymultiple calculations of identical sums, Stage (1) can beperformed inO(n4) storage space and run time.
S. Grünewald et al. / Discrete Applied Mathematics 157 (2009) 2325–2334 2329
Fig. 3. The QNet algorithm.
The constrained least-squares algorithm NNLS from [14, ch. 23] employed in Stage (2) (for more details, see Section 6.2) has
a super-polynomial worst case run time, but runs quite quickly in practice as reported in [11]. The storage space required
for Stage (2) is O(n4).
6. A consistency proof for QNet
We now prove the main result of this paper.
Theorem 6.1. Let ω be a quartet weight function such that ω = ωϕ holds for a circular split weight function ϕ. Then the QNet
algorithm applied to ω will return ϕ.
As a consequence, the consistency of the quartet-joining algorithm also follows.
Corollary 6.1. Let ω be a quartet weight function such that ω = ωϕ holds for a split weight function ϕ that is compatible with a
tree T . Then the quartet-joining algorithm applied to ω returns ϕ.
Corollary 6.1 follows since a split weight function ϕ that is compatible with a tree is also circular (see e.g. [19, ch. 3]).
Hence, QNet returns the split weight function ϕ if it is applied to ωϕ . Moreover, the score used to select vertices in the
quartet-joining algorithm translates into the score used to select paths in Step (I) of the QNet algorithm.
We divide the proof of Theorem 6.1 into two parts from which Theorem 6.1 immediately follows.
(i) For every h ∈ {0, . . . , n− 1} there exists an ordering of X that is compatible with the split weight function ϕ and with
the path graph Gh.
(ii) Let Θ be any ordering of X that is compatible with the path graph Gn−1. Then the weights assigned to the splits in SΘ
in stage (2) yield the split weight function ϕ.
We will prove (i) in Section 6.1 and (ii) in Section 6.2.
6.1. Consistency of steps (I) and (II)
To prove (i) we use induction on h.
Since every ordering of X is compatible with the path graph G0 = (X,∅) the induction base case follows immediately.
Now let h > 0, and let Θ = x1, . . . , xn be any ordering of X that is compatible with ϕ and Gh−1. Such an ordering must
exist by the induction hypothesis. Let ΨΘ = P1, P2, . . . , Pt be the ordering of the paths in P(Gh−1) that is induced by Θ .
Note that t = n− h+ 1.
We first concentrate on Step (I) of the QNet algorithm at iteration h. Suppose that the score σ(P1, Pr) is maximum. We
can assume that r ≤ dt/2e. Let i, j, k ∈ {1, . . . , n}, i < j ≤ k, be such that V (P1) = {x1, . . . , xi} and V (Pr) = {xj, . . . , xk}.
Define an ordering
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Θ ′ = x1, . . . , xi, xj, . . . , xk, xi+1, . . . , xj−1, xk+1, . . . , xn
of X . Note that the induced ordering ΨΘ ′ of the paths inP(Gh−1) is P1, Pr , P2, . . . , Pr−1, Pr+1, . . . , Pt . We want to show that
Θ ′ is also compatible with the split weight function ϕ. If r = 2 thenΘ ′ = Θ and we are done. So, assume r ≥ 3. It suffices
to show that every split S = {A, B} inSϕ satisfies at least one of the following properties:
(*) A ⊆ ∪ti=r+1 V (Pi) or B ⊆ ∪ti=r+1 V (Pi).
(**) There exists j ∈ {1, . . . , t} such that A ⊆ V (Pj) or B ⊆ V (Pj).
To show this we will use the following lemma, a proof for which may be found in the Appendix.
Lemma 6.1. For each split S ∈ SΘ let
λ1(S) =
∑
i,j∈{1,...,t}\{1,r},i6=j
( r
2
) |{q ∈ Q (P1Pr |PiPj)|S displays q}|
|Q (P1Pr |PiPj)|
λ2(S) =
∑
k,l∈{1,...,r},k6=l
∑
i,j∈{1,...,t}\{k,l},i6=j
|{q ∈ Q (PkPl|PiPj)|S displays q}|
|Q (PkPl|PiPj)| .
Then the following statements hold:
(a)
( r
2
)
σ(P1, Pr) =∑S∈SΘ ϕ(S) · λ1(S) and ∑ k,l∈{1,...,r}k6=l σ(Pk, Pl) =∑S∈SΘ ϕ(S) · λ2(S).
(b) 0 ≤ λ1(S) ≤ λ2(S) for every split S ∈ SΘ .
(c) If S ∈ SΘ satisfies neither (*) nor (**) then λ1(S) < λ2(S).
Since σ(P1, Pr) is maximum it follows by Lemma 6.1(a) and (b) that( r
2
)
σ(P1, Pr) =
∑
k,l∈{1,...,r},k6=l
σ(Pk, Pl),
and hence if S ∈ SΘ with λ1(S) < λ2(S) then ϕ(S) = 0. But then by Lemma 6.1(c) if a split S ∈ SΘ satisfies ϕ(S) > 0 it
must also satisfy (*) or (**). Hence, the split weight function ϕ is compatible with the orderingΘ ′ of X , and so the selection
of paths in Step (I) of the QNet algorithm is correct.
Next we concentrate on Step (II) at iteration h. Let Θ = x1, . . . , xn be an ordering of X that is compatible with the split
weight function ϕ and with the path graph Gh−1. Let ΨΘ = P1, P2, . . . , Pt be the ordering of the paths in P(Gh−1) that is
induced by Θ . In view of the argument above concerning Step (I), we can assume that during Step (I) paths P1 and P2 have
been selected. Let e1, e2 ∈ {1, . . . , n}, e1 < e2, be such that V (P1) = {x1, . . . , xe1} and V (P2) = {xe1+1, . . . , xe2}.
Recall that during Step (II) we select a vertex v1 ∈ {x1, xe1} and a vertex v2 ∈ {xe1+1, xe2} such that theweight ω˜(Gh) of the
path graph Gh obtained by adding edge v1v2 to Gh−1 is maximized. Set δh = ω˜(Gh)− ω˜(Gh−1). The quantity δh corresponds
to the increase of weight due to the added edge v1v2. Note that maximizing ω˜(Gh) is equivalent to maximizing δh.
In order to find an expression for δhwemust identify those quartets inQ (X)whoseweight contributes to δh. Let q = ab|cd
be any quartet in Q (X). A case analysis shows that the weight of q can contribute to δh only if
(a) |V (P1) ∩ {a, b}| = |V (P1) ∩ {c, d}| = |V (P2) ∩ {a, b, c, d}| = 1, or
(b) |V (P2) ∩ {a, b}| = |V (P2) ∩ {c, d}| = |V (P1) ∩ {a, b, c, d}| = 1, or
(c) |V (P1) ∩ {a, b}| = |V (P1) ∩ {c, d}| = |V (P2) ∩ {a, b}| = |V (P2) ∩ {c, d}| = 1.
This motivates the definition of the following quantities (again, empty sums evaluate to zero).
τ
(a)
1 =
∑
1≤i<j≤e1
e1+1≤k≤e2
y∈X\(V (P1)∪V (P2))
ω(xixk|xjy) τ (a)2 =
∑
1≤i<j≤e1
e1+1≤k≤e2
y∈X\(V (P1)∪V (P2))
ω(xjxk|xiy)
τ
(b)
1 =
∑
e1+1≤i<j≤e2
1≤k≤e1
y∈X\(V (P1)∪V (P2))
ω(xixk|xjy) τ (b)2 =
∑
e1+1≤i<j≤e2
1≤k≤e1
y∈X\(V (P1)∪V (P2))
ω(xjxk|xiy),
τ
(c)
1 =
∑
1≤i<j≤e1
e1+1≤k<l≤e2
ω(xixk|xjxl) τ (c)2 =
∑
1≤i<j≤e1
e1+1≤k<l≤e2
ω(xixl|xjxk).
Now we can express δh depending on the choice of vertices v1 and v2 as follows:
δh =

τ
(a)
2 + τ (b)1 + τ (c)2 if v1 = xe1 and v2 = xe1+1
τ
(a)
2 + τ (b)2 + τ (c)1 if v1 = xe1 and v2 = xe2
τ
(a)
1 + τ (b)1 + τ (c)1 if v1 = x1 and v2 = xe1+1
τ
(a)
1 + τ (b)2 + τ (c)2 if v1 = x1 and v2 = xe2 .
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Since the split weight function ϕ is compatible with orderingΘ , a quartet q ∈ Q (X) can only have positive weight ω(q)
if there is a split S ∈ SΘ which displays q. But it can be checked that there is no split in SΘ which displays a quartet
contributing to τ (a)1 , τ
(b)
2 or τ
(c)
1 . Hence, τ
(a)
1 = τ (b)2 = τ (c)1 = 0.
Hence
δh =

τ
(a)
2 + τ (b)1 + τ (c)2 if v1 = xe1 and v2 = xe1+1
τ
(a)
2 if v1 = xe1 and v2 = xe2
τ
(b)
1 if v1 = x1 and v2 = xe1+1
τ
(c)
2 if v1 = x1 and v2 = xe2 .
In particular, if at least two of τ (a)2 , τ
(b)
1 , τ
(c)
2 are positive the algorithm will add edge xe1xe1+1 to Gh−1 in Step (II) and the
resulting path graph Gh is compatible with Θ . Thus, it remains to consider the situation that at most one of τ
(a)
2 , τ
(b)
1 , τ
(c)
2
is positive and the algorithm does not select v1 = xe1 and v2 = xe1+1. We will discuss the situation when t ≥ 3, only. The
situation when t = 2 can be treated in a completely similar way.
Define orderings of X as follows:
Θ1 = x1, . . . , xe1 , xe2 , xe2−1, . . . , xe1+1, xe2+1, xe2+2, . . . , xn,
Θ2 = xe1 , xe1−1, . . . , x1, xe1+1, xe1+2, . . . , xn, and
Θ3 = xe1 , xe1−1, . . . , x1, xe2 , xe2−1, . . . , xe1+1, xe2+1, xe2+2, . . . , xn.
Furthermore, define two sets of splits:
S1 = {{xi, . . . , xj}, X \ {xi, . . . , xj}|1 < i ≤ e1, e1 + 1 ≤ j < n} and
S2 = {{xi, . . . , xj}, X \ {xi, . . . , xj}|e1 + 1 < i ≤ e2, e2 + 1 ≤ j ≤ n} ∪
{{xi, . . . , xj}, X \ {xi, . . . , xj}|1 ≤ i ≤ e1, e1 + 1 ≤ j < e2}.
Note that every split in S1 displays the quartet q = x1xn|xe1xe1+1. But the weight of quartet q contributes to τ (a)2 . Hence, if
τ
(a)
2 = 0 then for every split S ∈ S1 we have ϕ(S) = 0. Similarly, every split inS2 displays the quartet q = xe1xe1+1|xe2xe2+1
and the weight of q contributes to τ (b)1 . Thus, if τ
(b)
1 = 0 then every split inS2 has weight zero. Now consider the following
cases:
Case 1: τ (a)2 = τ (b)1 = 0. Then each of the splits in S1 ∪ S2 has weight zero. Hence, ϕ is also compatible with any of
the orderings Θ1,Θ2,Θ3. Thus, no matter how vertices v1 and v2 are selected, there is always an ordering of X which is
compatible with ϕ and with Gh.
Case 2: τ (a)2 = τ (c)2 = 0 and τ (b)1 > 0. Then the algorithm selects v1 = x1 and v2 = xe1+1. The resulting path graph Gh is
compatible with orderingΘ2. Since τ
(a)
2 = 0 every split inS1 has weight zero. But then ϕ is also compatible withΘ2.
Case 3: τ (b)1 = τ (c)2 = 0 and τ (a)2 > 0. Similarly to Case 2 it follows that both Gh and ϕ are compatible with orderingΘ1.
Thus, we can conclude that the endpoints v1 and v2 of paths P1 and P2, respectively, selected by the QNet algorithm in
Step (II) at iteration h, yield a path graph Gh such that there exists at least one ordering of X which is compatible with both
Gh and the split weight function ϕ. This finishes our inductive proof of (i).
As a consequence, at the end of Stage (1) the algorithm has constructed a path graph Gn−1 such that every ordering of X
which is compatible with Gn−1 is also compatible with the split weight function ϕ.
Remark 6.1. Suppose the input to the algorithm is a circular quartet weight function. Then the vertices v1 and v2 selected
during iteration h in Step (II) will not change if we introduce an arbitrary positive constant µ into the expressions yielding
δh as follows:
δh =

τ
(a)
2 + τ (b)1 + µ · τ (c)2 if v1 = xe1 and v2 = xe1+1
τ
(a)
2 + τ (b)2 + µ · τ (c)1 if v1 = xe1 and v2 = xe2
τ
(a)
1 + τ (b)1 + µ · τ (c)1 if v1 = x1 and v2 = xe1+1
τ
(a)
1 + τ (b)2 + µ · τ (c)2 if v1 = x1 and v2 = xe2 .
This could be useful since µ represents the influence of quartets using vertices from exactly two paths compared to
quartets using exactly three paths. Correspondingly, two free parameters may be varied in the NeighborNet selection
steps [5], while one may be varied in neighbor-joining [10] and none in quartet-joining.
6.2. Constrained least squares
We now explain how the least-squares optimization is performed in the final stage of the QNet algorithm (Stage (2)
in Fig. 3), and why it gives the correct split weight function in case the input quartet weight function is induced by some
circular split weight function ϕ. This will complete the proof of Theorem 6.1.
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Let Θ = x1, . . . , xn be an ordering of X which is compatible with the split weight function ϕ. Let A = (aq,S)q∈Q (X),S∈SΘ
be the matrix – with rows indexed by the quartets Q (X) of X and columns indexed by the splits inSΘ – defined by putting
aq,S = 1 if q is displayed by S and aq,S = 0 else.
We first show that matrix A has full rank. Clearly, the rank of A can be at most |SΘ | = n(n−3)2 . Furthermore, for every
split S = {{xi, . . . , xj−1}, X \ {xi, . . . , xj−1}}, 1 ≤ i ≤ j− 2 ≤ min{n− 2, n+ i− 4}, inSΘ the quartet q(S) = xixj−1|xi−1xj,
with x0 = xn, is only displayed by split S. Hence, the row vectors corresponding to the quartets in {q(S)|S ∈ SΘ} are linearly
independent.
Now, if we view the split weight function ϕ as a column vector (ϕ(S))S∈SΘ and the quartet weight function ωϕ induced
by ϕ as a column vector (ωϕ(q))q∈Q (X) we have ωϕ = Aϕ. Since matrix A has full rank, for every split weight function ϕ′ it
follows that ωϕ = Aϕ′ implies ϕ′ = ϕ.
So, given the input quartet weight function ω, in Step (C) of Stage (2) the QNet algorithm aims to find a split weight
function ϕ′ for which the Euclidean norm of the vector Aϕ′−ω is minimal, or, equivalently, whichminimizes the expression
‖ATAϕ′ − ATω‖. In case negative split weights were allowed, ϕ′ would be the unique solution of the equation ATAx = ATw.
However, in practice, negative weights need to be ignored as they have no obvious biological significance, which tends to
distort the resulting networks. Hence, we instead employ the non-negative least squares algorithm NNLS by Lawson and
Hanson [14, pp. 160–165] to find an optimal non-negative solution. Clearly, for an input quartet weight function ω induced
by a circular split weight function ϕ the unique solution would be ϕ, which completes our proof of (ii).
We remark that the running time and the storage space required to compute thematrix ATA and the vector ATw areO(n4),
which implies that the space needed for the whole QNet algorithm is O(n4). This is possible since the entry of ATA at row S1
and column S2 equals the number of quartets displayed by both S1 and S2, and can therefore be computed in constant time.
Moreover, the entry in row S1 of the vector ATw equals the sum of the weights of all quartets displayed by S1. By calculating
the entries for splits with one split part having cardinality 2 first, and avoiding recalculation of sums of quartet weights, the
vector ATw can be computed in O(n4) time and space.
We conclude by noting that the proof of consistency for the least-squares optimization performed in quartet-joining is
similar, except that the matrix A is replaced by the matrix containing only the columns indexed by the splits inST where T
is the binary tree constructed by the agglomeration procedure.
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Appendix
Proof of Lemma 6.1. We start showing (a).( r
2
)
σ(P1, Pr) =
∑
i,j∈{1,...,t}\{1,r},i6=j
( r
2
)
ω(P1Pr |PiPj)
=
∑
i,j∈{1,...,t}\{1,r},i6=j
∑
q∈Q (P1Pr |PiPj)
( r
2
) ω(q)
|Q (P1Pr |PiPj)|
=
∑
i,j∈{1,...,t}\{1,r},i6=j
∑
q∈Q (P1Pr |PiPj)
∑
S∈SΘ ,S displays q
( r
2
) ϕ(S)
|Q (P1Pr |PiPj)|
=
∑
S∈SΘ
ϕ(S)
[ ∑
i,j∈{1,...,t}\{1,r},i6=j
( r
2
) |{q ∈ Q (P1Pr |PiPj)|S displays q}|
|Q (P1Pr |PiPj)|
]
=
∑
S∈SΘ
ϕ(S) · λ1(S).
The other equation can be derived analogously.
Next we show (b). Consider an arbitrary split S = {A, B} in SΘ . Note that the coefficients λ1(S) and λ2(S) are non-
negative. We will show that in addition λ1(S) ≤ λ2(S) holds.
For every i ∈ {1, . . . , t} we put ai = |A ∩ V (Pi)|/|V (Pi)| and bi = |B ∩ V (Pi)|/|V (Pi)|. We divide our argument into five
cases. Note that for each case considered there is always the symmetric situation with roles of A and B swapped.
Case 1: There exists k ∈ {1, . . . , t} such that A ⊆ V (Pk). Then S displays no quartet in⋃
i,j∈{1,...,t}\{1,r},i6=j
Q (P1Pr |PiPj).
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Thus, λ1(S) = 0 ≤ λ2(S).
Case 2: V (P1) ⊆ A and V (Pr) ⊆ B. Again, it can be checked that S displays no quartet in⋃
i,j∈{1,...,t}\{1,r},i6=j
Q (P1Pr |PiPj)
and, thus, λ1(S) = 0. However, since we have already ruled out Case 1, split S displays at least one quartet in⋃
k,l∈{1,...,r},k6=l
⋃
i,j∈{1,...,t}\{k,l},i6=j
Q (PkPl|PiPj).
Hence, λ2(S) > 0 = λ1(S).
Case 3: A ⊆ ∪r−1k=1 V (Pk) or A ⊆ ∪rk=2 V (Pk). If r = 3 then split S displays no quartet in⋃
i,j∈{1,...,t}\{1,r},i6=j
Q (P1Pr |PiPj)
and, thus, λ1(S) = 0. However, split S displays at least one quartet in⋃
k,l∈{1,...,r},k6=l
⋃
i,j∈{1,...,t}\{k,l},i6=j
Q (PkPl|PiPj)
and, hence, λ2(S) > 0 = λ1(S). So assume r ≥ 4. We then have
λ1(S) =
∑
i,j∈{2,...,r−1},i6=j
( r
2
)
aiajb1br
and, thus,
λ2(S) ≥
∑
k,l∈{2,...,r−1},k6=l
∑
i,j∈{1,r,...,t},i6=j
akalbibj
≥
∑
k,l∈{2,...,r−1},k6=l
∑
i,j∈{1,r,...,t},i6=j
akalb1br
=
∑
k,l∈{2,...,r−1},k6=l
(
t − r + 2
2
)
akalb1br
≥
∑
k,l∈{2,...,r−1},k6=l
(
r + 1
2
)
akalb1br
> λ1(S).
To obtain the inequality in the first line above we count only those quartets q = aa′|bb′ displayed by S with the property
that {a, a′} ⊆ V (P2) ∪ · · · ∪ V (Pr−1) and {b, b′} ⊆ V (P1) ∪ V (Pr) ∪ · · · ∪ V (Pt). The inequality in the second line above
follows from the fact that bi = 1 for each i ∈ {r + 1, . . . , t}.
Case 4: B ⊆ ∪tk=r V (Pk) or B ⊆ ∪k∈{1,r+1,...,t} V (Pk). We have
λ1(S) =
∑
i,j∈{r+1,...,t},i6=j
( r
2
)
a1arbibj.
Hence, using calculations similar to those used in Case 3,
λ2(S) ≥
∑
k,l∈{1,...,r},k6=l
∑
i,j∈{r+1,...,t},i6=j
akalbibj
≥
∑
k,l∈{1,...,r},k6=l
∑
i,j∈{r+1,...,t},i6=j
a1arbibj
=
∑
i,j∈{r+1,...,t},i6=j
( r
2
)
a1arbibj
= λ1(S).
Note that the inequality in the second line above is strict if either V (P1) ∩ B 6= ∅ or V (Pr) ∩ B 6= ∅.
Case 5: V (P1) ∩ A 6= ∅, V (P2) ∩ A 6= ∅, V (Pr) ∩ A 6= ∅, V (P1) ∩ B 6= ∅, and V (Pr) ∩ B 6= ∅. We have
λ1(S) =
[ ∑
i,j∈{2,...,r−1},i6=j
( r
2
)
b1br
]
+
[ ∑
i,j∈{r+1,...,t},i6=j
( r
2
)
a1ar
]
2334 S. Grünewald et al. / Discrete Applied Mathematics 157 (2009) 2325–2334
=
(
r − 2
2
)( r
2
)
b1br +
(
t − r
2
)( r
2
)
a1ar .
Hence
λ2(S) ≥
[ ∑
k,l∈{2,...,r−1},k6=l
∑
i,j∈{1,r,...,t},i6=j
bibj
]
+
[ ∑
l∈{2,...,r}
∑
i,j∈{r+1,...,t},i6=j
a1al
]
+
[ ∑
k∈{2,...,r−1}
∑
i,j∈{r+1,...,t},i6=j
akar
]
>
[ ∑
k,l∈{2,...,r−1},k6=l
∑
i,j∈{1,r,...,t},i6=j
b1br
]
+
[ ∑
k,l∈{2,...,r−1},k6=l
∑
i,j∈{r+1,...,t},i6=j
a1ar
]
+
[ ∑
l∈{2,...,r}
∑
i,j∈{r+1,...,t},i6=j
a1ar
]
+
[ ∑
k∈{2,...,r−1}
∑
i,j∈{r+1,...,t},i6=j
a1ar
]
=
[ ∑
k,l∈{2,...,r−1},k6=l
∑
i,j∈{1,r,...,t},i6=j
b1br
]
+
[ ∑
k,l∈{1,...,r},k6=l
∑
i,j∈{r+1,...,t},i6=j
a1ar
]
=
(
r − 2
2
)(
t − r + 2
2
)
b1br +
( r
2
)( t − r
2
)
a1ar
≥
(
r − 2
2
)(
r + 1
2
)
b1br +
( r
2
)( t − r
2
)
a1ar
≥ λ1(S).
To obtain the first inequality above we count only those quartets q = aa′|bb′ displayed by S with the property that
{a, a′} ⊆ V (P1) ∪ · · · ∪ V (Pr) and {b, b′} ⊆ V (Pr+1) ∪ · · · ∪ V (Pt). Note that for all k, l ∈ {2, . . . , r − 1}, k 6= l, ak = al = 1
and, similarly, for all i, j ∈ {r + 1, . . . , t}, i 6= j, bi = bj = 1. To obtain the inequality in the third line above we used the fact
that for i, j ∈ {r + 1, . . . , t}, i 6= j, we have bibj = 1 ≥ a1ar + b1br and for l ∈ {2, . . . , r − 1} we have al = 1 > ar . This
finishes the proof of (b).
To show (c) it remains to check that for every split S ∈ SΘ that satisfies neither (*) nor (**) the strict inequality
λ1(S) < λ2(S) holds. 
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