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Abstract
We give explictly the probability density of the local time of the Brox diffusion
at first passage times. Such formula is used to find the moments and to related the
minima and maxima of the environment to the most and least visted points of the
diffusion.
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1 Introduction
When studying processes with a random environment, it is natural to analyze de effect of the
environment on the behaviour of the processs. In fact, one is interested on determining, up to
some confidence, the behaviour of the trayectories by knowing something of the environment.
A very well known situtation of this type arises with models such as the so-called Sinai’s
random walk and the Brox diffusion, where information of the environment can say where
is mainly localized the particle, see for instance [3, 1].
In this paper we focus on this kind of question for the Brox diffusion. It is known that
the environment gives rise to a stochastic process, sometimes called the potential, and it
is already known as well how the minimum values of such potential determines the places
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where the particles acumulates more local time, see [2]. The places in the state space where
the local time takes high values are said to be favorite points.
For these reasons we are interested on studying the local time and its probability densities.
One has to remember that for the Brownian motion the local times can be related to specific
stochastic processes such as the Bessel diffusion; this is the content of the so-called Ray-
Knight theorems. What we do here is to calculate explicitly the probability density of the
local time for the Brox diffusion under certaing stopping times. It is interesting to see how
the density is a mixture of a absolutely continuous density and a discrete one. A very
straight forward application is finding moments of the local times where one can easly read
the connection between minima of the potential and favorite points of the diffusion, see
Remark 5.
2 Preliminaries
Intuitively speaking the Brox diffusion was originally described with the following stochastic
differential equation
dXt = −
1
2
W ′(Xt) dt+ dBt, (1)
where B := {Bt : t ≥ 0} represents the standard Brownian motion, and W := {W (x) : x ∈
R} is a two-sided Brownian motion. The processes B and W are independent from each
other. Here W ′ denotes the derivative of W , and usually W ′ is known as the white noise.
To give a rigourous meaning of the expression (1) we can use the associated generator
of the Markov process. More precisely one can say that the process X := {Xt : t ≥ 0} is
associated with the infinitesimal generator
Lf(x) :=
1
2
eW (x)
d
dx
(
e−W (x)
df(x)
dx
)
.
In this case, the scale function is
s(x) :=
∫ x
0
eW (y) dy, (2)
and the speed measure is
m(A) :=
∫
A
2e−W (y) dy, for Borel sets A ⊆ R. (3)
Therefore we can represent the operator L in the following way
Lf =
d
dm
d
ds
f.
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When leaving fixed a trajectory of W , the process X associated with this operator is
indeed a diffusion, thus, one can give an explicity formula of the process X in the following
way:
Xt = s
−1(BT−1
t
), (4)
where
Tt :=
∫ t
0
e−2W (s
−1(Bu)) du.
Now, let us say some facts on local times.
Let LX(t, x) be the local time of the Brox diffusion at time t at the site x. It is known
that LX := {LX(t, x) : t ≥ 0, x ∈ R} is jointly continuous stochastic process such that for
any measurable function f and for any t ≥ 0:∫ t
0
f(Xs)ds =
∫
∞
−∞
f(x)LX(t, x)dx. (5)
By substituting (4) in (5) it is easy see that
LX(t, x) = e
−W (x)LB(T
−1(t), s(x)), (6)
where LB represent the local time of the Brownian motion, see [5]. We use previous formula
to give a explicit expression of local time of the Brox process.
Finally, we briefly mention the statement of the Ray-Knight theorem, see for instance
[4]. It says that {LB(σ(1), 1− a), a ∈ [0, 1]} is the same in distribution as a two dimensional
squared Bessel process {Za, 0 ≤ a ≤ 1}, where σ(1) = inf{t : Bt = 1}. In general, it is
also true that for fixed a < b, the local time {LB(σ(b), a)} has the same distribution as the
random variable Zb−a. In particular, for fixed a < b, the distribution of LB(σ(b), a) is an
exponential random variable with mean 2.
3 Local time of Brox diffusion
Let us now define the random variable that we are going to analyze. Take the stopping time
τ(b) := inf{t : Xt = b}. Our goal is to study the stochastic process {LX(τ(b), a), b > a}, for
a, b fixed.
Proposition 1 For 0 < a < b fixed, the random variable LX(τ(b), a) is exponential with
parameter λ :=
eW (a)
2(s(b)− s(a))
.
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Proof. Using (6) we have that LX(τ(b), a) = e
−W (a)LB(T
−1(τ(b)), s(a)). One can see that
T−1(τ(b)) = σ(s(b)).
Then, by the Ray-Knight theorem, if Z represents a two dimensional squared Bessel
process, then we have
P (LX(τ(b), a) ≤ x) = P (e
−W (a)LB(T
−1(τ(b)), s(a)) ≤ x)
= P (e−W (a)LB(σ(s(b)), s(a)) ≤ x)
= P (e−W (a)Zs(b)−s(a)) ≤ x)
= P (e−W (a)(s(b)− s(a))Z1 ≤ x)
= P
(
Z1 ≤
eW (a)x
s(b)− s(a)
)
.
Using the fact that Z1 is an exponential random variable with mean 2, we obtain the result.
Lemma 2 For any fixed environment W , and a ∈ R fixed, the process {LX(τ(t), a) : t ≥ 0}
has independent increments.
Proof. Take times t1 < t2 < t3 < t4, and define de increments I1 and I2 as,
I1 := LX(τ(t2), a)− LX(τ(t1), a),
and similarly for I2 using t3 and t4 in liu of t1 and t2, respectively.
Using (6) we have that
I1 = e
−W (a)
(
LB(T
−1(τ(t2)), a)− LB(T
−1(τ(t1)), a)
)
and the same for I1.
If Ti := T
−1(τ(ti)) for i = 1, 2, 3, 4, notice that T1 ≤ T2 ≤ T3 ≤ T4, and although they de-
pend on B, they are stopping times. Thus, by the strong Markov property, the random vari-
bles I1 and I2 are independent because they are measurements on disjoint ”time-windows”.
We use previous results to find the distribution of the random variable
LX(τ(c), a)− LX(τ(b), a),
where 0 < a < b < c.
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Theorem 3 The probability density f of LX(τ(c), a)− LX(τ(b), a) is given by
f(t) = λ(1− α)e−λt + αδ0(t), (7)
where
λ =
eW (a)
2(s(c)− s(a))
> 0, and α =
s(b)− s(a)
s(c)− s(a)
.
Here δ0 represents the Dirac Delta function at the point 0.
Proof. Note first that
E
(
e−tLX (τ(c),a)
)
= E
(
e−t[LX(τ(c),a)−LX (τ(b),a)]
)
· E
(
e−tLX (τ(b),a)
)
. (8)
Thus,
E
(
e−t[LX(τ(c),a)−LX (τ(b),a)]
)
=
E
(
e−tLX (τ(c),a)
)
E (e−tLX(τ(b),a))
. (9)
On the other hand, using the fact that LX(τ(b), a) is exponential with parameter λ :=
eW (a)
2(s(b)− s(a))
, then the moment-generating function of LX(τ(b), a) is the following:
E
(
e−tLX (τ(b),a)
)
=
eW (a)
eW (a) + 2t(s(b)− s(a))
. (10)
Substituting (10) in (8) we obtain the moment-generating function of LX(τ(c), a)−LX(τ(b), a)
E
(
e−t[LX(τ(c),a)−LX (τ(b),a)]
)
=
eW (a) + 2t(s(b)− s(a))
eW (a) + 2t(s(c)− s(a))
. (11)
The previous expression can be written as
E
(
e−t[LX(τ(c),a)−LX (τ(b),a)]
)
=
1
1 + 2(s(c)−s(a))t
eW (a)
+
2(s(b)− s(a))
eW (a)
·
t
1 + 2(s(c)−s(a))t
eW (a)
. (12)
We now consider the following formulae:
L−1
(
1
1 + 2(s(c)−s(a))t
eW (a)
)
=
eW (a)
2(s(c)− s(a))
e
−eW (a)t
2(s(c)− s(a)) ,
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L−1
(
t
1 + 2(s(c)−s(a))t
eW (a)
)
=
eW (a)
2(s(c)− s(a))
δ0(t)−
e2W (a)
4(s(c)− s(a))2
e
−eW (a)t
2(s(c)− s(a)) ,
where L−1 is the inverse Laplace transform, and δ0 represent the Dirac Delta function.
Using the previous formulae, we can obtain the distribution of LX(τ(c), a)−LX(τ(b), a),
for 0 < a < b < c.
Indeed, if F represents such distribution function, then we have
F (t) =
[
1−
s(b)− s(a)
s(c)− s(a)
]
·

1− e
−eW (a)t
2(s(c)− s(a))

+ s(b)− s(a)s(c)− s(a) ·H0(t), (13)
where H0 represent the Heaviside function. Thus we obtain the density (7).
Now, we can use these formulae to calculate explicitly the moments of the random variable
LX(τ(c), a)− LX(τ(b), a).
Corollary 4 It holds that
E [(LX(τ(c), a)− LX(τ(b), a))
n] = n!
2(s(c)− s(b))
eW (a)
[
2(s(c)− s(a))
eW (a)
]n−1
,
where a, b, c are three numbers such that 0 < a < b < c.
Proof. First note that if f(t) = 1+At
1+Bt
, where A and B are constants, then
dnf(t)
dtn
= n!(−1)n(B −A)(1 +Bt)−n−1Bn−1. (14)
From the formula (11), we can see that the moment-generating function of LX(τ(c), a) −
LX(τ(b), a) has the form f(t) =
1+At
1+Bt
with A = 2(s(b)−s(a))
eW (a)
and B = 2(s(c)−s(a))
eW (a)
.
Now, using the formulae (11) and (14), as well as the fact that the random variable X
satisfies
dnE(e−tX)
dtn
|t=0 = (−1)
nE(Xn),
we have the explicit formula for the moments of LX(τ(c), a)− LX(τ(b), a).
Finally, let us mention the following important application. In the case where n = 1 we
end up with
E(LX(τ(c), a)− LX(τ(b), a)) =
2(s(c)− s(b))
eW (a)
. (15)
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Remark 5 We can see in the previous expression (15) that if a satisfies W (a) ≤ W (t) for
all t ∈ [0, b], then the expected value of LX(τ(c), a)−LX(τ(b), a) is the largest possible. That
is, if W (a) is a minimum of W in the interval [0, b], then it is expected that the random
variable LX(τ(c), a)− LX(τ(b), a) reachs its largest value.
Similarly, if W (a) is a maximum of W in the interval [0, b], then it is expected that the
random variable LX(τ(c), a)− LX(τ(b), a) reachs its smallest value.
In short, the stochastic process X spends more time at minima of the environment, and
less time at maxima of the environment.
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