It is necessary to develop an efficient optimization technique to perform optimum designs which have given design spaces, discrete design values and several design goals. As optimization techniques, direct search method and stochastic search method are widely used in designing of ship structures. The merit of the direct search method is to search the optimum points rapidly by considering the search direction, step size and convergence limit. And the merit of the stochastic search method is to obtain the global optimum points well by spreading points randomly entire the design spaces. In this paper, Pareto Strategy (PS) multi-objective function method is developed by considering the search direction based on Pareto optimal points, the step size, the convergence limit and the random number generation. The success points between just before and current Pareto optimal points are considered. PS method can also apply to the single objective function problems, and can consider the discrete design variables such as plate thickness, longitudinal space, web height and web space. The optimum design results are compared with existing Random Search (RS) multi-objective function method and Evolutionary Strategy (ES) multi-objective function method by performing the optimum designs of double bottom structure and double hull tanker which have discrete design values. Its superiority and effectiveness are shown by comparing the optimum results with those of RS method and ES method.
Introduction
Generally ship structures are consisted of plate and stiffener members, which have lower and upper limit with discrete values. Various objects such as minimum weight, minimum cost and maximum reliability are required to perform the good design. Therefore, it is necessary to develop a new optimum technique for the consideration of the discrete design variables and multi-objective functions.
Until now, various Gradient methods and Search methods have been developed, and applied to the actual design of ships (Moe and Lund, 1968; Yim and Yang, 1988) . In the viewpoint of structural design of ships, the Gradient method can search the optimum points rapidly, but it is difficult to differentiate the object functions with discrete design variables. The Search method such as direct search method and stochastic search method is widely used for the optimum design of ship structures. The direct search method such as Hooke & Jeeves method (Hooke and Jeeves, 1961) and Nelder & Mead method (Nelder and Mead, 1965) is widely used for the optimum design of ship structures with single objective function (Jang and Na, 2000) , but it is difficult to find the global optimum point.
For several decades, the stochastic search method such as Genetic Algorithm (Goldberg, 1989; Kim, 1994; Yang et al., 1994; Nobukawa and Zhou, 1996) and Evolutionary Strategy (Schwefel, 1981) method was widely used for the optimum design of ship structures with single objective function. Recently, the stochastic search method such as Genetic Algorithm (Mori et al., 2014) and Evolutionary Strategy (Knowles and Corne, 1999; Shin et al., 2002 Shin et al., , 2006 Sekulski, 2014) method is widely used for the optimum design of ship structures with multi-objective functions. It is known that Evolutionary Strategy method requires a little search time compared with Genetic Algorithm method (Ruy and Shin, 2000) . Sometimes these methods are not able to search the global optimum points well for the discrete design variables such as number of longitudinal and number of web frame. These variables are very sensitive to the objective functions and the constraint functions.
This phenomenon was found in our previous papers Na and Karr, 2002) regarding the optimum structural design of ships, and needed to develop a new algorithm. A Random Search (RS) method (Na, 2005) was developed by combining the merits of direct search method and stochastic search method, and it was applied to the actual design of ship structures . The merits of direct search method are the search direction based on the Pareto optimal (Pareto, 1896) , the step size by using lower & upper limit values, the convergence limit related with step size. And the merit of the stochastic search method is to obtain the global optimum points well by spreading points randomly entire the design spaces. However, this method has still a little low probability to obtain the global optimum points.
In this study, Pareto Strategy (PS) method for the multiobjective function and single objective function will be developed to improve the probability to find the global optimum points by considering the success points between just before and current Pareto optimal points based on the existing Random Search method. Several applications will be performed for the design of ship structures such as double bottom structure and double hull tanker. Its superiority and effectiveness will be shown by comparing the optimum results with those of RS method and Evolutionary Strategy (ES) method. Also, the optimum results of multi-objective function method will be compared with those of single objective function method.
In future, PS method will be combined with the efficient stiffness method developed by Authors (Na and Karr, 2013) . And then more practical optimum designs of ship structures will be performed by consideration of the Harmonized Common Structural Rules (Korean Register of Shipping, 2015) for the longitudinal members and the efficient stiffness method for the transverse members.
Algorithm of Pareto strategy method (PS)
An algorithm of Pareto Strategy (PS) method for multiobjective function and single objective function was developed to improve the probability to find the global optimum points by considering the success points between just before and current Pareto optimal points as follows. This method was considered the search direction based on the Pareto optimal, the step size by using lower & upper limit values, the convergence limit related with step size, and the random number generator.
(1) Generate initial points randomly throughout the design space, and make discrete design values from continuous ones. The discrete design values are the interval to make real design value (for example, plate thickness is 0.5 mm, longitudinal space is 10 mm).
where, (X j ) min : minimum value of each design variable (X j ) max : maximum value of each design variable i: current number of design point (1 i NPI) j: current number of design variable (1 j N) NPI: number of initial points N: number of design variables RAN: random number generator (2) Calculate the object functions (F), constraints (G) and penalty functions (P), and select good points which satisfy the constraints.
where, l 1, l 2 : Lagrange multiplier (adopted very big constant, 1 Â 10 20 )
ic: current number of constraint NC: number of constraints (3) Generate new points based on the good points (or parent points as shown in Fig. 2 ), and make discrete design values. As shown in Fig. 1 , a new point (solid circle) is generated from the good point (X mark). So, the new point can be generated in entire design region. NPAR: number of Pareto optimal points i: current number of design point (NPARþ1 i NPS) NPS: number of search points (4) Calculate the objective functions, constraints and penalty functions according to Eq. (2). Determine the success region by choosing the good points as shown in Fig. 2 . The success region is defined as the points which are the better points compared with those of just before generation. The dotted circles are the just before Pareto optimal points. The dark circles are the current Pareto optimal points. And the solid circles are good points between just before (I-1) and current generation (I). The dotted circles and the dark circles & solid circles become the parent points for the next generation. (5) Determine the Pareto optimal points in the success region by checking the Pareto optimality. The Pareto optimal set is the range of points within which it is impossible to decrease the value of a certain objective function without increasing that of other objective functions. (6) Check the convergence conditions as shown in Fig. 3 .
When the difference of average between just before and current generation is smaller than convergence limit ε 1 , reduce the step size (d). The average (d n ) is obtained by calculating the distances (d n ) from the origin to the every point in the Pareto optimal set. When d is smaller than convergence limit ε 2 , that is, the search range is smaller than the discrete design value intervals, the search is finished.
where, ε 1 , ε 2 : convergence limit (ε 1 ¼ 0.001, ε 2 ¼ discrete design value interval) W m , C m : current weight and cost of each Pareto optimal point W n , C n : weight and cost for normalization (7) Repeat (3)~(6), until these points satisfy the convergence conditions.
As shown in Fig. 4 , the PS method can be applied to the single objective function problem. At first, several points with smallest value among the penalty functions are searched in order. These points are assumed as the Pareto optimal points. And then repeat (3), (5), (6) until these points satisfy the convergence conditions.
As shown in Fig. 5 , a hybrid random search method for the multi-objective function method and single objective function method is applied to obtain the global optimum points by combination of global search pattern and local search pattern. The global search pattern is based on the total Pareto optimal set, and the local search pattern is based on the individual Pareto optimal set. In the initial search stage, the global search pattern is used, and then in the final search stage, the local search pattern is used. In the middle search stage, the global search pattern and the local search pattern are properly mixed. The present hybrid random search method can search global optimum points well because the entire design space is always checked by considering the larger step size and the range of each design variable in the current Pareto optimal set. Also, it enables to reach rapid convergence to the global optimum points by considering discrete design value intervals and by reducing the step size until it reaches the discrete design value intervals.
3. Existing multi-objective function methods (Na, 2005; Schwefel, 1981) 3.1. Algorithm of random search multi-objective function method (RS)
The existing algorithm of random search method is similar to that of Pareto strategy method. The difference between each method is the range of parent points for next generation. This method is only considered the Pareto optimal points at just before and current generation as shown in Fig. 6 .
(1) According to Eq. (1), generate initial points randomly throughout the design space, and make discrete design values. (2) According to Eq. (2), calculate the object functions, constraints and penalty functions, and select good points which satisfy the constraints. (3) According to Eq. (3), generate new points based on the good points (or Parent points as shown in Fig. 6 ), and make discrete design values. (4) According to Eq. (2), calculate the objective functions, constraints and penalty functions, and choose the points in the Pareto optimal set by checking the Pareto optimality. The dotted circles are the just before Pareto optimal points. And the dark circles are the current Pareto optimal points. The dotted circles and the dark circles become the parent points for the next generation.
(5) Check the convergence conditions as shown in Fig. 3 . (6) Repeat (3)~(5), until these points satisfy the convergence conditions.
Algorithm of evolutionary strategy multi-objective function method (ES)
The existing algorithm of evolutionary strategy method is quite different to that of Pareto strategy method. The main difference between each method is the range of parent points for next generation. This method considers the Pareto optimal points and randomly selected some points to make the number of children at current generation as shown in Fig. 7 .
(1) Generate initial points and standard deviations (s) randomly throughout the design space, and make discrete design values. 
where, s 0 : initial standard deviation i: current number of design point (1 i PARENT) j: current number of design variable (1 j N) PARENT: number of parent points (2) According to Eq. (2), calculate the object functions, constraints and penalty functions. (3) Generate children points based on the parent points as shown in Fig. 7 using Gaussian random number generator, and make discrete design values. As shown in Fig. 8 , a double bottom structure is adopted to verify the effectiveness of PS method in comparison with existing RS and ES methods.
Objective functions (F 1 , F 2 )
As shown in Eq. (7), object functions are the steel weight (F 1 ) and the fabrication cost (F 2 ) for material and welding.
where, As shown in Eq. (8), the plate thickness and section modulus of longitudinal are calculated based on the previous ABS rules. Fig. 7 . Parent points for next generation (ES method).
Design variables (X)
As shown in Eq. (9), design variables are the number of longitudinal and floor, number of material property, thickness of center girder and floor. 10), constraints are the equivalent and shear stress, thickness of center girder.
where, G(1): equivalent stress ðs e ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi s 2 þ 3t 2 p Þ G(2): shear stress (t) G(3): thickness of center girder s a : allowable bending stress t a : allowable shear stress 4.1.5. Distributed load (w) When the draft (T) is given, distributed load can be obtained as shown in Eq. (11).
where, S 2 : floor space g: specific gravity 4.1.6. Structural analysis As shown in Fig. 9 , the double bottom structure can be modeled as grillage structure with girder and floor. Only 1/4 structure is considered by symmetric conditions. The boundary conditions at transverse bulkhead and longitudinal bulkhead are fixed. Structural analysis can be performed like grillage analysis subjected to distributed load at floor positions.
Example2 (double hull tanker)
As a second example, one cargo hold of double hull tanker is adopted to verify the effectiveness of PS method in comparison with existing RS and ES methods.
Objective functions (F 1 , F 2 )
As shown in Eq. (12), object functions are the steel weight (F 1 ) of longitudinal and transverse members, and the fabrication cost (F 2 ) for material and labor.
where, 
where, ( ) C : current thickness or section modulus ( ) R : required thickness or section modulus
As for the constraints of the transverse members, allowable section modulus (Z) and allowable shear area (A s ) of each web are considered according to the Common Structural Rules.
where, Z i , A si: current section modulus and shear area i: current web number M: design bending moment C s : permissible bending stress factor Q: design shear force C t : permissible shear stress factor t yd : yield stress
Results and discussions
As shown in Fig. 11 , the Pareto optimal points are generally approached to the origin as the number of generation is increased (Na, 2005) . Therefore, the previous Pareto optimal points are the good points to search the next Pareto optimal points.
The Gaussian random number generator adopted by ES method generates random numbers in design space widely and unevenly. However, the random number generator adopted by PS method and RS method generates random numbers evenly in given design space. The main differences between each method are shown in Table 1 . PS method and RS method have functions of step size and special convergence limit compared with ES method.
The process of convergence according to generation is shown in Fig. 12 for the second test example. We can see that the distance from the origin to Pareto optimal points is decreased rapidly at initial stage and slowly at final stage.
The minimum weight or cost design of PS method for the single objective function is shown in Table 2 for the double bottom structure according to initial value. Also as shown in Tables 3e8, the minimum weight and cost of PS method for the multi-objective function are compared with those of RS method and ES method for the double bottom structure according to initial value based on same calculation numbers. We can see that PS method is the best method to search the optimum points which give under 0.17% average difference based on the global optimum points. RS method is the better method to search the optimum points which give under 0.33% average difference. Also, the success rate of PS method is very good because most of the design cases show success. If a design case gives below 1.0% difference based on the global optimum points for the weight and cost respectively, this design is considered as success. When the number of parent and children is increased, the optimum results are better than previous ones. Where (10 þ 100) means 10 parent and 100 children. However, ES method is the worst method because the average difference is over 4.3%.
The minimum weight or cost design of PS method for the single objective function is shown in Table 9 for the design of double hull tanker according to initial value. Also as shown in Tables 10e15, the minimum weight and cost of PS method for the multi-objective function are compared with those of RS method and ES method for the design of double hull tanker according to initial value. Also, we can see that PS method is the best method to search the optimum points which give under 0.95% average difference based on the global optimum points. RS method is a good method to search the optimum points which give under 1.21% average difference. Also, the success rate of PS method is very good because 85% of the design cases are success. When the number of parent and children is increased, the optimum results are better than previous ones. However, ES method is the worst method because the average difference is over 2.82%.
ES method could not find the global optimum points most of time because this method uses the Gaussian random number generator and the mutation to make the next parent points from the current Pareto optimal points as well as the current children points. Although these items might be able to reach the global optimum points, enormous calculation time is needed due to the increasing uncertainty.
The Pareto optimal points which are chosen from the best case of each method for the double bottom structure are shown in Figs. 13 and 14 according to the design methods. The Pareto Fig. 11 . Generation of Pareto optimal points. optimal points of PS method and RS method are widely spread in entire design space, and these methods can search the global optimum points well. Also, the minimum weight and cost of multi-objective function method for PS method and RS method are almost similar to those of single objective function method. The Pareto optimal points which are chosen from the best case of each method for the double hull tanker are shown in Figs. 15 and 16 according to the design methods. We can see that the Pareto optimal points of PS method and RS method are widely spread in entire design space, and these methods can search the global optimum points well. Also, the minimum weight and minimum cost of multi-objective function method for PS method and RS method are almost similar to those of single objective function method.
Conclusively, PS method can search the global optimum points well in most cases although there exist discrete space design variables such as longitudinal spaces and web space in ship structures. The RS method can search the global optimum points in some cases. However, ES method is not able to search the global optimum points in most cases.
In viewpoint of accuracy for the design of double bottom structure, PS method is the best method because it gives below 0.17% difference based on the global optimum points. Also, RS method is a good method because it gives below 0.33% difference. However, ES method is the worst method because it gives over 4.3% difference. In viewpoint of accuracy for the design of double hull tanker, PS method is the best method because it gives below 0.95% difference. RS method is a good method because it gives below 1.21% difference. However, ES method is the worst method because it gives over 2.82% difference.
In viewpoint of success rate for the design of double bottom structure, PS method is the best method because it gives 95% success rate. Also, RS method is the best method because it gives 90% success rate. However, ES method is the worst method because it gives 25% success rate. In viewpoint of success rate for the design of double hull tanker, PS method is the best method because it gives 85% success rate. RS method is a good method because it gives 50% success rate. However, ES method is the worst method because it gives 5% success rate.
Conclusions
Pareto Strategy (PS) multi-objective function method is newly developed by considering the search direction based on Pareto optimal points, the step size, the convergence limit and the random search generation by considering the success points between just before and current generations. Several applications were performed for the design of ship structures such as double bottom structure and double hull tanker. The superiority and effectiveness of PS method are verified by comparison with existing Random Search (RS) method and Evolutionary Strategy (ES) method, and obtained some conclusions as follows. 1) PS method and RS method can be applied well to the single and multi-objective function problems with discrete values. The results between single and multi-objective function problems are almost similar. 2) PS method can search the global optimum points well in most cases although there exist discrete design variables such as number of longitudinal and number of web in ship structures. RS method can search the global optimum points in some cases. However, ES method is not able to search the global optimum points in most cases. 3) In viewpoint of accuracy for the design of double bottom structure and double hull tanker, PS method is the best method because it gives below 0.56% difference based on the global optimum points. RS method is a good method because it gives below 0.77% difference. However, ES method is the worst method because it gives over 3.56% difference. 4) In viewpoint of success rate for the design of double bottom structure and double hull tanker, PS method is the best method because it gives 90% success rate. RS method is a good method because it gives 70% success rate.
However, ES method is the worst method because it gives 15% success rate. 5) In future research, PS method will be applied to the actual design of ships based on the Harmonized Common Structural Rules (H-CSR), and the optimum structural arrangement and scantling for the minimum weight and/or minimum cost will be proposed.
