Abstract-We define controllability for hybrid systems as the existence of correct control-laws that transfer the hybrid plant between pre-defined subsets of the hybrid state-space. A methodology for analyzing controllability and synthesizing control-laws for a class of hybrid systems, applicable expecially in batch control, is proposed. We use a framework consisting of a hybrid plant and a hybrid controller that interact in a feed-back fashion.
I. INTRODUCTION
There has been considerable interest in recent years in the modeling, analysis, and design of hybrid control systems (see [1] , [2] , [3] and [4] ). Hybrid dynamical systems deserve investigations for theoretical, as well as for practical reasons. There are a large number of industrial and other applications, where the dynamical properties of the system depend on a more or less intricate interaction between discrete and continuous variables. Examples can be found in virtually any area of industrial control. In many of these applications, the fundamental physical phenomena are conveniently described by differential equations, our well-established framework for dealing with continuous systems. However, discrete phenomena are often part of the picture, as well. They may come in the form of, for example, discontinuities of the basically continuous dynamics, discrete components like actuators and sensors, or in the form of control-induced abstractions like mode-switching, sequencing etc.
It is interesting to note that in many areas of industrial control, the traditional way of structuring large control systems has been to separate the continuous control from the discrete control. This separation has gradually been replaced by integration in the last 10-15 years. Unfortunately, this integration of continuous and discrete control is not supported by any theoretical framework. In this sense, practice has once again been ahead of theory.
From what has been said above, it should be clear that it is indeed of interest to develop a theoretical framework for hybrid dynamical systems. In doing so, the approaches adopted and the results obtained will certainly depend on the particular objectives, be it modeling and simulation, analysis, control design, or verification.
Hybrid automata
Our interest in this paper is in developing a procedure to synthesize a controller for a simple class of linear hybrid systems. Our model is of the so-called hybrid automata type. Such models have been introduced in slightly different forms by many authors in both control and computer science, e.g. [5] , [6] , [7] , [8] , [9] , and are included in several, more general approaches to hybrid systems modeling, e.g. [10] , [11] , [12] . This work has been financially supported by the Swedish Research Council for Engineering Sciences (TFR) under the project number 92-185.
The authors are with the Control Engineering Laboratory, Chalmers University of Technology, S-412 96 Göteborg, Sweden; email: mt,be@control.chalmers.se Hybrid automata, then, are generalized finite state machines where discrete transitions transfer the system between a finite number of control states or locations. The global states of a system can change continuously with time according to the laws of physics and these changes are governed for each control location by a set of differential equations. Furthermore, for each location there may be a set of state constraints that have to be fulfilled while the system resides in that location.
This framework has been developed in the computer science community with the purpose to verify that the control-laws meet the specifications are in harmony with each other, i.e. that the system satisfies all constraints when running. No explicit controller is modeled, but the progress of the system is enforced by either invariants [7] , time predicates [9] , temporal logic [13] , or transition guards [7] , [14] .
The hybrid automata model is used in this paper to model the mixed discrete/continuous behavior of a hybrid plant. This hybrid-plant model can be contrasted with the interface model for hybrid systems, where a purely continuous plant is connected to a discrete supervisor by means of an interface.
Control design
The main purpose of the paper lies in control-law synthesis or controller design. For a hybrid open-loop plant with given specifications (e.g. state constraints) we try to answer the question, "With the given specifications, do control-laws exist that ensure that the closed-loop plant behaves according to specifications?". It is the task of the controller to operate in a closed-loop fashion with the hybrid plant and to guarantee the desired behavior of the closed-loop system.
The class of systems that we include in our problem statement is limited. We will address hybrid plant models with the following characteristics:
The continuous dynamics in each control location (discrete state) is described by pure integrators.
The available control inputs will be discrete ones, only. The continuous state constraints will be given by polyhedral sets in the state space. This is admittedly a very limited class of systems. However, the models are formulated with a specific application in mind, namely control of batch processes. For this class of applications, the hybrid character of the dynamics stems from the fact that the basic process dynamics is continuous-time, but that control sequencing and the use of binary actuators like pumps and valves introduces discrete-event phenomena in the overall model. The extremely simple integrator dynamics may seem overly simplified, but it turns out to be a relevant description for many cases. This is so, since simple accumulation of mass and energy is often the dominating phenomena in these processes. It is also noted that the preferred way to use low-level continuous controllers with continuous control variables, is to apply linear, ramp-like setpoints, which implies that with tight feedback con-trol these loops will act as integrators on a higher level. We refer to [15] for a more detailed discussion on this.
Outline
The paper is organized as follows. In the next section, a problem formulation, based on the description of the hybrid plant and the formulation of the requirements on the closed loop, is given. In Section 3 we introduce a notion of controllability for the type of hybrid systems considered. We there propose a controllability analysis that is formulated as a backward-reachability problem, and which underlies the formulation in Section 4 of an algorithm for synthesizing a set of correct control-laws in case the system is controllable. The algorithm is applied to a brief example.
II. PROBLEM FORMULATION
In this section the hybrid open-loop plant is defined as a hybrid automaton. It describes the system's dynamics using elements from discrete-event system-modeling and classical continuous state-space representation. Different continuous dynamic laws apply in different discrete modes. Like the unified hybrid system introduced by Branicky et al. in [11] , our openloop plant can model autonomous switchings (i.e. discontinuous changes of the vector fields) and autonomous jumps (i.e. discontinuous changes of the plant's continuous state). At the same time we define the notion of hybrid integrator systems, for which in the sequel an explicit algorithm is given, and point to its applicability in batch processes. However, most of the concepts discussed apply equally well to the general case. The other part of this section discusses the formulation of specifications for the desired closed-loop behavior of the plant.
A. Hybrid Plant
As indicated in the conceptual model of the open-loop plant given in Fig. 1 , the continuous dynamics of the plant are modeled by first order differential equations of the form _ x(t) = f(q x(t)) (1) where the function f: Q h X ! X defines the vector field of the continuous state vector x. Q h denotes the set of all discrete states or modes of the system and X < n . Possible restrictions in X compared to < n are motivated by physical limitations and will be referred to as the system state-constraint. Thus, the plant's state is a pair (q x) from the set Q h X, and its evolution with time will be denoted the plant's trajectory. For the special case of integrator hybrid systems _ x(t) = k q (2) with k q being a constant vector associated with mode q. It is also assumed that the plant's continuous state x is observable at all times.
The system state constraints can be complemented by modedependent physical state-constraints, which are specified by labeled inequalities inv (q):g q (x) 0 (3) inv (q) then assigns to each mode q 2 Q h a state restriction g q (x) 0, which has to be satisfied by the system as long 
where t ; is the time when the event occurs at state q. For notational convenience we shall also write
in order to define a discontinuous jump associated with a specific mode transition. For the case of integrator hybrid systems, the function h(x(t ; ) q ) is restricted to linear terms over X.
Thus,
with R q and c q being constant matrices and vectors, respectively. Indices q 2 Q h and 2 h determine the associated mode transition.
Remarks.
1. It will be assumed in the sequel that a finite number of control and physical events occur in any finite time interval (i.e. no chattering), so that the solution (trajectory) of the hybrid system is well-defined. 2. The event generator function is in this form unable to model the behavior of a hysteresis. If that is wanted the model needs to be extended. 3. In batch applications, discontinuous jumps are mainly used to reset timers and counters, that is x(t + ) = c q . However relations of the form (7) can also be used to model time-delays and/or approximate fast dynamics as discussed in [16] . All of the introduced restrictions, (2), (4), and (7), are required for the proposed algorithm to be computable. The concepts and principles outlined in the following sections, however, if not stated otherwise, are valid for the non-integrator case as well.
B. Formulation of Specifications
Given an open-loop plant model and a specification for the desired closed-loop behavior, the aim is to obtain a controller that guarantees satisfaction of the specifications imposed. These specifications typically introduce restrictions on the plant dynamics. Hence, the purpose of a controller is to restrict the behavior of the controlled plant accordingly.
In the continuous part, specifications are introduced as mode state-constraints of the form introduced in (3), implying that the state vector x(t), while in a mode q, is restricted to stay in the region described by inv (q). The same notation, i.e. inv (q), is thus used for both physical restrictions and control specifications.
In the discrete part, the dynamical behavior of the discrete part can be restricted by defining a set Q f of forbidden modes and a set of forbidden mode transitions. Finally, a set R m = f# m1 : : : # mk g of regions called marked regions is defined.
A marked region # m = ( m m ) with m Q h and m X defines a region or singular points in the hybrid state-space Q h X. We require that the plant can stay within a marked region temporally unrestricted. That is, there exists a control law for each marked region such that each state trajectory started within this marked region will stay within the region under this specific control law.
III. A CONTROLLABILITY CONCEPT
This section is concerned with a conceptual analysis of controllability for our class of hybrid systems. Intuitively, a hybrid system will be called controllable if it can be controlled to transfer between a given number of marked regions.
In order to keep the problem simpler in our analysis, we restrict ourselves to only control modes. That is, all mode changes are initiated by control signals. The generalization to include also physical events in the analysis is conceptually rather straightforward but increases the computational complexity of the analysis.
A. Controllability of Hybrid Systems
In our model, hybrid plants are controlled by discrete inputs 2 h that make them change their control mode. Since all discrete control variables are assumed to be controllable, the plant can be controlled to run through any possible sequence of control modes. Changes in the physical modes are, though uncontrollable, indirectly influenced by the choice of control.
Classical definitions of controllability for discrete or continuous dynamical systems have to be somewhat modified in order to be applicable to hybrid systems. Considering only control modes, i.e., Q h = Q c , we define controllability with respect to a pair (# m1 # m2 ) of marked regions as follows:
An acceptable trajectory of a hybrid system HP is any trajectory of HP generated by some sequence (path) of control modes connecting # m1 and # m2 , = # m1 hq 1 : : : q n i# m2 with q i 2 Q h that (1) transfers HP from some initial state (q 0 x 0 ) 2 # m1 to some final state (q f x f ) 2 # m2 with (2) all state constraints applying continuously satisfied.
Definition 2: A hybrid system HP is said to be controllable with respect to the marked regions # m1 # m2 2 R m , and a state constraint inv (q) for each mode q 2 Q h iff there exists at least one sequence of discrete control-inputs that gives HP an acceptable trajectory along some path 1!2 .
We note that no exact initial state x 0 needs to be specified in order to analyze controllability. The later on generated control law for a transition between two marked regions, # m1 # m2 , is valid for all initial states (q 0 x 0 ) within some subset of # m1 .
This requires the following assumption:
Assumption 1: Once the hybrid system is within a marked region # m it can be controlled to reach any arbitrary state (q x) 2 # m .
There are no requirements that all available modes have to be visited in a path and no restrictions are made that one mode or even continuous state cannot be revisited by a trajectory. Then, based on Definition 2 and Assumpion 1, controllability of a hybrid system can be defined as being controllable with respect to each ordered pair of marked regions.
B. Some Preliminaries
An important requirement when it comes to a mode transition between two modes, q 1 and q 2 , is that such a discrete mode change or "jump" will not lead the system into forbidden areas in mode q 2 , i.e. trigger an exception by violating inv (q 2 ). This problem might occur if q 1 and q 2 do not have identical mode state-constraints or if continuous variables are discontinuously changed by a mode-transition. Hence we define for each possible transition from a mode q 1 to a mode q 2 a "jump set from q 1 to q 2 " as follows:
Definition 3: Let (q 1 (q 1 )) and (q 2 (q 2 )) describe two regions in the hybrid state space Q h X. Then, the jump-set ((q 1 (q 1 )) ! (q 2 (q 2 ))) is the set of all continuous states x 0 2 (q 1 ), from which the continuous region (q 2 ) inv (q 2 ) is reachable via a mode transition from q 1 to q 2 , taking into consideration discontinuous jumps in the state vector x as defined by the function h q1 (x), see (5) .
For notational convenience we abbreviate hybrid regions of the form (q i inv (q i )) simply with q i when using them as arguments in different sets. Furthermore, (q 1 ! (q 2 (q 2 ))) will also denote the set of linear inequalities used as a mathematical description of this subset or region (both can be used as synonyms)-the so-called jump conditions.
The jump conditions thus make sure that the system will always "jump" into the specified region of the destination mode.
In the integrator case, since both inv (q 1 ) and inv (q 2 ), and the discontinuous jumps (7) are given by linear expressions, the jump-conditions will of necessity be of the same form. The jump conditions have to be satisfied in order for the system to be allowed to transfer to the next mode and can be compared to the transition guards used by [7] . At the same time, the design of correct control laws is based on these jump-conditions, as will be seen later.
Even a correctly defined jump-condition (q 1 ! (q 2 (q 2 ))) cannot guarantee that each allowed continuous state in the destination mode q 2 (defined by some (q 2 ) inv (q 2 )) is reachable by the mode transition from q 1 to q 2 . Only a subset of (q 2 )-the reachable subset ((q 2 (q 2 )) q 1 ) from q 1 to q 2 -can be reached from q 1 . Here also, q 1 abbreviates (q 1 inv (q 1 )). One last definition:
The set ext ((q 1 (q 1 )) ! (q 2 (q 2 ))), called the extended jump-set, is the union of ((q 1 (q 1 )) ! (q 2 (q 2 ))) (see Def. 3) and all states x 2 (q 1 ) such that ((q 1 (q 1 )) ! (q 2 (q 2 ))) is reachable from x via the continuous evolution of the state in q 1 , as defined in (1) .
Thus, the extended jump-set ext (q 1 ! (q 2 (q 2 ))), when satisfied, guarantees that a correct transition from q 1 to q 2 will eventually be possible. Figure 2 shows the three subsets of the state-space and their relationships. For illustration purposes we shall represent these subsets as two-dimensional areas within the nodes of the respective mode. The area of a node q represents the mode stateconstraint inv (q). (q 1 ! (q 2 (q 2 ))) = inv (q 1 ) \ h ;1 q1 ( (q 2 )) (8) ((q 2 (q 2 )) q 1 ) = (q 2 ) \ h q1 ( inv (q 1 )) (9) 
C. Analyzing Controllability
According to the definitions the controllability analysis of a hybrid system consists of finding possible paths between any ordered pair of marked regions. In order to simplify notation, the modes within each path considered will be re-labeled with ascending index according to their order. Each path is then described by the generic form = # m1 hq 1 q 2 : : : q n i# m2 , with # m1 being the current marked region and # m2 the marked region to reach. The index n indicates the length of the path.
C.1 Basic Principles
Assume one sequence of connected modes to be # m1 hq 1 : : : q n i# m2 with # m1 # m2 2 R m and q i 2 Q h . The superscript of the mode labels is omitted if only one path is considered. A transition from a mode q i to the next mode in the sequence, q i+1 , is or becomes possible only if the system constantly satisfies ext (q i ! (q i+1 (q i+1 ))) while in mode q i . If we continue this line of thought, then, in order to obtain a controllable sequence hq i;1 q i q i+1 i, we have to make sure that the transition from q i;1 to q i transfers the system into ext (q i ! (q i+1 (q i+1 ))), so as to guarantee a continuation of the path. In the notation of Def. 3, we need to calculate (q i;1 ! (q i (q i ))) with (q i ) = ext (q i ! (q i+1 (q i+1 ))).
In Fig. 3 this principle has been illustrated. In order to determine whether or not a certain path between two marked regions is controllable it is tested if the final marked region # m2 can be reached from the current marked region # m1 . This is achieved by generating the extended jump-sets for each step in the path starting with # m2 and going backwards. If the jump set from # m1 to the next mode turns out not to be void, then the system is controllable along this specific path. Otherwise, a different path has to be tried. as starting and ending points, respectively. Thus, the sequence h~ i i denotes the sequence of extended jump-sets generated along the path. Analogously, the sequence of jump-sets for a path is generated as the recursion i : = (q i ! (q i+1 ~ i+1 )) (11) Note, that with Assumption 1 and with~ 0 non-empty (i.e. the system in controllable along ), we get~ 0 : = m1 implying that a correct trajectory generated by is possible from anywhere within # m1 .
C.2 Loops
A path is said to contain a possible loop if one and the same mode can appear more than once in a path. A path without a loop is called an elementary path. Loops are interesting from the controllability point of view. Partly so, because if loops are allowed, the number of possible paths to analyze for a given pair of marked regions is infinite. This in turn results in the fact that our algorithm for controllability analysis is only semi-decidable.
In this section we will investigate some properties found in loops and show how, in certain cases, paths containing a loop can be more efficiently analyzed. Before we proceed, some more notation is needed.
As before, the modes within each path considered will be relabeled with ascending index according to their order. But this time, modes belonging to a loop will be labeled separately. A path = # m1 hq 1 : : : q i (q l1 q l2 : : : q lm q i ) q i+1 : : : q n i# m2 (12) for example, denotes a path between the two marked regions # m1 and # m2 with a loop inserted at mode q i . The operator ( ) then means that the sequence inside the parenthesis can be repeated an arbitrary number of times. Thus, actually expresses an infinite number of different paths. It is noteworthy that each path containing a loop can be re-labeled to this generic form, since different relabeled modes can represent the same system mode. Generalization of this generic labeling form to paths with an arbitrary number of isolated loops and even nested loops is straightforward. Figure 4 shows a part of a possible path (modes are already re-labeled) that includes a loop. This path is to be analyzed with respect to a transition from # m1 to # m2 .
The iteration backwards from # m2 to the beginning of the loop (mode q i in this case) has resulted in~ i , the extended jump-set from mode q i to the next mode in the path, see (10) .
In order to simplify the notation, we omit the index indicating the path, and definẽ i := ext (q i ! (q i+1 ~ i+1 )) (13) in accordance with (10) . Starting with~ i , we iterate the loop hq l1 q l2 : : : q lm q i i backwards. This iteration of the loop is again formalized as a recursion:~ (1) lm := ext (q lm ! (q i ~ i )) (14) (1) lm;1 := ext (q lm;1 ! (q lm ~ (1) lm )) (15) . . . (1) l0 := ext (q i ! (q l1 ~ (1) l1 )) (16) This first iteration of the loop ends with the computation of the set~ (1) l0 , which guarantees a successful trajectory from any point within~ (1) l0 to # m2 via the loop. In other words, the system is controllable from mode q i to the final marked region # m2 if it starts from within either~ (1) l0 or~ i . In the first case, the acceptable path includes the sequence hq l1 q l2 : : : q lm q i i, while in the later case the loop is not needed. Consequently, considering both alternatives, controllability is ensured if the systemstarting in # m1 -can be controlled into a state (q x) with q = q i and the continuous state being bounded by the set~ (1) i , which is defined as~ (1) i :=~ i ~ (1) l0 (17) The superscript "(1)" indicates that the loop has been circled once.
Generally, j additional transversals of the loop result in a set i )) (18) . . . l0 (20) with the superscripts again denoting the number of times the loop has been circled.
From the calculations (18) and (19) it follows that~ i , so that we can writẽ
With that dependence, (20) can be expressed as~
We can continue to circle the loop, each time with a new and enlarged~ (j) i as a starting point, until this sequence of sets reaches the invariant set~ i = ( i ) (22) where it cannot be enlarged anymore. The following proposition establishes the existence of this invariant set.
Proposition 6: Assume a path with a loop labeled as in (12) . If, furthermore, the recursion (13) to (20) holds, then the invariant set~ i , as defined in (22), exists and the sequence of sets~ (j) i generated by (20) That is,^ k+1 =^ k (^ k ) corresponds to equation (20) . In (24) we used the distributive property of the function ( ) with respect to the operation of union (A) (B) = (A B).
If we define the set^ aŝ = 1 j=0 j (27) then convergence of the sequence h^ k i to a set^ , that iŝ k !^ for k ! 1 is guaranteed by the monotonicity of sequences formed by the operation of set union.
Having proved the convergence of the sequence h^ j i to some set^ , it is only left to show that^ also is an invariant set Once the invariant set~ i has been generated, the considered loop is reduced into mode q i , that is, the loop can then be omitted.~ i becomes the region from which to continue iteration. Hence, following the computation of~ i we continue with the elementary path towards # m1 , until we have reached # m1 or the next loop is encountered. One shortcoming of this approach is that we are not able to describe non-convex spaces simply as a set of inequalities and that the union of two or more convex sets in general is nonconvex.
In the algorithm proposed in [17] this problem is handled by considering each path simply as a sequence of modes. Circling a loop twice then is considered as a different path than circling it just once if the invariant set has not been reached. A separate algorithm constructs all these possible paths for controllability analysis. It is obvious that, because of loops, the number of possible paths is infinite. Hence, the semi-decidability of the proposed algorithm.
As an interesting result, however, we note that, given certain restrictions, the convexity of the union (20) can be guaranteed, allowing efficient computation of the invariant set.
Proposition 7:
Let e = # m1 hq 1 : : : q i : : : q n i# m2 be an elementary path and l = hq l1 q l2 : : : q lm q i i a loop sequence that can be inserted into e following mode q i . Furthermore, (j) l0 denotes the extended jump-set after backward iterating the loop l once with~ (j;1) i as a starting set, according to (19) . Then, with the notation of (20), 
Proof: In order to prove the proposition, it is sufficient to show that under conditions (30) and (31) the polyhedral set
either is a subset of the polyhedral set~
l0 is empty. Since we only iterate one cycle, the superscripts j will be omitted.
We shall first prove this property for the first case of (31), that is, x(t + ) = h(x q l k ) = x(t ; ). For this, we assume zero time between mode switches, an assumption which does not restrict the generality of the argument.
Then, because of (30) and no discontinuous state changes, we have that 8x 2~ In order to prove the second case of (31) we assume that there exists one transition from q l k to q l k+1 in the loop with this property, i.e. x(t + ) = h(x(t ; ) q l k ) = constant. Except for this transition the iteration of all other transition of the loop has the properties proved for the first case. We need to consider two cases here:
is independent of x(t ; ) in q l k . Hence, with (30) we havẽ Remarks. Restriction (30) concerns the mode state-constraints. This restriction is, in most cases, satisfied when considering our field of application. Within each unit of a batch plant usually just one state constraint restricts the physical variables in all possible modes and mode state-constraints are mainly used to define marked regions.
Also, as mentioned earlier, the computation of the invariant set, when reducing a loop, does not necessarily terminate after a finite number of iterations. Using the algorithm outlined, the invariant set can be approximated by terminating the algorithm after a predetermined number r of iterations around the loop if no fixpoint is reached before.~ (r) l0 =~ (r) i is then used as an approximation of~ i . This restriction is meaningful for practical applications since the ultimate goal is to generate control-laws of finite length that control the plant according to specifications.
IV. CONTROLLER SYNTHESIS
In [17] and [18] a semi-decidable algorithm based on geometrical computation has been presented that analyzes controllability of a system and, as a by-product, generates a set of correct control laws for the class of integrator hybrid systems. As mentioned before, the controllability analysis alone can also be done with other tools developed independently of our algorithm, e.g. HYTECH [19] . Most other tools, however, are used solely for verification of certain properties. We give a brief summary of the algorithm and describe the implementation of a hybrid feedback controller.
A. Algorithm for the Generation of Control-Laws
For each given pair of marked regions the algorithm analyzes possible paths (sequences of control modes). As soon as the algorithm finds some acceptable trajectory between a pair of marked regions, the algorithm generates a control-law following this path . Paths are analyzed in the order of increasing length (in terms of number of mode transitions), so that the algorithm finds the control-law with the minimal number of mode transitions.
If an acceptable trajectory is found to be possible along , the sequence of jump sets generated by the iteration already defines a set of control laws. This is so, since a sufficient and necessary condition for an acceptable trajectory is that the system transfers from a mode q i to the next mode in the sequence, q i+1 while in the jump set (q i ! (q i+1 ~ i+1 )). Furthermore, the subset of the marked region # m1 from which # m2 can be reached along is also produced.
The thus calculated sequence of modes with corresponding jump sets defines the set of, generally infinitely many, correct control laws. Each control law that causes the system to change to the next control mode while in the corresponding jump set is by definition correct and leads the system into the final marked region. In the present form of the algorithm, three switching strategies can be employed. The next mode transition takes place as soon as possible alternatively as late as possible, that is, as soon as the system enters alternatively just before it leaves the respective jump-set. It is also possible to find a time-optimal switching strategy along a given path. A clock is introduced into each mode, which is not reset at mode transitions. The algorithm is then applied and when a correct path connecting # m1 and # m2 is found, the jump set (# m1 ! (q 1 ~ 1 ))-q 1 is the mode immediately following # m1 in -will contain an interval for the clock variable, giving the fastest and slowest transition time. By introducing the optimal (fastest) time as an additional constraint in # m2 the algorithm will after an additional execution come up with the time-optimal switching strategy for this specific path .
B. Closed-loop System
Using the chosen control-law, the open-loop system is now closed by means of a hybrid controller. The schematic model of the closed-loop system is shown in Fig. 5 . The controller is given as a black box and is conveniently described by the following features: s is the set of external, discrete input events into the controller. These events are generated from outside the system and determine which of the marked regions to reach next. The other, continuous, input into the controller is the measured continuous state of the plant, x 2 X. The controller outputs discrete control events 2 c . The set c is also the set of inputs into the plant and determines which mode to transfer to next.
A control-law generator c is the actual core of the controller.
It is defined as
L = fL(i j)g is a set of control lists. Each list L(i j) contains a sequence of pairs ( P (x)) with 2 c and P(x) being a predicate on the continuous state x. The predicate P(x) controls the occurrence of the associated event and depends on the chosen control-law. It gives the condition for the occurrence of and corresponds to some switching surface in the continuous state space X. That is, as soon as P(x) is satisfied, event is triggered.
The arguments in L(i j) refer to the marked regions that serve as initial and final regions for the operation to be executed by the system. Hence, control-list L(i j) contains the necessary control programs to transfer the plant from region # mi 2 R m to # mj 2 R m and to ensure that the plant stays within the bounds of j until the transition to the next marked region is initiated (for details on this part see [18] ).
Remarks. The controller described in this model outputs only discrete events, that is, it generates no continuous input into the plant. We assume in our treatment that all continuous control is modeled within the plant. It can be mentioned here that more general hybrid models explicitly modeling continuous control signals have been proposed by for example [20] , [11] , [10] , and [16] , but general control design methodologies are significantly more scarce. When controlling the plant, the lists or control programs in L will be interpreted by the supervisor and the output in form of events from c is generated as a function of the input.
C. Example
Consider the tank-system of three tanks, depicted in Fig. 6 . All three tanks are identical and all flows cause the tank-levels to rise or decrease by 1 unit/time unit. The pump in the center has four different positions. It is either shut off (control mode q 0 ), or pumps fluid from Tank 1 to Tank 3 (control mode q 1 ), from Tank 3 to Tank 2 (control mode q 2 ), or from Tank 2 to Tank 1 (control mode q 3 ). While the pump is shut off, fluid can be added to the system via Valve 1 (control mode q 5 ) or the system can be drained via Valve 2 (control mode q 4 ). The pump is assumed to have a time delay of 0.5 time units before rotating anti-clockwise to the next position. In Fig. 7 the system with its specification is modeled as a hybrid plant. Transitions to and from modes q 4 and q 5 are governed by special rules. As data variables, the three tank levels have been chosen. The time delay has been modeled as a discrete change of the levels when changing control modes. The labeling functions h q have been omitted to keep the figure simpler. 
and analogously for all transitions from q 2 and q 3 .
The control objective is to transfer the system between three marked regions # m1 to # m3 , which are defined as follows: m1 = m2 = m3 = fq 0 g m1 = f0 x i 0:1 i = 1 : : : 3g m2 = f3 x i 3:1 i = 1 : : : 3g m3 = fi x i i + 0 :1 i = 1 : : : 3g It is assumed that mode q 0 can be reached from any other mode and that the pump can be manually set to a new position while turned off. That is, mode q 0 is assumed to be bidirectionally connected with all other modes. We have omitted this connectivity in Fig. 7 in order to keep the picture readable.
The system is found to be controllable and the following correct paths together with sets of control laws have been computed:
# m1 hq 5 A simulation of the hybrid system transferring between the marked regions # m2 and # m1 , see (35), is shown in Fig. 8 . In this case, a control strategy was chosen that forces the system to change control location as late as possible, which also corresponds to a time-optimal solution.
V. CONCLUSION
The aim of this paper has been to formulate and solve a simple control design problem for a class of hybrid systems, i.e. systems with mixed continuous/discrete dynamics. For this purpose, the controlled system has been modeled by means of a hybrid plant, controlled in a feedback configuration by a hybrid One way to address the control design task for hybrid systems is to draw upon available results from e.g. nonlinear optimal control theory. Our approach to the control synthesis is instead based on utilizing the particular structure of the hybrid system under investigation, which has been motivated by intended applications within batch control. We assume that the hybrid system is working in a number of different modes, each associated with a very simple integrator dynamics. This form of dynamic behavior has, in spite of the simplicity, some interest from the applications point of view, as has been explained in the paper. The switching between the different modes can be either spontaneous or control-induced. The only controls available are discrete in nature, typically representing binary actuators like valves, pumps etc.
The problem, for which we have presented a solution in the form of a semi-decidable algorithm, is concerned with transferring the plant from one region in the discrete/continuous statespace to another. The resulting control law is in feedback form, using full state information. The semi-decidability of the algorithm is due to the inherent complexity of these problems, see e.g. [7] . In our case, the semi-decidability means that very elaborate trajectories through the hybrid state-space, which in rare cases may be needed to solve the stated problem, have to be excluded. From the application point of view, this is not a severe restriction. On the contrary, the objective in batch control problems is often not to find some possible sequence of operations (control modes) but to generate a correct control law for a certain given sequence of operations.
The synthesis procedure described in the paper actually leads to a class of feedback controllers. By a simple extension of the procedure, a time optimal solution can be selected from this class. It is also possible, using the same idea, to give 'time' a slightly different meaning. Letting the 'clock' tick only when in certain modes, a control-law that minimizes the utilization of e.g. a certain actuator can be picked from the solution class. The interpretation of this may be minimization of raw material or energy.
There are several extensions of these results that deserve investigations. The most immediate one is perhaps to generalize to more general continuous-time dynamics. It is unlikely, however, that the techniques employed in this paper will then be immediately applicable. However, by introducing continuous controls and postulating a hierarchical control system structure, the described design procedure could still be appropriate for the design of the setpoint control level. Another possible extension of the results is the incorporation of uncertainties and/or disturbances in the plant description.
