In this work a comparison between two algorithms for image segmentation via the mean shift is carried out. These algorithms apply recursively the mean shift filtering by using the euclidean and infinity norms in order to define pixel neighborhoods. In the conventional mean shift algorithm for image segmentation euclidean norm is used. Due to matrix representation of images and the rectangular windows used in the implementation of the algorithm, with the aim of evaluating pixels membership to neighborhoods, the use of euclidean norm always implies evaluate membership of pixels wich certainly cannot be inside each defined neighborhood. However, the use of the infinity norm ensures that each evaluated pixel could be inside the neighborhood. This fact avoids unnecessary calculations. In the work the convergence of the algorithm, by using the infinity norm, is proven. Additionaly, the runtimes of both algorithms were compared using different spatial and range bandwidth sizes. Through an extensive experimentation using standard images was evidenced that the use of the infinity norm, instead of the euclidean norm, decreases the runtime of the mean shift when the values of spatial and range bandwidths were increased.
Introduction
Image analysis is a scientific discipline providing theoretical foundations and methods for solving problems appearing in a range of areas as diverse as biology, medicine, physics, astronomy, geography, chemistry, robotics and industrial manufacturing, among other. Basically, computer vision researchers are increasingly using algorithms from machine learning to help build robust and reusable vision systems. In addition, just as learning is an essential component of biological visual systems, artificial systems that learn and adapt represent an important challenge in modern computer vision research. In order to cope with the variety of image processing and computer vision challenges, several techniques have been introduced and developed, quite often with great success. Among the different techniques that are currently in use, we also encounter soft computing techniques. Soft computing is an emerging field that consists of complementary elements of fuzzy logic, neural computing, evolutionary computation, machine learning and probabilistic reasoning, and often offers solutions where conventional approaches fail. One aspect of vital importance for analysis and interpretation in computer vision systems is segmentation and extraction of contours. This can be a difficult task due to the variability in the form of objects and the variation in the quality of the images. One example can be seen in medical images where they are frequently affected by noise problems and sampling, which can cause considerable difficulties when rigid methods of segmentation are applied. It is accepted that despite the more complex algorithms developed so far, the segmentation of images remains highly dependent on the application and a single method has not yet been found that can solve all the problems in the universe. In this way, many methods of segmentation have been proposed and in particular for medical images [1] [2] [3] [4] [5] [6] . This research worked with images standards with the aim of studying the overall results when using the l ∞ (infinity norm) and l 2 (euclidean norm) norms in images segmentation. This theoretical work supports some previous empiric results [7] . The mean shift is a non-parametric procedure for multimodal data analysis and has shown great superiority in many applications of high-level tasks [8] . The mean shift was proposed in 1975 by Fukunaga et. al. [9] and was largely forgotten until Cheng in 1995 rekindled interests in it [10] . A computer model based on the mean shift procedure is an extremely versatile tool for feature analysis and can give a reliable solution for many tasks of computer vision [11] . Segmentation by using the mean shift carries out a smoothing filter as a first step before segmentation is performed [8] . The term of entropy is not a new concept in the field of information theory and has been used in restoring images, detecting contours and recently as an objective evaluation criterion in the segmentation of images [12] . The quick development of storage means can be done to save the growing increase of the images. Moreover, applications in medicine and in other important areas of the modern life require a higher speed in processing these images. Thus, it becomes necessary to look for new algorithms that reduce the needed runtime to obtain results without affecting the quality of the processed images. In the present study is theoretically demonstrated the convergence of the algorithm, which it uses the l ∞ norm. In addition, two strategies of segmentation through the mean shift by using entropy as a stopping criterion are compared. In one of the algorithms, the l 2 norm is used in order to define the neighborhoods of pixels, while the other uses the l ∞ norm. The results achieved with both algorithms are compared in terms of the runtime for different values of the window sizes, h s (spatial) and h r (range). The rest of the work is organized as follows: Section 2 details the most significant theoretical aspects of the mean shift. In Section 3, the convergence of the algorithm, which it uses the l ∞ norm is proven. Section 4 briefly introduces the concept of entropy. Section 5 describes an algorithm segmentation based on the mean shift and the use of entropy as a stopping criterion. In Section 6, the experimental results, comparisons and discussion, using the l 2 and l ∞ norms are presented, while in Section 7 are given the conclusions.
The mean Shift
The iterative procedure to compute the mean shift is introduced as a normalized density estimate of the gradient. By employing a differentiable kernel, an estimate of the density can be defined as the gradient of the kernel density estimate; that is,
The function of the kernel K(x) is now a function defined by the vector x,d-dimensional, which satisfies
Conditions on the kernel K(x) and the window radius h are derived in [9] to guarantee asymptotic unbiasedness, mean-square consistency, and uniform consistency of the estimate in the expression (1). For example, for Epanechikov kernel:
where c d is the volume of the unit d-dimensional sphere, the density gradient estimate becomeŝ
where the region S h (x) is a hypersphere of radius h having volume h d c d , centered at x, and containing n x data points; that is, the uniform kernel. In addition, in this case d = 3, due to that the vector x has three dimensions, two for the spatial domain and one for the range domain (levels of gray).The last factor in expression (4) is called the sample mean shift,
The quantity
is the kernel density estimate ∇f U (x) (the uniform kernel) computed with the hypersphere S h (x), and thus we can write the expression (4) as:
which yields,
Expression (7) shows that an estimate of the normalized gradient can be obtained by computing the sample mean shift in a uniform kernel centered on x. In addition, the mean shift has the direction of the gradient of the density estimate at x when this estimate is obtained with the Epanechnikov kernel. Since the mean shift vector always points towards the direction of the maximum increase in the density, it can define a path leading to a local density maximum; that is, to a mode of the density. In addition, expression (7) shows that the mean is shifted towards the region in which the majority of the points reside. Since the mean shift is proportional to the local gradient estimate, it can define a path leading to a stationary point of the estimated density, where these stationary points are the modes. Moreover, the normalized gradient in expression (7) introduces a desirable adaptive behavior, since the mean shift step is large for low density regions corresponding to valleys, and decreases as x approaches a mode. Mathematically speaking, this is justified since∇
>∇f E (x). Thus, the corresponding step size for the same gradient will be greater than the nearer mode. This will allow observations far from the mode or near a local minimum to move towards the mode faster than using ∇f E (x) alone. In [8] it was proven that the mean shift procedure, obtained by successive:
• computation of the mean shift vector M h (x)
• translation of the window Sh (x) by M h (x), is guaranteed to converge. Therefore, if the individual mean shift procedure is guaranteed to converge, then a recursive procedure of the mean shift also converges. In other words, if we consider an iterative procedure as the individual sum of many procedures of the mean shift and each individual procedure converges; then, the iterative procedure also converges. This statement has already been demonstrated in [13] . The question that continues open is when to stop the recursive procedure. The answer to this issue is in the use of the entropy, as will be shown in Section 4. A digital image can be represented as a two-dimensional array of p-dimensional vectors (pixels), where p = 1 in the gray level case, p = 3 for color images, and p > 3 in the multispectral case. As was pointed out in [8] when the location and range vectors are concatenated in the joint spatial-range domain of dimension d = p + 2, their different nature has to be compensated by proper normalization of parameters h s and h r . Thus, the multi-variable kernel is defined as the product of two radially symmetric kernels and the Euclidean metric allows a single bandwidth for each domain, that is:
where x s is the spatial part, x r is the range part of a feature vector, k(x) the common profile used in both domains, h s and h r the employed kernel bandwidths, and C the corresponding normalization constant.
Convergence
The convergence of the algorithm by using the l ∞ norm was empirically shown through an extensive experimentation [7] . In this section is proven a theorem which guarantees the convergence of the l ∞ norm instead of the l 2 norm in order to define the region S h (x). Let {y k } k=1,2,··· denote the sequence of successive locations of the mean shift procedure. By definition, we have for each k = 1, 2, · · ·
where y 1 is the center of the initial window and n k is the number of points falling in the windows S h (y k ) centered on y k . The convergence of mean shift for discrete data was proved in [8] using the l 2 norm for defining the hypersphere S h (x) . The following theorem guarantees the convergence when it replaces the l ∞ norm by the l 2 norm. The proof is similar to the theorem proved in [8] .
,··· the sequence of density estimates obtained using Epanechnikov kernel and computed in the points y k defined by the successive locations of the mean shift procedure with uniform kernel and N (x) denoting x N a norm that satisfies N (x) ≤ x 2 , ∀x ∈ R d If the hypersphere S h (y k ) is defined using N (x), ∀k ∈ N, then the sequence is convergent.
Proof. Since the data set {x i } { i = 1, 2, · · · , n} has finite cardinality n, the sequencef E is bounded. Moreover, we will show that is strictly monotonic increasing, i.e., if y k = y k+1 thenf E (y k ) <f E (y k+1 ), for all i = 1, 2, · · · Let n k , n k and n k , with n k = n k + n k be the number of data points falling respectively in the d-dimensional windows S h (y k ),
Without loss of generality we can assume the origin located at y k . Using the definition of the density estimate with the Epanechnikov kernel, assuming x = x 2 and considering that y k − x i = x i 2 we havê
Since the kernel K E is nonnegative we also havê
Hence, knowing that n k = n k − n k we obtain
where the last term appears due to the different summation boundaries. Also, by definition y k+1 − x i 2 N , ∀x i ∈ S h (y k ) and noting that x N ≤ x 2 , ∀x i ∈ R we can ensure that y k+1 − x i 2 ≥ h 2 , which implies
Finally, employing (13) in (12) and using (9) we obtain
The last item of the relation (14) is strictly positive except when y k = y k+1 = 0. Being bounded and strictly monotonic increasing, the sequencef E is convergent. As a direct consequence of this theorem, the mean shift algorithm converge using the l ∞ norm for defining the hypersphere S h (x) because x ∞ ≤ x 2 , ∀x ∈ R d .
Entropy
From the point of view of digital image processing, entropy of an image I is defined as:
where B is the total quantity of bits of the digitized image and by agreement lg 2 0 = 0; p(x) is the probability of occurrence of a gray-level value. Within a totally uniform region, entropy reaches the minimum value. Theoretically speaking, the probability of occurrence of the gray-level value, within a uniform region is always one. In practice, when one works with real images the entropy value does not reach, in general, the zero value. This is due to the existent noise in the image. Therefore, if we consider entropy as a measure of the disorder within a system, it can be used as a good stopping criterion for an iterative process, by the use of the mean shift filtering. Entropy within each region diminishes in measure in that the regions become more homogeneous, and at the same time in the whole image, until reaching a stable value. When convergence is reached, a totally segmented image is obtained, because the mean shift filtering is not idempotent. In addition, as in [11] was pointed out, the mean shift based image segmentation procedure is a straightforward extension of the discontinuity preserving smoothing algorithm and the segmentation step does not add a significant overhead to the filtering process. The choice of entropy as a measure of goodness deserves several observations. Entropy reduction diminishes the randomness in corrupted probability density function and tries to counteract noise. Then, by following this analysis, as the segmented image is a simplified version of the original image, entropy of the segmented image should be smaller. Recently, it was empirically found that the entropy of the noise diminishes faster than that of the signal [14] . Therefore, an effective criterion to stop would be when the relative rate of change of the entropy from one iteration to the next, falls below a given threshold. All these observations were the main motivation in seeking a segmentation procedure from the iterations of the mean shift filtering. This new algorithm is much simpler [15] .
Algorithms
In general, an image captured with a real physical device is contaminated with noise and in most cases a statistical model of white noise is assumed, mean zero and variance σ. For smoothing or elimination of this form of noise many types of filters have been published, the most classic being the low pass filter. This filter indiscriminately replaces the central pixel in a window by the average or the weighted average of pixels contained therein. The end result with this filtering is a blurred image; since this reduces the noise but also important information is taken away from the edges. However, there are low pass filtering techniques that preserve the discontinuities and reduce abrupt changes near local structures. A diverse number of approaches have been published taking into consideration the use of adaptive filtering. These range from an adaptive Wiener filter, local isotropic smoothing, to an anisotropic filtering. The mean shift works in the spatial-range domain, but differs from it in the use of local information. The algorithm that was proposed in [11] for filtering through mean shift is as follows: Let {x i } i and {z i } i , i = 1, · · · , n be the input and filtered images in the joint spatial-range domain. For each pixel p ∈ x i , p(x, y, z) ∈ R n , where (x, y) ∈ R 2 and z ∈ [0, 2 B − 1], B being the quantity of bits/pixel in the image. The filtering algorithm comprises the following steps: For each i = 1, · · · , n 1. Initialize j = 1 and y i,1 = p i .
2.
Compute the mean shift in order to obtain the mode where the pixel converges; that is, the calculation of the mean shift is carried out until convergence, y = y i,c .
3. Store at Z i the component of the gray level of calculated value: Z i = (x s i , y r i,c ), where x s i is the spatial component and y r i,c is the range component.
Segmentation algorithm by recursively applying the mean shift filtering
Let ent1 be the initial value of the entropy of the first iteration. Let ent2 be the second value of the entropy after the first iteration. Let errabs be the absolute value of the difference of entropy between the first and the second iteration. Let edsEnt be the threshold to stop the iterations; that is, to stop when the relative rate of change of the entropy from one iteration to the next, falls below this threshold. Then, the segmentation algorithm comprises the following steps:
1. Initialize ent2 = 1, errabs = 1, edsEnt = 0.001.
2. While errabs > edsEnt, then 3. Filter the image according to the steps of the previous algorithm; store in Z[k] the filtered image.
4. Calculate the entropy from the filtered image according to expression (9) ; store in ent1.
5. Calculate the absolute difference with the entropy value obtained in the previous step; errabs = |ent1 − ent2|
6. Update the value of the parameter; ent2 = ent1; Z[k
It can be observed that, in this case, the proposed segmentation algorithm is a direct extension of the filtering algorithm, which ends when the entropy reaches stability. The effectiveness of this algorithm was proven in a previous work [15] . The next section compares the results of the segmentation algorithm described in Section 5.1 with those obtained when it replaces the l 2 norm by the l ∞ norm.
Experimental results
In this section we will show a series of experiments conducted with the aim of comparing, in terms of the execution time, the obtained results by two segmentation algorithms. One was presented in Section 5.1; the other is an obtained variation by replacing the l 2 norm by the l ∞ norm. For our experiments we use the MATLAB 7.0.In Figure 1 a representation of the used standard images for this investigation appear. Tables below show the obtained results for some standard images for different values of h s and h r . The value h s is associated with spatial resolution of the analysis, while the value h r is associated with the resolution in the domain of range (levels of gray). Each row (in tables) shows the time in seconds spent by the two algorithms, indicating in each case the norm which was used. Table 1 shows the obtained results using h r = 8 and h s = 2. As can be seen, for these values, the execution times were lower using the l 2 norm. The maximum difference among the runtimes was 96.876 seconds, which was obtained with the image Baboon. However, one can observe that, in most of the images the difference of the runtimes were decreasing when the values h r = 8 and h s = 2 were used (see Table 1 ). In Table 2 , it can be seen that, for window sizes h r = 15 and h s = 4 the runtime was also in favour of the l 2 norm. The maxima difference was of 61.094 seconds with the image Peppers. On the other hand, in case of image Barbara the runtime using the l ∞ norm was smaller than the runtime using l 2 norm (see Table 2 ). The difference was 101.219 seconds. Table 3 shows the obtained results for values h r = 20 and h s = 6. For these window sizes, it can be noted that in all cases, the execution time of the algorithm by using the l ∞ norm was smaller. It should be observed that, for some images the time spent by the algorithm using the l 2 norm was in the order of 1000 seconds, while the algorithm which uses the l ∞ norm employs about 700 seconds less. In Table 4 , we show the obtained results with the parameters h r = 26 and h s = 7. These results corroborate the formerly observed behavior (see Table 3 ). norm in segmentation of high-resolution images, which may be necessary in many practical cases. This can be an interesting strategy in order to obtain more efficient results. In next works, we will address this issue.
Conclusions
This work compared two segmentation algorithms by applying an iterative process of smoothing filtering through the mean shift. The comparison was carried out in terms of the execution time for different values of h r and h s . In one of the algorithms the l ∞ norm was used in order to define pixels neighborhoods S h (x), in the other, the l 2 norm. The convergence of the algorithm, by using the l ∞ norm was proven. It was evidenced, through an extensive experimentation using standard images, that the use of the l ∞ norm, instead of l 2 norm, decreases the runtime of the mean shift when the values of bandwidths h s and h r increase. This suggests the use of the l ∞ norm in segmentation of high-resolution images.
