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Copper ionAbstract Membrane adsorbents have emerged as effective engineering tools for the elimination of
heavy metal ions from water resources. Our previous works presented novel modiﬁed chitosan/
poly(vinyl) alcohol membrane adsorbents for Cu(II) adsorption from water. This communication
presents an expert mathematical model to predict the equilibrium adsorption of Cu(II) using
Least-Squares Support-Vector-Machine (LS-SVM) intelligent approach. The model has been
developed and tested using a total set of 72 experimentally measured equilibrium adsorption data.
Membrane types, initial ion concentrations and temperature were selected as input parameters for
the model. Equilibrium adsorption results were assigned as output parameters. The data points
were categorized into three random sets: 70% assigned for the model development, 15% for
validation and the remaining 15% for veriﬁcation of the model applicability. The statistical
Leverage analysis was employed for the examination of the outlier and doubtful data. According
to the Williams plot and Hat matrix, all the data fall within the ranges of 0 6 H 6 0.055 and
1 6 R 6 1. These ranges are much better conﬁdence limits relative to the requirement of the
model. The results show that the developed model is quite accurate and reliable with the average
absolute relative deviation of 4.8% and correlation coefﬁcients close to unity. In addition, it is
obtained that the model can appropriately predict the actual trend of the equilibrium adsorption
as a function of initial metal concentration at different temperatures.
ª 2014 King Saud University. Production and hosting by Elsevier B.V. All rights reserved.1. Introduction
Membrane adsorbents are interesting and rather state-of-
the-art tools for adsorption of hazardous components like
heavy metals from water resources [1,2]. Some advantages of
membrane adsorbents, compared to similar methods for the
purpose of heavy metal adsorption, are higher separation efﬁ-
ciency, lower pressure drop, elevated removal rate, adsorption
214 E. Salehi et al.speciﬁcity, and favorable reusability [1,2]. Chitosan derivatives
are appropriate biopolymer candidates for the fabrication of
membrane adsorbents on account of preferential characteris-
tics such as, favorable water afﬁnity, capacity for ﬁber/ﬁlm
casting, chemical reactivity (due to abundant –NH2 and –
OH groups), wide availability and low cost [1–3]. Chitosan/cel-
lulose acetate and chitosan/poly(vinyl) alcohol are examples of
successfully tried blends for the preparation of mixed-matrix
thin membrane adsorbents (MMTMA) [1,2].
Glutaraldehyde, formaldehyde, epichlorohydrin and ethyl-
ene glycol are conventional crosslinkers for the preparation
of chitosan membrane adsorbents [3–5]. Cheng et al. synthe-
sized chitosan/poly(vinyl) alcohol membrane adsorbents
through solvent-evaporation technique in the absence of com-
mon crosslinkers for the purpose of heavy metal adsorption
[4]. The resultant composites presented favorable physiochem-
ical stability as well as satisfactory reactivity to chelate heavy
metal ions. The current authors modiﬁed chitosan/poly(vinyl)
alcohol thin membrane adsorbents using amino-functionalized
multi-walled carbon nanotube (MWCNT-NH2) for the
adsorption of copper ions from water [6,7]. The obtained
nanocomposites exhibited higher adsorption capacity, better
reusability and reasonable mechanical stability compared to
previous generations. Furthermore, thermodynamics, kinetics
and reusability of the membrane adsorption have been investi-
gated in the above-mentioned works [6,7].
Artiﬁcial intelligence approaches have emerged as powerful
and practical methods for the prediction of multi-variable sys-
tems’ behavior with rather complex relationships among sys-
tem components [8–10]. System Vector Machine (SVM) is a
well-established algorithm for the regression analysis of a set
of supervised data. Suykens and Vandewalle [11] modiﬁed
the SVM method to simplify the solution of the nonlinear
equations. Their efforts resulted in Least-Squares SVM (or
so-called ‘LS-SVM’) algorithm. Solving a set of linear equa-
tions is adequate for the LS-SVM analysis method that makes
it an easier-to-use alternative to the conventional SVM ap-
proaches [9,10].
In the last decades, many quantitative structure–property
relationship (QSPR) models have been developed for predic-
tion of adsorption system behavior [12]. One of the most
important factors affecting the quality of the models is the
method of data processing using the models. Many multivari-
ate data analysis methods such as multiple linear regression
(MLR) [13], partial least squares (PLS) [14], and artiﬁcial neu-
ral network (ANN) [15], have been applied in QSAR strate-
gies. The application of MLR in QSAR models is rather
limited due to relatively poor accuracy of this method. The
support vector machine (SVM) is a popular algorithm devel-
oped from the machine learning community. SVM offers a
number of distinct advantages compared to traditional ANN
learning methods [16,17]. There is no need for network topol-
ogy analysis in advance and thus, it can be automatically deter-
mined at the end of the training process. SVM-based
methodologies employ convex optimization procedures lead-
ing to limited number of adjustable parameters during learning
analyses; however, a large number of weight factors are typi-
cally required for ANN-based models. In general, SVM meth-
ods can overcome the typical drawbacks of ANN learning
methods, mentioned earlier. Accordingly, SVM has been
broadly applied in many areas of research including nonlinear
control, pattern recognition and function approximation.The aim of the current study is to apply LS-SVM approach
to predict the adsorption of Cu(II) on CS/PVA membrane
adsorbents comprising different amounts of aminated
MWCNTs. To obtain the objective model, the data points
including; inputs and their corresponding outputs, were split
into three sets: 70% used for developing the new model,
15% used for validation and the last 15% used for testing
the model reliability. The statistical Leverage analysis was also
applied for the examination of any existing suspected
equilibrium adsorption data.
2. Experimental data
A set of 72 experimental data points applied in the current
study were obtained from our previous work [6]. Membrane
adsorbent types, initial concentration of Cu(II) in sample
solutions and temperature were used as input parameters for
the development of the LS-SVM algorithm. Mx stands for
CS/PVA membrane comprising x wt% MWCNT-NH2.
Equilibrium adsorption of Cu(II) ions on the membranes
was designated as output parameters.
3. The support vector machine
The regression error of the LS-SVM is deﬁned as the difference
between predicted property values and experimental ones,
which is regarded as solution to the optimization problems
[7,18,19]. In most prevalently used SVM methods, the value
of the regression error is normally optimized during the calcu-
lations [7]; however, it can be mathematically deﬁned at the
end of the data processing in the LS-SVM [7,20–22]. The
penalized cost function of the applied LS-SVM model is de-
ﬁned as follows [7,23]:
QLSSVM ¼
1
2
wTwþ c
XN
i¼1e
2
i ð1Þ
yi ¼ wTuðxiÞ þ bþ ei i ¼ 1; 2; :::;N ð2Þ
where w shows the regression weight (slope of the linear
regression), ei displays the regression error for N training
objects and c hints the relative weight of total regression errors
compared to the regression weight. Moreover, u represents the
feature map, in which the experimental data can be linearly
separated using a hyper plane speciﬁed by the pair (w 2 Rm,
b 2 R) [20]. The weight coefﬁcient (w) is usually introduced
as follows [19]:
w ¼
XN
i¼1aixi ð3Þ
in which:
ai ¼ 2cei ð4Þ
By applying the fundamentals of the LS-SVM algorithm,
Eq. (2) is rewritten as follows [15]:
y ¼
XN
i¼1aix
T
i xþ b ð5Þ
Therefore, the Lagrange multipliers (ai) can be calculated as
follows [18–20]:
ai ¼ ðyi  bÞ
xTi xþ ð2cÞ1
ð6Þ
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retreated as nonlinear equation by using the Kernel function
as follows [19]:
fðxÞ ¼
XN
i¼1aiKðx; xiÞ þ b ð7Þ
where K(x, xi) is the Kernel function which is calculated from
the inner product of the two vectors x and xi in the feasible re-
gion determined by the inner product of the vectors A(x) and
A(xi), as follows [13,15]:
Kðx; xiÞ ¼ UðxÞT:UðxiÞ ð8Þ
The radial basis function (RBF) of Kernel is the most com-
mon function that has been utilized as the following represen-
tation [19,20]:
Kðx; xiÞ ¼ exp kxi  xk
2
r2
 !
ð9Þ
where r is regarded as a decision variable and optimized using
an external optimization algorithm during the calculations
[19]. The mean square error (MSE) of the results of the
LS-SVM algorithm is deﬁned by the following equation [7]:
MSE ¼
Pn
i¼1ðQpredi Qexp iÞ2
n
ð10Þ
where Q is the equilibrium adsorption, subscripts pred. (or
rep.) and exp. stand for the predicted (or represented) and
experimentally measured adsorption data respectively. n is
the number of samples from the initial population. The
LS-SVM algorithm was employed in this study to train the
equilibrium adsorption data [20,16].
4. Computational procedure
In this part of the study, all the data were normalized between
1 and +1 to obtain a uniform domain of variables.
Afterward, these values were converted into their original
amounts. The next step in data pre-processing was splitting of
the collected database into three data sets, including
‘‘Training’’, ‘‘Validation (Optimization)’’ and ‘‘Test’’ sets.
Based on the literature [24–29], the training set is utilized to
generate the structure of the model, the validation set is applied
to optimize the model and the test set is employed to evaluate
the prediction accuracy and validity of the modeling results.
The categorization of the database into three sub-sets is com-
monly performed in a random manner. To do so, 70%, 15%
and 15% of the main data set were randomly selected for the
‘‘Training’’, ‘‘Optimization’’ and ‘‘Test’’ sets, respectively [24].
5. Performance evaluation
5.1. Applied statistical parameters
To evaluate the accurateness and performance of the devel-
oped model, some statistical parameters have been employed
as follows:
A. Average percent relative error (APRE). It measures the
relative deviation from the experimental data, deﬁned by:
%APRE ¼ 100
N
XN
i
ðCalc:ðiÞ  exp:ðiÞÞ
exp:ðiÞ ð11ÞB. Average absolute percent relative error (AAPRE). It
measures the relative absolute deviation from the experimental
data, deﬁned as below:
%AAPRE ¼ 100
N
XN
i
ðCalc:ðiÞ  exp:ðiÞÞ
exp:ðiÞ

 ð12Þ
C. Root mean square error (RMSE). It measures the data
dispersion around zero deviation, deﬁned by:
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
i ðCalc:ðiÞ  exp:ðiÞÞ2
N
s
ð13Þ
D. Standard deviation error (STD). It is a measure of dis-
persion. Lower value of STD shows a smaller degree of scatter-
ing. STD is deﬁned as follows:
STD ¼ 1
N
XN
i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðCalc:ðiÞ  averageðCalc:ðiÞÞÞ2
q
ð14Þ
E. Coefﬁcient of determination (R2). It is a simple statistical
parameter that exhibits ﬁtness of the model to the data. In fact,
the closer the value of R2 to unity, the better the model ﬁts the
data. It is deﬁned as follows:
R2 ¼ 1
PN
i ðCalc:ðiÞ  exp:ðiÞÞ2PN
i ðCalc:ðiÞ  averageðexp:ðiÞÞÞ2
ð15Þ
F. Recently, Roy et al. [27] improved a validation technique
(R2m metrics) which utilized a parameter called ‘‘R
2
m’’ which is
deﬁned as follows:
R2m ¼ R2 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R2  R20
q 
ð16Þ
where R2 and R20 are the regression coefﬁcients of a linear cor-
relation between the experimental property (equilibrium
adsorption) and the predicted property (in case of R20 the inter-
cept is set to zero). The less the difference among R2m (test), R
2
m
(validation), R2m (training) and R
2
m (overall), the more valid the
model is.
5.2. Leverage method
Outlier detection is a crucial part of the validation, involving
both numerical and graphical algorithms for recognition of da-
tum or set of data which are different from the main trend of
the data in a database [28]. The Leverage approach [29], a well-
established method for outlier detection, provided with the
residual values and Hat matrix constitute the experimental
data, is usually applied to represent values using a statistical
model. A dependable model is also necessary for the computa-
tion of the desired data using Leverage approach. The Lever-
age (or Hat) indices can be evaluated using Hat matrix (H)
deﬁnition, as follows [28,29]:
H ¼ XðXtXÞ1Xt ð17Þ
where X represents a (n · k) matrix with n data (as rows) and k
data provided with the model (as columns), and t indicates the
inverse matrix. As a matter of fact, the Hat values of the data,
being in the acceptable region of the results, are the diagonal
components of the H matrix. Afterward, the Williams graphs
can be obtained for the illustration of the suspended data or
outliers by calculation of the H values through Eq. (17). Such
plots indicate the capability of the algorithm to correlate Hat
05
10
15
20
25
30
0 5 10 15 20 25 30
Eq
ui
lib
ri
um
 a
ds
or
pt
io
n 
pr
ed
(m
g/
g)
Equilibrium adsorptionexp (mg/g)
Training Set
Validation set
Test Set
R² = 0.999
Figure 1 Comparison between predicted results of the developed
model and experimental data.
Figure 3 Absolute relative error percentage of the obtained
results from the corresponding experimental values.
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Figure 2 Relative deviations of the determined equilibrium
adsorption values from experimental ones by the developed
model.
216 E. Salehi et al.indices and standardized cross-validated residuals (R), which
are ascribed to the difference between the predicted resultsTable 1 Statistical parameters of the developed LS-SVM model
membranes. This indicates the validity of the model for whole set of
Set N a APRE (%) AAPRE (%)
Training 50 0.015 0.974
Validation 11 0.806 1.533
Prediction 11 0.349 1.846
Total 72 0.164 1.184
a Number of experimental data points.and the implemented data. Warning Leverage (H*) is usually
set at 3(q+ 1)/p value, where p and q represent the population
of the dataset and the number of input parameters, respec-
tively. Leverage must be equal to three (so-called ‘‘cut-off’’ va-
lue) to accept the points within ±3 unit deviations from the
average value. This range normally covers 99% of distributed
data. Majority of data points are in the domain of 0 6 H 6 H*
and 3 6 R 6 3, so-called ‘‘Good High Leverage’’ ranges, for
a valid model. In such condition, model and its predictions are
applicable and statistically valid. On the other side, the data
points located in the range of R< 3 or 3 < R (larger or
smaller than the H* value, so-called ‘‘Bad High Leverage’’),
are regarded as the model outliers. Such error distribution
may have been caused by doubtful data.
6. Results and discussion
Generally, there are two important parameters in the LS-SVM
algorithm i.e., r2 and c. These parameters must be calculated
before model development. These parameters were evaluated
using Coupled Simulated Annealing (CSA) optimization tech-
nique [29]. The optimization procedure was repeated several
times as trying to arrive at the most probable global optimum
of the objective function. Squared decision variable (r2) is
computed using external optimization algorithm as 7.006.for describing equilibrium adsorption of Cu(II) on CS/PVA
the applied data.
RMSE STD R2 R20 R
2
m
0.117 0.637 0.999 0.999 0.993
0.258 1.400 0.998 0.999 0.995
0.186 1.446 0.998 0.999 0.996
0.158 0.535 0.999 0.999 0.999
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Figure 4 Detection of the probable doubtful data and the
applicability domain of the developed model.
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Figure 5 Comparison between the improved model and exper-
imental values of equilibrium adsorption as a function of initial
concentration of copper ion for T= 20 C.
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regression weight was also evaluated as c= 4.339e + 04.
A comparison between the predictions of the expert model
and the corresponding experimental equilibrium adsorption
data is illustrated in Fig. 1. Closely distributed data points
around 45 line demonstrate the appropriateness of the devel-
oped LS-SVM model in this regard [7].Table 2 Comparison among modiﬁed chitosan-based membrane ad
Thin membrane adsorbent Conditions
Chitosan/silica modiﬁed pH= 5, T= 20 C
Chitosan/PVA pH= 5–6, T= 20 C
Chitosan/vanillin modiﬁed pH= 6, T= 25 C
Chitosan/histidine modiﬁed pH= 4.6, T= 25 C
Chitosan/PVA/CNTs modiﬁed pH= 5.5, T= 20 CFig. 2 represents the percent relative error distribution for
all the experimental data points. Furthermore, some important
statistical parameters of the proposed model for the three sets
of randomly chosen data i.e., training, validation and predic-
tion sets, are reported in Table 1. APRE and AAPRE error
values conﬁrm that the relative deviation of the expert model
from the experimental data is negligible. According to R2m val-
idation test, all the R2m values should be greater than 0.5. As
reported in Table 1, negligible difference among R2m values
conﬁrms the validity of the developed model. Moreover,
RMSE and R-squared values indicate highly acceptable agree-
ment of the developed model with the actual data. The results
of the statistical analyses indicate that an excellent accordance
exists between the expert model predictions and the experimen-
tal results.
Fig. 3 indicates absolute relative errors of the data sets. It is
clear from Fig. 3 that the maximum error is less than 5% and
the average one is near 2%. These values are reasonable from
statistical point of view. The method of Leverage Value Statis-
tics was also employed to diagnose the uncertainties, which can
adversely affect the prediction capability of the trained net-
work [29]. The Williams plot is frequently applied to detect
the doubtful data (outliers). The plot is shown in Fig. 4 for
the results using the LS-SVM algorithm. It is obvious that
whole data points fall within the ranges of 0 6 H 6 0.055
and 1 6 R 6 1. These outcomes verify that the obtained ex-
pert model is valid and sufﬁciently reliable from the statistical
viewpoint. In addition, it shows that the whole data are pre-
sented in the applicable domains of the expert model.
As previously mentioned, 15% of the equilibrium data is
chosen for validating the model predictions. Equilibrium
adsorption of the copper ions against initial ion concentration
in the solution is shown in Fig. 5 for T= 20 C. For other
temperatures (30 and 40 C), trend of the results is similar
(not shown). The results of the model predictions are com-
pared with the experimental data in Fig. 5. The obtained
accommodation is also comparable for other temperatures.
The results show an excellent accommodation between mod-
el-predicted and experimental data as formerly conﬁrmed by
statistical analyses.
It is obvious from modeling results (Fig. 5) that equilibrium
adsorption of copper ions on the membrane adsorbents in-
creases with increasing multi-walled carbon nanotube content
of the membranes. It is due to introduction of nanochannel
network together with supplementary mass-transport inter-
stices surrounding the nanotubes, enhancement of membrane
surface area (roughness) and elevation of internal or pore-
capacity of the membranes [6,30]. Table 2 compares the
adsorption capacity of the MWCNT-NH2 modiﬁed CS/PVA
membranes with other modiﬁed CS/PVA membrane adsor-sorbents for Cu(II) adsorption.
Adsorption capacity (mg/g) References
4.8 [3]
9.8 [4]
18.2 [30]
25.1 [2]
20.1 Current study
218 E. Salehi et al.bents at similar conditions. Supplementary structural, charac-
terization and performance information may be found in our
prior published work [6].7. Conclusions
Equilibrium adsorption of copper ions on modiﬁed CS/PVA
membrane-sorbents was represented using the LS-SVM intelli-
gent algorithm. The input and output data were categorized
into three random sets of training (70%), validation (15%)
and test (15%) sets. The results show that the developed model
can provide predictions in an excellent accordance with the
experimental data. Statistical analyses results conﬁrmed that
all the experimental data are present in the reliable domain
with satisfactory conﬁdence limits (0 6 H 6 0.055 and
1 6 R 6 1) and correlation coefﬁcients higher than 0.99.
Accordingly, the obtained model is appropriate for the predic-
tion of the equilibrium adsorption on membrane adsorbents
considering its applicability conﬁdence domain.Acknowledgment
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