The calibration of default pullout capacity models for smooth and ribbed steel strip reinforcement, used in reinforced soil walls in Japan, was carried out more than two decades ago and was based on a small number of physical tests available at that time. The writers have collected and organized a much larger database of more than 600 laboratory pullout box and in situ pullout tests from among the Japanese literature. The new database is a useful reference for design engineers to match project-specific soils to previous pullout tests and to check the accuracy of the current lower-bound design curves proposed in the late 70s and 80s. Today, only the ribbed-type steel reinforcement strips are used. The new data show that a three-parameter exponential function better captures the trend in pullout data for ribbed steel reinforcement than the current bi-linear models adopted from European practice. The formulations also have the advantage of being smoothly continuous with depth. Parameter values are determined for default pullout models that can be used in load and resistance factor design (LRFD) and for the current lower-bound (factor of safety) allowable stress design (ASD). The current PWRC model and a newly proposed model for ribbed steel strip reinforcement, that include the soil coefficient of uniformity (U c ) in their formulations, are shown to be no more accurate than the simpler default models without this term.
Introduction
Steel strip reinforced soil walls were first introduced in Japan in the early 1970s and there are now estimated to be more than 30,000 of these structures (Ochiai, 2007) . The history of steel strip reinforced soil walls in Japan has been summarized by the writers in a companion paper (Miyata and Bathurst, 2012) . Current Japanese practice for the calculation of reinforcement loads and pullout resistance is summarized in a guidance document by the Public Works Research Center (PWRC, 2003) . The basis of the recommendations for the load and resistance (pullout) design can be found in the first edition of the PWRC document (PWRC, 1982) and in the literature reporting earlier European experiences (e.g., Schlosser, 1978; Schlosser and Segrestin, 1979) .
The related paper by Miyata and Bathurst (2012) focuses on the measured steel strip reinforcement loads in full-scale monitored structures and comparisons with predicted load values. The database showed that walls in Japan are often constructed of soils with higher fines contents than those recommended in North America and Europe. The writers compared the predicted steel strip reinforcement loads using the PWRC (2003) design method with the measured values from a total of 27 test wall sections, including 10 Japanese case studies. The data offered a check of the accuracy of the PWRC reinforcement load method for walls with a range of soils not previously considered at the time of the original calibration of the Coherent Gravity Method in the 1970s. Miyata and Bathurst (2012) proposed some adjustments to the empirical design chart for the coefficients of earth pressure, used to calculate the tensile loads in steel strip reinforcement layers, in order to improve the load prediction accuracy.
This paper first reviews the current default design equations for the pullout capacity of steel strip reinforcement recommended by the PWRC. The models initially appeared in the PWRC (1988) guidance document and remain unchanged in the current version (PWRC, 2003) . These default pullout capacity models are used to estimate the ultimate (failure) pullout capacity of a steel strip reinforcement element.
Next, a database of pullout test results, collected and organized by the writers from Japanese sources, is described. The data are then used to examine the accuracy of the default PWRC pullout design models for both smooth and ribbed steel strips and to identify qualitative trends that can be used to guide the development of new default model formulations. A simple smoothly continuous three-parameter pullout capacity equation is proposed that can be easily fitted to the measured pullout test results. Three new default pullout capacity models are proposed for ribbed steel strip reinforcement elements and two different soil categories. Model parameters are given for use in allowable stress design (ASD) and load and resistance factor design (LRFD) practice.
Finally, it should be emphasized that this paper does not include the objectives of a critique of the individual tests in the available literature or an examination of pullout mechanisms, nor does the paper identify the implications of any specific test on pullout capacity. As demonstrated later in the paper, the practical implications of using pullout box or in situ pullout test data for the pullout design of steel strip reinforced soil walls in Japan are addressed quantitatively within a statistical framework.
PWRC method for steel strip pullout capacity
The focus of this paper is on the calculation of the maximum pullout capacity of steel strip reinforcement layers in reinforced soil walls. In the current allowable stress design (ASD) practice in Japan, the pullout of the reinforcement is an ultimate limit state. The pullout capacity in the design must be larger than the predicted reinforcement tensile load in each reinforcement layer by an acceptable margin (factor of safety¼ 2). According to PWRC (2003) , the ultimate pullout capacity (P max ) is calculated as
where f n i is a dimensionless empirical interface shear coefficient, s v is the vertical pressure at the elevation of the reinforcement strip, b is the strip width and L e is the anchorage (pullout) length (Fig. 1) . The value of f n i is computed using default models, that are a function of depth z, together with adjustments for the steel strip type (ribbed or smooth) and the soil type (classification, gradation and/or friction angle). The ribbed steel strips are manufactured with a set of ridges placed at regular intervals and oriented perpendicular to the length of the strips. These strips have been shown to improve the load transfer between the steel strip and the surrounding soil (e.g., Schlosser and Elias, 1978) .
The distribution of f n i is bi-linear with depth, as shown in Fig. 1 , and is expressed as
and
PWRC (2003) recommends that the maximum height of a wall without surcharge loading be restricted to H total ¼ 20 m (see Fig. 1 ). Hence, the maximum depth of a steel reinforcement layer in a non-surcharged wall is z¼ 20 m.
For steel strip reinforced soil walls, the following permitted soil types and gradation limits were introduced in the PWRC (1988) The selection of f n i values is based on the soil type and the steel strip type according to the four models described below. 
These values were selected for the bi-linear envelope design curve used as a lower bound on the back-calculated f n i values from the pullout box and in situ pullout test data reported in the PWRC (1988) design manual and described later in the paper.
Model 2: Ribbed strip with soil types A 1 and A 2 and soil coefficient of uniformity
where U c ¼ D 60 /D 10 is the coefficient of uniformity and D 60 and D 10 are particle sizes for which 60% and 10% of the particles are finer than by mass, respectively. The formulation for Model 2 matches the original expression for the ribbed steel strip pullout capacity reported by Schlosser and Guilloux (1979) . However, unlike in European and USA practices, U c is not capped at a value of two. 
These values were selected for the bi-linear envelope design curve used as a lower bound on the back-calculated f n i values, from the six sets of in situ pullout test data available in PWRC (1988) , as discussed later in the paper. 
Here f is the peak friction angle of the soil. These values were selected from a lower-bound bi-linear design curve fitted against the back-calculated f n i values using the pullout box test data reported in the PWRC (1988) design manual. PWRC (2003) recommends caution when using soil type B with smooth strip steel reinforcement.
It should be noted that to the best of the writers' knowledge, smooth steel strip reinforcement is no longer used in Japan or the rest of the world. However, measured load data from walls that have been built using smooth strip reinforcement were used to calibrate the original Coherent Gravity Method (Schlosser, 1978; Schlosser and Segrestin, 1979) and to examine the accuracy of the original method or variants of it (Allen et al., 2004 ; Table 1 Summary of pullout box test database.
Source number Number of test series Bathurst et al., 2008b Bathurst et al., , 2009 Miyata and Bathurst, 2012) . Hence, the pullout performance of this type of reinforcement is still of interest. (2003) recommends that a soil be improved or that special attention be paid to the selection of interface shear strength parameters if the fines content of the soil is greater than 25%. Backfill materials may be improved using cement mixing (e.g., Nakamura et al., 1991) , fly ash (Ogawa, 1994) or by placing the reinforcement strips in a sand layer (sandwich technique) (e.g., Teraji et al., 1988) . There are also criteria related to soil pH, chloride and sulfide content and resistivity. However, these issues are beyond the scope of the current investigation which focuses only on the mechanical pullout capacity.
It should be noted that the bi-linear models are the same (Model 2) or similar to the original models proposed for steel strip walls in Europe more than 30 years ago (e.g., Schlosser and Segrestin, 1979) . In North American practice (AASHTO, 2010; FHWA, 2009) , the bi-linear model approach is used, but there are additional restrictions, e.g., default value of U c =4, fines content of the soil o 15% and the maximum value for coefficient f n o o 2. The typical ribbed steel strip width in North America is b=50 mm, while the standard width in Japan is 60 mm. The values for c 1 also differ in magnitude from North American practice. In this paper, the focus is on the current Japanese practice.
Model 2 includes parameter U c to compute f n o , as shown in Eq. (4a). This equation can be traced back to Schlosser and Guilloux (1979) and appears in the first revised edition of the PWRC design, construction and specifications for steel strip reinforced soil walls (PWRC, 1988) and in the current third edition (PWRC, 2003) .
Database of steel strip pullout testing
Steel strip pullout data were gathered from published papers among the Japanese literature and the Public Works Research Center (PWRC, 1988 (PWRC, , 2003 guidance documents. In some cases, the writers contacted the original authors of these documents for additional details. A summary of the test series and sources can be found in Tables 1 and 2 . The range in soil properties for the materials used for tests with ribbed and smooth steel strips is summarized in Table 3 . A brief review of the data sets used in the current study is summarized below. The results from a total of 351 pullout box tests and 301 in situ tests were collected. However, tests with soil types A 1 and A 2 , having fines contents of F c 4 25%, and tests with soil types V and B, having fines contents of F c 4 40%, were not used in the analyses that follow. Hence, the upper fines content limit for soil type B was relaxed slightly from 35%. The number of tests, test type and soil classification are identified in each analysis to follow. Table 2 Summary of in situ pullout test database.
Source number The results of the first steel strip pullout tests appear in the first revised edition of the Public Works Research Center (PWRC, 1988) manual for the design, construction and specification of steel strip reinforced soil walls. These data were taken from Minami and Adachi (1981) and Hashimoto (1983) . The tests were carried out using laboratory pullout boxes and full-scale in situ pullout tests. The pullout box tests used four different soils and both smooth and ribbed steel strips. The equivalent depth of the reinforcement was z¼ 0.8-10 m. The in situ tests were restricted to ribbed steel strips and involved eight different soil fills and placement depths of 0.8 o z o 8.1 m. The fines contents of the soils (particle size r 0.075 mm) ranged from 13% to 40%. The data from these tests are still reported in PWRC (2003) and were used to produce the original PWRC default pullout capacity models (Models 1, 3 and 4) described in the previous section. In the remainder of the paper, these tests are referenced as PWRC (1988) . Later in the paper, there is reference to additional data from tests carried out prior to 1988. However, it should be noted that PWRC (1988) recommendations were restricted to data from the earlier works of Minami and Adachi (1981) and Hashimoto (1983) . (1984, 1986 and 1989) The JPHC carried out a series of steel strip pullout test programs, the results of which have been reported by Mishima and Satoh (1984) , Ishii et al. (1986) and Wakatsuki et al. (1989) . Mishima and Satoh (1984) and Ishii et al. (1986) investigated the influence of the degree of saturation (0oS r o100%), relative compaction (80%oD c o102%) and confining (vertical) pressure (20os v o600 kPa) on the pullout capacity of ribbed and smooth steel strips in a pullout box. A total of 18 soils were used, 12 of which satisfy the current PWRC (2003) criteria for soils used for steel strip reinforced soil walls. The coefficients of uniformity were in the range of 2.5oU c o 2500 and the fines contents varied over 0.2%oF c o66%. Wakatsuki et al. (1989) reported the results of in situ tests performed on ribbed and smooth steel strips installed in 34 field walls. The reinforcement depths ranged from 0.5ozo12 m. They recommended that soils with low U c values and/or high fines contents be used with caution, but did not provide limits on these parameters.
Japan Public Highway Corporation (JPHC)

Katsuta et al. (1986)
Katsuta et al. (1986) performed in situ tests on ribbed strip steel reinforcement specimens embedded in a wall Ogawa (1994 , 1997 ) Ogawa (1994 reported the results of in situ pullout tests carried out to investigate the relationship between wallfacing deformation and pullout capacity using ribbed strips and five soil types. One material was an improved granular soil comprising lightweight slag and pulverized fuel ash. The depth of the embedment ranged from 0.8 o z o 10.2 m. Ogawa (1997) reported the results of the in situ tests to investigate the accuracy of the failure criterion for the pullout resistance of ribbed and smooth steel strips. The reinforcement layers were placed at depths of 0.4 o zo 10.2 m.
1.2.5. Aihara et al. (1995) PWRC (1995) Aihara et al. (1995) performed in situ pullout tests to investigate the influence of flooding on the pullout capacity of ribbed steel strip reinforcement in three different soils.
The full report on these tests appears in PWRC (1995) . The strips were tested under both dry and flooded conditions. They showed that the pullout capacity was less for the strips placed in flooded backfill soil. In the current study, only the strips tested under a dry condition are reported. A description of the three walls can be found in the paper by Miyata and Bathurst (2012) 
3 , f ¼ 211 and c¼ 3 kPa). The reinforcement strips were at depths of 3.0 and 4.5 m below the wall crest.
1.2.6. Uesawa et al. (1995 ) Uesawa et al. (1995 performed in situ pullout tests on ribbed steel strip specimens embedded in tiered walls. These walls have been described by Miyata and Bathurst (2012) and are identified as SSJ-7 (Chubu wall), sections J, K, L, M and N. Sections J and K were constructed with sandy soil (type SF, F c ¼ 20%, g t ¼ 14.0 kN/m 3 and f ¼ 401). Section L was constructed with soil-cement backfill and sections M and N were constructed with sandy soil (type SF, F c ¼ 34%, g t ¼ 17.2 N/m 3 and f ¼ 361). The strip embedment depths were 2.5 and 6.5 m below the wall crest. In this paper, only the pullout test results with the sandy soil material are used.
Kumada and Watanabe (2004)
Kumada and Watanabe (2004) performed pullout box tests on ribbed steel strips to investigate the accuracy of the pullout capacity models. Two soils were used, namely poorly graded sand (type S, F c ¼ 7.9%, g t ¼ 14.5 kN/m 3 , D c ¼ 90%, f ¼ 381, c¼ 7.7 kPa and U c ¼ 1.7) and wellgraded sand (type SF,
Comparison of measured and predicted pullout capacities
In this section, the pullout test results are collected from all the Japanese sources and are grouped together according to the four default models identified earlier. The accuracy of each model is quantified based on bias statistics, as explained below. Test data falling into Model 2 category (i.e., U c is known) are also included in the analysis of the default Model 1 equation.
Bias values
Bias values are computed as the ratio of the measured pullout capacity to the predicted pullout capacity. In this paper, they are equal to the ratio of the back-calculated f n i value to the predicted value using a default model. A bias value greater than one means that the model under-predicts the pullout capacity, while a value less than one means that the model over-predicts the pullout capacity. In general, the greater the mean of the bias values above one, the more conservative the model on average. The variability in model accuracy is quantified by the coefficient of the variation (COV) in bias values defined as the standard deviation divided by the mean of the bias values. The larger the COV of the bias values, the poorer the model. Bias statistics for all pullout capacity models are necessary for the reliability theory-based LRFD calibration of the ultimate pullout limit state in reinforced soil walls, as demonstrated by Allen et al. (2005) and Bathurst et al. (2008a Bathurst et al. ( , 2011a Bathurst et al. ( , 2011b ). Fig. 2(a) shows the back-calculated values of f n i versus the equivalent depth of the soil using the pullout box test results for ribbed steel strips and soil types A 1 and A 2 . The solid black symbols in the plots represent the data points reported in PWRC (1988) that were used to develop Model 1. These data all fall above the design curve, consistent with the objective at that time, to develop a design curve that is a lower-bound envelope for ASD practice in Japan. Fig. 2(b) shows the computed bias values. The additional pullout box data show that the original model envelope remains a lower-bound envelope up to a depth of about 10 m, but that there is a large number of data points below this design envelope for greater depths. A practical implication of these data is that the current design curve for this combination of soil and steel strips should be restricted to reinforced soil walls 10 m in height or less. Nevertheless, the pullout limit state at reinforcement depths of 10 m or more are unlikely to control the design for walls with uniform reinforcement lengths (typical case). The other notable feature of Fig. 2(b) is that the accuracy of the model based on the bias varies widely with the depth. Low bias values at depths greater than 20 m may not be a concern, since PWRC (2003) recommends that the total wall height be restricted to H total ¼ 20 m (see Fig. 1 ).
Model 1
Similar data from in situ tests are plotted in Fig. 3(a) . Almost all the data points from PWRC (1988) lie above the current design curve, as do most of the other data. However, as before, the accuracy of the model varies widely, as shown by the distribution of bias values in Fig. 3(b) . Part of the scatter is due to the two outlier points identified in the figures and the presence of tests with improved soils (Ogawa, 1994) . There was no explanation for the two anomalous high values in the source data available to the writers. Finally, there are no data available from the in situ tests with natural soils to investigate the accuracy of the model for reinforcement depths greater than about 10 m.
Model 2
As mentioned earlier, the formulation for Model 2 was adopted based on French experience (Schlosser and Guilloux, 1979) . Fig. 4(a) shows a plot of back-calculated f n i values against depth using pullout box test results for ribbed steel strips and soils A 1 and A 2 that has been collected since the original data by Minami and Adachi (1981) and Hashimoto (1983) Fig. 4(b) . The data show scatter with no visually apparent trend in the under-and over-prediction of the model with depth. The need for the log U c term in the current formulation was examined by performing the Spearman rank order correlation test on back-calculated (predicted) and measured values of log U c . The back-calculated values were computed by substituting Eq. (4a) into Eq. (2a) and re-arranging Eq. (2a) to isolate the log U c term. Hence, the predicted value of log U c from the measured f n i values is expressed as log U c ðpredictedÞ ¼ f
where c ¼ 361. The Spearman correlation test provides a quantitative measure of the strength of a monotonic relationship between two datasets, regardless of whether or not the relationship is linear. The results of this test showed that there was no relationship between the backcalculated (predicted) and the measured log U c values at a level of significance of 5%. This means that, based on the available Japanese pullout box data, the log U c term does not improve the accuracy of the predicted trend in pullout capacity. The corresponding data from the in situ pullout tests are shown in Fig. 5 . In this case, all but two of the 12 data points are below a bias value of one (Fig. 5(b) ); this means that the model is typically non-conservative for design. Clearly, assessments of the accuracy of the method are sensitive to the available data and the test method (compare Fig. 5(b) to 4(b) ). The comparison is also complicated by the number of data points for each type of test, with about four times as many data points available from the pullout box tests compared to the in situ pullout tests.
Model 3
The measured values of f n i and the corresponding bias values for the ribbed steel strips in combination with soil type B are plotted in Fig. 6 (pullout box tests) and Fig. 7  (in situ tests) . The data in these plots show that the model accuracy varies widely and that it is strongly influenced by the test method and the soil material. The original Model 3 design envelope was based on a lower-bound envelope drawn against the SF soil data reported by PWRC (1988) (Fig. 7(a) ). With the exception of the in situ tests using volcanic soil, all bias data in Fig. 7(b) are above one, which is on the safe side for conventional ASD practice.
Model 4
Figs. 8 and 9 show the results of analyses for smooth strips in combination with soils A 1 and A 2 . The minimum design curve is computed using c 1 =221 (Eq. (6b) ). Bias values vary widely with depth, as illustrated in Fig. 8(b) and based on the pullout box test results. However, the corresponding bias data from the in situ tests (Fig. 9(b) ) show that the model most often under-predicts the pullout capacity, which is on the safe side for the design.
General observations
The overall impression from the data presented thus far is that the current PWRC steel strip pullout capacity models are conservative, particularly at low overburden depths, and that the trend in pullout capacities with depth is not captured consistently. These observations are supported by Fig. 10(a) , which shows the back-calculated f n i values taken from the database of the test results described earlier and plotted against depth z, and Fig. 10(b) , which shows the distribution of bias values using measured and predicted f n i values. This plot shows that more than 80% of the predicted values are greater than the measured values and that this over-prediction is greatest at shallow overburden depths. The trend in data in Fig. 10(a) is visually captured by an expression having the following general form:
The choice of this particular expression is explained in the next section. Fig. 10(c) shows that if a model having this general form is adopted, the frequency of the overpredicting pullout capacity is reduced to about 40%. The outcome will be better if this type of equation is used to compute the nominal values of the pullout capacity in future LRFD calibration exercises (e.g., Allen et al., 2005; Bathurst et al. 2008a Bathurst et al. , 2011a Bathurst et al. , 2011b .
It is interesting to note that Schlosser and Elias (1978) also plotted back-calculated f n i ðzÞ data as a smoothly continuous curve in one of the earliest papers reporting steel strip pullout test results. The large increases in pullout capacity efficiency at shallow depths (i.e., larger f n i values) in Fig. 10(a) can be ascribed to the effect of the constrained dilatancy of compacted granular soil around the reinforcement strips during pullout (Schlosser and Elias, 1978; Schlosser, 1990 ).
New default models
Three new default pullout capacity models, having the general form of Eq. (8), are proposed. Using the previous nomenclature, the general expression can be written as
This equation has the following advantages:
(a) The equation has three parameters which is the same number of parameters as the bi-linear Models 1 and 3 currently recommended by PWRC (2003). In this investigation, the new function is fitted to the PWRC (1988) data for ribbed steel reinforcement strips and soil types A 1 and A 2 (New Models 1 and 2) and soil type B (New Model 3). For brevity, improvements to Model 4 are not attempted, since smooth steel reinforcement strips are no longer used in Japan or the rest of the world to the best of the writers' knowledge.
New Model 1 fitting to original PWRC (1988) data
If the new pullout capacity model is used for a reliability theory-based load and resistance factor design (LRFD), then a deterministic pullout model that is the ''best fit'' to the measured pullout values is desirable as opposed to a model that most often under-estimates the pullout capacity as in ASD (factor of safety) practice (Allen et al., 2005; Bathurst et al., 2008a Bathurst et al., , 2011b . Best fit is defined here as giving a mean bias value that is close to or just in excess of one and a low coefficient of variation (COV) (i.e., low spread of bias values). However, the magnitude of acceptable COV values is subjective. The strategy adopted in the current study was to firstly fit Eq. (9) to the pullout box data shown in Fig. 11(a) to give a mean bias value close to one and to minimize the COV of the bias values. The Solver utility in Excel was used to perform this optimization. Next, the best-fit parameters were adjusted to convenient values. The final fit to measured f Fig. 11(c) and shown to give similar bias statistics for the mean and spread of the bias values. In Fig. 11(c) , one measured data point was ignored (measured f n i ¼ 8:3). There was no explanation for this anomalous high value in the source data available to the writers. However, ignoring this value is conservative (safe) for any future LRFD calibration for the pullout limit state for steel strip reinforced soil walls. The bias statistics for the two sets of pullout tests using the same model parameters are summarized in Table 4 (a) and the bias values are plotted in Fig. 11(b) and (d) .
If the new pullout capacity model is used in the current allowable stress design (ASD) with a suitably selected factor of safety, then a lower-bound curve is required in order to be consistent with current practice. Parameter c in Eq. (9) was adjusted, while keeping f n o ¼ 5 and c 1 ¼ 361 until a suitable lower-bound envelope was achieved. In this case, the envelope was taken when 95% of the data points were captured giving c ¼ 0.810. The same model parameters fitted to the in situ pullout data gave an exceedance value of 87%. These exceedance values (i.e., bias values less than one) fall within the range of 78-100%, accepted by the PWRC (1988), when the original empirical calibration of the ribbed steel strip pullout model and the same soils A 1 and A 2 was first reported. The lower-bound envelope can be seen to follow the trend of the data, particularly with respect to the exponential behavior at low overburden pressures. Hence, the physically observed trend in the pullout capacity behavior with depth is preserved.
New Model 3 fitting the original PWRC (1988) data
At the time the PWRC (1988) was published, limited data on soil type B was available. These data are shown in Fig. 12 . A lower-bound bi-linear curve was fitted to the lowest six SG soil tests. Eq. (9) is fitted to the data, as described in the previous section, and then a lower-bound envelope is selected using the same six data points. Both fits are similar and visibly better approximations to the six data points used by the PWRC than the current default bilinear design curve. For brevity, a bias plot with depth is not generated for these data points. However, it is clear that the bias values for the six SG soil data points are very low; this is supported by the mean and the COV of the bias values summarized in Table 4 (b).
Calibration of New Models 1, 2 and 3 using expanded (new) database
The previous section has demonstrated that an exponential function works well to approximate a fit to all data points and to select a lower-bound design curve using the original PWRC (1988) data. In this section, a similar procedure is used to back-fit the parameter values to the larger database of Japanese pullout data that is now available. In the following calibration exercises, data points for depths greater than 20 m are excluded, since walls higher than H total ¼ 20 m are not recommended by PWRC (2003) . This also removes the influence of these data points on the calibration outcomes where the pullout capacity has been shown to be relatively independent of depth z (Fig. 10(a) ). To make fair comparisons with the current models, the same data points used for the new models are used to compute the bias statistics for the lower-bound design curves for the current Models 1, 2 and 3. The bias statistics and exceedance for the current and the new models are summarized in Table 5 .
New Model 1. Fig. 13 shows the calibration results for the new Model 1, which is used for ribbed steel reinforcement strips and soils A 1 and A 2 . The model parameters are summarized in Table 5 (a). The bias statistics for the same model parameters fit both pullout box and in situ pullout box data sets for LRFD practice and are similar, as are the lower-bound values for both data sets for ASD practice. A comparison of the lower-bound curve approximations, using the current and the proposed new Model 1, shows that the exceedance values for the new Model 1 are higher and in the range computed previously for Model 1 using the 1988 data. However, the current Model 1 gives exceedance values of 67% and 75%, which are lower than the original range of 78-100% shown in Table 4 (a). In order to achieve the exceedance values of 86% and 90% for the lower-bound design curve for the new Model 1 equation, it was necessary to lower c 1 from 361 to 301.
New Model 2. The original Model 2 equation for the pullout capacity includes the coefficient of uniformity U c of soils A 1 and A 2 . Pullout box data composed of n¼ 36 data points were used in this calibration. Data points with z420 m were excluded, as was explained earlier. The in situ pullout database comprised only n¼ 12 data points with only four different U c values. This data set was judged to be too small; hence, the back-analysis was based on the pullout box test data only. In order to preserve the form of the term in Eq. (4a), the following expression for f n o was used:
The results are shown in Fig. 14 and Table 5 (b). The mean and the COV bias statistics, for the fit to the data, are very similar to those for both Model 1 data sets shown in Table 4 (b). The exceedance values for the lower-bound curves are also similar. A Spearman rank order correlation test was carried out on the back-calculated (predicted) values of log U c , using the new Model 2 and the measured values of log U c , to assess the need for the log U c term, as was done earlier for the current Model 2 formulation of the data points corresponding to zr6 m. Using the new Model 2, the backcalculated (predicted) value of log U c is expressed as log U c ðpredictedÞ ¼ ½f
where c 1 ¼ 361 and c¼ 0.5. The results of this test showed once again that there was no relationship between the backcalculated and the measured log U c values at a level of significance of 5%, which means that the log U c term does not improve the model. This confirms that there is no significant quantitative benefit of using the new Model 2, which has one extra parameter, over the new Model 1, which has only three parameters, based on the available Japanese pullout test data.
New Model 3. Only data from the in situ pullout tests with soil type B were available. In this case, the value of c 1 ¼ 251 was judged to be a reasonable lower limit for both curves in the three-parameter model with the added benefit that it is the same value for the current Model 3. The results of the curve fitting are presented in Fig. 15 and Table 5 (c).
Discussion
This paper has focused on the examination of the accuracy of the current (PWRC, 2003) and the proposed default pullout capacity models for ribbed steel strip reinforcement in reinforced soil walls. The quantitative assessment of the accuracy of these empirical formulations in both cases is influenced by the range of soil materials used in the database of the pullout tests available in the Japanese literature. Therefore, before design engineers use the new default models proposed by the writers, they must firstly ensure that the project-specific soils fall within the envelope of the pullout test soils used to calibrate each model. For example, the accuracy of the new models applied to some volcanic cohesive-frictional backfill soils in Japan or improved soils has not been investigated in the current study.
Conclusions
The paper has presented a synthesis of the pullout box and the in situ pullout testing of smooth and ribbed steel strip reinforcements available in the Japanese literature. The new database is much larger than the original database that was used to develop the default bi-linear pullout capacity models adopted in the earlier PWRC (1988) design guidance document more than two decades ago and which is still in use today (PWRC, 2003) . This data is a valuable collection that can be used by design engineers to estimate a suitable interface shear coefficient ðf n i Þ value from the database values matching projectspecific soil conditions for use in current allowable stress design (ASD). However, an analysis of all the available data has shown that the current default models do poorly with respect to achieving a consistent level of design pullout capacity conservatism for ASD practice. Furthermore, the current default models cannot be used if the objective is to carry out a load and resistance factor design (LRFD), which requires that the models be better fit to the measured data rather than to lower-bound design envelopes.
The trend in f n i values with depth supports the use of a simple three-parameter exponential model to replace the current default bi-linear models. This model has the advantage of better capturing the trend in the data for the pullout capacity with depth and is smoothly continuous. The selection of new model parameters is based on the computed bias statistics, for which the bias is the ratio of the measured to the predicted pullout capacity, and the bias exceedance is computed as the fraction of the bias values that are greater than one. Parameters for this new formulation have been presented for three new models and the following two design cases: (a) a load and resistance factor design (LRFD) with bias statistics having a mean value close to or in excess of one and (b) a current (factor of safety) allowable stress design (ASD) with parameters that give a lower-bound curve with a suitable bias exceedance in excess of about 90% or more.
The results of the analyses using Japanese data have shown that there is no statistically significant improvement obtained by including term log U c in the current PWRC (2003) default model for ribbed steel strips and soils A 1 and A 2 . This observation is consistent with the conclusion that the new Model 2 (ribbed steel strips and soils A 1 and A 2 ), which also includes the coefficient of uniformity of the soil (U c ), does not offer quantitative improvements in the pullout capacity over the same model (new Model 1) without this parameter.
Finally, it should be noted that the calibration outcomes using any empirical model (i.e., current PWRC models or the new models proposed in this paper) are dependent on the type and the quality of the tests, and the number of tests (data points) available. If and when more pullout test data become available, it is recommended that the accuracy of the pullout models proposed in this paper be reassessed and that the empirical coefficients be adjusted as required. 
