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Abstract	
Determining spatial patterns in gene expression is crucial for understanding 
physiological function. Image analysis and machine learning play an important role in 
deriving these patterns from biological data.  
We first focus on the analysis of single molecule fluorescence in situ hybridization 
(smFISH) data, obtained from the Human Cell Atlas project. Image registration is an important 
step in data analysis pipelines which take in image data and output spatially resolved expression 
of genes. We demonstrate an efficient method to register smFISH images by using a parametric 
representation of images based on finite rate of innovation sampling, and by optimizing 
empirical multivariate information measures. 
We then focus on the analysis of single cell RNA-seq data. When this data is collected, 
precise spatial information for cells is lost. We compare different approaches to reconstruct the 
spatial location of cells using RNA-seq data and a reference gene expression atlas. We first 
compare the predictions obtained by using polynomial regression and a multilayer perceptron 
regressor. Using polynomial regression we obtain R2 scores of over 0.99 for the prediction of x, 
y, and z coordinates.  Using our multilayer perceptron regressor we obtain R2 scores of 0.96-
0.98. We then preselect subsets of informative genes from our original dataset and test the 
accuracy of our multilayer perceptron regressor using these smaller sized inputs. If we select a 
subset of 60 genes from our original set of 84 genes, the perceptron can predict location with 
only a slight loss of precision.  
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1. Introduction 
The study of spatial patterns in gene expression provides valuable insight to a biologist. 
Thousands of mRNA transcripts are produced in a cell per second, and the different amounts and 
types of mRNA in a cell are strong indicators of the cell’s function. By studying the mRNA 
transcripts being produced in different locations within and across cells, we can understand how 
cells interact with each other, and the biological processes that direct their activity. This 
information can be used to improve our understanding of human physiology and development, 
and to diagnose, monitor, and treat diseases.  
The Human Cell Atlas project is a global effort to create, in part, a gene expression atlas 
for all human cells. The goal is to develop a 3D map, assigning a unique ID to different cell 
types in different locations. This can tell us how different cell types and body systems work 
together, and what regulatory mechanisms govern their behavior [1]. In Chapter 2 of this thesis 
we consider images from single molecule fluorescent in situ hybridization (smFISH) image 
datasets obtained from the Human Cell Atlas project. smFISH is a method to visualize RNA 
within a cell by using radiolabeled probes that attach to specific target RNA sequences. smFISH 
experiments produce images containing fluorescent markers indicating the locations where 
specific mRNA molecules are present [2]. By developing a data analysis pipeline and analyzing 
these images in bulk, we can output a detailed map indicating the expression level of genes at 
different locations, and thus build a gene expression atlas. Figure 1, obtained from the Starfish 
project, describes such a pipeline. 
 
 
Fig. 1. Data analysis pipeline for smFISH images obtained from the Starfish project [3]. 
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We can use such a gene expression atlas to reconstruct the locations of individual cells. 
This is especially useful for single-cell RNA sequencing, which allows us to find the gene 
expression of thousands of genes across thousands of individual cells from the same tissue. 
However, when this data is collected, precise information on the spatial location of cells is lost. 
Chapter 3 uses single-cell RNA-seq data for 8924 genes across 1297 cells from the Drosophila 
melanogaster (fruit fly) embryo, and a reference gene expression atlas, with expression levels of 
84 genes across 3039 different locations on the embryo. This data is obtained from the DREAM 
single-cell transcriptomics challenge [4]. The goal is to accurately predict the location to which 
each cell belongs. By reconstructing the locations of cells based on their gene expression 
profiles, we can better understand how individual cells interact with each other and contribute to 
the development of an organism.  
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2. smFISH Registration  
Image registration is the process of finding an optimal set of transformations to align two 
or more images.  This is an important component of data analysis pipelines that take in smFISH 
images and output gene expression levels at different locations. Image registration corrects for 
disturbances between smFISH imaging rounds, which is essential for downstream data analysis. 
The only affine transformation that we needed to register our dataset was translations, but 
our work can be extended to consider rotation and scaling as well. Figure 2 shows the raw 
images used in our analysis. 
 
 
Fig. 2. Raw smFISH images. Columns correspond to color channels and rows correspond to imaging rounds.  
 
In order to correct for disturbances between imaging rounds, we used a maximum 
intensity projection across all color channels to obtain a single image for each imaging round. 
See Figure 3. 
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Fig. 3. smFISH images after performing maximum intensity projection across color channels.  
 
We first register these images by maximizing multiinformation. We then optimize this 
process by sampling these images and representing them as a finite collection of weighted delta 
functions.  
2.1 Registration Using Information 
 
Image registration by maximizing empirical mutual information is commonly used in fields 
such as remote sensing and medical imaging [5] [6]. Mutual information-based registration is 
known to be more robust than cross-correlation based methods and is effective in registering 
images of different modalities [5]. This is because the technique does not require a pair of 
images to have similar pixel intensity values, and simply measures the statistical dependence 
between a pair of images. The mutual information between random variables X and Y  is defined 
as: 
 𝐼(𝑋; 𝑌) = 𝐻(𝑋) + 𝐻(𝑌) − 𝐻(𝑋, 𝑌).                (1) 
 𝐻(𝑋, 𝑌) is the joint entropy for X and Y, and 𝐻(𝑋) and 𝐻(𝑌) are the marginal entropies. 
Mutual information can also be formulated as the Kullback-Leibler divergence between the joint 
distribution p(x,y) and the product of the marginal distribution p(x)p(y): 
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𝐼(𝑋; 𝑌) = ∑ 𝑝45(𝑥, 𝑦)	log	 < =>?(@,A)=>(@)=?(A)B@,A                 (2) 
 
From this formulation, we can interpret mutual information as a measure of the statistical 
dependence between random variables X and Y. If we estimate the joint distribution p(x,y) for a 
pair of images X1 and X2, then we can find an optimal transformation T that maximizes empirical 
mutual information, and thus the statistical dependence between them: 
 𝑇∗ = 	 argmaxK 𝐼(𝑋L(𝑥, 𝑦)	; 𝑇(𝑋M(𝑥, 𝑦)	)                     (3)  
 
There are several ways to estimate the joint distribution p(x,y) for a pair of images. Two 
popular methods are the joint histogram method [7] and the Parzen windowing method [6], [8]. 
Once we find estimates for these different distributions, we must find an appropriate 
optimization procedure to search for the optimal transformation T. Global optimization 
algorithms such as exhaustive search, particle swarm optimization, genetic algorithms, and 
simulated annealing have been used by different groups [9]-[12]. 
Several groups have used multiinformation to perform groupwise image registration [13]-
[15], and have shown this to be more effective than pairwise registration [13]. Multiinformation, 
like mutual information, is defined as the KL divergence between the joint distribution and the 
product of the marginal distributions. Given n random variables X1,X2,....Xn, multiinformation is 
defined as: 
 𝐼(𝑋L; 𝑋M;… ; 𝑋P) = 	∑ 𝐻(𝑋Q)	Q − 𝐻(𝑋L, 𝑋M, … , 𝑋P).                   (4) 
 
It has recently been shown that multiinformation is exponentially consistent for image 
registration. This means that the error exponent approaches zero as the number of pixels goes to 
infinity [16].  
We initially perform image registration by maximizing multiinformation, using full image 
histograms. We perform our optimization using particle swarm optimization [17]. We are able to 
optimally register the smFISH images, but this method is computationally expensive. More 
details on our implementation and our results is provided in section 2.3.  
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2.2 Feature-based registration 
 
Feature-based registration algorithms extract certain features, such as points, edges, or lines 
from images, and use only those features to perform registration. This provides a more compact 
representation of images, which is why feature-based registration tends to be more 
computationally efficient. Many groups have used corner detectors and edge detectors for 
registration [18], [19].  
Baboulaz and Dragotti formulate feature-based registration as a finite rate of innovation 
problem [20]. They use a Canny-like edge detector and with the intersection of those edges 
(corners) as features. They then match corners across images, demonstrating that exact 
registration is possible using only the detected corners. Signals that have a finite rate of 
innovation [21] can be written in the form: 
 𝑠(𝑡) = ∑ 𝑐U𝜑(𝑡 − 𝑡U)U ,                                        (5) 
               
where φ(t) is a known kernel, and the number of tks is finite. The innovative part of the 
signal lies in ck, and we can reconstruct our signal using ck and tk.  
For our smFISH images, we assume the innovative part of our signal lies in the fluorescent 
markers in our images, and by extracting these features we can optimally register our images. 
Thus we represent our images as a sum of weighted delta functions corresponding to the 
locations of the fluorescent markers. We perform groupwise registration by aligning deltas from 
different images so that they are at the same locations. 
2.3 Methods and Results 
     
We first tested multiinformation-based image registration on our test data. We used particle 
swarm optimization to search through different transformations. In each iteration of our 
optimization, we transformed our images, computed pixel intensity histograms and used these to 
calculate empirical multiinformation. Since we did not have ground truth, we used visual 
inspection to verify whether or not our registration was correct. Our algorithm took 15 minutes to 
correctly register four 980x1330 images on a MacBook Pro with a 2.5 GHz Intel Core i5 
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procesor. This was slow compared to cross-correlation based registration (using the skimage 
register_translation package) which yielded correct results in under a second on the same 
machine.  
Next, we attempted to use FRI sampling to register sample smFISH images provided by the 
Human Cell Atlas. We propose the following algorithm: 
 
1. Use a White Top Hat Filter to extract fluorescent markers. Use a threshold to remove low 
intensity noise. One of the resulting images is depicted on the left side of Figure 4.  
2. Use DBSCAN to cluster pixels corresponding to a single fluorescent marker, and to find 
coordinates of centroids. The resulting centroid locations for one of the images are 
plotted on the right side of Figure 4. This gives us a list of deltas corresponding to each 
image — our innovative features.  
3. Align a list of deltas from a misaligned image to those in a reference image using nearest 
neighbor clustering.  
 
 
 
Fig. 4. Left: Groups of pixels corresponding to fluorescent markers (enlarged for visibility). Right: spike deltas 
corresponding to centroids of clusters. 
 
For step 3 of the algorithm above we defined our cost function as the sum of squared 
distances between each point in the misaligned image and its nearest neighbor in the reference 
image. We then found an optimal set of translations that aligned these points through gradient 
descent. Since our cost function is convex, gradient descent is guaranteed to converge upon the 
optimal solution.  
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Our algorithm ran in under a second and correctly registered our images. Feature-based 
registration and phase-correlation both accurately and efficiently registered the sample smFISH 
images. However, we demonstrate that our method for feature-based registration is versatile and 
works for different kinds of image data. 
 
 
Fig. 5. From top to bottom: Manually shifted test images, registration using MM (correctly registered), registration 
using FRI sampling (correctly registered), registration using phase correlation (incorrectly registered).  
 
We use the multispectral data shown in Figure 5 and manually apply different 
transformations to the images. We are able to optimally register these by maximizing 
multiinformation, but we are unable to using cross-correlation because the absolute pixel 
intensity levels vary between images.  
For feature-based registration we used Rosten and Drummond’s fast corner detection 
algorithm [22] to obtain a list of spikes for each image. See Figure 6. 
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Fig. 6. Spikes obtained from faster corner detection 
 
We then aligned these spikes using the same algorithm described above. We were able to 
correctly register the images 40% of the time, and 60% of the time results were off by one pixel 
in any direction. This demonstrates that feature-based registration is efficient and accurate, even 
when dealing with different types of data, or when comparing images of different modalities, and 
this gives it a clear advantage over cross-correlation. However, one drawback is the need to 
determine what features to extract.  
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3. Single Cell Transcriptomics  
 
We now compare different techniques to reconstruct the locations of cells in the 
Drosophila melanogaster embryo using single-cell RNA-seq data, and a reference gene 
expression atlas. The RNA-seq data contains normalized gene expression values for 8924 genes 
across 1297 cells. The gene expression atlas contains normalized expression levels for 84 genes 
across 3039 location bins. This data was obtained from the DREAM single-cell transcriptomics 
challenge [4].  Here is a summary of the methods and experimental results. 
3.1 Visualizing the Gene Expression Atlas by Clustering 
 
We use the k-means algorithm to cluster spatial locations in the reference gene 
expression atlas based on gene expression profiles. The images in Figure 7 help us visualize 
patterns of gene expression at different locations in the Drosophila embryo. The images show 
that we can divide the Drosophila embryo into distinct segments which have particular gene 
expression profiles. This strongly suggests that gene expression analysis may be useful in 
estimating the location of a cell in an organism with some precision. 
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Fig. 7. Locations in the Drosophila embryo, color coded by cluster. Top left: plot of x and y locations. Top right: 
plot of x and z locations. Bottom left: plot of y and z locations. 
 
3.2 Predicting x, y, and z locations using polynomial regression 
 
During the early development of the Drosophila embryo, the body axes are established 
due to the activation or repression of particular genes [23]. We can infer that there are sets of 
genes which are highly correlated with each of the x, y, and z axes. Table 1 shows the top ten 
genes that are most strongly correlated with each axis.  
 
 
Table 1. Pearson correlation between expression of genes and x, y, and z coordinates 
 
Gene Correlation 
with x 
coordinate 
Gene Correlation 
with y 
coordinate  
Gene Correlation 
with z 
coordinate  
CG11208 -0.727404 tkv -0.640460 sna -0.750051 
cnc -0.650687 danr 0.618470 Ilp4 -0.731258 
CG17724 -0.623584 mfas 0.614335 twi -0.729782 
knrl -0.613207 Ama -0.606204 NetA -0.714420 
noc -0.571620 doc2 -0.549425 Mes2 -0.676269 
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bmm -0.571468 Cyp310a1 
 
-0.515511 Btk29A 
 
0.662462 
 
CG8147 0.561256 brk 0.506245 htl -0.594703 
oc -0.532534 twi 0.497990 
 
bun 
 
0.593521 
dan -0.522304 Mes2 -0.480336 
 
Cyp310a1 -0.565856 
 
CG17786 -0.521352 ImpL2 0.473160 
 
zen 0.479045 
 
 
 
Fig. 8. Normalized gene expression vs location for genes selected from Table 1. Top left: CG11208 expression vs x 
coordinate. Top right: tkv expression vs y coordinate. Bottom: sna expression vs z coordinate.  
 
Figure 8 depicts the expression of select genes from Table 1, across the x, y, or z axis. 
We use regression to predict x, y, and z locations based on gene expression profiles. Our analysis 
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shows us that genes that are highly correlated with one axis tend to be very weakly correlated 
with the other axes. For this reason, we use separate models to predict x, y, and z positions. The 
plots in Figure 8 suggest that the relationship between gene expression and location is not linear, 
so we fit a degree 3 polynomial. We use the gene expression levels of the top 20 genes that are 
most strongly correlated with a given axis as our input. Table 2 summarizes the results, and the 
residuals are plotted in Figure 9. 
 
Table 2. R2 and RMSE values for regression models which predict x, y, and z coordinates 
 X coordinate Y coordinate Z coordinate 
R2 0.996 0.991 0.993 
RMSE 5.97 2.01 3.80 
 
 
Fig. 9. Residuals for regression. Top left: residuals for prediction of x coordinate. Top right: residuals for prediction 
of y coordinate. Bottom: residuals for prediction of z coordinate.  
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Figure 10 depicts how the R2 score of the regression varies with the number of genes 
used as an input. The plot indicates that our regression attains an R2 score above 0.9 if ten or 
more genes are used as an input. The runtime of this algorithm increases significantly as input 
size increases, so we have a tradeoff between speed and accuracy.  
 
 
Fig. 10. R2 scores for polynomial regression for prediction of x (red), y (green), and z (blue) coordinate, with 
different numbers of genes used as an input.  
 
Our results indicate that polynomial regression is effective in estimating the location of 
cells to a certain degree of precision, but this technique cannot be used to pinpoint the exact 
location of cells. 
3.3 Predicting x, y, and z locations using a multilayer perceptron 
 
We compare our previous approach to predicting x, y, and z coordinates using a 
multilayer perceptron. Using sklearn’s MLPClassifier package, we evaluate the precision with 
which we can predict location based on the expression levels of our 84 input genes. We divide 
each of the x, y, and z axes into location bins of a defined range. We train three separate models, 
each of which predicts a location bin on the x, y, or z axis based on the expression of our input 
genes. Each perceptron contains one hidden layer of size 100, and an output layer of size equal to 
the number of location bins. We use ReLU as our activation function. Figure 11 depicts the 
classification accuracy for different location bin sizes. 
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Fig. 11. Classification accuracy vs location bin size for x (red), y (green), and z (blue) values. 
 
Using our 84 input genes, we can predict locations on the x, y, or z axis within a range of 
size 20 with about 90% accuracy and within a range of size 10 with about 80% accuracy. For 
smaller ranges, our accuracy quickly drops and our model is no longer effective. This shows us 
that we can accurately predict the general location of a cell based on its gene expression profile, 
but pinpointing its exact location is not possible using this technique.   
We then use sklearn's MLPRegressor package to directly predict the x, y, and z 
coordinates corresponding to the locations in the reference dataset. Once again, we use one 
hidden layer of size 100 and ReLU as our activation function. We use all 84 genes in the atlas as 
our input. The results are summarized in Table 3. 
 
 
Table 3. R2 and RMSE values for prediction of x, y, and z coordinates 
 X coordinate Y coordinate Z coordinate 
R2 0.983 0.961 0.986 
RMSE 13.53 4.27 5.24 
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Like our polynomial regression model described in section 3.2, our multilayer perceptron 
regressor scores well but cannot pinpoint locations very precisely. Surprisingly, the perceptron 
does not score as well as our polynomial regression model which relies on a smaller sized input 
of selected genes.   
Finally, we test the performance of our MLPRegressor after preselecting a subset of 
informative genes from our original set of 84 genes in the gene expression atlas. We can thus 
determine whether or not we can make accurate predictions using a lower dimensional input. We 
first use the k-means algorithm to cluster the 84 genes provided in the gene expression atlas into 
k clusters. We then select k genes by choosing a gene that is closest to each of the k cluster 
centroids. This method ensures that each gene in our subset (1) has a distinct expression pattern 
from other genes in our subset, providing us with useful information, and (2) is representative of 
a cluster of genes that have a similar function. Tables 4-6 summarize our results. 
 
Table 4. R2 and RMSE values prediction of x, y, and z coordinates, using 20 genes as input 
 
 X coordinate Y coordinate Z coordinate 
R2 0.837 0.884 0.911 
RMSE 40.86 7.02 13.03 
 
 
Table 5. R2 and RMSE values prediction of x, y, and z coordinates, using 40 genes as input 
 
 X coordinate Y coordinate Z coordinate 
R2 0.962 0.894 0.960 
RMSE 20.00 6.84 8.72 
 
 
 
 
 
 17 
 
 
Table 6. R2 and RMSE values prediction of x, y, and z coordinates, using 60 genes as input 
 
 X coordinate Y coordinate Z coordinate 
R2 0.969 0.948 0.980 
RMSE 17.70 4.76 6.26 
 
 
These results indicate that we can preselect 60 genes out of our original set of 84 genes 
and predict location with only a slight loss of precision. We can select 40 genes and still attain a 
relatively high R2 score for predicting x and z coordinates. The R2 score for predicting the y 
coordinate is relatively low in Table 5, probably because our technique failed to select enough 
genes that are important in establishing the y axis. We can attempt to improve these scores by 
exploring other methods for selecting subsets of informative genes.  
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4. Conclusion 
In this thesis, we focus on computational methods to study spatial patterns in gene 
expression using biological data. We consider image data from smFISH experiments, and gene 
expression data from single-cell RNA-sequencing experiments.  
Chapter 2 focuses on the registration of smFISH images. This is a necessary step in 
decoding the genes expressed at different locations. We first register the images by maximizing 
multiinformation. We obtain an empirical estimate for multiinformation using a pixel intensity 
histogram, and we use particle swarm optimization as our optimization procedure. We are able to 
register four 930x1330 images in 15 minutes, on a MacBook Pro with a 2.5 GHz Intel Core i5 
procesor.  
We then sample our images and represent them as a collection of weighted delta 
functions. We perform groupwise registration by aligning deltas from different images so that 
they are at the same locations. This approach is efficient; our algorithm runs in under a second 
and accurately registers our four test images. We use a similar approach to accurately register 
multispectral images, showing that this method is versatile. However, one disadvantage is the 
need to determine which features of the data to extract. 
Chapter 3 of this thesis focuses on different techniques to reconstruct the locations of 
cells in the Drosophila melanogaster embryo using single-cell RNA-seq data, and a reference 
gene expression atlas. We first select a subset of genes that are highly correlated with the x, y, 
and z axes and train polynomial regression models to predict x, y, and z coordinates based on the 
input gene expression levels. This approach is highly successful; we attain R2 scores of over 0.99 
for prediction of x, y, and z coordinates using 20 genes as an input for each prediction. However, 
we are still unable to pinpoint exact locations with precision.   
We then train multilayer perceptron classifiers to predict x, y, and z location bins based 
on the expression of all 84 genes in the reference atlas. We can predict location bins of size 20 on 
the x, y, or z axis with about 90% accuracy. For smaller ranges our accuracy quickly drops, 
indicating that it is easy to predict the general location of a cell based on its gene expression, but 
difficult to precisely pinpoint its location. Using our multilayer perceptron regressor we obtain 
R2 scores of 0.96-0.98 for prediction of x, y, and z coordinates.  
Finally, we select subsets of informative genes from our original gene expression atlas, in 
order to determine whether or not we can make accurate predictions using lower dimensional 
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data. We find that we can use 60 genes out of our original set of 84 genes and predict location 
with only a slight loss of precision. We can select 40 genes and still attain a relatively high R2 
scores of 0.96 for predicting x and z coordinates. 
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