Abstract Cooperative communications is a promising technique for future high speed wireless communications. These systems may be formulated as virtual multi-input multi-output (MIMO) systems where spatial/cooperetive diversity is a key advantage. However, different from MIMO systems, one of the major challenges for cooperative communications systems is that the cooperative transmissions in cooperative systems may be neither time nor frequency synchronized, since the transmissions are from multiple cooperative nodes at different locations. The existing signal designs for co-located MIMO systems may not be able to collect the cooperative diversity in cooperative communications systems. This paper gives an overview of recent research efforts on combating the time and frequency asynchronism of the cooperative communication network. We focus on the signal designs (or space-time codings/modulations) to achieve full cooperative diversity, and summarize some of the resent distributed space-timing coding and space-frequency coding techniques to combat timing errors and frequency offsets, and in the meantime to achieve full cooperative diversity, in both one-way and two-way cooperative networks.
antennas (to make the channel fading between antenna pairs uncorrelated) may limit the number of antennas that can be deployed. How to exploit the spatial benefits by wireless terminals with only single antenna becomes a natural question. Cooperative communications technology [7] [8] [9] [10] [11] [12] may have provided an answer to this question.
In cooperative communications, multiple terminals in a wireless network are capable of working together: one terminal can help others to transmit their desired signals. As such, both the spatial links of itself and the helper can be exploited and as a result, multiple single-antenna terminals can share their antennas to create a virtual antenna array. Meanwhile, due to its distributed nature, independently faded channel could be guaranteed to provide spatial degree-of-freedom. Through cooperation, it becomes possible to exploit the spatial resource of the traditional MIMO techniques without the need to equip each terminal with multiple antennas. Therefore, it can be considered as a distributed MIMO system, while the traditional MIMO can be named as co-located MIMO. Since the early studies by Sendonaris et al. [7] and Laneman et al. [8] , cooperative communications techniques have attracted tremendous interest over the recent years, both in academy and industry. Distributed space-time coding (DSTC), i.e., the distributed counterpart of space-time coding in co-located MIMO, has become an efficient technique to provide spatial diversity for cooperative communication systems [9] [10] [11] [12] . On one hand, cooperation is embedded into cellular mobile communications system and new cooperative stations may be built in a cellular system [13] ; on the other hand, cooperative communications technique is adopted in the physical layer of ad hoc networks and wireless sensor networks (WSN) [14, 15] .
Compared with the co-located MIMO systems, the most distinctive characteristic of cooperative communications systems is its distributed nature: multiple terminals in cooperation are spatially separated in several different physical locations. Thus, some new problems that do not exist in co-located MIMO systems have merged: for example, 1) Signal coordination problem: Whether and when a terminal participates in the cooperation, and what a terminal should transmit.
2) Time asynchronism problem: Multiple cooperative terminals have different distances to the destination terminal and thus the cooperative transmission may be time-asynchronous.
3) Frequency asynchronism problem: Each cooperative terminal has its own oscillator and thus the cooperative transmission is frequency-asynchronous.
Although centralized high layer control protocols can be used to solve some of these problems, for example, a central station can be set to guarantee the signal coordination, and synchronize the cooperative terminals, a large amount of extra control signals are required, which may reduce the benefits of cooperation greatly. On the other hand, it may be difficult for wireless networks without infrastructure like an ad hoc network or a WSN to have a central control station. Also, these networks are generally with high dynamics, where nodes frequently join and leave the network, which further increases the overhead significantly. Therefore, people take great interest in dealing with these problems by physical layer techniques, such as coding/modulation and advanced signal processing.
In this paper, we focus on the last two problems, i.e., time and frequency asynchronism, and overview some of the research efforts on this topic in recent years. We will summarize various distributed STCs and equalization methods that have been proposed for cooperative nodes and destination node to combat time and frequency asynchronism, respectively, aiming at achieving as much diversity gain as possible. In these works, it is often assumed that the cooperative network has already been coordinated. We do not cover the literatures from an information theory point of view, for example [16] . We also assume that all the channel parameters, including the fading coefficients, the time and frequency offsets are perfectly obtained at the destination node by some estimation algorithms, such as those proposed in [17] [18] [19] [20] [21] .
The paper is organized as follows. In Section 2, we present the system model of one-way and two-way cooperative networks under time and frequency asynchronism. In Section 3 and Section 4, various recent literatures addressing the time and frequency asynchronism of one-way and two-way cooperative networks are reviewed, respectively. Finally, in Section 5, conclusions are drawn and some future problems are proposed.
Asynchronous cooperative system model
In this section, we give the asynchronous cooperative system model with time and frequency offsets. We consider both one-way and two-way cooperative networks. In a one-way network, there is one source and one destination, and the signal transmission is unidirectional, from the source to the destination. A two-way network includes two terminals acting as both source and destination. Two terminals want to exchange information and the signal transmissions are bi-directional. In both cases, we assume that each node in the network is only equipped with a single antenna and subject to the half-duplex constraint, i.e., they cannot transmit and receive simultaneously. Unless otherwise stated, the channels are undergoing flat fading, although some of the techniques, such as the orthogonal frequency division multiplexing (OFDM) techniques, overviewed in this paper have been extended to frequency-selective fading channels 1) . We also assume that there is no direct connection between source and destination (or two source terminals) due to shadowing or too large distance.
One-way cooperative network
A general one-way cooperative network with one source node S, one destination node D and R cooperative nodes R r , r = 1, 2, . . . , R, between the source and the destination is shown in Figure 1 . The cooperation contains two phases [9] . In the first phase, the source broadcasts the information sequence to potential cooperative nodes. Under decode-and-forward (DF) protocol, at each potential cooperative node, the received signals are decoded. To guarantee the success of cooperation, only the cooperative node that correctly decodes the received signals will become an active cooperative node to participate in the cooperative transmission in the second phase. A simple manner to do this is to use an error detection code such as cyclic redundancy check (CRC) in the source [10] . In the beginning of the second phase, the eligible cooperative nodes re-map the decoded information bits into symbols. Before they are transmitted to the destination node, various coding schemes, from the simple repetition code to many elaborately designed distributed space-time coding schemes, are proposed in the literature to extract spatial diversity. The coded signals are then transmitted to the destination. If amplify-and-forward (AF) protocol is adopted, the source information symbols are not decoded in the cooperative nodes. Only a simple amplification (or, more general, a linear operation) is taken by each cooperative node and then these linearly transformed signals are transmitted from cooperative nodes. 1) Time Asynchronism: Since the cooperative nodes are in different physical locations, the time delay from the source to each cooperative node in the first phase is different. In the second phase, the retransmitted signal from each cooperative node to the destination will also undergo different time delays. Therefore, the received signals at the destination may not align, and the time asynchronism is the accumulation of both phases.
Denote the delays from source to cooperative node r by τ s,r and those from r to destination by τ r, d . Also assume that the processing delays at the cooperative nodes are the same so that they can be omitted. Then the total delay of the r-th link is τ r = τ s,r + τ r,d . Without loss of generality, we may assume 0 = τ 1 < τ 2 < · · · < τ R . Assume that a distributed space-time block code (DSTBC) is adopted by the cooperative nodes, which can be expressed as
where x x x r is transmitted by cooperative node r, r = 1, 2, . . . , R, and L is the length of a DSTBC code block. If the system is perfectly synchronized, then the received baseband signal at the destination can 1) Here, we do not assume a particular model statistics of the channel coefficients, such as Rayleigh or Rice [22] . The diversity gain analysis applies to both Rayleigh and Rice fading channels similar to MIMO systems be written as
where
T is the channel coefficient vector. However, when the time delays exist, the equivalent DSTC code matrix becomes
Here, we only consider the case where the delays are multiples of symbol duration for convenience. And fractional delays of symbol duration can be similarly discussed. We can see that due to the time asynchronism, the structure of elaborately designed DSTBC is destroyed, which will decrease the achieveable diversity gain.
2) Frequency asynchronism: Since the source, destination and each cooperative node have their respective oscillators, it is hard to lock them to exact the same frequency and as a result, there may exist a carrier frequency offset (CFO) between each pair of transmitter and receiver. In the first phase, there is only one CFO between each cooperative node and the source. The received baseband signal at cooperative node r is
where T is the symbol duration, g r , f r and w r (r = 1, 2, . . . , R) are the channel coefficient, the CFO and noise of the r-th cooperative node, respectively, and x s is the source information. So the cooperative node can estimate the CFO and then compensate for it completely, as can be done in single-input singleoutput (SISO) system, which has already been well addressed, see [17] , for example. In the second phase, however, the destination faces R CFOs, one from each cooperative node. The received baseband signal at the destination is
where h r , f r are the channel coefficient and CFO between cooperative r and the destination. Because the multiple CFOs f r (r = 1, 2, . . . , R) are generally different, it is hard for the destination node to compensate for them simultaneously. Consequently, the channels become time-varying from symbol to symbol, and STBCs for the conventional co-located MIMO systems may not be applied to achieve the spatial diversity. 
Two-Way Cooperative Network
A general two-way cooperative network with two terminal nodes T m , m = 1, 2 to exchange information through R cooperative nodes R r , r = 1, 2, . . . , R is depicted in Figure 2 . If a similar protocol as in oneway cooperative network is exploited, then one round of information exchange requires four phases: in the first two phases, terminal T 1 sends information to T 2 through cooperative nodes and in the second two phases, terminal T 2 sends information to T 1 . However, by using the so-called analog network coding (ANC), the whole procedure can be shortened to two phases, as shown in Figure 2 . In the first phase, both T 1 and T 2 transmit their respective signals s s s 1 and s s s 2 simultaneously to all the cooperative nodes. Stack the received signal at the cooperative nodes into a vector y y y r , which is the mixed signal expressed as y y y r = P T1 f r s s s 1 + P T2 g r s s s 2 + n n n r ,
where P Tm , m = 1, 2, is the average transmit power of T m . In the second phase, a cooperative node processes the received mixed signals and then broadcast the so-obtained signal back to both T 1 and T 2 . Assume that a cooperative node just multiplies the received signal by a scale factor α r to satisfy the average transmit power constraint of R r (generally, any linear or non-linear operation is possible). Then the receiving signal at terminal T 1 is
where w w w T1 = R r=1 α r f r n n n r + n n n T1 . T 2 has the similar receiving signal which is omitted here. Although the final received signals at two terminals are still mixed ones, each terminal can subtract the backward signal of itself (the second term of (7)) and thus obtain the desired information data from the other terminal (the first term of (7)). As such, the information exchange can be completed in just two phases instead of four phases, thus greatly improving the bandwidth efficiency [23] [24] [25] [26] [27] .
1) Time asynchronism: In a general two-way cooperative network with multiple cooperative nodes, there may exist two kinds of timing errors [28, 29] . The first kind is that in the first phase, the signals from two terminals may arrive at each cooperative node at different times. The second kind occurs in the second phase where the send-back signals from different cooperative nodes may arrive at one terminal node at different time, as illustrated in Figure 3 . Denote the delay from T m to R r in the first phase by τ Rr ,Tm , the delay from R r to T m in the second phase by τ Tm,Rr , r = 1, . . . , R, m = 1, 2, and only consider the case where the delay is a multiple of symbol duration. Denote τ (1) max = max{τ Rr,Tm , r = 1, . . . , R, m = 1, 2}, δ Rr,Tm = τ (1) max − τ Rr ,Tm , τ (2) max,T1 = max{τ T1,Rr , r = 1, . . . , R}, τ (2) max,T2 = max{τ T2,Rr , r = 1, . . . , R}, and δ Tm,Rr τ (2) max,Tm − τ Tm,Rr for r = 1, . . . , R, m = 1, 2.
One data block
One data block Taking these delays into account, if L symbols are transmitted, the received mixed signals of R r (6) at the end of the first phase will span L = L + τ (1) max symbol intervals, which can be given by [29] y y y
are L × L matrices, named as timing error matrices. Similar to (7), when taking into account the delays, the block length of the received mixed signal y y y
max,T1 , and the received signal can be written as
where T T T r is a matrix corresponding to some general linear operation taken at the cooperative nodes, 
. , c c c R ], and h h h
By (11), after cancelling the self-data item, the data transmission from T 2 to T 1 can be viewed as a distributed space-time transmission system with equivalent STC matrix X X X a t , vector channel h h h e and equivalent Gaussian noise w w w a T1 . Therefore, (11) can be called the equivalent STC model. Note that X X X a t is in a time-asynchronous manner, which can be written as [29] :
Note also that the noise term w w w a T1 combines both the noise at T 1 and the amplified noise from cooperative nodes. If perfect synchronization is guaranteed, (11) is similar to the one-way cooperative network case based on AF protocol discussed in [12] . Under the time asynchronous case, we are now interested in the design of the code matrix X X X a to achieve the potential cooperative diversity. 2) Frequency asynchronism: Different from the one-way cooperative network where multiple CFOs only exist in the second phase, in two-way cooperative network, frequency asynchronism occurs in both two phases. In the first phase, two CFOs exist for the received signal of each cooperative node, and in the second phase, each terminal obtains the mixed signal corrupted by R CFOs, which is similar to that of the one-way cooperative network.
By doing similar operations as above, it is not hard to get the equivalent receiving model for T 1 under the frequency asynchronism scenario y y y
where X X X 
One-way cooperative network with asynchronous cooperative diversity
Under the scenario that both time and frequency are perfectly synchronized, distributed space-time coding (DSTC) and distributed space-frequency coding (DSFC) are efficient ways to collect spatial diversity gain for cooperative networks, when the transmitters are lacking the channel state information (CSI). They can be considered as the distributed versions of their counterparts in co-located MIMO systems. However, when taking the time and frequency asynchronism into consideration, the existing DSTCs and DSFCs can not be simply applied. Both distributed transmission schemes at the cooperative nodes and receive algorithms at the destination need to be carefully re-investigated.
Time asynchronism
The approaches for combating the time asynchronism, like those for dealing with the intersymbol interference (ISI) channels, are generally classified into two categories: time-domain approaches and frequencydomain approaches. In time-domain approaches, various DSTCs without the requirement of time synchronization have been proposed [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] . In frequency-domain approaches, the basic idea is to treat the paths from cooperative nodes to the destination node as multipaths and then use OFDM technology [32, [42] [43] [44] [45] [46] [47] to deal with the multipaths (or ISI). Using OFDM, cyclic prefix (CP) can be exploited to combat the time asynchronism, and the channels are now ISI-free and DSFCs are designed on the subcarriers of OFDM to collect spatial/cooperative diversity.
In [30] , the idea of delay diversity code [48] for co-located MIMO system has been utilized. Different cooperative terminals transmit the same signals, but intentional delays are introduced in them. At the destination, a minimum mean square error (MMSE) criterion based fractional spaced decision feedback equalizer (DFE) is proposed to exploit the cooperative diversity. Although some diversity gain can be achieved in [30] , full diversity order is not guaranteed. In [31, 32] , it has been indicated that since time asynchronism makes the flat fading become frequency-selective fading, STBCs that apply in frequencyselective fading channels can be used to combat time asynchronism and to collect diversity gain. Both these two papers propose the distributed time reversal space-time block codes (D-TR-STBC), which is first proposed in [49] . However, the data rate of this scheme becomes very low when the number of cooperative nodes becomes large, due to the orthogonality of the code matrix. Using simply Alamouti STBC at the cooperative nods, the emphasis is put on the receiver design in [33] . An equalizer has been proposed: first cancel the interference components caused by timing misalignment in a decision feedback manner, and then implement a symbol by symbol maximum likelihood (ML) detection. It retains the low computational complexity of Alamouti code but only applies in the case of two cooperative nodes.
A systematic family of distributed space-time trellis codes (DSTTC) to collect the full cooperative diversity without the synchronicity assumption is first proposed in [34] . The basic idea is to design the asynchronous code matrix (3) such that it is always full row rank whatever row of the code matrix shifts. For example, the following two matrices satisfy this property:
Further in [35, 36] , Shang and Xia develop the theory in [34] and propose the concept of shift full rank (SFR) matrix to name the above property of the STC matrix in (3). Systematic constructions of such a family of codes are also investigated and obtained. Later, using the tool of algebraic number theory, delay-tolerant distributed threaded algebraic space-time (D-TAST) block codes are proposed in [37, 38] , which is similar to the TAST code in the MIMO case [50] . The term delay-tolerant code means that the code has the full diversity property under any delay profile. The construction of delay-tolerant TAST codes is also to choose a suitable algebraic number for each layer so that different layers are laid in different algebraic spaces. It is shown in [39] that all the above DSTTC can still maintain the full cooperative diversity when the delays from the cooperative nodes are fractional delays of symbol duration, without the synchronization assumption. In [40] , the binary DSTTC studied in [34, 35] are generalized to complex-valued linear convolutive trellis codes, and a family of distributed linear convolutive space time codes (DLC-STC) is proposed that can achieve full cooperative diversity even with the MMSE-DFE receiver 2) , without the synchronization assumption. Figure 4 shows the performances of some DLC-STC examples. Perfectly time synchronized orthogonal STBC (OSTBC) with the same diversity orders are also demonstrated to show that full diversity is indeed achieved with MMSE or MMSE-DFE receivers. The idea is generalized to frequency-selective fading channels, and another family of DLC-STC is proposed in [41] for achieving both full cooperative diversity and full multipath diversity with linear and DFE receivers.
The frequency domain approach of collecting full cooperative diversity was first proposed in [32] by using Alamouti code for the DF protocal. A simple space-time coding scheme with the OFDM approach 2) Most space-time code designs achieving full diversity are based on ML receiver. STCs achieving full spatial diversity with linear receivers have been studied recently, in [51] [52] [53] [54] is used, and ZF (ML) receiver is adopted. 
is proposed in [42] for the AF protocal where the cooperative nodes only need to implement some very simple operations and at the destination node, Alamouti code structure can be obtained so that it has fast decoding and achieves full cooperative diversity. The basic idea can be briefly described as follows. At the source node, two consecutive OFDM blocks/symbolsX X X 1 andX X X 
. At the destination node, after CP removal for each OFDM block, shifting the last L cp samples of the second OFDM block vector to its beginning, and taking the discrete Fourier transform (DFT), [42] shows that the orthogonality between the subcarriers and the Alamouti code structure are still maintained, which leads to the full diversity [55] and simple ML decoding. For more than two cooperative nodes, [42] proposes to cluster the cooperative nodes into two clusters, treat each cluster as a big node and use the proposed simple coding scheme 3) . Figure 5 shows the performances of the scheme. In [43] , the idea of four group decodable code is exploited so that it is extended to the case of any number of cooperative nodes. In [44] , a DSFC based on a layered structure similar to universal space-time codes in [56] has been proposed, which is using the tool of algebraic number theory.
The schemes proposed in [42] [43] [44] are for flat fading channels. Under frequency-selective fading scenarios, [46] generalizes the idea in [42] and proposes a simple orthogonal STBC (OSTBC) coded system where the cooperative nodes work in the same way as (or similarly) [42] . Furthermore, with the space-timefrequency coding idea by repeating across the subcarriers [57] , [46] proposes a simple space-time-frequency coded scheme that can collect both full cooperative diversity and full multipath diversity from frequencyselective fading channels. With the DF protocal, a high rate space-frequency coding is proposed in [47] to achieve full cooperative and multipath diversities without the synchronization assumption for the cooperative nodes.
3) However, in this case the full cooperative diversity can not be achieved
Frequency asynchronism
From (5), we have already seen that the multiple CFOs make the equivalent channel time-varying. To overcome this, most works are on equalization techniques for the destination node [58] [59] [60] [61] [62] [63] [64] . For example, an MMSE-DFE equalizer is designed in [59] to compensate for multiple CFOs at the destination node for the cooperative network adopting delay diversity protocol [30] . In [60, 62] , hybrid equalizers with the structure of a linear receiver followed by an ML detector have been proposed for cooperative system adopting DSFC proposed in [47] . However, the time-variant equivalent channel results in a time-varying equalizer. Consequently, the equalizer should be updated again and again; therefore the computational complexity is rather high, generally in the order of O(N 4 ) or even larger. Computationally efficient recursive MMSE and MMSE-DFE equalizers are designed in [63] to reduce the computational complexity of the direct equalizations, where large matrix inversion does not need to be updated every block. The recursion idea is also generalized to Kalman equalizer case in [64] . A major drawback for all the above equalizations is that the full diversity gain may not be achieved at the destination node.
To further improve the performance, different DSFC schemes based on the OFDM technique are proposed for the cooperative nodes in [65, 66] . In [65] , a cooperative transmission scheme combining intercarrier interference (ICI) self-cancellation precoding with Alamouti STC for two cooperative nodes is proposed. The ICI self-cancellation is first proposed in [67] for the conventional OFDM systems to combat CFO, where only half of the subcarriers are used for data. In [66] , another OFDM technique is proposed for overcoming frequency offsets, where longer than OFDM block size CP is required. The decoding complexities of these schemes in [65, 66] are very low. However, neither of them is bandwidth efficient. The bandwidth efficiency of [66] is upper bounded by only 1/R. To overcome this problem, in [68] , two DSFCs, called frequency-reversal SFC (FR-SFC) and frequency-shift SFC (FS-SFC), respectively, are proposed for frequency asynchronous cooperative communications with flat fading channels. The basic motivation is that a flat fading channel with CFO in the time domain can be transformed to a block time-invariant ISI channel in the frequency domain. To show this, take R = 1 for example. Rewriting (4) into vector-matrix form, and transforming it to the frequency-domain via DFT, we get [68] 
where F F F is the N × N DFT matrix, x x x f and w w w f are the frequency domain transmitted data and additive noise, respectively (subscript f denotes the data in the frequency-domain).
, and φ is the normalized CFO (NCFO) by block duration T b , which is defined as φ f T n .
T T T is defined asT T T F F FE E E(φ)F F F
H , which can be called inter-carrier interference (ICI) matrix since when φ = 0,T T T is not a diagonal matrix and the non-diagonal elements ofT T T are the ICI items, or ISI channel matrix. Based on the model of (15) and the properties of ISI channel matrixT T T , these codes possess two interesting features: a) Even under the frequency-asynchronous scenario, the codes can achieve full cooperative diversity; b) only linear receivers, such as zero-forcing (ZF) and MMSE receivers, are required to collect the full cooperative diversity, instead of the computationally exhausted ML detector. These two codes achieve a reasonable tradeoff between performance, bandwidth efficiency and decoding complexity, when the number of cooperative nodes is small. The very recent work [69] generalizes the idea of [68] together with [53] to the network with any number of cooperative nodes, and proposes a systematic design scheme for a family of DSFCs that can achieve full cooperative (spatial) diversity with only linear receivers. The codes have the special structures such that the columns of each code matrix can be divided into several orthogonal groups and each group is stacked by several sub-blocks with Toeplitz structure. The codes in this family have different symbol rates, orthogonalities and performances for different numbers of cooperative nodes, which can be adjusted by choosing different design parameters. In Figure 6 , we illustrate the performances of some examples of the family of codes. Perfectly synchronized OSTBCs with the same diversity orders are also demonstrated to show that full diversity is indeed achieved with ZF or MMSE receivers.
A different approach to achieve full diversity in cooperative network with multiple CFOs is proposed in [70] , where a diagonal space-frequency code family is proved to maintain the full cooperative diversity with the multiple CFOs. However, ML receiver is required to collect the diversity gain, which may be computationally complex.
When both time and frequency asynchronism exist, the schemes in [65, 66] can also be applied, since they both utilize the CP of OFDM system to combat the time offsets. The shortcoming is still the lower bandwidth efficiency. The equalization methods in [58] [59] [60] [61] 63] apply as well, but full diversity gain is lost.
Two-way cooperative network with asynchronous cooperative diversity
We now briefly overview the asynchronous cooperative diversity for two-way cooperative networks.
Time asynchronism
To combat the time asynchronism for two-way cooperative network, both DSTCs and DSFCs are proposed in the time-domain and the frequency domain, respectively. For time domain approaches, in [29] , it has been shown that under the equivalent STC model of (11) and (12), a scheme similar to that in [40] can also achieve full cooperative diversity with linear or DFE receivers, as depicted in Figure 7 . Since (11) is an AF protocol based model, this implies that even under AF protocol where the noise at cooperative nodes are also amplified and received at the destination, shift full rank property and linear receiver achieving full diversity still hold. This observation actually can raise many new code designs robust to time asynchronism for two-way cooperative network. Another DSTC approach proposed in the timedomain for frequency-selective channels is in [71] , which is an extension of [41] from one-way cooperative network to the two-way case. For frequency domain approaches, in [28] , the idea in [42] is utilized. OSTBC is combined with the OFDM technique, and CP is used at both source and cooperative nodes to eliminate the time offsets. The low complexity decoding of OSTBC is maintained. It also applies to frequency-selective channels and achieves the frequency (multipath) diversity gain by using the spacetime-frequency coding technique. A difference between [28] (when a one-way network is treated as a special two-way network) and [46] is that no CP needs to be added for cooperative nodes in [46] while it does in [28] .
Except for these DSTCs and DSFCs, some binary-field coding schemes are proposed in [72, 73] . BPSK signal is considered in [72] , and the penalties of time and frequency synchronization errors are analyzed. A linear convolutional channel coding together with network coding is proposed in [73] , which can relax the time synchronization requirement. However, neither of them considered the diversity issue.
Frequency asynchronism
So far, to our best knowledge, there is no literature discussing how to combat frequency asynchronism for a two-way cooperative network. However, from the model of (13), one can see that DSTCs or DSFCs are still efficient approaches to achieve cooperative diversity. The difficulty lies in the fact that the equivalent DSTC matrix X X X a f that combines the CFOs from T 2 to R r , and R r to T 1 is time varying. How to design these codes and the corresponding detection algorithms needs to be addressed in the near future.
Conclusions
Cooperative communication technology is an efficient way to provide spatial diversity gain to wireless terminals. It can be considered as a distributed MIMO system. Due to its distributed nature, the system may be neither time nor frequency synchronized. In this paper, we have provided a survey of the recent research efforts on combating the time and frequency asynchronism of the cooperative communication network. Our focus is on coding/modulation/signal design and signal processing point of view. We have reviewed various distributed STCs and SFCs and equalization algorithms proposed in the literatures. ZF and MMSE receiver are adopted, respectively. K is a design parameter defined in [69] associated with the number of orthogonal groups. The performances of OSTBCs with the same diversity orders and perfect frequency synchronization are also illustrated to show that full cooperative diversity is indeed achieved. and MMSE and MMSE-DFE receivers are adopted, respectively. The performances of OSTBCs with the same diversity orders and perfect time synchronization are also illustrated to show that full cooperative diversity is indeed achieved.
Both one-way and two-way cooperative networks are considered. One can see the aim of all these proposed schemes is to achieve a better tradeoff among performance (diversity gain), symbol rate (bandwidth efficiency), and computational complexity. Some future studies may lie in the following aspects.
On the frequency asynchronism of a two-way cooperative network, as we mentioned above, the difficulty of the code design lies in the fact that the equivalent DSTC matrix X X X a f that combines the CFOs between terminals and cooperative nodes is time-varying. How to design these codes and corresponding detection algorithms needs to be studied further.
We have only considered the case where the transmitters do not have the CSI. Without CSI, STCs are utilized to collect diversity gain. If feedback is available, another efficient way to provide performance enhancement is beamforming. Recently, there are already some studies on the analysis and design of distributed beamformer for cooperative network when the feedback information is not accurate. However, they only take the channel fading coefficients into account. If time and frequency asynchronism are considered, the performance analysis and new beamformer design should be re-investigated.
Finally, as we mentioned at the beginning, except for the synchronization issue, signal coordination is another practical problem caused by the distributed nature. All the literatures we have overviewed made the assumption that the cooperative network is controlled by some central station and it has already been coordinated by some high-layer protocol However, in many applications like wireless ad hoc network or WSN, there is no such control station. Therefore, from a physical-layer point of view, how to design codes that rely on coordination as less as possible is an interesting point. In [74] , the authors have proposed a random STC to release the coordination. More practical code design is still an open problem.
