Abstract. New special functions called G-functions are introduced. Connections of G-functions with the known Legendre, Chebyshev and Gegenbauer polynomials are given. For G-functions the Rodrigues formula is obtained.
Introduction
Let L 1 , L 2 be linear partial differential operators acting on functions that belong to the vector space X such that L k X ⊂ X (k = 1, 2) and defined in some domain Ω ⊂ R n . Denote N = N ∪ {0}.
Definition ([2]
). An infinite ordered system of functions {f k (x) | k ∈ N} (f k ∈ X ) is called f -normalized with respect to (L 1 , L 2 ) in the domain Ω, having a base f 0 (x) if everywhere in that domain,
The main property of a system of functions f -normalized with respect to operators (L 1 , L 2 ) in the domain Ω is the following: the series u(x) = Using the main property of f -normalized systems we can easily construct formal solutions to the equation yu x (x, y) − u y (x, y) = 0 in Ω. In this case formal solutions
for some x, y (2x < y 2 ) are real solutions because the corresponding series are convergent at these points. For even m we get polynomial solutions.
A very important particular case of the above notion is the case when L 2 = I, where I is the identity operator. Then the system of functions
Elements of the system {f k (x) | k ∈ N} in this case satisfy in Ω the conditions [5] ), and H s (x) is a homogeneous harmonic polynomial of order s, is 0-normalized with respect to ∆ in R n . It follows from the equality ∆ (
. Indeed, using homogeneity of H s (x) we can rewrite the above equality in the form ∆ (
If we take here m = 2k, we get
Dividing both sides by (2, 2)
In a straightforward way from the definition we can establish that the system {L
Using the above construction we are going to find a relation between harmonic polynomials of n variables and harmonic polynomials of n − 1 variables. There are two possibilities that use (2) .
To use (2) we have to find a system of polynomials 0-normalized with respect to ∆. We can take it from Example 2. The system {h
! could be such a system. Therefore, using (2) we can get a harmonic polynomial of n variables in the form
If we denote
then we can assert that multiplication of a homogeneous harmonic polynomial
). It is proved [2] that any homogeneous harmonic polynomial of n variables can be represented in this way.
II. Let us now choose
, where H 0 (x) and H 1 (x) are arbitrary polynomials inx = (x 1 , . . . , x n−1 ) is 0-normalized with respect to the operator L 2 in R n . Using (2) we obtain harmonic polynomials in the known form [6] u
G-polynomials
According to Example 3 the following definition is useful. (3) is called a G-polynomial of degree k, order s, and kind n.
If n = 2 there are only two linearly independent homogeneous harmonic polynomials of degree k (k > 0) and according to our construction (Example 3, case I) we can write them in the following form:
, s = 0, 1 for k ∈ N, and with the convention
. This approach allows us to construct harmonic polynomials as a product of Gpolynomials in the form
where ν ∈ N n , ν 1 ≥ · · · ≥ ν n , and ν n = 0, 1. In [3] it is proved that polynomials G (ν) make up a basis among homogeneous harmonic polynomials of degree ν 1 and they are orthogonal in L 2 (∂S n ), where S n is the unit ball in R n . Moreover, if we denote by P the set of all polynomials over C, with the scalar product P (x), Q(x) = P (D)Q(x) |x=0 (see [1] ), then polynomials (5) are orthogonal in P too.
We need also two results from [3] .
Lemma 1. G-polynomials of the same order s and kind n are orthogonal with weight ρ
is a homogeneous polynomial of degree k and ϕ ∈ C(∂S n ). Then
Connection of G-functions with Legendre and Chebyshev polynomials
Let us consider the trace of a G-polynomial on the unit sphere. In this case a new notion of G-function can be presented.
Definition. The function
is called the G-function of degree k, order s, and kind n.
It is not difficult to derive from (5) that
where
, and ν n = 0, 1.
Theorem 1. For a G-function of odd kind, the equality
holds, where m ≥ 0, k ≥ s ≥ 0, and P s k (t) is the associated Legendre function [4] . Proof. First let us prove that
For this purpose assume that for some m ≥ 1 the equality It is not so important here to show how to find this solution. We just take it in the form a 
From here, using equalities P
Taking into account that G s,2m+3 k
k+m (t) we complete the proof.
Consider by analogy with the associated Legendre functions, the associated Chebyshev functions T
Theorem 2. For G-functions of even kind the following equality holds:
where m ≥ 0, k ≥ s > 0, and G 0,2
Proof. First we prove that for s > 0 the following equality holds:
Using the property of γ(k) functions again (see proof of (9)) for s ≥ 0, we can get
This implies that (11) is true for all s ≥ 1. Taking y = t 2 , which means D t = 2 √ yD y , we can write (11) in the form
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It is not difficult to see that G 0,2
To complete the proof we note G s,2m+2 k
Remark. Using (8) we can obtain T k (t) = (−1)
Theorem 3. For G-functions the Rodrigues formula (see [4] )
k+s (t) holds, and the following connection of G-functions with Gegenbauer polynomials is valid:
Proof. By analogy with (10) and with the help of (8) we can write
k+s (t), which proves (13). To prove (14) we use the following representation of Gegenbauer polynomials [5] (
which leads to
and then G 0,n 2 ) (n−3)/2 , and
Orthogonality of G-functions
Proof. Using Lemma 1 and because of equality G 
This implies orthogonality of G-functions G
and from Theorem 2 for even n ≥ 3, we have
It is known that
and therefore for odd n ≥ 3, we have
Let n ≥ 2 be even. Since in this case G 
If we use representation (15) (see [5] ) we obtain T Therefore,
whence using (16) we can obtain (19) Combining (17) and (19) and using properties of the Γ-function, we get the necessary equality. The proof is completed. Proof. The proof can be easily obtained by using definition (5) of G (ν) (x), applying equality (6) and then using the property of H s k (x (2) ) from (4).
