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Forecast system overview
The malaria early warning system (MEWS) used to produce the malaria predictions consists of two tiers of a climate prediction system that is used to provide the temperature and precipitation boundary conditions of a climate sensitive, mathematical dynamical, process-based model for the malaria transmission cycle. The malaria model includes a representation of the vector and parasite life cycles which are impacted by climate variability. Both the climate and malaria components of this system require initial conditions and should, in theory, account for model and initial condition uncertainty, although in this first pilot version, only climate uncertainty was accounted for. It is important to emphasize that the malaria system is used in an uncalibrated mode, that is, although past climate observations are used to bias correct and tune the climate prediction parameters, no health data were used to adjust the system parameters or calibrate the system.
Thus all comparisons to health data represent an independent test of the model predictive performance. A schematic of the system is given in Fig. S2 and we introduce each of the prediction system components in turn here to update the description of an earlier version of the MEWS components given in Tompkins and Di Giuseppe (2015) ; Tompkins and Ermert (2013) .
Climate prediction
The climate prediction system concatenates two forecasting systems together to maximize skill and advance warning capabilities of available operational systems at the European Centre for Medium Range Forecasts (ECMWF). For the first four weeks, the system uses the monthly, extended ensemble prediction system (EPS) first described in Vitart X -4 : et al. (2008) . After week 4 of the forecast, the EPS is substituted by forecasts made by the ECMWF seasonal forecast out to month 4. This study utilizes the 4th release of this system code (SYS4 Molteni et al., 2011) , which has a resolution of TL255. Both the monthly and seasonal systems produce an ensemble of climate forecasts in near real-time of temperature and rainfall, which are then used as input parameters to a climate-sensitive dynamical model for the complete malaria transmission cycle. The climate information is interpolated onto a regular grid resolution of the malaria forecast system of 25km, using a simple lapse rate statistical downscaling technique to account for the finer topography (e.g. Giorgi, Francisco, & Pal, 2003) , while rainfall is interpolated using first order conservative remapping interpolation (Jones, 1999 ). An evaluation of the skill of predicting rainfall and temperature for these forecasts is contained in Tompkins and Di Giuseppe (2015) .
Apart from the horizontal resolution, one key difference in the systems is that the EPS always employs the latest version of the ECMWF forecasting system, updated on average two to three times each year to account for new satellite observation platforms and incorporate the latest improvements to both the model physics and the data assimilation system. For the years of forecast system used here, the EPS forecasts are initialized once per week, but in order to bias correct the system, each forecast is accompanied by a series of hindcasts, initialized on the same day of the year for the previous 18 years, and each start date consists of an ensemble of 5 forecasts. For the evaluation here we use the hindcast suite of 18 years associated with the forecast system that was operational during 2013. We use the EPS start date closest to the 1st of each month. Thus the set : X -5 of forecasts cover the period 1994 to 2013 with start dates each month from January to December.
It is emphasized that this description pertains to the system as operational in 2013, and the present EPS system at ECMWF now employs a larger 15 member hindcast ensemble that covers 20 rather than 18 previous years for two start dates per week, along with improved model resolution in addition to further system upgrades. Additionally, since this pilot study was completed, this system has been superseded by the 5th generation seasonal prediction system, which would be expected to provide further improvements to the MEWS skill in an operational setting. In full operational use, the MEWS would automatically be upgraded with with new model versions as they became available.
Malaria model
The malaria model system, known as the vector borne disease model of ICTP Trieste (VECTRI), is a dynamical system of equations that includes a standard susceptible, exposed, infected, recovered (SEIR) compartmental approach to modelling the disease progression in the human host. This is coupled to a model for the climate-sensitive components of the vector and parasite life cycle, namely the vector larvae deposition and growth, the adult gonotrophic cycle and the parasite development in the adult vector using an SEI compartmental model. To summarize the climate sensitivities of the process based model, the following climate-malaria linkages are represented:
• Rainfall drives a simple calculation of the available of temporary water bodies used by the mosquito for oviposition;
• Intense rain events increase larvae mortality, particularly for early growth stages (Paaijmans, Wandago, Githeko, & Takken, 2007) ;
• Warmer temperature decrease the gonotrophic and sporogonic cycle lengths;
• Warmer pond water temperatures increase larvae development rates;
• Warmer temperature increase adult vector and larvae mortality.
The initial release of the model was described by Tompkins and Ermert (2013) , and in this study version release 1.3.5 is used (source code of each major model version is freely available on gitlab.com/tompkins/vectri). The model employs a multiple subcompartmental approach in order to better represent the time delay between the rainfall seasonality and that of the malaria transmission. For example, the exposed category in the host and also the adult vector is subdivided into multiple bins to represent the fractional development of the parasite in both sexual and asexual stages, thus the host model is actually represented by a SE 1 E 2 ...E n IR approach where n is the number of sub-bins.
This approach is similar to that employed in the earlier Liverpool malaria model (LMM Hoshen & Morse, 2004) . 0.58. If the fraction of time spent indoor by the vector is β then the overall temperature:
In addition, the biting rates and transmission probabilities differ between the S and I classes to introduce over dispersive bite rate distributions (i.e. a wider range of the distribution of bites per person than that predicted by a Poisson process). Hosts that are already in the infective classes are assumed to be individuals that attract more bites, or are subject to higher exposure due to e.g. location of housing relative to water bodies or housing quality. The default model parameter sets the ratio of the risk to a factor of 5.
Although the latest version of the model used in Tompkins and Thomson (2018) has implemented the immunity scheme of Laneri et al. (2010) and can predict expected cases per 1000 population, this was not available in the version 1.3.5 used in this study. Outputs from this model version include the vector density, the parasite rate and the entomological inoculation rate (EIR), which is the number of infectious bites per person per unit time,
and is a measure of transmission intensity. Previous studies have found that the natural logarithm of the EIR relates approximately linearly to the expected number of cases (Smith et al., 1998) and the prevalence (Beier, Killeen, & Githure, 1999) . We assume that the model predicted cases proxy M is proportional to a modified log function of the annual EIR, thus M ∝ ln(EIR + exp(−EIR)). This function has similar behaviour to the logarithm for most observed ranges of EIR, but avoids negative case predictions in very low transmission zones where the annual EIR is less than one infectious bite per person per year. Below this threshold, the above relationship diverges from the logarithm and has the well behaved limit that cases → 0 as EIR → 0. We note that this log
transform aids the comparison of the EIR anomalies to actual cases, but does not impact the correlation metric of forecast skill introduced below.
It is pointed out that the malaria model contains a large number of model parameters that pertain to the lifecycles of the vector and parasite, the transmission probabilities or relevant physical processes such as how rainfall translates to the availability of breeding sites. Some of these parameters are reasonably well constrained by laboratory studies, while others, such as transmission probabilities and particularly those parameters relating to the surface hydrology are poorly constrained and subject to significant uncertainty. In this pilot system, only the uncertainty from the climate was included as this was assumed to likely dominate uncertainty in the seasonal forecast range. However, a fully operational system would likely further benefit from the incorporation of parameter uncertainty, for example by implementing a perturbed-parameter analogeous to the climate prediction.net experiment Rowlands et al. (2012) . An initial treatment of uncertainty in the malaria model parameters is given in Tompkins and Thomson (2018) , which uses a Monte Carlo Genetic Algorithm in order to ascertain which parameters are the priority to be included in a perturbed-physics ensemble.
Initial conditions
There exists a large global infrastructure in the global telecommunications system (GTS) coordinated by the World Meteorological Organisation (WMO) to share the wealth of satellite and in situ atmospheric and oceanic observations in near real-time in order for them to be ingested into state-of-the-art assimilation systems such as 4DVAR (Courtier, Thepaut, & Hollingsworth, 1994) to provide initial conditions for the weather and climate systems. In stark contrast, no such system exists for health data and data, where it exists : X -9
in digital format, consists of sporadic field studies, or cases data increasingly collectedly digitally at weekly timescales using the latest generation of health management information systems (HMIS Chaulagai et al., 2005) which are rarely, if ever, open to public access in any form. As a matter of practical expediency therefore, the malaria model initial state is given by a simple procedure, whereby temperature and rainfall provided by a short 1 day forecast initialized each day from the ERA Interim analysis (Dee et al., 2011) are used to drive the malaria model (represented by "E" in fig S2) . While simple, this procedure still allows anomalous rainfall and temperatures occurring prior to the forecast start influence the initial vector density, surface hydrology, parasite prevalence and other relevant parameters. This is similar to the approach described by MacLeod, Jones, Di
Giuseppe, Caminade, and Morse (2015).
Output diagnostics
The skill of the forecast is quantified by first temporally aggregating the daily forecast prediction to a time series of monthly values M i , which can be compared to the series of observed health data O i . Both series are detrended and then ranked in order of magnitude, giving two ranked series R(M i ) and R(O i ). The Spearman's rank correlation S is simply the standard Pearson's correlation calculated for the ranked variables, thus their covariance normalized by their standard deviation σ:
This gives a single correlation value for each district or sentinel site time series and the model is judged skillful if the S is significant at the 95% level.
X -10 :
Correlation-related skill metrics are commonly used in the atmospheric sciences, and have the advantage that they can be applied to assess the prediction of anomalies, in contrast to a metric such as the root mean square error (RMS) which would require the system to predict total malaria cases for the (unknown) catchment size. A correlation skill is penalized if the prediction of an outbreak is poorly timed, leading or lagging the actual outbreak. On the other hand, unlike the Pearson correlation which tests the linear relationship between variables, the rank correlation only values the monotonic relationship between them. In other words, the metric judges the ability to predict in which percentile an anomaly lies, but not the absolute or relative magnitude of that anomaly. This makes it appropriate for the evaluation of a MEWS, where the aim is to predict the timing and occurrence of outbreaks and anomalous transmission events, but not to precisely estimate their intensity, which is a near-impossible task due to the wealth of other nonclimatic, mostly unknown or difficult to measure factors that can influence the outbreak evolution. Even statistical or calibrated dynamical systems, fitted to or calibrated with prior health data, are rarely able to predict future outbreak magnitudes accurately, even if the timing and occurrence of anomalies is predicted well (e.g. Laneri et al., 2010; Lowe et al., 2013) . It is noted that, while the modified logarithmic function introduced above aids the comparison of the model output with the observed series, it does not impact at all a rank-based skill metric and the skill metric would identical for the model series of raw EIR values, under the strict condition that the series detrending is accomplished in an identical manner.
In addition to the ranked correlation skill metric, to place the forecast evaluation in the context of a decision making process, a cost-loss economic analysis is also conducted
at each sentinel site (Murphy, 1977; Richardson, 2000) . This attempts to calculate the economic gain (if any) that can be achieved if a preemptive action with a set cost C is taken on the basis of the forecast, which can prevent a loss L occurring if the forecast is correct. The loss in this case refers to the possibility of preventing or mitigating an outbreak or episode of high transmission intensity of a specified frequency (or return time).
For example, one can analyze the prediction of an upper quintile (1 in 5 year) event, which is used by the World Health Organization (WHO) as a standard definition of an epidemic on a seasonal basis. If such an event occurs without any intervention, this will result in a loss of economic value L. Such cases are usually referred to as a forecast "miss".
If an event that exceeds this threshold is predicted by the system a preemptive action is undertaken to prevent transmission, which has a cost C (where C < L), a forecast "hit".
In these cases, a proportion γ of the economic damage of an outbreak is avoided by the mitigation action and thus, if an event is correctly forecast, there is a cost incurred of C + (1 − γ)L, implying a net economic gain of γL − C, relative to taking no action.
If a forecast event does not occur, termed a "false alarm", then preemptive action still generates a cost of C. Lastly, a forecast of no anomaly which turns out to be correct incurs no cost or loss. These potential outcomes are summarized into a 2 × 2 contingency table, as in the example shown in S3. For this given event return time, each month's observed case anomaly is examined to determine whether it exceeds the threshold and whether this was predicted. The relative net economic value V of the forecast system can then be judged using the minimum difference of the cost of using the system relative to the cost of the default action without a forecast system, which is either never mitigating outbreaks (incurring a loss of p obs L, where p obs = p 1,1 + p 0,1 is the climatological probability of the X -12 : event occurring) or always taking action (incurring a cost of C, and which would be the
The relative economic value V thus depends on the ability of the forecast system to predict the correct months when an event of a specific frequency (e.g. upper quintile, quartile or tercile) occurs, and the cost-loss ratio, namely C/L.
The relative economic value V is calculated for the EWS forecast ensemble of 1080 forecasts (5 members × 18 hindcast years × 12 start dates), for cost-loss ratios (C/L) ranging from zero to unity, and for a range of event thresholds from relatively frequent to rare events; the latter limit set by the length of the dataset available. In the calculations made here, we take the simplest and most optimistic assumption that γ = 1 and all losses are avoided by action, thus the economic value V is an upper limit of that achievable.
This calculation determines the range of cost-loss ratios and event thresholds for which the system has value. This is useful, since a forecast system may be skillful in terms of a statistical metric such as the rank-correlation used here, but not have any economic value for a particular mitigating action for a given frequency of transmission anomaly. For example, if a particular intervention action has a relatively high cost relative to the loss, or the loss event is very rare, the forecast system must be very accurate to prevent the false alarm interventions exceeding the losses incurred by simply not intervening. Likewise, the forecast system is unlikely to have value for very low cost interventions; in this case the system is unlikely to be sufficiently accurate to beat the strategy of intervening each year irrespective of climate conditions. The cost-loss analysis thus identifies those intermediate ranges of cost-loss ratios and event frequencies where the system use is beneficial. The : X -13 obvious caveats of this analysis are the technical and ethical considerations that must be made to assign "economic values" to losses of outbreaks of a life-threatening disease such as malaria. Figure S2 . Schematic of the forecasting system. The malaria analysis system that provides the initial conditions consists of a series of 1 day forecasts of rainfall and temperature from the ERAInterim reanalysis system (marked "E" Dee et al., 2011) . At regular intervals, once (now twice) per week, ECMWF initiates an ensemble prediction system forecast ensemble, accompanied by a set of hindcasts for the previous 18 (now 20) years consisting of 5 (now 15) members. The health early warning system tested here uses the first EPS forecast started each month, and then supplements it after week 4 with the climate prediction from the most recently available seasonal forecast (SYS4) for months 2 to 4. 
