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ABSOLUTE CONTINUITY AND SINGULARITY OF
TWO PROBABILITY MEASURES ON A FILTERED
SPACE
S.S. GABRIYELYAN∗
Abstract
Let µ and ν be fixed probability measures on a filtered space (Ω,F , (Ft)t∈R+). Denote
by µT and νT (respectively, µT− and νT−) the restrictions of the measures µ and ν on FT
(respectively, on FT−) for a stopping time T . We find the Hahn decomposition of µT and
νT using the Hahn decomposition of the measures µ, ν, and the Hellinger process ht in
the strict sense of order 12 . The norm of the absolutely continuous component of µT− with
respect to νT− is computed in terms of density processes and Hellinger integrals.
Introduction. Let M+(Ω) be the set of all nonnegative finite measures on a measurable
space Ω. The norm (=the total variation) of a measure µ is denoted by ‖µ‖. A measure
µ ∈ M+(Ω) is called a probability measure if µ(Ω) = 1. For µ, ν ∈ M+(Ω) we write µ ≪ ν
(resp. µ ⊥ ν) if µ is absolutely continuous (resp. singular) with respect to ν. Mutual absolute
continuity (equivalence) of µ and ν we denote by µ ∼ ν. If µ = µ1 + µ2, with µ1 ⊥ µ2, then µ1
and µ2 are called parts of µ. Let µ, ν ∈ M+(Ω). We can write the Lebesgue decomposition of
the measures µ and ν with respect to each other in the following form
µ = µ1 + µ2, ν = ν1 + ν2, with µ1 ∼ ν1, µ2 ⊥ ν, ν2 ⊥ µ.
Denote the derivative of µ with respect to ν by dµ
dν
. Then
dµ
dν
=
dµ1
dν1
, ν1 − a.s.; and dµ
dν
= 0, (ν2 + µ2)− a.s.
Let Ω = (Ω,F ,F = (Ft)t∈R+) be a filtered space with a right continuous filtration and
F = ∨tFt, T be a stopping time and µ a probability measure on Ω. We denote by µT− and µT
the restrictions of µ on FT− and FT respectively. For E ∈ FT the stopping time TE is defined
as follows: TE(ω) = T (ω), if ω ∈ E, and TE(ω) = +∞, if ω 6∈ E.
Fix two probability measures µ and ν on Ω and set Q = 1
2
(µ+ ν). Denote by z and z′ the
density processes of µ and ν with respect to Q which are right-continuous and admit left-hand
limits. We define the process z− as follows: z0− = z0 and zt− = lims→t−0 zs. Analogously, the
process z′− is defined. We shall write µ
loc≪ ν if µ is locally absolutely continuous with respect
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to ν, i.e., if µt ≪ νt, ∀t. The set J = {β : β is a part of µ such that β
loc≪ ν} is a partially
ordered set with the following natural binary relation: for β1, β2 ∈ J , β1 ≤ β2 iff β1 is a part of
β2. By the Zorn lemma, J contains the maximal element µ that is called the locally absolutely
continuous part of µ with respect to ν. The part ˜˜µ = µ−µ of µ we call the asymptotic singular
part of µ with respect to ν (justification of the title ”asymptotic singular part” is contained in
Proposition 4). We shall write µ
as
⊥ ν if µ = 0.
Let Sn = inf(t : zt <
1
n
or z′t <
1
n
) (where inf ∅ := ∞). The stopping time S is the first
moment when either z or z′ vanishes,
S = inf(t : zt = 0 or z
′
t = 0).
The process Y (α) = zαz′1−α, where α ∈ (0; 1), is a Q-supermartingale of class (D). If
α = 0.5 we shall write Yt =
√
ztz′t. The number H(α;µ, ν) = EQ[Y (α)∞] is called the Hellinger
integral of the order α. Let Y = M−A be the Doob-Meyer decomposition of Y . By [5, IV.1.18],
there exists a predictable increasing R+-valued process ht, unique up to Q-indistinguishability,
such that h0 = 0 and the following two conditions hold
A = Y− • h , h =
(
1
Y−
1Γ′′
)
• A, where Γ′′ = ({z− > 0} ∩ {z′− > 0}) ∪ [0]. (1)
The process h is called the Hellinger process in the strict sense, of order 1
2
, between µ and ν.
The Hellinger process h(1) of order 1 is defined as the Q-compensator of the following process
(see [5, IV.1.53], where 0/0 = 0)
A1 =
zS
zS−
1{0<S<∞, z′
S
=0<z′
S−}
1[S,∞[. (2)
A stopping time T is called the stopping time of a process X if: 1) X = XT , 2) if X = XU
for a stopping time U , then T 6 U , Q-a.s. Taking essinf (Q-a.s.) of the stopping times U with
the property X = XU we can see that for any right continuous process there exists its stopping
time. Importance of this notion is demonstrated in Theorem 2.
Let X be a process and T be a stopping time. Taking into account the evident physical
interpretation: the process XT− = X1[0;T [ is called the process X interrupted at the moment T .
If sets E1 and E2 are mutually disjoint, their union is denoted by E1⊔E2. A decomposition
Ω = E ⊔ Ec, where Ec = Ω \ E, is called the Hahn decomposition of measures µ and ν if:
1) µ ∼ ν on the set E; 2) µ ⊥ ν on the set Ec. Note that the Hahn decomposition is unique
up to Q-negligible sets.
The question of absolute continuity or singularity of two probability measures has been
investigated a long time ago, both for its theoretical interest and for its applications to math-
ematical statistics, financial mathematics, ergodic theory and others. S. Kakutani in 1948 [8],
was the first to solve this problem in the case of two measures having an infinite product form.
Yu. M. Kabanov, R. Sh. Liptser, A. N. Shiryaev [6, 7](see also [10, §6, ch. 7]) generalized
this result for measures on the σ-algebra B which is generated by an increasing sequence of σ-
algebras Bn (under the condition of their local absolute continuity). A. R. Darwich [3] extended
Theorem 4 of Yu. M. Kabanov et al. [6]. The following question, which has been considered
by several authors, is the main theme of the chapter IV of the book [5]:
Problem 1. Under which conditions can we assert that µT ≪ νT or µT ⊥ νT ?
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This problem can be attacked via "Hellinger integrals" and "Hellinger processes". However,
a situation may naturally occur, where the two measures are neither (locally) absolutely con-
tinuous nor singular. W. Schachermayer and W. Schachinger [9] have raised the more general
question:
Problem 2. Can we find the Hahn decomposition of µT and νT ?
In [5] and [9] the authors have looked for the answers to these questions using the values of the
Hellinger processes of different orders at time T (i.e., in "predictable" terms) and the difficulty
to find them arises from the fact that zt may jump to zero. Unfortunately, there is no hope
to obtain a complete answer to Problem 2, as the following simple example, which has been
constructed in [9], shows. There exists a filtered space equipped with two probability measures
µ and ν with the following property: there is no [0,∞]-valued predictable process H such
that, for every stopping time T , νT ⊥ µT ⇔ ν(HT = ∞) = 1. Such an example may be
constructed since in general FT− 6= FT and hence zt may suddenly jump to zero. Nevertheless,
W. Schachermayer and W. Schachinger [9] have obtained the following interesting positive
result:
Theorem A. Under the assumption that µ0 ∼ ν0 we have, for every stopping time T ,
{S 6 T, zS− = 0} = {hT =∞}, ν-a.s. (3)
Clearly the stopping time S plays an important role. It is easy to give a simple answer
to Problem 2 if we know S and the set B = {0 < z∞ < 2} on which µ ∼ ν. A. S. Cherny
and M. A. Urusov [1] added a point δ to [0;∞] in such a way that δ > ∞ and considered the
separating time S˜ for µ and ν:
S˜(ω) = S(ω) if ω ∈ Bc and S˜(ω) = δ if ω ∈ B.
The following theorem is proved in [1]:
Theorem B. For any stopping time T we have
µT ∼ νT on the set {T < S˜} and µT ⊥ νT on the set {T > S˜}.
In [2] the authors computed of S˜ in many important cases.
If the stopping time S and the process h are known, we give the following answer to Problem
2:
Theorem 1. Let T be a stopping time. Set
E = ({T < S} ∪ {T = S, T =∞}) ∩ {hT <∞}
Ec = ({S < T} ∪ {S 6 T, T <∞}) ∪ {hT =∞}.
Then: µT ∼ νT on the set E, and µT ⊥ νT on the set Ec.
In particular, if µ
loc≪ ν, then S ≡ ∞ and Corollary IV.2.8 of [5] follows from Theorem 1.
Theorem 1 shifts Problem 2 into the next problem:
Problem 3. Find the stopping time S.
If h and the Hahn decomposition of the measures µ and ν are known, we propose the following
solution of Problem 3:
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Theorem 2.
1. The stopping time H of the process h exists and it coincides with the stopping times of
the processes A,M, Y, z and z′. Moreover, (Q-a.s.)
H 6 S and {H < S} = {0 < zH < 2, H <∞} ⊆ {S =∞}. (4)
2. µ ∼ ν on the set {H < S}, and S = H{H=S}.
3. There exists a version B ⊔ Bc of the Hahn decomposition of the measures µ and ν with
Bc ∈ FH , where µ ∼ ν on B, such that (Q-a.s.)
S = HBc .
Remark 1. Set S0 = S∪n{Sn=S}. By Definition IV.1.24 of [5] and Theorem A, any Hellinger
process of order 1
2
is equal to h(1
2
;µ, ν) = h + A′1]S0,∞[, where A
′ is a predictable increasing
process. Then the stopping time H ′ of the process h′ = h+ t1]S0,∞[ is equal to H{H<S}∪{hH=∞}.
This is the greatest stopping time of Hellinger processes of order 1
2
while H is the smallest one.
Obviously, S = H{H<H′}∪{hH=∞}. So it is also important to find another Hellinger processes
which have the greatest stopping time.
Theorem 2 shows the importance of the stopping time H of the process h. We show that
the knowledge of the stopping time H1 of the process h(1) does not determine S either.
Proposition 1. Set N1 = {0 < S <∞, z′S = 0 < z′S−} and
H1 = essinf{W : W is a stopping time such that N1 ∈ FW and WN1 = SN1, Q− a.s.}.
Then H1 is the stopping time of h(1).
If T = ∞, then FT = FT−. Thus, it is natural to consider the counterparts of Problems 1
and 2 for µT− and νT−. In what follows we consider the next question:
Problem 4. Find the norm of the absolutely continuous component of µT− with respect
to νT−.
In the following theorem we give the solution of Problem 4 (in terms of density processes and
Hellinger integrals). Note that for this theorem it is enough to know only the density processes
zT− and z′T− interrupted at the moment T ; z0, z
′
0 and the system L = {F0 and A∩{t < T}, A ∈
Ft} which generates FT−.
Theorem 3. Let probability measures µ, ν and P on a filtered space (Ω,F ,F) be such that
µ
loc≪ P, ν loc≪ P and let z and z′ be the density processes of µ and ν with respect to P respectively.
If T is a stopping time, then1
‖(µT−)a‖ = lim n→∞
α→1−0
{∫
zα0 z
′1−α
0 1{T=0}dP0 +
∫
zαnz
′1−α
n 1{n<T}dPn+
n2n∑
k=1
∫ [
EP
[
z k
2n
1{k−12n <T6 k2n}
∣∣F k−1
2n
]]α [
EP
[
z′k
2n
1{ k−12n <T6 k2n}
∣∣F k−1
2n
]]1−α
dPk−1
2n
}
, (5)
1lim n→∞
x→1−0
f(x, n) = sup n∈N
α∈(0,1)
inf m>n
x∈[α,1)
f(x, n).
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where (µT−)a is the absolutely continuous part of µT− with respect to νT−.
Our proof of Theorem 3 follows in three steps:
Step 1. We prove Theorem 3 assuming that T ≡ ∞ and the time-set is N.
More precisely, setting
H(α;µn, νn) =
∫ (
dµn
dνn
)α
dνn,
we prove the following:
Proposition 2. Let T ≡ ∞ and α ∈ (0; 1). Then
‖µa‖ = lim n→∞
α→1−0
H(α;µn, νn),
where µa is the absolutely continuous part of µ with respect to ν.
To prove Proposition 2 we essentially use Jessen’s theorem [11, Theorem 5.2.26] which allows
us to find even the density of µ with respect to ν:
Theorem C. (Jessen) Let µa be the absolutely continuous part of µ with respect to ν. Then
dµa
dν
= lim
n→∞
d(µn)a
dνn
, ν-a.s.
Before proceeding to step 2, let us note a few immediately corollaries of Proposition 2 and
the Jessen theorem.
For a predictable stopping time we can compute the norm of the absolutely continuous part
of µT− with respect to νT− as follows:
Corollary 1. Let µ and ν be two probability measures on a filtered space (Ω,F ,F). If a
stopping time T is predictable and a sequence {Vn} is an announcing sequence for T , then
‖(µT−)a‖ = lim n→∞
α→1−0
H(α;µVn, νVn) and
d(µT−)a
dνT−
= lim
n→∞
d(µVn)a
dνVn
, νT−-a.s.,
where (µT−)a is the absolutely continuous part of µT− with respect to νT−.
Note that a similar result for µT and νT can not be established, since the filtration is not left
continuous in the general case (i.e., if FT 6= FT−, then absolute continuity and singularity at
the moment T are not determined by the preceding events). We can obtain only the following
analog of Corollary 1:
Corollary 2. Let µ and ν be probability measures on a filtered space (Ω,F ,F) and let a
nondecreasing sequence {Vn} of stopping times be such that limn Vn = ∞. If T is a stopping
time, then
‖(µT )a‖ = lim n→∞
α→1−0
H(α;µT∧Vn, νT∧Vn) and
d(µT )a
dνT
= lim
n→∞
d(µT∧Vn)a
dνT∧Vn
, νT -a.s.,
where (µT )a is the absolutely continuous part of µT with respect to νT .
For the discrete case and Vn = n we obtain:
Corollary 3. Let measures µ, ν and P on a filtered space (Ω,F ,F) be such that µ loc≪
P, ν
loc≪ P. If T is a stopping time, then
‖(µT )a‖ = lim n→∞
α→1−0
[
n−1∑
k=0
∫
{T=k}
Yk(α)dPk +
∫
{n6T}
Yn(α)dPn
]
,
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where (µT )a is the absolutely continuous part of µT with respect to νT .
Step 2. We compute EP[zT |FT−], where µ≪ P.
In the following theorem we give a method of calculation of EP[zT |FT−] if we know only z0
and the process zT− interrupted at the moment T .
Theorem 4. Let µ≪ P and z be the density process of µ with respect to P. If 0 < T (ω) <
∞, then for every n ∈ N denote by kn the unique natural number such that T (ω) ∈
(
kn−1
2n
; kn
2n
]
.
Then (P-a.s.)
EP[zT |FT−] =

zT , ω ∈ {T = 0} ∪ {T =∞},
limn→∞
EP
[
z kn
2n
1{ kn−12n <T6 kn2n }
∣∣Fkn−1
2n
]
EP
[
1{ kn−12n <T6 kn2n }
∣∣Fkn−1
2n
] , ω ∈ {0 < T <∞}. (6)
Denote by KT (ω) the following FT−-measurable function
KT (ω) =

1, ω ∈ B := {T = 0} ∪ {T =∞} ∪ {zT− = 0},
limn→∞
EP
[
z kn
2n
1{ kn−12n <T6 kn2n }
∣∣Fkn−1
2n
]
z kn−1
2n
·EP
[
1{ kn−12n <T6 kn2n }
∣∣Fkn−1
2n
] , ω ∈ Ω \B.
Then the following equality is fulfilled
EP[zT |FT−] = zT− ·KT (ω), P-a.s. (7)
Since every martingale of class (D) can be represented as a difference of two nonnegative
martingales of class (D), Theorem 4 holds for any martingale of class (D).
For discrete time Theorem 4 is formulated as follows.
Theorem 5. Let µ≪ P and z be the density process of µ with respect to P. If the time-set
is N, then (P-a.s.)
EP[zT |FT−] =

zT , ω ∈ {T = 0} ∪ {T =∞},
EP
[
zn1{T=n}
∣∣Fn−1]
EP
[
1{T=n}
∣∣Fn−1] , ω ∈ {T = n}. (8)
It is well known that, if T is a predictable stopping time, then EP[zT |FT−] = zT−. Example
44 of [4, ch. V] shows that this equality is not true in the general case and moreover, zT−
may even fail to be integrable. Theorem 4 gives a simple explanation of this phenomenon (see
Remark 2 after the proof of Theorem 4).
Step 3. The general case is proved.
We prove Theorems 1 and 2 and Proposition 1 in Section 1. Theorems 3-5 are proved in
Section II.
I. The Hahn decomposition of measures µT and νT
In what follows, all the equalities and the inclusions of sets are considered up to Q-null
subsets.
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Proof of Theorem 1. By Lemma IV.2.16 of [5], we have {T < S}∩{hT <∞} = {T < S},
Q-a.s. By the definition of S, zT · z′T > 0 on the set {T < S}. Hence µT ∼ QT ∼ νT on the set
{T < S}.
By (3), zT = z∞ > 0 and z
′
T = z
′
∞ > 0 on the set E1 := {T = S, T = ∞} ∩ {hT < ∞}.
Thus we have µT ∼ QT ∼ νT on the set E1.
Put E2 := {S < T} ∪ {S 6 T, T < ∞}. Then, by the definition of S and [5, Lemma
III.3.6], we have zT · z′T = 0 on E2 and hence E2 ⊆ {zT = 0} ∪ {z′T = 0}, Q-a.s. Since
µ({zT = 0}) = ν({z′T = 0}) = 0, then µT ⊥ νT on the set E2.
By (3), we have zT · z′T = 0 on the set {hT = ∞}. Hence µT ⊥ νT on this set. Theorem 1
is proved. 
Proof of Theorem 2. 1. Let H, TY , TM , Tz and Tz′ be the stopping times of the processes
A, Y,M, z and z′ respectively. Since z + z′ = 2, then Tz = Tz′ and TY 6 Tz. By the uniqueness
of the Doob-Meyer decomposition, we have TM 6 TY and H 6 TY . So
TM 6 TY , H 6 TY and TY 6 Tz = Tz′. (9)
Let µ = µa+µs, ν = νa+νs, where µa ∼ νa, µs ⊥ ν, µ ⊥ νs, be the Lebesgue decomposition
of the measures µ and ν. Then z = za + zs, z
′ = z′a + z
′
s, where za, zs, z
′
a, z
′
s are the density
processes of the corresponding measures with respect to Q. Hence
Y =
√
(za + zs)(z′a + z
′
s) and Y∞ =
√
za∞z′a∞. (10)
Let T be a stopping time such that H 6 T , Q-a.s. Since Y belongs to class (D), then
EQ[M0] = EQ[YT ] + EQ[AT ] = EQ[YT ] + EQ[AH ] = EQ[YH ] + EQ[AH ].
Hence
EQ[YT ] = EQ[YH ]. (11)
Since Y is a supermartingale, (11) yields
YU = EQ[YT |FU ] , ∀ H 6 U 6 T. (12)
Putting T ≡ ∞ and U = H in (12), by (10), we obtain√
(zaH + zsH)(z′aH + z
′
sH) = EQ[
√
za∞z′a∞|FH] 6
√
zaHz′aH . (13)
Let µa 6= 0. Then (13) yields (Q-a.s.)
zsH · z′H = zH · z′sH = 0. (14)
Thus for any stopping times U and T such that H 6 U 6 T (Q-a.s.) we have
YaU = EQ[YaT |FU ]. (15)
Let Z = dµa
dνa
= za
z′a
be the density process of the measure µa with respect to νa (we remind that
0/0 =0). Then Z is a νa-martingale of class (D) and equality (15) is equivalent to
√
ZU = Eνa[
√
ZT |FU ] , ∀ H 6 U 6 T.
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Therefore
√
Z and Z are νa-martingales beginning with the moment H . This is possible only
if (νa-a.s.)
Z = ZH . (16)
By (14) we have za + z
′
a = 2, νa-a.s., on the set [H,∞[. Hence (16) yields
Y =
1√
ZH
za on the set [H,∞[ (νa − a.s.).
Therefore, for all t > H we have (νa-a.s.)
2 = (za)t + (z
′
a)t = (za)t
(
1 +
1
ZH
)
and (za)t ∈ (0; 2) does not depend on t. By (14), the equality {0 < zaH < 2} = {YH > 0} holds
Q-a.s. Hence, by (9), (Q-a.s.)
H = TY = Tz = Tz′ on the set {0 < zaH < 2} = {YH > 0}.
If ω ∈ {YH = 0}, then either zH = 0 or z′H = 0. Hence Lemma III.3.6 of [5] yields
H = TY = Tz = Tz′ on {YH = 0} (Q-a.s.). Thus H = TY = Tz = Tz′ (Q-a.s.).
Let now µa = 0. Then (12) and (13) yield Y = 0 (Q-a.s.) on the set [H,∞[. Hence TY 6 H
Q-a.s. Inequalities (9) and Lemma III.3.6 of [5] yields H = TY = Tz = Tz′ (Q-a.s.). It is
evidently that TY 6 S. Therefore
H 6 S and {H < S} = {0 < zH < 2, H <∞} ⊂ {S =∞},
and (4) holds.
It remains to prove that H is the stopping time of h. It follows from (1) and (4) that
h = hH . On the other hand, if h = hT , then (1), (4) and Lemma IV.2.16 of [5] yield A = AT
on the set {T < H}. Then, by the definition of H , Q({T < H}) = 0. Hence there exists the
stopping time of h and it is equal to H .
2. It is an evident consequence of item 1.
3. It is enough to show that the set B = {0 < z∞ < 2} satisfies statement 3 of the theorem.
We claim that B ∈ FH. Indeed, by the definition of H , B = {0 < zH < 2}. Thus
B = B1 ⊔B2, where B1 = {0 < zH < 2, H <∞} and B2 = {0 < zH < 2, H =∞}.
It is enough to prove that B1, B2 ∈ FH . Since B1 = {0 < zH1{H<∞} < 2}, then, by Proposition
I.1.21 of [5], B1 ∈ FH . By [5, I.1.17], we have{
1
n
6 zk 6 2− 1
n
}
∩ {k 6 H} ∈ FH , ∀n, k ∈ N.
So
B2 =
∞⋃
n=1
∞⋂
k=1
{
1
n
6 zk 6 2− 1
n
, k 6 H
}
∈ FH .
Let us prove that S = HBc (Q-a.s.). By Theorem 1 (for T = ∞) and the definition of H ,
we have
Bc = {S <∞} ∪ {h∞ =∞} = {S <∞} ∪ {hH =∞} =
8
{S <∞} ∪ {H <∞, hH =∞} ∪ {H =∞, hH =∞}.
Thus, (3) and (4) yield {S < ∞} ∪ {H < ∞, hH = ∞} ⊆ {H = S} (Q-a.s.). Hence, taking
into account that H 6 S, we obtain S = HBc (Q-a.s.). Theorem 2 is proved. 
Proof of Proposition 1. We claim that h(1)H1 = h(1). Indeed, let T be a stopping time
such that H1 6 T (Q-a.s.). Set (n > 0)
Wn = inf(t : h(1)t > n) ∧H1 , Tn = (Wn){Wn<H1} ∧ T >Wn.
Then {Tn > Wn} = {Wn = H1} ∩ {H1 < T}. Thus, by the definition of A1 and the equality
(H1)N1 = SN1 (Q-a.s.), A
1
Wn = A
1
Tn holds for ω ∈ {Tn > Wn}, and hence, it holds Q-a.s.
Therefore, by Theorem I.3.17 of [5], we have
EQ[h(1)Wn] = EQ[A
1
Wn] = EQ[A
1
Tn ] = EQ[h(1)Tn ] <∞.
Since h(1) is a nondecreasing process, then h(1)Wn = h(1)Tn . In particular,
h(1)H1 = h(1)T on the set {Wn = H1} ∩ {H1 < T}. (17)
Since n is arbitrary and equality (17) evidently holds on the set {H1 = T}, we have
h(1)H1 = h(1)T on the set ∪n {Wn = H1} ⊇ {h(1)H1 <∞}.
If ω ∈ {h(1)H1 =∞}, then h(1)H1 = h(1)T =∞ either. Thus h(1)H1 = h(1)T (Q-a.s.).
It remains to prove the minimality of H1. Assuming the converse we can find a stopping
time T , T 6 H1, such that h(1) = h(1)
T and Q({T < H1}) > 0. Then Q({T < H1} ∩N1) > 0
since, otherwise Q-a.s., N1 = N1 ∩ {H1 = T} ∈ FT by [5, I.1.17] and we obtain a contradiction
to the choice of H1. Hence we have
Q({T ∧ Sn < H1 ∧ Sn} ∩N1) > 0 for some n.
Then, by Theorem I.3.17 of [5], we have
EQ[h(1)T∧Sn] = EQ[A
1
T∧Sn ] < EQ[A
1
H1∧Sn ] = EQ[h(1)H1∧Sn ].
This contradicts to our choice of T . 
II. Calculation of the norm of the absolutely continuous part of µT− with respect
to νT−
1) The case when T ≡ ∞ and the time-set is N.
In what follows we need some propositions.
Lemma 1. Let p be a Borel mapping from (X,BX) into (Y,BY ), µ a measure on (X,BX)
and α be a part of p(µ). Then there exists the part µ1 of µ such that p(µ1) = α (and p(µ−µ1) ⊥
α).
Proof. Set J = {γ : γ is a part of µ such that p(γ) ⊥ α}. If J = ∅, then µ1 = µ and
p(µ1) = α. If J 6= ∅, then any chain in J is bounded. By the Zorn lemma, there exists a
maximal element which is denoted by µ2. Evidently, this element is unique. Set µ1 = µ − µ2.
It is clear that µ1 is the desired part of µ. 
Lemma 2. Let positive measures µ, ν, µ0 and ν0 on a measurable space (X,BX) be such
that µ ∼ ν and µ+ µ0 ∼ ν + ν0. Then for every α ∈ (0; 1) the following inequality is fulfilled∣∣∣∣∫
X
(
d(µ+ µ0)
d(ν + ν0)
)α
d(ν + ν0) −
∫
X
(
dµ
dν
)α
dν
∣∣∣∣
6 2‖µ‖α · ‖ν0‖1−α + 2‖µ0‖α · ‖ν‖1−α + 4‖µ0‖α · ‖ν0‖1−α.
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Proof. Let us present µ0 and ν0 in the form
µ0 = µ1 + µ2, with µ1 ≪ µ, µ2 ⊥ µ,
ν0 = ν1 + ν2, with ν1 ≪ ν, ν2 ∼ µ2.
Then (
d(µ+ µ0)
d(ν + ν0)
)α
(x) =
(
d(µ+ µ1)
d(ν + ν1)
)α
(x) +
(
dµ2
dν2
)α
(x), (ν + ν0)− a.s.
Using the inequality 1 6 (1 + x)a 6 1 + ax (which is true for x > 0 and a ∈ [0; 1]), the
Ho¨lder inequality and the fact that dγ1
d(γ1+γ2)
6 1, (γ1 + γ2)-a.s., we obtain:∣∣∣∣∫ (d(µ+ µ0)d(ν + ν0)
)α
d(ν + ν0)−
∫ (
dµ
dν
)α
dν
∣∣∣∣ 6∣∣∣∣∫ (d(µ+ µ1)d(ν + ν1)
)α
dν −
∫ (
dµ
dν
)α
dν
∣∣∣∣ + ∫ (d(µ+ µ1)d(ν + ν1)
)α
dν1 +
∫ (
dµ2
dν2
)α
dν2. (18)
Let us consider each summand separately. For the third and the second summands respec-
tively we have:∫ (
dµ2
dν2
)α
dν2 6
(∫
dµ2
dν2
dν2
)α
·
(∫
dν2
)1−α
= ‖µ2‖α · ‖ν2‖1−α 6 ‖µ0‖α · ‖ν0‖1−α, (19)
∫ (
d(µ+ µ1)
d(ν + ν1)
)α
dν1 =
∫ (
d(µ+ µ1)
dν1
)α
·
(
dν1
d(ν + ν1)
)α
dν1 6
∫ (
d(µ+ µ1)
dν1
)α
dν1
6 ‖µ+ µ1‖α · ‖ν1‖1−α 6 (‖µ‖α + ‖µ1‖α) · ‖ν1‖1−α 6 ‖µ‖α · ‖ν0‖1−α + ‖µ0‖α · ‖ν0‖1−α, (20)
where we used the inequality (x + y)α 6 xα + yα, which holds for x + y > 0 and xy > 0, and
that ‖µ+µ1‖ = µ(X)+µ1(X). For the first summand in (18), which we denote by I1, we have
I1 6
∣∣∣∣∫ [(d(µ+ µ1)d(ν + ν1)
)α
−
(
dµ
d(ν + ν1)
)α]
dν
∣∣∣∣ + ∣∣∣∣∫ [(dµdν
)α
−
(
dµ
d(ν + ν1)
)α]
dν
∣∣∣∣ . (21)
For simplicity put γ = ν+ν1. Since γ ∼ µ ∼ µ+µ1 ∼ ν, for the first summand in (21) we have∫ [(
d(µ+ µ1)
d(ν + ν1)
)α
−
(
dµ
d(ν + ν1)
)α]
dν
d(ν + ν1)
· d(ν + ν1) 6
∫ [(
d(µ+ µ1)
dγ
)α
−
(
dµ
dγ
)α]
dγ
=
∫ (
dγ
d(µ+ µ1)
)1−α
d(µ+ µ1)−
∫ (
dγ
d(µ+ µ1)
)1−α
·
(
1 +
dµ1
dµ
)1−α
dµ
6
∫ (
dγ
d(µ+ µ1)
)1−α
dµ1 6
∫ (
dγ
dµ1
)1−α
dµ1 6 ‖µ1‖α · ‖γ‖1−α 6 ‖µ1‖α · (‖ν‖1−α + ‖ν1‖1−α)
6 ‖µ0‖α · ‖ν‖1−α + ‖µ0‖α · ‖ν0‖1−α. (22)
For the second summund in (21) we have∣∣∣∣∫ [(dµdγ
)α
·
(
dγ
dν
)α
−
(
dµ
dγ
)α]
dν
∣∣∣∣ 6 ∫ (dµdγ
)α
·
((
1 +
dν1
dν
)α
− 1
)
dν 6
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6 α
∫ (
dµ
dγ
)α
· dν1
dν
dν 6 α
∫ (
dµ
dν1
)α
dν1 6 ‖µ‖α · ‖ν1‖1−α 6 ‖µ‖α · ‖ν0‖1−α. (23)
From inequalities (18) - (23) the assertion follows. 
The proof of the following lemma is trivial.
Lemma 3. Let µ be a positive measure on a measurable space (X,BX). Then for every
non-negative function f(x) ∈ L1(µ), the function g(α) = ∫
X
fα(x)µ(dx) is continuous on the
segment [0; 1] and 0 6 g(α) 6 ‖f‖αL1.
The following proposition is of independent interest.
Proposition 3. Let µ be a positive measure on a measurable space (X,BX). Let 0 6
fn(x)→ f(x), µ-a.s., and supn
∫
X
fn(x)µ(dx) <∞. Then:
I. The following chain of relations holds1
lim n→∞
α→1−0
∫
X
fαn (x)µ(dx) =
∫
X
f(x)µ(dx) 6 limn→∞
∫
X
fn(x)µ(dx)
6 limn→∞
∫
X
fn(x)µ(dx) = lim n→∞
α→1−0
∫
X
fαn (x)µ(dx).
II. The following statements are equivalent
1. limn→∞
∫
X
fn(x)µ(dx) =
∫
X
f(x)µ(dx) = d.
2. lim n→∞
α→1−0
∫
X
fαn (x)µ(dx) = d.
Let dn =
∫
X
fn(x)µ(dx) 6= 0 and f(x) 6≡ 0 (µ-a.s.). Then 1 and 2 are equivalent to the
following
3. a) limn→∞ dn = d 6= 0 ;
b) 1
dαn
∫
X
fαn (x)µ(dx)→ 1 uniformly in n as α ↑ 1.
Proof. Let us prove the first equality in I. By Fatou’s lemma [10, ch II, §6], f(x) ∈ L1(µ).
For simplicity, set A =
∫
X
f(x)µ(dx) and B = lim n→∞
α→1−0
∫
X
fαn (x)µ(dx). Let ǫ > 0. By Lemma
3, we can choose α0 such that∣∣∣∣∫
X
fα(x)µ(dx)−
∫
X
f(x)µ(dx)
∣∣∣∣ < ǫ/2 , α ∈ (α0; 1).
Fixed α1 ∈ (α0; 1). By [10, ch II, §6, Lemma 3], the sequence {fα1n1 } is uniformly inte-
grable. Choose n1 such that |
∫
X
fα1n1 (x)µ(dx)−
∫
X
fα1(x)µ(dx)| < ǫ/2. Then | ∫
X
fα1n1 (x)µ(dx)−∫
X
f(x)µ(dx)| < ǫ. Hence A > B.
Conversely, let nk → ∞ and αk → 1 − 0 be such that
∫
X
fαknk (x)µ(dx) → B. Then, by the
Lyapunov inequality,
[∫
X
fαknk+i(x)µ(dx)
] 1
αk
6
[∫
X
f
αk+i
nk+i (x)µ(dx)
] 1
αk+i . Letting i → ∞, by the
Fatou lemma, we have:
[∫
X
fαk(x)µ(dx)
]1/αk
6 B. Letting k → ∞, by Lemma 3, we obtain
A 6 B.
The first inequality follows from the Fatou lemma and the second one is trivial. Let us
prove the last equality in I. For simplicity we shall denote the first limit by C and the second
one by D. By Lemma 3, C 6 D. Now we prove the inverse inequality.
1lim n→∞
x→1−0
f(x, n) = inf n∈N
α∈(0,1)
sup m>n
x∈[α,1)
f(x, n).
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Let nk → ∞ and αk → 1 − 0 be such that
∫
X
fαknk (x)µ(dx) → D, as k → ∞. Then, by the
Lyapunov inequality, we have[∫
X
fαknk (x)µ(dx)
] 1
αk
6
∫
X
fnk(x)µ(dx).
Passing to the upper limit as k →∞, we have: D 6 limn→∞
∫
X
fnk(x)µ(dx) 6 C.
Now we prove II. The equivalence of 1 and 2 follows from I.
2.⇒ 3. Since 1 follows from 2, the limit in a) exists and d 6= 0. Hence there exists the limit
lim n→∞
α→1−0
dαn = d 6= 0. Therefore there exists the limit of the fraction and
lim
n→∞
α→1−0
1
dαn
∫
X
fαn (x)µ(dx) = 1.
Let ǫ > 0. Choose N and α1 such that | 1dαn
∫
X
fαn (x)µ(dx) − 1| < ǫ , ∀n > N, ∀α ∈ (α1; 1).
By Lemma 3, we can choose α0 > α1 such that | 1dαn
∫
X
fαn (x)µ(dx)−1| < ǫ , ∀n = 1, . . . , N, ∀α ∈
(α0; 1). The last two inequalities prove item b).
3.⇒ 2. By item a), we have lim n→∞
α→1−0
dαn = d. Hence, by item b), the limit of their product
exists and
lim
n→∞
α→1−0
∫
X
fαn (x)µ(dx) = d.
In the next proposition we find the locally absolutely continuous part µ˜ of µ with respect
to ν and justify the title “asymptotic singular part”.
Proposition 4. Let µ and ν be two probability measures on a filtered space (Ω,F ,F).
Denote by µ1t the absolutely continuous part of µt with respect to νt.
1) Let µ0n be the unique part of µ such that µ
0
n|Fn = µ1n. Set
µ˜ = µ0k −
∞∑
n=k
(µ0n − µ0n+1), ∀k ∈ N.
Then µ˜ is the locally absolutely continuous part of µ with respect to ν.
2) µ
as
⊥ ν if and only if limt→∞ ‖µ1t‖ = 0.
3) If α0 ∈ (0, 1), then
lim
t→∞
[∫ (
dµt
dνt
)α
dνt −
∫ (
dµ˜t
dνt
)α
dνt
]
= 0 uniformly on [α0; 1].
Proof. We shall prove the proposition for discrete time only. It is clear that the sequence
‖µ1n‖ is not increase. Set
d ≡ lim
n→∞
‖µ1n‖ = inf ‖µ1n‖.
1) Note that µ0n is defined correctly by Lemma 1. Then µ
0
n+1 is a part of µ
0
n and ‖µ0n‖ = ‖µ1n‖.
Hence there exists the limit
lim
n→∞
‖µ0n‖ = inf ‖µ1n‖ = d.
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It is clear that µ˜ is a (maybe zero) part of µ such that
‖µ˜‖ = ‖µ0k‖ −
∞∑
n=k
(‖µ0n‖ − ‖µ0n+1‖) = lim
n→∞
‖µ0n‖ = d.
Since µ˜n = µ˜|Fn ≪ µ0n|Fn = µ1n ≪ νn for every n, we obtain that µ˜
loc≪ ν. If α is a locally
absolutely continuous part of µ, then α is a part of µ0n such that α ⊥ (µ0n − µ0n+1) for every
n > 1. Thus, by construction, α is a part of µ˜. Hence µ˜ is the locally absolutely continuous
part of µ with respect to ν.
2) follows from the equality ‖µ˜‖ = limn→∞ ‖µ1n‖ in the proof of item 1).
3) Set I˜n(α) =
∫ (
dµ˜n
dνn
)α
dνn.
If µ1N = 0 for some N , then µ
1
n = 0 and In(α) = I˜n(α), for every n > N and α ∈ (0, 1]. So
the statement is trivial in this case.
Assume that µ1n 6= 0 for every natural n. Let ν1n be the absolutely continuous part of νn
with respect to µn. Let us present the measures µ
1
n and ν
1
n in the form:
µ1n = µ˜n + µ˜
1
n + µ˜
2
n, with µ˜
1
n ≪ µ˜n, µ˜2n ⊥ µ˜n,
ν1n = ν˜
1
n + ν˜
2
n, with ν˜
1
n ∼ µ˜n, ν˜2n ∼ µ˜2n.
Then µ˜1n + µ˜
2
n = µ
1
n − µ˜n = (µ0n − µ˜)|Fn. Therefore
lim
n→∞
‖µ˜1n + µ˜2n‖ = lim
n→∞
‖µ0n − µ˜‖ = 0. (24)
By Lemma 2 and the Ho¨lder inequality, we obtain
|In(α)− I˜n(α)| =
∣∣∣∣∫ (dµndνn
)α
dνn −
∫ (
dµ˜n
dνn
)α
dνn
∣∣∣∣
6
∣∣∣∣∫ (d(µ˜n + µ˜1n)dν˜1n
)α
dν˜1n −
∫ (
dµ˜n
dν˜1n
)α
dν˜1n
∣∣∣∣ + ∫ (dµ˜2ndν˜2n
)α
dν˜2n
6 2‖µ˜1n‖α · ‖ν˜1n‖1−α + ‖µ˜2n‖α · ‖ν˜2n‖1−α 6 3‖µ˜1n + µ˜2n‖α · ‖ν‖1−α.
This inequality and (24) prove statement 2). The proposition is proved. 
Proof of Proposition 2. Setting fn(x) =
d(µn)a
dνn
(x), the proposition immediately follows
from Theorem C and Proposition 3(I). 
Proof of Corollary 1. Set Gn = FVn,G∞ = FT−, µ′n = µVn ,ν ′n = νVn , µ′ = µT−, ν ′ = νT−.
Since FT− =
∨
nFVn, then the assertion follows from Proposition 2 and the Jessen theorem. 
Proof of Corollary 2. It is easy to see that FT =
∨
nFT∧Vn for every stopping time T .
Set Gn = FT∧Vn,G∞ = FT , µ′n = µT∧Vn,ν ′n = νT∧Vn , µ′ = µT , ν = νT . Then the assertion follows
from Proposition 2 and Jessen’s theorem. 
2) Computation of EP[zT |FT−].
Proof of Theorem 4. The proof of the theorem is based on an approximation of the
stopping time T from below.
Let us consider the following sets
An0 = {0 = T} , Ank = {
k − 1
2n
< T} , k = 1, . . . , n2n + 1.
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It is clear that, if k > 0, then Ank ∈ FT− and Ank ⊃ Ank+1. Set
Bn0 = A
n
0 = {0 = T} , Bnn2n+1 = Ann2n+1 = {n < T},
Bnk = A
n
k \ Ank+1 = {
k − 1
2n
< T 6
k
2n
} , k = 1, . . . , n2n.
Then {Bnk }n2
n+1
k=0 is a finite partition of Ω for every n. The proof of the following lemma is
trivial.
Lemma 4. Set F0 = G0 and denote by Gn the σ-algebra generated by the families of sets
F0, F k−1
2n
∩ Ank , k = 1, . . . , n2n + 1. Then
1. Every set E ∈ Gn can be uniquely represented in the form
E = E0 ⊔ E1 ⊔ · · · ⊔ En2n+1, (25)
where E0 ∈ F0 ∩ Bn0 , Ek ∈ F k−1
2n
∩ Bnk , k = 1, . . . , n2n + 1.
2. FT− = ∨nGn. 
The restrictions of the measures µ and P on Gn we denote by µ′n and P′n respectively.
Decomposition (25) shows that
µ′n =
n2n+1∑
k=0
µ|Bn
k
∩Fk−1
2n
, P′n =
n2n+1∑
k=0
P|Bn
k
∩Fk−1
2n
. (26)
We need the following lemma.
Lemma 5. Let µ and ν be measures on a measurable space (Ω,F) such that µ ≪ ν. Let
A ∈ F and let G be a σ-subalgebra of F . Denote by µ′ and ν ′ the restrictions of the measures
µ|Ω\A and ν|Ω\A onto the σ-algebra G ∩ (Ω \ A). Then µ′ ≪ ν ′ and (ν ′-a.s.)
dµ′
dν ′
=
Eν [z|G]− Eν [z · 1A|G]
Eν [1|G]−Eν [1A|G]
∣∣∣∣
Ω\A
=
Eν [z · 1Ω\A|G]
Eν [1Ω\A|G]
∣∣∣∣
Ω\A
, where z =
dµ
dν
.
Proof. The proof we separate into two steps.
I. Define measures P , Q, and ν˜ on (Ω,G) putting
P (E) = µ(E \ A), Q(E) = ν(E \ A), ν˜(E) = ν(E), for every E ∈ G.
Then P ≪ Q≪ ν˜ and
dP
dQ
(ω) =
Eν [z|G]− Eν[z · 1A|G]
Eν[1|G]− Eν [1A|G] (ω), ν˜ − a.s. (27)
Indeed, if E ∈ G, then
P (E) = µ(E)− µ(E ∩ A) =
∫
E
Eν [z|G]dν˜ −
∫
E
z · 1Adν
=
∫
E
Eν [z|G]dν˜ −
∫
E
Eν [z · 1A|G]dν˜ =
∫
E
(Eν [z|G]−Eν [z · 1A|G]) dν˜.
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The analogous calculation for Q gives Q(E) =
∫
E
(Eν [1|G]−Eν [1A|G]) dν˜. Then equality (27)
follows from Lemma of [10, ch.II, §7(8)].
II. It remains to prove that
dµ′
dν ′
=
dP
dQ
∣∣∣∣
Ω\A
, ν ′ − a.s. (28)
If we put X1 = X2 = Ω \A, F1 = F ∩X1, F2 = G ∩X2, Y1 = Y2 = Ω, G1 = F , and G2 = G,
then (28) follows from the next statement:
Let the following diagram is commutative
(Y1,G1) i2−→ (Y2,G2)
↑ π1 ↑ π2
(X1,F1) i1−→ (X2,F2)
Assume that X2 ⊂ Y2, F2 = G2∩X2 and π2 is the embedding. Then for any measures µ, ν, µ≪ ν,
on (X1,F1) the following equality is fulfilled (i1(ν)-a.s.)
di1(µ)
di1(ν)
=
d(i2 ◦ π1)(µ)
d(i2 ◦ π1)(ν)
∣∣∣∣
X2
. (29)
Indeed, let E ∈ F2 and E ′ ∈ G2 be such that E ′ ∩ X2 = E (i.e. π−12 (E ′) = E). By the
formula of change of variables [10, ch.II, §6(8)] and the equality (i2 ◦ π1)(ν) = (π2 ◦ i1)(ν), we
have
i1(µ)(E) = (π2 ◦ i1)(µ)(E ′) = (i2 ◦ π1)(µ)(E ′)
=
∫
E′
d(i2 ◦ π1)(µ)
d(i2 ◦ π1)(ν)d(i2 ◦ π1)(ν) =
∫
E
d(i2 ◦ π1)(µ)
d(i2 ◦ π1)(ν) (π2(x2))di1(ν)
and (29) follows. The lemma is proved. 
Now we complete the proof of Theorem 4. By Lemma 5 and (26), we have
dµ′n
dP′n
=
n2n∑
k=1
EP
[
z k
2n
1Bn
k
∣∣F k−1
2n
]
EP
[
1Bn
k
∣∣F k−1
2n
] 1Bn
k
+ z01{T=0} + zn1{n<T}. (30)
By [10, ch VII, §6, Theorem 1], dµ
′
n
dP′n
→ dµT−
dPT−
, P-a.s. Thus (6) follows from (30). The correctness
of the definition of KT follows from (6).
By construction, equality (7) is fulfilled on the set (Ω\B)∪{T = 0}∪{T =∞}. It is known
that {zT− = 0} ⊂
{
dµT−
dPT−
= 0
}
, P-a.s. (which is strict in the general case). Thus equality (7)
holds also on the set {zT− = 0}. The theorem is proved. 
Remark 2. It is clear that we can represent zT− on {T <∞} in the form
zT− = lim
n→∞
EP
[
zkn
2n
1{kn−12n <T6∞}
∣∣F kn−1
2n
]
EP
[
1{ kn−12n <T6∞}
∣∣F kn−1
2n
] . (31)
If to compare (31) with (6) we can see essential distinctions. In (6) the set
{
kn−1
2n
< T 6 kn
2n
}
tends to the "point" {T (ω) = T}, but in (31) the set {kn−1
2n
< T 6∞} tends to the "interval"
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{T (ω) 6 T}. Hence, if the quotient Q({t 6 T})/P({t 6 T}), where Q = z∞P(= µ), tends
to ∞ as t → ∞, then we can expect that zT− is not integrable. We shall demonstrate this
phenomenon on Example 44 of [4, ch. V].
Let S be an arbitrary real function on a measurable space (Ω,B). Set F0t (respectively, F0) is
the σ-algebra generated by S∧ t, the set {S 6 t}∩B and the atom {S > t} (respectively, S and
B). If P is a probability measure on (Ω,F0), we denote by Ft (respectively F) the σ-algebra
generated by the σ-algebra F0t (respectively F0) and P-null sets. Let Z be a nonnegative
variable with EP[Z] = 1. Set Q = ZP and let z be the density process of Q with respect
to P. Let FP(x) and FQ(x) denote the distribution functions of S with respect to P and Q
respectively, i.e.,
FP(x) = P({S 6 x}), FQ(x) = Q({S 6 x}) =
∫
Z1{S6x}dP.
Let us compute zS− and EP[zS|FS−].
Since {t < S} is an atom of Ft, we obtain
zt1{t<S} =
1− FQ(t)
1 − FP(t) 1{t<S} , EP
[
1{t+h<S}
∣∣Ft] = 1− FP(t + h)
1− FP(t) 1{t<S},
EP
[
zt+h1{t+h<S}
∣∣Ft] = 1− FQ(t+ h)
1− FP(t) 1{t<S}.
Therefore, for ω ∈ {kn−1
2n
< S 6 kn
2n
}
, we have
zS− = lim
n→∞
1− FQ(kn−12n )
1 − FP(kn−12n )
, EP[zS|FS−] = lim
n→∞
FQ(
kn
2n
)− FQ(kn−12n )
FP(
kn
2n
)− FP(kn−12n )
.
In particular, let
Ω = R+, B = {∅,Ω}, S(ω) = ω, dP = e−ωdω and Z = S−2 · eS · 1{S>1}.
Then
FP(x) = 1− e−x , FQ(x) =
(
1− 1
x
)
1{1<x},
and simple computations give us
zS− = e
ω1[0;1] +
1
ω
eω1(1;∞), EP[zS|FS−] = Z.
Hence zS− is not integrable.
3) General case. Proof of Theorem 3. Denote by u and u′ the density processes of µ
and ν with respect to Q. By Proposition 2 and (30), we obtain
‖(µT−)a‖ = lim n→∞
α→1−0
{∫
zα0 z
′1−α
0 1{T=0}dP0 +
∫
zαnz
′1−α
n 1{n<T}dPn+
n2n∑
k=1
∫ [EQ [u k
2n
1Bn
k
∣∣F k−1
2n
]]α [
EQ
[
u′ k
2n
1Bn
k
∣∣F k−1
2n
]]1−α
EQ
[
1Bn
k
∣∣F k−1
2n
] 1Bn
k
dQ′n
 . (32)
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It is enough to prove that the integrals under signs of the sums in (5) and (32) are equal. Let
Z be the density process of Q with respect to P. Then z = u · Z, z′ = u′ · Z. Hence, by [5,
III.3.9], we can assume that P = Q. Denote the integrand in (5) and the integral (5) by f
and I respectively. By g and J we denote the integrand denominator and the integral in (32)
respectively. Then (see the diagram in the proof of Lemma 5)
J =
∫
Bn
k
f
g
∣∣
Bn
k
dQ′n =
∫
f
g
∣∣
Bn
k
dQ k
2n
|Bn
k
=
∫
f
g
· 1Bn
k
dQ k
2n
=
∫
EQ
[
f
g
· 1Bn
k
∣∣F k−1
2n
]
dQ k−1
2n
=
∫
fdQ k−1
2n
= I.
The theorem is proved.
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