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Resumo
Neste trabalho estudaremos a existeˆncia e unicidade de soluc¸o˜es de um problema de valor
de fronteira para equac¸o˜es da onda na˜o homogeˆnea. Usaremos o me´todo de Faedo-
Galerkin para garantir a existeˆncia de soluc¸o˜es e tambe´m provaremos o decaimento
exponencial da soluc¸a˜o do problema.
Palavras-chave: Me´todo de Faedo-Galerkin, Equac¸o˜es de onda, Espac¸o de sobolev, Teoria do
trac¸o.
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Abstract
In this work we study the existence and uniqueness of solutions of a boundary value
problem for equations of non-homogeneous wave. We will use the Faedo - Galerkin
method to ensure the existence of solutions and also prove the exponential decay of the
solution.
Keywords: Faedo - Galerkin method, Wave equation, Sobolev spaces, Trace theory.
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Introduc¸a˜o
Neste trabalho estudaremos o problema que consiste em encontrar uma func¸a˜o u : Ω×(0,∞) −→ R
satisfazendo as seguintes condic¸o˜es:∣∣∣∣∣∣∣∣∣∣∣
u′′(x, t)− µ(t)∆u(x, t) = 0 sobre Ω× (0,∞),
u(x, t) = 0 sobre Γ0 × (0,∞),
µ(t)
∂u
∂ν
+ δ(x)u′(x, t) = 0 sobre Γ1 × (0,∞),
u(x, 0) = u0(x), u
′(x, 0) = u1(x) sobre Ω,
(1)
onde Ω e´ um aberto limitado do Rn com fronteira Γ de classe C2, {Γ0,Γ1} e´ uma partic¸a˜o de Γ,
ambas com medida positiva e Γ0 ∩ Γ1 = ∅. A func¸a˜o real δ = δ(x) pertence a W 1,∞(Γ1), onde
δ(x) ≥ δ0 > 0 sobre Γ1, e µ = µ(t) e´ a soluc¸a˜o pertencente a W 1,∞loc (0,∞), tal que µ(t) ≥ µ0 > 0.
Para encontrarmos tal func¸a˜o, constru´ıremos uma base que auxiliara´ no uso do me´todo de
Galerkin provando a existeˆncia de soluc¸o˜es forte e a partir desse resultado, mostraremos a existeˆncia
de soluc¸a˜o. fraca e unicidade de soluc¸a˜o Ale´m disso, dado µ′ ∈ L1(0,+∞) se considerarmos µ′ ≤ 0
quase sempre em [0,+∞), demonstraremos o decaimento exponencial da energia quando t tende
ao infinito.
A dissertac¸a˜o esta´ dividida em seis cap´ıtulos, consistindo da seguinte estrutura:
Nos cap´ıtulos 1 e 2, apresentaremos a terminologia dos espac¸os que utilizaremos neste trabalho
e alguns resultados ba´sicos necessa´rios nas demonstrac¸o˜es dos principais teoremas, dando eˆnfase a
proposic¸a˜o 2.4 a qual nos dara´ condic¸o˜es necessa´rias para a construc¸a˜o de uma base especial para
os espac¸os nos quais tomamos os dados iniciais.
No cap´ıtulo 3, demonstraremos a existeˆncia de soluc¸o˜es fortes do problema (1). Para isto,
usaremos a proposic¸a˜o 2.4 afim de construir uma base especial que auxiliara´ na aplicac¸a˜o do me´todo
de Galerkin. O me´todo de Galerkin consiste em treˆs etapas, que apresentaremos a seguir:
Etapa 1. Encontrar soluc¸o˜es aproximadas para o problema em dimensa˜o finita;
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Para encontrarmos tais soluc¸o˜es, na aplicac¸a˜o do Me´todo de Galerkin, necessitamos usar um
Teorema de existeˆncia de soluc¸a˜o em EDO. Consideremos o problema de valor inicial descrito por.∣∣∣∣ Y ′(t) = f(t, Y (t))Y (0) = Y0 (2)
Considerando a func¸a˜o f sendo cont´ınua (ou Lipschtz), o teorema de Peano (ou Picard), garante
a existeˆncia de soluc¸a˜o para o problema (2).
Pore´m, a func¸a˜o que aparece no problema do valor inicial (3.13) na˜o e´ cont´ınua e nem lipsch-
tiziana, mas satisfaz as condic¸o˜es de Carathe´odory e portanto o teorema utilizado para garantir a
existeˆncia de soluc¸a˜o de (2) foi o teorema de Carathe´odory.
Etapa 2. Estimativas a priori das soluc¸o˜es aproximadas;
Nesta etapa, usaremos a desigualdade de Gronwall afim de obter condic¸o˜es necessa´rias para
garantir a extensa˜o da soluc¸a˜o local a um intervalo [0, T ], ∀T > 0 fazendo uso do teorema de
prolongamento de soluc¸o˜es.
Etapa 3. Passagem ao limite das soluc¸o˜es aproximadas.
Nesta etapa, inicialmente mostramos que fixando k, a sequeˆncia de soluc¸o˜es ukm do problema
aproximado (3.9) converge fraco estrela para uk em L
∞
loc(0,∞;V ) em seguida mostramos que a
sequeˆncia uk converge fraco estrela para uma func¸a˜o u em L
∞
loc(0,∞;V ) que mostraremos ser a
soluc¸a˜o forte do problema (1).
No cap´ıtulo 4, consideraremos o problema 1 com dados iniciais enfraquecidos e mostramos
a existeˆncia de soluc¸a˜o fraca como limite das soluc¸o˜es forte. Aproximaremos os dados u0 e u1
por sequeˆncias de vetores de V ∩H2(Ω) e V e aplicando resultados de soluc¸o˜es fortes obtidas no
cap´ıtulo 3. Ale´m disso, mostraremos a unicidade das soluc¸o˜es usando o me´todo de Lions-Magenes
e Visik-ladyzhenshaya.
No cap´ıtulo 5, demonstraremos o decaimento exponencial da energia quando t tende ao infinito.
Para isto, usaremos o me´todo da pertubac¸a˜o visto em Kormonik-Zuazua.
O cap´ıtulo 6 sera´ o apeˆndice deste trabalho destinado a resultados importantes apresentados
sem teoria, com intuito de na˜o estender em demasiado esta dissertac¸a˜o. Em cada cap´ıtulo anterior
os resultados do apeˆndice (cap´ıtulo 6) que forem utilizados tera˜o sua numerac¸a˜o citada ao menos
uma vez em cada cap´ıtulo.
2
Cap´ıtulo 1
Preliminares
Com o objetivo de facilitar a leitura da dissertac¸a˜o, estaremos apresentando neste cap´ıtulo e no
apeˆndice, definic¸o˜es e resultados que aparecem nos cap´ıtulos seguintes.
1.1 Definic¸o˜es iniciais
Denotaremos por K o corpo dos nu´meros reais R ou corpo dos nu´meros complexos C, e por Rn+ ao
conjunto {(x1, ..., xn) ∈ Rn;xn > 0} . Dado α = (α1, ..., αn) ∈ Nn e x = (x1, ..., xn) ∈ Kn define-se
|α| = α1 + ...+ αn, xα = xα1 + ...+ xαn . E denotaremos por
Dα =
∂|α|
∂x1
α1 ...∂xn
αn
.
O operador derivac¸a˜o de ordem α, onde para α = (0, ..., 0) e´ definido por Dαu = u. Por Di
representaremos a derivac¸a˜o parcial ∂∂xi , onde i = 1, ..., n.
Seja Ω ⊂ Rn um conjunto aberto e u : Ω −→ Rn uma func¸a˜o cont´ınua, denomina-se suporte e
denota-se por supp(u) ao fecho do conjunto {x ∈ Ω;u(x) 6= 0} em Ω.
Representa-se por C∞0 (Ω) o espac¸o das func¸o˜es nume´ricas definida em Ω com suporte compacto,
possuindo em Ω derivadas parciais cont´ınuas de todas as ordens. Os elementos em C∞0 (Ω) sa˜o
denominados func¸o˜es teste em Ω.
Proposic¸a˜o 1.1. C∞0 (Ω) e´ denso em Lp(Ω).
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Demonstrac¸a˜o. Para demonstrac¸a˜o ver [2], pa´gina 22.
Definic¸a˜o 1.1. Diz-se que uma sequeˆncia (ϕn)n∈N em C∞0 (Ω) e´ convergente para zero, quando as
seguintes condic¸o˜es forem satisfeitas:
a) Existe um compacto K de Ω tal que, supp(ϕn) ⊂ K, ∀n ∈ Nn;
b) Para todo α ∈ Nn, a sequeˆncia (Dαϕn)n∈N converge uniformemente para zero.
Se ϕ ∈ C∞0 (Ω) diz-se que a sequeˆncia (ϕn) de elementos de C∞0 (Ω) converge para ϕ em C∞0 (Ω),
quando (ϕn − ϕ) converge para zero no sentido da definic¸a˜o 1.1.
O espac¸o vetorial C∞0 (Ω) com esta noc¸a˜o de convergeˆncia e´ denominado espac¸o das func¸o˜es
testes, denotado por D(Ω).
Uma distribuic¸a˜o sobre Ω e´ um funcional linear sobre D(Ω) que e´ cont´ınuo no sentido da
definic¸a˜o 1.1, isto e´, se (ϕn) ⊂ D(Ω) converge para zero no sentido da definic¸a˜o 1.1, enta˜o 〈T, ϕn〉n∈N
converge para zero em K.
Lema 1.1 (Du Bois Raymond). Seja u ∈ L1loc(Ω) tal que∫
Ω
u(x)ϕ(x)dx = 0, ∀ ϕ ∈ D(Ω).
Enta˜o, u = 0 quase sempre em Ω.
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [2], pa´gina 17.
Definic¸a˜o 1.2. Sejam T uma distribuic¸a˜o sobre Ω e α ∈ Nn. A derivada DαT de ordem α de T
e´ dada por:
〈DαT, ϕ〉 = (−1)|α|〈T,Dαϕ〉,
∀ϕ ∈ D(Ω).
Ale´m disso, DαT e´ uma distribuic¸a˜o sobre Ω.
Definic¸a˜o 1.3. Dada uma func¸a˜o f ∈ L1(Rn) define-se a transformada de Fourier de f, denotando
por fˆ, a uma func¸a˜o definida sobre o Rn pela fo´rmula
fˆ(ξ) =
∫
Rn
e−2pii〈ξ,x〉f(x)dx,
onde 〈ξ, x〉 =
n∑
i=1
ξixi e´ o produto interno usual em Rn.
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Definic¸a˜o 1.4. O espac¸o de Schwartz ou espac¸o das func¸o˜es rapidamente decrescente no infinito,
que denotaremos por S, e´ o subespac¸o vetorial formado pelas func¸o˜es ϕ ∈ C∞0 (Rn) tais que
lim
‖x‖→∞
‖x‖kDαϕ(x) = 0, qualquer que seja k ∈ N e α ∈ Nn.
Definic¸a˜o 1.5. Um funcional linear T definido e cont´ınuo sobre S e´ denominado uma distribuic¸a˜o
temperada (ou lentamente crescente). A totalidade das distribuic¸o˜es temperadas, ou seja, o espac¸o
vetorial dos funcionais lineares e cont´ınuos sobre S e´ denotado por S′.
1.2 Espac¸o de Sobolev
Introduc¸a˜o
Definic¸a˜o 1.6. Seja Ω um aberto limitado do Rn e dado m > 0 definimos por espac¸o de Sobolev
e denotamos por Wm,p(Ω), ao espac¸o vetorial de todas as func¸o˜es u pertencentes a Lp(Ω) tal que
Dαu pertence a Lp(Ω), onde 1 ≤ p ≤ ∞ e |α| ≤ m, isto e´,
Wm,p(Ω) = {u ∈ Lp(Ω);Dαu ∈ Lp(Ω), 0 ≤ |α| ≤ m} .
Para cada u ∈Wm,p(Ω), definimos a norma de u pondo
‖u‖pWm,p(Ω) =
∑
|α|≤m
∫
Ω
|Dαu(x)|pdx,
quando 1 ≤ p <∞, e
‖u‖pWm,∞(Ω) =
∑
|α|≤m
sup
x∈Ω
ess|Dαu(x)|p,
quando p =∞.
No caso particular em que p = 2, escrevemos Wm,2(Ω) = Hm(Ω). O espac¸o Hm(Ω) em
particular e´ um espac¸o de Hilbert (ver [2], pa´gina 78) com produto escalar dado por
(u, v)m =
∑
|α|≤m
(Dαu,Dαv)L2(Ω), (1.1)
para todo u, v ∈ Hm(Ω),e e´ denominado espac¸o de Sobolev de ordem m.
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Quando m = 0 tem-se W 0,p(Ω) = Lp(Ω). Definimos por Wm,p0 (Ω) ao fecho de C
∞
0 (Ω) em
Wm,p(Ω), Hm,p0 (Ω) ao fecho de C
∞
0 (Ω) em H
m(Ω). Suponha 1 ≤ q ≤ ∞ tal que q seja conjugado
de p, representaremos por W−m,q(Ω) o dual topolo´gico de Wm,p0 (Ω).
Consideremos o seguinte espac¸o:
{u ∈ S′(Rn); (1 + ‖x‖2)m2 uˆ ∈ L2(Rn)},
munido do produto interno
(((u, v))) =
∫
Rn
(1 + ‖x‖2)muˆ(x)vˆ(x)dx =
(
(1 + ‖x‖2)m2 uˆ, (1 + ‖x‖2)m2 vˆ
)
L2(Rn)
(1.2)
Proposic¸a˜o 1.2. Para todo m ∈ N, temos:
Hm(Rn) = {u ∈ S′(Rn); (1 + ‖x‖2)m2 uˆ ∈ L2(Rn)}.
Ale´m disso, as norma ‖.‖m e |||.||| provenientes dos produtos internos dados em (1.1) e (1.2) sa˜o
equivalentes.
Demonstrac¸a˜o. Para demonstrac¸a˜o, ver [2], pa´gina 242.
Da proposic¸a˜o acima podemos definir para s ∈ R, s ≥ 0:
Hs(Rn) = {u ∈ S′(Rn); (1 + ‖x‖2) s2 uˆ ∈ L2(Rn)}.
munido com o produto interno
((u, v)))Hs(Rn) =
∫
Rn
(1 + ‖x‖2)suˆ(x)vˆ(x)dx.
1.3 Teoria do trac¸o
Diremos que o aberto Ω e´ bem regular se sua fronteira Γ e´ uma variedade de classe C∞ de dimensa˜o
n− 1, Ω estando localmente do mesmo lado de Γ.
Seja Ω um aberto limitado do Rn com fronteira Γ. Nesta sec¸a˜o estudaremos a aplicac¸a˜o trac¸o
de ordem zero no caso em que Ω = Rn+ e no caso quando Ω for um aberto limitado bem regular do
Rn. E por fim, definiremos o trac¸o de ordem m.
Caso Ω = Rn+
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Seja ϕ ∈ D(Rn+). Definamos,
ϕ(t) : Rn−1 −→ K
x′ 7−→ ϕ(t)(x′) = ϕ(x′, t),∀ t ≥ 0.
Afirmamos que para cada t ≥ 0, ϕ(t) ∈ D(Rn−1).
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [2], pa´gina 287.
Desta forma, podemos definir a seguinte aplicac¸a˜o:
γ : D(Rn+) −→ D(Rn−1)
ϕ 7−→ γϕ = ϕ(0),
onde ϕ(0) = ϕ|Rn−1 .
Proposic¸a˜o 1.3. Para todo ϕ ∈ D(Rn+), temos:
‖γϕ‖
H
1
2 (Rn−1)
≤ ‖ϕ‖H1(Rn+)
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [2], pa´gina 288.
Pelo fato de D(Rn+) ser denso em H1(Rn+) (ver [2], pa´gina 180) e pela proposic¸a˜o 1.2, podemos
estender a aplicac¸a˜o γ, a uma u´nica aplicac¸a˜o linear e cont´ınua:
γ0 : H
1(Rn+) −→ H1/2(Rn−1)
u 7−→ γ0u,
tal que
γ0ϕ = ϕ|Rn−1 = ϕ(0); ∀ ϕ ∈ D(Rn+).
A aplicac¸a˜o acima e´ chamada de trac¸o de ordem zero.
Proposic¸a˜o 1.4. A aplicac¸a˜o γ0 : H
1(Rn+) −→ H1/2(Rn−1) e´ sobrejetiva.
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [2], pa´gina 299.
Proposic¸a˜o 1.5. Seja γ0 : H
1(Rn+) −→ H1/2(Rn−1), enta˜o Ker(γ0) = H10 (Rn+).
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Demonstrac¸a˜o. Para demonstrac¸a˜o ver [2], pa´gina 309.
Caso Aberto Limitado com Fronteira Bem Regular
Usando cartas locais, o fato de D(Ω) ser denso em H1(Ω) (ver [2], pa´gina 315) e construindo
de maneira semelhante a anterior poderemos definir a aplicac¸a˜o linear e cont´ınua:
γ0 : H
1(Ω) −→ H1/2(Γ)
tal que
γ0u = u|Γ,
denominada aplicac¸a˜o trac¸o de ordem zero de u sobre Γ.
Proposic¸a˜o 1.6. Seja Ω um subconjunto aberto limitado do Rn com fronteira Γ bem regular. A
aplicac¸a˜o trac¸o γ0 : H
1(Ω) −→ H1/2(Γ) e´ sobrejetiva e ale´m disso
Ker(γ0) = H
1
0 (Ω).
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [2], pa´gina 336.
Trac¸o de Ordem m de uma Func¸a˜o de Hm(Ω)
Teorema 1.1. (Teorema do Trac¸o) Existe uma u´nica aplicac¸a˜o linear e cont´ınua:
γ : Hm(Ω) −→
n∏
j=0
Hm−j−1/2(Γ)
u 7−→ γu = (γ0u, γ1u, ..., γm−1u)
Quando munimos o espac¸o
n∏
j=0
Hm−j−1/2(Γ) da topologia dada por:
‖w‖ n∏
j=0
Hm−j−1/2(Γ)
=
m−1∑
j=0
‖wj‖Hm−j−1/2(Γ)
tal que
γξ =
(
ξ|Γ, ∂ξ
∂ν
∣∣∣∣Γ, ..., ∂m−1ξ∂νm−1
∣∣∣∣
Γ
)
;∀ ξ ∈ D(Ω).
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [2], pa´gina 387.
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Observac¸a˜o 1.1. A aplicac¸a˜o γ acima e´ denominada aplicac¸a˜o trac¸o de ordem m.
Da mesma forma que forma que foi feito para γ0 : H
1(Ω) −→ H1/2(Γ) prova-se que
Ker(γ0) = H
m
0 (Ω).
Observac¸a˜o 1.2. Na demonstrac¸a˜o do Teorema 1.1 prova-se que γ admite uma inversa a direita
linear e cont´ınua, e portanto γ e´ sobrejetiva.
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Cap´ıtulo 2
Resultados ba´sicos
Seja Ω um aberto limitado do Rn com fronteira Γ de classe C2. Representaremos por Γ0 e Γ1 a
uma partic¸a˜o de Γ, ambas com medida positiva e Γ0 ∩ Γ1 = ∅.
Consideremos a func¸a˜o real δ = δ(x) pertencente ao espac¸o W 1,∞(Γ1), onde δ(x) ≥ δ0 > 0
sobre Γ1. E por µ = µ(t) representaremos as func¸o˜es pertencente ao espac¸o W
1,∞
loc (0,∞), tal que
µ(t) ≥ µ0 > 0.
Definimos o subespac¸o V de H1(Ω), por:
V = {v ∈ H1(Ω); γ0v = 0 sobre Γ0}
Segue-se que V e´ um subespac¸o Hilbert de H1(Ω). Com efeito, como γ0 e´ cont´ınua V e´ fechado,
e pelo fato do fecho de um subespac¸o de Hilbert ser um espac¸o de Hilbert, o resultado segue. O
produto interno e a norma em L2(Ω) sera˜o representados por (., .) e |.|, respectivamente.
Pela desigualdade de Poincare´ (proposic¸a˜o 7.1), a norma do gradiente
‖v‖2 =
∫
Ω
|∇v(x)|2dx
e a norma em H1(Ω) sa˜o equivalentes em V. E portanto, temos o seguinte produto interno:
((u, v)) =
∫
Ω
∇u(x).∇v(x)dx.
A demonstrac¸a˜o do pro´ximo resultado foi baseada na demonstrac¸a˜o do Lema 1.7.1, pa´gina 27 de
[18].
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Proposic¸a˜o 2.1. Dados f ∈ L2(Ω) e g ∈ H 12 (Γ1), existe uma u´nica soluc¸a˜o u ∈ V ∩ H1(Ω) do
seguinte problema: ∣∣∣∣∣∣∣∣
−∆u = f em Ω,
u = 0 sobre Γ0,
∂u
∂ν
= g sobre Γ1.
(2.1)
Demonstrac¸a˜o. Seja a : V × V −→ R uma forma bilinear coerciva e cont´ınua definida por:
a(u, v) = ((u, v)),∀v ∈ V.
E seja L : V −→ R definida por
〈L, v〉 = (f, v) +
∫
Γ1
gvdΓ, ∀v ∈ V.
Temos que L e´ linear e cont´ınua sobre V. Com efeito,
i) L e´ linear
Sejam u, v ∈ V e α ∈ R. Temos que,
〈L,αu+ v〉 = (f, αu+ v) +
∫
Γ1
g(αu+ v)dΓ
= α
(
(f, u) +
∫
Γ1
gudΓ
)
+
(
(f, v) +
∫
Γ1
gvdΓ
)
= α〈L, u〉+ 〈L, v〉
ii) L e´ cont´ınua
Pelas desigualdades de Cauchy-Schwartz (teorema 7.5), Ho¨lder (proposic¸a˜o 7.2) e pela imersa˜o
cont´ınua V ↪→ L2(Ω), e considerando as igualdades abaixo,
V = {v ∈ H1(Ω); γ0v = 0} = Ker(γ0) = H10 (Ω) = C∞0 (Ω)H1(Ω) ↪→ C∞0 (Ω)L2(Ω) = L2(Ω),
sendo C1 a constante de imersa˜o (a ultima igualdade e proveniente da proposic¸a˜o 1.1), obtemos
que,
|〈L, v〉| ≤ |f ||v|+ ‖g‖L2(Γ1)‖v‖L2(Γ1) ≤ C1|f |‖v‖V + ‖g‖L2(Γ1)‖v‖L2(Γ1).
Considerando, H1/2(Γ1) ↪→ L2(Γ1), com constante de imersa˜o C2 (ver [2], pa´gina 402) obtemos,
|〈L, v〉| ≤ C1|f |‖v‖V + C2‖g‖H1/2(Γ1)‖v‖H1/2(Γ1)
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Ale´m disso, pelo Teorema do trac¸o 1.1
‖v‖H1/2(Γ1) = ‖γ0v‖H1/2(Γ1) ≤ C3‖v‖H1(Ω).
Logo,
|〈L, v〉| ≤ C1|f |‖v‖V + C2‖g‖H1/2(Γ1)‖v‖H1/2(Γ1)
≤ C1|f |‖v‖V + C2C3‖g‖H1/2(Γ1)‖v‖H1(Ω1)
≤ C1|f |‖v‖V + C2C3‖g‖H1/2(Γ1)‖v‖V
= C‖v‖V ,
onde C = C1|f |+ C2C3‖g‖H1/2(Γ1).
Pelo lema de Lax-Milgran (lema 7.1), existe um u´nico v ∈ N tal que
α(u, v) = 〈L, u〉, isto e´, ((u, v)) = 〈L, u〉
Assim,
((u, v)) = (f, v) +
∫
Γ1
gvdΓ, ∀v ∈ V (2.2)
Para todo ϕ ∈ D(Ω) teremos que,
((u, ϕ)) = (f, ϕ) +
∫
Γ1
gϕdΓ = (f, ϕ) =
∫
Ω
g(x)ϕ(x)dx,
pois ϕ = 0 em Γ1. E como
((u, ϕ)) =
∫
Ω
∇u(x).∇ϕ(x)dx, (2.3)
Obtemos, ∫
Ω
∇u(x).∇ϕ(x)dx =
∫
Ω
g(x)ϕ(x)dx
Pela Segunda fo´rmula de Green generalizada (proposic¸a˜o 7.3), obtemos que
−
∫
Ω
∆uϕdx =
n∑
i=1
∫
Ω
∂u
∂xi
∂ϕ
∂xi
dx−
∫
Γ
∂u
∂ν
ϕdΓ =
∫
Ω
∇u(x).∇ϕ(x)dx =
∫
Ω
g(x)ϕ(x)dx.
Logo, (−∆u, ϕ) = (f, ϕ) ∀ϕ ∈ D(Ω), e como D(Ω) e´ denso em L2(Ω) enta˜o, (−∆u, v) =
(f, v), ∀v ∈ L2(Ω) e portanto, −∆u = f . Pelo lema de Du Bois Raymond (Lema 1.1), −∆u =
f qtp em Ω.
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Por regularidade el´ıptica, u ∈ V ∩H2(Ω) e portanto ∆u ∈ L2(Ω), logo usando a segunda fo´rmula
generalizada de Green e as equac¸o˜es (2.2) e (2.3), obtemos
〈γ1u, γ0v〉H−1/2(Γ1)×H1/2(Γ1) = (∆u, v) +
n∑
i=1
∫
Ω
∂u
∂xi
∂ϕ
∂xi
dx
= (∆u, v) + ((u, v))
= (∆u, v) + (f, v) +
∫
Γ1
gvdΓ
=
∫
Γ1
gvdΓ
Portanto, 〈
∂u
∂ν
, v
〉
H−1/2(Γ1)×H1/2(Ω)
=
∫
Γ1
gvdΓ
Pelo teorema da representac¸a˜o de Riesz (teorema 7.1),
〈
∂u
∂ν
, v
〉
H−1/2(Γ1)×H1/2(Ω)
= 〈g, v〉H−1/2(Γ1)×H1/2(Γ1). Logo,
∂u
∂ν
= g em H−1/2(Γ1)
e pela unicidade do teorema da representac¸a˜o de Riesz ∂u∂ν = g em H
1/2(Γ1), o que prova o resul-
tado.
Proposic¸a˜o 2.2. Sejam f ∈ L2(Ω) e g ∈ H 12 (Γ1). Enta˜o a soluc¸a˜o do problema∣∣∣∣∣∣∣∣
−∆u = f em Ω,
u = 0 sobre Γ0,
∂u
∂ν
= g sobre Γ1,
(2.4)
pertence a V ∩H2(Ω) e ‖u‖H2(Ω) ≤ c[‖f‖L2(Ω) + ‖g‖H1/2(Γ1)].
Demonstrac¸a˜o. Seja {0, g}∈ H3/2(Γ)×H1/2(Γ) definido por
g =
{
g sobre Γ1,
0 sobre Γ0.
Pelo Teorema do trac¸o e pela observac¸a˜o 1.2, concluimos que γ e´ sobrejetiva.
E portanto, existe h ∈ H2(Ω) tal que, γ(h) = (γ0(h), γ1(h)) = (0, g). Pela continuidade da
inversa a` direita,
‖h‖H2(Ω) = c1[‖0‖H3/2(Ω) + ‖g‖H1/2(Γ)] = c1‖g‖H1/2(Γ1).
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Seja w sendo a soluc¸a˜o do seguinte problema:∣∣∣∣∣∣∣∣
−∆w = f + ∆h em Ω,
w = 0 sobre Γ0,
∂w
∂ν
= 0 sobre Γ1.
(2.5)
Dizemos que w ∈ V e´ uma soluc¸a˜o fraca do problema (2.5) se a seguinte equac¸a˜o e´ satisfeita:∫
Ω
∇w(x).∇v(x)dx =
∫
Ω
fvdx−
∫
Ω
[∆h]vdx
para todo v ∈ V . Enta˜o, segue que w ∈ V ∩H2(Ω), ∂w∂ν = 0 sobre Γ1 e por regularidade el´ıptica,
segue a seguinte desigualdade:
‖w‖H2(Ω) ≤ c2[‖f‖L2(Ω) + ‖∆h‖L2(Ω)].
Enta˜o, u = w + h ∈ V ∩H2(Ω) e´ soluc¸a˜o de (2.4) e
‖u‖H2(Ω) = ‖w + h‖H2(Ω)
≤ ‖w‖H2(Ω) + ‖h‖H2(Ω)
≤ c2[|f |+ |∆h|] + ‖h‖H2(Ω)]
≤ c2|f |+ c1‖g‖H1/2(Γ1)
≤ c3[|f |+ ‖g‖H1/2(Γ1)].
Proposic¸a˜o 2.3. A norma
u −→
[
|∆h|2 +
∥∥∥∥∂u∂ν
∥∥∥∥2
H1/2(Γ1)
]1/2
e a norma usual de H2(Ω) sa˜o equivalentes em V ∩H2(Ω).
Demonstrac¸a˜o. Seja u ∈ V ∩H2(Ω). Pela proposic¸a˜o 2.2,
‖u‖2H2(Ω) ≤ c
[
|f |2 + ‖g‖2
H1/2(Γ1)
]
= c
[
|∆u|2 +
∥∥∥∥∂u∂ν
∥∥∥∥2
H1/2(Γ1)
]
.
E
|∆u| ≤ ‖u‖H2(Ω) e
∥∥∥∥∂u∂ν
∥∥∥∥
H1/2(Γ1)
≤ c‖u‖H2(Ω)
14
a segunda desigualdade vem do teorema do trac¸o. Portanto,
|∆u|2 +
∥∥∥∥∂u∂ν
∥∥∥∥2
H1/2(Γ1)
≤ (1 + c2)‖u‖2H2(Ω)
Proposic¸a˜o 2.4. Suponha que u0 ∈ V ∩H2(Ω), u1 ∈ V e µ(0)∂u0∂ν + δ(x)u1 = 0 sobre Γ1. Enta˜o,
para cada  > 0, existe w e z em V ∩H2(Ω) tal que:
‖w − u0‖V ∩H2(Ω) <  e ‖z − u1‖V < 
com
µ(0)
∂w
∂ν
+ δ(x)z = 0 sobre Γ1.
Demonstrac¸a˜o. Como V ∩ H2(Ω) e´ denso em V (ver [16], pa´gina 104), para todo  > 0 existe
z ∈ V ∩H2(Ω) tal que ‖z − u1‖ < .
Seja w soluc¸a˜o de
∣∣∣∣∣∣∣∣∣
−∆w = −∆u0 em Ω,
w = 0 sobre Γ0,
∂w
∂ν
= − δ(x)
µ(0)
z sobre Γ1.
(2.6)
Pela proposic¸a˜o 2.2 segue que w ∈ V ∩H2(Ω) e pela proposic¸a˜o 2.3, obtemos que
‖w − u0‖2V ∩H2(Ω) = |∆w −∆u0|2 +
∥∥∥∥∂w∂ν − ∂u0∂ν
∥∥∥∥2
H1/2(Γ1)
= |∆u0 −∆u0|2 +
∥∥∥∥ δ(x)µ(0)z − ∂u0∂ν
∥∥∥∥2
H1/2(Γ1)
=
∥∥∥∥ δ(x)µ(0)z − δ(x)µ(0)u1
∥∥∥∥2
H1/2(Γ1)
= c‖z − u1‖2
H1/2(Γ1)
≤ c‖z − u1‖2H2(Ω)
= c‖z − u1‖2V .
A desigualdade acima e´ proveniente do Teorema trac¸o, e a u´ltima igualdade e´ va´lida, pois
z ∈ V ∩H2(Ω) e u1 ∈ V .
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Cap´ıtulo 3
Soluc¸a˜o Forte
Neste cap´ıtulo demonstraremos a existeˆncia de soluc¸a˜o forte para o problema misto (1), onde u0 e u1
sa˜o suaves. Para isto, usaremos o me´todo de Faedo Galerkin que consiste em treˆs etapas:
1. Encontrar soluc¸o˜es aproximadas para o problema em dimensa˜o finita;
2. Estimativas a priori das soluc¸o˜es aproximadas;
3. Passagem ao limite das soluc¸o˜es aproximadas.
3.1 Existeˆncia de soluc¸a˜o forte
Definic¸a˜o 3.1. Dizemos que uma func¸a˜o u : Ω × (0, T ) −→ R e´ uma soluc¸a˜o forte do problema
(1) se
u ∈ L∞Loc(0,∞;V ∩H2(Ω)), u′ ∈ L∞Loc(0,∞;V ) (3.1)
u′′ ∈ L∞Loc(0,∞;L2(Ω)) (3.2)
u′′ − µ(t)∆u = 0 em L∞Loc(0,∞;L2(Ω)) (3.3)
µ(t)
∂u
∂ν
+ δ(x)u′ = 0 em L∞Loc(0,∞;H1/2(Γ1)) (3.4)
u(0) = u0, u′(0) = u1 em Ω (3.5)
Portanto, temos de provar o seguinte teorema:
Teorema 3.1. Dado u0 ∈ V ∩H2(Ω) e u1 ∈ V com µ(0)∂u0∂ν + δ(x)u1 = 0 sobre Γ1,
existe uma u´nica soluc¸a˜o forte, do problema (1) u : Ω× (0,∞) −→ R.
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Demonstrac¸a˜o. A prova sera´ feita empregando o me´todo de Faedo Galerkin com uma base para
V ∩H2(Ω). Com efeito, da proposic¸a˜o 2.4 nos obtemos duas sequeˆncias (u0k)k∈N e (u1k)k∈N de vetores
pertencentes a V ∩H2(Ω) tal que
∣∣∣∣∣∣
u0k 7−→ u0 em V ∩H2(Ω) e u1k 7−→ u1 em V quando k 7−→ ∞
µ(0)
∂u0k
∂ν
+ δ(x)u1k = 0 sobre Γ1, ∀ k ∈ N
(3.6)
Fixaremos k ∈ N de forma que u0k e u1k sejam linearmente independente em V ∩ H2(Ω), e
definamos wk1 =
u0k
‖u0k‖
e wk2 =
u1k
‖u1k‖
. Como V ∩H2(Ω) e´ separa´vel (ver [6], pa´gina 54), podemos usar
o processo de ortonormalizac¸a˜o para construirmos uma base de V ∩H2(Ω) representada por:
{wk1 , ..., wkj , ..} para cada k ∈ N (3.7)
Para m ∈ N consideremos o subespac¸o V km = [wk1 , ..., wkm] gerado pelos m primeiros wkj de (3.7).
Encontraremos uma soluc¸a˜o ukm(t) ∈ V km tal que,
ukm(t) =
m∑
j=1
gkjm(t)w
k
j (x), (3.8)
onde gkjm(t) sa˜o soluc¸o˜es do sistema de equac¸o˜es diferenciais ordina´rias∣∣∣∣∣∣ (u
′′
km(t), v) + µ(t)((ukm(t), v)) +
∫
Γ1
δ(x)u′km(t)vdΓ = 0 ∀ v ∈ V km, m ∈ N
ukm(0) = u
0
k, u
′
km(0) = u
1
k
(3.9)
Inicialmente, mostraremos que (3.9) tem uma soluc¸a˜o local. Como (3.9) e´ va´lido para todo
v = wki ∈ V km, temos m∑
j=1
g′′kjm(t)w
k
j , w
k
i
+ µ(t)
 m∑
j=1
gkjm(t)w
k
j , w
k
i
+ ∫
Γ1
δ(x)
m∑
j=1
g′kjm(t)w
k
jw
k
i dΓ = 0, (3.10)
logo, podemos reescrever a equac¸a˜o (3.10) na seguinte forma matricial.

(wk1 , w
k
1) (w
k
2 , w
k
1) · · · (wkm, wk1)
(wk1 , w
k
2) (w
k
2 , w
k
2) · · · (wkm, wkm)
...
...
. . .
...
(wk1 , w
k
m) (w
k
2 , w
k
m) · · · (wkm, wkm)


g′′k1m(t)
g′′k2m(t)
...
g′′kmm(t)

+

µ(t)((wk1 , w
k
1)) µ(t)((w
k
2 , w
k
1)) · · · µ(t)((wkm, wk1))
µ(t)((wk1 , w
k
2)) µ(t)((w
k
2 , w
k
2)) · · · µ(t)((wkm, wkm))
...
...
. . .
...
µ(t)((wk1 , w
k
m)) µ(t)((w
k
2 , w
k
m)) · · · µ(t)((wkm, wkm))


gk1m(t)
gk2m(t)
...
gkmm(t)

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+
∫
Γ1
δ(x)
m∑
j=1
g′kjm(t)w
k
jw
k
1dΓ∫
Γ1
δ(x)
m∑
j=1
g′kjm(t)w
k
jw
k
2dΓ
...∫
Γ1
δ(x)
m∑
j=1
g′kjm(t)w
k
jw
k
mdΓ

=

0
0
...
0

Consideremos
C =

(wk1 , w
k
1) (w
k
2 , w
k
1) · · · (wkm, wk1)
(wk1 , w
k
2) (w
k
2 , w
k
2) · · · (wkm, wkm)
...
...
. . .
...
(wk1 , w
k
m) (w
k
2 , w
k
m) · · · (wkm, wkm)
 ,
A =

µ(t)((wk1 , w
k
1)) µ(t)((w
k
2 , w
k
1)) · · · µ(t)((wkm, wk1))
µ(t)((wk1 , w
k
2)) µ(t)((w
k
2 , w
k
2)) · · · µ(t)((wkm, wkm))
...
...
. . .
...
µ(t)((wk1 , w
k
m)) µ(t)((w
k
2 , w
k
m)) · · · µ(t)((wkm, wkm))
 ,
G =

∫
Γ1
δ(x)
m∑
j=1
g′kjm(t)w
k
jw
k
1dΓ∫
Γ1
δ(x)
m∑
j=1
g′kjm(t)w
k
jw
k
2dΓ
...∫
Γ1
δ(x)
m∑
j=1
g′kjm(t)w
k
jw
k
mdΓ

,
z(t) =

gk1m(t)
gk2m(t)
...
gkmm(t)
 .
Das condic¸o˜es iniciais, obtemos que,
ukm(0) =
m∑
j=1
gkjm(0)w
k
j = u
0
k =
m∑
j=1
αkjmw
k
j ,
onde gkjm(0) = αkjm, para j = 1, 2...,m. Analogamente, g
′
kjm(0) = βkjm para j = 1, 2...,m. Desta
forma, considere
z(0) = [αk1, αk2, ..., αkm]
T e z′(0) = [βk1, βk2, ..., βkm]T ,
Obtemos a seguinte EDO:∣∣∣∣∣ Cz′′(t) +Az(t) +Gz′(t) = 0,z(0) = [αk1, αk2, ..., αkm]T , z′(0) = [βk1, βk2, ..., βkm]T (3.11)
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Mostraremos que C e´ invers´ıvel. Com efeito, como C e´ uma matriz real e sime´trica, e´ auto-adjunta,
e portanto diagonaliza´vel, isto e´, existe M invers´ıvel tal que
D = M−1CM,
e´ uma matriz diagonal. Enta˜o basta mostrar que D e´ invers´ıvel, ou equivalentemente, que zero na˜o
e´ autovalor de D. Suponha por contradic¸a˜o que existe v 6= 0 tal que Dv = 0
Dv = 0 =⇒M−1CMv = 0,
como M e´ invers´ıvel, Mv 6= 0 e CMv = 0, pois caso contra´rio M−1CMv 6= 0, ja´ que M−1 e´
invers´ıvel.
Considere
Mv = ϕ =

ϕ1
ϕ2
...
ϕn
 .
Enta˜o,
CMv = Cϕ =

m∑
j=1
ϕj(w
k
j , w
k
1)
m∑
j=1
ϕj(w
k
j , w
k
2)
...
m∑
j=1
ϕj(w
k
j , w
k
m)

.
Portanto,
(
m∑
j=1
ϕjw
k
j , w
k
1
)
= 0, ∀ j = 1, 2, ...,m. Enta˜o, o vetor α =
m∑
j=1
ϕjw
k
j e´ ortogonal a todo
vetor de V km. Em particular,
(α, α) = 0 =⇒ α =
m∑
j=1
ϕjw
k
j = 0 =⇒ ϕj = 0, ∀j = 1, 2, ...m.
Logo, ϕ = 0 =⇒ 0 = ϕ = Mv. O que e´ uma contradic¸a˜o, pois vimos que Mv 6= 0. Logo C e´
invers´ıvel e podemos escrever (3.11) da seguinte maneira:∣∣∣∣∣ z
′′(t) + C−1Az(t) + C−1Gz′(t) = 0,
z(0) = [αk1, αk2, ..., αkm]
T , z′(0) = [βk1, βk2, ..., βkm]T
(3.12)
Definamos
Y1(t) = z(t), Y2(t) = z
′(t) e Y (t) =
(
Y1(t)
Y2(t)
)
.
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Enta˜o,
Y ′(t) =
(
Y ′1(t)
Y ′2(t)
)
=
(
z′(t)
z′′(t)
)
=
(
Y2(t)
−C−1Az(t)− C−1Gz′(t)
)
=
(
0 I
−C−1A −C−1G
)(
Y1(t)
Y2(t)
)
Portanto a equac¸a˜o (3.12) pode ser representada pelo seguinte problema do valor inicial:∣∣∣∣∣∣ Y
′(t) =
(
0 I
−C−1A −C−1G
)
Y (t)
Y (0) = Y0
(3.13)
Mostraremos que o problema acima possui soluc¸a˜o local usando o teorema de Carathe´odory. Con-
sidere
h : R2m × [0, T ] −→ R2m
definida por
h(y, t) =
(
0 I
−C−1A −C−1G
)
y(t),
onde y = (ξ1, ..., ξm, ξm+1, ...ξ2m).
Temos que h verifica as condic¸o˜es do teorema de carathe´odory (7.1). Com efeito,
1. Para todo y ∈ R2m fixo, tem-se que h(y, t) e´ mensura´vel, uma vez que µ ∈ W 1,∞loc (0,∞) e
gkjm e´ soluc¸a˜o da equac¸a˜o (3.9).
2. Para todo t fixo h e´ cont´ınua em func¸a˜o de y. Com efeito, a aplicac¸a˜o
N : R2m −→ R2m
y 7−→
(
0 I
−C−1Az −C−1G
)
y,
e´ linear e cont´ınua.
3. Seja K ⊂ R2m × [0, T ] um conjunto compacto. Como N e´ cont´ınua, existe MK > 0 tal que
‖h(y, t)‖R2m = ‖N‖R2m ≤MK
Portanto, pelo teorema de Carathe´odory 7.2, existe uma soluc¸a˜o Y (t) do problema de valor inicial
(3.13) em algum intervalo [0, tkm), com tkm > 0, e pela equivaleˆncia dos problema o problema (3.9)
possui uma soluc¸a˜o ukm no intervalo [0, tkm).
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3.2 Estimativa a Priori
Nesta sec¸a˜o, estenderemos a soluc¸a˜o encontrada na sec¸a˜o anterior definida em [0, tm) ao intervalo
[0,T]. para todo T > 0. Para isto usaremos as estimativas a priori unida com o teorema do
prolongamento (Teorema 7.3).
Primeira estimativa
Incialmente observemos que:
Observac¸a˜o 3.1.
d
dt
|u′km(t)|2 =
d
dt
(u′km(t), u
′
km(t)) = 2(u
′′(t), u′(t)) (3.14)
e
2µ(t)((ukm(t), u
′
km(t))) = µ(t)
d
dt
‖ukm(t)‖2
=
d
dt
[µ(t)‖ukm(t)‖2]− µ′(t)‖ukm(t)‖2 (3.15)
Note tambe´m que u′km(t) ∈ V km, pois
u′km(t) =
m∑
j=1
g′kjm(t)w
k
j (x),
onde g′kjm ∈ R e wkj (x) ∈ V km.
Considerando v = 2u′km(t) ∈ V km, em (3.9), obtemos a seguinte igualdade
2(u′′km(t), u
′
km(t)) + 2µ(t)((ukm(t), u
′
km(t))) + 2
∫
Γ1
δ(x)[u′km(t)]
2dΓ = 0.
Por (3.14) e (3.15),
d
dt
|u′km(t)|2 +
d
dt
[µ(t)‖ukm(t)‖2]− µ′(t)‖ukm(t)‖2 + 2
∫
Γ1
δ(x)[u′km(t)]
2dΓ = 0,
e portanto,
d
dt
|u′km(t)|2 +
d
dt
[µ(t)‖ukm(t)‖2] + 2
∫
Γ1
δ(x)[u′km(t)]
2dΓ ≤ |µ′(t)|‖ukm(t)‖2.
Integrando sobre o intervalo [0, t), onde 0 < t < tm, obtemos:
|u′km(t)|2 + µ(t)‖ukm(t)‖2 + 2
∫ t
0
∫
Γ1
δ(x)[u′km(t)]
2dΓ
≤ |u1k|2 + µ(0)‖u0k‖2 +
∫ t
0
|µ′(s)‖|u′km(s)‖2ds. (3.16)
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Como µ(t) ≥ µ0 > 0 e |µ′| ∈ L1loc(0,∞). Enta˜o, considerando c1 = min{1, 2, µ0} obtemos de
(3.16) que:
c1(|u′km(t)|2 + ‖ukm(t)‖2 +
∫ t
0
∫
Γ1
δ(x)[u′km(s)]
2dΓds)
≤ |u1k|2 + µ(0)‖u0k‖2 +
∫ t
0
|µ′(s)‖|u′km(s)‖2ds.
Portanto,
|u′km(t)|2 + ‖ukm(t)‖2 +
∫ t
0
∫
Γ1
δ(x)[u′km(s)]
2dΓds
≤ 1
c1
(|u1k|2 + µ(0)‖u0k‖2 +
∫ t
0
|µ′(s)‖|u′km(s)‖2ds)
Considerando G(t) =
∫ t
0
∫
Γ1
δ(x)[u′km(s)]
2dΓds, K = |u1k|2 + µ(0)‖u0k‖2, C = 1C1 e observando que
G(t) > 0, teremos
|u′km(t)|2 + ‖ukm(t)‖2 +G(t) ≤ K +
∫ t
0
C|µ′(s)‖|u′km(s)‖2ds.
≤ K +
∫ t
0
C
[|µ′(s)‖|u′km(s)‖2 + ‖ukm(s)‖2 +G(s)] ds. (3.17)
pois, K e C sa˜o constantes independentes de m e k, e as sequeˆncias (|u1k|)k∈N, (‖u0k‖)k∈N sa˜o
convergentes, e portanto limitadas.
Seja T > 0. Enta˜o, usando a desigualdade de Gronwall em (3.17),
|u′km(t)|2 + ‖ukm(t)‖2 +
∫ t
0
∫
Γ1
δ(x)[u′km(s)]
2dΓds ≤ Ke
∫ t
0
∫
Γ1
C|µ′(s)|ds
(3.18)
∀ 0 ≤ t ≤ T e m ∈ N.
Da desigualdade (3.18), podemos utilizar o teorema do Prolongamento e a unicidade do sistema
aproximado implicando que ukm(t) e u
′
km(t) esta˜o definidos sobre [0, T ], para todo t > 0 e de (3.18)
temos que, ∣∣∣∣∣∣∣
(ukm) e´ limitado em L
∞
loc(0,∞;V ),
(u′km) e´ limitado em L
∞
loc(0,∞;L2(Ω)),
(u′km) e´ limitado em L
2
loc(0,∞;L2(Γ1)),
(3.19)
Segunda estimativa
Iniciamente mostraremos que u′′(0) e´ limitado em L2(Ω). Com efeito, tomando t = 0 na equac¸a˜o
(3.9), obtemos:
(u′′km(0), v) + ((µ(0)ukm(0), v)) +
∫
Γ1
δ(x)u′km(0)vdΓ = 0
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Como ukm(0) = u
0
k, u
′
km(0) = u
1
k, µ(0)
∂u0k
∂ν = −δ(x)u1k sobre Γ1 e usando a segunda fo´rmula de
Green generalizada (Proposic¸a˜o 7.3), obtemos:
(u′′km(0), v) = −((µ(0)u0k, v)) +
∫
Γ1
−δ(x)u1kvdΓ⇒
= −((µ(0)u0k, v)) +
∫
Γ1
µ(0)
∂u0k
∂ν
vdΓ
= (µ(0)∆u0k, v), ∀v ∈ V km.
Considere v = u′′km(0) e observe que,
|u′′km(0)|2 = (u′′km(0), u′′km(0))
= (µ(0)∆u0k, u
′′
km(0))
≤ |µ(0)||∆u0k||u′′km(0)|
≤ c|∆u0k|
≤ c‖u0k‖H2(Ω)
≤ c(‖u0k‖H2(Ω) + ‖u0k‖V )
= c‖u0k‖V ∩H2(Ω).
Como (u0k)k∈N converge em V ∩H2(Ω), enta˜o
u′′km(0) e´ limitado em L
2(Ω)
Para obtermos a estimativa para u′′km(t) consideremos a derivada com respeito a t na equac¸a˜o
aproximada (3.9):
d
dt
(u′′km(t), v) +
d
dt
(µ(t)((ukm(t), v))) +
d
dt
(∫
Γ1
δ(x)u′km(t)vdΓ
)
= 0
enta˜o,
(u′′′km(t), v) + µ(t)((u
′
km(t), v)) + µ
′(t)((ukm(t), v)) +
∫
Γ1
δ(x)[u′′km(t)]vdΓ = 0
Considerando v = 2u′′km(t) ∈ V km, obtemos
2(u′′′km(t), u
′′
km(t)) + 2µ(t)((u
′
km(t), u
′′
km(t))) + 2
∫
Γ1
δ(x)[u′′km(t)]
2dΓ + 2µ′(t)((ukm(t), u′′km(t))) = 0
(3.20)
Observac¸a˜o 3.2. Modificaremos o u´ltimo termo de (3.20). Considerando v = u′′km(t) em (3.9) e
multiplicando ambos os membros por µ
′(t)
µ(t) , obtendo a seguinte equac¸a˜o:
µ′(t)((ukm(t), u′′km(t))) = −
µ′(t)
µ(t)
|u′′km(t)|2 −
µ′(t)
µ(t)
∫
Γ1
δ(x)u′km(t)u
′′
km(t)dΓ (3.21)
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Observac¸a˜o 3.3. Para modificar o segundo termo do lado esquerdo de (3.20), consideremos as
seguintes igualdades
µ(t)((u′km(t), u
′′
km(t))) =
µ(t)
2
d
dt
‖u′km(t)‖2
=
1
2
d
dt
[
µ(t)‖u′km(t)‖2
]− µ′(t)
2
‖u′km(t)‖2 (3.22)
Substituindo (3.21) e (3.22) em (3.20), obtemos
d
dt
|u′′km(t)|2 +
d
dt
[
µ(t)‖u′km(t)‖2
]− µ′(t)‖u′km(t)‖2
+ 2
∫
Γ1
δ(x)[u′′km(t)]
2dΓ = 2
µ′(t)
µ(t)
|u′′km(t)|2 + 2
µ′(t)
µ(t)
∫
Γ1
δ(x)u′km(t)u
′′
km(t)dΓ
. (3.23)
Observac¸a˜o 3.4. Agora modificaremos a integral da superficie no lado direito de (3.23). Com
efeito, pelo desigualdade de Ho¨lder (proposic¸a˜o 7.2) temos,∫
Γ1
∣∣∣∣µ′(t)µ(t) δ(x)u′km(t)u′′km(t)
∣∣∣∣ dΓ = (∫
Γ1
∣∣∣∣µ′(t)µ(t) δ1/2(x)u′km(t)δ1/2u′′km(t)
∣∣∣∣ dΓ)
≤
(∫
Γ1
∣∣∣∣µ′(t)µ(t) δ1/2(x)u′km(t)
∣∣∣∣2 dΓ
)1/2(∫
Γ1
∣∣∣δ1/2(x)u′′km(t)∣∣∣2 dΓ)1/2
≤ 1
2
(∫
Γ1
δ(x)
[
µ′(t)
µ(t)
u′km(t)
]2
dΓ
)
+
1
2
(∫
Γ1
δ(x)
[
u′′km(t)
]2
dΓ
)
. (3.24)
Substituindo (3.24) em (3.23) e usando o fato de 1µ ≤ 1µ0 , obtemos
d
dt
|u′′km(t)2| +
d
dt
[
µ(t)‖u′km(t)‖2
]
+ 2
∫
Γ1
δ(x)[u′′km(t)]
2dΓ
≤ 2µ
′(t)
µ(t)
|u′′km(t)|2 + 2
(
1
2
(∫
Γ1
δ(x)
[
µ′(t)
µ(t)
u′km(t)
]2
dΓ
))
+ 2
(
1
2
(∫
Γ1
δ(x)
[
u′′km(t)
]2
dΓ
))
+ µ′(t)‖u′km(t)‖2
≤ 2 |µ
′(t)|
|µ0| |u
′′
km(t)|2 + |µ′(t)|‖u′km(t)‖2
+
∫
Γ1
δ(x)
[
µ′(t)
µ0
u′km(t)
]2
dΓ +
∫
Γ1
δ(x)
[
u′′km(t)
]2
dΓ
Logo,
d
dt
|u′′km(t)|2 +
d
dt
[
µ(t)‖u′km(t)‖2
]
+
∫
Γ1
δ(x)[u′′km(t)]
2dΓ
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≤ 2 |µ
′(t)|
|µ0| |u
′′
km(t)|2 + |µ′(t)|‖u′km(t)‖2 +
∫
Γ1
δ(x)
[
µ′(t)
µ0
u′km(t)
]2
dΓ (3.25)
Integrando a desigualdade acima de 0 a t, para 0 ≤ t ≤ T, T > 0 e usando a primeira estimativa,
obtemos
|u′′km(t)|2 + µ(t)‖u′km(t)‖2 +
∫ t
0
∫
Γ1
δ(x)[u′′km(t)]
2dΓdt
≤ |u′′km(0)|2 + µ(0)‖u1k‖2 +
∫ t
0
(
δ(x)
|µ′(t)|
|µ0| |u
′′
km(t)|2 + |µ′(t)|‖u′km(t)‖2
)
dt
+
∫ t
0
∫
Γ1
δ(x)
[
µ′(t)
µ0
u′km(t)
]2
dΓdt
≤ K +
∫ t
0
θ(s)
[|u′′km(s)|2 + ‖u′km(s)‖2] ds, (3.26)
onde θ(s) = δ(x) |µ
′(t)|
µ0
+ |µ′(t)|.
Para cada t ∈ [0, T ], onde K e´ uma constante positiva independente de k e m, e θ(s) ∈ L1loc(0,∞)
tambe´m independente de k e m. Aplicando a desigualdade de Gronwall para (3.26), obtemos
|u′′km(t)|2 + ‖u′km(t)‖2 +
∫ t
0
∫
Γ1
δ(x)[u′′km(t)]
2dΓdt ≤ Ke
∫ t
0 C|θ(s)ds|, (3.27)
independente de k e m, ∀ t ∈ [0, T ].
Usando o teorema do Prolongamento de forma ana´loga a primeira estimativa o resultado segue.
E tambem de (3.27), temos que∣∣∣∣∣∣∣
(u′km) e´ limitado em L
∞
loc(0,∞;V ),
(u′′km) e´ limitado em L
∞
loc(0,∞;L2(Ω)),
(u′′km) e´ limitado em L
2
loc(0,∞;L2(Γ1)).
(3.28)
3.3 Passagem ao limite
Com o ı´ndice k fixo. As estimativas (3.19) e (3.28) permitem por induc¸a˜o e processo de diago-
nalizac¸a˜o obtermos subsequeˆncias (ukmn) de (ukm) que sera´ denotada tambe´m por (ukm) e uma
func¸a˜o uk : Ω× (0,∞) −→ R satisfazendo,∣∣∣∣∣∣∣∣∣∣
(ukm) ⇀ uk fraco estrela em L
∞
loc(0,∞;V ),
(u′km) ⇀ u
′
k fraco estrela em L
∞
loc(0,∞;V ),
(u′′km) ⇀ u
′′
k fraco estrela em L
∞
loc(0,∞;L2(Ω)),
(u′km) ⇀ u
′
k fraco estrela em L
2
loc(0,∞;H1/2(Γ1)).
(3.29)
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Ver [1], pa´gina 63.
Denotando γ0u
′
km por u
′
km em H
1/2(Γ1), a u´ltima afirmac¸a˜o segue do teorema 1.1, pois
‖γ0u′km‖H1/2(Γ1) ≤ ‖u′km‖V e de (3.28) o resultado segue.
Para o intervalo tempo [0, 1], existe uma subsequeˆncia (ukm1) de (ukm) e uma func¸a˜o u
(1)
k :
Ω× (0, 1) −→ R satisfazendo,∣∣∣∣∣∣∣∣∣∣∣
(ukm(1)) ⇀ u
(1)
k fraco estrela em L
∞(0, 1;V ),
(u′
km(1)
) ⇀ (u
(1)
k )
′ fraco estrela em L∞(0, 1;V ),
(u′′
km(1)
) ⇀ (u
(1)
k )
′′ fraco estrela em L∞(0, 1;L2(Ω)),
(u′
km(1)
) ⇀ (u
(1)
k )
′ fraco estrela em L∞(0, 1;H1/2(Γ1)).
(3.30)
Para todo intervalo [0, l], onde l ∈ N, l ≥ 2, existe uma subsequencia (ukm(l)) de (ukm(l−1)) e uma
func¸a˜o u
(l)
k : Ω × (0, l) −→ R, ukm(l) = ukm(l−1) sobre Ω × (0, l − 1), tal que temos a convergeˆncia
(3.30) para ukm(l) sobre Ω × (0, l − 1). Aplicando o processo de diagonalizac¸a˜o nos obtemos a
existeˆncia da func¸a˜o uk e a convergeˆncia (3.29).
Multiplicando ambos os membros de (3.9) por θ ∈ D(0,∞), e integrando, obtemos como con-
sequeˆncia de (3.29),
∫ ∞
0
(u′′k(t), v)θdt+
∫ ∞
0
µ(t)((uk(t), v))θdt+
∫ ∞
0
∫
Γ1
δ(x)u′k(t)vθdΓdt = 0,∀v ∈ V km. (3.31)
Notemos que {wk1 , wk2 , ..} e´ uma base Hilbertiana de V ∩ H2(Ω). Portanto, por densidade a
equac¸a˜o (3.31) e´ unificada para todo v ∈ V ∩H2(Ω).
Observamos que as estimativas (3.19) e (3.28) sa˜o tambe´m validas para todo k ∈ N. Enta˜o pelo
mesmo processo feito para obter (3.29), teremos uma sequeˆncia diagonal (ukk), ainda denotada por
(uk), e a func¸a˜o uk : Ω× (0,∞) −→ R tal que:∣∣∣∣∣∣∣∣∣∣
(uk) ⇀ u fraco estrela em L
∞
loc(0,∞;V ),
(u′k) ⇀ u
′ fraco estrela em L∞loc(0,∞;V ),
(u′′k) ⇀ u
′′ fraco estrela em L∞loc(0,∞;L2(Ω)),
(u′k) ⇀ u
′ fraco estrela em L∞loc(0,∞;H1/2(Γ1)).
(3.32)
Tomando o limite em (3.31), usando a convergeˆncia de (3.32) e observando que V ∩ H2(Ω) e´
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denso em V , obtemos:∫ ∞
0
(u′′(t), v)θdt+
∫ ∞
0
µ(t)((u(t), v))θdt+
∫ ∞
0
∫
Γ1
δ(x)u′(t)vθdΓdt = 0,∀θ ∈ D(0,∞) e ∀v ∈ V.
.(3.33)
Se considerarmos na equac¸a˜o (3.33) v ∈ D(Ω) ⊂ V e usarmos a Segunda fo´rmula de Green
generalizada, segue que:
0 =
∫ ∞
0
(u′′(t), v)θdt+
∫ ∞
0
µ(t)((u(t), v))θdt+
∫ ∞
0
∫
Γ1
δ(x)u′(t)vθdΓdt
=
∫ ∞
0
(u′′(t), v)θdt+
∫ ∞
0
µ(t)((u(t), v))θdt
=
∫ ∞
0
(u′′(t), v)θdt+
∫ ∞
0
−µ(∆u, v)θdt
=
∫ ∞
0
(u′′ − µ∆u, v)θdt
⇒ u′′ − µ∆u = 0 em L∞loc(0,∞;L2(Ω)). (3.34)
Sabemos que µu ∈ L∞loc(0,∞;V ) e por (3.34), ∆(µu) ∈ L∞loc(0,∞;L2(Ω)). Logo, pela Proposic¸a˜o
7.7 com α = 1, segue que µ∂u∂ν ∈ L∞loc(0,∞;H−1/2(Γ1)).
Multiplicando ambos os menbros de (3.34) por vθ, com v ∈ V e θ ∈ D(0,∞), integrando e
usando a segunda fo´rmula de Green generalizada, obtemos∫ ∞
0
(u′′(t), v)θdt +
∫ ∞
0
−µ(∆u, v)θdt
=
∫ ∞
0
(u′′(t), v)θdt+
∫ ∞
0
µ
(
n∑
i=1
∫
Ω
∂u
∂xi
∂v
∂xi
dx− 〈γ1u, γ0v〉
)
θdt
=
∫ ∞
0
(u′′(t), v)θdt+
∫ ∞
0
µ((u(t), v))θdt−
∫ ∞
0
〈
µ
∂u
∂ν
, v
〉
θdt
= 0 (3.35)
onde 〈., .〉 e´ o par dual de H−1/2(Γ)×H1/2(Γ).
Comparando (3.33) e (3.35), obtemos a seguinte igualdade:
−
∫ ∞
0
〈
µ
∂u
∂ν
, v
〉
θdt =
∫ ∞
0
〈
δu′, v
〉
θdt = 0
enta˜o, ∫ ∞
0
〈
µ
∂u
∂ν
+ δu′, v
〉
θdt = 0
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o que implica
µ
∂u
∂ν
+ δu′ = 0 sobre Γ1 × (0,∞). (3.36)
Da´ı e da convergeˆncia de (3.32) resulta que (3.4) e´ va´lido.
Para Concluir a prova do teorema 1 resta provar que u ∈ L∞loc(0,∞;H2(Ω)). Com efeito, u e´
soluc¸a˜o do problema: ∣∣∣∣∣∣∣
−∆(µu) = u′′ sobre Ω× [0, T ],
µu = 0 sobre Γ0 × [0, T ].
µ∂u∂ν = −δu′ sobre Γ1 × [0, T ],
(3.37)
para todo T > 0. Onde a primeira linha e´ devido a (3.34), a segunda por hipo´tese e a terceira por
(3.36). Assim u′′ ∈ L∞loc(0,∞;L2(Ω)) e δu′ ∈ L∞loc(0,∞;H1/2(Γ1)) segue da proposic¸a˜o 2.2 que µu ∈
L∞loc(0,∞;H2(Ω)), isto e´ u ∈ L∞loc(0,∞;H2(Ω)).
3.4 Condic¸o˜es iniciais
Como u ∈ L∞(0, T ;H10 (Ω) ∩ H2(Ω)), u′ ∈ L∞(0, T ;H10 (Ω)), temo pela proposic¸a˜o 7.10 que u :
[0, T ] −→ H10 (Ω). Logo, faz sentido calcular u(0). Analogamente, como u′ ∈ L∞(0, T ;H10 (Ω)) e u′′ ∈
L1(0, T ;L2(Ω)), faz sentido calcular u′(0).
Das convergeˆncias da primeira e segunda estimativas, com θ ∈ C1[0, T ] tal que θ(0) = 1 e
θ(T ) = 0. ∫ T
0
((um(t), v))θ
′(t)dt −→
∫ T
0
((u(t), v))θ′(t)dt∫ T
0
((u′m(t), v))θ(t)dt −→
∫ T
0
((u′(t), v))θ(t)dt
Adicionando os resultados acima, obtemos∫ T
0
d
dt
[((um(t), v))θ(t)]dt −→
∫ T
0
d
dt
[((u(t), v))θ(t)]dt
O que implica,
((um(0), v)) −→ ((u(0), v)), ∀v ∈ H10 (Ω).
Como um(0) −→ u0 em H10 (Ω) ∩H2(Ω) e H10 (Ω) ∩H2(Ω) ↪→ H10 (Ω), resulta que
um(0) −→ u0 em H10 (Ω).
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Da unicidade do limite obtemos
((um(0), v)) = ((u(0), v)), ∀v ∈ H10 (Ω).
Portanto, um(0) = u0.
De modo ana´logo, mostramos que u′m(0) = u1.
Corola´rio 3.2. Se µ′ ∈ L1(0,∞)∩L∞(0,∞), enta˜o a soluc¸a˜o u do teorema 3.1 tem a regularidade
suplementar:
u ∈ L∞loc(0,∞;V ∩H2(Ω)) e u′ ∈ L∞loc(0,∞;V ) (3.38)
com µ
∂u
∂ν
+ δu′ = 0 sobre L∞(0,∞;H1/2(Γ1))
Ale´m disso, se µ ≤ 0 q.t.p em (0,∞], a energia
E(t) =
1
2
|u′(t)|2 + 1
2
µ(t)‖u(t)‖2,
associado com o problema (1), e´ na˜o crescente sobre [0,∞).
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Cap´ıtulo 4
Soluc¸a˜o Fraca
Neste cap´ıtulo, consideremos o problema (1) com os dados iniciais enfraquecido, isto e´, nos assu-
miremos que
u0 ∈ V e u1 ∈ L2(Ω)
A soluc¸a˜o correspondente sera´ chamada de soluc¸a˜o fraca. Para resolver este problema, obteremos
aproximac¸o˜es para u0 e u1 por sequeˆncias de vetores em V e V ∩H2(Ω), aplicando o resultado do
teorema 3.1.
Teorema 4.1. Dado
u0 ∈ V e u1 ∈ L2(Ω), (4.1)
existe uma u´nica func¸a˜o u : Ω× [0,∞) −→ R, satisfazendo as condic¸o˜es:
u ∈ C0([0, T ];V ) ∩ C1([0, T ];L2(Ω)) ∀ T > 0, (4.2)
∂u
∂ν
, u′ ∈ L2loc(0,∞;L2(Γ1)), (4.3)
µ(t)
∂u
∂ν
+ δ(x)u′ = 0 sobre L2loc(0,∞;L2(Γ1), (4.4)
u′′ − µ∆u = 0 em L2loc(0,∞;V ′), (4.5)
u(0) = u0, u′(0) = u1. (4.6)
onde V ′ e´ o dual de V.
Demonstrac¸a˜o. Aproximando u0 e u1 satisfazendo (4.1), por vetores de V ∩ H2(Ω) e V , respec-
tivamente de maneira ana´loga ao que foi feito no teorema 3.1 do cap´ıtulo 3, obtemos sequeˆncias
(u0p)p∈N e (u1p)p∈N de func¸o˜es em V ∩H2(Ω) e V , respectivamente, tal que:
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u0p 7−→ u0 em V e u1p 7−→ u1 em L2(Ω) quando p 7−→ ∞ e (4.7)
µ(0)
∂u0p
∂ν
+ δ(x)u1p = 0 sobre Γ1, ∀ p ∈ N (4.8)
Com efeito, e´ suficiente considerar u1p ∈ H10 (Ω) convergindo para u1 em L2(Ω), e escolha u0p em
W = {v ∈ V ∩H2(Ω); ∂v∂ν = 0 em Γ1 } que e´ denso em V(ver [16], pa´gina 104 ou [10]).
Para cada {u0p, u1p}, determinaremos uma u´nica soluc¸a˜o forte up satisfazendo teorema 3.1. Mul-
tiplicando ambos os lados de (3.3) por up, integrando sobre Ω e aplicando a segunda fo´rmula de
Green generalizada (proposic¸a˜o 7.3), obtemos:
0 =
∫
Ω
u′′p(t)u
′
p(t)dx−
∫
Ω
µ(t)∆up(t)u
′
p(t)dx
= (u′′p(t), u
′
p(t))− (µ(t)∆up(t), u′p(t))
= (u′′p(t), u
′
p(t)) + µ(t)
(
((up(t), u
′
p(t)))−
∫
Γ1
∂up
∂ν
u′p(t)dΓ
)
= (u′′p(t), u
′
p(t)) + µ(t)((up(t), u
′
p(t)))−
∫
Γ1
µ(t)
∂up
∂ν
u′p(t)dΓ
= (u′′p(t), u
′
p(t)) + µ(t)((u
′
p(t), up(t))) +
∫
Γ1
δ(x)[u′p(t)]
2dΓ
=
1
2
d
dt
|u′p(t)|2 +
µ
2
d
dt
‖up(t)‖2 +
∫
Γ1
δ(x)[u′p(t)]
2dΓ
Portanto,
d
dt
|u′p(t)|2 +
d
dt
[µ(t)‖up(t)‖2] +
∫
Γ1
2δ(x)[u′p(t)]
2dΓ = µ′(t)‖up(t)‖2
≤ |µ′(t)|‖up(t)‖2 (4.9)
Na u´ltima desigualdade, usamos (4.9) e Observac¸a˜o 3.1.
Integrando sobre [0, t), temos
|u′p(t)|2 + µ(t)‖up(t)‖2 + 2
∫ t
0
∫
Γ1
δ(x)[u′p(t)]
2dΓ
≤ |u1p|2 + µ(0)‖u0p‖2 +
∫ t
0
|µ′(s)‖|u′p(s)‖2ds. (4.10)
De modo ana´logo ao que foi feito na primeira estimativa e usando (4.7), obtemos
|u′p(t)|2 + µ(t)‖up(t)‖2 +
∫ t
0
∫
Γ1
δ(x)[u′p(t)]
2dΓ < C, (4.11)
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onde C e´ uma constante positiva independente de p, ∀t ∈ [0, T ], T > 0. Da´ı segue que
∣∣∣∣∣∣∣
(up) e´ limitado em L
∞
loc(0,∞;V ),
(u′p) e´ limitado em L
∞
loc(0,∞;L2(Ω)),
(u′p) e´ limitado em L
2
loc(0,∞;L2(Γ1)).
(4.12)
De (3.4),temos que
∂up
∂ν = − δµu′p sobre Γ1 × [0,∞) portanto, por (4.12) temos que(
∂up
∂ν
)
p∈N
e´ limitado em L2loc(0,∞;L2(Γ1)) (4.13)
As estimativas (4.12) e (4.13) implicam de maneira ana´loga ao argumento aplicado em (3.29),
a existeˆncia de uma subsequeˆncia de (up)p∈N, ainda denotada por (up)p∈N e func¸o˜es
u : Ω× (0,∞) −→ R; α : Γ1 × (0,∞) −→ R; χ : Γ1 × (0,∞) −→ R,
satisfazendo a seguinte condic¸o˜es:∣∣∣∣∣∣∣∣∣∣
(up) ⇀ u fraco estrela em L
∞
loc(0,∞;V ),
(u′p) ⇀ u′ fraco estrela em L∞loc(0,∞;L2(Ω)),
(u′p) ⇀ α fraco em L2loc(0,∞;L2(Γ1)),
∂up
∂ν ⇀ χ fraco em L
2
loc(0,∞;L2(Γ1)).
(4.14)
Como µ(t)
∂up
∂ν + δ(x)u
′
p = 0 sobre Γ1 × (0,∞), temos
µ(t)χ+ δ(x)u′ = 0 sobre L2loc(0,∞;L2(Γ1)) (4.15)
E de (3.3), temos que
u′′p − µ∆up = 0 em L∞loc(0,∞;L2(Ω)) (4.16)
Multiplicando (4.16) por vθ, com v ∈ V e θ ∈ D(0,∞), integrando, usando a segunda fo´rmula
de Green generalizada e por fim aplicando o limite quando p 7−→ ∞, obtemos
−
∫ ∞
0
(u′(t), v)θ′dt+
∫ ∞
0
µ(t)((u(t), v))θdt+
∫ ∞
0
∫
Γ1
δαvθdΓdt = 0, ∀θ ∈ D(0,∞) e v ∈ V.
.(4.17)
Se considerarmos v ∈ D(Ω) ou v ∈ H10 (Ω) de (4.17), obtemos
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u′′ − µ∆u = 0 em H−1loc (0,∞;L2(Ω)) (4.18)
Assim provaremos que χ = ∂u∂ν sobre Γ1 × (0,∞).
Com efeito, seja T um nu´mero real positivo. Temos de (4.14) que,
µup ⇀ µu fraco em L
2(0, T ;V ). (4.19)
Por outro lado, como u′p ⇀ u
′ fraco em L2(0, T ;L2(Ω)) segue-se que u′′p ⇀ u
′′
fraco em H−1(0, T ;L2(Ω)) (ver proposic¸a˜o 7.4).
Portanto, de (4.16) e (4.18) unido com a afirmac¸a˜o acima, obtemos:
∆(µup) ⇀ ∆(µu) fraco em H
−1(0, T ;L2(Ω)) (4.20)
As convergeˆncias de (4.19) e (4.20) unidas com a proposic¸a˜o 7.7 implicam em
γ1(µu) ∈ H−1(0, T ;H−1/2(Γ1)) e
γ1(µup) ⇀ γ1(µu) fraco H
−1(0, T ;H−1/2(Γ1)) (4.21)
Temos tambe´m por (4.14) que,
γ1(µup) ⇀ µχ fraco em L
2(0, T ;L2(Γ1)) (4.22)
De fato L2(0, T ;L2(Γ1)) ↪→ H−1(0, T ;H−1/2(Γ1))e de (4.21) e (4.22), nos obtemos χ = γ1u = ∂u∂ν .
Provaremos agora que γ0u
′ = α sobre Γ1× (0,∞). Com efeito, dado T > 0, de (4.14) temos que
up ⇀ u fraco em L
2(0, T ;V ) e segue da proposic¸a˜o 7.4 que
u′p ⇀ u
′ fraco em H−1loc (0, T ;H
1/2(Γ1))
ale´m disso,
u′p ⇀ α fraco em L
2(0, T ;L2(Γ1))
por (4.14). Portanto, destas duas convergeˆncias e pela unicidade do limite obtemos γ0u
′ = α.
De (4.15), obtemos a seguinte igualdade
µ
∂u
∂ν
+ δu′ = 0 em L2(0,∞;L2(Γ1)).
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Sendo assim, mostraremos que u′′−µ∆u = 0 em L2(0, T ;V ′), ∀ T > 0. Apartir da segunda fo´rmula
de Green generalizada, temos
〈−µ∆u, v〉 = ((µu, v))− µ
〈
∂u
∂ν
, v
〉
.
Aplicando Cauchy-Schwarz (teorema 7.5) e pela continuidade da aplicac¸a˜o trac¸o γ1, obtemos:
|〈−µ∆u, v〉| ≤ µ‖u‖‖v‖+ µ
∣∣∣∣∂u∂ν
∣∣∣∣
H−1/2(Γ1)
|v|H1/2(Γ1).
Pela continuidade de γ0, obtemos |v|H1/2(Γ1) ≤ C‖v‖, que implica que,
|〈−µ∆u, v〉| ≤ Ku‖v‖ ⇒ ‖ − µ∆u(t)‖V ′ ≤ Ku,
onde ku = µ
(
‖u‖+ C ∣∣∂u∂ν ∣∣H−1/2(Γ1)). Logo, −µ∆u ∈ L2(0, T ;V ′),∀ T > 0.
Aplicando a segunda fo´rmula de Green generalizada, observando que α = u′ e µ∂u∂ν + δu
′ =
0 sobre Γ1 × (0,∞) em (4.17), obtemos
0 = −
∫ T
0
(u′(t), v)θdt+
∫ T
0
µ(t)((u(t), v))θ′dt+
∫ T
0
∫
Γ1
δαvθdΓdt
= −
∫ T
0
(u′(t), v)θdt+
∫ T
0
〈−µ∆u, v〉dt (4.23)
Como −µ∆u ∈ L2(0, T ;V ′), enta˜o (4.23) e´ va´lida para todo θ ∈ D(0, T ) e v ∈ V e pela proposic¸a˜o
(7.5), conclu´ımos que:
u′′ − µ∆u = 0 em L2loc(0, T ;V ′), ∀ T > 0. (4.24)
Provaremos agora a regularidade de (4.2).
Seja (up)p∈N a subsequeˆncia obtida de (4.14). Pelo Teorema 3.1, regularidade (3.1) e (3.2) e
pela proposic¸a˜o 7.6, segue que:
up ∈ C0([0, T ];V ) ∩ C1([0, T ];L2(Ω)), ∀T > 0 (4.25)
De (3.3), pela regularidade (4.25) e usando a segunda fo´rmula generalizada de Green, obtemos
para p 6= q, p, q ∈ N que:
0 = (u′′p − u′′q , v)− µ(∆(up − uq), v)
= (u′′p − u′′q , v) + µ((u′p − u′q, v))−
〈
µ
∂u
∂ν
, v
〉
.
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E por (3.4),
(u′′p − u′′q , v) + µ((u′p − u′q, v)) +
∫
Γ1
δ(u′p − u′q)vdΓ = 0, ∀ v ∈ L2(0, T, V ). (4.26)
Considerando v = u′p − u′q em (4.26) e pela observac¸a˜o 3.1, obtemos:
d
dt
|u′p − u′q|2 +
d
dt
[µ‖up − uq‖2] + 2
∫
Γ1
δ[u′p − u′q]2dΓ = µ′‖up − uq‖2
Observando que
|u′p(0)− u′q(0)| = |u1p − u1q | e ‖up(0)− uq(0)‖ = ‖u0p − u0q‖
e
u0p −→ u0 em V, u1p −→ u1 em L2(Ω) (4.27)
Pela desigualdade de Gronwall, obtemos:
|u′p(t)− u′q(t)|2 + µ(t)‖up(t)− uq(t)‖2 ≤
[|u1p − u1q |2 + µ(0)‖u0p − u0q‖2] e∫ T0 |µ′|ds (4.28)
∀ t ∈ [0, T ], T > 0.
Logo, de (4.28) e (4.27) temos a regularidade de (4.2).
De (4.28), resulta que:
up −→ u forte em C0([0, T ];V ),
u′p −→ u′ forte em C0([0, T ];L2(Ω)),
Logo,
‖up(t)− u(t)‖ ≤ sup‖up(t)− u(t)‖ = ‖up − u‖C0([0,T ];V ) −→ 0.
Portanto, up(0) −→ u em V. Como u0p = up(0) −→ u0emV resulta da unicidade do limite em V
que u(0) = u0. De maneira ana´loga mostra-se que u′(0) = u1.
Corola´rio 4.2. Se µ′ ∈ L1(0,∞), enta˜o a soluc¸a˜o u obtida acima, tem as propriedades:
u ∈ L∞(0,∞;V ) e u′ ∈ L∞(0,∞;L2(Ω))
com µ
∂u
∂ν
+ δu′ = 0 sobre L2(0,∞;L2(Γ1))
Se µ ≤ 0 q.t.p em (0,∞], a energia
E(t) =
1
2
|u′(t)|2 + 1
2
µ(t)‖u(t)‖2,
e´ na˜o crescente sobre [0,∞).
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Cap´ıtulo 5
Unicidade
5.1 Unicidade da soluc¸a˜o fraca
Nesta sec¸a˜o iremos mostra que a soluc¸a˜o obtida no teorema 4.1 e´ u´nica.
Suponha que temos duas soluc¸o˜es u e uˆ com as condic¸o˜es do teorema 4.1. Enta˜o, w = u−uˆ
satisfaz as mesmas condic¸o˜es e w(0) = 0, w′(0) = 0. Mostraremos que w = 0 sobre Ω× [0,∞). Para
isto, usaremos o me´todo de Lions-Magenes [11], pa´gina 221 e Visik-ladyzhenshaya [19].
Seja s ∈ [0, T ], e
ψ(t) =
∣∣∣∣ − ∫ st w(σ)dσ, para 0 ≤ t ≤ s0 para s ≤ t ≤ T.
Cuja a integral e´ considerada em V, Portanto, ψ ∈ L2(0, T ;V ). Com efeito,
‖ψ(t)‖V =
∥∥∥∥−∫ s
t
w(σ)dσ
∥∥∥∥
V
≤
∫ s
t
‖w(σ)‖V dσ
Pela desigualdade de Ho¨lder, (proposic¸a˜o 7.2),
‖ψ(t)‖2V ≤
(∫ s
t
‖w(σ)‖2V dσ
)(∫ s
t
dσ
)
≤
(∫ T
0
‖w(σ)‖2V dσ
)
(s− t)
≤ C1.
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Logo, ∫ T
0
‖ψ(t)‖2V dt ≤
∫ T
0
C1dt = C1T <∞ =⇒ ψ ∈ L2(0, T ;V ).
Se definirmos w1(ξ) =
∫ ξ
0 w(σ)dσ, obtemos para 0 ≤ t ≤ s que
ψ(t) = −
∫ s
t
w(σ)dσ =
∫ t
0
w(σ)dσ −
∫ s
0
w(σ)dσ = w1(t)− w1(s)
e
ψ′(t) = (w1(t)− w1(s))′ = w′1(t) =
(∫ t
0
w(σ)dσ
)′
= w(t).
De (4.6) no teorema 4.1, temos∫ s
0
〈w′′(t), ψ(t)〉dt−
∫ s
0
〈µ∆w(t), ψ(t)〉dt = 0. (5.1)
Como 〈w′′, ψ〉 = ddt(w′, ψ)− (w′, ψ′), enta˜o∫ s
0
〈w′′(t), ψ(t)〉dt =
∫ s
0
(
d
dt
(w′(t), ψ(t))− (w′(t), ψ′(t))
)
dt
= (w′(s), ψ(s))− (w′(0), ψ(0))−
∫ s
0
(w′(t), ψ′(t))dt
= −
∫ s
0
(w′(t), ψ′(t))dt
= −
∫ s
0
(w′(t), w(t))dt
= −
∫ s
0
d
dt
1
2
‖w(t)‖2dt = −1
2
‖w(s)‖2. (5.2)
Como, µ(t)∂w∂ν + δw
′ = 0 sobre Γ1, e pela segunda fo´rmula de Green generalizada (proposic¸a˜o
7.3) segue que: ∫ s
0
〈−µ∆w′′, ψ〉dt =
∫ s
0
((µw,ψ))dt+
∫ s
0
∫
Γ1
δw′ψdΓdt.
Tomando w = ψ′, obtemos:∫ s
0
µ((w,ψ))dt =
∫ s
0
µ((ψ′, ψ))dt
=
1
2
∫ s
0
µ
d
dt
‖ψ(t)‖2dt
37
=
1
2
∫ s
0
d
dt
[
µ(t)‖ψ(t)‖2] dt− 1
2
∫ s
0
µ′(t)‖ψ(t)‖2dt
=
1
2
[µ(s)‖ψ(s)‖2]− 1
2
µ(0)‖ψ(0)‖2 − 1
2
∫ s
0
µ′(t)‖ψ(t)‖2dt
= −1
2
µ(0)‖w1(s)‖2 − 1
2
∫ s
0
µ′(t)‖ψ(t)‖2dt. (5.3)
E tambe´m temos que,∫ s
0
∫
Γ1
δw′ψdΓdt =
∫ s
0
(
√
δψ′′,
√
δψ)L2(Γ1)dt =
∫ s
0
d
dt
(
√
δψ′,
√
δψ)dt−
∫ s
0
(
√
δψ′,
√
δψ′)L2(Γ1)dt.
Como ψ(s) = 0 e ψ′(0) = w(0) = 0, segue que∫ s
0
∫
Γ1
δw′ψdΓdt = −
∫ s
0
|
√
δψ′|2L2(Γ1)dt. (5.4)
.
Substituindo (5.2), (5.3) e (5.4) em (5.1), obtemos
1
2
‖w(s)‖2 + 1
2
µ(0)‖w1(s)‖2 +
∫ s
0
|
√
δψ′|2L2(Γ1)dt ≤
1
2
∫ s
0
|µ′(t)|‖ψ(t)‖2dt.
Logo,
1
2
‖w(s)‖2 + 1
2
µ(0)‖w1(s)‖2 ≤ 1
2
∫ s
0
|µ′(t)|‖ψ(t)‖2dt. (5.5)
Como ψ(t) = w1(t) − w1(s) temos que ‖ψ(t)‖ ≤ 2(‖w1(t)‖ + ‖w1(s)‖), substituindo em (5.5),
temos
1
2
‖w(s)‖2 + 1
2
µ(0)‖w1(s)‖2 ≤
∫ s
0
|µ′(t)|2(‖w1(t)‖2 + ‖w1(s)‖2)dt.
portanto,
1
2
‖w(s)‖2 +
(µ0
2
− sσT
)
‖w1(s)‖2 ≤
∫ s
0
|µ′(t)|‖w1(t)‖2dt, (5.6)
onde σT = ess sup
0≤t≤T
|µ′(t)|.
Seja s0 tal que
µ0
2 −s0σT = µ04 . Se 0 ≤ s ≤ s0, enta˜o µ02 −sσT ≥ µ04 , pois µ02 −sσT ≥ µ02 −s0σT =
µ0
4 . Portanto, tomando C1 = min{12 , µ04 } e por (5.6), obtemos:
C1(‖w(s)‖2 + ‖w1(s)‖2) ≤
∫ s
0
|µ′(t)|‖w1(t)‖2dt
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enta˜o,
‖w(s)‖2 + ‖w1(s)‖2 ≤
∫ s
0
1
C1
|µ′(t)[|w(t)|2|+ ‖w1(t)‖2]dt (5.7)
Para todo 0 ≤ s ≤ s0, com w(0) = w1(0) = 0. Pela desigualdade de Gronwall temos de (5.7) que
‖w(s)‖2 + ‖w1(s)‖2 = 0
e portanto,
w(s) = 0, sobre [0, s0] (5.8)
Observe que (5.5) e´ va´lido para todo s ∈ [0, T ] e w(s) = 0, sobre [0, s0]. Consideremos (5.5)
sobre [s0, T ]. Enta˜o,
1
2
‖w(s)‖2 + 1
2
µ(0)‖w1(s)‖2 ≤ 1
2
∫ s
0
|µ′(t)|‖ψ(t)‖2dt
≤
∫ s
0
|µ′(t)|2(‖w1(t)‖2 + ‖w1(s)‖2)dt
=
∫ s
0
|µ′(t)|2‖w1(t)‖2dt+ (s− s0)σT ‖w1(s)‖2 (5.9)
com w(s0) = w1(s0) = 0.
Escolha s1 ∈ [s0, T ] tal que
µ0
2
− (s1 − s0)σT = µ0
4
=⇒ s1σT = 2s0σt =⇒ s1 = 2s0.
Para s0 ≤ s ≤ s1 temos que µ02 − (s − s0)σT ≥ µ02 − (s1 − s0)σT = µ04 . Logo de (5.9) e usando a
desigualdade de Gronwall da mesma maneira anterior, temos que w e´ igual a zero sobre [s0, s1] =
[s0, 2s0]. Continuando o processo, obtemos que w = 0 sobre [0, T ], T > 0, o que prova a unicidade
da soluc¸a˜o fraca.
5.2 Unicidade da soluc¸a˜o forte
Suponha que existam soluc¸o˜es u, v nas condic¸o˜es do teorema (3.1). Enta˜o w = u − v satisfaz as
mesmas condic¸o˜es e w(0) = w′(0) = 0. Mostraremos que w = 0 sobre Ω× [0,∞).
Da equac¸a˜o (3.3), obtemos
w′′ − µ∆w = 0 em L∞loc(0,∞;L2(Ω)),
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e como w′ ∈ L∞loc(0,∞;V ) ↪→ L∞loc(0,∞;L2(Ω)), faz sentido a seguinte dualidade:
(w′′ − µ∆w,w′) = 0
da´ı,
(w′′, w′)− (µ∆w,w′) = 0
Pela segunda fo´rmula generalizada de Green, obtemos
(w′′(t), w′(t)) + µ((w(t), w′(t))) +
∫
Γ1
∂w(t)
∂ν
w′(t)dΓ = 0
De modo semelhante ao que foi feito na primeira estimativa, obtemos
|w′(t)|2 + ‖w(t)‖2 +
∫ t
0
∫
Γ1
∂w(s)
∂ν
w′(s)dΓds
≤ 1
c1
(|w′(0)|2 + µ(0)‖w(0)‖2 +
∫ t
0
|µ′(s)‖|w′(s)‖2ds)
Como w(0) = w′(0) = 0,
∫
Γ1
∂w(s)
∂ν w
′(s)dΓ > 0 e considerando C = 1c1 ,
|w′(t)|2 + ‖w(t)‖2 ≤ 0 +
∫ t
0
|µ′(s)‖|w′(s)‖2ds
Logo, pelo Lema de Gronwall, segue que
|w′(t)|2 + ‖w(t)‖2 = 0,
e assim w = 0, portanto u = v.
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Cap´ıtulo 6
Comportamento assinto´tico
No cap´ıtulo 3, foi mostrado que a soluc¸a˜o forte µ do teorema 3.1 satisfaz as seguintes condic¸o˜es:∣∣∣∣∣∣
u ∈ L∞loc(0,∞;V ∩H2(Ω)), u′ ∈ L∞loc(0,∞;V ) e u′′ ∈ L∞loc(0,∞;L2(Ω)),
µ
∂u
∂ν
+ δu′ = 0 sobre L2(0, T ;H1/2(Γ1)).
(6.1)
E se µ e´ soluc¸a˜o fraca do teorema 4.1, tem as propriedades:∣∣∣∣∣ u′ ∈ L∞(0,∞;V ) e u′ ∈ L∞(0,∞;L2(Ω))u′′ − µ∆u = 0 sobre L2loc(0,∞;V ′). (6.2)
Em ambos os casos se µ′(t) ≤ 0 q.t.p sobre [0,∞), enta˜o a energia E(t) associada a soluc¸a˜o e
descrita por:
E(t) =
µ
2
∫
Ω
|∇u|2dx+ 1
2
∫
Ω
|u′|2dx (6.3)
e´ na˜o crescente. Com efeito, se considerarmos a derivada de E(t), em func¸a˜o de t, obtemos:
E′(t) =
µ′
2
∫
Ω
|∇u|2dx−
∫
Γ1
δ(x)u′2dΓ ≤ 0
(ver Kormonik-Zuazua [7]).
Como µ′(t) ≤ 0, temos E′(t) ≤ 0, ∀t ∈ [0,∞).
Neste cap´ıtulo, provaremos que a energia E(t) tem decaimento exponencial, quando t tende ao
infinito. Para isto, usaremos o me´todo da pertubac¸a˜o visto em Kormonik-Zuazua [7].
Inicialmente daremos uma breve introduc¸a˜o:
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Neste cap´ıtulo o conjunto Ω e sua fronteira Γ se mante´m os mesmos. Seja x0 sendo um ponto
do Rn e m(x) = x− x0, com x ∈ Rn, tal que:
Γ0 = {x ∈ Γ;m(x).ν(x) ≤ 0} e Γ1 = {x ∈ Γ;m(x).ν(x) > 0)}
Consideraremos δ(x) = m(x).ν(x). Assim, Γ0 ∩ Γ1 e´ vazio, e temos que δ = m(x).ν(x) ≥ m0 >
0 sobre Γ1. O nu´mero ‖m‖L∞(Ω) sera´ representado por R.
Em consequeˆncia do teorema 1.1 temos a existeˆncia de K > 0, tal que∫
Γ1
(m.ν)v2dΓ ≤ K
∫
Ω
|∇v|2dx, ∀ v ∈ V. (6.4)
Por λ1, representaremos o primeiro autovalor do problema espectral:
((w, v)) = λ1(w, v), ∀ v ∈ V (6.5)
Teorema 6.1. Dado µ ∈ W 1,∞(0,∞) com µ′(t) ≤ 0 sobre (0,∞). Seja {u0, u1} ∈ V × L2(Ω) e u
a soluc¸a˜o fraca correspondente a (6.2). Enta˜o a energia satisfaz:
E(t) ≤ CE(0)eηt, ∀ t ≥ 0
onde η = −ε0C+12C , C > 1 e´ uma constante e
ε0 = min
{
C − 1
C1(C + 1)
, C2
}
com
C1 =
2R+ n− 1
µ0
+ 2R+
n− 1
λ1
e C2 =
[
R2
µ0
+
(n− 1)2K
2µ
+ 1
]−1
Demonstrac¸a˜o. Trabalharemos com uma soluc¸a˜o forte. Seja ε um nu´mero real positivo fixo e
considere a pertubac¸a˜o de energia
Eε = E(t) + ερ(t),
com
ρ(t) = 2(u′,m∇u) + (n− 1)(u′, u).
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portanto,
|ρ(t)| ≤ 2|u′|R|∇u|+ (n− 1)|u′||u|.
Observe que,
0 ≤
(
|u′|√
µ(t)
−
√
µ(t)|∇u|
)2
=⇒ 2|u′|R|∇u| ≤ R
µ(t)
|u′|2 +Rµ(t)|∇u|2.
Portanto,
2|u′|R|∇u| ≤ R
µ(t)
|u′|2 +Rµ(t)|∇u|2 ≤
[
2R
µ0
+ 2R
]
E(t).
De forma ana´loga ao que foi feito na equac¸a˜o acima e por (6.5), obtemos:
(n− 1)|u′||u| ≤
[ |u′|2
2µ
+ µ
|u|2
2
]
≤ (n− 1)
µ0
|u′|2
2
+ µ
(n− 1)
λ1
|∇u|2
2
≤
[
n− 1
µ0
+
n− 1
λ1
]
E(t)
Segue que
|ρ(t)| ≤ C1E(t), com C1 = 2R+ n− 1
µ0
+ 2R+
n− 1
λ1
e
|Eε(t)− E(t)| ≤ ε|ρ(t)| ≤ εC1E(t)
ou
−εC1E(t) ≤ ερ(t) ≤ εC1E(t)⇒ (1− εC1)E(t) ≤ Eε(t) ≤ (1 + εC1)E(t). (6.6)
Considere agora
ε0 = min
{
C − 1
C1(C + 1)
, C2
}
com C2 =
[
R2
µ0
+
(n− 1)2K
2µ
+ 1
]−1
e C > 1 qualquer nu´mero real.
Se considerarmos ε = ε0, nos temos que
ε ≤ C − 1
C1(C + 1)
=⇒ −εC1 ≥ 1− C
C + 1
=⇒ 1− εC1 ≥ 1− C
C + 1
+ 1
=⇒ 1− εC1 ≥ 2
C + 1
(6.7)
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Por outro lado,
ε ≤ C − 1
C1(C + 1)
=⇒ 1 + εC1 ≤ C − 1
C + 1
+ 1
=⇒ 1 + εC1 ≤ 2C
C + 1
. (6.8)
Substituindo (6.17) e (6.18) na desigualdade (6.6), obtemos:
2
(C + 1)
E(t) ≤ Eε(t) ≤ 2C
(C + 1)
E(t),∀ t ≥ 0. (6.9)
que implica,
C + 1
2C
Eε(t) ≤ E(t), ∀ t ≥ 0. (6.10)
Notando que µ′(t) ≤ 0 sobre [0,∞), obtemos:
E′ε(t) = E
′(t) + ερ′(t)
=
µ′(t)
2
∫
Ω
|∇(t)|2dx−
∫
Γ1
(m.ν)u′2(t)dΓ + ερ′(t)
≤ −
∫
Γ1
(m.ν)u′2(t)dΓ + ερ′(t) (6.11)
Considerando u′′ = µ∆u e usando a segunda fo´rmula de Green generalizada (proposic¸a˜o 7.3),
temos que:
ρ′(t) = 2µ(∆u,m.∇u) + 2(u′,m∇u′) + (n− 1)(u′, u′)−
− (n− 1)µ(∇u,∇u) + (n− 1)µ
(
∂u
∂ν
, u
)
L2(Γ1).
Agora estimaremos |ρ′(t)| em func¸a˜o de E(t). Para isto, analisaremos cada termo na equac¸a˜o acima.
PASSO 1: Ana´lise de (∆u,m.∇u).
Inicialmente observemos que,
∂
∂xj
(
∂u
∂xi
mj
∂u
∂xi
)
=
∂u
∂xi
∂
∂xj
(
mj
∂u
∂xi
)
+
∂2u
∂xi∂xj
mj
∂u
∂xi
.
Enta˜o, usando o teorema da divergeˆncia de Gauss (proposic¸a˜o 7.8), temos∫
Ω
∂u
∂xi
mj
∂2u
∂xi∂xj
dx = −
∫
Ω
∂u
∂xi
∂
∂xj
(
mj
∂u
∂xi
)
dx+
∫
Ω
∂
∂xj
(
∂u
∂xi
mj
∂u
∂xi
)
dx
= −
∫
Ω
∂u
∂xi
∂
∂xj
(
mj
∂u
∂xi
)
dx+
∫
Γ
∂u
∂xi
mj
∂u
∂xi
νjdΓ
= −
∫
Ω
∂u
∂xi
∂mj
∂xj
∂u
∂xi
dx−
∫
Ω
∂u
∂xi
mj
∂2u
∂xi∂xj
dx+
∫
Γ
∂u
∂xi
mj
∂u
∂xi
νjdΓ
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Logo,
−
∫
Ω
∂u
∂xi
mj
∂2u
∂xi∂xj
dx =
1
2
∫
Ω
∂u
∂xi
∂mj
∂xj
∂u
∂xi
dx− 1
2
∫
Γ
∂u
∂xi
mj
∂u
∂xi
νjdΓ (6.12)
Por outro lado, usando o a segunda fo´rmula de Green generalizada,
(∆u,m.∇u) =
∫
Ω
∆um.∇udx
=
∫
Ω
n∑
i=1
∂
∂xi
∂u
∂xi
n∑
j=1
mj
∂u
∂xj
dx
=
n∑
i,j=1
∫
Ω
∂
∂xi
∂u
∂xi
mj
∂u
∂xj
dx (6.13)
= −
n∑
i,j=1
∫
Ω
∂u
∂xi
∂
∂xi
(
mj
∂u
∂xj
)
+
n∑
i,j=1
∫
Γ
∂u
∂xi
mj
∂u
∂xj
νjdΓ
= −
n∑
i,j=1
∫
Ω
∂u
∂xi
∂mj
∂xi
∂u
∂xj
dx−
n∑
i,j=1
∫
Ω
∂u
∂xi
mj
∂2u
∂xi∂xj
dx+
n∑
i,j=1
∫
Γ
∂u
∂xi
mj
∂u
∂xj
νjdΓ
Substituindo (6.12), em (6.19) obtemos que:
(∆u,m.∇u) = −
n∑
i,j=1
∫
Ω
∂u
∂xi
∂mj
∂xi
∂u
∂xj
dx+
1
2
n∑
i,j=1
∫
Ω
∂u
∂xi
∂mj
∂xj
∂u
∂xi
dx
− 1
2
n∑
i,j=1
∫
Γ
∂u
∂xi
mj
∂u
∂xi
νjdΓ +
n∑
i,j=1
∫
Γ
∂u
∂xi
mj
∂u
∂xj
νjdΓ
PASSO 2: Ana´lise de (u′,m.∇u′).
Pelo teorema da divergeˆncia de Gauss, obtemos
(u′,m.∇u′) =
∫
Ω
u′m∇udx
=
∫
Ω
u′
n∑
j=1
mj
∂u
xj
dx
=
n∑
j=1
∫
Ω
u′mj
∂u′
∂xj
dx =
1
2
n∑
j=1
∫
Ω
mj
∂
∂xj
u′2dx
= −1
2
n∑
j=1
∫
Ω
∂mj
∂xj
u′2dx+
1
2
n∑
j=1
∫
Ω
∂
∂xj
(mju
′2)dx
=
1
2
n∑
j=1
∫
Ω
∂mj
∂xj
u′2dx+
1
2
n∑
j=1
∫
Γ1
mjνju
′2dx
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Dos passos 1 e 2, obtemos
ρ′(t) = −2µ
n∑
i,j=1
∫
Ω
∂u
∂xi
∂mj
∂xi
∂u
∂xj
dx+ µ
n∑
i,j=1
∫
Ω
(
∂u
∂xi
)2 ∂mj
∂xj
dx
+ 2µ
n∑
i,j=1
∫
Γ
∂u
∂xi
mj
∂u
∂xj
νidΓ− µ
n∑
i,j=1
∫
Γ
∂u
∂xi
mj
∂u
∂xi
νjdΓ
−
n∑
j=1
∫
Ω
∂mj
∂xj
u′2dx+
n∑
j=1
∫
Γ1
mjνju
′2dx+ (n− 1)(u′, u′)
− µ(n− 1)(∇u,∇u) + µ(n− 1)
∫
Γ
∂u
∂ν
udΓ
Observando que u e´ zero sobre Γ0 e µ
∂u
∂ν = −(m.ν)u′ sobre Γ1, obtemos,
ρ′(t) = − 2µ
n∑
i=1
∫
Ω
∂u
∂xi
∂u
∂xi
dx+ nµ
n∑
i=1
∫
Ω
(
∂u
∂xi
)2
dx
+ 2µ
n∑
i,j=1
∫
Γ
∂u
∂xi
mj
∂u
∂xj
νidΓ− µ
n∑
i,j=1
∫
Γ
mjνj
(
∂u
∂xi
)2
dΓ
− n
∫
Ω
u′2dx+
n∑
j=1
∫
Γ1
mjνju
′2dx+ (n− 1)
∫
Ω
u′2dx
− µ(n− 1)|∇u|2 − (n− 1)
∫
Γ1
(m.ν)u′udΓ
= µ(n− 2)|∇u|2 + 2µ
n∑
i,j=1
∫
Γ
∂u
∂xi
mj
∂u
∂xj
νidΓ− µ
n∑
i,j=1
∫
Γ
mjνj
(
∂u
∂xi
)2
dΓ
−
∫
Ω
u′2dx+
n∑
j=1
∫
Γ1
mjνju
′2dx
− µ(n− 1)|∇u|2 − (n− 1)
∫
Γ1
(m.ν)u′udΓ
= −µ|∇u|2 −
∫
Ω
u′dx+ 2µ
n∑
i,j=1
∫
Γ
∂u
∂xi
νimj
∂u
∂xj
dΓ
− µ
n∑
i,j=1
∫
Γ
mjνj
(
∂u
∂xi
)2
dΓ− (n− 1)
∫
Γ1
(m.ν)u′udΓ +
n∑
j=1
∫
Γ1
mj .νju
′2dΓ
PASSO 3: Ana´lise de
n∑
i,j=1
∫
Γ
∂u
∂xi
νimj
∂u
∂xj
dΓ
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Como ∂u∂xj = νj
∂u
∂ν em Γ0 e
∂u
∂ν = νi
∂u
∂xi
, temos que
2µ
n∑
i,j=1
∫
Γ
∂u
∂xi
νimj
∂u
∂xj
dΓ = 2µ
n∑
j=1
∫
Γ
∂u
∂ν
mj
∂u
∂xj
dΓ
= 2µ
n∑
j=1
∫
Γ0
∂u
∂ν
mj
∂u
∂xj
dΓ + 2µ
n∑
j=1
∫
Γ1
∂u
∂ν
mj
∂u
∂xj
dΓ
= 2µ
n∑
j=1
∫
Γ0
∂u
∂ν
mjνj
∂u
∂ν
dΓ + 2
n∑
j,k=1
∫
Γ1
(−mk, νk)u′mj ∂u
∂xj
dΓ
Enta˜o,∣∣∣∣∣∣2
n∑
j,k=1
∫
Γ1
(−mkνk)mj ∂u
∂xj
dΓ
∣∣∣∣∣∣ ≤ 2
n∑
j,k=1
∫
Γ1
mkνk|u′|R
∣∣∣∣ ∂u∂xj
∣∣∣∣ dΓ
≤
n∑
k=1
∫
Γ1
mkνk|u′|R
 n∑
j=1
(
∂u
∂xj
)21/2 dΓ
≤
n∑
k=1
∫
Γ1
mkνkR
Rµ |u′|2 + µR
n∑
j=1
(
∂u
∂xj
)2 dΓ
≤ R
2
µ0
n∑
k=1
∫
Γ1
mkνku
′2dΓ + µ
n∑
k=1
∫
Γ1
mkνk
n∑
j=1
(
∂u
∂xj
)2
dΓ
Segue que
2µ
n∑
i,j=1
∫
Γ
∂u
∂xi
νimj
∂u
∂xj
dΓ ≤ 2µ
n∑
j=1
∫
Γ0
mjνj
(
∂u
∂ν
)2
dΓ +
R2
µ0
n∑
k=1
∫
Γ1
mk, νku
′2dΓ
+ µ
n∑
k=1
∫
Γ1
mkνk
n∑
j=1
(
∂u
∂xj
)2
dΓ
PASSO 4: Ana´lise de − µ
n∑
j=1
∫
Γ
mjνj
n∑
i=1
(
∂u
∂xi
)
dΓ.
Como
(
∂u
∂ν
)
=
n∑
i=1
(
∂u
∂xi
)2
sobre Γ0, obtemos
−µ
n∑
j=1
∫
Γ
mjνj
n∑
i=1
(
∂u
∂xi
)2
dΓ = −µ
n∑
j=1
∫
Γ0
mjνj
n∑
i=1
(
∂u
∂xi
)2
dΓ
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−µ
n∑
j=1
∫
Γ1
mjνj
n∑
i=1
(
∂u
∂xi
)2
dΓ
= −µ
n∑
j=1
∫
Γ0
mjνj
(
∂u
∂ν
)2
dΓ− µ
n∑
j=1
∫
Γ1
mjνj
n∑
i=1
(
∂u
∂xi
)2
dΓ
PASSO 5: Ana´lise de (n− 1) ∫Γ(m.ν)u′udΓ.
Temos que,
−(n− 1)
∫
Γ1
(m.ν)u′udΓ ≤ (n− 1)
[∫
Γ1
(n− 1)K
µ
(m.ν)
u′2
2
dΓ +
∫
Γ1
µ
(n− 1)K (m.ν)
u2
2
dΓ
]
,
onde K e´ proveniente de (6.4). Enta˜o,
−(n− 1)
∫
Γ
(m.v)u′udΓ ≤
[∫
Γ1
(n− 1)2K
µ0
(m.ν)
u′2
2
dΓ +
∫
Γ1
µ
K
(m.ν)
u2
2
dΓ
]
≤ (n− 1)
2K
2µ0
∫
Γ1
(m.ν)u′2dΓ +
µ
2
|∇u|2.
Portanto,
−(n− 1)
∫
Γ
(m.ν)u′udΓ ≤ (n− 1)
2K
2µ0
∫
Γ1
(m.ν)u′2dΓ + E(t).
Dos passos 3, 4 e 5, obtemos
ρ′(t) = −µ|∇u|2 −
∫
Ω
u′dx+ 2µ
n∑
i,j=1
∫
Γ
∂u
∂xi
νimj
∂u
∂xj
dΓ
−µ
n∑
i,j=1
∫
Γ
mjνj
(
∂u
∂xi
)2
dΓ− (n− 1)
∫
Γ1
(m.ν)u′udΓ +
n∑
j=1
∫
Γ1
mj .νju
′2dΓ
≤ −2E(t) + 2µ
n∑
j=1
∫
Γ0
mjνj
(
∂u
∂ν
)2
dΓ +
R2
µ0
n∑
k=1
∫
Γ1
mkνku
′2dΓ
+µ
n∑
k=1
∫
Γ1
mkνk
n∑
j=1
(
∂u
∂xj
)2
dΓ− µ
n∑
j=1
∫
Γ0
mjνj
(
∂u
∂ν
)2
dΓ− µ
n∑
j=1
∫
Γ1
mjνj
n∑
i=1
(
∂u
∂xi
)2
dΓ
+
(n− 1)2K
2µ0
∫
Γ1
(m.ν)u′2dΓ + E(t) +
n∑
j=1
∫
Γ1
mjνju
′2dΓ
= −E(t) + µ
n∑
j=1
∫
Γ0
mjνj
(
∂u
∂ν
)2
dΓ +
{
R2
µ0
+
(n− 1)2K
2µ0
+ 1
} n∑
j=1
∫
Γ1
mjνju
′2dΓ.
Multiplicando ambos os membros por ε e como
n∑
j=1
mjνj = mν ≤ 0 sobre Γ0, temos que
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ερ′(t) ≤ −εE(t) + ε
{
R2
µ0
+
(n− 1)2K
2µ0
+ 1
} n∑
j=1
∫
Γ1
mjνju
′2dΓ
Substituindo em (6.11), obtemos
E′ε(t) ≤ −εE(t)−
{
1− ε
[
R2
µ0
+
(n− 1)2K
2µ0
+ 1
]} n∑
j=1
∫
Γ1
(mν)u′2dΓ (6.14)
Se ε = ε0, obtemos pela definic¸a˜o de ε0:
0 < ε < C2 =
[
R2
µ0
+
(n− 1)2K
2µ0
+ 1
]−1
Logo, {
1− ε
[
R2
µ0
+
(n− 1)2K
2µ0
K + 1
]} n∑
j=1
∫
Γ1
(mν)u′2dΓ ≥ 0
ja´ que mν > 0 sobre Γ1 e portanto temos de (6.14) que
E′ε(t) ≤ −εE(t)
e de (6.10), temos que
−εC + 1
2C
Eε(t) ≥ −εE(t)
Enta˜o,
E′ε(t) ≤ −ε
C + 1
2C
Eε(t),
Logo,
Eε(t) ≤ E(0)e−ε
C+1
2C
t ∀ t ≥ 0 (6.15)
De (6.10), temos que
Eε(0) ≤ 2C
C + 1
E(0)
e de (6.9):
2
C + 1
E(t) ≤ Eε(t).
Assim, de (6.15) temos
E(t) ≤ CE(0)e−ε0 C+12C t, ∀ t ≥ 0 (6.16)
49
Logo, o decaimento exponencial (6.16) e´ va´lido para soluc¸o˜es fortes.
Para cada p ∈ N tem se
Ep(t) =
µ
2
‖up‖2 + 1
2
|u′p|2 e Ep(t) ≤ CEp(0)e−ηt, ∀t > 0, (6.17)
up −→ u forte em C0([0, T ];V ),
u′p −→ u′ forte em C0([0, T ];L2(Ω)),
onde u e´ a soluc¸a˜o fraca obtida por meio do teorema 4.1.
Como
‖up(t)− u(t)‖ ≤ sup‖up(t)− u(t)‖ = ‖up − u‖C0([0,T ];V ) −→ 0.
Enta˜o,
up(t) −→ u(t) em V,∀t ∈ [0, T ] (6.18)
De maneira ana´loga, obtemos
u′p(t) −→ u′(t) em L2(Ω), ∀t ∈ [0, T ] (6.19)
Usando as convergeˆncias (6.18) e (6.19), podemos passar o limite em (6.17), e obter
E(t) ≤ CE(0)e−ηt, ∀t > 0
Portanto, temos o mesmo comportamento pra soluc¸o˜es fracas.
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Cap´ıtulo 7
Apeˆndice
Proposic¸a˜o 7.1. (Desigualdade de Poincare´) Suponhamos que Ω e´ um aberto limitado em
alguma direc¸a˜o xi. Enta˜o, existe uma constante C = C(Ω)tal que:
‖u‖Lp(Ω) ≤ C(Ω)‖∇u‖(Lp(Ω))n ,∀u ∈W 1,p0 (Ω)
Em particular, a expressa˜o e´ uma norma equivalente em W 1,p0 (Ω), equivalente a norma ‖u‖W 1,p(Ω).
Demonstrac¸a˜o. Para demonstrac¸a˜o, ver [1], pa´gina 290.
Proposic¸a˜o 7.2. (Desigualdade de Ho¨lder) Sejam f ∈ Lp(Ω) e g ∈ Lq(Ω), com 1p + 1q = 1 e
1 ≤ p ≤ ∞. Enta˜o, fg ∈ L1(Ω) e ∫
Ω
|fg|dx ≤ ‖f‖Lp(Ω)‖g‖Lq(Ω)
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [1], pa´gina 92.
Lema 7.1. (Lax-Milgran) Seja a(u, v) uma forma bilinear, cont´ınua e coerciva sobre H. Enta˜o
dado ϕ ∈ H ′ (espac¸o dual de H) existe um u´nico u ∈ H tal que
a(u, v) = 〈ϕ, v〉, ∀ v ∈ H
Ale´m do mais, se a e´ sime´trico, enta˜o u e´ caracterizado pela seguinte propriedade:
u ∈ H e 1
2
a(u, u)− 〈ϕ, u〉 = min
v∈H
{
1
2
a(v, v)− 〈ϕ, v〉
}
.
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Demonstrac¸a˜o. Para demonstrac¸a˜o ver [1], pa´gina 140.
Consideremos,
Hα(Ω) = {u ∈ Hα(Ω); ∆u ∈ L2(Ω)}
munido do produto interno natural
(u, v)α = ((u, v))Hα(Ω) + (∆u,∆v)L2(Ω)
Proposic¸a˜o 7.3. (Segunda Fo´rmula de Green Generalizada)
Para todo u ∈ H1(Ω) e todo v ∈ H1(Ω), tem-se:
(∆u, v)L2(Ω) +
n∑
i=1
∫
Ω
∂u
∂xi
∂v
∂xi
dx = 〈γ1u, γ0v〉H−1/2(Γ1)×H1/2(Γ1)
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [2], pa´gina 413.
Teorema 7.1. (Representac¸a˜o de Riesz) Sejam 1 < p < ∞ e ϕ ∈ (Lp(Ω))′. Enta˜o, existe um
u´nico u ∈ Lp(Ω), tal que
〈ϕ, f〉 =
∫
Ω
ufdx, ∀f ∈ Lp(Ω).
Ale´m disso, verifica-se que
‖u‖Lp(Ω) = ‖ϕ‖(Lp(Ω))′
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [1], pa´gina 97.
Consideremos o problema de valor inicial∣∣∣∣ x′(t) = f(t, x(t)),x(t0) = x0 (7.1)
Definic¸a˜o 7.1. Dizemos que f : Ω×[0, T ] −→ Rn satisfaz as condic¸o˜es do teorema de Caratheo´dory
sobre Ω× [0, T ] se:
1. f(x, t) e´ mensuravel em t para cada x fixo;
2. f(x, t) e´ cont´ınua em x para cada t fixo;
3. Para cada compacto K ⊂ Ω, existe uma func¸a˜o real mk(t), integra´vel, tal que
‖f(x, t)‖Rn ≤ mk(t), ∀(x, t) ∈ K.
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Teorema 7.2. (Teorema de Carathe´odory) Consideremos o problema de valor inicial∣∣∣∣ x′(t) = f(t, x(t)),x(t0) = x0
Seja f : Ω × [0, T ] −→ Rn satisfazendo as condic¸o˜es de Carathe´odory sobre Ω. Enta˜o, existe uma
soluc¸a˜o x(t) de (7.1) sobre algum intervalo |t− t0| ≤ β, onde β > 0 e´ uma constante positiva.
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [12], pa´gina 39 ou [3].
Teorema 7.3. (Teorema do Prolongamento) Seja Ω = B × [0, T ] com T > 0, B = {x ∈
Rn; ‖x‖ ≤ b}, onde b > 0 e´ uma constante positiva e ‖.‖ a norma euclidiana do Rn. Suponha que
f e´ uma func¸a˜o que satisfaz as duas primeiras condic¸o˜es do teorema de Carathe´odory e que exista
uma func¸a˜o m(t) integra´vel tal que
|f(x, t)| ≤ m(t),m(t) ∈ L(0, T ), ∀(x, t) ∈ Ω.
Seja x(t) uma soluc¸a˜o de (7.1) e suponha que x(t) esta´ definida em I, satisfazendo |x(t)| ≤M, M
independente de I e M < b para todo t ∈ I. Enta˜o, x(t) pode ser prolongada a` todo intervalo [0, T ].
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [3].
Teorema 7.4. (Desigualdade de Gronwall) Sejam c ≥ 0 uma constante na˜o negativa, u ≥ 0
q.s em (s,T) uma func¸a˜o integra´vel em (s, T ) e ϕ : [s, T ] −→ R uma func¸a˜o cont´ınua e na˜o negativa
tal que
ϕ(t) ≤ c+
∫ t
s
u(τ)ϕ(τ)dτ,∀t ∈ [s, T ].
Enta˜o,
ϕ(t) ≤ ce
∫ t
s u(τ)dτ ,∀t ∈ [s, T ].
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [12], pa´gina 36.
Proposic¸a˜o 7.4. Seja u ∈ L2(0, T,X). Enta˜o existe um u´nico f ∈ H−1(0, T,X), que verifica
〈f, θξ〉 = (〈u′, θ〉)X ,∀θ ∈ D(0, T ),∀ξ ∈ X
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [13].
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Proposic¸a˜o 7.5. Seja X sendo um espac¸o de Banach com dual X’ e sejam u e g duas func¸o˜es
pertencentes L1(a, b,X). Enta˜o, as treˆs condic¸o˜es abaixo sa˜o equivalentes:
1. u e´ igual q.t.p a func¸a˜o primitiva de g;
u(t) = ξ +
∫ t
0
g(s)ds, ξ ∈ X, q.t.p, t ∈ [a, b]
2. Para cada func¸a˜o teste φ ∈ D(a, b),∫ b
a
u(t)φ′(t)dt = −
∫ b
a
g(t)φ(t)dt
3. Para cada η ∈ X ′,
d
dt
〈u, η〉 = 〈g, η〉.
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [17], pa´gina 250.
Proposic¸a˜o 7.6. Seja Ω um subconjunto aberto limitado bem regular do Rn, n ≥ 2. Enta˜o, as
seguintes imerso˜es sa˜o compactas:
1. Wm+1,p(Ω) ↪→Wm,q(Ω); 1 ≤ q < npn−p se p < n.
2. Wm+1,p(Ω) ↪→Wm,q(Ω); 1 ≤ q < +∞ se p = n.
3. Wm+1,p(Ω) ↪→ Cm(Ω); se p > n.
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [2], pa´gina 214.
Proposic¸a˜o 7.7. A aplicac¸a˜o trac¸o u ∈ Hα −→ γu = {γ0u, γ1u} ∈ H(−1/2)+α(Γ) ×H(−3/2)+α(Γ)
para 0 ≤ α ≤ 2, e´ linear e cont´ınua, onde Hα = {u ∈ Hα(Ω); ∆u ∈ L2(Ω)}. Tem-se a seguinte
Fo´rmula de Green
(−∆u, v) = (u,−∆v)− 〈γ1u, γ0v〉H(−3/2)+α(Γ),H(3/2)+α(Γ) + 〈γ1u, γ0v〉H(−1/2)+α(Γ),H(3/2)+α(Γ)
para 0 ≤ α ≤ 2, u ∈ Hα e v ∈ H2−α.
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [15], pa´gina 145.
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Proposic¸a˜o 7.8. Seja X um campo no aberto U ⊂ Rm+1 e Ω ⊂ U aberto limitado com fronteira
∂Ω regular de classe Ck. Enta˜o, ∫
∂Ω
〈X, v〉dM =
∫
Ω
divXdx
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [8], pa´gina 493.
Proposic¸a˜o 7.9. (Desigualdade de Young) Sejam p, q > 1 tal que 1p +
1
q = 1. Enta˜o,
ab ≤ 1
p
ap +
1
q
bq, ∀ a ≥ 0 e ∀ b ≥ 0.
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [1], pa´gina 92.
Teorema 7.5. Se V e´ um espac¸o com produto interno, enta˜o para qualquer vetor α e β ∈ V e
qualquer escalar c
1. ‖cα‖ = |c|‖α‖;
2. ‖α‖ > 0 para α 6= 0;
3.|〈α, β〉| ≤ ‖α‖‖β‖;
4. ‖α+ β‖ ≤ ‖α‖+ ‖β‖.
A desigualdade (3.) e´ chamada de desigualdade de Cauchy-Schwarz
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [5], pa´gina 278.
Proposic¸a˜o 7.10. Sejam X e Y espac¸os de Banach tais que X ↪→ Y. Seja
W 1(0, T ;X,Y ) = {u ∈ L1(0, T ;X) : u′ ∈ L1(0, T ;Y )}.
Enta˜o, W 1(0, T ;X,Y ) com a norma ‖u‖W 1(0,T ;X,Y ) = ‖u‖L1(0,T ;X) + ‖u‖L1(0,T ;Y ) e´ um espac¸o de
Banach. Ale´m disso,
W 1(0, T ;X,Y ) ↪→ C([0, T ];Y )
Demonstrac¸a˜o. Para demonstrac¸a˜o ver [12], pa´gina 29.
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