Abstract-A proteinÕs function depends in a large part on interactions with other molecules. With an increasing number of protein structures becoming available every year, a corresponding structural annotation approach identifying such interactions grows more expedient. At the same time, machine learning has gained popularity in bioinformatics providing robust annotation of genes and proteins without sequence homology. Here we have developed a general machine learning protocol to identify proteins that bind DNA and membrane. In general, there is no theory or even rule of thumb to pick the best machine learning algorithm. Thus, a systematic comparison of several classification algorithms known to perform well is investigated. Indeed, the boosted tree classifier is found to give the best performance, achieving 93% and 88% accuracy to discriminate non-homologous proteins that bind membrane and DNA, respectively, significantly outperforming all previously published works. We also attempted to address the importance of the attributes in function prediction and the relationships between relevant attributes. A graphical model based on boosted trees is applied to study the important features in discriminating DNA-binding proteins. In summary, the current protocol identified physical features important in DNA and membrane binding, rather than annotating function through sequence similarity.
INTRODUCTION
The interaction between proteins and biological macromolecules comprises a pivotal role in almost every cellular process, including gene regulation and signal transduction. Such macromolecules include but are not limited to proteins, metabolites, nucleic acids, lipids, and carbohydrates. The ability to identify if a protein binds one or more of these macromolecules would elucidate any number of steps in cellular activities of interest. Additionally, the potential of high-throughput structural genomics 11 to produce a great number of protein structures lacking functional annotation motivates a corresponding functional annotation approach. Further, this approach should not lean on homology, should be general enough to identify every function, and should be fast. Machine learning becomes a natural choice given these requirements. Indeed, it has become quite popular in a number of bioinformatics applications, including fold recognition, 29 subcelluar localization, 31 and genomics. 38 However, no learning algorithm clearly dominates the rest. 33 It follows that a number of learning algorithms must be tested in order to get maximum performance. In this work, the focus is to compare the ability of a number of learning algorithms to identify both protein-DNA and protein-membrane interactions as seen in Figs. 1 and 2, respectively.
There exist experimental and computational techniques to annotate both DNA-binding and membranebinding proteins. Specifically, two conventional experimental approaches to identify DNA-binding proteins include gel mobility 12 and filter binding assays. 34 While these approaches determine whether a protein binds DNA, they do not reveal where the DNA binds. Similarly, a high-throughput technique, chromatin immunoprecipitation on a microarray (ChIP-chip), 9 incorporates microarray technology and allows researchers to create a genome wide map of protein-DNA interactions. More elaborate approaches (often used in conjunction) include genetic analysis 18 and X-ray crystallography. 15 These techniques provide high quality explicit binding data. In addition, several experimental techniques exist to identify membrane-binding proteins. Surface plasmon resonance (SPR) analysis 22 provides an effective means to identify proteins that bind membrane. In addition, other techniques such as fluorescence resonance energy transfer (FRET) analysis 46 have also uncovered important characteristics of protein-membrane binding such as affinity toward specific lipids. Nevertheless, such experimental methods prove costly in both time and money.
In silico efforts have also been used to identify DNA-binding proteins, the binding sites on such proteins, and the location in the genome that these proteins bind. 26, 42, 43 In binding site prediction, a support vector machines (SVM) classifier was employed using evolutionary and structural features to predict the binding site of specific structural motifs with 78% accuracy. 28 Likewise, a Naı¨ve Bayes classifier and amino acid sequence have been utilized to achieve an accuracy of 78% with homology information. 47 In our FIGURE 1. An example DNA-binding protein with the relative orientation of binding. This figure depicts the SMAD MH1 domain (1MHD) that mediates TGF-beta signaling from the cell membrane to the nucleus. The protein is shown in a yellow cartoon representation. The first four largest cationic patches have also been mapped on the surface and are colored according to their order on a blue-white-red scale: largest patch in blue, second largest in light blue and third and fourth largest in white and light red, respectively. FIGURE 2. An example membrane-binding protein with the relative orientation of binding. This figure shows the C2 domain of PKC-a (1DSY) that is involved in Ca 2+ dependent membrane signaling. The protein is shown in a yellow cartoon representation. The first four largest cationic patches have also been mapped on the surface and are colored according to their order on a blue-whitered scale: largest patch in blue, second largest in light blue and third and fourth largest in white and light red, respectively. The membrane without hydrogens is shown in red.
own effort, we achieved 70% accuracy using SVM on a non-homologous, larger test set without the help of evolutionary information. 4, 5 The following studies use a combination of sequence and structure-based features in conjunction with a variety of classifiers to predict if a protein binds DNA. Descriptors such as structural motifs and electrostatic potential have been used to achieve 78% accuracy over a set of three specific DNA-binding structural motifs. 40 Likewise, a hidden Markov model using structural information has been employed to identify helix-turnhelix DNA-binding motifs achieving about 71% accuracy. 35 A neural network combined with composition, sequence and structure was used to identify general DNA-binding proteins achieving 79% accuracy;
1,2 subsequently, these results were improved to 83% accuracy by adding charge, dipole moment, and quadrupole moment. 3 Likewise, we have published work investigating the discrimination of DNA-binding, 6 RNA-binding, 6 and membrane-binding proteins using a combination of sequence and structural features. 7 Specifically, in the DNA-binding study, we achieved 86% accuracy using SVM outperforming all previously published data. The improvement in accuracy was achieved through a new definition of positive electrostatic patch and the addition of surface amino acid composition. The main drawback of that work was the ''black box'' nature of SVM, which makes it difficult to evaluate the importance and correlation of the sequence and structurebased features.
Membrane-binding proteins represent another important class playing a significant role in many biological processes including cell signaling and membrane trafficking. 44 The list of proteins known to bind membrane has grown exponentially in the recent past 14, 23 and is expected to grow in parallel to our interest in these proteins. In spite of the growing interest in these proteins, few attempts have been made to identify such proteins in silico. Specifically, we have built the only machine learning protocol for automatic identification of membrane-binding proteins and have achieved a balanced success with an accuracy greater than 93%. 7 In this work, we evaluate several state-of-the-art classifiers in an attempt to improve the accuracy of discriminating DNA-and membrane-binding proteins while determining the best classifier suited to protein binding prediction. Specifically, we compare a class of tree-based algorithms (boosted decision trees, 19 boosted decision stumps, 19 and the C4.5 37 decision tree) to SVM, which provides a baseline connection to our previous work. Moreover, we use a graphical model built using a variation of the Adaptive Boosting (AdaBoost) 19 algorithm to analyze the interactions between relevant characteristics that help determine function. The contribution of this graphical model is that it not only provides knowledge of the important physical properties in binding DNA and membrane, but also serves as a guide to future feature design.
METHODS

Dataset
We constructed several datasets; each dataset contains examples from one of two classes referred to as the positive class and the negative class. The positive class consists of examples that bind to our target molecule (DNA, RNA, membrane). The negative class consists of examples known not to bind to the target of the positive class. The first dataset comprises 75 DNAbinding proteins and 214 proteins that do not bind DNA. The second dataset comprises 37 RNA-binding proteins and the previously mentioned 75 DNA-binding proteins. These are subsets of our original datasets 6 culled using the PISCES server 45 such that no two proteins have more than 20% identity and each structure has a resolution better than 3 Å . The third dataset also comes from prior work 7 and comprises a positive set of 40 membrane-binding proteins that have no more than 40% sequence identity amongst any pair and a negative set of 230 proteins with a structural resolution better than 3 Å and less than 35% identity between each pair. We select a slightly higher threshold of 40% to remove redundant structures in the positive set as there is a smaller number of solved structures related to membrane binding. The negative set in the DNA-binding dataset is a subset of the negative proteins found in the membrane-binding dataset; this negative set was first constructed in Stawiski et al. 41 An analysis of the distance between the proteins in the negative and positive sets for DNA-binding and membrane-binding is found in Bhardwaj et al., 6 and 7 respectively. The function of the proteins in the negative set cover a wide range from chaperoning protein folding to removing hydrogen. The datasets used in this work are available at http://proteomics.bioengr.uic.edu/pro-dna and http://proteomics.bioengr.uic.edu/pro-mem.
Feature Representation
A protein can be represented either as a sequence of labels or a set of atom types and coordinates. This representation is not favorable for machine learning because most supervised learning algorithms require the comparison of aligned features of the same length. In order to solve this problem, a protein structure is reduced to a fixed set of features encoding the characteristics of a protein, which might be important to its function. Here, to identify DNA-binding proteins, the protein structure is translated to a set of 42 numerical features encoding both sequence and structure. The sequence-based features include the amino acid composition (20 features), and the net charge calculated using the CHARMM 8 force field (1 feature). Likewise, the structure-based features comprise surface amino acid composition derived from DSSP 25 (again 20 features) and the size of the largest positively charged patch 6, 7 (1 feature). To identify membrane-binding proteins, we choose similar set of features including the net charge and the two kinds of composition. However, we use a slightly different cationic patch definition on the surface of membrane-binding proteins 7 (see Figs. 1 and 2). In addition, we also add the cumulative patch sizes of the first two, three and four largest patches as features to describe membrane-binding proteins. 7 
Classification Methods
A classifier is a supervised machine learning algorithm that attempts to generate a function (set of rules or model) from a set of training examples that best generalizes the model to unseen examples. Each example consists of an input pair, a feature vector and class label. Given an unseen feature vector ðx i Þ, the classifier attempts to identify the correct label (y). The following classifiers comprise a popular subset of available classifiers each of which has been implemented in our open source machine learning workbench MALIBU. 30 
Decision Trees
A decision tree 36 constructs from the training data a tree model where every internal node represents a decision and every leaf a classification. The learning process starts by finding a split on a single attribute that best classifies the training data; then the dataset is recursively split into two parts repeating these steps on each subset. There are a number of loss (or impurity) functions that are used to find the best split or the split with the minimum loss (or error). Specifically, the C4. 5 37 decision tree algorithm developed by Quinlan uses a loss function known as the information gain, which is motivated by information theory. The decision tree has several advantages. Firstly, it is fast to train and evaluate. Secondly, the model (or function) learned during the training process is usually compact and easy to interpret. Finally, a decision tree does not require much data preprocessing, natively handling most attributes types. Note that most machine learning algorithms have tunable parameters. In this work, the results reported using the C4.5 decision tree algorithm use the default values empirically found to work well on a number of datasets.
AdaBoost
The AdaBoost algorithm originally proposed by Freund and Schapire 19 iteratively constructs an ensemble of weak learning algorithms over a varying distribution of the dataset. Specifically, a weak learning algorithm is trained over some distribution of the dataset starting with the uniform distribution. After each training cycle, the distribution of the dataset is altered such that incorrectly predicted examples are given a higher weight and correctly predicted examples a lower weight. The AdaBoost algorithm has been shown to minimize an exponential loss function. 19 The AdaBoost algorithm possesses several advantages. Firstly, it is relatively simple to implement and works with many off-the-shelf classifiers. Secondly, AdaBoost achieves competitive (if not better) results when compared to other state-of-the-art classifiers. 33 Thirdly, AdaBoost does not require special knowledge or a significant amount of tuning when compared to SVM and neural networks.
The current implementation of our confidence-rated AdaBoost 39 classifier uses both C4.5 and our own implementation of the ID3 36 tree learning algorithm using entropy to find the best split. 20 From here on, we will refer to AdaBoost on C4.5 as AdaC4.5 and AdaBoost on our custom ID3 implementation as AdaTree. One final variant entails AdaBoost using one-level decision trees, often referred to as a stump, as the weak learning algorithm. Here, we will refer to this as AdaStump. The boosted tree algorithms are run for 800 iterations (more than three times the number of examples in the largest dataset). The decision trees used as weak learners are grown to produce an error of no less than 10%. Note that while we would like to grow the trees to the maximum depth, the AdaBoost algorithm requires a weak learner; this is left intentionally vague. However, we know trees have a large variance depending on the distribution of the dataset; for this reason we constrain the trees to produce an error of 10% to satisfy the requirements of the AdaBoost algorithm yet still build a complex classifier. One last point, the C4.5 algorithm does not take weights directly (like our custom implementation) so we use weighted sampling with replacement to change the training set distribution accordingly.
Support Vector Machines
The SVM 16 classifier uses the ''kernel trick'' to perform linear classification on non-linear problems. The linear classification is accomplished by finding the hyperplane that maximizes the distance between the closest points, the maximum margin hyperplane. It is equivalent to solving the quadratic optimization problem:
The above problem summarizes the soft-margin SVM where C is the cost parameter that helps tolerate noise within the data and Uðx i Þ is some non-linear mapping. Applying the Lagrange transformation gives the dual:
The ''kernel trick'' refers to the substitution of a kernel function K(x i ,x j ) for Uðx i ÞUðx j Þ providing an efficient approach to solve the quadratic programming problem without explicit use of the non-linear transform. 10 In this work we use the LIBSVM 13 implementation of SVM with the full range of available kernels. This implementation of SVM has a number of tunable parameters. The kernelÕs gamma parameter, c, selects one among a family of Gaussian or sigmoid functions. The soft-margin SVMÕs cost parameter, C, trades noise for error. Finally, the polynomial kernel has the degree, d. Note that in order to use the charge and patch size features, they must first be normalized; here we used min-max normalization (the composition features are already normalized).
Classifier Evaluation
The goal of the classifier is to find the function or model that best generalizes the training data. In order to determine how well a classifier generalizes the training data, it is necessary to evaluate the model learned over the training set on a held out test set. In order to provide a robust benchmark, each classifier is evaluated over several validation techniques and metrics.
Cross-Validation
In n-fold cross-validation (n-CV), the dataset is partitioned into n subsets. The classifier is trained n times leaving one subset out on each round of training. The omitted subset is used for testing to calculate the metric of interest and every value in the dataset contributes to the average of this metric. The crossvalidation technique is demonstrably superior on smaller datasets 21 to the more common hold-out technique (where just one portion of the dataset is held out for testing). Leave-one-out cross-validation (LOO) refers to cross-validation when n equals the number of examples in the dataset. It has several known deficiencies; 27 however, we use it here to compare with previous work. Moreover, these deficiencies are migrated by the use of other validation schemes.
In the following results, we use 2-, 5-fold, and LOO cross-validation. The 2-fold cross-validation is more likely a pessimistic estimate of the following results and could vary wildly depending on the splits. For this reason, every metric reported using 2-fold cross-validation is averaged over 100 runs of randomly select splits. For a similar reason, the metrics reported for 5-fold cross-validation are averaged over 40 runs. Note that averaging leave-one-out will not have any effect on the reported metrics; so, the results reported correspond to a single run.
Metrics
The performance of the classifiers is measured using four metrics. Specifically, the following threshold metrics include accuracy, sensitivity, and specificity.
Accuracy (Acc.), Eq. (3), is the ratio of correct predictions to the total number of predictions.
Sensitivity (Sen.), Eq. (4), also known as recall or true positive rate, TPR, is defined as the probability that a prediction is predicted positive given the example is positive. It is approximated by the fraction of true positives predicted as positive.
Specificity (Spe.), Eq. (5), is the probability that a prediction is predicted negative given the example is negative; it is approximated by the fraction of true negatives predicted as negative.
These metrics are referred to as threshold metrics because they depend on the threshold used in classification. In other words, a classifier generally produces a real valued prediction; the prediction is assigned to the positive or negative class by determining whether it is greater or less than some threshold (usually 0 or 0.5). Thus, if the threshold is changed the above metrics also change. In contrast, the fourth metric, area under the receiving operating characteristic curve (AUC), is an order metric. That is, it measures the ordering of the predictions relative to the true values of the examples. The receiving operating characteristic curve (ROC) is generated by sweeping a threshold from the most negative confidence-rated prediction to the most positive, calculating the true positive rate (sensitivity, yaxis) and false positive rate (1-specificity, x-axis). This metric is analogous to sorting every prediction by its confidence then swapping examples until they are segregated by their true class label. In fact, the AUC has an attractive property; it is insensitive to changes in the class distribution. 17 
RESULTS
DNA-Binding Protein Classification
The first problem of interest concerns the ability to discover proteins that bind DNA given a structure. Here, we compare several learning algorithms (Table 1) over varying sizes of the training set. The learning algorithms comprise four tree-based algorithms and SVM. Specifically, the C4.5 decision tree algorithm forms the weak learning algorithm for the AdaBoost procedure; its results demonstrate the effectiveness of boosting. Next, the boosted C4.5 algorithm (AdaC4.5) serves as a baseline to compare our custom decision tree implementation, which forms the weak learners in AdaTree and AdaStump. Finally, the odd man out, SVM, provides a connection to our previous study; 6 however, in this study we choose to maximize the accuracy rather than find a more balanced prediction.
The results in Table 1 demonstrate that our method is effective in discriminating DNA-binding proteins. That is, given a large random set of proteins (with the same distribution as our dataset) the best classifier, AdaTree, should correctly assign on average about 88 of 100 proteins to the appropriate category. Likewise, given a protein that binds DNA, this classifier will assign 66 of 100 correctly to that category. Finally, given a protein that does not bind DNA, about 96 of 100 will be correctly assigned to this category. Indeed, this is an unbalanced result originating from both an unbalanced dataset and a set of classifiers that minimize the overall error. In other words, each of these metrics depends on the distribution of the dataset. The area under the ROC curve (AUC) furnishes a metric independent of the dataset distribution. It also gives some indication of the tradeoff between sensitivity and specificity when varying the threshold. Specifically, the AdaC4.5 learning algorithm achieves almost a 90% AUC; that is, about 90% of the predictions are ordered correctly. This ordering is important both for achieving good results on other distributions of the dataset and allowing the learning algorithm to produce a meaningful confidence in its prediction.
Likewise, there are several more important trends in Table 1 . For example, one interesting result stems from the comparison of sensitivities for each classifier. That is, none of the observed sensitivities vary much from the C4.5 algorithm. In fact, in each superior learning algorithm (to C4.5), the increase in accuracy corresponds to a proportional increase in specificity. However, the better learning algorithms also have a larger AUC. Indeed, a larger AUC indicates that trading sensitivity for specificity will most likely have less effect on the overall accuracy over a larger range. Another interesting result in Table 1 originates from the relative independence of each classifier over each metric for different sizes of the training set. That is, for the first four algorithms, accuracy and sensitivity show the greatest change with training set size, yet this change is limited to only a few percent. If 2-fold crossvalidation is a pessimistic estimate and leave-one-out an optimistic estimate, then the results of 5-fold crossvalidation can be considered reliable and probably will not change much on a larger dataset. Note that only the AUC for the C4.5 algorithm improves dramatically with the increase in training examples. Finally, it is interesting to note that the results of the slowest algorithm (SVM) and the second fastest (AdaStump) match relatively well, i.e. on this dataset the speed ratio between AdaStump and SVM was on average about 1:25, respectively.
Membrane-Binding Protein Classification
The second problem of interest concerns the ability to discover proteins that bind membrane given a structure. In this study, we employ the same set of classifiers (Table 2) as the previous study with the same parameters and validation techniques. One noticeable difference between Tables 1 and 2 stands the relatively better accuracy in discriminating membrane-binding proteins. However, one might argue that this increased accuracy results from an even larger class skew highlighted by the larger imbalance between sensitivity and specificity. Nevertheless, the AUC is also higher and remains robust to such changes in class distribution. 17 Also, the decision tree consistently performs better achieving 88% accuracy. Looking at the accuracy metric alone, the boosted decision stumps perform very well over this dataset even outperforming SVM. However, the AUC captures the true performance of these learning algorithms showing SVM is much better than boosted stumps while boosted trees outperform all the algorithms. In fact, these results are consistent with another largescale benchmarking experiment 33 in which it was observed empirically that when AdaBoost on Trees does well, it performs much better than any other learning algorithm (personal communication with Rich Caruana). However, it has the potential to perform quite badly on datasets with significant class noise (mislabeled data). 32 
RNA from DNA-Binding Discrimination
Knowing that RNA-and DNA-binding proteins share many similar characteristics, we next investigate how well our current descriptor can discriminate these two protein classes. Table 3 compares the ability of the AdaTree algorithm to discriminate DNA-and RNA-binding proteins over various training set sizes. Specifically, the results in terms of accuracy and AUC are not very encouraging compared to our previous experiments. This is probably a defect in our feature representation. The rest of the metrics on Table 3 are less discouraging though. That is, we can say with 45% probability that a given RNA-binding protein will be predicted as RNA-binding. However, we can say with 82% probability that a given DNA-binding protein will be predicted correctly as DNA-binding.
The features that best discriminate RNA-and DNA-binding proteins based on an AdaStump model (data not shown) correspond to the content of arginine, histidine, tryptophan, and tyrosine. From biophysical point of view, arginine and histidine make favorable hydrogen bond contacts with double stranded DNA. 24 Likewise, histidine makes favorable hydrogen bond contacts with single stranded DNA 24 and tryptophan has favorable van der Waals interactions. 24 Finally, tyrosine makes favorable hydrogen bond contacts with the sugar groups on RNA. 24 Thus, the features captured in AdaStump model can be explained from biophysical interactions.
Using the model built to discriminate DNA-binding proteins from proteins that do not bind DNA (excluding RNA-binding proteins), 14 RNA-binding are predicted as DNA-binding and 23 as non-binding. This is a slight improvement over previous work 6 , which predicted 16 and 21, respectively. However, the final accuracy value of 70% is still much worse than the 91% accuracy 6 reported previously. This could be the result of AdaBoost overfitting on the nosier dataset.
Interactions Depicted in the Boosted Stump Model
Figures 3 and 4 illustrate the models learned by boosting one-level decision trees (decision stumps) over the protein-DNA and protein-membrane datasets, respectively. The root of each decision stump contains a decision: if true the left leaf is used otherwise the right leaf is used. Every leaf gives a confidence in its prediction and serves as a weight for the AdaBoost algorithm. The final decision is reached by summing over all the chosen leaves: if the total is greater than zero the protein is predicted as binding DNA (Fig. 3) or membrane (Fig. 4) otherwise not. The models in Figs. 3 and 4 were stopped after 13 iterations to give a more interpretable model. The LOO accuracy of the model stopped at 13 iterations reaches 83% (compared to 85% for the full model) over the protein-DNA dataset and 90% (91.6%) over the protein-membrane dataset. Thus, these models contain a majority of the information used in the final models of the AdaStump algorithm. One observation that can be made over both models is the predominance of sequence-based features over the structure-based. That is, in Fig. 4 , none of the surface patches play a significant role in discriminating membrane-binding proteins. Further, the surface patch is not used in the DNA-binding model until much later and it is not as confident as some other features. Another observation entails the duplication of features. In both models charge appears twice. This serves to illustrate one method the AdaBoost algorithm employs to achieve good generalization; specifically, it widens the l 2 margin 19 by refining and expanding the rules learned.
Several interesting rules can be extracted from Fig. 4 (membrane-binding) . For example, if a protein has more than 5.3% surface valine or more than 15% surface serine, it is more likely to bind membrane. Both of these are smalls, neutral amino acids and may be At the root of each node, a single decision is made testing whether the feature in question is less than a learned threshold; if so, the value on the left leaf is used, otherwise the right leaf is used. The final decision is made by summing up these values; if the final value is greater than zero, the protein is predicted to bind membrane otherwise it is predicted not to bind membrane. The s in sASN stands for surface amino acid composition of asparagine.
important to binding. Since the protein does not immerse itself in the membrane, we do not expect a significant number of surface hydrophobic residues and in the model we do not find any. Likewise, in both models we see a number of exclusionary rules. Such rules do not directly give us any information about the DNA-or membrane-binding proteins but do perform a useful function by weeding out proteins that are far away in some characteristic. Specifically, both models exclude proteins with a larger proportion of glycine, i.e., proteins that are overly flexible in some way.
DISCUSSION
This current work improves on previous work focused on discriminating DNA-and membrane-binding proteins in a number of ways. First, we have demonstrated that the boosted decision tree algorithm outperforms the other classifiers, achieving 93% and 88% accuracy for membrane-binding and DNA-binding, respectively. This study also provided a rigorous benchmark comparing each classifier over a set of important metrics and varying the training set size. Second, we were able to take advantage of the nonlinear nature and simplicity of the boosted model to graphically illustrate which features are actually important in the learned models. Specifically, we have found that proteins with larger proportions of valine and serine on the surface are more likely to bind membrane. Likewise, we found that sequence-based features dominate the AdaStump model. This seems to motivate a corresponding sequence-based approach except that here we are dealing with known structural domains. In order to develop a truly sequence-based approach, we would have to find a way to deal with larger sequences that contain an unknown number of domains, only one of which may contain the function of interest.
Among the classifiers, the boosted decision trees performed the best on nearly every metric and for each training set size. We also discussed how the area under the ROC serves as a better metric for unbalanced datasets in that it is unaffected by the underlying class distribution. This is important for future work since there is most likely a larger skew between DNAbinding (or membrane-binding) proteins and other proteins. Also, a larger AUC indicates that the learning algorithm will produce better confidence values and make more robust predictions because it measures the relative ordering of predictions.
Finally, we tackled the issue of how RNA-binding proteins are handled by our classifier. Without including them in the training, we found a majority would be predicted as not DNA-binding. Furthermore, we showed that a classifier trained on DNA-vs.
RNA-binding could correctly predict a given DNAbinding protein with 80% probability.
