Abstract-Human motion prediction from visual tracking is a challenging problem with a wide array of applications such as robotics, video surveillance and situation understanding. Recently, planning-based methods -which assume that people move by planning over a cost function-have emerged as one of the most promising alternatives. Nevertheless, state of the art planning based algorithms have shortcomings regarding their computational complexity and ability to predict for arbitrary time intervals. This paper addresses these shortcomings by leveraging alternative planning techniques (Fast Marching Method) and formulating efficient algorithms for goal estimation and full spatiotemporal prediction with lower complexity than comparable approaches. In preliminary experiments, the proposed method significantly outperforms the accuracy of the current state-of-the-art approach while reducing the computation time by a factor of 30 using a parallel version of our algorithm.
I. INTRODUCTION
In recent years, mobile robotics has seen an important shift in the way it considers humans. People are no longer seen as mere inanimate obstacles to avoid, but as essential environmental elements to interact and collaborate with. Moreover, in most cases, the safety, comfort and, in general, the well-being of people should take precedence over the robot's task. Hence, in order to successfully cohabit with humans, robots require models to estimate people's future position and velocity and plan their own motion accordingly. This has motivated the emergence of a significant number of motion prediction approaches in the last ten years [1] . The problem has also been widely studied by the computer vision community in areas such as video surveillance [2] and multiple object tracking [3] .
A closer look at the literature shows that proposed methods actually address different sub-problems. For instance, Goal Estimation [4] focuses on determining the final place in the environment that an agent aims to reach. In this paper, we address the problem of estimating the agent position at specific future times, which we will henceforth call Spatiotemporal State Prediction (Fig. 1) . Previous approaches belonging to this category differ on the kind of variables which they take into account: while early work was primarily based on kinodynamic variables [5] , later approaches introduced further elements such as: interaction with other dynamic agents [6] , [7] ; typical motion patterns [8] , [9] ; static features of the environment such as walls [10] , [11] ; or all of the previous factors [12] , [13] . This paper is close in spirit to the planning-based approach of Ziebart and Kitani [10] , [11] which extends Markov Decision Processes to predict motion assuming a static environment with known destinations. Our paper addresses two drawbacks of those works: their high computational complexity and their limited capability to predict for a specific time. Our general contribution is a motion prediction framework enabling any cost-to-go planning algorithm to represent the uncertainty related to human motion. Our specific contributions are: 1) A simple and efficient goal estimation procedure based on the gradient of the local cost-to-go function. 2) A sound mechanism to fuse the output of different spatiotemporal state predictors based on "Bayesian Fusion with Diagnosis" [14] . 3) Two spatiotemporal motion models: one based on the agent's velocity and the other on its estimated goal. 4) Experimental validation of our approach against a stateof-the-art algorithm using tracking data from the VIRAT data set [15] .
The rest of this paper is structured as follows: Sec. II describes the ideas behind planning based approaches and the current bottlenecks motivating our work; Sec. III describes our general probabilistic model and other theoretical contributions; experiments and their results are presented in Sec. IV; finally, we present our conclusions and outlook in Sec. V.
II. PLANNING-BASED PREDICTION APPROACHES
Planning-based approaches are built around the assumption that people and other intelligent agents, when they move, minimize a cost function which depends on the context. Thus, if the cost function and the context are known, future motion may be predicted using the vast arsenal of existing motion planning algorithms.
Besides its intuitive appeal, one of the main advantages of this assumption is that it lays down a sound theoretical framework to deal with the different variables which may be considered relevant to human motion. Nonetheless, this formulation implies at least two underlying challenges: (a) the trade-off between the computational cost of motion planning algorithms and the real-time requirements of many applications; and (b) the difficult problem of expressing the cost function and tunning its parameters. This paper focuses on the first challenge and assumes that the cost function is known a priori 1 . This choice is motivated by our intended application, autonomous robot navigation, where opportune predictions are critical to plan safe motion. Such real-time requirements are also important for other applications such as motion tracking.
We will focus our discussion on the work of Kitani et al. [10] , [11] which, from our point of view, summarizes the state of the art on planning-based prediction. The interested reader is referred to [2] , [1] for comprehensive reviews of motion prediction approaches from the computer vision and robotics perspectives.
The works of Ziebart and Kitani are based on the use of a Markov Decision Process (MDP) defined over a regular discretization (i.e. grid) of the agent's workspace in order to infer goals and predict motion. They model cost as a linear combination of features (presence of obstacles, kind of terrain, etc.) which encode the context and may be extracted from camera images using semantic segmentation approaches. They apply Inverse Reinforcement Learning to estimate the combination weights which, in theory, can then be used to compute the cost for a different environment without further learning. Despite its generality, this approach has the following important drawbacks concerning prediction: (a) its high computational complexity due to the use of an iterative inference algorithm requiring an unbounded, but usually consequent, number of iterations; (b) its limited ability to predict the state for a specific time: temporal predictions are only addressed in [10] , where they propose a method that, essentially, assumes that all agents move at the same speed; and (c) they assume that, while moving, agents are not able to change their intended destination.
Despite these drawbacks, this approach -which we will henceforth denote as MDPMP (Markov Decision Process Motion Prediction)-is very attractive because of its use of a unified formalism for both planning and uncertainty modeling. With this paper, we aim to propose an alternative which keeps these advantages while addressing the corresponding weaknesses.
III. PROPOSED APPROACH
Our approach aims to propose solutions to the three stated weaknesses of MDPMP, namely: 1) High computational complexity. This is dealt with by using the Fast Marching Method (FMM) [16] , [17] an efficient deterministic planning algorithm which computes the cost-to-go to a given location for every cell of a grid representing the agent's workspace. This grid is then used in a novel goal prediction algorithm (Sec. III-B) and to produce a path-like prediction equivalent to the output of MDPMP (Sec. III-D). 2) Limited ability to model the temporal evolution along the predicted path: this is addressed through the use of a velocity-dependent probabilistic motion model which is used to estimate a probability distribution of the future agent's position (Sec. III-C). This is then fused with the cost-based model proposed in Sec. III-D to produce a full spatiotemporal prediction (Sec. III-E). 3) Constant-goal assumption. We propose a gradient-based goal prediction approach (Sec. III-B) which does not rely on filtering, making it capable of quickly recognizing intended destination changes as they happen. In the rest of this section, we describe our global probabilistic model and the notation used throughout this document.
A. Probabilistic model and Notation
In its most basic form, state prediction aims to compute the probability distribution of the future agent's position knowing the current one ( Fig. 1 ). This may be expressed as:
where ⃗ X t and ⃗ X t+H are vectors in R 2 representing the agent's positions at times t and t + H (i.e. current and future positions). H is often called the prediction lookahead or time horizon.
The proposed approach augments this basic model with the following variables:
• Velocity ⃗ V t ∈ R 2 : The agent's velocity at time t.
• Goal G t ∈ 1, · · · , |G|: The agent's intended goal at time t. The time sub-index indicates that we assume that the agent may change its intentions while it is moving. |G| is the total number of goals.
• Velocity model consistency variable I V ∈ 0, 1: A binary variable indicating whether our velocity model is consistent with the real velocity of the agent. As explained in Sec. III-E, this kind of variable is part of the "Bayesian Fusion with Diagnosis" formalism.
• Cost model consistency variable I C ∈ 0, 1: Another consistency variable for model fusion indicating whether our path cost model is consistent with the real cost incurred by the agent. Having defined our six variables (including ⃗ X t , ⃗ X t+H ) we may now describe the Joint Probability Distribution (JPD) of our global model (Fig. 2) :
The JPD can be seen as the composition of four different models:
• The position priors (3), modeled as uniform probability distributions over the agent's workspace.
• Goal Prediction (4), described in Sec. III-B.
• The Velocity-based prediction model (5), described in Sec. III-C • The Cost-based prediction model (6), described in Sec. III-D It is straightforward to apply Bayesian inference to predict the future state from the current state and velocity (setting I V = I C = 1):
where Z is a normalization variable. The remaining subsections describe the individual submodels of Eq. (2).
B. Goal Prediction
Our Goal Prediction model is based on the use of a planning approach to compute the minimum cost-to-go C ⃗ Xi→Gg from a given position ⃗ X i to a given goal region G g in the environment. For grid-based representations of the agent's workspace and non-uniform cost functions, Dijkstra's algorithm is often used to compute the cost-to-go from every cell to a given region. Such approach is very efficient, having run-time complexity of O(n log n), where n is the number of cells in the grid. However, Dijkstra's algorithm suffers from severe aliasing problems (i.e. digitization bias) due to its coarse discretization on the number of directions (usually four or eight). Instead, we use the Fast Marching Method [16] , [17] which is much more accurate while keeping the same run-time complexity.
In addition to the cost-to-go for every goal, our approach also computes, for every cell in the grid, the unitary gradient vector∇ Gt of the cost-to-go function using second order differences and normalizing the result. Since we assume that neither the costmap nor the set of existing goals change, it is possible to compute all these values during the initialization stage of the algorithm, instead of doing it at every time step.
Our goal prediction approach is based on the assumption that the orientation of an agent aiming to reach goal G t , is normally distributed around the optimal direction, given by the negative gradient vector. This yields the following model:
where N denotes the normal distribution, the covariance Σ 2 G is a system parameter expressing the sensibility to misalignments, and the mean value:
is the optimal direction multiplied by the velocity's norm as a way of penalizing higher speeds which will lead to the object getting farther away from the goal when the vectors are misaligned. This model may be seen as a predictive version of the approach proposed in [18] for crowd simulation. An advantage of using the cost-to-go gradient is that, as opposed to MPDMP, it is possible to represent time-varying goals. On the other hand, this means that our approach does not rely on filtering, potentially making it less robust to noise. In practice, however, velocities are often computed upstream (i.e. by the tracking algorithm) using some sort of filter, considerably limiting this problem.
C. Velocity-Based Model
As its name indicates, the velocity-based model predicts the future position on the basis of the current position and velocity. It assumes that the agent will keep its current speed and that the total distance D( ⃗ X t , ⃗ X t+H ) it will travel during the time horizon is normally distributed, with mean:
So that the full model is:
where σ 2 D is a model parameter expressing the uncertainty on the predicted distance and D(·) is the cost-corrected distance, which accounts for the fact that minimum cost paths avoid high-cost regions of the environment.
For a homogeneous cost function, the corrected distance is just the Euclidean distance, and the distribution is shaped as a circle centered in the current position ⃗ X t (Fig. 3b) . For non-homogeneous cost-functions, we assume that the agent will cover a shorter distance if the average cost of its path is higher than that of its current position, but it will keep its speed otherwise:
where L is the side of a grid's cell, C ⃗ Xi→ ⃗ Xj is the cost to go from ⃗ X i to ⃗ X j , and M( ⃗ X i ) is the value of the costmap at ⃗ X i .
D. Cost-Based Model
Our cost-based model aims to compute the probability that an agent passes through position ⃗ X t+H when traveling from its current position ⃗ X t to a goal G t . The key hypothesis is that this probability depends on the total cost of the trajectory C ⃗ Xt→ ⃗ Xt+H →Gt . In particular, we assume trajectories to be normally distributed around the optimal cost: (13) according to the following expression:
where σ 2 C is a model parameter which regulates the width of the path towards the goal.
The cost of the path that goes from ⃗ X t to G t passing through ⃗ X t+H may be efficiently computed thanks to the triangle's inequality as the sum of the two partial costs:
Since the first term has been precomputed (c.f. Sec. III-B), we only need to compute the second one. Assuming that costs are symmetrical (i.e. C ⃗ Xi→ ⃗ Xj = C ⃗ Xj → ⃗ Xi ), this only requires executing the planning algorithm once per prediction step for the entire grid.
E. Model Fusion
As they are formulated, both the cost-based model of Sec. III-D and the velocity-based one of Sec. III-C have the same dependent (i.e. left-side) variable, making it impossible to put them together in a joint probability decomposition. Bayesian Fusion with Diagnosis [14] , provides an elegant and sound solution to this precise problem, which may be summarized as follows: for every fused model, we introduce a binary consistency variable with the following semantics: a value of one means that our model is consistent with the observed data and a value of zero means that it is not.
What is more relevant in our case, is that it provides a straightforward way of fusing the models by simply multiplying them together, as illustrated by Fig. 3 .
In order to apply it to our particular model, we simply recast (11) as:
which is the parametric form for (5), where η is a normalization term. Similarly, for (14):
which is the parameteric form for (6) . Given that both I V and I C are binary variables, the corresponding expressions for I V = 0 and I C = 0 may be obtained by subtracting the above probabilities from one. In our case, however, this is not necessary, since we simply set both variables to one querying the model to indicate that the model is consistent (which we believe it is) as indicated in Eq. (7).
IV. EXPERIMENTS
We have conducted a preliminary comparison of our approach against MDPMP using the data set provided by Kitani [19] which is a subset of the one used in [11] , which comes from the VIRAT ground video surveillance data set [15] . The published data contains 14 trajectories extracted from video recorded in a parking lot (Fig. 4) . It includes the following information:
• Trajectories, obtained from a visual tracker and consisting of sequences of agent positions. Positions have been projected into the floor plane. In order to smooth them and compute velocities, we have post-processed this data by applying a standard Kalman filter. The resulting sequences have the form:
where T i is the total number of points in trajectory i. been obtained by post-processing the output of a semantic segmentation algorithm [20] on the floor-projected input images. The weights have been learned using an inverse reinforcement learning approach described in [11] . Finally, since our algorithm requires strictly positive cost values, the real-valued reward grid has been converted by applying the following identity:
Where C ij and R ij are the cost and the reward values of cell i, j and ϵ is a small regularization value (0.1 in our experiments) to avoid division by zero.
A. Implementation Details.
We have implemented the proposed approach in Python and C++. We have also developed an OpenCL-based GPUaccelerated version of the approach which, in our experiments, reduces the computation time by a factor of 5. For our algorithm, parameter values have been set by trial-anderror: Σ 2 G = 0.2 and σ 2 C = 30. For MPDMP, we have used the code and parameters provided by the authors [19] .
We are currently cleaning up our code and it will be made publicly available at the time of the final version of this paper, if it is accepted.
B. Evaluation metrics.
The forecast distribution obtained in MPDMP is equivalent to the cost-based model of eq. 14 and both can be interpreted as representing the probability of an agent visiting a given cell when traveling from its current pose towards a destination. In our experiments, we aim to evaluate the accuracy of these distributions by comparing them against the actual observed motion. This is done by taking, for every trajectory in the data set, the start and end position and using the respective algorithms to compute the forecast distributions (third and fourth columns of Fig. 4) , which are then compared against the complete input trajectory using the following metrics:
• Negative log-loss (NLL): measures the expected loglikelihood of a trajectory given the model. In the case of MPDMP, it is computed as:
while, for our approach, it is computed from eq. 8 as:
in order to have a fair comparison with the 8-action MPDMP policy, we have discretized velocities in only spatial evaluation criterion like the MHD has the drawback that a high-cost trajectory and a low-cost one which are equidistant to the reference trajectory would have the same score. In order to address this problem, we propose to use the PNLL, defined as:
which is the expected value of the normalized forecast distribution F -obtained by normalizing the respective forecast/cost-based model grid-and F ⃗ Xt denotes the value of the cell containing ⃗ X t .
• Time: the required time to compute the forecast distribution, excluding all precomputed values. Since we have no parallel version of MPDMP, we are using the sequential version of our algorithm in order to be fair.
C. Results.
Our results, summarized in Table I , show that, in our experiments, the proposed approach outperforms MDPMP's accuracy while requiring considerably less computation time. Moreover, the computed p-values indicate that our results are significant, with the possible exception of the MHD metric, whose score is slightly higher than the our assumed significance level of 0.05. The accuracy difference may be better understood by looking at Fig. 4 . We can see that our approach yields forecast distributions which are relatively wide, while MPDMP probabilities are much less spread out. In consequence, they yield bad NLL and PLL scores when the actual trajectory is not in the narrow high-probability band. For instance, we can see that the actual agent trajectory of row one in Fig. 4 cannot be explained by the MPDMP forecast distribution, while in the proposed approach it has a low but significant probability. Similarly, in the second example we see that MPDMP completely excludes the possibility that the agent passes in front of the vehicle (lower part of the image), which is not the case for the proposed approach.
There is, however, at least one case in which our approach does not perform as well as MPDMP. It happens when the agent suddenly becomes partially obstructed or the other way around, leading to wrong velocity estimates which, given our algorithm's lack of filtering, are immediately reflected in the prediction. Yet, this problem is often corrected after a couple of frames.
Finally, we would like to highlight that these are preliminary results. Notably, we need to conduct further experiments to assess the respective differences concerning goal estimation.
V. CONCLUSIONS This paper has introduced a novel approach for motion prediction allowing for full spatiotemporal prediction of human motion. Experimental results are very promising with our approach consistently outperforming the state-of-the-art alternative in terms of accuracy. As for computational cost, the sequential version of our algorithm ran 6 times faster than MPDMP while the speed up was of 30 times for the parallel version.
Current work focuses in two main aspects: (a) peforming more extensive experiments on real robots and evaluating goal prediction; and (b) improving the cost-based model, in particular by using a lognormal distribution instead of a normal one in order to take into acount the fact that, by definition, no trajectory may have a cost-to-go that is inferior to the optimal.
Future work will follow three main directions: (a) extending the framework to realize costmap learningà la Inverse Optimal Control; and (b) take advantage of the very fast prediction times (10ms per prediction for the parallel version) in order to address the more complex and realistic case of agent interaction.
