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1. Introduction
Contribuer à l’amélioration des techniques mises en œuvre pour le développement d’appli-
cations est la principale motivation de mon activité ; elle en constitue le fil conducteur au
cours de ces années. Je développerai plus avant cet aspect dans la section 1.1 mais je m’in-
téresse plus particulièrement à l’étude des différentes techniques qui d’une part, pourraient
améliorer la robustesse, la lisibilité, la documentation, les capacités d’adaptation et d’évolu-
tion des applications et d’autre part, réduiraient le temps nécessaire à leur mise en œuvre
sur des plates-formes logicielles. À ce propos je considère comme essentiel de i) s’intéresser à
la description de la sémantique des entités ii) proposer des solutions qui permettent d’adap-
ter la granularité de ces entités et surtout de leur manipulation en fonction de la phase du
processus de développement logiciel dans laquelle on se situe et, iii) réduire le fossé entre les
phases de conception et de programmation pour obtenir un processus continu de développe-
ment, par exemple par transformation de modèles. La manière d’aborder le développement
d’applications a évolué au fur et à mesure de l’apparition de nouveaux besoins ou de nouvelles
contraintes techniques ou économiques [229]. L’évolution des besoins des applications a suscité
l’apparition de nouveaux paradigmes comme par exemple la programmation par séparation
des préoccupations, la programmation par composants ou la programmation orienté modèles,
pour compléter ou succéder à la programmation orientée objets [84].
Dans la section 1.2, j’évoquerai l’évolution continue des techniques informatiques et son
impact sur mes activités et plus généralement sur celles du développement du logiciel. Ma
contribution peut être découpée en trois thèmes fortement interconnectés sur lesquels j’ai
travaillé tantôt successivement, tantôt en parallèle, au gré des réflexions et des opportunités
de collaboration. Il s’agit de i) l’intégration de nouveaux services dans une application à
travers plusieurs approches, ii) la capture de la sémantique opérationnelle des classes et des
relations et de ses applications notamment pour améliorer la réutilisation et, iii) la description
du savoir-faire métier et sa séparation du reste de l’application.
La section 1.3 revient sur chacun de ses thèmes et décrit l’organisation de ce document.
1.1. Fil conducteur de mes activités
L’écriture d’une application est un exercice difficile qui doit bien sûr répondre aux spé-
cifications du problème posé mais aussi mettre tout en œuvre pour que l’implantation soit
la plus rapide possible et qu’elle ait un certain nombre de qualités comme par exemple la
réutilisabilité de son code, son adaptabilité à différents contextes, mais aussi sa capacité à
évoluer au gré de la modification des besoins. Les travaux permettant d’atteindre cet objectif
peuvent être entrepris principalement pendant la phase de conception (méthode de concep-
tion [235]), ou pendant la phase de programmation (environnement de programmation [121]
et langages de programmation à objets [210, 16, 154]). En d’autres termes, on peut s’intéresser
aux améliorations à apporter au niveau du programme ou au niveau du modèle mais aussi au
passage progressif de la phase de description du modèle à celle de l’écriture du programme. Ma
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contribution a porté successivement sur ces trois facettes de la réalisation d’une application ;
essayons de la situer par rapport à l’état de l’art.
Activités centrées sur les langages
Pendant la période qui s’étend de mon DEA aux premières années qui ont suivi la fin de ma
thèse, je me suis intéressé plus particulièrement aux langages à objets, à classes et en parti-
culier au langage Eiffel. Dans ce cadre j’ai notamment étudié comment introduire un service1
pour la persistance des objets qui ait une expressivité suffisante, qui soit efficace et surtout
qui n’altère pas la réutilisation [183].
Les besoins croissants des applications pour prendre en compte la distribution des données
[199], leur stockage ou encore leur évolution [42], m’ont rapidement donné la certitude que les
services à ajouter allaient être de plus en plus nombreux et qu’il était donc très important
d’ouvrir les langages afin de leur permettre de modifier leur comportement. Les principales
approches que l’on retrouve dans la littérature reposent sur un protocole métaobjet, sur la ré-
flexité et plus généralement sur l’identification d’un métaniveau dans les langages [145, 70, 54].
On verra ci-dessous comment cette constatation nous a conduits à la réalisation du modèle
OFL dont l’objectif est la modélisation des langages à objets [93].
Pour l’instant, nous avons évoqué l’introduction de services seulement dans le cadre du pa-
radigme objet mais progressivement d’autres paradigmes plus adaptés à l’ajout de nouveaux
services sont apparus ; on peut citer par exemple la programmation par aspects ou par com-
posants. C’est ainsi que bien plus tard d’un point de vue chronologique, nous nous sommes
intéressés à la généralisation de l’intégration de services (fonctionnels ou non fonctionnels)
toujours dans le cadre des langages à objets mais cette fois en utilisant des approches par sépa-
ration des préoccupations [261]. Une des principales motivations de ce travail a été d’améliorer
la réutilisabilité de hiérarchies de classes en leur permettant de mieux s’adapter au contexte
d’utilisation.
Par rapport au cheminement de mes activités on peut retenir quatre idées clés : i) augmenter
l’expressivité des langages à objets, ii) l’ajout d’un service (non fonctionnel) de persistance,
iii) la préservation de la réutilisabilité des classes d’une application, iv) la séparation des
préoccupations.
Activités centrées sur une continuité entre la modélisation et la programmation
Ces activités ont débuté comme je l’ai dit plus haut avec la volonté d’ouvrir les langages ou
en d’autres termes de paramétrer ou d’adapter leur comportement. Elles induisent implicite-
ment un glissement de mon domaine de recherche vers la réflexivité et la métaprogrammation.
Un des principaux objectifs est de réduire le fossé qui existe entre les méthodes de conception
et les langages de programmation en utilisant une approche par métaprogrammation ou par
métamodélisation, selon le côté vers lequel on porte l’effort.
D’abord basé sur le langage Eiffel, ce travail a ensuite évolué vers la modélisation des langages
à objets. Dans l’état de l’art, on constate que l’effort a souvent porté sur l’ouverture des classes
afin de permettre d’adapter le comportement de leurs instances [140, 70, 73]. Il nous a paru
prometteur d’ajouter le paramétrage des relations entre classes comme par exemple l’héritage
1Un service correspond à un ensemble de fonctionnalités dédiées qui sont souvent transversales et orthogonales
à la fonctionnalité principale de l’application.
10
1.1. Fil conducteur de mes activités
ou l’agrégation, etc. C’est ainsi qu’à partir d’une étude approfondie des langages existants
nous avons mis en évidence des paramètres, des propriétés et des actions sémantiques qui per-
mettent ensemble de décrire d’une manière plutôt satisfaisante la sémantique opérationnelle
des classes et des relations [93].
Naturellement les caractéristiques qui sont très spécifiques à un langage donné ne peuvent
pas être pris en compte par ces paramètres ou propriétés. Dans les langages, ils sont le plus
souvent mis en évidence soit explicitement par un qualifieur (ex : private, public. . .), soit im-
plicitement comme c’est souvent le cas pour les règles de visibilité. Nous avons proposé une
approche qui s’appuie notamment sur des méta-assertions pour définir ces spécificités [260, 96].
De plus, dans la continuité des activités relatives à l’intégration de services dans les lan-
gages, il nous a semblé essentiel de chercher à prendre en compte dans la modélisation d’un
langage, la sémantique des services dont on voudrait pouvoir disposer. C’était l’objectif de
la thèse d’Adeline Capouillez qui a travaillé sur une approche basée sur la séparation des
préoccupations pour adapter la sémantique opérationnelle des classes et des relations afin d’y
inclure celle des services [58].
Une fois le modèle OFL posé et en nous appuyant sur le savoir-faire que nous avons acquis
en le définissant, nous avons étudié et mis en œuvre des applications du modèle OFL qui
peuvent notamment s’intégrer dans des environnements de programmation. On peut citer en
particulier i) une réflexion autour de la possibilité de rendre générique une relation d’héritage
(de la même manière que l’on décrit des classes génériques) [162], ii) la définition d’un méca-
nisme d’annotation des relations qui peut s’adapter à de nombreux langages mais qui a plutôt
été pensé en se basant sur le langage Eiffel [94], iii) la spécification d’une relation d’héritage
inverse avec pour objectif principal de favoriser la réutilisation et l’évolution de hiérarchies
de classes [74], iv) la génération de profils UML à partir de la spécification d’un langage avec
OFL afin de permettre au concepteur de bénéficier à la fois des outils dédiés à UML et de la
précision de la sémantique offerte par le modèle OFL [260, 97] et, v) la définition d’un lan-
gage de description de règles de protection entre les entités constituantes d’un langage [13, 14].
Par rapport à ces activités on peut retenir quatre idées clés : i) la modélisation des langages
à objets, ii) le paramétrage des classes et des relations entre classes, iii) la modélisation des
services par séparation des préoccupations et iv) des applications pour les environnements de
programmation.
Activités centrées sur les modèles
Le travail de métamodélisation réalisé dans le cadre d’OFL et surtout les applications que
l’on voulait pouvoir mettre en œuvre à partir des informations associées à un langage2 défini
à l’aide d’OFL, nous ont fait prendre conscience de la nécessité de bien séparer le langage
des applications qui lui sont dédiées. Par ailleurs, les langages de programmation ne sont plus
forcément l’axe prépondérant du développement car les besoins deviennent multipolaires, les
plates-formes logicielles évoluent et surtout le savoir-faire métier (la connaissance des concepts
objets pour OFL) doit être capitalisé. Les motivations pour capitaliser le savoir-faire métier
sont multiples, on peut citer par exemple la réactivité face aux évolutions du marché, la di-
minution des coûts, l’interchangeabilité des interfaces. Ces différentes constatations nous ont
2Le mot langage doit être compris comme langage abstrait ou modèle de langage.
11
1. Introduction
conduits à exploiter le savoir-faire acquis pour modéliser les langages pour spécifier des mo-
dèles métiers. En d’autres termes, cela signifie que nous nous positionnons au niveau méta pour
permettre la définition de modèles métiers et nous offrons des moyens de i) choisir l’ensemble
des paramètres et des propriétés qui définissent le caractère générique d’une entité3, ii) mettre
en évidence un petit nombre d’actions sémantiques qui sont indépendantes des applications4
et iii) définir des contraintes entre ces entités. C’est pour répondre à cette problématique que
nous avons décrit une première version du modèle SmartModels [188] et qu’une première
implémentation (encore incomplète) [189] a été réalisée à l’aide de SmartTools [28]. La mo-
délisation des modèles métiers est un des thèmes sur lesquels nous désirons travailler dans les
prochaines années, en nous appuyant sur les apports des approches MDA, par composants et
par séparation des préoccupations.
Par rapport à ces activités on peut retenir quatre idées clés : i) la modélisation de modèles
métiers, ii) l’indépendance entre les modèles métiers et leurs applications, iii) la collaboration
entre plusieurs applications et/ou modèles métiers et, iv) les développements dirigés par le
domaine (DDD [101]).
1.2. Mes activités dans un contexte en forte évolution
Je propose ici de revisiter ma contribution par rapport à l’évolution du contexte et des ap-
proches pour le développement d’applications. Au début des années 1990, les langages à objets
était au centre de beaucoup d’activités de recherche et les services dont on désirait disposer
dans un langage étaient relativement limités (persistance, parallélisme, interface graphique,
distribution des données) et, surtout, les technologies employées étaient le plus souvent proprié-
taires. Les méthodes d’intégration allaient de la simple bibliothèque à l’extension syntaxique
en passant par la modification de l’exécutif ou correspondaient à une quelconque combinaison
de ces trois méthodes. Dans ce contexte, je me suis intéressé à la mise en œuvre d’un couplage
fort entre un langage à objets et un système de gestion de bases de données par modification
de l’exécutif et le développement d’une bibliothèque dédiée [183]. Dans l’ensemble de ces ap-
proches, on constate que le langage est le centre de tout, qu’elles résistent mal à un passage à
l’échelle c’est-à-dire à la multiplication des services et, que le coût de l’ajout d’un service est
prohibitif.
L’apparition de nouveaux paradigmes
La réutilisation du code écrit est certainement un des chantiers majeurs de l’approche à
objets mais la multiplication des besoins des applications accélérée par la montée en puis-
sance d’Internet (distribution des données et des programmes) a mis en évidence ses lacunes.
En particulier, la présence d’une seule unité d’encapsulation (la classe) ne permet pas une
intégration efficace de services non fonctionnels (gestion de la sécurité, suivi de session, etc.),
ce qui amène la plupart des adeptes de l’approche objets à chercher à étendre les langages à
objets ou même à introduire de nouveaux concepts au dessus de l’objet. Ainsi plusieurs para-
digmes comme la programmation par séparation des préoccupations ou la programmation par
3Par exemple dans OFL, les notions de classes et de relations sont des entités génériques dont la généricité
est définie par l’ensemble des paramètres et des propriétés.
4Par exemple dans OFL, on peut considérer que l’action sémantique qui réalise le lookup (recherche de
primitive dans l’arbre des classes) est indépendante des applications qui utiliseront le modèle.
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composants viennent respectivement combler des lacunes en matière d’encapsulation et ou de
développement par boîtes noires par opposition au développement par boîtes blanches associé
aux langages à objets. Dans ce contexte, je me suis intéressé à l’apport de la séparation des
préoccupations dans le but d’améliorer la réutilisation et les capacités d’adaptation de services
fonctionnels ou non fonctionnels dans une application à objets [261]. Par ailleurs, nous avons
cherché à introduire dans le modèle OFL dont la problématique est abordée ci-dessous un
mécanisme basé sur la séparation des préoccupations, dont le but est de pouvoir ajouter une
description de la sémantique opérationnelle d’un service (persistance, distribution, etc.) à celle
qui caractérise un langage [58]. Cet intérêt pour l’utilisation des approches pour la séparation
des préoccupations se retrouve dans les travaux que nous menons depuis un an autour de la
modélisation des langages métiers et qui seront passés en revue ci-dessous [188].
La prolifération des standards
L’augmentation non seulement du nombre de standards mais aussi de leur influence sur le
monde de la recherche est aussi un élément à prendre en compte dans cette évolution. On
trouve principalement dans le domaine qui nous préoccupe, à savoir le développement logiciel,
deux organismes fortement couplés avec le monde insdustriel : l’OMG et le W3C qui proposent
des standards respectivement dans le domaine de la modélisation comme MOF [240] ou UML
[237, 239, 236] et dans celui des formats de documents XML et DTD [316], ou XML-SCHEMA
[312, 313]. Il faut ajouter que la réalisation de passerelles entre les différents standards de
l’OMG et du W3C (comme par exemple XMI [234, 241]) maximise l’impact de ces standards.
Dans un premier temps, nos préoccupations nous ont fait nous intéresser principalement à
UML. Nous avions constaté en particulier que la description de la sémantique des classes
et des relations proposée par UML était pauvre et ne permettait donc une prise en compte
efficace, ni des différentes utilisations de l’héritage [213], ni des différentes implémentations (et
donc sémantiques) des mécanismes d’héritage proposés par les langages de programmation.
C’est pourquoi nous avons proposé un modèle appelé OFL5 dont l’objectif est de permettre de
décrire la sémantique opérationnelle des langages à objets à classes en se basant sur un niveau
méta et un ensemble de paramètres hyper-génériques [93]. Lors de la conception de ce modèle,
nous nous sommes préoccupés de son intégration dans les standards. Ainsi d’une part il peut
se décrire à l’aide de MOF même si l’absence de niveau méta (au sens métaclasses) rend le
travail plus complexe. D’autre part, nous avons aussi étudié des passerelles avec UML ; les
instances de notre modèle, c’est-à-dire les informations statiques relatives à la description de
la sémantique d’un langage peuvent donner lieu à la génération d’un profil UML qui pourra
être utilisé pour le manipuler [260].
De même nous adoptons une approche similaire pour rendre visible les modèles construits
à partir de SmartModels [188] (voir ci-dessous), dans XML ou UML6.
L’approche MDA et ses dérivées
Depuis plusieurs années une autre façon de voir le développement du logiciel est en train
d’émerger, soutenue par l’OMG, c’est l’approche MDA (Approche dirigée par les modèles)
[229]. Elle propose de voir la conception d’une application comme une succession de transfor-
mations de modèle, que celles-ci aboutissent à un raffinement du modèle ou à une implantation
5OFL représente les initiales de Open Flexible Languages.
6Le prototype que nous développons repose les facilités offertes par SmartTools [255].
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de ce dernier sur une plate-forme logicielle. Ce nouveau point de vue sur le développement
d’applications conduit à s’intéresser à la notion de modèle métier et plus précisément aux
moyens de capturer la logique métier d’une application ou plutôt les logiques métiers. C’est
dans cette problématique que se placent nos travaux sur SmartModels [188].
Évoquer plusieurs logiques métiers sous-entend que par la suite il faut pouvoir les composer
; cela nous reporte aux travaux sur la séparation des préoccupations ou sur la métaprogram-
mation réalisés dans l’univers des langages de programmation. Le fait de vouloir composer
différentes facettes d’une application reprend une idée importante de l’évolution des langages
de programmation vers le monde des composants. L’approche MDA, la séparation des préoc-
cupations [172], la programmation par composants [295], la programmation générative [100]
sont des supports pour ce que nous considérons comme une évolution importante de la ma-
nière de concevoir une application : le développement dirigé par le domaine (Domain Driven
Development) [101].
1.3. Organisation du document
Dans les deux sections précédentes, j’ai montré deux points de vues de mes travaux de re-
cherche : l’un par thème qui suit le plus souvent un ordre chronologique, et l’autre qui reprend
certains effets marquants de l’évolution de l’état de l’art. L’organisation de ce document va
plutôt s’appuyer sur le premier point de vue afin notamment, d’éviter les références en avant.
Le document est découpé en trois grandes parties composées chacune de deux chapitres, et
d’une conclusion.
La partie I est intitulée « intégrer de nouvelles préoccupations dans les applications objets
». Elle traite de différentes techniques pour intégrer des nouvelles fonctionnalités dans les lan-
gages de programmation. Le chapitre 2 propose une première approche qui est appliquée à
la réalisation d’une extension d’Eiffel pour intégrer la persistance. Elle repose sur l’ajout de
bibliothèques spécifiques et sur la modification de l’exécutif du langage. Le chapitre 3 propose
une seconde approche qui s’appuie sur la séparation des préoccupations. Contrairement à la
première approche qui est fortement couplée à un service donné, celle-ci est générique (indé-
pendante des services intégrés) et elle vise plus généralement à améliorer la réutilisation dans
les langages à objets (thèse de Laurent Quintian).
La partie II correspond à « la modélisation des concepts objets et ses applications ». Le
chapitre 4 a pour objectif de mettre en évidence les travaux autour d’OFL (thèses de Pierre
Crescenzo et d’Adeline Capouillez) et de présenter les principaux éléments de notre démarche
pour capturer la sémantique opérationnelle des classes et surtout des relations. L’approche
utilisée s’appuie sur la métaprogrammation et sur la définition d’un ensemble de paramètres,
d’actions et d’assertions.
Le chapitre 5 montre quelques applications relatives à l’exploitation de la sémantique opé-
rationnelle capturée par le modèle OFL. En particulier nous montrons comment exploiter les
informations sur les classes et les relations pour réduire le fossé entre les phases de conception
et de programmation et pour enrichir les environnements de programmation. D’autres ap-
plications principalement dédiées au mécanisme d’héritage sont en cours d’étude. Ainsi nous
voulons expliquer comment à partir de la réflexion menée autour de ses diverses sémantiques
et usages de l’héritage on peut définir des extensions de langage qui sont intéressantes pour
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améliorer la qualité d’une application (réutilisation, évolution, documentation, etc.).
La partie III concerne des travaux qui ont débuté plus récemment et qui sont relatifs à la
modélisation de modèles métiers. Le chapitre 6 a pour objectif de faire le point sur les travaux
décrits dans les chapitres 3 et 4 pour les généraliser et proposer une approche originale pour
le développement dirigé par les modèles. Le chapitre 7 se place dans la continuité et indique
de manière détaillée les perspectives de recherche pour les années à venir. Elles reposent d’une
part sur une approche pour modéliser les modèles métiers et d’autre part sur la création de
modèles métiers qui pourront être par exemple, dédiés à l’extension des langages. Ce document
se termine enfin par une conclusion.
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Préambule
On constate que le développement d’applications nécessite l’utilisation de plus en plus de
services ou de fonctionnalités indépendantes de l’application elle-même. Ils reposent sur la
description de préoccupations fonctionnelles ou non fonctionnelles ou même sur la combinaison
des deux. On peut citer par exemple la persistance [183], le parallélisme [211, 120], la mobilité
ou la distribution [199] des objets, la sécurité [288], l’intégration a posteriori de patrons de
conception [133], la possibilité de définir des assertions, de réaliser des traces ou bien encore
calculer des métriques [193]. On est passé progressivement d’un petit nombre de services
définis une fois pour toutes à un large éventail de préoccupations dont la nature et la quantité
évoluent. Selon que l’on se trouve dans la première ou la seconde situation les techniques
de mise en œuvre sont différentes ; en particulier, la seconde situation demande une prise
en compte du changement d’échelle et surtout du caractère évolutif. Nous proposons dans
cette partie de nous intéresser à ces deux situations en portant une attention particulière à la
réutilisation des composants de l’application7.
Dans le chapitre 2, nous décrivons comment un service (la gestion de la persistance des
objets) peut être intégré dans un langage à objets. Il y a deux facettes dans ce travail :
le contenu du service de persistance (voir section 2.2) et la méthode d’intégration dans un
langage de programmation (voir section 2.3). Nous proposons une vue synthétique de chacune
de ces facettes et donnons un aperçu de l’état de l’art (voir section 2.1).
Dans le chapitre 3, nous adressons un ensemble plus large de services, à savoir l’ensemble des
préoccupations fonctionnelles et non fonctionnelles que l’on veut associer souvent a posteriori
à une application. Les préoccupations non fonctionnelles sont à rapprocher de services comme
la persistance, la mobilité, la sécurité, tandis que les préoccupations fonctionnelles permettent
d’étendre les fonctionnalités de l’application et donc par exemple, d’adapter et d’insérer une
bibliothèque de classes existante dans l’application (ex : ajout d’une interface graphique ou
de patrons de conception). À travers la prise en compte de ces deux grandes familles de préoc-
cupations, nous avons cherché à offrir une approche qui permette d’adapter des bibliothèques
de classes au contexte d’une application et ainsi d’en améliorer la réutilisation.
Nous montrerons en particulier que le temps qui s’est écoulé entre ces deux travaux de
recherche a particulièrement changé notre vision sur l’intégration d’un service. Elle est passée
de l’intégration « en dur » d’un service dans le langage, à la mise en œuvre d’une approche ou-
verte basée sur un modèle métier et dont l’objectif est d’étendre un langage pour lui permettre
d’adapter et d’ajouter des préoccupations définies sous forme de hiérarchie de classes. Voici
quelques-unes des raisons qui nous ont amenés à modifier notre point de vue : i) l’évolution
des besoins des applications, ii) l’apparition du paradigme de séparation des préoccupations
et, iii) l’expérience acquise grâce à nos travaux sur la modélisation des concepts objets et ses
applications (voir partie II) et aux premières expériences relatives aux modèles métiers et à
l’approche MDA (voir chapitre 6).
7Le terme composant doit être pris ici au sens large.
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persistance
Ce travail a été effectué dans le cadre du projet ESPRIT Business Class [300]. Il constitue
l’essentiel de ma thèse et de mon travail de recherche pendant les premières années qui ont
suivi ma nomination comme Maître de Conférences à l’Université de Nice - Sophia Antipolis.
La réflexion menée autour des problèmes liés à la persistance des objets nous a amenés à nous
intéresser à la définition de points de vues (DEA de Pierre Crescenzo en 1995 [91]).
La section 2.1 fait le point sur l’état de l’art relatif à la persistance au moment de ce travail.
Il est intéressant de noter que depuis, les systèmes de gestion de bases de données orientés
objets (SGBD-OO) ont presque totalement disparu au profit des systèmes de bases de données
objet-relationnelles (Object-Relational DataBase Management Systems - ORDBMS ), qui sont
des bases de données relationnelles incluant des concepts objets [289, 55]. Ainsi plusieurs des
principales compagnies telles IBM, Informix, Microsoft, Oracle ou encore Sybase proposent
désormais une version objet-relationnelle de leur produit [263]. Celle-ci supporte en particulier
les concepts de type de données, d’objet complexe, d’héritage et un langage de requête basé
sur la norme SQL3. Par ailleurs, l’apparition de la technologie XML a changé la donne en
mettant au centre des préoccupations l’utilisation des standards pour l’échange de données
[231]. Une première tentative avec ODL [68] adressait plus la standardisation du langage de
requêtes des SGBD-OO que de la représentation des données, mais depuis, l’évolution a suivi
son cours pour donner naissance aux bases de données XML. Elles sont classées en plusieurs
catégories [49, 48] qui ne concernent pas toutes les très grosses bases de données qui ont les
contraintes fortes en matière de performance, d’intégrité ou d’accès partagé, contraintes que
nous avons prises en compte dans notre approche1.
La section 2.2 décrit le modèle de persistance que nous proposons. Il permet entre autres,
le chargement et la mise à jour des objets de manière transparente pour l’application et un
mécanisme pour réaliser des requêtes qui s’intégre bien dans la philosophie des langages à
objets. La section 2.3 décrit notre approche pour intégrer dans les langages à objets le service
de persistance. C’est cette approche que nous opposerons à l’approche mise en évidence dans
le chapitre 3.
2.1. À propos de la persistance
Les applications requièrent la mémorisation (la persistance) de données qu’elles traitent
pendant leurs phases d’activation. De plus, nombreuses sont les situations qui nécessitent que
ces données soient partagées et soient disponibles pour plusieurs applications qui se déroulent
simultanément.
1Selon nous, l’approche la plus intéressante est celle des bases de données XML natives qui entre autres repose
sur un modèle logique XML.
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Pendant longtemps (jusqu’à la fin des années 1970), le développeur, pour modéliser et ré-
soudre les problèmes du monde réel, a dû utiliser à la fois un langage de programmation et un
système de gestion de bases de données ; le premier permettait la modélisation des structures
et des traitements, tandis que le second offrait des fonctionnalités pour la manipulation des
données persistantes. La faiblesse des interfaces permettant à des langages de programmation
d’accéder aux données manipulées par les SGBD pénalisait le développeur : i) besoin de
connaître deux modèles, ii) problème de compatibilité entre les modèles (langage et SGBD),
iii) conversion des données d’un modèle à l’autre mélangée au code du programme, iv) pro-
blème de conception (différentes représentations pour les mêmes données).
Avec l’apparition du paradigme objet, et l’accroissement des besoins des applications, on
a constaté une évolution. L’approche orientée objet permet de regrouper les structures et les
méthodes qui les manipulent, d’augmenter la réutilisation et les capacités d’évolution des com-
posants ; elle laisse ainsi entrevoir des possibilités nouvelles pour la gestion et la manipulation
des objets persistants. L’idée de créer des systèmes regroupant à la fois les fonctionnalités des
langages et celles des systèmes de gestion de bases de données, a fait son chemin, en suivant
deux directions : i) introduire la possibilité de décrire des traitements dans les systèmes de
gestion de bases de données : SGBD orienté objets, ii) introduire une gestion efficace des
objets persistants dans les langages de programmation : langage de programmation intégrant
la persistance.
Au moment où nous avons réalisé ces travaux, ces deux approches s’opposaient et il est
difficile de mettre une frontière nette entre ces deux types de langage. Mais bien qu’il n’y ait
jamais eu de consensus à ce sujet, deux différences semblaient se dégager :
– La première, qui semble la plus fondamentale, concerne leur philosophie [202] : les lan-
gages de base de données accèdent plutôt aux objets de manière associative (requête sur
un ensemble d’objets), tandis que les langages de programmation persistants, privilégient
l’accès navigationnel (navigation à travers un graphe d’objets) [23, 165].
– La seconde concerne l’exécution des routines ; souvent les gestionnaires d’objets qui gèrent
les entités persistantes manipulées par les applications implémentées par des langages de
programmation, n’offrent pas de fonctionnalités permettant l’exécution des routines en
mémoire persistante (c’est-à-dire sous contrôle du gestionnaire d’objets). Cela a pour effet
de provoquer un important va-et-vient d’objets entre le gestionnaire et les applications
clientes en d’autres termes, entre les mémoires persistantes et volatiles.
Comme nous allons le voir dans la section 2.2, notre travail de recherche a concerné l’intro-
duction de la persistance dans les langages de programmation. Pourtant il est important de
rappeler les principaux travaux autour des SGBD à objets, ne serait-ce que pour capturer le
savoir-faire nécessaire à la mise en œuvre de la persistance qui est le domaine métier associé
au monde des bases de données. Pour plus de détails concernant l’état de l’art, voir [183].
Langages de bases de données à objets
Citons d’abord quelques articles qui présentaient les principaux concepts mis en œuvre par
les SGBD-OO. Dans [204], les auteurs recensent les fondements des SGBD-OO, alors que dans
[24], on trouve une synthèse sur les principaux points à considérer lors de la construction d’un
SGBD-OO. L’évolution nécessaire des SGBD est évoquée dans [277], à travers l’apparition des
nouvelles applications et de leurs besoins.
Plusieurs comparaisons relatives aux SGBD-OO existants, donnent une vue synthétique
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des différentes contributions [156, 174, 31, 32]. Les principaux SGBD se classaient en plusieurs
catégories :
– les produits commercialisés : Gemstone [203, 51], O2 [195, 109, 110], Vbase2 [12, 102, 11],
Statice ;
– les prototypes de recherche en milieu industriel : Orion [175, 176, 173, 134, 33], Iris
[128, 129] ;
– les prototypes de recherche en milieu universitaire : Encore [320, 281], Postgres, Avance
[41], OZ+ [306], Extra.
Parmi ces SGBD, plusieurs s’intéressent en particulier aux problèmes relatifs à l’évolution du
schéma de la base de données. Il s’agit en particulier de Gemstone [259], d’Orion [77, 177],
d’Encore [318, 279, 280] et d’Avance [42].
Langages de programmation persistants
Quand on parle de langages persistants, il faut bien distinguer les différents niveaux de
persistance [61] :
– Le premier niveau est représenté par le modèle Récupération/Stockage (Fetch-Store mo-
del), qui ne gère aucune dépendance entre l’objet persistant stocké dans un fichier et sa
copie en mémoire volatile. Ce niveau est par exemple caractérisé par la classe STORABLE
ou ENVIRONMENT d’Eiffel [208] ou par la bibliothèque JDOM permettant de stocker
des objets en format XML [315, 158] ; ce modèle de persistance est en général le modèle
minimum offert par les langages à objets.
– Le deuxième niveau correspond à un modèle de Chargement/Mise à jour (Load-Dump
Model) ; il gère la dépendance entre un objet persistant et son unique copie dans une
application (environnement mono-utilisateur) ; la mémoire volatile agit alors comme un
cache par rapport à la mémoire persistante. On peut citer par exemple une extension de
Smalltalk [254].
– Le troisième niveau est en fait une extension du précédent dans un environnement où
plusieurs applications peuvent accéder aux mêmes données (Lock-Commit model) ; ce
modèle représente en fait les langages persistants au sens d’Atkinson [21, 22]. Dans la
suite, on privilégiera cette dernière catégorie, mais nous mettrons aussi en évidence cette
gradation de la persistance.
Certaines extensions à la persistance ont été réalisées à partir de langages compilés comme
C/C++. Il s’agit essentiellement du langage E [265, 266] utilisé dans le projet Exodus [264,
64, 63], et de O++ visant à interfacer le système Ode [4].
D’autres comme PS-Algol introduisent la persistance dans S-Algol, lui-même dérivant d’Algol68.
PS-Algol est certainement le langage persistant le plus souvent évoqué dans la littérature ; on
pourra en trouver un historique dans [21]. Il est à noter qu’un autre langage, Napier 88, basé
sur l’expérience de PS-Algol mais intégrant notamment un type relation, est considéré comme
l’un de ses successeurs [105]. Parmi les autres contributions, on peut citer :
– Galileo [8, 9, 7] qui dérive d’une des premières versions du langage ML [142], ainsi
qu’Amber [25] qui dérive lui-même de Galileo,
– Taxis [222] plutôt orienté vers la gestion des données que vers la programmation,
– des extensions du langage Ada [160] telles qu’Adaplex [284] qui dérive de Daplex [276],
ou Pgraphite [310, 297],
2Ontos succèdera ensuite à Vbase.
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– Trellis/Owl [226, 275, 225] qui est particulièrement adapté pour gérer des objets com-
plexes de grande taille et,
– OOPS+ [273] qui inclut des possibilités de programmation logique.
Dans l’univers interprété, on trouve essentiellement des langages basés sur Lisp et sur Small-
talk. Pclos [250, 251] introduit la persistance dans le langage Clos (Common Lisp Object
System) [44]. Zeitgeist [132] est implanté sur les langages Flavors et Clos. On remarquera que
le traitement de la persistance dans Smalltalk est seulement de niveau 1, sauf peut-être pour
la gestion des classes qui sont traitées comme des objets persistants.
2.2. Notre approche pour un service de persistance
Notre approche se situe résolument dans le cadre des langages de programmation et notre
propos est d’y introduire la gestion de la persistance. Cette approche est basée d’une part
sur un couplage fort entre un langage à objets et un serveur d’objets, et d’autre part sur la
définition d’une bibliothèque dédiée. Le langage choisi pour valider le modèle est Eiffel [210]
tandis que le serveur d’objets qui assure la gestion des objets en mémoire persistante est
O2 [108, 107]. En effet, une des idées directrices concernant la gestion de la persistance est
de ne pas essayer de refaire pour le langage Eiffel ou tout autre langage de programmation
un nouveau système de gestion de bases de données, mais plutôt d’utiliser un outil de base
de données existant et de le coupler fortement avec le langage de programmation, afin qu’il
devienne un serveur d’objets qui lui est dédié. Le prototype FLOO3 (Eiffel → O2), est le
résultat de l’application de cette idée directrice avec le langage Eiffel et qui utilise comme
support de persistance le SGBD O2.
Dans la suite, nous rappelons les propriétés fondamentales du modèle et dans la section
2.3, nous expliquons les principales caractéristiques de son intégration dans le langage de
programmation.
2.2.1. Un modèle tourné vers les principes du génie logiciel
Quand le projet a débuté, au début des années 1990, le langage Eiffel et ses implémentations
n’offraient, pour la persistance d’objets, qu’un moyen rudimentaire de stockage/chargement
d’objets à partir de conteneurs implémentés directement sur le système de gestions de fichiers
du système d’exploitation. Ce mécanisme, s’il offre un premier niveau de persistance suffisant
pour des applications individuelles qui manipulent un faible nombre d’objets persistants, n’est
pas adapté au développement d’applications de gestion qui nécessitent habituellement : i)
l’accès à un grand nombre d’objets (de quelques milliers à plusieurs millions), ii) des facilités
pour sélectionner des objets (langages de requêtes de type SQL), iii) des mécanismes de par-
tage d’objets par plusieurs applications et, iv) des mécanismes qui garantissent l’intégrité des
objets stockés.
Le modèle devait prendre en compte les contraintes suivantes : i) être adapté à la variété
des cas d’utilisation de la persistance, c’est-à-dire être général, ii) favoriser la réutilisabilité
des classes Eiffel qui utilisent la persistance, en permettant à n’importe quel type d’être rendu
persistant, et en laissant le moins possible de traces écrites dans les classes qui manipulent
3FLOO est le nom de notre prototype. En français, Eiffel et FL sont homophones et OO peut aussi s’écrire
O2 comme le SGBD du même nom.
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des objets persistants, iii) préserver la fiabilité (au sens correction, robustesse et sécurité)4,
iv) permettre la production d’applications efficaces et notamment, minimiser les échanges
entre les mémoires volatile et persistante ou ralentir le moins possible le traitement des objets
volatiles.
Le modèle a pour objectif de traiter les deux grands types d’accès aux d’objets : l’accès
navigationnel dans un graphe d’objets, ce qui correspond à l’utilisation des langages de
programmation classiques, et l’accès sélectif dans une collection d’objets, ce qui est utile pour
la gestion de grands volumes de données, et représente donc le mode d’utilisation privilégié
des langages de bases de données.
Notre approche s’appuie sur les trois règles d’or définies par M. Atkinson [23, 21, 22],
auxquelles nous ajoutons deux autres règles qui permettent de préserver les qualités du langage
hôte (ici Eiffel) et de promouvoir des solutions efficaces. Le lecteur trouvera dans [183] une
justification détaillée de cet ensemble de règles et plus généralement, une présentation complète
du modèle et de son implémentation. Nous rappelons simplement ici les thèmes abordés par
les six règles :
Règle N˚ 1 : Indépendance de la persistance. Le statut de persistance pour un objet est
indépendant des programmes qui le manipule et vice versa.
Règle N˚ 2 : Orthogonalité des types de données persistants. Tout objet doit pouvoir
devenir persistant, quelque soit son type et être manipulé comme tel, sans limitation.
Règle N˚ 3 : Orthogonalité de la gestion de la persistance. La manière de rendre
persistant un objet est indépendante de son type, du modèle d’exécution et des structures
de contrôle du langage.
Règle N˚ 4 : Accès aux objets persistants. tout objet persistant doit être accessible par
son identificateur (accès navigationnel) et par son contenu (accès sélectif ou associatif).
Règle N˚ 5 : Sous-traitance des traitements. Les traitements réalisés sur un objet persis-
tant doivent être sous-traités de manière transparente à l’outil gérant la persistance ; ils
sont appelés traitement en mémoire persistante.
2.2.2. L’essentiel du modèle de persistance
L’ensemble des exemples illustrant les parties qui suivent repose sur l’utilisation d’objets
d’une classe PERSONNE qui dispose des attributs classiques du concept à modéliser (voir
figure 2.1).
Le cœur du modèle En Eiffel 2 [209], toutes les classes héritent de la classe HERE qui
est donc le lieu naturel d’installation de nouveaux services communs. Les quatre attributs
principaux dont nous voulons faire hériter toute classe via HERE sont donnés dans la figure
2.2.
L’attribut pcollection représente le moyen d’accès, pour tout objet, à la collection des objets
persistants de son type. Il faut noter que contrairement à [51], nous avons décidé qu’une
collection persistante d’un type contienne non seulement les instances de son type de base,
mais aussi toutes celles de tous les types conformes.
4Il s’agit en particulier de mettre en œuvre une persistance contagieuse [25], de satisfaire les contraintes
usuelles d’intégrité et de cohérence et de sérialiser les accès.
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class PERSON
feature
last_name : STRING ;
first_name : STRING ;
age : INTEGER
sex : CHARACTER
town : TOWN
husband_or_wife : PERSON ;
children : LINKED_LIST [ PERSON ] ;
create(p_lname : STRING ; p_fname : STRING ; p_age : INTEGER ;
p_sex : CHARACTER ; p_town : TOWN ; p_code : STRING ) is
do ... end ;
display is
do ... end ;
set_husband_or_wife(p : PERSON ) is
do ... end ;
add_child(p : PERSON ) is
do ... end ;
is_named (n : STRING ; p : STRING ) : BOOLEAN is
do ... end ;
end -- class PERSON
Fig. 2.1.: Une classe PERSONNE
class HERE
feature
pcollection : PCOLLECTION [like Current]
-- Access to all persistent instances
-- which conforms to the object type
type_pcollection(s :STRING) : PCOLLECTION [HERE ]
-- Access to all persistent instances
-- which conforms to the type of class s
pw : PERSISTENT_WORLD
-- Enable access to object databases
session : SESSION_MANAGER
-- Provide services for transactional management
-- NB : All attributes of class HERE are not mentionned
end -- class HERE
Fig. 2.2.: Attributs de base de la classe HERE
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...
p1.create("Dupond", jacques",30, ’m’, v0, "UNKNOWN") ;
-- p1 is a PERSON et v0 is an instance of TOWN
pw.put_by_key(p1,” dupond”) ;
...
Fig. 2.3.: Création d’une racine explicite de persistance
L’attribut type_pcollection permet de plus de disposer de facon systématique d’un accès
à la collection persistante de n’importe quel type (par exemple, la collection persistante des
LINKED_LIST[PERSONNE]). Il est important de noter que le terme accès ne signifie aucu-
nement « chargement » dans la mémoire du processus. Il faut considérer ces attributs comme
des poignées gérées de facon paresseuse par l’exécutif. De plus, toutes les primitives déclarées
dans HERE sont des fonctions once [208], ce qui n’augmente pas la taille des objets. Ainsi, pw
est le moyen d’accéder au monde persistant (c’est-à-dire à une base d’objets contrôlée par O2)
et session permet de gérer le dialogue avec le serveur O2 et en particulier la synchronisation
entre le monde persistant et l’application. La classe de réference des primitives pcollection et
type_pcollection est la classe génerique PCOLLECTION. Cette classe implémente la notion
de collection persistante, c’est-à-dire à la fois le moyen d’accès aux objets du monde persistant
pour le type donné mais aussi une batterie d’opérateurs à la SQL : sélection sur critère(s),
comptage sélectif, etc.
Insertion d’objets dans une base Dans FLOO, la notion de monde persistant est accessible
à travers pw disponible dans tout objet. Il correspond en O2 à un couple base/schéma géré par
le serveur d’objets. Le programmeur dispose, via pw, de primitives lui permettant de contrôler
(connaître, changer) dans son application la base d’objets associée au monde persistant qu’il
aura pu fixer au moment du lancement de l’application. Trois techniques sont disponibles pour
insérer des objets dans le monde persistant :
1. La première (voir la figure 2.3), permet d’associer un objet (ou une hiérarchie d’objets)
à un nom, établissant ainsi une racine de persistance explicite. L’objet designé par p1
dans l’application est désormais accessible par le nom (persistant) dupond et appartient
à la pcollection des PERSONNE.
2. La seconde (voir la figure 2.4) permet de réaliser le même travail mais de façon anonyme.
Dans ce second cas, une fois l’application terminée, l’objet ne pourra être retrouvé (re-
cherché) que par les attributs d’accès à la pcollection des personnes (via une requête).
3. La dernière technique (voir la figure 2.5) repose sur le phénomène de contagion : les
enfants et l’épouse de Jacques Dupond accèdent au statut persistant par le seul fait qu’ils
sont référencés par un objet persistant5. La racine de persistance dupond permettra donc
désormais d’accéder à l’ensemble des membres de la famille Dupond.
Exemples d’accès navigationnels On appelle accès navigationnel un accès à un objet grâce à
la notation pointée. C’est dans ce contexte qu’apparaît le mieux le phénomène de transparence,
c’est-à-dire le fait que le support d’exécution charge incrémentalement et automatiquement
5Ce changement de statut ne signifie pas forcément un va-et-vient immédiat avec le serveur O2 et c’est
l’exécutif prend note des changements de statut et gérera le stockage effectif lors de la validation de la
transaction en cours (voir section 2.2.2).
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p2.create("Durand",jean",40, ’m’, v0, "UNKNOWN") ;
-- p2 is a PERSON et v0 is an instance of TOWN
pw.put(p) ;
Fig. 2.4.: Création d’un objet persistant anonyme.
...
p10.create("Dupond",”Jeanne", 35, ’f’, v0, "UNKNOWN") ;
p1.set_husband_or_wife(p10) ;
p15.create("Dupond",”Julien", 4, ’m’, v0, "UNKNOWN") ;
p16.create("Dupond",”Claire, 6, ’f’, v0, "UNKNOWN") ;
p1.add_child(p15) ;
p1.add_child(p16) ;
...
Fig. 2.5.: Création d’objets persistants par contagion.
les objets designés par la notation pointée, au fur et à mesure du besoin. L’implémentation
repose sur la mise en œuvre dans le support d’exécution d’un ensemble de mécanismes qui, lors
du chargement d’un objet, permettent à la fois, d’éviter le chargement des objets référencés
(récursivement) par ses attributs en associant simplement à chacun d’eux un répondeur (qui
permettra, si cela devient nécessaire, de le retrouver et de le charger effectivement), et de ne
disposer dans la mémoire de l’application, à tout instant, que d’une copie unique de l’objet
persistant (voir la figure 2.6). On choisit ici de récupérer un objet persistant qui est une racine
explicite de persistance, puis de le traverser pour afficher le nombre d’habitants de la ville où
habite le conjoint de la personne décrite par cet objet. Il faut noter, d’une part, qu’il n’y a
rien de particulier à ajouter dans le texte Eiffel pour faire ce travail (transparence) et d’autre
part que seuls les objets utiles (p, p.epoux et p.epoux.ville) à cet affichage auront été chargés
en mémoire (par contagion).
Mécanismes de transaction et de traitement d’erreur Le dialogue entre le gestionnaire
d’objets est initialisé et terminé automatiquement par l’exécutif, le va-et-vient et la modifica-
tion sont aussi à la charge de l’exécutif. En revanche, dans certains cas comme la gestion de
l’intégrité et de la cohérence des objets, l’exécutif a besoin pour réagir d’informations sur le
contexte de l’application.
L’adoption d’un mécanisme de gestion des transactions dans FLOO permet de garantir
l’intégrité des objets en cas de panne logicielle ou matérielle et si un même objet est atteint
par plusieurs applications. Selon que l’on se trouve dans l’une ou l’autre de ces situations
l’utilisation du mécanisme transactionnel est plus ou moins transparent. Si l’application se
déroule dans un univers où elle est seule à utiliser la base d’objets, alors elle n’a pas à se
préoccuper de déclencher ou de valider une transaction ; c’est l’exécutif qui s’en charge auto-
...
p ?= pw.item_by_key("dupond") ;
if not p.void then
io.putint(p.epoux.ville.nb_habitants) ;
end
...
Fig. 2.6.: Accès navigationnel transparent.
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...
do
session.start ;
if p.age > 3 then
p.set_age(p.age+1) ;
end ;
session.validate
rescue
session.abort
end -- routine
Fig. 2.7.: Mise en œuvre explicite des mécanismes transactionnels.
matiquement6. Dans un univers où plusieurs applications se partagent les objets persistants,
chaque application doit prendre le relais de l’exécutif pour déclencher, annuler ou valider une
transaction (voir la figure 2.7) ; elles utiliseront respectivement les primitives de la classe
SESSION_MANAGER : start, abort et validate, disponibles via la primitive session de la
classe HERE.
On notera que dans le cas où l’annulation est le fait de l’application par le déclenchement
d’une exception, c’est à l’application de demander l’annulation de la transaction (par exemple
dans la clause rescue de la routine). Le mécanisme transactionnel a une influence sur la gestion
des objets persistants ; en particulier, la synchronisation éventuelle (validation de la transac-
tion) d’un objet persistant avec son image dans la mémoire volatile se fait à la terminaison de
la transaction.
Lors de l’accès à un objet, le système doit en particulier pouvoir réagir aux situations
suivantes : i) l’objet est occupé (utilisé) par une autre application, ii) l’objet est obsolète,
c’est-à-dire qu’il a été marqué obsolète par une application disposant des droits suffisants sur
l’objet7, iii) l’application n’a pas le droit d’accès à l’objet.
Dans le premier cas, l’exécutif réagira en fonction d’un indicateur géré par l’application et
accessible à partir de la classe HERE. Si un objet est occupé, l’application peut demander
à attendre qu’il ne soit plus utilisé ou abandonner sa requête. Dans le second cas, l’exécutif
déclenchera une exception signifiant à l’application qu’elle ne peut utiliser un objet déclaré
obsolète. Dans le dernier cas, l’exécutif déclenchera aussi une exception.
2.2.3. Illustration des mécanismes de requêtes
Nous proposons deux exemples afin de montrer i) l’expressivité du mécanisme, ii) l’intérêt
de pouvoir voir une méthode comme un objet, c’est-à-dire considérer une méthode comme un
objet de première classe et, iii) de présenter l’intégration par bibliothèque d’une partie des
fonctionnalités liées à la gestion d’objets persistants.
Une requête est décrite dans une classe qui contient à la fois la fonction booléenne de requête
(R-fonction) à appliquer à chaque objet de la collection persistante8 ainsi que des attributs
éventuels correspondant aux paramètres de la R-fonction. Le code source de la figure 2.8 est
un exemple de classe qui contient une fonction de requête (triviale) qui doit s’appliquer sur
6Une transaction est déclenchée dés qu’une routine est activée par un objet volatile sur un objet persistant,
et elle se termine avec la fin de cette routine.
7Pour plus d’informations au sujet de la gestion des objets obsolètes, voir [183].
8Le programmeur peut naturellement regrouper dans une seule classe plusieurs R-fonctions.
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class BASIC_QUERY1
-- Query to execute on each person (R-function)
feature
query_is_named(p : PERSON ) : BOOLEAN is
do
Result := p.is_named(last_name,first_name) ;
end -- query_is_named
-- Parameters of the R-function
last_name : STRING is "Dupond" ;
first_name : STRING is "Claire"
end -- BASIC_QUERY1
Fig. 2.8.: Définition d’une requête.
...
local
context : BASIC_QUERY1
do
context.create ;
x := p.pcollection.select("query_is_named", one_argument(context)) ;
...
Fig. 2.9.: Utilisation d’une requête.
chaque objet de la pcollection des personnes. La mise en œuvre de la requête (figure 2.9)
pourra être réalisée dans une autre classe comme par exemple la classe racine de l’application.
Le premier argument de la primitive select est le nom de la R-fonction à appliquer à chaque
objet de la collection persistante pour construire le résultat9. Comme ces traitements sont à
la charge du serveur d’objets, celui-ci doit donc disposer à la fois de l’image O2 de la classe
représentant la requête et d’un objet persistant de cette classe pour retrouver dynamiquement
le nom de la R-fonction à exécuter ; cette information est appelée le contexte. Le deuxième
argument est un tableau d’objets (ARRAY[ANY]) qui permet la transmission du contexte
(toujours) et des paramètres de la R-fonction (éventuellement)10. Une variante permet une
transmission plus directe de paramètres à la R-fonction (code source 2.10). Les primitives
de sélection acceptent ces paramètres et les transmettent (code source 2.11). Tous les autres
services de requête disponibles dans FLOO (cardinal, exists, all, do_all, do_if, count_if ) re-
posent sur les mêmes principes d’utilisation.
Une requête emboîtée met en jeu plusieurs collections persistantes et permet ainsi de réaliser
des traitements complexes. À titre d’exemple, nous proposons une requête (figure 2.12) qui
permet de constituer la collection persistante des villes qui ont au moins 500000 habitants et
qui ont au moins 200 habitants qui sont âgés de plus de 90 ans. Sa mise en œuvre pourra être
décrite par le code source de la figure 2.13.
9La version 5 d’Eiffel permet sous certaines conditions de passer une méthode en paramètre et donc notre
approche utilisant le nom de la routine pourrait être avantageusement remplacée par ce mécanisme.
10Les routines xxx_argument sont des routines utilitaires qui construisent un tableau avec xxx argument(s)
puisque Eiffel2.3 (à la différence d’Eiffel3 et suivants) ne dispose pas de routines à liste d’arguments en
nombre variable.
30
2.2. Notre approche pour un service de persistance
class BASIC_QUERY2
feature
-- Query to execute on each person (R-function)
query_is_named(p : PERSON , last_name :STRING , first_name : STRING ) : BOOLEAN is
do
Result := p.is_named(last_name, first_name) ;
end ; -- query_is_named
end -- BASIC_QUERY2
Fig. 2.10.: Définition d’une requête paramétrée.
...
local
context : BASIC_QUERY2
do
context.create ;
x := p.pcollection.select("query_is_named", three_arguments(context, "Dupond", Claire") ;
...
Fig. 2.11.: Utilisation d’une requête paramétrée.
class COMPLEX_QUERY
feature
inhabitants_min : INTEGER is 200 ;
town_size : INTEGER is 500000
age_max : INTEGER is 90
query_town(v : TOWN ) : BOOLEAN is
do
Result := type_pcollection("person")
.select("person", two_arguments(current, v))
.cardinal >= inhabitants_min
and
v.nb_inhabitants >= town_size
end ; -- query_town
query_person(p : PERSON , v : TOWN ) : BOOLEAN is
do
Result := p.town.town_name.equal(v.nomville) and p.age > age_max
end ; -- query_person
end -- COMPLEX_QUERY
Fig. 2.12.: Définition de requêtes emboîtées.
...
local
context : COMPLEX_QUERY ;
one_town : TOWN ;
towns : PCOLLECTION [TOWN ]
do
towns ?= one_town.pcollection ;
context.create ;
sel := towns.select("query_town", one_argument(context)) ;
...
Fig. 2.13.: Utilisation de requêtes emboîtées.
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2.3. Intégration par couplage fort et définition d’une
bibliothèque dédiée
Le couplage fort entre Eiffel et O2 a été obtenu par l’intégration dans le support d’exécution
standard d’Eiffel d’algorithmes de gestion du statut des objets, combiné avec une phase de
compilation dont l’objectif est de produire l’image complète des classes Eiffel dans le monde
O2 et de les insérer dans ce monde, ce qui est fondamental pour la réalisation de traitements
en mémoire persistante. Lors de la phase de compilation, ce couplage permet de gérer auto-
matiquement (insérer, retrouver, modifier) dans le monde O2 les images des classes Eiffel et
de gérer de façon incrémentale les changements de statut des objets Eiffel. Pour construire
une application, le programmeur dispose de la commande floo qui se charge d’une part de
produire le binaire de l’application et le code O2C11 à communiquer au serveur O2 et d’autre
part, de demander au serveur O2 l’exécution de ce code.
L’enchaîneur de passes floo combine les passes de la commande de compilation d’Eiffel avec
les passes spécifiques de l’environnement développé. Une compilation revient à enchaîner plu-
sieurs phases qui incluent en particulier : i) l’analyse du fichier de configuration d’Eiffel étendu
pour déterminer les classes persistantes, ii) la traduction de la structure des classes persis-
tantes en O2, iii) la production des routines de conversion entre les représentations internes
(EIFFEL / O2), iv) la production du code O2C des méthodes des classes persistantes, v) la
production du script O2 de création/modification de schéma, vi) le calcul des instanciations
des classes persistantes afin de produire une routine O2C pour initialiser le graphe d’héritage
des collections qui gèrent l’extension des classes, et une routine C initialisant les tables qui
représentent le graphe d’héritage des types (gestion du polymorphisme sur les types)12.
2.4. Bilan
Nous avons proposé une approche qui permet d’introduire un service transparent de gestion
de la persistance. Cette transparence a été acquise au prix d’un important travail qui permet
d’une part de gérer l’incompatibilité entre deux mondes (Eiffel et O2)
Le couplage fort que nous avons mis en œuvre permet notamment de garantir le stockage des
objets persistants dans la base O2 et la possibilité de réaliser l’exécution de traitements en
mémoire persistante (en particulier l’exécution de requêtes). La définition de requêtes avec
la possibilité de pouvoir considérer une méthode comme un objet de première classe, l’accès
direct à des racines de persistances et la spécification de transaction, se fait par l’intermé-
diaire d’une bibliothèque dédiée. Par ailleurs les fonctionnalités essentielles comme l’accès aux
instances persistantes ou l’interrogation du statut d’un objet ont été ajoutés dans la classe
HERE dont hérite toute classe Eiffel. Enfin, la gestion transparente du va-et-vient des objets
et de leur mise à jour est implantée par modification de l’exécutif du langage.
Si l’effort à faire pour gérer l’incompatibilité entre deux mondes ne peut être évité, il semble
intéressant de s’appuyer sur des approches basées sur la séparation des préoccupations pour
intégrer des nouveaux services et des bibliothèques spécifiques. Les travaux décrits dans la
section 3 visent à répondre à cette problématique avec l’objectif supplémentaire d’augmenter
11C’est le langage qui permet de décrire le corps des méthodes en O2. Plusieurs phases sont nécessaires.
12Ceci est en particulier nécessaire pour prendre en compte (de manière transparente), les différences de gestion
de l’héritage d’Eiffel et O2, et pour pallier à l’absence de classes génériques dans ce dernier.
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les capacités d’adaptation et de réutilisation des classes d’une application.
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Page vide
34
3. Description et réutilisation des
préoccupations
Nous proposons dans ce chapitre de décrire une deuxième approche qui permette l’ajout
de services [261]. Elle diffère par rapport à celle décrite dans le chapitre 2 par notamment
son objectif qui n’est pas seulement l’ajout d’un service pour gérer les objets persistants1,
mais qui est plutôt de proposer une généralisation de la problématique et de permettre à
un langage de séparer les préoccupations (fonctionnelles ou non) d’une application afin de
pouvoir ensuite construire de nouvelles applications en composant différemment ces préoccu-
pations. En d’autres termes on veut : i) pouvoir faire évoluer une application au fur et à
mesure des besoins par l’ajout de nouvelles préoccupations et ii) permettre à une application
et plus généralement à une préoccupation de s’adapter afin de pouvoir recevoir ou se composer
avec d’autres préoccupations et donc, d’améliorer sa capacité à être réutilisée dans différents
contextes.
La programmation par séparation des préoccupations repose sur le constat que la « classe »
n’est pas toujours une unité de réutilisation adaptée. Parfois c’est parce que sa granularité est
trop faible (on réutilise souvent des groupes de classes collaborantes). Parfois, au contraire,
c’est parce que des fonctionnalités de nature très différentes sont réparties entre plusieurs
classes et qu’une même classe peut regrouper des éléments participant à plusieurs fonctionna-
lités ; ceci induit un découpage transversal de l’ensemble des classes.
Nous proposons d’abord de donner un aperçu (section 3.1) des différentes techniques per-
mettant de mettre en œuvre la séparation et la composition des préoccupations. Nous dressons
ensuite un bilan des approches les plus prometteuses (section 3.2) et nous en déduisons un ca-
hier des charges. Enfin nous proposons un modèle centré sur la réutilisation de préoccupations
(fonctionnelles ou non) et sur leur intégration dans une application (section 3.3).
3.1. Supports pour la séparation des préoccupations
L’approche objet offre un certain nombre de concepts qui sont intéressants pour le support
de préoccupations. Parmi ces concepts clés on peut citer par exemple l’encapsulation. Chaque
objet possède un type qui est décrit par une classe dont il est instance. Il encapsule un état
(ses variables) et les opérations possibles sur cet état (ses méthodes) et sélectionne ce qu’il
rend visible [143, 140, 210, 292]. L’héritage est une autre propriété essentielle qui permet
en particulier de rendre une classe héritière compatible à la fois sur les plans structurels
et comportementaux à toutes les classes dont elle hérite directement ou indirectement. La
généricité (template C++, classe générique Eiffel, etc.) représente aussi un apport intéressant.
Par ailleurs, certains langages à objets sont réflexifs ou offrent quelques fonctions réflexives
c’est-à-dire qu’ils disposent d’une représentation manipulable (réification) des diverses entités
1On rappelle qu’un tel service est non fonctionnel c’est-à-dire qu’il n’enrichit pas la fonctionnalité de base de
l’application (ce n’est bien sûr pas vrai si la fonctionnalité de base est justement de gérer la persistance).
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qui forment un programme comme les classes ou les méthodes. Selon les langages, ces diverses
entités peuvent être observées (introspection) et/ou modifiées (intercession) [53, 145, 140, 169]
; les facilités ainsi offertes doivent aussi être considérées.
Grâce aux concepts mentionnés ci-dessus, le paradigme objet permet i) de définir et de
construire des objets de manière modulaire, ii) de décrire un ensemble d’objets à travers la
description d’une classe et, iii) d’adapter ou de spécialiser incrémentalement la structure et
le comportement des objets et de considérer différents point de vue sur le même objet. Ces
propriétés favorisent la réutilisation et l’évolution du code mais la complexité grandissante des
systèmes actuels, les rendent parfois insuffisantes. En effet, l’implémentation des préoccupa-
tions dans le paradigme objet est souvent transversale à la hiérarchie de classes, et a tendance
à la dénaturer. Même l’utilisation (au dessus des concepts objets), de méthodologies évo-
luées comme la conception par framework [126], n’arrivent pas à intégrer ces préoccupations
de manière efficace. En particulier le fait d’avoir le concept de classe comme unique entité
d’encapsulation ne permet pas d’inclure les nombreuses préoccupations des applications de
manière séparée.
Le besoin d’intégrer de nouvelles préoccupations a suggéré la proposition de nombreuses
extensions de langages existants et l’approche décrite dans le chapitre 2 en est un exemple.
Comme on l’a vu pour la persistance, ces extensions sont dédiées à un ensemble de préoccupa-
tions figées et donc ne peuvent résoudre qu’un sous-ensemble des besoins des applications. La
multiplicité et la variabilité de leurs besoins ont provoqué l’apparition d’un nouveau paradigme
: « la séparation des préoccupations » ou ASoC 2 [200]. Ce paradigme prône la séparation des
préoccupations à la fois pendant la conception [67] et l’implémentation. Ainsi, la séparation
des préoccupations a provoqué l’émergence de nouveaux langages « généraux » de program-
mation (dont la plupart ne sont que des extensions de langages existants), capables de séparer
les préoccupations pendant l’implémentation. En parallèle, on constate l’apparition de métho-
dologies de développement [223] et de reengineering [168]. La séparation des préoccupations
propose d’identifier les différentes facettes d’un système : ses parties non fonctionnelles (code
de synchronisation, affichage de traces, traitement de la persistance, gestion de transaction,
etc.) comme ses parties fonctionnelles (structures et comportement qui correspondent à la par-
tie métier de l’application)3. Les premières permettent de répondre à un premier objectif qui
est de généraliser l’approche d’intégration de services proposée dans le chapitre 2, tandis que
la seconde et plus généralement la composition des deux permet d’adresser la problématique
plus large de la réutilisation de préoccupations.
Une préoccupation est un concept générique décrivant une entité homogène composant le
logiciel. La notion de préoccupation induit de nouvelles questions lors de la conception et de
l’implémentation : i) quelles sont les entités qui ont la vocation à devenir une préoccupation
? ii) par quoi une préoccupation est-elle formée ?
Les préoccupations doivent être séparées les unes des autres pour permettre leur réutilisation
dans différents contextes et une des difficultés est de s’affranchir des problèmes de couplages
inter préoccupations. Par rapport au paradigme de l’objet, l’ASoC permet de gagner en mo-
2Advanced Separation of Concerns.
3Naturellement, si la fonction principale de l’application est par exemple de manipuler des traces, alors
elle devient une préoccupation fonctionnelle. Ceci est applicable à n’importe quelle préoccupation non
fonctionnelle.
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dularité et en expressivité pour la conception et l’implémentation.
Pour être réutilisées (et participer à la construction d’un logiciel), les préoccupations sont
composées entre-elles. Cette phase de composition nécessite le plus souvent des adaptations
mutuelles entre les différentes préoccupations, ce qui suppose le transfert d’une partie du
travail lié à la réutilisation au moment de la composition. Ce « tissage » des différentes
préoccupations implique une composition le plus souvent non orthogonale, c’est a dire que
des préoccupations peuvent modifier la sémantique d’autres préoccupations. Elle s’oppose à
une composition de préoccupations orthogonales ou l’intersection de la sémantique entre les
différentes préoccupations est nulle (elles sont donc toutes indépendantes les unes des autres).
Il est intéressant de noter que la séparation des préoccupations peut être étendue à la notion
de séparation multidimensionnelle des préoccupations. L’objectif est de pouvoir classer les
préoccupations dans plusieurs dimensions arbitraires ; une dimension représente un ensemble
de préoccupations ayant des caractéristiques communes [247]. Dans la suite, nous donnons un
aperçu des différents modèles qui peuvent s’intégrer au paradigme objet et permettent plus
ou moins le support de la séparation des préoccupations.
Programmation générique et mixins. Un langage qui supporte la programmation générique
permet de paramétrer les classes, c’est le cas de CLOS, de C++ et d’Eiffel [169, 210, 292] mais
aussi de Java à partir de la version 1.5 [29]. Une classe ainsi paramétrée est dite générique, ses
paramètres génériques formels définissent son degré d’ouverture. La programmation générique
permet donc de séparer (découpler) la préoccupation liée à la définition d’une structure de don-
nées, de la spécification du contenu qu’elle permet de mémoriser et manipuler. La composition
est effectuée lors de l’instanciation de la classe générique (ce sont les paramètres génériques
qui fournissent l’information complémentaire qui est nécessaire à l’instanciation). Les Mixins
[50, 99] et les Mixins Layers [283] sont deux techniques dérivées de la programmation géné-
rique qui améliorent la séparation des préoccupations. Un mixin est une classe générique dont
le paramètre générique fixe sa superclasse, il permet d’implémenter a priori une extension des
fonctionnalités existantes ou de nouvelles fonctionnalités qui sont orthogonales à un ensemble
de classes.
Métaprogrammation. La métaprogrammation est née du besoin d’ouverture des langages ;
les protocoles à métaobjets [169] formalisent le comportement d’un langage à objets à l’in-
térieur de métaobjets et implémentent sa sémantique [80, 54, 83, 82]. Ces métaobjets sont
associés à une ou plusieurs classes qu’ils décrivent de manière fonctionnelle et structurelle
et un métalangage qui peut être vu comme l’extension d’un langage à objets, est nécessaire
pour les exprimer. Une métaclasse est une abstraction qui permet de décrire le comportement
d’une ou plusieurs classes (ses instances) [267] ; elle est associée à une classe par une relation
d’instanciation ou lien méta. De même que pour les classes, une relation d’héritage est définie
pour les métaclasses, ce qui permet d’étendre et d’adapter le langage aux besoins de l’utili-
sateur de manière incrémentale et modulaire. Les métaobjets ont une vocation plus générale
que d’autres modèles en ce qui concerne l’adaptabilité, car ils agissent directement au niveau
du langage, ils identifient les points d’accès (ou points de jointure) du langage pour permettre
de modifier son comportement.
Programmation par rôles ou points de vue. La programmation par rôles ou par point de vue
[167] sont deux paradigmes assez proches ; ils permettent de déstructurer la notion d’objet
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par l’introduction de vues subjectives : les rôles qu’ils jouent ou les points de vues qu’ils
représentent. Notons par exemple, qu’un système comme Jiazzy [207] permet de programmer
par rôles ou par points de vue.
Filtres de composition Les approches par filtres de composition [6] s’intégrent de manière
satisfaisante dans le paradigme objet [35] ; elles associent des filtres aux objets ce qui permet
d’intercepter les envois et réceptions de message qui sont eux-mêmes réifiés4. Les messages
entrants (respectivement sortants) sont soumis à une collection ordonnée de filtres d’entrée
(respectivement de sortie) qui ont la capacité d’accepter ou de rejeter un message et d’exécuter
des actions. À chaque filtre correspond une expression de filtrage qui repose en particulier sur
la vérification d’une expression booléenne mais il n’y a pas d’héritage entre filtres.
Les filtres, par leur impact sur les messages, modifient le comportement des objets sur
lesquels ils sont appliqués, ce qui permet de remonter certaines préoccupations associées aux
objets au niveau des filtres [36]. Parmi les systèmes qui proposent un support pour les filtres
de composition, on trouve essentiellement des extensions de Java comme ConcernJ [65] ou
ComposeJ [309], une extension pour Smalltalk [181], ou encore une extension de C++ [137].
Programmation orientée aspects. La programmation par aspects [172] est un modèle de
séparation des préoccupations qui a dans un premier temps été basé sur le paradigme objet. Il
permet de formaliser l’entrelacement des préoccupations dans les applications à partir d’une
opération de tissage appelée aussi crosscutting5. Les éléments à entrelacer sont nommés aspects
et sont des abstractions de préoccupations qui doivent être intégrées à un ensemble de classes.
En d’autres termes, les préoccupations (en particulier celles qui sont transversales) sont im-
plémentées par des aspects tandis que les comportements qui sont naturellement hiérarchisés
le sont par des classes. Un aspect peut lui-même hériter d’autres aspects et encapsuler des
variables et des méthodes d’instance ou de classe. Son instanciation peut être guidée par des
politiques différentes (une instance par objet, une instance par classe d’objets, etc.). Parmi les
principaux systèmes mettant en œuvre la programmation par aspects, on peut citer Aspect/J
[150, 304, 17], Caesar [219, 218, 248, 220], Java Aspect Component (JAC ) [258, 257, 256],
Aspect Moderator Framework [85] ou encore, un système basé sur des diagrammes de séquence
de messages (MSC) [303] et un métalangage basé sur la logique et les aspects [104].
Les endroits où les aspects s’intègrent dans l’application sont les points de jointure ou
joinpoint dont la granularité peut être assez variable. Il peut désigner par exemple une méthode
particulière, un ensemble de méthodes, toutes les méthodes d’une classe ou d’un ensemble
de classes. Chaque point de jointure possède une information contextuelle associée qui est
utilisable par l’aspect. Une fois attachée à un point de jointure, la méthode est exécutée
chaque fois que le flot d’exécution du programme atteint ce point6.
Programmation orientée sujets La programmation orientée sujets [153] s’intègre dans l’ap-
proche objet un peu de la même manière que la programmation par aspects. Ainsi, un sujet
est un programme ou un fragment de programme décrit en suivant une approche par objets.
4Un filtre est lui-même un objet qui évalue et manipule des messages réifiés.
5Le tissage est réalisé, soit à travers une nouvelle étape de compilation qui va composer les aspects et le
programme « normal » avant de l’envoyer au compilateur natif du langage, soit par une modification de
l’interprète qui assure la composition des aspects à l’exécution.
6Il est possible aussi de préciser le moment d’exécution par rapport au point de jointure : avant, après,
autour, après exception ou encore, après retour de valeur.
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C’est la composition d’une collection de sujets qui produit l’application finale7 ; on nomme
intégration ce processus de composition. Les sujets sont vus de manière égalitaire et aucun
sujet n’est prédominant par rapport à un autre. La composition est décrite par des règles [245]
qui impliquent chacune au moins deux sujets et reposent sur des opérations simples (fusion,
redéfinition et séquencement). L’intégration est encapsulée dans des modules de composition
qui mettent en relation plusieurs sujets à intégrer ensemble et qui permet de développer des
classes de manière décentralisée [244]. L’évolution de la programmation par sujets se place
dans la continuité des travaux sur la séparation multidimensionnelle des préoccupations et se
nomme programmation par HyperSpace [246, 159] ; sa principale particularité est d’imposer
la propriété de complétude8 aux sujets ou HyperSlice ce qui permet d’éliminer le couplage
entre elles (les morceaux manquants sont obtenus lors de la phase d’intégration).
Bilan. Le survol des modèles proposé ci-dessus montre que :
– L’apport de la programmation générique est limité par rapport aux objectifs qui sont
fixés.
– L’utilisation seule de la métaprogrammation pour séparer les préoccupations est restric-
tive et surtout très complexe à mettre en œuvre ce qui est très gênant si un des objectifs
est d’augmenter la réutilisation.
– Même si conceptuellement la programmation par rôle ou par points de vue permet de sup-
porter une forme de séparation des préoccupations, leurs différentes implémentations ne
permettent pas de réconcilier les problèmes de partage d’information, et de recouvrement
entre les différentes préoccupations.
– Les limitations de l’approche par filtre de composition ne permettent de considérer effica-
cement que les préoccupations qui sont orthogonales entres elles, même si on a introduit
la super-imposition [37] afin de pouvoir exprimer de manière modulaire l’association de
comportements à un ensemble de classes et limiter ainsi l’entrelacement des préoccupa-
tions.
– La programmation par sujets et la programmation par aspects offrent le support le plus
intéressant ; nous résumons leurs apports et leurs limitations dans la section suivante.
3.2. Aspects et sujets : apports et limitations
Dans la section 3.1, nous avons donné un aperçu des différentes approches permettant de
séparer et de composer des préoccupations ; les plus adaptées à la séparation des préoccupa-
tions s’appuient sur les sujets et sur les aspects. Dans [261], l’utilisation d’AspectJ et d’Hyper/J
pour mettre en œuvre trois exemples qui reposent successivement sur des préoccupations fonc-
tionnelles, non fonctionnelles et une combinaison des deux a permis de dresser un bilan sur
les apports et limitations de chacune des approches.
On constate que, même si on réussit à séparer les préoccupations et enlever les dépendances
qui peuvent exister entre elles, la principale difficulté reste de les composer pour produire une
application, que ce soit dynamiquement ou statiquement. De plus, la complexité des préoccu-
pations empêche la composition d’être entièrement automatisée.
7Cette composition peut être réalisée par étape et donner naissance à des sujets composites qui peuvent être
à leur tour composés.
8Chaque méthode utilisée doit être décrite mais pas forcément implémentée dans le sujet ou HyperSclice.
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N˚
Description
Type d’adaptation Cible de l’adaptation
1 Implémentation de nouvelles interfaces fonctionnelle Classe et ensemble de
classes
2 Fusion de classes et de méthodes fonctionnelle Classe et ensemble de
classes
3 Ajout et redéfinition de méthodes dans
les classes
fonctionnelle Classe et ensemble de
classes
4 Ajout de variables de classe et d’ins-
tance à des classes
fonctionnelle Classe et ensemble de
classes
5 Interception avant , après, autour et sur
exception des méthodes
non fonctionnelle Méthode et ensemble de
méthodes
6 interception des accès aux variables de
classe et d’instance
non fonctionnelle Variable et ensemble de
variables
Tab. 3.1.: Adaptations nécessaires à la réutilisation de préoccupations.
Une autre constatation que l’on retrouve d’ailleurs dans [150, 304] montre que la composition
d’une préoccupation est facilitée si elle est accompagnée de son protocole de composition.
Ce protocole représente une abstraction de l’ensemble des adaptations qu’il est nécessaire de
réaliser pour pouvoir composer la préoccupation à l’intérieur d’une application. Il doit pouvoir
être spécialisé et concrétisé par héritage afin de proposer une solution qui s’adapte au contexte
de chaque cas d’utilisation en complétant au besoin les définitions proposées par le protocole
abstrait.
Tout ceci montre qu’un modèle adapté à la réutilisation des préoccupations doit permettre
d’une part d’encapsuler le protocole de composition et d’autre part de décrire un protocole
indépendant du ou des futurs contextes d’utilisation. Or les approches par objets et sujets ne
permettent ni l’un, ni l’autre et la programmation par aspects n’offre qu’un support limité,
du fait d’un modèle de description des adaptations incomplet.
Le modèle de description des adaptations est donc un élément clé pour tout langage qui
voudrait favoriser la réutilisation de préoccupations. Ces adaptations sont synthétisées dans
le tableau 3.1 qui est tiré de [261].
Concernant les adaptations présentées dans le tableau 3.1, les langages à objets existants
ne permettent aucune de ces adaptations : Hyper/J implémente les types adaptations de 1 à
4 et partiellement 5, AspectJ supporte tous les types d’adaptation sauf le 2.
On vient de voir que pour pouvoir réutiliser une préoccupation (et donc pouvoir la composer
facilement) il ne suffit pas de pouvoir décrire une adaptation il faut aussi pouvoir la décrire de
manière indépendante du contexte (description abstraite) et de pouvoir ensuite la compléter
(description concrète, adaptée au contexte d’utilisation). Or Hyper/J ne permet pas de décrire
de manière abstraite n’importe laquelle des adaptations que le langage supporte et, AspectJ
offre cette facilité seulement pour les adaptations 5 et 6. De plus, il ne suffit pas de pouvoir
abstraire la description d’une adaptation, il faut aussi pouvoir spécifier le plus tard possible,
c’est-à-dire au moment de la description concrète, quelles sont les cibles de l’adaptation. Hy-
per/J n’offre pas cette possibilité quel que soit le type de la cible, tandis qu’AspectJ le propose
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uniquement pour les méthodes et les ensembles de méthodes. Par ailleurs, sans même parler
d’abstraction, aucun des deux langages ne permet de représenter un ensemble de classes par
des expressions régulières et de son côté Hyper/J ne l’offre pas non plus pour les méthodes.
Un autre point concerne les objectifs d’Hyper/J et d’AspectJ : le premier est plutôt dédié aux
préoccupations fonctionnelles alors que le 2ème est particulièrement adapté aux préoccupa-
tions non fonctionnelles, même s’il s’adresse aussi aux préoccupations fonctionnelles. Un des
effets de bord de la priorité affichée par ces langages pour l’une ou l’autre des catégories de
préoccupation est que la composition de préoccupations se fait in situ dans AspectJ et ex situ
dans Hyper/J. En d’autres termes, cela signifie que la composition donne lieu à la création
d’une nouvelle entité (le plus souvent une classe) dans Hyper/J alors qu’en ce qui concerne
AspectJ, la modification est faite dans l’entité elle-même.
Les résultats décrits ci-dessus montrent clairement que malgré des avancées par rapport à la
programmation par objets qui sont indiscutables, Hyper/J et AspectJ n’offrent pas toutes les
qualités nécessaires à une bonne réutilisation des préoccupations. Il y a donc matière à dé-
crire un modèle dédié à la séparation et à la composition des préoccupations dans le cadre du
développement d’application à objets. Ce qui aura pour conséquence d’offrir un mécanisme
pour intégrer de manière flexible de nouveaux services correspondant à des préoccupations
fonctionnelles ou non. Les principaux éléments de ce modèle sont proposés dans la section 3.3.
3.3. Vers un modèle métier dédié à la réutilisation des
préoccupations
Cette section propose une synthèse du modèle proposé par Laurent Quintian dans sa thèse,
revu pour certains points dans [191]. Il supporte l’ensemble des adaptations décrites dans la
section 3.2 ainsi que les capacités d’abstraction requises mentionnées dans la même section et
fournit les deux types de composition.
Approche MDA et modèle métier L’approche qui est proposée pour décrire et mettre en
œuvre le modèle proposé s’accorde parfaitement avec les travaux et les perpsectives proposés
dans la partie III. En effet, la description de ce modèle suit l’approche MDA [229] et cor-
respond à un modèle métier dédié à la description de la séparation et de la composition des
préoccupations dans une application. Plus précisément, le modèle repose sur une réification
des principales entités d’un modèle objets et sur de nouvelles entités dont la principale décrit
le concept d’adaptateur. Les instances de ce modèle permettent donc de décrire i) les diffé-
rentes préoccupations d’une application suivant une approche par objets et ii) le protocole de
composition qui décrit les adaptations. L’application sera ensuite transformée de manière in
situ ou ex situ en fonction des besoins, pour que la réification ainsi modifiée corresponde à
l’application que le concepteur veut obtenir. Ces transformations seront appliquées sur l’en-
semble des entités de l’application en s’appuyant sur les adaptateurs qui leur sont associés
et sur les adaptations qu’ils décrivent. En d’autres termes, cette approche est centrée sur le
modèle qui sera associé à un langage dédié (Domain-Specific Language - DSL) [301, 30].
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Modélisation des préoccupations Une préoccupation est encapsulée dans un conteneur (pa-
ckage, cluster)9, lui-même composé de classifieurs (class, interface, etc.) ou d’autres conteneurs.
La figure 3.1 propose une vision synthétique de la description UML [233] d’un langage ou plu-
tôt des entités de ce langage qui sont nécessaires pour décrire les adaptations qu’il faudra
implémenter afin de composer les préoccupations. On constate que les adaptations à réaliser
reposent sur des concepts qui sont présents dans la plupart des langages et il est donc rai-
sonnable de proposer une réification commune de l’ensemble de ces propriétés (il est bien sûr
possible d’augmenter cette réification à tout moment sans casser l’architecture du modèle. Un
classifieur (class, abstract class, deferred class, interface, etc.) peut hériter d’un ou plusieurs
autres classifieurs. Il est toujours défini dans un conteneur et il a des qualifieurs (abstract,
deferred, final, freeze, public, etc.). Il contient des attributs (constantes, variables d’instance
ou de classe), des méthodes (procédures, fonctions ou constructeurs) qui nécessitent ou pas la
création d’instance. Les méthodes ont une signature (nom, paramètres, type de retour, etc.),
des qualifieurs et un corps qui correspond à un ensemble d’instructions.
Il est à noter que le concepteur de l’application n’aura pas à manipuler cette réification di-
rectement puisqu’il disposera d’un langage de programmation par objets pour décrire son
application. La réification sera ensuite construite à partir du source de l’application en uti-
lisant des outils de transformation de programme. Un aperçu d’une mise en œuvre possible
sera donné ci-dessous.
Modélisation de la composition Après la description de la réification des concepts du lan-
gage à étendre, nous nous intéressons aux adaptations à réaliser sur les préoccupations afin de
les composer entre elles. La description d’une adaptation repose sur les concepts réifiés et sur
une ou plusieurs règles de transformation et de typage. Elle est située à l’extérieur des classes
à adapter ; on dit que ces adaptations sont non invasives.
La figure 3.2 présente les principales entités qui permettent de décrire la composition de
préoccupations et donc la mise en œuvre d’une application. Cette composition est représentée
par un ou plusieurs adaptateurs10. Un adaptateur a un nom unique qui permet de l’identi-
fier, il peut être concret ou abstrait et il peut hériter d’un autre adaptateur. Ce mécanisme
d’héritage est simple et il ne permet que deux des usages de l’héritage définis par B. Meyer
[213] : l’héritage de concrétisation (reification inheritance) et l’héritage de redéfinition de com-
portement (functional variation inheritance). Un adaptateur contient des cibles d’adaptation
concrètes ou abstraites11 selon que les entités sur lesquelles portent l’adaptation sont spécifiées
dans la déclaration ou pas. Une cible d’adaptation est typée et concerne soit un classifieur,
soit une méthode, soit un attribut. Lors de la déclaration d’une cible d’adaptation abstraite,
il est possible de fixer des contraintes à respecter. Une cible d’adaptation concrète contient
soit une liste explicite d’identificateurs (selon son type, des noms de classifieur, de méthode ou
d’attribut), soit une expression régulière12 dont le calcul produira une liste d’identificateurs.
Un adaptateur contient aussi des opérations d’adaptation typées par la cible de l’adaptation.
Si l’adaptateur est défini ex situ, un nouveau conteneur (un package dans l’implémentation
actuelle) sera créé et les préoccupations concernées par les adaptations y seront placées. S’il est
9Nous utilisons des termes de différents langages de programmation (Java, Eiffel, etc.) pour mettre en évidence
le fait que notre approche n’est pas limitée à un langage particulier.
10À l’heure actuelle le mécanisme pour composer des adaptateurs est très limité et garantit seulement que les
adaptateurs ex situ (qui peuvent créer de nouvelles préoccupations) sont traités en premier.
11S’il contient au moins une cible d’adaptation abstraite, l’adaptateur est lui-même abstrait.
12Son expressivité est tout à fait similaire à celle que l’on peut trouver dans AspectJ [171].
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Fig. 3.1.: Concepts d’une préoccupation pris en compte pour la composition
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Fig. 3.2.: Réification de la composition de deux préoccupations
in situ, alors le conteneur existe déjà et le résultat de l’adaptation modifiera la préoccupation
qui est associée à celui-ci.
Types d’adaptation supportés Notre modèle supporte cinq grandes catégories d’adaptation
qui regroupent chacune un ou plusieurs types d’adaptation ; leur nombre pourra être étendu
par la suite si de nouvelles capacités d’adaptation se révèlent utiles. La figure 3.3 montre
que les choix de conception du modèle permettent d’intégrer à tout moment de nouvelles
adaptations sans remettre en cause l’architecture du modèle ou de son implémentation. Les
cinq grandes catégories d’adaptation sont synthétisées dans le tableau 3.1 qui indique en
particulier si une adaptation introduit une nouvelle fonctionnalité (adaptation fonctionnelle)
ou si elle complète la description de fonctionnalités existantes afin de leur associer de nouveaux
services (adaptation non fonctionnelle).
Les adaptations proposées par notre modèle s’intègrent ainsi dans ces catégories en conser-
vant l’ordre du tableau 3.1 : i) implémentation de nouvelles interfaces ou ajout d’une su-
perclasse (SuperClassifierIntroduction) ; ii) fusion de méthodes (MethodMerging) avec plu-
sieurs variantes permettant de spécifier que le corps de la première méthode est placé avant
(MergingBefore), après (MergingAfter) ou si l’une des deux méthodes est abstraite (Mer-
gingWithAbstract), et fusion de classes (ClassMerging) avec la possibilité, soit de seulement
ajouter des méthodes ou des attributs (FeaturesOnlyadded), soit de réellement fusionner le
corps des méthodes (CustomizedMerging) ; iii) ajout (MethodIntroduction) ou redéfinition de
méthode (MethodRedefinition) ; iv) ajout de nouvelles variables d’instance (ou de classe) à des
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Adaptation
MergingIntroductionInterception
MethodMerging ClassMerging
SuperClassifierIntroductionAttributeIntroductionMethodIntroduction
AroundInterceptionBeforeInterception AfterInterception
Redefinition
MethodRedefinition
OnExceptionInterception
MethodInterception AttributeInterception
OnGetInterception OnSetInterception
MergingAfterMergingBeforeMergingWithAbstract
BeforeGet AfterGet BeforeSet AfterSet
AttributeRedefinition
FeaturesOnlyAdded CustomizedMerging
Fig. 3.3.: Classification des adaptations offertes actuellement
classes (AttributIntroduction) ; v) interception avant (BeforeInterception), après (AfterInter-
ception), autour (AroundInterception) ou sur exception des méthodes (OnExceptionIntercep-
tion), qu’elles soient d’instance ou de classe ; vi) interception des accès aux variables d’instance
ou de classe (OnGet/OnSet). Là aussi nous autorisons l’intégration d’un traitement avant et
après la consultation (BeforeGet et AfterGet) ou avant et après la modification de la variable
(BeforeSet et AfterSet).
Éléments de mise en œuvre Le modèle qui a été présenté a été implémenté ; nous donnons
un aperçu de l’implémentation qui a été réalisée13. L’implémentation de l’extension que nous
proposons est réalisée à l’intérieur de la plate-forme Eclipse [121] en étendant le plug-in Java
qui est inclus dans la distribution. Cette extension a été développée comme un précompilateur
qui est appelé avant que le compilateur Java ne soit lui-même exécuté. Les principales tâches
réalisées par ce précompilateur sont : i) l’extraction des informations contenues dans les arbres
de syntaxe abstraite correspondant au code source et aux adaptateurs, ii) la vérification de la
cohérence des informations, l’aplatissement de la hiérarchie des adaptateurs et la composition
des préoccupations et, iii) la génération du code source après la composition.
Nous avons choisi d’utiliser la technologie XML et en particulier les XML-Schema [305]
comme modèle pivot pour décrire les adaptateurs associés à une préoccupation pour plusieurs
raisons : i) la description des adaptateurs est ainsi indépendante de tout langage et elle est
donc accessible à tous et la réutilisation du protocole de composition est donc facilitée, ii)
il est possible de bénéficier du grand éventail d’outils dédiés à la technologie XML comme
13Une description plus détaillée est disponible dans [261].
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par exemple l’éditeur de fichier XML d’Eclipse ou la bibliothèque JAXB [293] qui permet
de générer automatiquement un ensemble de classes Java à partir de l’information contenue
dans des fichiers XML, iii) il est facile de produire une vue des adaptateurs avec une syntaxe
adaptée [191]. Il est ensuite aisé de proposer un analyseur pour cette syntaxe qui produit le
fichier XML et permet donc au programmeur de bénéficier d’un accès plus convivial pour
décrire un adaptateur.
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Préambule
Le point de départ de ce travail repose sur plusieurs constatations :
– L’intégration de la persistance dans les langages à objets [183] fait apparaître tout un
ensemble de problématiques qui ne cessent de se diversifier (gestion de l’évolution, distri-
bution sur le réseau, mobilité, interopérabilité, etc.). Elles sont de plus en plus nécessaires
à l’écriture et à la maintenance d’applications dites modernes. Il semble donc intéressant
d’étendre les langages de telle manière à pouvoir les inclure tout en ne polluant pas le
code (métier) de l’application.
– La sémantique des concepts de classes (classifiers en UML) et de relations (notamment
la relation d’héritage), sont souvent spécifiques à un langage donné et relativement de
bas niveau du point de vue conceptuel. De son côté, UML ne propose pas une sémantique
claire mais offre des mécanismes d’extension pour spécifier des relations adaptées au
contexte [239]. Cependant, cette information conceptuelle est le plus souvent perdue lors
de la projection vers les langages de programmation. Il semble donc intéressant d’une
part, de réduire le fossé qui existe entre les phases de conception et de programmation et
d’autre part, de pouvoir comparer la sémantique associée aux différents concepts présents
dans des langages à objets de l’état de l’art.
– Les mécanismes associés aux classes et aux relations dans les langages de programmation
ont souvent une expressivité qui n’est pas adaptée aux besoins : elle peut être soit trop
grande, soit au contraire trop faible ; dans les deux cas, cela nuit à la réutilisabilité. Pour
dire cela, nous nous appuyons sur une expérience de développement important réalisé
pour le compte de la Food Agriculture Organization [187, 186, 185]. Ce projet a permis
à la fois de tester en vraie grandeur le bien-fondé des techniques à objets soutenues par
Bertrand Meyer [209, 213], dans un projet où les contraintes de coût, d’évolutivité et de
portabilité étaient particulièrement sévères14, et de montrer certaines limites des concepts
mis en œuvre. Quelques-unes de ces limitations sont décrites dans [164].
– Il peut être intéressant d’offrir un support pour expérimenter de nouvelles relations ou
de nouvelles sortes de classes et pour adapter l’expressivité de ces concepts au contexte
d’utilisation.
Pour répondre à ces constatations, nous proposons un modèle paramétrable (voir chapitre 4)
pour décrire la sémantique opérationnelle des concepts objets que l’on peut trouver à la fois
dans les méthodes de conception et les langages de programmation. Dans un second temps,
nous présentons dans le chapitre 5 un certain nombre de travaux qui dérivent des utilisations
possibles de ce modèle ou des idées sous-jacentes.
14Un haut niveau de lisibilité du code, de sa structure et de sa documentation interne était donc requis.
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Les raisons pour capturer la sémantique opérationnelle d’une application sont diverses.
Dans la phase de conception, l’objectif peut être de pouvoir faire des contrôles ou de générer
le code source correspondant le plus automatiquement possible et ainsi réduire le fossé entre
modèle de conception et langages de progammation. Si cette capture intervient pendant la
phase de programmation, elle peut i) fournir les informations nécessaires à un environnement
de programmation correspondant, ii) enrichir ou modifier le comportement de l’application
lorsque cette possibilité est offerte par le langage. Capturer la sémantique opérationnelle peut
permettre aussi d’introduire une certaine forme d’interopérabilité.
Nous nous sommes donc intéressés à plusieurs langages de programmation dont Java [16]
et Eiffel [210, 212] afin d’étudier et de comparer leur sémantique ; il est à noter que Gilles
Ardourel, avec qui nous avons et nous continuons à collaborer a réalisé dans le cadre de sa
thèse un comparatif détaillé de la sémantique des langages par rapport aux règles de visibilité
et de protection [13]. Concernant ces langages, nous nous sommes attachés à étudier les deux
types d’entités phares des langages à objets : les classes et les relations entre classes (héritage,
agrégation, etc.).
Dans un premier temps, dans la section 4.1, nous donnons un aperçu de l’état de l’art, puis
nous présentons les principaux éléments de l’approche (section 4.2), c’est-à-dire le cœur du
modèle et enfin dans la section 4.3, nous évoquons les extensions sur lesquelles nous avons
travaillé.
4.1. Survol de l’état de l’art
Pour couvrir les aspects évoqués ci-dessus, il est nécessaire d’examiner les contributions
suivantes : i) les langages métaobjets et les métamodèles, ii) les modèles et méthodes de
conception.
Langages métaobjets et métamodèles Nous avons déjà évoqué dans la section 3.1 la ré-
flexivité et la métaprogrammation pour séparer les préoccupations, nous nous attardons ici sur
son apport pour l’ouverture et la flexibilité des langages. Ainsi, un protocole métaobjet peut
être vu comme un système, un ensemble d’opérations ou de composants logiciels qui permet
de représenter et d’adapter le comportement d’un langage orienté objets. Nous nous sommes
intéressés à plusieurs systèmes et parmi eux, certains proposent des moyens syntaxiques1 pour
redéfinir dans le programme le comportement de l’application, c’est le cas de Clos [169, 166]
et de Smalltalk [138, 140] qui proposent un protocole métaobjet. Ces langages sont largement
réflexifs et proposent au minimum une ouverture des classes et des méthodes, mais celle des
relations n’est pas vraiment privilégiée. En effet, même si dans le cas de Clos, il est possible
de redéfinir le comportement associé aux relations inter-classes, il est très difficile de modifier
en profondeur ces relations. Pour cela il faudrait réécrire, ou tout au moins compléter, des
1Il y a un seul langage à la fois pour la métaprogrammation et la programmation.
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algorithmes méta qui sont loin d’être évidents2. Smalltalk va plus loin dans ses capacités de
réflexion car les exceptions, les processus, la mémoire et même les arbres syntaxiques, voire la
pile d’exécution ou du compilateur sont aussi réifiés. De nombreux travaux se sont ainsi basés
sur Smalltalk tels Classtalk [83, 81], Neoclasstalk [267] et Metaclasstalk [46]. La principale
approche qui est proposée pour modifier le comportement des applications est que chacune
des entités d’un programme pour laquelle on veut réaliser une ouverture est représentée par
une métaclasse qui peut être spécialisée ; dans le cas de Clos, ceci est complété par la notion
de méthode générique qui permet de réaliser la liaison dynamique pour pallier la non encap-
sulation des méthodes dans la classe. Smalltalk et Clos sont non typés et donc reposent sur
une philosophie de contrôle exclusif à l’exécution ; même si Clos en particulier reste simple
à manipuler, cela a des conséquences sur la robustesse des applications. Un autre aspect im-
portant de ces deux langages est que par nature il n’y a pas de séparation des phases de
métaprogrammation et de programmation, ce qui nous a semblé être une cause importante de
problèmes. En effet, la capacité de modifier un langage pendant son utilisation fournit certes
une liberté motivante mais reste néanmoins une énorme source d’erreurs et de complexité.
Au contraire, d’autres langages comme OpenC++ [70, 71] ou Openjava [298, 73] agissent à
la compilation pour créer un nouveau langage. C’est-à-dire que le niveau méta ne se retrouve
pas lors de l’exécution ; si cela limite leur flexibilité, cela augmente d’autant les performances
des programmes qu’il décrivent.
Javassist [299, 72], Iguana [144, 113] et Metaxa (initialement appelé MetaJava) [179, 141]
sont un peu à la frontière entre les approches OpenC++ et Smalltalk. Tous interviennent
à la compilation mais aussi à l’exécution en maintenant la réification d’au moins une partie
du niveau méta ; le choix des entités réifiées est soit codé en dur (notamment Metaxa), soit
fixé par le programmeur comme dans Iguana. Leur capacité d’ouverture est assez similaire à
celle d’OpenC++ ou de Clos. Il est intéressant de noter que Javassist se présente comme un
assistant mettant à la disposition du programmeur un système d’aide à la programmation.
Il est conçu pour produire facilement une nouvelle classe sur une requête, plutôt que pour
adapter le comportement d’une classe existante, ce qui est souvent l’apanage des systèmes
métaobjets. L’approche de Metaxa est originale : il possède un niveau méta qui est activé par
des événements déclenchés par le programme lui-même.
Le langage Flo [116, 115] mérite d’être considéré à part car il est le seul à proposer des
métaobjets pour les relations. Il utilise les caractéristiques réflexives de Clos pour assurer le
maintien de la cohérence de dépendances entre objets. Les dépendances elles-mêmes sont réi-
fiées et disposent donc d’un métaobjet correspondant, ce qui se trouve être parfaitement dans
le fil de notre approche sauf que nous nous intéressons plus aux relations interclasses. Il existe
aussi d’autres protocoles métaobjets que ceux cités ci-dessus. Rien que pour Java, citons par
exemple Guarana [228], Kava [308] (anciennement Dalang [307]) et Proactive [66].
Par ailleurs on peut voir aussi apparaître dans plusieurs de ces langages tels que Clos,
OpenC++, en complément de la présence de métaclasses, la possibilité d’ajouter des bouts
de code au moyen de routines qui s’exécutent avant, après ou autour (seulement pour Clos).
Ceci est complété dans OpenC++ par la notion de wrapper modélisée par une métaclasse.
La plupart de ces protocoles métaobjets offrent des points d’entrée à des moments clés de
2Surtout que la notion de relation n’est pas réifiée et que les algorithmes sont largement dispersés.
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l’exécution du programme modélisé. Nous retrouvons notamment parmi ces derniers l’appel
d’une méthode, l’appel d’un constructeur, l’accès à un attribut ou la création d’un objet. Il
est également parfois possible d’intervenir lors du chargement d’une classe. Par rapport à
l’ouverture des relations entre classes, il est possible, par un détournement de l’appel de
méthode, de métaprogrammer un comportement particulier simulant une relation spécifique.
Cependant, cette technique reste particulièrement lourde à mettre en œuvre car il est alors
nécessaire de réécrire bon nombre d’algorithmes du langage (structure du schéma de types,
liaison dynamique, masquage, redéfinition, etc.).
La classe est et reste la structure de base à métamodéliser pour tous ces protocoles mé-
taobjets, l’appel de méthode étant le moment privilégié où les algorithmes de niveau méta
sont activés. Nous pensons, pour notre part, que si la classe est importante, les relations entre
classes le sont encore plus. Aussi le modèle OFL dont les grandes lignes seront présentés dans
la section 4.2 met ces relations au centre de son système.
Autres systèmes et modèles À partir du moment où nous voulons pouvoir décrire les
concepts objets présents dans les langages dans le but de proposer, par exemple, des ex-
tensions, des outils d’aide à la programmation ou d’introduire de nouveaux services, il faut
évoquer UML (Unified Modeling Language) [45, 268, 161, 235]. Par rapport à nos préoccupa-
tions, il est intéressant par plusieurs aspects : i) il fournit un formalisme graphique qui est
utilisé et compris par l’ensemble de la communauté objets, ii) la présence de relations entre
classes ne se limite pas à celles présentes dans les langages de programmation (par exemple il
y a aussi la relation d’association) et il est possible de signaler un type de relation spécifique
en nommant la flèche qui unit les classes entre elles. Cependant la définition de la sémantique
des concepts graphiques utilisés reste pauvre et fait apparaître un besoin pour réduire le fossé
entre méthode de conception et langage de programmation même si des solutions à base de
patrons de conception [133] peuvent apporter des solutions intéressantes.
MOF (Meta-Object Facility) [90, 232, 240] est un format de description de métamodèles, en
quelque sorte un métamétamodèle. MOF apporte principalement deux avantages : i) Il est un
moyen standard de décrire des capacités et structures de niveau méta. En cela, il permet de
reposer sur un formalisme reconnu et adapté à la description de métamodèle. ii) Il garantit
que tous les métamodèles qui l’utilisent comme format de description peuvent stocker leurs
données au sein d’une base commune. MOF améliore donc également l’interopérabilité entre
métamodèles ; d’ailleurs, depuis la spécification de MOF 2.0 et UML 2.0 [237, 239, 238] il y
a une partie qui est commune aux deux métamodèles.
XML (eXtensible Markup Language) [231] n’a pas vocation à être utilisé comme format de
base pour chaque application mais plutôt comme support d’exportation et d’importation ren-
dant les données indépendantes des programmes qui les traitent. Ce format n’est pas forcément
adapté à tous les usages mais le fait que le format soit ouvert contrebalance avantageusement
cet inconvénient. Par exemple bien que dédié à la manipulation de données, XML peut mé-
moriser des algorithmes (au niveau méta, les programmes et les algorithmes peuvent être
considérés comme des données).
Signalons aussi l’existence de XMI (Xml Metadata Interchange) [234, 241], système dont le
but est de permettre l’échange de métadonnées XML entre des outils de modélisation basés
sur UML ou sur MOF.
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4.2. Le modèle OFL
L’approche qui a été choisie pour capturer la sémantique d’une relation ou d’une classe est
basée sur l’hyper-généricité, c’est-à-dire le paramétrage des classes et des relations inter-classes
afin d’obtenir le comportement souhaité par le programmeur.
Nous avons proposé un ensemble de paramètres généraux qui représentent les principales
caractéristiques des relations entre classes dans les langages à objets courants. Pour mettre en
œuvre un tel système, il a fallu modéliser la notion de relation. Ces relations sont posées entre
des classes. Nous nous sommes donc également intéressés à celles-ci. Enfin, les relations et les
classes sont généralement associés à un langage précis. Nous avons donc défini un concept de
langage.
Nous appelons concept-relation l’entité représentant un type de relation : un concept-relation
est donc une métarelation. Sa description représente un de nos principaux objectifs, mais pour
mieux appréhender la totalité du contexte, il est nécessaire d’évoquer les deux autres concepts
importants du modèle : le concept-description et le concept-langage.
Un concept-description permet de définir la notion de classe telle qu’elle existe dans les
langages à objets, c’est donc une sorte de métamétaclasse. Notre objectif est de pouvoir
faire coexister plusieurs concepts-descriptions à la sémantique différente, comme c’est le cas
dans des langages comme Java (où nous décrivons notamment les notions d’interface et de
classe comme deux concepts-descriptions). Chaque concept-description définit un ensemble de
concepts-relations avec lesquels il est compatible et gère leurs interactions.
Le concept-langage est une notion importante et simple. Il modélise, comme son nom l’in-
dique à l’évidence, un langage. Chaque langage est constitué en particulier d’un ensemble de
concepts-descriptions et d’un ensemble de concepts-relations, chacun étant compatible avec
au moins un des concepts-descriptions sélectionnés.
Notre volonté, tout au long de l’élaboration du modèle OFL, a été de permettre au méta-
programmeur de modifier le comportement, la sémantique opérationnelle, des composants de
son langage. Cependant, réaliser tout cela par métaprogrammation serait une tâche particu-
lièrement rebutante. Nous avons donc choisi de mettre en œuvre le principe d’hyper-généricité
[106] et nous avons sélectionné d’une part un ensemble de paramètres dont la valuation permet
de décrire le comportement d’un composant et d’autre part, un système d’actions prédéfini
qui exploite la valeur de ces paramètres (voir les définitions ci-dessous).
Définition de l’hyper-généricité : L’hyper-généricité est le paramétrage du comportement
d’un système informatique selon des critères simples. Le terme hyper-généricité est utilisé
par extension du terme généricité qui, dans les langages à objets décrit la capacité d’une
classe à être paramétrique.
Définition d’une action : Une action, dans le modèle OFL, est une routine qui met en
œuvre un comportement des langages décrits par le modèle. L’algorithme d’une action
tient compte de la valeur des paramètres hyper-génériques. La recherche de la méthode
adéquate en exploitant la liaison dynamique, l’envoi de message, ou encore l’affectation
d’un objet à un attribut sont des exemples d’action.
Chaque instance de concept possède donc des paramètres mais seuls les concepts-relations
et concepts-descriptions sont équipés d’actions (les paramètres et les actions sont partagés
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Personne
âge() : Entier
Nom : Chaîne
P1 : Personne
DateNaissance = 12/02/1990
DateNaissance : Date
Nom = "Diane"
CS
la description "Personne"
ses attributs (facultatif)
ses méthodes (facultatif)
la valeur de ses attributs (facultatif)
l’objet "P1" et son type (type facultatif)
OC
CS "S" est une généralisation de "C"
"C" a pour instance "O"
"S" est une agrégation de "C"
Fig. 4.1.: Légende générale.
par toutes leurs instances, ces derniers pouvant les redéfinir localement pour les affiner) et
d’un protocole pour les métaprogrammer. Le travail du métaprogrammeur peut prendre deux
formes : soit il attribue simplement une valeur aux paramètres décrits dans les concepts et
définit ainsi les composants de son langage, soit il souhaite modifier la sémantique associée à
au moins un de ces paramètres. Dans le premier cas, son travail est terminé et c’est là l’un des
intérêts de notre approche. Dans le second cas, qui ne doit s’appliquer qu’en dernier ressort,
il lui faut redéfinir les actions dont l’algorithme ne convient pas.
Les actions ont été classées en six thèmes et pour chacun nous donnons un ou plusieurs
exemples : i) la recherche de primitive (recherche d’une primitive dans le cadre de la liaison
dynamique), ii) l’exécution de primitive (exécution d’une méthode, lecture d’un attribut ou
envoi de message), iii) le contrôle (vérification des paramètres effectifs d’un appel de primitive
par rapport aux paramètres formels), iv) la gestion d’instance de description (création d’une
instance), v) la gestion d’extension de description (action avant ou après la création d’une
instance) et, vi) les opérations de base (l’affectation ou la copie d’objet).
Les actions de concepts-descriptions font un usage intensif de celles de concepts-relations. Il
n’est donc pas étonnant de constater que les actions de concepts-descriptions sont distribuées
en six thèmes reprenant ceux des concepts-relations. De manière générale, le même nom d’ac-
tion est utilisé pour les concepts-descriptions et concepts-relations, celles se trouvant dans les
premiers appelant souvent celles qui se trouvent dans les seconds, le tout pour réaliser une
opération unique (telle la liaison dynamique par exemple).
4.2.1. L’architecture du modèle
Nous présentons tout d’abord, dans la figure 4.1, la légende qui s’applique à tous les schémas
concernant le modèle OFL. La notation choisie s’apparente à celle d’UML.
La figure 4.2 illustre l’utilisation du modèle OFL pour décrire une application ; elle repré-
sente à la fois une hiérarchie méta représentée par des liens d’instanciation mais aussi une
hiérarchie de descriptions liées par spécialisations. Dans l’arbre d’instanciation, chaque niveau
n’est relié directement qu’au niveau supérieur, par contre ce n’est pas le cas pour l’arbre de
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langage relation description objet
concept−
langage
concept−
relation
concept−
description
un−langage ... une−description ...
Véhicule Automobile Couleur
une−relation−
de−
généralisation
d−agrégation
une−relation−
RougeMaFerrari
...
OFL−concepts OFL−atomes
OFL−composants
OFL
une application
OFL−instances
OFL−données
Fig. 4.2.: Architecture d’OFL
spécialisation dont l’objectif est structurel : modéliser la réification des informations qu’elles
soient méta ou pas3.
Nous montrons dans cette figure les trois niveaux de modélisation nécessaires : i) le niveau
application regroupe les descriptions et les objets du programme (OFL-instances et OFL-
données), il est donc créé par le programmeur, ii) le niveau langage décrit les composants
du langage de programmation (OFL-composants), il est sous la responsabilité du métapro-
grammeur et iii) le niveau OFL représente la réification de ces composants (OFL-concepts
et OFL-atomes), c’est-à-dire notre modélisation de la sémantique opérationnelle des descrip-
tions et relations. L’introduction d’un vocabulaire nouveau a pour objectif de minimiser les
quiproquos concernant les termes employés. Le lecteur pourra trouver par exemple qu’une
description s’apparente à une classe et qu’un composant-description se rapproche de la notion
de métaclasse.
Le niveau application Pour décrire une application, le programmeur utilise les services of-
ferts par le niveau langage. Il crée, au niveau application, des OFL-instances, qui sont les
descriptions et les relations de son application, par instanciation des OFL-composants. À
l’exécution, les objets de l’application, nommés OFL-données, sont des instances des OFL-
instances représentant les descriptions :
– Les OFL-instances. Chaque description ou relation décrite par le programmeur est
modélisée par une OFL-instance. La figure 4.2 propose un exemple d’application qui
comprend cinq OFL-instances : i) trois descriptions : Véhicule, Automobile et Couleur,
ii) une relation de généralisation : Automobile hérite de Véhicule et iii) une relation
3Nous revenons sur cette distinction au fur et à mesure de l’examen de la figure 4.2.
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d’agrégation : Automobile a un attribut de type Couleur.
– Les OFL-données. Dans l’application, chaque instance de description est réifiée à l’exé-
cution par une OFL-donnée. La figure 4.2 en présente deux : i) MaFerrari, instance de la
description Automobile et ii) Rouge, instance de la description Couleur. Remarquons que
les OFL-instances qui représentent des descriptions spécialisent l’OFL-atome objet . En
effet, objet est la réification des données de l’application (OFL-données) et constitue donc
la racine de l’arbre de spécialisation des OFL-instances représentant des descriptions. Il
contient par exemple la collection des attributs d’une instance de description.
Le niveau langage Le niveau langage décrit les différentes sortes de relation et de descrip-
tion qu’il est possible d’utiliser dans le langage modélisé. Les relations sont des instances de
concept-relation, les descriptions des instances de concept-description. Le langage lui-même
est une instance de concept-langage. Ces instances sont appelées OFL-composants.
La figure 4.2 recense : i) des composants-descriptions dont une-description , ii) des composants-
relations dont une-relation-de-généralisation et une-relation-d-agrégation et iii) un
composant-langage un-langage. Il est possible de se représenter un composant-description
sous la forme d’une métaclasse, un composant-relation comme une métarelation et, de la
même manière un composant-langage comme un métalangage. Les entités méta, en plus de
l’aspect comportemental qui leur est associé, contiennent un ensemble d’informations fixe. Ces
informations sont importées des OFL-atomes au travers d’une spécialisation.
Le niveau OFL Le niveau OFL constitue un métamodèle pour le langage de programmation
(niveau langage) et un métamétamodèle pour les programmes (niveau application). Comme
cela a déjà été évoqué, nous avons choisi de paramétrer trois notions essentielles : les relations,
les descriptions et les langages. Cependant, il est nécessaire de réifier bien d’autres composants,
tels les objets, les méthodes, les assertions, etc. pour modéliser complètement un langage. Le
niveau OFL contient donc deux sortes d’entités : i) les OFL-concepts qui décrivent la partie
paramétrable (la sémantique opérationnelle) des relations, descriptions et langages et ii) les
OFL-atomes qui décrivent la partie non-paramétrable de ces trois concepts ainsi que tous les
autres éléments. Ajoutons enfin que des assertions sont décrites dans chaque OFL-concept et
OFL-atome pour garantir la cohérence du modèle.
La figure 4.3 montre l’intégralité de la classification des OFL-concepts. Parmi les concepts-
relations, on retrouve en particulier les relations interdescriptions pour lesquelles, nous distin-
guons les relations d’importation (généralisation du mécanisme d’héritage) de celles d’utilisa-
tion (généralisation du mécanisme d’agrégation). OFL prend également en compte les relations
entre objets et descriptions qui permettent notamment de modéliser le lien d’instanciation qui
existe entre un objet et sa description. Nous pouvons aussi modéliser les relations entre objets.
Cependant, notre principale préoccupation reste les relations interdescriptions.
La tâche du métaprogrammeur consiste à créer un OFL-composant, instance d’OFL-concept,
en donnant une valeur à chacun de ses paramètres. Il définit par ce biais le comportement de
chaque future instance de l’OFL-composant. Si les actions prévues n’offrent pas au métapro-
grammeur la sémantique opérationnelle qu’il souhaite associer à un OFL-composant, il doit
alors modifier le code de ces actions. Cette possibilité laisse le modèle OFL ouvert mais ne doit
être utilisée que dans des contextes très spécifiques. En effet, le travail du métaprogrammeur
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Fig. 4.3.: Les OFL-concepts
est dans ce cas beaucoup plus lourd que la simple valuation de paramètres.
À partir des informations présentes dans la figure 4.2 nous donnons quelques informations
complémentaires concernant les trois types d’OFL-concepts :
– Les concepts-relations. Parmi les sortes de relation présentes dans de nombreux lan-
gages à classes et méthodes de conception à objets, nous pouvons citer par exemple
l’héritage, l’agrégation, la composition, la généralisation, etc. Cependant une méthode ou
un langage donné possède rarement toutes ces relations et en utilise certaines pour en
simuler d’autres. Par exemple, la généralisation en UML décrit aussi bien une généralisa-
tion, qu’un héritage, qu’un sous-typage strict4. Une trentaine de paramètres définissent la
sémantique de chaque concept-relation du modèle OFL5. La figure 4.2 montre un exemple
d’instance de concept-relation d’importation (une-relation-de-généralisation) et un
exemple d’instance de concept-relation d’utilisation (une-relation-d-agrégation).
– Les concepts-descriptions. Un concept-description permet de définir la notion de classe
et de tout ce qui ressemble à une classe, comme les interfaces en Java. Nous pouvons re-
marquer, par exemple, que les classes d’Eiffel [213], de C++ [291, 292] ou de Java [143],
même si elles se ressemblent, présentent des différences notables. La figure 4.2 donne,
à titre d’exemple, une seule instance de concept-description appelée une-description .
Une vingtaine de paramètres sont nécessaires pour décrire le comportement d’une des-
cription dans le modèle OFL. Chaque description peut initier ou être la cible d’une ou
plusieurs sortes de relation selon la sémantique qu’on veut lui donner ; les sortes de rela-
tions qui sont acceptées par (autrement dit, compatibles avec) un composant-description
font partie des informations qui lui sont associées. Par exemple en Java, l’instance de
concept-description interface peut être la cible d’une relation d’implémentation mais
4Ces trois relations ont une sémantique différente même si elles sont suffisamment proches pour être parfois
confondues.
5À titre d’exemple, la section 5.1.1 propose plusieurs relations et en particulier celles du langage Java.
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pas d’héritage interclasses.
– Les concepts-langages. Chaque langage est constitué en particulier d’un ensemble de
composants-descriptions et d’un ensemble de composants-relations, chacun étant compa-
tible avec au moins un des composants-descriptions sélectionnés. Dans la figure 4.2, nous
avons une seule instance de concept-langage (un-langage) qui représente le langage mo-
délisé. Les concepts-langages sont très peu paramétrés et leur principale fonction est de
fédérer des composants-relations et des composants-descriptions compatibles entre eux.
Les OFL-atomes représentent la réification des entités non paramétrées du modèle. Les re-
lations, descriptions et langages possèdent également leur OFL-atome qui décrit la partie de
leur structure et de leur comportement qui n’est pas paramétrée6. Sur la figure 4.2, nous
pouvons noter que l’OFL-composant une-relation-d-agrégation est une spécialisation de
l’OFL-atome relation qui spécifie par exemple la liste des descriptions sources et la liste des
descriptions cibles. Dans une application, toutes les primitives d’une description sont instances
d’un descendant de primitive, toutes les expressions sont instances d’expression ou d’un
de ses descendants et toutes les instances de descriptions sont aussi instances d’un descendant
d’objet . OFL offre donc une réification complète des entités présentes à l’exécution d’une
application.
4.2.2. Aperçu des paramètres d’un concept-relation
Un important travail a été réalisé afin de dégager les paramètres que nous proposons pour
décrire la sémantique opérationnelle d’une relation ou d’une classe ; nous les avons classifiés en
plusieurs catégories. Même si énumérer les différents paramètres qui modélisent une relation
entre classes est fastidieux pour le lecteur, il semble important d’en fournir quand même un
aperçu parmi les plus significatifs, sachant qu’un nombre à peu près identique a été mis en
évidence pour les classes. Une description complète et détaillée de l’ensemble de ces paramètres
se trouve dans [93].
Caractéristiques générales
– Name. C’est simplement le nom du concept-relation.
– Kind. Ce paramètre est important, il définit le genre principal de la relation : i) importa-
tion inter-classes (import), ii) utilisation inter-classes (use), iii) entre classe(s) et objet(s)
(class-object), iv) entre objets (objects). Une relation peut donc être une importation
telle l’héritage, mais une relation peut également décrire une utilisation : la clientèle en
est un exemple ou une liaison entre une classe et un objet (telle l’instanciation), voire
même une liaison entre objets7.
– Cardinality. Il exprime la cardinalité du concept-relation sous la forme 1 -n8 qui signifie
que les relations issues de ce concept-relation peuvent être créées entre une classe source
de la relation et 1 à n classes cibles (n est∞ ou un entier naturel supérieur ou égal à 1 ).
6Il est donc naturel que les trois niveaux de notre architecture fassent référence directement aux OFL-atomes.
7Le modèle OFL se focalise sur les relations entre classes, nous ne reviendrons plus sur ces deux dernières
formes.
8Le modèle peut supporter une cardinalité m-n (en vue de modéliser une association d’UML) mais les LOO
considèrent toujours une relation d’héritage par rapport à une seule classe source, c’est pourquoi nous nous
limitons ici à 1-n.
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Par exemple, un concept-relation d’héritage simple aura une cardinalité 1 -1 alors que,
pour un héritage multiple, elle sera de 1 -∞.
– Circularity. Il exprime la possibilité de créer des cycles avec des relations issues de ce
concept-relation : allowed signifie que des cycles sont permis, forbidden qu’ils sont
interdits. Par exemple, l’héritage et la clientèle non référencée interdisent les cycles alors
que la clientèle les permet [209].
– Repetition. Il indique si une répétition de classe est permise dans les classes sources et dans
les classes cibles (exemple : héritage répété) des relations issues de ce concept-relation.
C’est une paire de valeurs allowed ou forbidden.
– Symmetry. Il indique si le concept-relation est symétrique. Un concept-relation est symé-
trique s’il fournit lui-même une relation sémantique symétrique. Il est possible d’imaginer
ainsi un concept-relation is-a-kind-of pour lequel la classe-cible et la classe-source sont
les termes d’une relation symétrique.
– Opposite. Il indique, s’il existe, le concept-relation inverse. Un concept-relation est in-
verse d’un autre (et vice versa), s’ils décrivent une sémantique inverse. Par exemple,
un concept-relation de spécialisation est inverse d’un concept-relation de généralisation.
Ces définitions entraînent le fait suivant : un concept-relation symétrique est son propre
inverse.
Gestion du polymorphisme
– Polymorphism_direction. Il est spécifique aux relations d’importation et indique si le
polymorphisme (la capacité pour un objet d’être considéré selon plusieurs classes) est
autorisé par le concept-relation et, si c’est le cas, dans quel(s) sens il est possible. S’il
prend la valeur up, cela signifiera que toutes les instances de la classe source sont aussi
instances de la classe cible. S’il est égal à down, c’est que l’on souhaite que toute instance
de la classe cible soit également instance de la source. Si l’on choisit la valeur both, les
deux comportements sont cumulés, ce qui signifie que les extensions des classes source
et cible sont identiques. Enfin la valeur none indiquerait que les deux extensions sont
indépendantes. Prenons plusieurs exemples : la clientèle interdit le polymorphisme (none),
la spécialisation le permet dans le sens source vers cible (up), la généralisation dans le
sens inverse (down) et nous pouvons imaginer un concept-relation de version qui l’autorise
dans les deux sens (both).
– Polymorphism. Ce paramètre (spécifique aux relations d’importation) ne prend de sens
que si Polymorphism_direction est différent de none. Il précise si le polymorphisme sur
les méthodes et sur les attributs (c’est donc une paire de valeurs) doit se faire comme
un masquage (comme c’est le cas pour les attributs en Java : hiding) ou comme une
redéfinition (cas des méthodes, toujours en Java : overriding).
– Primitive_variance. Ce paramètre (spécifique aux relations d’importation), signale le type
de variance de la relation par un triplet de valeurs, la première pour les paramètres de
méthode, la seconde pour les résultats de fonction, la dernière pour les attributs. Chaque
membre du triplet peut donc être :
– covariant : le type des paramètres de méthode (ou résultats de fonction ou attributs)9
de la classe source doit être identique à ou être une source (pour le même concept-
relation) du type des paramètres de méthode correspondants dans la classe cible.
– contravariant : le type des paramètres de méthode de la classe source doit être iden-
9Cette parenthèse est valable pour les autres explications.
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tique à ou être une cible (pour le même concept-relation) du type des paramètres de
méthode correspondants dans la classe cible.
– nonvariant : le type des paramètres de méthode de la classe source doit être identique
à celui des paramètres de méthode correspondants dans la classe cible.
– non_applicable : aucune contrainte ne s’applique entre le type des paramètres de
méthode de la classe source et celui des attributs correspondants dans la classe cible.
– Assertion_variance. Ce paramètre (spécifique aux relations d’importation) signale le type
de variance de la relation pour les assertions. Il est en fait composé de trois valeurs, une
première pour les invariants, une deuxième pour les préconditions et une dernière pour
les postconditions. Chacune des valeurs peut être : i) weakened : L’assertion de la classe
source doit être identique à ou plus large que celle de la classe cible. C’est-à-dire que la
première doit être impliquée par la seconde. ii) strengthened : L’assertion de la classe
source doit être identique à ou plus restreinte que celle de la classe cible. C’est-à-dire que
la première doit impliquer la seconde. iii) unchanged : L’assertion de la classe source doit
être identique à celle de la classe cible. C’est-à-dire qu’elles doivent être équivalentes. iv)
non_applicable : Aucune contrainte ne s’applique entre l’assertion de la classe source et
celle de la classe cible.
Gestion de l’accès et du partage
– Direct_access. Ce paramètre permet de préciser si la relation offre un accès direct aux
primitives de la classe cible dans la classe source. Si un accès direct est présent pour
une primitive et que cet accès ne présente aucune ambiguïté (cas de la présence d’un
autre accès direct ou d’une primitive locale homonyme), alors l’utilisation de la primitive
distante peut se faire comme si elle était locale. Naturellement, les relations d’importa-
tion privilégient souvent les accès directs. Les valeurs possibles pour ce paramètre sont
mandatory, allowed ou forbidden.
– Indirect_access. Ce paramètre est similaire au précédent mais pour la gestion des accès
indirects. Par accès indirect, nous entendons la nécessité de nommer explicitement la classe
cible ou l’une de ses instances pour accéder à la primitive. Les relations d’utilisation, par
définition, ont plutôt tendance à mettre en œuvre des accès indirects.
– Dependence. Ce paramètre (spécifique aux relations d’utilisation) signale si les instances
de la classe cible sont dépendantes (dependent) ou non (independent) de celle de la
classe source. Le fait d’être dépendant signifie en particulier que l’instance de la classe
cible ne peut survivre à l’instance de la classe source.
– Sharing. Il indique si les instances de la classe cible sont spécifiques (specific) à une
instance de la classe source ou si elles sont partagées (shared) entre toutes les instances
de la classe source (c’est l’idée de primitive de classe). Il est spécifique aux relations
d’utilisation.
– Read_accessor. Ce paramètre (spécifique aux relations d’utilisation) spécifie si l’accès en
lecture aux attributs peut se faire directement (optional) ou s’il est nécessaire de passer
par des accesseurs (obligatory).
– Write_accessor. Ce paramètre est le pendant du précédent (spécifique aux relations d’uti-
lisation), pour la modification des attributs : l’affectation d’un attribut est-elle possible
directement (optional) ou exclusivement par un accesseur (obligatory)
Gestion de l’adaptation des primitives
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– Removing. Ce paramètre indique si la suppression de primitive est permise (allowed) ou
interdite (forbidden) au travers de cette relation.
– Renaming. Ce paramètre précise si le renommage de primitive est autorisé (allowed) ou
interdit (forbidden) au travers de cette relation.
– Redefining. Ce paramètre (plutôt adapté aux relations d’importation) indique si la redéfi-
nition de primitive est autorisée ou interdite au travers de cette relation. Au contraire des
précédents, ce paramètre est multi-valué. On peut donner la valeur allowed ou forbidden
pour autoriser ou interdire la redéfinition des assertions, de la signature, du corps et des
qualifieurs (visibilité, protection, constance) de la primitive.
– Hiding. Ce paramètre est présent pour notifier la possibilité ou l’interdiction de masquer
une primitive et non supprimer (cf. Removing), elle peut être démasquée (cf. Showing)
par une autre relation.
– Showing. C’est l’inverse deHiding. Il exprime s’il est possible (allowed) ou non (forbidden)
de rendre de nouveau visible une primitive préalablement masquée. S’il est possible de
masquer une primitive, il est intéressant de pouvoir la démasquer.
– Abstracting. Ce paramètre (plutôt adapté aux relations d’importation) permet de signifier
s’il est possible de rendre une primitive abstraite au travers de cette relation (alors qu’elle
est concrète dans la classe source).
– Effecting. C’est le pendant d’Abstracting (et donc plutôt adapté aux relations d’impor-
tation) ; il décrit l’autorisation (allowed) ou non (forbidden) de rendre concrète une
primitive (qui est abstraite dans la classe source).
Il est à noter que la valeur d’un paramètre peut être liée à la valeur d’un autre. Par exemple, il
nous semble normal qu’Opposite soit dépendant de Symmetry puisqu’une relation symétrique
est son propre opposé. De la même façon, il existe des combinaisons de valeurs de paramètres
auxquelles nous n’avons pas trouvé de sens. Cependant nous n’avons pas souhaité mettre en
place un mécanisme de contrôle de la cohérence du système de paramètres pour laisser toute
liberté au métaprogrammeur.
En plus des paramètres, le modèle propose des éléments de réification . Parmi eux certains
définissent des propriétés communes à l’ensemble des instances d’une sorte de relation, alors
que d’autres représentent des propriétés propres à chaque relation :
– Propriétés associées à un composant-relation : i) les composants-descriptions va-
lides en tant que source directe, c’est-à-dire ceux que la relation accepte en tant que
source, ii) les composants-descriptions valides en tant que cible directe, iii) les modifieurs
valides pour ce composant-relation et, iv) l’extension du composant-relation, c’est-à-dire
l’ensemble de ses instances.
– Propriétés associées à une instance de composant-relation : Chaque relation a
connaissance des ensembles de descriptions (en fait des types qui sont définis par ses
descriptions) qui lui servent de sources et de cibles. De même, chaque relation décrit
également la manière dont elle gère les primitives de ses descriptions cibles. Il est ainsi
possible d’avoir connaissance des primitives supprimées, masquées, démasquées ou ren-
dues abstraites ou concrètes par la relation. Pour les primitives renommées, l’ancienne
signature et le nouveau nom sont conservés. Pour celles qui sont redéfinies, l’ancienne et
la nouvelle primitive sont disponibles.
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4.2.3. Aperçu des actions
À titre d’exemple, nous présentons l’action submit qui appartient à la catégorie 2 (exécution
de primitive)10 et dont nous résumons les principales caractéristiques :
définition. submit soumet un message à un objet. submit ne peut prendre en compte un
message que si celui-ci décrit une procédure car submit ne gère pas de résultat.
signature. void submit(M : Message)
submit a pour charge de répartir le travail entre :
– execute (voir [93]) si la procédure décrite dans le message M doit être exécutée loca-
lement ou
– send (voir [93]) si cette procédure ne doit pas être exécutée localement.
paramètres hypergénériques impliqués. (pris en compte) dans une :
– description (cf. [93]) ceux de execute et send.
– relation (cf. [93]) ceux de execute et send
remarque. Tous les appels à execute ou send doivent transiter par submit pour fournir une
interface unifiée d’exécution de tous les messages.
On notera que i) la signature peut comprendre aussi des préconditions qui sont basées sur la
réification de l’ensemble des entités du modèle, ii) une action peut avoir une partie qui agit
statiquement (vérification ou traitement lors de la compilation) ou dynamiquement (vérifica-
tion ou traitement pendant l’exécution) et iii) l’algorithme associé à une action peut lui-même
être découpé en plusieurs sous-algorithmes.
4.3. Une extension du modèle OFL : les modifieurs
Nous avons vu dans la section 4.2, qu’OFL offrait un moyen de capturer la sémantique
des langages de programmation à travers des paramètres et des actions dont l’exécution est
conduite par ces derniers. Cependant les paramètres proposés ne peuvent concerner que des
aspects ou des fonctionnalités qui sont assez généraux pour s’appliquer à une famille significa-
tive de langages [93]. Or l’expérience montre que la sémantique proposée par chaque langage
contient une partie spécifique qui reste importante qui est le plus souvent associée à des mots-
clés11. Il est donc nécessaire de proposer une approche qui permette de la capturer. Pour cela,
nous proposons d’étendre le modèle OFL à travers l’introduction d’un nouveau concept appelé
modifieur ; ce travail de recherche s’inscrit dans le cadre du travail de thèse de Dan Pescaru
[260]. Il s’inspire aussi de l’important travail réalisé par Gilles Ardourel dans sa thèse [13]
et avec qui nous avons collaboré sur ce domaine (voir section 5.1.3), ainsi que sur d’autres
travaux concernant les mécanismes de contrôle d’accès [1, 285, 62]. On constate par exemple
que même UML, qui a été conçu pour être indépendant des langages, présente des lacunes en
terme de protection des entités de programmes [131].
La définition de modifieurs permettra en outre : i) d’augmenter l’expressivité et la flexibilité
du niveau méta proposé par OFL afin de permettre d’étendre facilement des langages existants
avec de nouvelles fonctionnalités, ii) de limiter le nombre de OFL-composants quand c’est
10Voir au début de la section 4.2 la classification des actions.
11Souvent ces mots-clés sont relatifs à des règles de visibilité ou de droits d’accès par rapport à des structures
du programme.
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possible. En effet, une sorte de relation ou de classe (voir celles de Java dans la section 5.1.1)
est définie par une combinaison de valeurs des paramètres qui lui est associée. Parfois, la valeur
d’un seul paramètre diffère, nous voudrions dans ce cas pouvoir créer un modifieur qui nous
évite la création de cette nouvelle sorte de classe ou de relation12 en permettant de prendre
en compte cette diffèrence de sémantique.
Survol du concept de modifieur Dans le but de satisfaire les objectifs mentionnés, nous
proposons une approche générique pour définir les règles qui mettent en œuvre la sémantique
qui doit être ajoutée aux OFL-composants. Ces règles, dans la philosphie du modèle OFL
doivent permettre de satisfaire des besoins en matière de contrôle (droits d’accès, visibilité,
etc.), d’assistance du programmeur et plus généralement d’environnement de programmation
(collecte de métrique, rapport d’erreur, aide à la conception et à la mise au point, etc.) . Elles
permettent d’ajouter des contraintes aux entités qui participent à la description d’un langage
donné et donc d’améliorer ainsi la capacité d’expression du langage lui-même. Ces règles sont
encapsulées dans un nouveau concept (appelé OFL-modifier) qui possède entre autres les
capacités de réification nécessaire, et les OFL-composants évoluent pour pouvoir intégrer des
modifieurs, en fonction des besoins exprimés par leur sémantique.
Ainsi les OFL-modifiers doivent être utilisés en complément des autres entités d’un langage
afin de changer leur visibilité, leurs droits d’accès ou d’autres aspects de leur sémantique.
Les principales entités concernées sont les classes, les relations mais aussi les méthodes et les
attributs. Comme cela a déjà été mentionné, un certain nombre de modifieurs correspondent
à des mots-clés présents dans certains langages ; d’autres pourront être ajoutés dans le but
d’étendre les capacités du langage ou de simplifier la tâche du programmeur.
Si nous considérons à nouveau nos travaux sur la persistance (voir section 2), cette approche
permet de modéliser à un niveau méta ce que certains langages définissaient en dur. Par
rapport à des approches comme celle de [272], nous nous démarquons d’un langage précis en
proposant une approche générique. L’approche proposée dans LAMP [14] est plutôt dirigée
vers la réalisation d’un langage dédié aux protections en se servant d’un niveau méta, que vers
l’augmentation du support méta afin qu’il capture mieux la sémantique dédiée aussi bien à
la visibilité et à la protection des structures des entités de programmation, qu’à l’intégration
d’un nouveau service comme la persistance ou la distribution des données.
Principes de mise en œuvre La figure 4.4 décrit l’architecture du modèle OFL, comme la
figure 4.2 mais elle contient en plus l’extension des OFL-Modifiers. Nous proposons quatre
sortes de modifieurs (un pour chaque type d’entité concernée par la définition de modi-
fieurs) : description-modifier, relationship-modifier, method-modifier et attribute-modifier. Un
OFL-modifier est défini par :
– un nom. Il est unique et permet son identification ;
– un type. Il peut être « terminal » (il se suffit à lui-même) ou « composite » et dans ce
cas, il est composé de plusieurs modifieurs terminaux.
– un contexte. C’est l’entité sur laquelle il s’applique ; il peut représenter : une description,
une relation, un attribut ou une méthode ;
12C’est par exemple le cas pour le concept de classe Java “normale” ou “abstraite” ou entre une classe “privée”
ou “publique” pour lesquels très peu de paramètres diffèrent (voir section 5.1.1).
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Fig. 4.4.: Architecture OFL incluant les modifieurs
– un mot-clé ou une collection de modifieurs terminaux. Si c’est un mot-clé, il représente,
dans la syntaxe concrète du langage ou dans UML, la chaîne de caractères qui permet d’y
faire référence. Si c’est une collection de modifieurs, ces derniers représentent la définition
d’un modifieur plus complexe (par exemple le modifieur droits d’accès d’une primitive
par opposition au modifieur public).
– un ensemble d’assertions. Nous utilisons le langage OCL [230] associé à UML pour les
spécifier. Chaque assertion peut utiliser n’importe quelle propriété réifiée dans le modèle
; elle est soit associée à une action sous forme de précondition ou postcondition, soit à
des OFL-composants (voir l’exemple ci-dessous).
– un ensemble d’actions associées. Ce sont toutes les actions qui sont touchées par l’inté-
gration du modifieur dans le langage. Elles sont mémorisées avec leurs modifications. Ces
modifications peuvent être : i) un ajout de précondition(s) ou de postcondition(s), ii) la
redéfinition du corps de l’action. Ce dernier point pourrait être affiné par l’introduction
d’un mécanisme de séparation des préocupations qui permette d’ajouter du comportement
à des endroits différents du corps d’une action.
– un ensemble de modifieurs incompatibles. Aucun des modifieurs cités ne peut être associé à
son contexte lorsque lui-même lui est associé ; par exemple un attribut att d’une classe Java
ne pourra être à la fois private et public13. D’une manière générale, deux modifieurs définis
sur le même contexte sont incompatibles si leurs actions associées ou leurs assertions ne
peuvent pas être exécutées sans que leur sémantique n’interfère. Du point de vue de la
mise en oeuvre, l’ensemble des modifieurs incompatibles peut exister physiquement et
être garanti par une assertion globale au langage, mais dans ce cas, il force un modifieur
à connaître les autres modifieurs, ou il peut être représenté par une métaassertion dans
le contexte lui-même.
Exemple de modifieur À titre d’exemple, prenons le cas très classique d’un modifieur com-
posite appelé JavaAccessRights qui définit les protections d’une primitive en Java qui sont
13Voir l’exemple de modifieur qui est présenté ci-dessous.
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représentés par les modifieurs terminaux : public, protected, private, et les droits par défaut
(nous prendrons package pour simplifier)14. La réification d’un attribut est représentée par
l’entité AtomAttribute. Les modifieurs protected, private, package et public sont incompatibles
entre eux, ce qui est traduit par l’invariant suivant :
context AtomAttribute
inv : self.modifiers->includes(’public’) XOR self.modifiers->includes(’private’) XOR
self.modifiers->includes(’package’) XOR self.modifiers->includes(’protected’)
Pour définir les protections relatives à une primitive Java, il faut considérer trois situations : i)
la primitive appartient à la classe courante et elle est utilisée par une autre de ses primitives en
utilisant this ou pas, ii) la primitive est héritée à travers une relation d’héritage et appartient
à un ancêtre direct ou non, iii) la primitive est accédée à travers une relation d’agrégation par
une classe cliente de celle qui contient la primitive. Dans le premier cas, il n’y a rien à faire
puisqu’une primitive ne se protège pas contre la classe qui l’a définie. Pour les deux autres, la
protection est mise en œuvre à travers des invariants dans les OFL-composants qui décrivent
la relation d’héritage entre classes15 et l’agrégation, respectivement ComponentJavaExtends
et ComponentJavaExtends.
context ComponentJavaExtends
inv : self.showedFeatures ->forall(f :Feature |
f.modifiers->includes(’public’) OR f.modifiers->includes(’protected’))
inv : self.redefinedFeatures->forall(f :Feature |
f.modifiers->includes(’public’) OR f.modifiers->includes(’protected’))
inv : self.hiddenFeatures->forall(f :Feature | f.modifiers->includes(’private’))
Cet invariant est relatif à la relation d’héritage ComponentJavaExtends. Il indique que toutes
les primitives visibles (showedFeatures) et redéfinies (redefinedFeatures) à travers la relation
modélisée par le mot-clé Java extends (ComponentJavaExtends) doivent être associées à l’un
des modifieurs suivants : public ou protected. Toutes les primitives cachées (hiddenFeatures)
doivent être associées au modifieur private.
context ComponentJavaAggregation
inv : self.showedFeatures->forall(f :Feature |
f.modifiers->includes(’public’) OR
(( f.modifiers->includes(’package’) OR f.modifiers->includes(’protected’))
AND self.source.package = self.target.package)))
inv : self.hiddenFeatures->forall(f :Feature |
f.modifiers->includes(’private’) OR
(( f.modifiers->includes(’package’) OR f.modifiers->includes(’protected’))
AND self.source.package <> self.target.package)))
Les assertions ci-dessus concernent la relation d’agrégation ComponentJavaAggregation. Pour
ce type de relation, il faut aussi considérer le paquetage (package) des descriptions représentant
la source (source) et la cible (target) de la relation d’agrégation représentée par self 16. La
source est celle qui déclare le mot-clé extends en Java tandis que la cible est mentionnée après
ce même mot-clé. On notera pour finir que les différents invariants qui mettent en œuvre le
modifieur JavaAccessRights doivent être vérifiés chaque fois qu’une relation qui concerne une
primitive associée au modifieur est créée.
14D’autres exemples plus recherchés pourront être trouvés dans [190, 260].
15Nous simplifions le problème en ne considérant que les classes et en laissant de côté les interfaces.
16Afin de ne pas compliquer inutilement les assertions de cet exemple, nous ne prenons pas en compte le cas
où une classe décrit un attribut dont le type est le même que la classe parente.
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En complément du travail de modélisation mené dans le cadre des thèses de Pierre Crescenzo
pour ce qui concerne le cœur du modèle [93], d’Adeline Capouillez pour la mise en œuvre
d’un protocole d’extension basé sur la séparation des préoccupations [58], et de Dan Pescaru
pour l’introduction de nouvelles capacités de description [260, 96], nous avons initié plusieurs
travaux qui sont terminés ou qui ont déjà produit des résultats. Dans ce chapitre, nous en
proposons un rapide descriptif.
Nous nous intéressons d’abord à montrer l’expressivité du modèle OFL pour capturer la
sémantique des classifieurs et des relations qui les lient. Pour cela, nous décrivons ou discutons
la ou les sémantiques possibles. Après cette phase d’expérimentation, nous décrivons deux
utilisations possibles du modèle. La première vise à améliorer l’enchaînement entre la phase
de conception et la phase de programmation [97], tandis que l’autre s’intéresse à la description
d’un langage dédié aux protections.
Dans un deuxième temps, nous proposons de montrer comment utiliser la réflexion que
nous avons menée autour des concepts objets et de l’héritage en particulier pour faciliter la
maintenance, l’évolution et la réutilisation du logiciel. Pour cela, nous avons d’une part défini
une approche pour annoter les relations d’héritage avec pour objectif de les utiliser par exemple
dans un environnement de programmation [162, 94] et d’autre part, entamé la définition d’une
relation d’héritage inverse dédiée à l’amélioration de l’adaptabilité des classes en vue d’une
meilleure réutilisation [75, 74, 76].
5.1. Application à la description des langages
Nous proposons d’abord (section 5.1.1) de montrer des exemples de sémantique de relation
et de classe, décrits à l’aide du formalisme proposé par OFL. Ils permettront au lecteur de
se faire une opinion sur l’apport du travail réalisé. Il trouvera entre autres i) des éléments de
description d’une relation de réutilisation et d’une relation de point de vue, ii) un aperçu des
différentes sortes de classes et relations qui sont présentes dans le langage Java.
Dans un deuxième temps, nous décrivons dans la section 5.1.2 une approche pour géné-
rer, à partir des métainformations d’OFL, des profils UML. L’objectif visé est d’adapter le
comportement d’UML pour un langage donné.
Dans un dernier temps (section 5.1.3), nous montrons comment il est possible d’exploiter
l’approche d’OFL pour spécifier un langage « universel » dédié à la description des protections
pour les entités d’un langage de programmation.
5.1.1. Relations et classifieurs dans les langages
Au cours de nos différents travaux, nous avons décrit des classifieurs et des relations de
langages connus comme Eiffel ou Java [92, 59] mais aussi des exemples de relations aussi
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class Person {
integer yearOfBirth ;
integer age() {
return currentYear() - yearOfBirth ;
}
}
class Car
reuses Person (
// Reuse of yearOfBirth which is renamed in yearOfFirstRegistration
yearOfBirth -> yearOfFirstRegistration,
// Reuse of age() without any renaming
age()
)
{
...
Color externalColor ;
...
}
Fig. 5.1.: Exemple de relation de réutilisation
bien traditionnelles comme la spécialisation, ou l’implémentation [93], que moins courantes
telle une relation de réutilisation ou de point de vue [57] ou encore une généralisation [56].
Parmi les buts recherchés, nous pouvons citer i) l’obtention d’un code plus précis et donc plus
lisible, ii) la posssibilité d’activer des contrôles et des actions automatiques qui facilitent la
maintenance des applications. Nous présentons successivement les principaux éléments d’une
relation de réutilisation de code, une discussion sur le choix des paramètres à associer à une
relation de point de vue en fonction de l’usage que l’on en attend et, un résumé des différentes
sortes de relations et de classifieurs mis en œuvre dans Java.
Aperçu d’une relation de réutilisation L’héritage est souvent utilisé pour mettre en œuvre
une spécialisation. Pourtant, combien de fois n’en avons nous pas fait usage à d’autres fins, par
exemple dans le but de réutiliser du code. C’est une amélioration particulièrement significative
par rapport au copier/coller du code car elle ouvre la voie à une réutilisation accrue. Cepen-
dant, utiliser l’héritage dans ce but, c’est notamment : i) laisser la place au polymorphisme là
où il n’a pas de raison d’être, ii) ne pas pouvoir choisir les méthodes à réutiliser mais devoir
toutes les importer, iii) être contraint par les règles d’adaptation des primitives (renommage,
redéfinition, etc.) qui sont souvent une gêne dans ce contexte.
Pour mieux comprendre ce que pourrait donner une capacité de réutilisation de code, ima-
ginons les classes Person, Car de la figure 5.11. Nous voulons réutiliser des primitives de la
classe Person, notamment la méthode age dans la classe Car. L’extension proposée dans la
figure 5.1 permet d’éviter la duplication de age tout en renommant l’attribut yearOfBirth.
Pour préciser un peu la sémantique associée au mot-clé reuses, on peut examiner le tableau
5.12 qui révèle en particulier que : i) l’on peut réutiliser autant de classes que l’on veut (rela-
tion multiple), ii) la suppression et le renommage de primitive sont autorisés, iii) deux classes
peuvent réciproquement réutiliser des primitives distinctes leur appartenant et surtout, iv)
que la relation n’est pas polymorphique (sans quoi ii) ne serait pas possible).
1Dans un souci de simplicité, nous utilisons ici une syntaxe à la Java enrichie du mot-clé code-reuses.
2Pour plus d’information concernant la signification des différents paramètres, voir la section 4.2.2.
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Paramètres Valeurs requises
Name code-reuse
Cardinality 1-∞
Repetition <ignored, allowed>
Circularity true
Opposite none
Polymorphism_direction none
Removing allowed
Renaming allowed
Redefining <mandatory, allowed, forbidden, allowed>
Tab. 5.1.: Quelques-uns des principaux paramètres d’une relation de réutilisation de code
Il existe d’autres approches qui sont dédiées à la réutilisation de code. À titre d’exemple,
on citera les approches basées sur les traits [270, 271]. Un trait ne représente pas un type
mais un module et il est vu comme l’entité de réutilisation. Contrairement à notre approche
qui favorise la réutilisation a posteriori, un trait est défini a priori et il spécifie les méthodes
qu’il fournit et celles qui sont utilisées par les premières. En fonction de ses besoins, une classe
s’associe à un ou plusieurs traits.
Discussion autour de la relation de point de vue La relation Is-a-view-of définit des vues
sur les instances d’une classe, dans un sens proche des vues en base de données. Une vue
permet de présenter des données sous une forme différente de celle proposée par leur classe
d’origine. On peut par exemple cacher certaines parties des objets ou en présenter d’autres sous
un nouvel angle. Nous discutons ici l’influence de la valeur des paramètres de concept-relation
sur l’usage du lien.
Une relation de vue peut être considérée de deux manières, soit comme une relation d’utili-
sation, soit comme une relation d’importation. Le paramètre Name aura alors comme valeur
la chaîne de caractères « Is-a-uview-of », pour l’utilisation, et « Is-a-iview-of » pour l’im-
portation. De même, le paramètre Kind a la valeur use pour le premier tandis qu’il prend la
valeur import pour le second. Chacune des deux sortes de relation implique des paramètres
spécifiques qui mettent en évidence des différences de sémantique et d’utilisation (voir figure
5.2).
Pour expliquer l’intérêt de Direct_access et Indirect_access (voir section 4.2.2), nous propo-
sons des valeurs différentes selon le concept-relation de vue qui est considéré. Nous rappelons
que le choix d’une relation d’utilisation a pour effet d’introduire dans la classe source une réfé-
rence à une instance de la classe cible (par exemple à travers un attribut), ce qui n’est pas le cas
dans une relation d’importation. Positionner le paramètre Direct_access du concept-relation
Is-a-uview-of à allowed est plutôt inhabituel pour une relation d’utilisation. La procédure
test1 de la classe GARAGE décrite dans la figure 5.3 montre l’intérêt d’une telle démarche
avec le deuxième appel à print. De manière plus traditionnelle, nous proposons de positionner,
Direct_access à allowed et Indirect_access à forbidden pour le concept-relation Is-a-iview-of
et Indirect_access à allowed dans le concept-relation Is-a-uview-of.
Si la valeur de Cardinality indique une relation multiple, notamment dans le cas d’une
relation d’importation (Is-a-iview-of ), cela permettrait entre autres de simuler l’opération
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class CAR-VIEW-USE
aCar : Is-a-uview-of CAR
     rename 
         maximal-price as price
     remove cost-price
     end Is-a-uview-of
function promotional-price : REAL {
	return 0.9 * price()
}
end class
class CAR-VIEW-IMPORT
Is-a-iview-of CAR
     rename
          maximal-price as car-price
     remove cost-price
     end Is-a-iview-of
function promotional-price : REAL {
	return 0.9 * car-price()
}
end class
class GARAGE
car1 : client-of CAR-VIEW-USE
car2 : client-of CAR-VIEW-IMPORT
oneCar : client-of CAR
procedure test1() {}
procedure test2() {}
end class
Fig. 5.2.: Exemple de relation exprimant un point de vue
procedure test1 {
print(car1.aCar.maximal-price) ;
// appel de la primitive maximal-price de l’attribut aCar de l’objet car1
print(car1.price) ;
// appel de la primitive price de l’objet car1 :
// intérêt du paramètre Direct_access qui permet d’appeler maximal-price
// avec le nom price et sans passer par aCar
print(car2.car-price) ;
// maximal-price a été importé sous le nom car-price
// (effet similaire à l’héritage avec renommage)
}
Fig. 5.3.: Illustration du paramètre Direct_access
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procedure test2 {
oneCar <- car2 ; // non valide : le polymorphisme est descendant
car2 <- oneCar ; // valide
// l’instance de CAR est vue comme une CAR-VIEW-IMPORT
print(car2.car-price) ; print(oneCar.maximal-price) ;
// la primitive maximal-price a été renommée dans CAR-VIEW-IMPORT
print(oneCar.cost-price) ; print(car2.cost-price) ;
// seul le premier appel est valide : cost-price a été supprimé
// dans CAR-VIEW-IMPORT
}
Fig. 5.4.: Illustration du sens du polymorphisme
de jointure des bases de données relationnelles. Par contre, il faudrait alors gérer tous les
problèmes habituels des relations multiples, tels que les conflits de noms.
Pour le concept-relation Is-a-iview-of et pour lui seulement, le paramètre Polymorphism-
_direction (voir section 4.2.2) a un sens. Indépendamment de la sémantique qu’on veut donner
à la vue, si celle-ci ne fait que supprimer des primitives, il est alors acceptable de proposer
la valeur down. Si on ne fait qu’en ajouter, up est plus adapté. Si on enlève et n’ajoute
rien, alors both est raisonnable (ce dernier cas n’a souvent d’intérêt que dans une relation
multiple). Dans le contexte des applications de base de données relationnelles, il n’est pas
possible d’ajouter un attribut dans une vue. On peut par contre en supprimer, donc la valeur
la plus raisonnable dans ce contexte serait down. L’usage de l’héritage pour simuler une telle
relation présenterait l’inconvénient d’avoir un polymorphisme up, ce qui est inadapté pour
une relation de vue. Ainsi, la procédure test2 de la classe GARAGE décrite dans la figure 5.4
décrit un certain nombre d’expressions valides et invalides. Dans le cas d’un concept-relation
comme is-a-uview-of, il est raisonnable que le paramètre Dependence soit fixé à independent
car il n’y a naturellement aucune raison à ce que l’instance de CAR disparaisse dans le cas où
sa vue est supprimée.
Une clause d’adaptation est un mécanisme permettant de modifier (redéfinir, renommer,
etc.) une primitive importée. Dans OFL, nous modélisons, toujours à l’aide de paramètres, le
fait que l’on peut ou non faire usage de ces clauses.
Ces dernières représentent un aspect important de la définition d’un concept-relation de
vue, comme ceux présentés dans la figure 5.2. D’elles vont dépendre la valeur d’un certain
nombre de paramètres mentionnés ci-dessus. De plus, la sélection des clauses d’adaptation
valides influence directement l’usage de ces relations. Par exemple, si on souhaite construire
des vues qui représentent des projections (au sens des bases de données relationnelles), on va
naturellement autoriser la suppression de primitives et le paramètre Removing aura la valeur
allowed. De même, autoriser le renommage des primitives permet d’adapter au plus juste la
signification de la primitive ou de résoudre les conflits. Les paramètres Hiding et Showing sont
particulièrement intéressants lorsqu’on introduit la possibilité d’avoir des vues de vues et donc
d’avoir un arbre de relations Is-a-iview-of ou Is-a-uview-of.
Pour finir, l’abstraction, la réalisation ou la redéfinition de primitive (paramètres Redefining,
Abstracting et Effecting) n’ont a priori aucune raison d’être autorisés.
Représentation OFL de Java Nous avons voulu utiliser l’expressivité d’OFL pour décrire
la sémantique des différentes sortes de classe (description en OFL) et de relation présentes
dans le langage Java. Chacune de ces sémantiques est représentée par un OFL-composant. Le
lecteur peut se référer à la figure 5.5 pour avoir la liste complète des OFL-composants de Java.
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Fig. 5.5.: Les OFL-composants de Java
Nous avons ainsi dénombré pour Java : i) huit composants-relations où quatre sont d’impor-
tation et quatre d’utilisation et ii) dix composants-descriptions. Le nombre d’OFL-composants
peut sembler élevé au programmeur Java. Il est dû à la précision de notre système de para-
mètres qui offre une granularité relativement fine3. Les différences sémantiques entre relations
ou descriptions sont souvent masquées au programmeur par l’usage d’un même mot-clé dans un
contexte différent. La présentation que nous donnons des OFL-composants de Java ne donne
pas la valeur de chacun des paramètres mais plutôt une présentation de leurs principales carac-
téristiques. Nous signalons entre parenthèses les mots-clés associés à chaque OFL-composants.
Les quatre premiers composants-relations sont des importations, les quatre suivants des utili-
sations :
– L’héritage inter-classe (extends). Cette relation est utilisée pour affiner l’implémentation
de la spécification d’un type de données. L’implémentation d’une spécification est réalisée
dans une classe. L’héritage inter-classe spécialise donc une classe. Il s’agit d’un héritage
simple pour lequel les cycles sont interdits. Les primitives de la classe héritée sont im-
portées dans la classe héritière. Il est possible de remplacer les attributs et de redéfinir
les méthodes. Le polymorphisme s’applique de manière ascendante, c’est-à-dire que toute
instance de l’héritière peut être vue comme instance de l’héritée.
– L’héritage inter-interface (extends). Cette relation permet d’affiner la spécification d’un
type de données. Elle est posée entre interfaces, l’héritière spécialisant les héritées. Au
contraire de l’héritage inter-classes, cette relation est en effet multiple. Le polymorphisme
fonctionne de manière similaire à l’héritage inter-classe.
– La concrétisation (extends). Cette relation permet de concrétiser l’implémentation de la
3Lorsque les différences sont minimes, on préférera l’utilisation de modifieurs (voir section 4.3).
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spécification d’un type de données. Elle est posée entre une classe abstraite (héritée) et
une classe non abstraite (héritière). Cette relation est identique à l’héritage inter-classe
si ce n’est qu’elle impose de donner, dans l’héritière, un corps aux méthodes abstraites
de l’héritée et éventuellement à celles de ses superclasses lorsque celles-ci n’en possèdent
toujours pas.
– L’implémentation (implements). Cette relation modélise l’implémentation de la spécifica-
tion d’un type de données. Une classe peut ainsi implémenter une ou plusieurs interfaces.
L’implémentation est donc une relation multiple. Si la classe est concrète, elle doit donner
un corps à toutes les méthodes spécifiées dans les interfaces. Si elle est abstraite, elle peut
donner un corps à certaines méthodes et conserver les autres abstraites. Le polymorphisme
est identique à celui des relations d’héritage.
– L’agrégation. Cette relation modélise l’utilisation des services d’une description. Pour
réaliser une telle utilisation, il suffit de déclarer et d’initialiser un attribut du type de la
description utilisée4. Contrairement aux quatre relations d’importation précédentes, les
cycles sont autorisés pour l’agrégation. L’accès aux attributs de la description utilisée est
direct, c’est-à-dire que la présence d’accesseurs n’est en rien obligatoire5. La durée de vie
de l’objet utilisé est indépendante de celle de l’objet utilisateur et le même objet peut
être utilisé par plusieurs objets utilisateurs.
– L’agrégation de classe (static). Cette relation modélise la notion bien connue dans les
langages à objets d’attribut de classe. Elle est identique à l’agrégation si ce n’est le fait
que l’objet utilisé est associé à la classe utilisatrice et non à ses instances.
– La composition. Cette relation modélise l’utilisation forte des services d’une description.
Dans la littérature, on emploie le terme composition entre deux classes au lieu d’agrégation
pour dire qu’une instance d’une des deux classes est incluse dans l’instance qui l’utilise,
et donc sa durée de vie est dépendante de celle de l’objet qui la contient/l’utilise. En
Java, cette notion de composition ne s’applique qu’aux descriptions qui utilisent un type
primitif (par exemple : int).
– La composition de classe (static). Elle est similaire à la composition mais définit un
attribut de classe comme le fait l’agrégation de classe.
Nous donnons maintenant un aperçu des composants-descriptions de Java. De manière gé-
nérale, nous nommons classes internes les classes membres statiques ainsi que les classes
membres, les classes locales, les classes anonymes et les interfaces membres statiques. Nous
avons recensé dix composants-descriptions6 :
– La classe (class). La classe est une implémentation concrète d’un type de données. C’est
une description non générique qui peut contenir des méthodes7 et des attributs. Elle est
visible au sein de son paquetage mais cette visibilité peut être étendue ou restreinte par
un qualifieur (public ou private par exemple). Elle a la capacité de créer des instances
mais pas de les détruire explicitement. Enfin, la classe autorise la surcharge sans prendre
en compte le type du retour des fonctions.
– La classe abstraite (abstract class). La classe abstraite est une implémentation abstraite
d’un type de données. Cette description possède les mêmes propriétés qu’une classe mais
elle peut décrire des méthodes abstraites (sans corps) et ne peut pas posséder d’instance
4L’usage d’un paramètre de méthode, d’un résultat de fonction ou d’une variable locale du type de la des-
cription utilisée s’apparente à une agrégation.
5Sauf si la visibilité de l’attribut est restreinte, par exemple en le déclarant private.
6Nous ne tenons pas compte des classes internes abstraites dans ce document.
7Ainsi que des constructeurs, initialiseurs et destructeurs.
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propre.
– L’interface (interface). Il s’agit de la spécification d’un type de données. Au contraire
d’une classe, une interface ne peut pas définir d’attribut (sauf les constantes de classe).
De plus, ses méthodes sont toutes abstraites et elle ne peut donc pas créer d’instance.
– La classe membre statique (static class). C’est une implémentation, locale à une classe,
d’un type de données. Sa particularité, par rapport à une classe, est d’être définie à
l’intérieur d’une classe et non au plus haut niveau. Elle n’est d’ailleurs accessible qu’au
travers de sa classe encapsulante.
– La classe membre (class). Il s’agit également d’une implémentation, locale à une classe,
d’un type de données. Mais, à la différence de la classe membre statique, une instance de la
classe membre est automatiquement associée à chaque instance de la classe encapsulante.
– La classe locale (class). Elle représente une implémentation, locale à une méthode, d’un
type de données. Elle n’est visible qu’à l’intérieur de sa méthode encapsulante. En dehors
de cela, elle est équivalente aux autres composants-descriptions de classe.
– La classe anonyme (class). La classe anonyme est une implémentation, locale à une ex-
pression, d’un type de données. Elle est équivalente à une classe locale mais n’est visible
qu’au sein de son expression encapsulante mais n’ayant pas de nom, il n’est pas possible
de la référencer et donc d’en hériter. De par sa structure syntaxique, si elle implémente
une interface, elle ne peut en implémenter qu’une. De plus, si elle hérite directement d’une
classe, elle ne peut pas implémenter directement une interface.
– L’interface membre statique (static interface). Il s’agit d’une spécification, locale à une
classe, d’un type de données. C’est l’équivalent de la classe membre statique sous la forme
d’une interface.
– Le tableau. Il représente la structure de données bien connue. C’est donc une collection
indexée et de taille fixe d’entités d’un type défini. Le tableau est un cas particulier en Java.
Chaque tableau est une instance d’une classe virtuelle8 représentant son type (exemple :
un tableau d’entiers est de type int[]).
– Le type primitif. Le type primitif est la représentation d’un type de base du langage. Il
permet de décrire les éléments essentiels des applications : booléens, caractères, octets,
entiers courts, entiers, entiers longs, flottants et flottants doubles. Remarquons que chaque
type primitif décrit une valeur et non un objet mais qu’une classe existe pour représenter
chacun d’eux. Par exemple, la classe Integer permet de considérer un int comme un objet.
En ce qui concerne les composants-relations d’importation nous pouvons, par exemple, signaler
les contraintes suivantes :
– L’héritage inter-classe ne peut avoir pour cible ou pour source ni une interface ni une
interface membre statique. De plus, les classes anonymes ne peuvent être cibles d’un tel
héritage.
– L’héritage inter-interface est posé entre interfaces (qu’elles soient membres statiques ou
pas).
– La concrétisation a forcément lieu entre une classe abstraite et une classe non abstraite.
– Enfin, l’implémentation est une relation qui a toujours comme cible une ou plusieurs
interfaces (quelles qu’elles soient) et comme source une classe (quelle qu’elle soit). Le
même genre de contrainte s’applique aux composants-relations d’utilisation.
8Cette classe n’existe pas mais tout se passe comme si elle existait vraiment.
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5.1.2. Génération de profils UML
Nous rappelons que l’un des objectifs que nous avions lorsque nous avons entrepris la spéci-
fication du modèle OFL était de réduire le fossé qui existe entre les langages et les méthodes de
conception. Il est donc naturel de vouloir proposer une passerelle entre le modèle OFL et UML
[97] et de produire les profils UML à partir d’une description OFL de la sémantique. L’intérêt
est double. D’une part, on veut pouvoir décrire précisément la sémantique opérationnelle des
différents types de classifieur ou de relations associés à un langage à objets pour ensuite les
utiliser pendant la phase de conception. D’autre part il s’agit de définir de manière précise dans
UML des concepts de classes ou de relations issus des langages de programmation existants et
ainsi, de faciliter la projection de schémas de conception vers les langages de programmation
grâce aux informations mémorisés pour chacun des concepts. Du point de vue de la mise en
œuvre, nous désirons réutiliser l’éditeur OFL déjà implémenté [274] pour générer des profils
UML.
Aperçu du métamodèle et des profils UML UML propose un métamodèle pour décrire
l’ensemble de ces entitiés ; les éléments de ce métamodèle sont mémorisés dans plusieurs pa-
quetages. Nous nous intéressons plus particulièrement aux paquetages UML standard appelés
Core et Model Management9. On notera qu’en particulier Core contient lui-même deux sous-
paquetages : le premier représente les éléments qui forment la colonne vertébrale structurelle
du métamodèle (espace de noms, type de données, classifieur, primitive, contrainte, etc.) tan-
dis que le second montre des éléments qui participent à la définition des relations. À titre
d’exemple, la figure 5.6 donne une description des entités de ce dernier paquetage.
Les profils d’UML [235] fournissent un mécanisme générique pour construire des applications
ou des modèles adressant des domaines spécifiques (voir figure 5.7). Pour plus d’informations
à propos de la méthodologie proposée pour réaliser des profils qui adaptent le modèle UML
aux besoins d’un domaine spécifique, il pourra être intéressant de lire [286]. Il faut cependant
constater que même si des profils commencent à apparaître, le fait d’utiliser un tel mécanisme
reste controversé [114, 19]. Ce mécanisme est basé sur l’adjonction de stereotypes, tagged va-
lues, elements, attributes, methods, links, assertions, etc. On rappelle ci-dessous les principales
entités qui participent à la définition d’un profil :
– Un profil (Profile) est un paquetage auquel on a associé un stéréotype et qui contient
tous les éléments du modèle qui ont été adaptés à un domaine spécifique en utilisant des
stéréotypes, des définitions étiquetées, et des contraintes.
– Un stéréotype (Stereotype) est un élément du modèle qui définit de nouvelles valeurs
(basées sur la définition d’étiquettes), de nouvelles contraintes et éventuellement d’une
nouvelle représentation graphique. Tous les éléments d’un modèle qui sont associés à
un stéréotype « héritent » de ces valeurs et contraintes en supplément des attributs,
associations, et superclasses que l’élément a dans UML non étendu.
– La définition d’étiquettes (Tag definition) spécifie de nouvelles sortes de propriétés qui
peuvent être attachées à des éléments du modèle. Les propriétés concrètes des éléments
individuels du modèle sont spécifiées en utilisant des valeurs étiquetées (Tagged values).
Elles peuvent être soit des valeurs d’un type simple ou des références à d’autres éléments
du modèle. La définition d’étiquettes peut se comparer à la définition de méta-attributs
tandis que les valeurs étiquetées correspondent à des valeurs attachées aux éléments du
modèle.
9Ce travail s’appuie sur la version 1.5 d’UML [235].
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Fig. 5.6.: Le paquetage Core - Relationships d’UML
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Fig. 5.7.: Le paquetage Extension mechanisms d’UML
– Des contraintes (Constraints) peuvent aussi être attachées à n’importe quel élément
du modèle pour affiner sa sémantique. Elles sont généralement décrites en OCL. Les
contraintes attachées à un stéréotype doivent être satisfaites par tous les éléments du
modèle qui sont associés à ce stéréotype.
Survol de l’approche L’approche que nous avons développée consiste à générer des profils
UML à partir des informations recueillies par la description d’entités du modèle OFL, c’est-
à-dire de spécifier un métaprofil ; nous l’appelons OFL-ML. Il s’appuie sur la définition de
diagrammes de classes d’UML10 et notamment sur une extension des paquetages UML stan-
dard appelés Core et Model Management (voir ci-dessus). On notera que pour exprimer les
règles d’accès aux classifieurs et aux primitives, UML utilise les marqueurs standard de visi-
bilité (correspondant à private, public, etc.)11.
Un des objectifs importants d’OFL-ML est de générer automatiquement un profil propre et
lisible. Les règles suivantes sont destinées à favoriser cet objectif : i) chaque OFL-composant
est représenté par son propre stéreotype, ii) chaque combinaison de valeurs associées à un
élément OFL qui n’est pas paramétré (c’est-à-dire réifié par un OFL-atom) produit un sté-
réotype différent, iii) des OFL-éléments supplémentaires (comme les OFL-modifieurs ou les
OFL-assertions) sont associés à des valeurs étiquetées ou à des contraintes qui sont créées
dans le profil généré.
10C’est-à-dire sur des graphes de classifeurs connectés entre eux par des relations.
11Ces marqueurs n’ont pas de sens pour OFL-ML qui propose une définition plus précise de ces droits d’accès,
à travers la définition de modifieurs (voir section 4.3).
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Fig. 5.8.: OFL-ML : Les relations
Typiquement les stéréotypes pourront être exploités pour d’une part générer une réification
OFL qui correspond à une application et d’autre part, l’initialiser avec les traitements et
les informations adéquates pour répondre à un besoin particulier. L’application ainsi équipée
pourra être utilisée par exemple pour réaliser des métriques, des tests [163] ou pour générer
un code adéquat pour un langage donné [286].
Aperçu de la génération de profils La définition d’un profil UML nécessite la définition d’un
métamodèle virtuel. Ce dernier correspond à un modèle formel associé à un ensemble d’exten-
sions d’UML lui-même exprimé en UML. Le métamodèle virtuel d’OFL-ML est présenté dans
[97] comme un ensemble de diagrammes de classes, cependant on trouvera des informations
complémentaires dans [237, 239, 238]. À titre d’exemple, la figure 5.8 présente le métamodèle
virtuel associé aux principaux concepts-relations définissant des relations entre classes (voir
figure 4.3). Nous donnons un aperçu des résultats obtenus à travers la description des stéréo-
types, valeurs étiquetées, contraintes et éléments du modèle qu’il faut introduire dans OFL-ML
pour supporter le concept OFL dédié aux relations d’héritage (OFL-ImportRelationship).
Comme on l’a vu dans le chapitre 4.2, la relation d’importation est une généralisation du
mécanisme d’héritage présente dans les langages à objets. Le métaprogrammeur a la responsa-
bilité de créer un composant-relation OFL pour chaque sémantique de relation d’importation
du langage considéré. OFL-ML générera les éléments nécessaires de manière à rendre acces-
sible ces relations dans UML. Ainsi, le stéréotype ¿OFLImportRelationshipÀ (voir figure
5.8) est abstrait. Il est la base de tous les stéréotypes concrets associés à une relation d’impor-
tation du langage. Le nom du stéréotype généré est directement dépendant de celui associé au
composant OFL correspondant12. Il sera associé à un ensemble de valeurs étiquetées. Leurs
valeurs correspond à quelques-unes des caractéristiques (au sens de OFL) définies pour les re-
lations d’importation13. Par exemple, la valeur étiquetée redefinedFeatures contiendra la liste
12Par exemple, le composant ComponentJavaExtends produira le stéréotype ¿JavaExtendsÀ.
13En fait, on ne trouvera que les caractéristiques qui ont un sens dans la description d’un diagramme de
classifieurs.
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des noms de primitives qui sont redéfinies (à travers cette relation), dans la classe source (voir
section 4.2).
Une valeur est associée à chacun des paramètres et des caractéristiques qui participent
à la définition d’un composant ; elle participe à la description de la sémantique de celui-
ci. Une contrainte sera générée pour chaque couple (paramètre/caractéristique, valeur) d’un
composant-relation. Par exemple, le paramètre indiquant s’il est possible ou non de redéfinir
des primitives (redefining) à partir d’une relation R peut prendre les valeurs mandatory ou
forbidden (voir [93]). Si le composant-relation correspondant associe à ce paramètre la valeur
mandatory, la contrainte suivante sera générée :
context ComponentRelationship (OFLImportRelationship)
inv : self.parent.features->forAll( f : Feature |
self.stereotype.taggedValue ->forAll(t |
t.name=’redefinedFeatures’ implies t.value->includes(f)))
On rappelle qu’une des extensions du modèle OFL (voir section 4.3) permet de définir des mo-
difieurs pour un composant-relation donné. Chaque modifieur associé à un composant donnera
lieu à la génération de contraintes dans le profil [260].
5.1.3. Langage LAMP
LAMP est une proposition de langage pour définir les règles de protection et de visibilité
mises en œuvre dans les différents langages de programmation. Son étude a été initiée dans
le cadre de la thèse de Gilles Ardourel [13] et a été poursuivie dans le cadre, d’abord d’une
collaboration informelle, puis d’une action COLOR de l’INRIA. Les travaux réalisés dans le
cadre de cette collaboration se situe dans la continuité de ceux qui ont amené la définition du
modèle OFL. Nous présentons d’abord le contexte et les motivations, puis nous donnons un
aperçu des résultats.
Motivation L’encapsulation constitue l’un des principes fondamentaux des langages de pro-
grammation à objets. Indépendamment des critiques que nous avons formulées dans le chapitre
3, elle offre la capacité de localiser une information là où elle est pertinente et peut être trai-
tée. Elle participe donc à la modularité mais également à une plus grande séparation entre
l’interface et l’implémentation des classes.
Les langages à objets proposent, pour mettre en œuvre l’encapsulation, des techniques
qui consistent à associer à certaines entités du programme (tels les objets, les méthodes ou
les classes) des directives de protection comme public ou protected en Java [143] ou export en
Modula [152]. Les mécanismes du langage interprètent ces directives pour permettre ou limiter
l’accès à certains aspects des objets suivant le profil de l’entité qui y accède. Une utilisation
correcte de ces mécanismes de protection permet de réduire le couplage entre les composants
et assure ainsi de bonnes conditions de maintenance ou de réutilisation [78, 45].
Les moyens d’expression de la protection dans les langages existants sont bien souvent trop
faibles pour les concepteurs, programmeurs et documenteurs de logiciels. Ceux-ci ne disposent
trop souvent que de public, protected ou private et de leurs correspondants UML +, # et
- [192, 235] qui n’ont pas toujours la même signification d’un langage à l’autre, voire d’une
version d’un même langage à la suivante.
Nous pensons que les mécanismes de protection devraient être plus expressifs, et qu’un lan-
gage de définition de mécanismes de protection pourrait bénéficier à la fois aux concepteurs
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Fig. 5.9.: Partie built-in des métainformations
et programmeurs d’applications et aux métaprogrammeurs qui définissent des langages, en
décrivant clairement une sémantique et en assurant la continuité des spécifications de pro-
tection entre la conception et l’implémentation. Une telle explicitation de ces mécanismes
entraînerait aussi une meilleure compréhension des concepteurs, qui les utiliseraient donc plus
souvent et à meilleur escient, et des programmeurs qui traduiraient mieux les spécifications
des concepteurs.
Ce travail a pour objectif de proposer un langage simple, nommé LAMP, de définition de
mécanismes de protection. Nous proposons d’abord un ensemble de métainformations ainsi que
les contraintes d’utilisation associées14, qu’il faut recenser dans le langage de programmation
cible ; nous nous appuyons pour cela sur les besoins de langages existants, en particulier Java.
Dans le paragraphe suivant, nous évoquons principalement l’apport d’un niveau méta tandis
qu’une description plus complète se trouve dans [14].
Résultats et apport des aspects méta Pour obtenir un langage de définition des protections
qui s’applique à n’importe quel langage à objets, nous avons choisi de le faire reposer sur un
méta niveau qui propose une réification des entités d’un langage. Ce métaniveau a une partie
fixe (voir figure 5.9), mais il est conçu de manière à pouvoir être enrichi au fur et à mesure
des besoins requis par les langages.
Ces métainformations contiennent donc trois hiérarchies qui représentent i) les entités mani-
pulées par un langage de programmation, ii) les opérations possibles sur ces entités et, iii) les
relations qui peuvent exister entre les différentes entités. En fonction du langage pour lequel
on veut définir et vérifier les règles de visibilité, on placera dans chacune des trois hiérarchies
les entités, relations et opérations adéquates comme le montre à titre d’exemple la figure 5.10.
Il faut ensuite définir les entités qui sont acceptées comme source et/ou comme cible d’une
relation, ainsi que les opérations qui peuvent leur être appliquées. L’ensemble de ces infor-
mations est suffisant pour ensuite définir les règles de protection et visibilité à l’aide d’un
mini-langage [14, 13] qui s’appuie sur ce métaniveau. Enfin se pose le problème de la mise
en œuvre de ces règles ; pour cela, nous avons commencé à définir un prototype à l’aide de
SmartTools [88, 28, 255]. Nous utilisons son langage de description (appelé absynt) pour
14Pour cela, nous nous appuyons sur l’étude menée dans le cadre de la thèse de Pierre Crescenzo [93].
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Fig. 5.10.: Métainformations relatives aux entités d’un programme
décrire le langage cible ainsi que quelques informations complémentaires qui permettent de
mémoriser i) le nom et la localisation de l’élément du langage, ii) les opérations valides quand
c’est une entité et les entités sources et cibles compatibles lorsque c’est une relation15 et iii)
les règles de protection mises en œuvre pour une entité. Ensuite, il faut décrire un ensemble
de visiteurs qui, en fonction des éléments du langage vérifiera que les règles sont satisfaites et
produira le cas échéant, un message d’erreur ou un traitement approprié. À l’aide de ce proto-
type, nous envisageons d’étudier et de valider de nouvelles extensions de langage relativement
aux protections.
5.2. Application à la description de logiciel
Une seconde catégorie d’applications du modèle OFL a été d’étudier d’une part les possibi-
lités d’améliorer la description de l’usage de l’héritage [94]16 et d’autre part de proposer des
relations qui dérivent de la relation d’héritage, à savoir i) une relation d’héritage inverse que
nous comptons exploiter pour adapter et faire évoluer les classes et, ii) une relation d’héritage
générique dont l’objectif est de voir comment on peut apporter des solutions pour introduire
dans un langage à objets des techniques de séparation des préoccupations [162].
5.2.1. Annotation de l’héritage
Nous partons de la constatation partagée par [13] et [213] qu’il est important de permettre
à un classifieur de se protéger des autres entités du programme afin de ne pas leur permettre
de briser la cohérence de ses instances. L’expressivité des langages de programmation comme
Eiffel, Smalltalk, Java, C# ou C++ permet de prendre en compte de multiples situations sans
pour autant que les choix du concepteur de l’application soient toujours spécifiés de manière
explicite ou même qu’ils puissent l’être. Même si des tentatives de clarification sont faites en
15Cette information est en fait une métainformation. Elle est en effet associée à l’ensemble des instances des
entités ou relations et non pas à une instance donnée comme c’est le cas pour i) et iii).
16Ce travail comme celui sur l’héritage générique a été réalisé dans le cadre du stage de DEA de Christophe
Jalady.
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ce sens, c’est par exemple le cas pour l’usage de l’héritage, il reste encore beaucoup à faire
dans ce domaine. D’ailleurs de nombreux articles discutent des utilisations justifiées (ou non)
de la relation d’héritage [149, 296].
A propos de ces tentatives de clarification, on peut citer par exemple le cas de Java ou
d’Eiffel. Le mot-clé abstract pour le premier et deferred pour le second permet de souligner que
le classifieur contient des définitions de routines abstraites ou retardées, selon le vocabulaire
employé dans chacun des langages.
En Java, plutôt que d’utiliser une seule relation d’héritage on dispose de deux mots-clés :
extends qui décrit une relation d’héritage simple entre classes ou multiple entre interfaces,
et implements qui décrit une relation d’héritage multiple entre une classe et des interfaces.
Par ailleurs, on trouve aussi en C++ la possibilité de faire un héritage « privé » (mot-clé
private), qui interdit en particulier l’application du polymorphisme sur les instances comme
c’est normalement le cas lorsqu’on utilise le symbole « : : ». Ces approches constituent à
notre sens une avancée car elles permettent au développeur d’applications de mieux spécifier
l’usage qu’il fait de l’héritage mais elles nous semblent encore insuffisantes.
Notre proposition consiste à permettre au développeur d’application (de manière faculta-
tive) d’ajouter un ensemble d’annotations à la description des classifieurs ou des relations
d’héritage afin de mieux en préciser l’usage. Il est important de mentionner que ces annota-
tions sont amenées à être utilisées par des compilateurs, des interprètes ou des environnements
de programmation plutôt que par l’exécutif du langage ; elles n’ont pas vocation à modifier la
sémantique des relations d’héritage ou plus généralement du langage. Nous défendons l’idée
que grâce à cette approche, un développeur se voit offrir des moyens supplémentaires en vue
d’obtenir des applications plus documentées, réutilisables, maintenables et robustes.
On retrouve des préoccupations similaires dans ClassTalk [196] qui propose de spécifier la na-
ture des classes en s’appuyant sur un Meta-Object Protocol (MOP). On retrouve en particulier
des propriétés relatives au fait d’être abstraite ou de ne pas pouvoir posséder de sous-classes.
D’autres caractéristiques sont introduites comme la possibillité de spécifier l’ensemble de mé-
thodes à redéfinir par les sous-classes ou d’empécher la modification de l’interface. Elles sont
encapsulées dans des métaclasses et influent sur les futures relations d’héritage entre une classe
(instance d’une métaclasse donnée) et de ses (futures) sous-classes. D’une certaine manière,
l’auteur propose à une classe de pouvoir contraindre les futures relations d’héritage dont elle
sera la cible dans le but d’améliorer l’organisation structurelle des classes plutôt que pour
envisager comme nous, des contrôles supplémentaires sur les hiérarchies.
Une approche basée sur des classifications Nous désirons faire reposer notre ensemble
d’annotations sur des taxinomies de l’héritage ; nous en avons trouvées deux dans l’état
de l’art. Il s’agit d’une part de la taxinomie de Bertrand Meyer [213] qui a pour principal
objectif d’expliciter les différents cas où l’utilisation de l’héritage peut se justifier (voir figure
5.11), et d’autre part, de celle proposée par Xavier Girod [135] dont l’objectif est plutôt
de recenser les différentes sortes d’utilisation de l’héritage en prenant le point de vue du
concepteur d’applications.
Nous proposons en complément une troisième classification qui est orthogonale aux précé-
dentes et dont l’objectif est de recenser les différentes limitations que l’on peut appliquer aux
nœuds de ces classifications sans en dénaturer le sens.
La figure 5.12 représente seulement un extrait de cette classification, dans lequel nous nous
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Functional variation inheritance
Type variation inheritance
Uneffecting inheritance
Variation inheritance
Constant inheritance
Machine inheritance
Reification inheritance
Structure inheritance
Implementation inheritance
Facility inheritance
Software inheritance
Subtype inheritance
View inheritance
Restriction inheritance
Extension inheritance
Model inheritance
Valid use of inheritance
Fig. 5.11.: Taxinomie de l’héritage de Bertrand Meyer
after before around
parameter result assertionfree constraint
type export
attributemethod
free constraint free constraint
implementationimplementation
invariant export
classifier featureclassifier
...
...
hiding
attribute
Inheritance
redefinition
method
body signatureexport
addition
classifier feature
Fig. 5.12.: Extrait d’une classification « de référence » des adaptations réalisées par héritage.
intéressons principalement aux adaptations relatives à l’ajout et à la redéfinition de carac-
téristiques. Parmi les catégories d’adaptation non citées dans le schéma, on peut recenser
par exemple, le renommage de caractéristiques ou l’inactivation d’un corps de méthode. La
classification proposée veut être indépendante des langages ; il est donc probable que cer-
taines adaptations n’aient pas de sens dans un langage donné. Par exemple, la redéfinition de
signature n’existe pas en Java alors qu’elle fait partie des facilités offertes par le langage Eiffel.
La définition d’une annotation se définit en plusieurs étapes, qui nécessitent de disposer
d’une réification adaptée des types d’entités (métaentités) qui sont mentionnées dans la clas-
sification dite de référence.
Définition par étapes d’une annotation Il s’agit dans un premier temps d’attribuer des
règles qui définissent chaque nœud de cette classification17. Ces règles s’appuient sur la réi-
fication des entités et sur le fait que l’adaptation associée au nœud considéré est obligatoire
(Mantatory), interdite (Forbidden) ou simplement permise (Allowed)18. Voici plus précisément
ce que signifient ces valeurs :
– Mandatory : l’adaptation associée au nœud doit être appliquée pour chaque occurrence
de la métaentité représentée (en général un classifieur, un attribut ou une méthode). Par
exemple, « toutes les méthodes de la classe doivent être redéfinies ».
– Forbidden : aucune occurrence de la métaentité représentée ne peut effectuer cette adap-
tation.
– Allowed : l’adaptation associée au nœud est possible, c’est-à-dire qu’elle peut ou pas,
être appliquée sur une occurrence donnée de la métaentité.
17Ces règles peuvent être comprises comme étant des assertions de niveau méta pour l’application.
18Il faut au moins que chaque nœud puisse disposer d’une règle pour Mandatory et d’une autre pour Forbidden.
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Ainsi nous citons l’exemple suivant de règle19 qui participe à la définition du nœud « inhe-
ritance/‌...method/‌body/‌free » :
∀R, une relation d’héritage,
soit R.S, son classifieur source et
R.T, son classifieur cible,
soit R.MST, l’ensemble des méthodes de R.S redéfinies dans R.T ,
constraint = forbidden implies R.MST = ensemble vide
Dans un deuxième temps, il faut choisir la classification qui est adaptée à l’objectif considéré,
par exemple celle de [213] ou celle de [135]. Puis, il faut décrire chacun des nœuds terminaux
de la classification20 (c’est la définition initiale qui correspond à un ensemble d’informations).
Chacune de ces informations correspond à un nom de nœud de la classification de référence,
et une valeur parmi Allowed / Mandatory / Forbidden.
D’un point de vue plus général, on peut dire que la plupart du temps les informations,
qui décrivent les types d’héritage (nœuds de la classification), sont données sous forme d’un
texte ou d’exemples explicatifs sujets à interprétation. Par l’approche que nous sommes en
train de décrire, nous proposons à la fois, d’en extraire, quand c’est possible, des règles plus
formelles qui définissent leur sémantique, et d’organiser toutes les informations recueillies en
trois catégories21 : i) les informations d’adaptation qui décrivent les capacités d’adaptation du
classifieur source et qui peuvent donc être décrites par un ensemble de nœuds de la classifica-
tion de référence (c’est la définition initiale mentionnée ci-dessus), ii) les informations sur la
structure de la hiérarchie qui dépendent de la hiérarchie globale et qui pourront être définies
à l’aide de métainvariants, iii) les informations intuitives qui correspondent à une description
textuelle ou à des exemples de la sémantique de l’héritage.
Dans un troisième temps, il s’agit de définir l’annotation proprement dite. De manière in-
tuitive, une annotation va nous permettre d’une part d’associer un usage U (par exemple
variation inheritance [213]) à une relation d’héritage R qui pourrait exister entre deux clas-
sifieurs d’une bibliothèque, et d’autre part, de mémoriser une redéfinition éventuelle de la
définition initiale de U afin de spécifier pour cette relation d’héritage l’existence d’une si-
tuation particulière. Ainsi une annotation va contenir les informations suivantes : i) le nom
associé à un nœud d’une taxonomie (par exemple variation inheritance) qui permet d’accéder
aux informations mentionnées plus haut et éventuellement, ii) un ensemble de nœuds de la
classification dite de référence qui représente une redéfinition de la définition initiale de U (elle
est appelée définition redéfinie).
La manipulation des définitions initiale et redéfinie nécessitera de disposer d’opérateurs
ensemblistes mais aussi d’opérateurs permettant d’ajouter ou d’enlever des éléments à ces
ensembles, de modifier la valeur (Allowed, Mandatory ou Forbidden) associée à un de leurs
éléments. L’utilisation de ces annotations donnera lieu à la définition d’actions à réaliser
en cas de succès ou d’échec de la vérification des règles ; ces actions dépendent bien sûr des
fonctionnalités à introduire (par exemple dans un environnement de programmation), à travers
l’utilisation des annotations.
Intégration dans le langage Eiffel À partir de l’approche décrite ci-dessus, nous avons pro-
posé une intégration dans le langage Eiffel [210, 212] ; elle permet d’illustrer cette approche.
19Sa description repose naturellement sur une réification des classifieurs et des relations.
20L’ensemble des règles, qui seront recensées dans un nœud donné d’une taxonomie ou classification, est égal
à l’union des règles associées aux nœuds ancêtres.
21Il est à noter qu’un nœud de taxonomie peut éventuellement être composé par d’autres nœuds.
84
5.2. Application à la description de logiciel
Le langage Eiffel propose déjà une clause d’indexation (indexing) décrite principalement
avant la description d’une classe ; elle permet de donner des informations complémentaires
sur la classe qui sont destinées à être utilisées par des outils externes ou par l’environnement de
programmation. La liste des types d’information est libre et peut être étendue à volonté par le
développeur de la classe mais il est naturellement très important qu’il y ait une uniformisation
car elle permet d’envisager la mise en œuvre de recherches systématiques d’information.
Notre approche intègre la notion d’annotation à travers l’extension de la clause d’héritage
(inherit) avec une clause d’indexation (indexing). La déclaration ci-dessous définit un exemple
d’utilisation. On peut noter que le choix d’ajouter cette information dans la clause indexing
plutôt que par l’intermédiaire d’autres ajouts syntaxiques insiste sur notre volonté de ne pas
modifier la sémantique du langage et de faire en sorte que ces informations soient utilisées par
des outils externes. De même que pour la clause indexing de classe en Eiffel, la clause indexing
d’héritage est facultative.
Dans cet exemple, la clause indexing précise que la classification utilisée est celle décrite
dans la figure 5.11 et que le nœud choisi dans la classification représente un héritage de
concrétisation.
class LINKED_LIST [G ]
inherit DYNAMIC_LIST [G ]
rename
....
redefine
....
indexing
taxonomy : “valid_use_inherit”
use : “reification_inheritance”
end
...
end -- LINKED_LIST
On désire maintenant indiquer dans cette classe plusieurs limitations ponctuelles en se servant
du contenu de la classification de référence (figure 5.12). Pour éviter d’alourdir la classe avec
le chemin complet des nœuds, on a préféré donner ici un nom qui se veut le plus significatif
possible. Il est à noter que les opérateurs +, - et = signifient respectivement ajouter, enlever
et remplacer un élément de la définition initiale. Dans le schéma ci-dessous, le programmeur
dit à travers leur évocation i) qu’il permet de redéfinir de manière contrainte le corps des
routines (il était libre auparavant, il doit comporter désormais avant le code ajouté, l’appel à
la version originale de la méthode), ii) qu’il est possible d’ajouter des attributs ou des méthodes
d’implémentation qui ne doivent pas être exportées vers d’autres classes et que désormais il
faut rendre effectives toutes les méthodes (auparavant c’était facultatif). Les lettres A, F et
M correspondent respectivement à Allowed, Forbidden et Mandatory (voir ci-dessus).
indexing
...
taxonomy_inherit : “valid_use_inherit”
class LINKED_LIST [G]
inherit DYNAMIC_LIST [G]
....
indexing
use : “reification_inheritance”
redefinition : “- method_redefinition_body
+ method_redefinition_after (A),
+ add_implementation_feature (A),
= method_body_definition (M)”
end
...
end -- LINKED_LIST
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On notera que dans le cas où la clause indexing associée à chaque relation d’héritage qui est
annotée est relative à la même classification, il pourra être intéressant, comme c’est fait dans
l’exemple ci-dessus, de donner cette information dans la clause indexing de la classe afin de ne
pas répéter plusieurs fois la même information. Le lecteur pourra trouver des fonctionnalités
complémentaires dans [94]. En particulier il est possible i) de considérer qu’une annotation
concerne plusieurs relations d’héritage (héritage composé [135]) et, ii) que des classifieurs
puisse se protéger contre d’autres et ainsi, spécifier qu’ils ne peuvent être hérités que sous
certaines conditions.
5.2.2. Une relation d’héritage générique
La réflexion que nous avons menée sur l’héritage depuis le début de nos travaux sur OFL
nous a amenés à nous intéresser à nouveau à la problématique abordée par le chapitre 3
mais en l’abordant sous un angle différent. D’un point de vue historique, ces travaux se sont
déroulés en parallèle, leurs motivations sont proches et naturellement les constatations faites
par rapport aux apports et limitations du paradigme objet sont similaires.
Le travail réalisé a donc porté sur la pertinence de l’ajout d’une nouvelle relation, dite relation
d’héritage générique, en vue d’améliorer la réutilisabilité, la maintenance et la lisibilité du code
d’une application. Nous sommes restés dans le cadre des langages à objets classiques auxquels
nous souhaitions simplement ajouter un type de relation d’héritage. L’objectif était donc d’une
part, d’étudier les différentes possibilités permettant de modifier la cible22 d’héritage d’une
classe en fonction de son contexte d’utilisation, c’est-à-dire suivant les différentes applications
qui l’utilisent ou même suivant les différentes parties d’une même application, et d’autre part,
le cas échéant de proposer une approche complète.
Rappels sur le contexte Les relations d’héritage proposées par les langages à objets per-
mettent une structuration des classes sous forme de hiérarchies pouvant aboutir à la définition
de bibliothèques. Ces dernières doivent i) pouvoir être réutilisées dans des contextes variés,
par exemple dans des applications différentes, ou pour construire de nouvelles bibliothèques
ii) pouvoir évoluer : une fois réalisée, une bibliothèque doit être maintenue, mais aussi doit
pouvoir être étendue pour permettre de résoudre de nouveaux besoins. Dans ce contexte, la
disponibilité des sources est généralement admise, facilitant la résolution de ces problèmes par
les concepteurs.
Cependant l’utilisation dans différents contextes d’une bibliothèque réalisée par un tiers
nécessite aussi de pouvoir l’adapter à ses propres besoins [155, 243, 194, 269, 249]. En parti-
culier, il pourra s’agir de l’étendre pour une application spécifique ; ou encore de lui ajouter
des fonctionnalités, ou même de la modifier en partie. Toutes ces adaptations devront pouvoir
se faire par des utilisateurs sans modifier le code source.
On a déjà constaté dans le chapitre 3 que la relation d’héritage ne permet d’étendre une
hiérarchie que par l’ajout de nouvelles classes dérivant d’une ou plusieurs autres classes23 et
qu’elle ne répond ainsi qu’à une partie seulement des besoins. Or un développeur, utilisateur
d’une bibliothèque, doit pouvoir, dans une certaine mesure, manipuler les hiérarchies de classes
qui composent la bibliothèque. En particulier, il doit pouvoir ajouter des entités implémentant
22La cible (respectivement source) d’une relation d’héritage représente la super-classe (respectivement la sous-
classe).
23Suivant le type d’héritage possible, simple ou multiple.
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de nouvelles fonctionnalités, modifier une implémentation, ou généraliser deux hiérarchies in-
dépendantes. Ces possibilités sont nécessaires notamment pour l’ajout de code orthogonal. Ce
dernier représente la mise en œuvre de propriétés non spécifiques à une classe particulière (ou
à un type particulier) et qui en général concerne un ensemble de classes qui ne sont pas reliées
par des relations d’héritage ou d’agrégation.
Comme on l’a vu dans la section 3.1, plusieurs approches sont envisageables pour adresser la
problématique décrite ci-dessus. Une première approche consiste à développer ces propriétés
de manière externe à une application pour ensuite les intégrer ; c’est le principe proposé
par le paradigme de la séparation des préoccupations [172]. D’autres travaux ont été réalisés
pour accroître l’expressivité des langages ou, du moins, améliorer leurs capacités à réutiliser
l’existant ou à factoriser les comportements. Comme ils ont été évoqués longuement dans la
section 3.1, nous ne reviendrons pas dessus sauf quand les solutions reposent plus précisément
sur l’héritage ou la généricité :
– La généricité : Plusieurs langages ont proposé des solutions, il s’agit i) d’Eiffel [213] qui
implémente la notion de classe générique et la généricité contrainte24, ii) de C++ [290]
qui s’appuie sur un ajout syntaxique et la réécriture pour définir de fait des patrons de
classe, iii) de Pizza qui est une extension de Java [227] et, iv) de Java depuis la version
1.5 [29].
– Les mixins : ils contribuent à un assouplissement de la relation d’héritage. En effet, un
mixin ne spécifie pas lors de sa déclaration de cible d’héritage. Il pourra ainsi s’attacher,
suivant son utilisation, à différentes superclasses permettant ainsi de spécialiser plusieurs
entités sans avoir à impliquer des duplications de code. Les principales implémentations
des mixins ont été réalisées pour CLOS [50], C++ [278] et Java [10].
– Les classes virtuelles : Cette notion a été définie pour le langage Beta [201, 38], qui
généralise les notions de procédure et de classe, sous la forme de pattern. Beta a un com-
portement spécifique relativement à ces procédures virtuelles : c’est la super-méthode qui
définit, via le mot-clé inner, où les futures spécialisations de l’algorithme seront intégrées.
– Les langages de configuration : ils permettent de modifier le comportement d’une ap-
plication de manière externe au langage et, dans une certaine mesure, de paramétrer
le comportement d’une bibliothèque pour l’adapter à des besoins spécifiques. On peut
par exemple citer le cas de Lace25 [212] qui permet entre autre de renommer une classe
lorsqu’il y a conflit de noms entre deux bibliothèques utilisées par un même système.
Résultats de l’étude L’étude d’exemples basés sur les systèmes mentionnés ci-dessus qui est
proposée dans [162] a montré que des travaux significatifs étaient menés dans ce domaine.
Ainsi il semble intéressant de s’inspirer des approches basées sur :
– La généricité horizontale (classe générique). Celle-ci doit s’intégrer de manière homogène
avec l’héritage générique qui concerne la généricité verticale.
– Les métainformations. La définition du mécanisme d’annotations proposé dans la section
5.2.1 repose sur cette technologie, nous verrons plus loin comment l’exploiter.
– Lesmixins et les templates C++ où l’idée de paramétrer la cible de l’héritage est fortement
présente. Par ailleurs, la notion de patron de relation par analogie avec la notion de patron
de classe (template) nous semble intéressante.
24Certains cas d’utilisation de la généricité contrainte sont critiqués par [125].
25Lace signifie : Language for Assembling Classes in Eiffel.
87
5. Applications de la modélisation des concepts objets
– La programmation par aspects : le fait de pouvoir adapter une hiérarchie de classes
de manière à ce qu’elle intègre désormais une nouvelle fonctionnalité orthogonale est
particulièrement important.
– Les classes virtuelles (Beta) et les before/after de CLOS qui permettent d’assurer que la
redéfinition du corps d’une méthode pourra être contrainte. Nous avons d’ailleurs intégré
cette facilité dans la classification de référence mentionnée dans la section 5.2.1 qui est
associée au mécanisme d’annotations. Par ailleurs, les idées developpées semblent un bon
support pour décrire des patrons de classes et de méthodes.
En parallèle à la mise en évidence de quelques-uns des principaux éléments d’une approche
pour une relation d’héritage générique, nous avons montré que l’adjonction d’un mécanisme
permettant de modifier la cible de l’héritage induit un certain nombre de problèmes. Nous
pouvons citer :
– des conflits de noms qui sont introduits notamment lorsqu’une classe cible étend l’interface
de la classe initiale ;
– la redéfinition covariante des méthodes n’est pas sûre du point de vue des types mais est
nécessaire pour une bonne modélisation [119]. Cependant, avec l’ajout de l’héritage géné-
rique, la redéfinition covariante des méthodes peut par exemple provoquer une redéfinition
contravariante alors même qu’elle n’est pas prévue dans le langage.
– La cohérence des assertions. Si nous nous appuyons sur les concepts mis en évidence dans
[213], les contraintes imposées sont très importantes et restreignent beaucoup l’usage de
l’héritage générique.
Pour répondre à ces problèmes, nous proposons le mécanisme d’annotation mentionné dans
la section 5.2.1. Il veut offrir un support pour faire plus de contrôle et ainsi prévenir les cas
qui posent problème en vue par exemple de les interdire26. Même si cette solution peut ne pas
apparaître idéale (elle restreint l’utilisation de la généricité), elle a l’avantage de garantir la
fiabilité et la robustesse de l’application. Cependant, un certain nombre de questions restent
ouvertes et n’ont été que partiellement abordées ou étudiées :
– Est-il possible d’utiliser à plusieurs endroits d’une même application des instanciations
différentes d’une même classe générique ? Dans ce cas, comment règle-t-on la compatibilité
des objets ?
– Est-il préférable d’opter pour l’introduction d’un mécanisme permettant de redéfinir la
cible d’une relation d’héritage ou bien est-il opportun d’étendre la généricité aux relations
d’héritage ?
– À quel endroit doit être décrit le choix de la classe cible, que ce soit par instanciation ou
redéfinition ? À l’intérieur de l’application ou bien à l’extérieur, par exemple à l’aide d’un
langage de configuration ?
– Quelles doivent être les capacités d’adaptation mises à disposition de l’architecte de l’ap-
plication lorsque ce dernier choisit la cible effective d’une relation d’héritage ?
La réponse à ces questions nécessite en particulier de réfléchir à la plate-forme de mise en
œuvre mais aussi d’étendre l’examen de l’état de l’art aux langages de configuration afin de
voir comment ces derniers pourraient intégrer des capacités d’adaptation. Une perspective
que nous comptons mener à bien est d’étudier une solution complète dans le cadre d’un
langage à objets comme Eiffel. En particulier, il pourra être intéressant de proposer i) une
26Un tableau détaillé des types de problèmes en fonction de la classification de l’héritage proposé par B. Meyer
(voir figure 5.11) est proposé dans [162].
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solution qui étende Lace, ii) une intégration de notre mécanisme d’annotations comme nous
avons commencé à le faire dans [94], iii) un moyen de définir des patrons de méthodes ce qui
permettra d’augmenter l’expressivité de la solution et ainsi de la rapprocher de celles basées
sur la séparation des préoccupations.
5.2.3. Une relation d’héritage inverse
À travers l’étude d’une relation d’héritage inverse, nous nous intéressons à nouveau à la
problématique abordée par le chapitre 3. L’état de l’art fait référence à plusieurs travaux qui
concernent des formes d’héritage inverse. On peut citer en particulier [269] pour le langage
Java27, [194] pour le langage Eiffel ou d’autres travaux plus proches d’UML [98, 103]. Plus
précisément, nous désirons intégrer quelques-unes des techniques issues de la séparation des
préoccupations avec une relation d’héritage inverse pour augmenter les capacités d’adaptation
et de réutilisation des classes. Comme pour l’approche développée dans la section 3.3, nous
désirons atteindre notre objectif par la réalisation d’un modèle métier dont une des implé-
mentations pourra correspondre à l’extension d’un langage existant. Ce travail correspond à
la thèse de Ciprian Chirila qui est actuellement à mi-parcours [75, 74, 76] et nous reviendrons
donc sur certains aspects dans les perspectives (section 7.1.2).
Par rapport à d’autres approches comme la programmation par aspects ou par sujets, la
programmation par composants ou bien encore la programmation par modèles (voir chapitre
6), l’héritage inverse n’a surement pas l’expressivité la plus riche mais c’est une extension de
la programmation par objets qui a l’avantage de s’intégrer parfaitement à la philosophie objet
et qui peut rendre de nombreux services comme nous allons le montrer dans les lignes qui
vont suivre. Introduire l’héritage inverse est particulièrement intéressant pour les langages qui
ne proposent que l’héritage simple parce qu’il permet de capturer une partie de l’expressivité
de l’héritage multiple. Nous décrivons d’abord trois utilisations potentielles (insertion d’une
classe dans une hiérarchie, construction de types dérivés, composition de hiérarchies), puis
nous proposons une sémantique convenable.
Utilisations potentielles Un des avantages cités le plus souvent dans la littérature pour
convaincre le lecteur de l’utilité de l’héritage inverse est l’adaptation d’une hiérarchie de classe
existante qui n’est pas assez générale. L’exemple qui est proposé dans la figure 5.13 présente
l’exemple très classique d’une hiérarchie de classes décrivant des objets géométriques qui n’in-
tégre pas la classe rectangle28 et qu’il faut donc adapter lorsque cette dernière est nécessaire.
Le code source 5.14 décrit une partie du code qui lui est associé.
Pour réaliser une telle adaptation nous avons besoin de pouvoir : i) créer une nouvelle classe
(Rectangle dans cet exemple), ii) insérer cette dernière dans la hiérarchie, c’est-à-dire modifier
la superclasse d’une classe (Parallelogram dans cet exemple), iii) factoriser des primitives
(h, heighten, area dans cet exemple), iv) ajouter de nouvelles primitives (aucune dans cet
exemple).
Contrairement à la relation d’héritage classique, qu’elle soit simple ou multiple, l’héritage
inverse permet au programmeur de modifier le contenu et le comportement d’une classe sans
27Nous lui empruntons notamment le mot-clé exherits et les principaux choix seront discutés avec son auteur.
28Le propos n’est pas ici de savoir si la hiérarchie proposée dans la figure 5.13 doit utiliser l’héritage d’extension
[213] comme c’est le cas ici entre Square et Parallelogram ou l’héritage de spécialisation comme nous l’avons
proposé dans [76].
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Square
Parallelogram
Rectangle
extends
exherits
Point
Fig. 5.13.: Amélioration d’une hiérarchie de classes de la bibliothèque Java
public class Square extends Point {
protected int w = 0 ;
public void widen(int W) { w = W ; }
public double area() { return w*w ; }
}
public class Parallelogram extends Square {
protected int h = 0 ; // should be in Rectangle if exists
public void heighten(int H) { h = H ; } // should be in Rectangle if exists
protected double a = 0 ;
public void skew(double A) { a = A ; }
public double area() { return w*h*sin(a) ;} // should be in Rectangle if exists
// but with another implementation
}
public class Rectangle extends Square exherits Parallelogram {
protected factored int h = 0 ; // factored from parallelogram
public factored void heighten(int H) { factored } // factored from parallelogram
public factored double area() { return w*h ; } // factored from parallelogram
// but with its own body
}
Fig. 5.14.: Code source des classes correspondant à la figure 5.13
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Square
Parallelogram
BasicParallelogram
extends
exherits
Fig. 5.15.: Un exemple de type dérivé
public class BasicParallelogram exherits Parallelogram {
protected factored int w = 0 ; // factored from square
protected factored int h = 0 ; // factored from parallelogram
public factored void widen(int w) { factored } // factored from square
public factored void heighten(int h) { factored } // factored from parallelogram
public Parallelogram toParallelogram () { // feature which is added
// Code to be defined as usual
}
}
Fig. 5.16.: Code source d’une classe correspondant à la figure 5.15
être obligé de créer une classe héritière ni de toucher à une ligne de son code source. Dans
le code source de la figure 5.14 toutes les primitives factorisées sont déclarées dans la classe
Parallelogram elle-même et non dans une de ses superclasses alors que théoriquement ce serait
possible. Le fait que la classe Rectangle hérite elle-même de Square lui donne automatiquement
accès à toutes les primitives de ce dernier ainsi qu’à celles de ses ancêtres et donc vouloir les
factoriser dans Rectangle n’aurait pas de sens.
La figure 5.15 décrit un exemple dans lequel, contrairement au cas précédent, cela a un sens
de vouloir factoriser des primitives d’un ancêtre de la classe déclarée comme cible de l’héritage
inverse. Cela permet en effet de construire des classes qui correspondent à une combinaison
de plusieurs classes (ici Square et Parallelogram).
Supposons ici que la classe Parallelogram contienne des informations spécifiques à la bi-
bliothèque graphique (par exemple X-Window) ; ces informations peuvent par exemple cor-
respondre à des pointeurs qui n’ont de sens qu’à l’intérieur d’une même session et qui sont
donc dépendant du contexte d’exécution. La classe BasicParallelogram, construite par héri-
tage inverse, qui peut être abstraite ou concrète selon les besoins, contient toute l’information
relative à un parallélogramme mais sans ces informations spécifiques. L’existence de cette
classe permettra donc de sauvegarder dans un fichier seulement les informations que l’on sait
indépendante du contexte d’exécution. On notera qu’une instance de Parallelogram peut être
associée à une primitive de type BasicParallelogram mais pas l’inverse ce qui nécessitera sûre-
ment l’ajout d’une méthode de conversion, pour permettre l’utilisation de ces instances lors du
rechargement (voir la figure 5.16). On n’aurait pas pu utiliser l’héritage normal pour mettre
en œuvre cet exemple, car on ne veut pas conserver à la fois toutes les primitives de Square
et de Parallelogram.
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Square
Parallelogram
Shape
extends
exherits
Circle
Ellipse
extends
Fig. 5.17.: Un exemple de composition de hiérarchies
Dans le code source décrit dans la figure 5.16, la classe BasicParallelogram factorise les
méthodes aussi bien que les attributs car nous voulons pouvoir mettre à jour ses instances.
La figure 5.17 propose une troisième utilisation de l’héritage inverse qui prend en compte
plusieurs cibles. C’est particulièrement intéressant quand deux hiérarchies sont construites par
différentes personnes ou indépendamment l’une de l’autre et que plus tard elles doivent être
combinées afin d’en extraire les parties communes. Ici la classe Shape permet de factoriser les
parties communes d’Ellipse et de Parallelogram afin de pouvoir utiliser le polymorphisme et
construire par exemple une collection de shapes sur laquelle un traitement doit être exécuté.
Éléments de définition de la sémantique En nous appuyant sur les exemples présentés
ci-dessus et sur des langages existants et en particulier Java, nous proposons que l’héritage
inverse suive les règles suivantes :
– Il doit être possible de factoriser tous les types de primitive (attribut, fonction, procédure,
etc.).
– Une méthode peut être factorisée dans une classe C avec son corps, uniquement si tous
les attributs et toutes les méthodes manipulés par ce corps sont déclarés (ou factorisés)
dans cette classe ou dans une de ses superclasses.
– Si une primitive f d’une classe C1 est factorisée dans une classe C2 (car C2 exherits C1 ),
alors la visibilité de f dans C1 doit être la même ou plus contrainte que la visibilité de f
dans C2.
– Une méthode qui ne peut pas être redéfinie (final en Java ou freeze en Eiffel) peut quand
même être factorisée.
– Des variables ou des méthodes de classe ne peuvent être factorisées (en particulier si la
sémantique du langage ne permet pas qu’elles soient héritées).
– Si une méthode de la classe dont il faut changer la superclasse (Parallelogram dans notre
exemple) utilise le mot-clé super (en Java) ou precursor (en Eiffel), alors ce dernier ré-
férencera désormais la version se trouvant dans la classe insérée (Rectangle dans notre
exemple) si elle existe ou la version présente dans ses parents (Square pour nous), récur-
sivement. Quand c’est un constructeur qui utilise ce mot-clé, il doit être présent dans la
classe insérée (Rectangle dans l’exemple).
– La définition de la sémantique concernant le polymorphisme doit respecter les règles mises
en évidence dans le code source se trouvant dans les figures 5.18 ou 5.19, suivant que nous
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public class Example {
private Square s = new Square() ;
private Parallelogram p = new Parallelogram() ;
private Rectangle r = new Rectangle() ;
public void test() {
s = p ; // Parallelogram is a descendant of Square
s = r ; // Rectangle is a direct descendant of Square
r = p ; // Parallelogram is a direct descendant of Rectangle
p = r ; p = s ; r = s // these assignments are forbidden
}
}
Fig. 5.18.: Règles pour le polymorphisme correspondant à la figure 5.13
public class Example {
private Square s = new Square() ;
private Parallelogram p = new Parallelogram() ;
private BasicParallelogram b = new BasicParallelogram() ;
public void test() {
s = p ; // Parallelogram is a descendant of Square
s = b ; // NOT ALLOWED
b = p ; // Parallelogram is a descendant of BasicParallelogram
p = b ; p = s ; b = s // These assignments are also forbidden
}
}
Fig. 5.19.: Règles pour le polymorphisme concernant la figure 5.15
voulons insérer une classe dans la hiérarchie ou dériver un nouveau type.
– Une classe C qui exherits d’une classe B (qui hérite elle-même d’une classe A) n’est pas
autorisée à factoriser une méthode m de A (respectivement de A’ un ancêtre de A), si la
classe C hérite de A (respectivement de A’ ).
– Quand la cible d’un héritage inverse ou l’un de ses descendants contient une méthode
qui a exactement la même signature (en incluant le type de retour si c’est une fonction)
que dans la source, alors ce n’est pas une insertion mais une factorisation et les règles
ci-dessus s’appliquent, la version du descendant étant considérée comme une redéfinition
(sauf si c’est une méthode de classe).
– Quand la cible d’un héritage inverse ou l’un de ses descendants contient une méthode qui
a le même nom mais pas la même signature alors les primitives sont indépendantes l’une
de l’autre (aucun conflit). Si la méthode est une fonction, alors les descendants n’ont pas
le droit d’avoir une fonction avec la même signature mais avec un type de retour qui est
différent.
– Quand la primitive ajoutée est un attribut et que la cible de l’héritage inverse contient
elle aussi un attribut avec le même nom (qu’il ait ou non le même type) alors il n’y a pas
de conflit mais l’attribut qui est visible est celui qui est le plus près (en montant dans la
hiérarchie) du type de l’instance considérée. Bien sûr, s’il n’existe pas d’attribut de même
nom dans le descendant, alors le nouvel attribut est visible dans toute la hiérarchie.
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Troisième partie .
Modélisation de modèles métiers :
avancées actuelles et perspectives
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Préambule
Cette dernière partie correspond à une nouvelle facette de mes activités de recherche qui a
débuté en 200429 et aux perspectives de recherches associées aux travaux en cours développés
dans les parties I et II.
Les activités décrites dans le chapitre 6 correspondent à la fois à une évolution dans notre
manière de voir le développement d’application et à une prolongation des travaux autour du
modèle OFL décrits dans les chapitres 4 et 5. Ces activités se placent aussi dans la continuité
des travaux sur la définition de modèles métiers30 comme ceux proposés dans les chapitres 3
et 5, puisqu’il s’agit de définir une collection de modèles métiers dédiés à la modélisation des
modèles métiers eux-mêmes.
Évolution du développement des applications ? En parallèle aux approches classiques de
développement d’application plutôt centrées sur les langages à objets, il y a depuis le début des
années 2000 de nombreuses tentatives destinées à faire évoluer ces approches. Elles s’appuient
en particulier autour de trois idées clés :
– La séparation des préoccupations. Ce paradigme a été longuement évoqué dans le chapitre
3 ;
– La programmation par composants. Une application est réalisée à partir de composants
logiciels indépendants et exécutables qui sont vus l’un par l’autre comme des boîtes noires
offrant des points d’entrées pour se composer les uns avec les autres ; chaque composant
peut être développé avec le paradigme objet ou avec un autre.
– L’approche dirigée par les modèles (MDA). Le savoir-faire métier est décrit par des mo-
dèles indépendants du contexte d’utilisation (Platform Independent Model - PIM) c’est-
à-dire indépendant de la plate-forme logicielle ou des traitements à réaliser. Les applica-
tions sont ensuite réalisées par transformation du modèle métier vers des plates-formes
logicielles spécifiques (Platform Specific Model - PSM). Les deux principales idées sous-
jacentes sont la capitalisation du savoir-faire et la prise en compte rapide de l’évolution
de la technologie.
Ces idées clés participent à la mise en œuvre d’une nouvelle manière de développer des ap-
plications : le développement dirigé par les modèles (Domain-Driven Development ou DDD).
Ce nouveau point de vue du développement du logiciel considère qu’une application s’appuie
sur un modèle qui décrit un savoir-faire spécifique à un domaine donné et qui est réalisé in-
dépendamment des applications futures. Le chapitre 6 présente d’abord un bref état de l’art
sur les travaux en cours autour du DDD. Il décrit ensuite un certain nombre de règles des-
tinées à poser le cadre de ce nouvel axe de recherche. Enfin il propose une description pas à
29Cela correspond au début de la période de ma délégation à l’INRIA.
30Un modèle métier répond à un problème ou matérialise un savoir-faire spécifique dans le cadre d’un domaine
donné. On peut citer par exemple la gestion de la persistance pour des applications à objets ou la description
d’interfaces graphiques ou textuelles pour des environnements de programmation.
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pas de l’approche que nous proposons pour modéliser et implémenter des modèles métiers et
leurs applications. Cette approche veut réutiliser le savoir-faire que nous avons acquis pour
décrire la sémantique opérationnelle des concepts objets (chapitre 4), pour l’appliquer à la
description de modèles métiers exécutables. Dans ce cadre, le modèle OFL (modélisation des
concepts objets) devient un modèle métier particulier (parmi d’autres) qui permet de valider
notre approche et d’offrir des exemples d’utilisation.
Dans le chapitre 7 et plus précisément dans la section 7.2, nous proposerons plusieurs pers-
pectives pour approfondir et étendre cette approche.
Que deviennent les approches plus classiques ? Par rapport aux approches mentionnées
ci-dessus, les travaux autour des langages à objets et plus généralement l’approche classique
de développement se situent clairement dans la programmation du ou des composants. La
conception et l’implémentation du contenu des composants restent bien sûr des aspects im-
portants du développement d’application. Les modèles métiers ou extensions de langages sur
lesquels nous travaillons à l’heure actuelle (voir la section 5.2) veulent favoriser la réutilisation
et l’évolution de ce contenu. Ils montrent que nous nous intéressons plus que jamais à cette
problématique ; ils s’appliquent indifféremment aux applications par objets classiques et à
celles qui engendrent la création de composants. Les perspectives de recherche qui concernent
cette partie de nos travaux sont décrites dans la section 7.1 et elles représentent pour l’instant
notre priorité à court terme.
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Pour reprendre ce qui a déjà été dit ci-dessus, un développement centré sur les modèles
repose sur plusieurs paradigmes et il doit les combiner de manière originale afin d’avoir les
meilleures qualités possibles pour assurer la modélisation de modèles métiers. Au début de ce
chapitre, nous nous positionnerons par rapport à plusieurs approches importantes de l’état de
l’art. Puis nous proposerons un ensemble de propriétés que nous jugeons essentielles pour la
définition et la mise en œuvre d’une bonne approche DDD (section 6.1) et enfin nous présen-
terons les grandes lignes de notre solution (section 6.2).
Nos travaux se situent entre les approches dirigées par les modèles et la programmation
orientée aspects appliquée aux langages dédiés à un domaine (Domain-Specific Language ou
DSL). Plus généralement, nous nous rapprochons de la notion de fabrique logicielle qui inclut
d’autres notions relatives à la conception d’applications comme les composants logiciels pour
les applications distribuées.
Les travaux relatifs à la programmation orientée aspects ont pour objectif de proposer des
mécanismes puissants pour décrire la sémantique des DSLs [34]. Tous ces travaux [197, 198,
253, 242] visent à l’obtention d’une meilleure séparation entre la structure de données et la
sémantique des traitements associés.
Il est bien connu que le support d’une programmation orientée aspects peut être plutôt com-
plexe et peut introduire des situations à peine contrôlables [47]. Pour résoudre ce problème, des
langages orientés aspects dédiés à un contexte donné sont proposés [282]. Néanmoins, presque
dans tous les cas, le mécanisme introduisant la réflexivité joue un rôle majeur [200, 205]. Par
conséquent, de notre point de vue, il y a alors une dépendance étroite entre l’approche et les
techniques d’implémentation (qui devraient être aussi peu visibles que possible au niveau du
modèle). Les mécanismes réflexifs i) sont inefficaces et ii) imposent une importante dépen-
dance avec la sémantique du langage cible ; les mécanismes réflexifs sont différents suivant
l’implémentation du langage choisi.
Dans l’hypothèse où l’on choisit d’utiliser la programmation générative1 pour mettre en
œuvre le modèle, la programmation orientée aspects qui est associée est spécifique et n’a pas
besoin de mécanismes réflexifs ; c’est la génération de code qui prend en compte les problèmes
qui auraient été gérés par de tels mécanismes. De plus, dans ce contexte, la notion d’aspects est
directement introduite au niveau du modèle et il est ainsi possible de réduire intentionnellement
le nombre de points de coupe (pointcut en anglais), ce qui diminue la complexité.
Par rapport à des approches qui se concentrent sur des problèmes liés à la modularité ou à
la réutilisation de la sémantique des composants [287, 34], L’approche qui est proposée dans
1La programmation générative est un paradigme centré sur la modélisation de familles de systèmes logiciels.
Il permet, à partir d’un modèle qui représente le cahier des charges, de fabriquer automatiquement (au
moyen de générateurs) des produits fortement personnalisés.
99
6. Collection de modèles métiers pour modéliser les modèles métiers
la section 6.2 est plutôt orientée vers la spécification d’une collection de modèles métiers ou
de langages dédiés. D’autres approches s’intéressent sur la façon d’introduire des mécanismes
puissants pour réutiliser les composants d’un langage ; leur objectif est d’être capable de conce-
voir un langage dédié à partir de la composition de composants existants [34].
Par rapport aux approches mentionnées, nous pensons qu’il est essentiel de proposer un
métaniveau qui est indépendant des applications et qui contient la définition des différents
concepts du modèle. Ce métaniveau permet la factorisation du savoir-faire relatif à un do-
maine donné qui est utilisé par différentes applications ou préoccupations. De plus, comme ce
métaniveau est indépendant des applications, il est moins sensible aux changements structurels
et pourrait être réutilisé dans d’autres contextes.
Par rapport aux approches par modèles, nous nous sentons plus proches de celles qui
prennent en compte la spécificité d’un domaine [20] que des approches qui permettent de
définir des extensions (profiles dans UML) d’un modèle standard universel. En effet, évoquer
la réalisation d’un modèle universel ne semble plus être la piste privilégiée par l’OMG qui se
tourne plutôt vers le MDA. De notre point de vue, des approches comme Action Semantics
[294] semblent avoir les mêmes inconvénients puisque cette approche unifie dans un même
cadre (la notation UML) des notions très différentes.
Par ailleurs, nous pensons qu’une bonne approche doit proposer des mécanismes simples
pour décrire des traitements (par exemple la possibilité d’adapter des entités en fonction du
domaine ou des squelettes d’actions sémantiques ou de préoccupations), basés sur l’utilisation
de la sémantique décrite. Celle-ci peut être elle-même décrite à l’aide d’un langage de pro-
grammation ou d’un autre formalisme. En d’autres termes, nous pensons qu’il est important
que le métaniveau autorise la description d’entités génériques qui favoriseront la factorisation
de la sémantique.
Par rapport aux approches par transformation de modèle (MDA) [20], le mécanisme de
génération que nous pensons qu’il faut mettre en œuvre est beaucoup plus complexe que ceux
fournis par de simples transformations entre modèles. De notre point de vue, à cause de la
pauvreté sémantique des modèles, une transformation au niveau du modèle [39, 20] ne réalisera
jamais d’opérations complexes. Mais nous pensons qu’il est important de prévoir la possibilité
de transformer un traitement décrit initialement pour un modèle donné pour qu’il puisse
s’appliquer à un autre modèle cible [229]. D’ailleurs, nous défendons l’idée que la séparation
entre le métaniveau et le niveau structurel des entités et la présence de mécanismes pour
séparer de diverses manières les préoccupations doivent favoriser à la fois les transformations
et la réutilisation.
Finalement, il semble intéressant que l’approche choisie à l’image de [127, 146, 86] soit
intégrée dans un contexte plus global : les fabriques logicielles. SmartTools qui sert de
support à la définition des modèles métiers est une fabrique logicielle et elle prend en compte
beaucoup des concepts mis en évidence dans [146].
6.1. Systèmes centrés modèles : quelles propriétés ?
La programmation centrée sur les modèles est donc une nouvelle approche pour le dévelop-
pement de logiciels, qui s’appuie non seulement sur les paradigmes des objets et des aspects
mais aussi sur des concepts mis en œuvre dans les systèmes d’information. La programmation
orientée modèles introduit un nouveau niveau d’abstraction (le modèle) qui agit comme une
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entité autonome qui peut recevoir des requêtes d’applications satellites. La spécification à la
fois des modèles et des applications peut utiliser par exemple des approches orientées objets
ou aspects.
Chaque application est construite autour d’un modèle métier. Nous nous intéressons au cas
le plus fréquent où un modèle métier est prédominant. Ce cas est à rapprocher des applica-
tions construites en utilisant la programmation orientée aspects mais on rappelle que dans
ce cas les préoccupations sont attachées au modèle métier et non pas tissées dans des ap-
plications qui peuvent être exécutées avec ou sans ces préoccupations2. Un modèle possède
un aspect comportemental (une sémantique), mais il n’invoque pas lui-même un quelconque
traitement spécifique à une application. Au contraire, la sémantique du modèle n’intervient
que lorsqu’une application interroge le contenu du modèle métier dans le but de mettre en
œuvre les traitements auxquels elle s’identifie. Dans le contexte du DDD, un modèle métier
peut participer à la mise en œuvre de deux grandes catégories d’application , celles dédiées :
i) au calcul et/ou à la mise à jour des informations contenues dans des instances de modèles ;
elles se rapprochent de celles des systèmes d’information et, ii) à la transformation de modèles
métiers ; elles sont particulièrement intéressantes dans le contexte de l’approche MDA.
La programmation orientée modèles diffère des autres techniques de programmation et en
particulier de la programmation orientée objets (OOP). En particulier, elle va à l’encontre
de la suprématie des langages de programmation : le modèle est maintenant le point central
tandis que le formalisme utilisé pour décrire ses instances joue un rôle mineur. La composition
de l’approche MDA et de la programmation générative favorise le couplage du modèle et du ou
des formalisme(s), et donc l’apparition de langages spécifiques à un domaine (DSL) présentés
comme des modèles/langages métiers.
Une nouvelle approche pour le développement de logiciel doit garantir que les propriétés
mises en évidence dans le cadre du génie logiciel soient garanties et même améliorées par
rapport aux approches par objets ou par aspects. La réutilisabilité, la capacité d’évolution et
la robustesse à la fois des modèles métiers et des applications doivent être prises en compte
soigneusement par la programmation orientée modèles. Pour atteindre cet objectif, nous pro-
posons neuf règles qui concernent à la fois la conception et l’implémentation d’une approche
orientée modèle.
6.1.1. Règles relatives à la conception
Règle N˚ 1 : Un modèle métier est une entité de première classe pour le processus de
développement. Un modèle métier repose sur un modèle de données et sur un modèle qui
décrit sa sémantique. Le modèle de données contient la description des entités impliquées dans
le modèle métier tandis que le modèle sémantique décrit les interactions et les contraintes qui
existent entre ces entités et le comportement qui leur est associé dans le cadre du savoir-
faire métier. Un modèle métier est considéré par les applications comme un tout ou pour son
contenu. La notion de modèle constitue un niveau supplémentaire d’abstraction qui favorise
les opérations globales telles les transformations ou l’introspection.
Règle N˚ 2 : Une triple indépendance entre le modèle, l’application et la technologie. Un
modèle métier n’est pas une application. Il encapsule la description de son comportement (sa
2On verra dans la section 6.2 qu’il est aussi possible d’ajouter des préoccupations à l’application elle-même.
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sémantique), qui doit être indépendant d’une quelconque future application. Cette propriété
garantit que le modèle métier est réutilisable indépendamment des applications qui peuvent
l’utiliser3. De plus, une application ou un modèle métier doit être conçu indépendamment de
la plate-forme logicielle sur laquelle l’application sera exécutée. C’est seulement le plus tard
possible que l’association de la technologie utilisée par la plate-forme4 doit être faite. Cette
seconde propriété permet à la logique métier d’être utilisée quelles que soient les technologies
qui peuvent apparaître dans le futur.
Règle N˚ 3 : Support d’entités génériques. Typiquement, les modèles métiers doivent pou-
voir adresser des lignes de produit et plus généralement des familles d’entités qui peuvent avoir
des aspects en commun et des différences mais dont la sémantique est relativement proche ;
Elles doivent être modélisées comme des entités génériques qui peuvent être facilement déri-
vées (instanciées). Une situation somme toute assez classique est que le modèle métier s’appuie
sur un petit nombre d’entités-clés dont la définition repose sur des entités de base ; ces entités-
clés peuvent souvent être vues comme des entités génériques. Ainsi il est particulièrement
important que ces entités génériques offrent une vision claire de leur comportement car elles
représentent elle-mêmes une partie significative de la sémantique du modèle. Un langage à
objets comme Eiffel illustre bien l’intérêt de disposer d’un support d’entités génériques pour
garantir une meilleure réutilisabilité et des capacités d’évolution plus importantes.
Règle N˚ 4 : Une séparation claire entre la description de la sémantique et de la réification
des entités. Le savoir-faire métier est encapsulé dans des modèles métiers à travers le modèle
de données (réification et structuration des entités) et le modèle sémantique (comportement de
ces entités). Pouvoir réutiliser la sémantique quand le modèle de données évolue est un objectif
d’autant plus important que, dans le contexte de la transformation de modèles, la sémantique
doit s’adapter à l’évolution du modèle de données (le plus automatiquement possible). La
programmation orientée modèle doit donc fournir une séparation claire entre la description
des modèles de données et sémantique.
Règle N˚ 5 : Une approche orthogonale pour la prise en compte de préoccupations. La
règle N˚ 2 sous-entend une séparation des préoccupations entre le modèle métier et les applica-
tions. Le premier est sous la responsabilité d’un expert qui capture le savoir-faire métier, tandis
que les secondes sont gérées par les programmeurs. Mais la séparation des préoccupations doit
aussi exister à l’intérieur même du modèle métier et des applications.
Relativement au modèle métier, les besoins sont de deux ordres : i) la sémantique peut être
suffisamment complexe et nécessiter plus de modularité, et ii) des bouts de sémantique qui sont
orthogonaux à la sémantique de départ (par exemple relatifs à des services non fonctionnels),
doivent pouvoir être mis en œuvre directement.
Par rapport aux applications, les besoins sont encore plus importants. Une application
peut contenir plusieurs facettes (des sujets au sens de la programmation orientée sujets) qui
doivent se composer simplement pour constituer l’application. De plus, une application doit
être capable de s’adapter à l’évolution potentielle de l’environnement (qui ne peut pas être
prévue à l’avance et en particulier pas au moment de la conception), sans que cela n’affecte le
c œur de l’application.
3Naturellement il est aussi important de garantir la réutilisation du comportement d’une application.
4On appelle parfois ceci : le modèle dépendant de la plate-forme (Platform Dependent Model ou PDM ).
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6.1.2. Règles relatives à la mise en œuvre
Règle N˚ 6 : Un équilibre subtil entre les programmations déclarative et impérative. La
sémantique des modèles métiers doit être décrite autant que possible de manière déclarative
afin de spécifier ce qui est demandé (le « quoi ») mais pas comment c’est réalisé (le « com-
ment »). C’est un des objectifs les plus importants de l’approche MDA. Cependant, il n’est
pas raisonnable de pousser cette approche jusqu’au point où la description du «quoi» aboutit
à l’utilisation de formalismes difficiles à lire et à comprendre. Il est nécessaire de trouver un
compromis entre le « tout déclaratif » et le « tout impératif ».
Règle N˚ 7 : Support de langages métiers. Une distinction claire doit être faite entre l’ex-
pressivité d’un modèle métier et celle du langage (qu’il soit textuel, graphique, etc.) utilisé par
le concepteur pour spécifier les différentes pièces du modèle métier. De plus la programmation
orientée modèles tend à se rapprocher du grand public (programmation ubiquitaire), et donc
le besoin d’offrir des langages dédiés à un modèle métier et même à une application devient
de plus en plus crucial. La programmation générative combinée à l’approche MDA est un bon
support pour atteindre cet objectif.
Règle N˚ 8 : Ouverture du processus de développement. Fournir un métamodèle et un
ensemble de mécanismes associés qui répondent aux besoins de n’importe quel modèle métier
est selon nous une utopie. Nous défendons l’idée qu’il est préférable de proposer une approche
unifiée avec très peu de mécanismes « built-in », pouvant facilement être adaptés aux besoins
que des applications modernes auront dans le futur. En particulier, il est important d’être
capable de paramétrer la façon de rechercher l’information en fonction du contexte d’utilisa-
tion. En d’autres termes, la génération et la gestion d’un modèle métier exécutable doivent
être paramétrables. Considérer chaque concept-clé du métamodèle comme des entités de pre-
mière classe apparaît comme un point de départ intéressant pour l’ouverture du processus de
développement.
Règle N˚ 9 : Un métamodèle minimal avec des capacités d’auto-extension. Comme cela
a déjà été mentionné dans plusieurs règles, la programmation orientée modèles nécessite un
métamodèle qui permet de décrire à la fois le modèle métier et ses applications. Ce métamo-
dèle peut être considéré comme un modèle métier particulier. La règle n˚ 7 évoque le fait que
la spécification des différentes parties de ce métamodèle peut reposer sur un langage dédié5.
Cependant beaucoup d’autres besoins peuvent être nécessaires au développement d’applica-
tions. En particulier, les applications modernes doivent être disponibles comme des composants
pouvant interagir les uns avec les autres. Il est donc important de rendre le métamodèle auto
extensible, c’est-à-dire capable d’inclure d’autres applications ou modèles métiers construits à
l’aide du métamodèle lui-même. Par exemple, pour prendre en compte la notion de composant
d’application, on pourra par exemple concevoir un modèle métier dédié à cette problématique.
Les neufs règles proposées ci-dessus représentent une première tentative pour définir le
cadre de la programmation orientée modèles. Nous défendons l’idée qu’il faut suivre ces règles
le plus possible si on veut mettre en œuvre une programmation orientée modèles. Dans la
section suivante, nous présentons les grandes lignes de notre approche.
5Il peut être construit comme un pseudo-langage ou il peut utiliser l’approche graphique d’UML relative aux
diagrammes de classes ou d’activités, à Action Semantics, etc.
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6.2. SmartModels : Un métamodèle pour modèles métiers
Il est maintenant temps de poser les fondements de notre approche qui s’intègre parfaitement
dans l’axe de recherche DDD. Celui-ci s’appuie en particulier sur i) les langages à objets et à
composants, ii) l’approche MDA, iii) la séparation des préoccupations, et iv) la programmation
générative. Nous appelons le style de programmation associé : la programmation orientée
modèles6.
Cette approche s’appuie d’une part, sur un métaniveau, pour identifier clairement la sé-
mantique des concepts utilisés dans la modélisation d’un métier particulier, et d’autre part,
sur les approches par séparation de préoccupation et sur la programmation générative pour
permettre une instrumentation modulaire des applications associées au métier (ou domaine)
considéré. Cette approche est originale et se différencie des autres approches sur plusieurs
points : i) elle associe aux entités qui structurent un modèle (entités de réification), un niveau
sémantique qui permet de préciser et de factoriser les fonctionnalités de base du domaine, ii)
elle permet une instrumentation (conception rapide des applications associées au modèle) qui
s’appuie fortement sur les deux niveaux du modèle (niveau structurant et sémantique), iii)
elle assure une séparation nette entre la modélisation (du métier), et les technologies utilisées
pour rendre le modèle exécutable (c’est-à-dire implémenter les applications pour ce modèle).
L’intérêt de notre approche (appelée SmartModels), réside dans le fait qu’elle propose un
moyen de décrire la sémantique des entités utilisées dans un modèle qui est indépendent d’une
application donnée. En général, la sémantique d’un modèle est dispersée dans les diverses
applications qui le manipulent. Notre approche ne fait pas de différence entre la modélisation
du métier et son instrumentation7. En effet, puisque la sémantique du modèle est associée aux
entités elles-mêmes, les diverses applications peuvent utiliser directement cette connaissance
sans passer par une phase d’implémentation8. Les apports de la programmation générative et
par séparation des préoccupations sont utilisés pour permettre à la partie « instrumentation
du modèle », une expressivité, une capacité d’évolution et une modularité accrues. Smart-
Models réutilise nos travaux sur OFL. Parmi les aspects importants réutilisés, on trouve en
particulier :
– la capacité de décrire n’importe quel élément ou entité d’un modèle de données,
– la possibilité de décrire des paramètres métiers qui permettent de capturer une partie de
la sémantique du modèle,
– la modélisation de concepts génériques (la généricité est décrite par les paramètres mé-
tiers), permettant par exemple de représenter des « lignes de produits »,
– la spécification d’actions sémantiques associées aux concepts et aux entités du modèle,
dont l’exécution est dirigée par des paramètres métiers,
– un support pour la définition de méta-assertions,
– un protocole métaobjets permettant de mettre en œuvre tous les aspects importants
du modèle (actions, paramètres, préoccupations, assertions, etc.) comme des entités de
première classe du modèle et d’offrir automatiquement à chaque entité un ensemble de
services comme par exemple la gestion de ses instances.
Comme on le verra dans la section 6.3, la mise en œuvre de SmartModels dans un pre-
6En anglais, Model-Oriented Programming.
7Les fonctionnalités ou la glue qui rend le modèle exécutable.
8Ce sont les générateurs qui, en proposant une implémentation générique des concepts du modèle, prendront
en compte cette phase d’implémentation.
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mier prototype de « fabrique logicielle », que nous avons baptisé SmartFactory9, s’inspire
naturellement largement des idées mises en œuvre dans SmartTools [88, 87] comme par
exemple i) les techniques de génération de code permettant d’implanter les modèles décrits
avec SmartModels sur des plates-formes logicielles, ii) la description de traitements par
visiteurs et par aspects, et iii) les techniques de transformations de modèles, notamment vers
les technologies issues du W3C.
6.2.1. Description des principaux éléments de l’approche
Deux des aspects fondamentaux de SmartModels sont relatifs i) à la sémantique des
entités du modèle métier (commune à l’ensemble de leurs instances), qui est encapsulée dans
un métaniveau, de manière à ce qu’il soit facile de la distinguer de la réification des instances
de ces mêmes entités et, ii) aux familles d’entités qui peuvent être spécifiées facilement, grâce
à l’existence dans le métamodèle de la notion d’entités génériques (voir la figure 6.1).
Avant d’aller plus avant, il est bon de nous positionner par rapport aux standards comme
MOF ou UML. Que dire d’utiliser MOF directement pour construire des modèles métiers ?
MOF [232, 240] possède les principales entités nécessaires pour réifier un modèle métier mais il
n’offre pas la notion de classe paramétrée (ou générique), ni la notion de métaclasse (dont les
instances seraient des classes)10. UML possède ces différentes notions et pourrait parfaitement
être utilisé mais il faudrait pouvoir (par la création d’un profil) empêcher l’utilisation de
certains éléments, en définir certains autres et proposer un guidage du concepteur de modèles11.
Il est par contre tout à fait possible de créer SmartModels en utilisant MOF ou UML.
Nous avons d’ailleurs choisi d’expliquer les différentes parties de notre métamodèle en utilisant
UML, même si SmartTools que nous avons utilisé pour implémenter SmartModels utilise
le langage absynt.
La figure 6.1 décrit les grandes lignes de l’architecture du métamodèle. La sémantique d’un
modèle métier est prise en compte notamment à travers la spécification de paramètres hyper-
génériques [106], de caractéristiques, d’assertions et d’actions. Tous participent à la définition
des entités d’un modèle métier12 (dans le cas d’entités non génériques seules les assertions
et les actions sont considérées), mais ils ne concernent pas la description de leurs instances.
Parce que les applications sont décrites en dehors des modèles métiers, les méthodes qui sont
relatives à la gestion des instances des atomes sont seulement des accesseurs13 ; ils peuvent être
générés automatiquement en tenant compte du type (par exemple, si c’est une collection ou
pas)14. Les actions sont des méthodes qui ont des propriétés particulières ; par exemple, elles
peuvent prendre en compte la définition d’assertions (voir la section 6.2.2), d’aspects (voir la
section 6.2.3). On notera que les actions sont des entités de première classe.
Le métaniveau d’une entité est encapsulé dans un concept qui peut être associé à un ou
plusieurs atomes15. Cette séparation claire entre les parties « sémantique » et « réification »
9Un premier prototype partiel est déjà opérationnel. Il permet, entre autres, de générer la plupart des classes
de la plate-forme OFL/J qui était au préalable écrites à la main.
10Les principales facilités fournies par MOF pour décrire des métainformations sont les variables et les méthodes
de classe.
11La présence d’entités définies à des niveaux différents (méta ou non) rend l’utilisation d’UML très complexe.
12Nous les appelons atom - voir la section 6.2.2.
13C’est la principale différence avec les actions qui concernent les entités mais pas leurs instances.
14Cette facilité est offerte par l’entité qui encapsule le modèle métier (voir la section 6.2.3).
15Cest une approche très similaire à celle mise en œuvre par les classes et métaclasses du langage Smalltalk.
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SmartModels
Meta-level
Action
HyperGenericParameter
GenericConcept
concept
Characteristic
Invariant
Reification-level
Atom
GenericAtom
mi:ConceptInstanciation
<<is-instance-of>>
<<is-instance-of>>
BusinessModel1 BusinessModeln
...
<<is-instance-of>><<is-instance-of>>
Fig. 6.1.: Principaux éléments de SmartModels
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Formalism of SmartModels is
Root is Top ;
Operator and type definitions {
Top = businessModel(Name name,
GeneralInformation generalInformation,
Concept[] concept,
GenericConcept[] genericConcept,
Atom[] atom,
GenericAtom[] genericAtom,
ConceptInstantiation[] ConceptInstanciation,
DerivedGenericAtom[] derivedGenericAtom,
ParameterDefinition[] parameterDefinition,
CharacteristicDefinition[] characteristicDef ;
Action[] action ;
...) // etc
}
Attribute definitions { ... } // not shown
Fig. 6.2.: Racine de la description de SmartModels avec le langage absynt
de ces entités est très importante car elle favorise i) la maintenance de la sémantique (la re-
définition d’un aspect sémantique ne devrait concerner que les concepts), ii) la réutilisation
de la sémantique dans d’autres modèles métiers (proches), et iii) la transformation de modèles.
SmartFactory qui est une première implémentation de SmartModels a été réalisé avec
SmartTools 16 et donc le langage qui a été utilisé pour le décrire est absynt. La figure 6.2
propose avec ce formalisme un bref aperçu des informations déjà proposées dans la figure 6.1
en utilisant UML17 .
6.2.2. Spécification d’un modèle métier pas à pas
Nous proposons ici une visite guidée de SmartModels qui débute par deux points de
vues macro de ce métamodèle et qui sera poursuivie par une succession de points de vue
qui portent chacun sur une partie du métamodèle. Concrètement, nous nous plaçons dans
l’hypothèse où nous désirons modéliser avec SmartModels un modèle métier (OFL) pour
décrire les concepts mis en œuvre par les langages à objets. Les applications que l’on peut
envisager de réaliser en s’appuyant sur le modèle concernent par exemple la mise en œuvre de
fonctionnalités relatives aux environnements de programmation (métriques, assistants divers
ou éditeurs spécialisés, etc.). Parmi les entités qui pourraient participer à la description du
modèle, on peut citer par exemple, les attributs, les méthodes, les paramètres de méthodes, les
modifieurs, etc. Mais les plus intéressantes sont sûrement celles qui participent à la description
des différentes sortes de classifieurs (classes abstraites ou non, interfaces, etc.) et des relations
(telle l’agrégation ou l’héritage).
La figure 6.3 propose sans les détailler (cela sera fait par la suite), quelques-uns des éléments
qui interviennent dans la description du modèle métier OFL. Le formalisme utilisé pour pré-
senter ce modèle métier, c’est-à-dire une instance de notre métamodèle, est le langage XML,
qui est le mécanisme de base de SmartTools pour exprimer une instance du modèle de données.
La figure 6.3 montre donc quelques-unes des entités qui interviennent dans la modélisation
d’OFL ; la description de ces entités sera montrée dans les prochains paragraphes, au fur et
16Nous montrerons dans la section 6.3 une vision plus détaillée de cette impléméntation.
17Par souci de simplicité, certaines informations comme l’instanciation de métainformation ne sont pas pré-
sentées.
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<BusinessModel>
<name>ObjectModel </name>
<generalInformation> ...<version>0.1 </version> ... </generalInformation>
<concept> <name>ConceptAttribute </name> ... </concept>
<genericConcept> <name>ConceptClassifier </name> ... </genericConcept>
<genericConcept> <name>ConceptRelationship </name> ... </genericConcept>
<genericConcept> <name>ConceptImportRelationship </name> ... </genericConcept>
<genericConcept> <name>UseRelationship </name> ... </genericConcept>
<atom> <name>AtomFeature </name> ... </atom>
<atom> <name>AtomAttribute </name> ... </atom>
<atom> <name>AtomMethod </name> ... </atom>
<genericAtom> <name>AtomClassifier </name> ... </genericAtom>
<genericAtom> <name>AtomImportRelationship </name> ... </genericAtom>
<conceptInstanciation> <name>ClassifierJavaClass </name> ... </conceptInstanciation>
<conceptInstanciation> <name>ImportRelationshipExtendClass </name> ... </conceptInstanciation>
<derivedAtom> <name>ClassifierJavaClass </name> ... </derivedAtom>
<derivedAtom> <name>ImportRelationshipExtendClass </name> ... </derivedAtom>
<parameterDefinition> <name>PolimorphismDirection </name> ... </parameterDefinition>
<characteristicDefinition> <name>ValidSourceRelationships </name>...</characteristicDefinition>
<characteristicDefinition> <name>ValidSourceClassifiers </name> ... </characteristicDefinition>
</BusinessModel>
Fig. 6.3.: Quelques éléments du modèle métier OFL.
à mesure du développement du modèle métier. Pour la réification des instances des entités,
il s’agit des classifieurs (AtomClassifier), de leurs primitives (AtomFeature) et plus précisé-
ment des attributs (AtomAttribute) et des méthodes (AtomMethod), et enfin des relations
d’importation, assimilées à l’héritage entre deux classifieurs (AtomImportRelationship). Pour
la modélisation du savoir-faire métier, il s’agit de la définition d’un paramètre des relations
d’importation qui définit le sens du polymorphisme (PolymorphismDirection) dans le mo-
dèle métier, de la caractéristique (ValidSourceClassifiers) qui mémorise l’ensemble des sortes
de classifieurs (interface, classe, etc.) acceptés comme source d’une relation d’importation18.
Pour la réification du niveau méta des entités, les concepts associés aux classifieurs (Concept-
Classifier), ou aux relations entre classes (ConceptRelationship) et plus particulièrement les
relations d’importation (ConceptImportRelationship), permettent de regrouper les paramètres
et les caractéristiques propres à chaque concept.
Definition des entités de base du modèle La figure 6.4 propose une descripition UML
des principaux éléments de SmartModels qui permettent de décrire les entités de base d’un
modèle métier. En regardant cette figure, on constate que ce que nous proposons pour décrire le
modèle métier repose sur des notions bien connues que l’on trouve aussi bien dans les langages
de programmation que les méthodes de conception. À première vue, les entités proposées par
SmartModels sont très proches de MOF [232], mais, en fait, il y a des différences que nous
mentionnons au fur et à mesure des explications.
Dans le métamodèle proposé, l’élément Atom (ou GenericAtom) est la structure qui sup-
porte la description d’une entité ; c’est très proche de la notion de class dans MOF19. De plus
les primitives fournies par MOF pour décrire le contenu d’une classe (comme par exemple les
attributs, les opérations, les relations de généralisation) sont suffisantes pour définir la majeure
partie de la réification d’une entité et le lecteur les retrouvera naturellement dans la figure
18Le modèle OFL [95, 93] propose, pour définir la notion de relations, une trentaine de paramètres et une
dizaine de caractéristiques.
19Le concept de class fait selon nous trop référence aux langages de programmation alors qu’il faudrait des
concepts plus abstraits pour les modèles métiers.
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Atom
+name: String
+documentation: GeneralInformation
+modifiers: Collection[String]
Attribute
+name: String
+type: GeneralType
+modifiers: Collection[Modifier]
Method
+name: String
+modifiers: Collection[Modifier]
methods
0..*
attributes 0..*
Constructor
constructors
0..*
assertion
+name: String
+OclConstraint: String
Invariant
+relatedEntity: Atom
assertions
0..*
Concept
parent0..1
meta-entity
1
MethodParameter
+name: String
+type: GeneralType
result0..1
parameters
0..*
GeneralType
+name: String
PredefinedType
PrimitiveType
Precondition
+relatedMethod: Method
Postcondition
+relatedMethod: Method
postconditions
0..*
preconditions
0..*
GenericAtom
mi:ConceptInstanciation
Fig. 6.4.: Description de la structure des entités dans SmartModels
6.4. Cette figure montre aussi que nous incluons la possibilité d’attacher des invariants, des
préconditions et des postconditions à un modèle métier ; c’est une des facilités proposées par
SmartModels pour contribuer à la description de sa sémantique. Les assertions s’appuient
sur OCL [230, 235].
Le concepteur d’un modèle métier peut créer des atomes dans le but soit d’améliorer la struc-
turation et la factorisation de l’information à l’intérieur du modèle ( par exemple : AtomFea-
ture), soit pour décrire des atomes dont des instances pourront être créées par les applications
( par exemple : AtomAttribute, AtomMethod, etc.). Notre métamodèle permet de répondre à
chacun de ces besoins ; MOF le fait à travers la propriété qui spécifie si une classe est abstraite
ou non. Si cela signifie que la classe doit avoir au moins une primitive abstraite ou que toutes
ses primitives doivent être abstraites, alors nous croyons que ce mécanisme est insuffisant. En
particulier, les applications peuvent ne pas être intéressées par les mêmes atomes, ce qui est
différent de ne pas pouvoir avoir d’instances (quelle que soit l’application), parce que l’atome
n’est que partiellement défini.
Nous pensons qu’il faut i) fournir des informations supplémentaires pour mieux spécifier une
entité, c’est la raison d’être de l’attribut modifiers20 dans Atom et, ii) permettre au moment
de la définition des applications sur un modèle métier, de ne considérer que certaines entités
et de leur permettre ou pas de créer des instances.
La figure 6.5 propose une réification partielle d’une des entités de base que l’on peut trouver
20Il est défini pour simplifier comme une collection de chaînes de caractères.
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<genericAtom> <name>classifier </name>
<attribute <name>name </name>
<listOfModifiers> <identifier>private</identifier> ...
<primitiveType> <string></string> </primitiveType> ... </attribute>
<attribute> <name>isGeneric </name>
<listOfModifiers> <identifier>private </identifier> ...
<primitiveType> <bool></bool> </primitiveType> ... </attribute>
<attribute> <name>attributes </name>
<listOfModifiers> <identifier>private </identifier>...
<collectionType>AtomAttribute </collectionType> ... </attribute>
<attribute> <name>methods </name>
<listOfModifiers> <identifier>private </identifier>...
<collectionType>AtomMethod </collectionType> ... </attribute>
<attribute> <name>qualifiers </name>
<listOfModifiers> <identifier>private </identifier>...
<collectionType>AtomQualifier </collectionType> ... </attribute>
<attribute> <name>formalGenericParameters </name>
<listOfModifiers> <identifier>private </identifier>...
<collectionType>AtomType </collectionType> ... </attribute>
<attribute> <name>sourceRelationships </name>
<listOfModifiers> <identifier>private </identifier> ...
<collectionType>AtomImportRelationship </collectionType> ... </attribute>
<attribute> <name>targetRelationships </name>
<listOfModifiers> <identifier>private </identifier>....
<collectionType>AtomImportRelationship </collectionType> ... </attribute>
<method> <name>changeName </name>
<listOfModifiers> <identifier>private </identifier>...
<returnType> <primitiveType> <void></void> </primitiveType> </returnType>
<methodParameter> <name>newName </name>
<primitiveType> <string></string> </primitiveType> </methodParameter>...</method>
<invariant> <name>Invariant1 </name>
<ocl_Constraint> assertion in OCL </ocl_Constraint>
<parentEntity></parentEntity> </invariant>
<parentEntity></parentEntity>
<metaEntity>ConceptClassifier </metaEntity>
<listOfModifiers> <identifier>public </identifier>...
</genericAtom>
Fig. 6.5.: Quelques éléments de la structure des entités pour OFL
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dans les langages à objets. Il s’agit de la notion de classifieur au sens d’UML (l’atome concerné
est AtomClassifier). Il possède les propriétés suivantes : un nom (name), la propriété d’être
générique ou pas (isGeneric), une liste d’attributs (attributes) et une autre de méthodes
(methods), une collection de modifieurs (qualifiers) et une autre qui contient le cas échéant les
paramètres formels (formalGenericParameters), et enfin la liste des relations d’importation
qui arrivent ou qui partent du classifieur (targetRelationships et sourceRelationships). On
peut noter que les informations présentes dans AtomClassifier évoque l’existence d’autres
atomes qui ne sont pas décrits ici ; il s’agit entre autres de Attribute, Method, Qualifier, Type,
ImportRelationship. AtomClassifier définit aussi i) une méthode, donnée là encore à titre
d’exemple (changeName), qui permet de comprendre pourquoi la propriété name est marquée
comme privée (private) et, ii) un invariant (invariant1 ) qui est censé participer à la définition
de la sémantique d’un classifieur.
Les trois informations suivantes précédées des étiquettes XML <parentEntity>, <metaEn-
tity> et <listOfModifiers> spécifient respectivement que i) Classifier n’est pas dérivé d’un
autre atome (voir page 113 pour plus de détails à propos des atomes génériques), ii) le concept
appelé ConceptClassifier représente la partie méta de toute instance de l’atome AtomClassi-
fier21 et, iii) une liste d’informations qui explique un peu mieux le statut de cet atome dans
le modèle métier. La spécification d’un atome parent pourra être acompagnée d’une clause
d’adaptation qui permet de spécifier qu’un attribut ou une opération est redéfini ou renommé
(cette facilité n’est pas explicitée ici). Il faut cependant garder à l’esprit que le mécanisme
doit rester simple pour des questions d’échelle. En effet, il ne semble pas que la modélisation
de modèles métiers ait les mêmes besoins que le développement d’applications impliquant
plusieurs centaines de classes et plusieurs bibliothèques généralistes développées par des tiers.
Définition des métainformations de SmartModels Un aspect important est de capturer
la sémantique d’un modèle métier. Pour ce faire, nous avons déjà mentionné la définition
d’assertion mais nous désirons aller plus loin. En particulier, nous avons mis en évidence que
les modèles métiers comportent souvent des entités pour lesquelles il existe des variantes.
UML propose des solutions mais elles ne nous semblent pas assez complètes. Nous proposons
de considérer ces entités comme des entités génériques dont la généricité s’appuierait sur les
notions de paramètres et de caractéristiques qui seront abordées ci-dessous. L’encapsulation
de ces informations dans la notion d’atome générique (GenericAtom) sera quant à elle discutée
plus loin, page 113. Un paramètre permet de mémoriser une propriété qui définit plusieurs
comportements possibles selon la sémantique que l’on veut associer à un atome ; naturellement
cela n’est utile que si l’on veut pouvoir proposer plusieurs variantes du même atome. Pour
définir un paramètre, on dispose des types de base et des types prédéfinis permettant de définir
des tuples, des collections et des types énumérés ; tous ces types peuvent être composés. Une
caractéristique permet de mémoriser une information relative aux atomes et aux concepts
définis dans le modèle métier lui-même ; il est possible d’utiliser les types prédéfinis mentionnés
ci-dessus pour réaliser des combinaisons plus complexes.
Nous proposons dans la figure 6.7 la définition d’un paramètre et d’une caractéristique tous
deux choisis parmi ceux du modèle OFL. Le paramètre indique de quelle manière est paramétré
le polymorphisme d’une relation d’importation tandis que la caractéristique mémorise les types
de classifieur qui sont acceptés comme source d’une relation entre classes. Il est à noter qu’à
ce stade de la définition rien ne dit que le paramètre et la caractéristique décrits sont associés
21Il sera évoqué dans les sections 6.2.2 et 6.6.
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Fig. 6.6.: Définition des métainformations
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<parameterDefinition> <name>Polymorphism_direction </name>
<enumerationType> <identifier>none </identifier> <identifier>up </identifier>
<identifier>down </identifier> <identifier>both </identifier>
</enumerationType>
<defaultValue> <identifier>up </identifier> </defaultValue>
<redefinitionPairs>
<pairs> <oldParValue> <identifier>both </identifier> </oldParValue>
<newParValue> <identifier>up </identifier> </newParValue> </pairs>
<pairs> <oldParValue> <identifier>both </identifier> </oldParValue>
<newParValue> <identifier>down </identifier> </newParValue> </pairs>
...
<pairs> <oldParValue> <identifier>up</identifier> </oldParValue>
<newParValue> <identifier>none</identifier> </newParValue> </pairs>
</redefinitionPairs>
</parameterDefinition>
<characteristicDefinition> <name>ValidSourceRelationships </name>
<collectionType>ConceptImportRelationship </collectionType>
<defaultValue> <identifier></identifier> </defaultValue>
<redefinitionSmallerCollection></redefinitionSmallerCollection>
</characteristicDefinition>
Fig. 6.7.: Exemples de métaentités pour OFL
au niveau méta (concept) d’une relation entre classifieurs. Parmi les informations mémorisées,
on note la possibilité de redéfinir un paramètre (les règles de redéfinition sont définies dans le
paramètre lui-même). Le paramètre Polymorphism_direction prévoit quatre comportements
possibles en fonction de la relation d’importation et des redéfinitions (voir section 4.2)22. La
caractéristique proposée dans l’exemple mémorise une collection d’instanciation du concept
de relation d’importation (ConceptImportRelationship). On verra à partir de la page 113 que
cette collection représente l’ensemble des types de relation d’importation qui sont acceptés à
partir d’un type de classifieur donné. Dans cet exemple, la collection n’a pas de valeur par
défaut et elle peut éventuellement être redéfinie par une collection plus petite.
Définition des entités génériques Cette section a pour objectif de décrire l’architecture du
niveau méta d’une entité modélisable par SmartModels et en particulier les entités dites
génériques (voir à partir de la page 111).
Le support d’entités génériques (generic atoms) est une fonctionnalité importante pour la
modélisation des modèles métiers. Prenons l’exemple du modèle OFL. Nous avons encapsulé
la plupart de la sémantique à l’intérieur des classifieurs et des relations (d’héritage et d’agréga-
tion), tandis que d’autres atomes tels AtomAttribute, AtomMethod ou AtomMethodParameter
ont une sémantique minimale limitée pratiquement à leur réification. Le reste de leur séman-
tique dépend des classifieurs et des relations et elle est donc prise en compte par eux. À titre
d’exemple, on peut citer les classifieurs (classes java, classes internes, interfaces, etc.) et les
relations (héritage entre interfaces, héritage entre classes, implémentation d’interface par une
classe, etc.), mises en œuvre dans Java [60]. Il semble tout à fait cohérent comme c’est le cas
dans OFL, de les modéliser à l’aide d’un atome générique23.
Définissons maintenant le terme atome générique (voir page 111). La généricité provient d’un
ensemble de paramètres hyper-génériques et d’un ensemble de caractéristiques qui mémorisent
les points communs et les différences entre les entités qui peuvent être dérivées à partir de
22Toutes les combinaisons ne sont pas décrites dans la figure 6.7.
23Une entité générique pour les classifieurs, une pour les relations d’héritage et une pour les relations d’agré-
gation.
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Fig. 6.8.: Définition des concepts
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<genericConcept> <name>ConceptClassifier </name>
<parameterDefinition>Genericity </parameterDefinition>
<parameterDefinition>Generator </parameterDefinition>
<parameterDefinition>ExtensionCreation </parameterDefinition> ...
<characteristicDefinition>ValidSourceRelationships </characteristicDefinition> ...
<invariant> <name>Invariant1 </name>
<ocl_Constraint> Assertion in OCL </ocl_Constraint> <parentEntity></parentEntity>
</invariant>
<parentEntity></parentEntity>
<concepts></concepts>
</genericConcept>
...
<genericConcept> <name>ConceptImportRelationship </name>
<parameterDefinition>PolymorphismDirection </parameterDefinition> ...
<characteristicDefinition>ValidSourceclassifiers </characteristicDefinition> ...
<parentEntity>ConceptRelationship </parentEntity>
<concepts>ConceptClassifier </concepts>
</genericConcept>
Fig. 6.9.: Exemples partiels de concepts pour OFL
ces paramètres24. Les atomes dérivés sont obtenus en choisissant une combinaison adaptée de
valeurs pour les caractéristiques et les paramètres qui participent à la définition de l’atome
générique.
Nous avons choisi d’utiliser la généricité plutôt qu’une relation d’héritage pour modéliser
ces atomes pour plusieurs raisons : i) la définition du modèle de données (de la réification des
instances) n’est pas mélangé avec la définition de la sémantique ; cela améliore la capacité de
cette dernière à être transformée et réutilisée dans un modèle où la réification des instances
est différente ; ii) une partie significative de la sémantique de toutes les entités dérivées d’une
entité générique est décrite à un seul endroit, par la définition de ses paramètres et de ses
caractéristiques ; cela favorise à la fois la réutilisation et la maintenance de ces entités, iii) la
réutilisation du modèle métier est améliorée notamment lorsque le nouveau modèle étend celui
d’origine. Par exemple, si on veut étendre le modèle métier qui décrit le langage Java en lui
ajoutant une relation d’héritage inverse (voir la section 5.2.3), il suffit que le nouveau modèle
propose une nouvelle instanciation de l’entité générique qui décrit les relations d’héritage.
On notera que pour chaque concept il est possible de spécifier une collection de concepts
(concepts) qui peuvent redéfinir ses paramètres et ses caractéritisques en s’appuyant sur les
règles mentionnées lors de la définition des paramètres (voir page 111). Ainsi, lors de l’ins-
tanciation d’un concept, il sera possible (redefinitions) de changer la valeur d’un paramètre
ou d’une caractéristique pour un atome générique (instancié) dont le concept est présent dans
cette collection.
La figure 6.9 propose deux concepts relatifs qui décrivent respectivement la sémantique d’un
classifieur et d’une relation d’importation. On retrouve notamment ici certains paramètres
(Genericity, Generator, ExtensionCreation) et une caractéristique (ValidSourceRelationships)
du ConceptClassifier25. De même que pour un atome, un concept doit être placé dans le graphe
d’héritage du modèle métier : ici ConceptClassifier ne spécialise aucun autre concept tandis
que ConceptImportRelationships étend ConceptRelationships.
La figure 6.10 décrit une instanciation possible de ConceptClassifier et ConceptImportRe-
24« dérivé » est le terme qui est souvent employé dans la littérature pour évoquer les instances d’entités
génériques.
25Pour plus de détails sur les paramètres et caractéristiques associés à cette sémantique voir le chapitre 4.
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<ConceptInstanciation> <name>ClassifierJavaClass </name>
<listOfModifiers> <identifier>public </identifier> </listOfModifiers>
<parameterValue> <primitiveType> <string>Genericity </string> </primitiveType>
<bool>FALSE </bool> </parameterValue>
<parameterValue> <primitiveType> <string>Generator </string> </primitiveType>
<bool>TRUE </bool> </parameterValue> ...
<relatedConcept>ConceptClassifier </relatedConcept>
<redefinitions>ConceptClassifier </redefinitions>
</ConceptInstanciation>
<ConceptInstanciation> <name>RelationshipExtendClass </name>
<listOfModifiers> <identifier>public </identifier> </listOfModifiers>
<parameterValue> <primitiveType> <string>PolymorphismDirection </string> </primitiveType>
<identifier>up </identifier> </parameterValue>
<characteristicValue> <collectionType>ValidSourceClassifiers <collectionType>
<atom>ClassifierJavaClass </atom>
<atom>ClassifierAbstractJavaClass </atom> </characteristicValue> ...
<relatedConcept>ConceptImportRelationship </relatedConcept>
<redefinitions>ConceptClassifier </redefinitions>
</ConceptInstanciation>
<derivedGenericAtom> <name>ClassifierJavaClass </name>
<relatedAtom>AtomClassifier</relatedAtom>
<genericParameter>ClassifierJavaClass </genericParameter> </derivedGenericAtom>
<derivedGenericAtom> <name>ImportRelationshipExtendClass </name>
<relatedAtom>AtomImportRelationship </relatedAtom>
<genericParameter>RelationshipExtendClass </genericParameter>
</derivedGenericAtom>
Fig. 6.10.: Exemples partiels de l’instanciation d’atome générique pour OFL
lationships. Chacune de ces instanciations indique à quel concept elle s’applique et de quel
atome elle prend la réification de ses instances. La première instanciation (ClassifierJava-
Class) concerne les classes Java non abstraites et donc les paramètres présentés indiquent que
le classifieur n’est pas générique et qu’il peut avoir des instances. La deuxième instanciation
(RelationshipExtendClass) concerne l’héritage entre deux classes Java (mot-clé extend) ; la di-
rection du polymorphisme est donc dirigée vers le « haut » et le type de classifieur qui peut
être source de la relation est naturellement ClassifierJavaClass.
Définition du comportement Nous avons expliqué page 113, qu’une partie significative de
la sémantique d’un modèle métier est encapsulée dans un petit nombre d’atomes génériques.
Une partie de cette sémantique est capturée par les paramètres, les caractéristiques et les
invariants26. C’est une première étape mais ce n’est pas suffisant pour prendre en compte toute
la sémantique des atomes. Par exemple, la valeur des paramètres choisis lors de l’instanciation
des atomes génériques affectera le comportement des atomes obtenus par dérivation. Il est
nécessaire de pouvoir définir ce comportement.
Chaque atome, qu’il soit générique ou non, a un niveau méta (son concept) où il est possible
de définir des actions ; quand l’atome est dérivé d’un atome générique, l’exécution de celle-ci
est conduite par la valeur des paramètres. Pour d’autres atomes, il est possible de définir des
actions, mais nous pensons que ce n’est pas vraiment utile dans la plupart des cas.
Une action a une signature, un « corps », des préconditions et des postconditions qui sont
définis en s’appuyant sur la réification des entités et des paramètres hyper-génériques, lorsqu’il
s’agit d’un atome générique27. Une action peut aussi se voir attacher l’exécution de préoccu-
26Comme dans MOF ou UML, il est possible dans SmartModels de définir des invariants. Cela contribue à la
description de la sémantique des entités.
27On rappelle que les assertions sont décrites à l’aide d’OCL [230, 238] et enrichies par des informations
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Fig. 6.11.: Description d’une action dans SmartModels
pations orthogonales (voir la section 6.2.3, page 122). Nous rappelons ici l’importance pour
une action d’être complètement indépendante des applications définies sur le modèle métier
dont elle participe à la description. Un scénario typique pour une application est de décrire
des traitements qui s’appuient sur les actions, c’est-à-dire qui fassent appel à ces actions ou
s’intéressent aux valeurs prises par les paramètres hyper-génériques.
Trois approches peuvent être envisagées pour décrire le « corps » d’une action dans le mé-
tamodèle : i) proposer une représentation complète du corps qui pourrait correspondre à
la réification d’un pseudo-langage, ii) déléguer la description du corps de l’action au lan-
gage d’implémentation sous-jacent ; le métamodèle mémorise alors seulement que l’action a
un corps et, iii) proposer une description partielle du corps de l’action28. Typiquement, pour
la première et la troisième solution le corps de l’action doit être partiellement généré, tandis
que la seconde solution laisse la description du corps complètement sous la responsabilité du
développeur. Actuellement nous privilégions la troisième solution mais l’expressivité offerte
pour la description du corps de l’action décrite ci-dessous nous semble a priori insuffisante
(en particulier dans le contexte de l’informatique ubiquitaire) ; elle sera améliorée au fur et
à mesure que des facilités utiles seront mises en évidence. Parmi les informations que nous
proposons pour décrire un corps on trouve en particulier :
– le type d’assertion (vérification de propriétés à l’exécution, support pour la génération,
etc.),
– la spécification des paramètres et des caractéristiques utilisés par une action,
– la définition d’un ensemble de triplets (une étiquette d’identification, un ensemble de
couples composés d’un nom de paramètre hypergénérique et de sa valeur, une assertion
OCL).
Pour définir une assertion, on pourra ainsi utiliser n’importe quelle propriété, méthode ou ac-
tion du modèle, mais aussi une étiquette d’identification, dans le but par exemple d’introduire
des règles de précédence ou des noms prédéfinis (par exemple : result qui permet d’accéder au
résultat d’une fonction ou d’une action). L’objectif n’est pas seulement d’exécuter les assertions
en fonction de la valeur de paramètre mais aussi de générer le code qui permet d’implanter le
code correspondant.
complémentaires.
28Par exemple, mémoriser la liste des paramètres hypergénériques qui sont impliqués dans la sémantique de
l’action.
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<action> <name>Match </name>
<signature> <returnType> <primitiveType> <string></string> </primitiveType> </returnType>
<methodParameter> <name>feature </name>
<atomType>Feature </atomType> </methodParameter>
<methodParameter> <name>paramTypes </name>
<collectionType></collectionType> </methodParameter>
</signature>
<listOfActionAssertions>
<preCondition> <name>precondition1 </name>
<ocl_Constraint> assertion in OCL </ocl_Constraint> <parentEntity></parentEntity>
</preCondition>
<postCondition> <name>Postcondition1 </name>
<ocl_Constraint> assertion in OCL </ocl_Constraint> <parentEntity></parentEntity>
</postCondition> </listOfActionAssertions>
<body>
<parameterName>Generator </parameterName>
<parameterName>ExtensionCreation </parameterName>
<characteristicName>ValidSourceRelationships </characteristicName> </body>
<parentEntity></parentEntity>
</action>
Fig. 6.12.: Un exemple d’action pour OFL
Il est important de distinguer la capacité du modèle à plus ou moins décrire le corps des
actions, du langage de description qui est fourni à l’utilisateur afin de saisir cette description.
Cet aspect mériterait une discussion plus approfondie mais on peut tout de même mettre en
avant deux approches intéressantes : i) utiliser les diagrammes d’activités et/ou la partie
Action Semantics d’UML, ii) proposer un langage dédié à la description de ces actions et plus
généralement de la sémantique d’un modèle. Nous n’avons pas pour l’instant évalué l’une ou
l’autre de ces solutions (ce qui va être fait prochainement sur un exemple concret proposé
par EDF [117, 118]). Il est dit qu’UML est le métamodèle pour la spécification des modèles
métiers et il est important de réutiliser les standards. Cependant, il faut aussi se souvenir
qu’UML n’a pas été conçu au début pour la modélisation de modèles métiers mais pour celle
d’applications à objets. Une alternative à ces approches peut être d’augmenter l’expressivité
de MOF en ce qui concerne la description de la sémantique.
Il est à noter que le fait de pouvoir, dans une assertion ou dans une action, hériter respec-
tivement d’une autre assertion ou d’une autre action (avec une relation d’héritage spécifique
à chacune de ces entités29) permet de réutiliser des entités déjà définies.
6.2.3. Conception des applications relatives à un modèle métier
Cette section concerne la description d’applications qui s’appliquent sur un modèle mé-
tier et qui ont besoin d’accéder ou de modifier les informations contenues dans les atomes
qu’il contient. Comme cela a été mentionné précédemment, on peut distinguer deux grandes
catégories d’application s : celles qui décrivent des transformations de modèles et celles qui
interrogent le contenu du modèle de données (ses atomes) pour réaliser des calculs ou mettre
à jour l’information qu’il contient. À ce point de l’explication, on comprend facilement que la
spécification de ces applications va se démarquer assez sensiblement de celle des applications
orientées objets classiques.
29Cela peut par exemple vouloir dire pour une assertion de redéfinir non pas la contrainte mais une propriété
comme par exemple celle qui pourrait spécifier la catégorie de l’assertion.
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Fig. 6.13.: Description d’une application
Intuitivement, dans la programmation orientée modèle, une application correspond à une
traversée du graphe des atomes représentés par le modèle métier. Pendant cette traversée (ce
parcours), le comportement qui est contenu dans les facettes de l’application est exécutée
séquentiellement (voir page 120). Pendant que les traitements associés à ces facettes sont exé-
cutés il est possible de déclencher l’exécution d’aspects qui permettent d’intégrer des services
orthogonaux (voir page 122). La figure 6.15 donne un aperçu de la vision que nous avons d’une
application.
La figure 6.13 montre cinq entités principales qui sont : i) le modèle métier qui regroupe
un accès à toutes les entités définies précédemment, ii) l’application qui encapsule toutes les
informations relatives à une application, iii) la facette qui définit une préoccupation plutôt
verticale (sujet au sens de SOP) d’une application, iv) l’entité de visite qui spécifie pour chaque
atome le bout de code d’une facette donnée qui doit être exécuté et, v) l’aspect qui représente
un service orthogonal pouvant être ajouté à des entités de visite d’une facette.
La définition des facettes de l’application et des aspects qui leurs sont associés pourraient
être réalisée par l’intermédiaire de trois modèles métiers différents30 en utilisant SmartModels
lui-même. Nous décidons de suivre cette approche parce qu’elle permet de garder dans le
30La spécification d’une application est réalisée en plusieurs phases. Généralement, il y a en premier la spéci-
fication des facettes, puis la définition de l’application et finalement la description des aspects à appliquer.
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<BusinessModel> <name>SmartModelsFacets </name>
<generalInformation> ... <version>0.1 </version> ... </generalInformation>
<genericConcept> <name>ConceptFacet </name>
<parameterDefinition>TypeOfVisit </parameterDefinition>
<characteristicDefinition>handledModifiers </characteristicDefinition>
<invariant>...</invariant> <parentEntity></parentEntity> <concepts></concepts>
</genericConcept>
<atom> <name>AtomVisitEntities </name> ... </atom>
<atom> <name>AtomTechnology </name> ... </atom>
<atom> <name>AtomBusinessModel </name> ... </atom>
<atom> <name>AtomInvariant </name> ... </atom>
<atom> <name>AtomAtom </name> ... </atom>
<genericAtom> <name>AtomFacet </name>
<attribute> <name>name </name>
<listOfModifiers> <identifier>private </identifier>...
<primitiveType> <string></string> </primitiveType> </attribute>
<attribute> <name>relevantAtoms </name>
<listOfModifiers> <identifier>private </identifier>...
<collectionType>AtomAtom </collectionType> </attribute> ...
<parentEntity></parentEntity> <metaEntity>ConceptFacet </metaEntity>
<listOfModifiers> <identifier>public </identifier> ... </listOfModifiers>
</genericAtom>
<conceptInstanciation> <name>FacetForTransformation </name>... </conceptInstanciation>
<derivedAtom> <name>FacetForTransformation </name>...
<parameterDefinition> <name>typeOfVisit </name>
<enumerationType> <identifier>abstractVisit </identifier>
<identifier>TransformationVisit </identifier>
<identifier>FullCustomizabeVisit </identifier> </enumerationType>
<defaultValue> <identifier></identifier> </defaultValue>
<redefinitionPairs> ... </redefinitionPairs>
</parameterDefinition>
<characteristicDefinition> <name>handledModifiers </name> ... </characteristicDefinition>
<action> <name>generate </name> ... </action>
</BusinessModel>
Fig. 6.14.: Extrait du modèle métier relatif aux facettes de SmartModels.
métamodèle seulement les entités de base et de définir toute nouvelle fonctionnalité par la
spécification d’un nouveau modèle métier. Naturellement, cela amènera à délocaliser dans ces
modèles métiers toutes les informations utiles à sa description. La figure 6.14 montre quelques-
uns des principaux éléments du modèle métier dédié à la spécification des facettes.
Les facettes d’une application Une facette regroupe un ensemble d’entités appelées entités
de visite, et représente une préoccupation de l’application par rapport à l’utilisation du modèle
métier (voir la figure 6.15).
Une entité de visite est décrite en particulier par une méthode execute qui contient non
seulement le comportement de la visite mais aussi des facilités pour décrire et vérifier des
préconditions et des postconditions sur cette visite. À l’image de langages de programmation
comme Eiffel [210, 212], les préconditions et les postconditions sont évaluées respectivement
au début et à la fin de la visite ; elles déterminent si celle-ci a réussi ou échoué. Une entité
de visite contient aussi des accès directs31 à l’atome lui-même ou à certaines de ses propriétés
quand elles doivent être manipulées par la méthode execute. L’avantage est double : minimiser
le code à écrire et cacher la complexité de la représentation du modèle métier.
Une facette représente un découpage vertical de l’application tandis que la relation d’hé-
31Ils sont générés automatiquement en fonction des informations mentionnées dans la description d’une facette
et d’un modèle métier.
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ritage offre un découpage horizontal qui introduit plusieurs niveaux d’abstraction dans le
modèle métier et l’application32. L’organisation par facettes d’une application s’inspire de la
programmation orientée sujets (SOP). Chaque facette correspond à une partie des traitements
qui sont exécutés sur une entité. Selon le type d’application, une facette d’une application don-
née adresse soit le même ensemble d’atomes que les autres facettes de l’application soit, pour
certains traitements plus spécifiques, des ensembles différents (une facette peut choisir l’en-
semble des atomes auquel elle s’intéresse). La description d’une facette s’appuie sur le patron
de conception Visiteur [252, 221]. Selon les besoins des applications, le comportement relatif
à la visite d’un atome peut être plus ou moins dispersé. Dans une première approximation,
un atome d’un modèle métier est associé à une seule entité de visite (voir page 121 pour une
description plus approfondie).
Comme le montre la figure 6.13, une facette spécifie i) le modèle métier sur lequel elle
s’appuie, ii) comment le modèle métier est visité, iii) les entités (atomes) qui sont significatifs
par rapport aux objectifs et éventuellement iv) des technologies supplémentaires.
Les technologies sont définies indépendamment de SmartModels (par exemple, par une
API ou une bibliothèque de classes). Elles contiennent des fonctionnalités qui permettent de
définir plus facilement l’application. Par exemple, l’API DOM [314, 315] permet de manipuler
des représentations XML des modèles métiers. D’autres informations peuvent être ajoutées afin
de générer des entités de visite qui correspondent exactement aux attentes du programmeur.
La génération du code source est importante pour notre approche parce qu’elle permet à ce
dernier de se concentrer seulement sur les entités de visite qui concernent la facette mais aussi
de l’assister lors de la description de leur comportement.
Comme cela a été dit précédemment, nous proposons d’encapsuler le savoir-faire relatif à la
description des facettes mais aussi des applications dans un modèle métier « indépendant ».
Une première étape consiste à ce qu’une application soit composée d’une ou plusieurs facettes
qui seront exécutées séquentiellement, mais un mécanisme de composition plus sophistiqué
devra être proposé. De plus, les facettes peuvent aussi devenir des composants et une appli-
cation peut être réalisée à partir de composants. Le fait de s’appuyer sur un modèle métier
favorise la réutilisation et l’évolution du comportement d’une application.
Paramétrage des visites sur le modèle métier Nous nous intéressons ici au paramètre
typeOfVisit qui est défini dans une facette (Facet) et plus précisément dans ConceptFacet
(voir figures 6.13 et 6.14). Le comportement relatif à la visite d’un atome peut être découpé
différemment selon les besoins des applications. En particulier, les applications, qui sont le
résultat de transformations ou qui sont associées à un modèle qui subit des transformations
(par exemple dans le cadre du passage d’un PIM vers un PSM), nécessitent un découpage plus
fin des entités de visite.
Le modèle métier est une structure passive sur lesquelles les facettes et les aspects potentiels
sont exécutés. Le parcours de la structure est automatiquement généré ; il part d’un atome
donné qui peut être spécifié par l’application ou la facette ; par défaut il s’agit de l’atome
racine du modèle métier. Ce parcours correspond à la navigation à l’intérieur du graphe qui
correspond à l’ensemble des propriétés des atomes33. Les atomes considérés doivent à la fois
32Le modèle supporte des hiérachies d’atomes, de concepts, d’entités de visite, de facettes et plus généralement
des hiérarchies de toute entité de première classe. Ces relations d’héritage n’ont d’ailleurs pas toutes la même
sémantique.
33Selon la communauté concernée, ce graphe peut s’appeler graphe de clientèle, graphe de composition ou
d’agrégation ou encore graphe de délégation.
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être « visibles » (public en Java) dans le modèle métier et faire partie des atomes intéressants
(relevantAtoms) des facettes ; ils peuvent éventuellement représenter uniquement un niveau
d’abstraction sans pouvoir avoir d’instances (abstract en Java).
À l’heure actuelle, nous proposons trois types d’entité de visite et un parcours en profondeur
d’abord34. L’ordre utilisé pour visiter les propriétés d’un atome n’est pas significatif sauf s’il
est précisé lors de la description d’une facette ou d’un atome. Voici les trois types de visite ou
parcours :
– Une visite adaptable. C’est le type de visite qui offre la meilleure flexibilité puisque le
programmeur peut décider par exemple de ne pas s’intéresser à certains sous-graphes, ou
de ne les parcourir que sous certaines conditions. La contre-partie de cette flexibilité est
la perte de lisibilité puisque le traitement associé à la visite contient aussi les instructions
liées au parcours du graphe. L’utilisation de ce type d’entité de visite n’est pas recom-
mandée quand la sémantique des applications doit être réutilisée sur des atomes dont la
forme (la réification) évolue (par exemple en gagnant ou perdant certaines propriétés).
– Une visite transparente. Elle convient aux applications dont la sémantique est indépen-
dante du parcours du graphe qu’il est donc inutile de montrer au concepteur de l’appli-
cation. Une telle entité de visite ne contient que le traitement à associer à la visite ce
qui permet de garantir une bonne lisibilité et de pouvoir réutiliser ces traitements dans
d’autres applications. Néanmoins, force est de constater qu’elle reste très dépendante de
la structure des atomes (la description du comportement est fortement couplé avec les
propriétés qui décrivent l’atome).
– Une visite morcelée. Elle convient aux applications dédiées à la transformation de modèles
et dont l’objectif est de transformer à la fois la structure et la sémantique du modèle
métier, et les traitements mis en œuvre par ses applications. Pour cela, il faut que le
comportement associé à la visite soit le plus indépendant possible de la structure des
atomes du modèle métier et donc que la granularité de la visite soit augmentée. La
granularité qui est proposée dans SmartTools à cet effet, et que nous reprenons à notre
compte, implique qu’il y a autant d’entités de visite qu’il y a de propriétés dans les atomes.
Intuitivement si, dans un modèle obtenu par transformation, une propriété est déplacée
dans un autre atome, il devrait être relativement simple35 de transformer le comportement
de la visite de façon à ce qu’elle s’applique au nouveau modèle métier.
Gestion des aspects Comme cela a déjà été mentionné, la gestion des aspects devrait être
assurée par un modèle métier indépendant. La programmation par facettes permet d’insérer
des comportements supplémentaires a posteriori à l’intérieur d’une nouvelle facette qui sera
ajoutée à la liste des facettes36. Par contre, ce mécanisme n’est pas suffisant pour ajouter
facilement des bouts de comportement qui sont orthogonaux à l’ensemble des facettes (dé-
coupage horizontal). Ce comportement sera exécuté à certains points de l’exécution d’une ou
plusieurs facettes afin par exemple, de vérifier la validité d’une contrainte, le chargement de
données, la vérification de droits d’accès ou le traçage d’appels de méthode. Afin de satisfaire
à ces besoins, nous introduisons une nouvelle facilité qui est dérivée de la programmation par
aspects (voir figure 6.15).
34D’autres sortes de visite et de parcours de graphe devraient être proposés dans le futur, en fonction des
besoins qui apparaissent.
35Dans la plupart des cas, cela devrait pouvoir être réalisé de manière automatique.
36Une facette se veut plutôt indépendante des autres facettes, mais il est évident que l’ordre d’exécution peut
influencer le résultat.
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Fig. 6.15.: Description de la sémantique des applications par facettes et aspects
Chaque entité de visite accepte une liste d’aspects ; cela permet en particulier d’attacher
un même et unique aspect à l’ensemble des entités de visite d’une facette particulière ou
de toutes les facettes d’une application donnée. Naturellement ce ne sont là que deux cas
particuliers ; l’ensemble des entités de visite auquel un aspect est associé est complètement
libre. L’expressivité relative à la spécification de cet ensemble dépend seulement du langage
dédié à la définition des points de jointure à l’intérieur des facettes37. Ce langage n’a pas
besoin de l’expressivité proposée par l’AOP et il ne concerne pas des structures de programme
mais des atomes. Cependant, il doit être possible d’intégrer un aspect avant l’invocation de la
visite ou lorsque celle-ci débute ou se termine et de distinguer deux sortes de terminaison :
la terminaison de l’exécution après un échec (une assertion n’est pas satisfaite) ou un succès
(toutes les assertions sont vérifiées).
La section 6.2.2 a montré que dans SmartModels la description de la sémantique du
modèle s’appuie sur i) des actions qui sont décrites dans un concept (au niveau méta) et, ii)
des invariants de concept ou d’atome et des pré/postconditions pour des actions ; elles sont
très similaires à celles qui sont dédiées aux entités de visite. Pourquoi est-il utile d’équiper la
sémantique d’un modèle métier avec des aspects ? Une première réponse est que la sémantique
d’un modèle métier peut être assez complexe pour que l’on sente le besoin de séparer ses
différentes parties ; cela favorise ainsi la lisibilité, la maintenance et la réutilisation.
À première vue, il semble plus intéressant d’ajouter dynamiquement des aspects aux ap-
plications, alors que les aspects relatifs aux modèles métiers sont plus statiques. Cependant
quand un modèle est obtenu par transformation d’un autre, il peut être intéressant d’avoir
la possibilité d’adapter la sémantique encapsulée dans une action (proposée dans le modèle
d’origine), afin de la rendre compatible avec le nouveau modèle. C’est typiquement pour une
telle application que nous fournissons des aspects pour les assertions. Par exemple, un aspect
qui met en œuvre un around38 peut décider qu’en fonction du contexte d’exécution, l’assertion
(dans le nouveau modèle) garde toute sa signification ou au contraire n’a plus de raison d’être.
37Dans AspectJ [171], un point de jointure est un endroit du programme où un aspect peut être intégré.
38Un aspect around est exécuté avant l’invocation d’une i) action, ii) entité de visite ou iii) assertion. Cela
suggère le fait que l’on peut ou pas déclencher son exécution.
123
6. Collection de modèles métiers pour modéliser les modèles métiers
Bootstrap
Instance
of
application facets
XML / cosynt
Business model
description of
for the
AST
DTD / Absynt
Instance
of
Meta−model
XML / cosynt
Business Model
management
Assertion
Management of the
extension of entities JD
O
M
for atom  instances
XML Load/save
B
u
s
in
e
s
s
 m
o
d
e
ls Facet
AST/DTD  Generation
G
E
N
E
R
A
T
E
D
Meta−information
Definitionframework
Atoms & concepts
B
U
I
L
T
−
I
N
Management
Facet
Management
Action
Management
Aspect
MOP + set of tools
Facets ofAtomsDefinition of
characteristics
&
Parameters (reification)
of the
business model
Actions of
models
(include ASoC
technology)
application
(include ASoC
technology)
AST & DTD
of the
Business
Model
Model
traversal
class generation
Business model
Facets Generation
facilities
with ASoC
Set of vistors on AST (A total of 13)
Application
Aspect
Fig. 6.16.: Implémentation de l’approche avec SmartTools
6.3. SmartFactory : une plate-forme pour des composants
métiers
Pour mieux comprendre l’intérêt de SmartModels, il est important de donner un aperçu
de l’implémentation de SmartFactory [189]. Nous allons nous intéresser aux principaux
aspects, de la description du métamodèle à la réalisation d’un système opérationnel. La figure
6.16 décrit une implantation de ce prototype qui est basé sur la technologie mise en œuvre
dans SmartTools39 et qui s’en inspire bien évidemment. Grâce à ce prototype, nous pouvons
montrer la faisabilité et l’intérêt de l’approche mais aussi obtenir des retours d’expérience qui
nous permettront de l’améliorer.
Le métamodèle est décrit avec le langage Absynt qui est proche d’une description sous
forme BNF. À partir d’une instance de ce métamodèle (qui est par défaut au format XML),
SmartTools génère automatiquement :
– une réification en Java de l’arbre de syntaxe abstraite correspondant (AST ),
– une DTD qui correspond à cet AST,
– une classe qui contient l’ensemble des méthodes de visite qui correspondent au traitement
à appliquer sur chaque entité du modèle (implémentation du patron de conceptionVisiteur
[252]).
Chaque méthode de visite contient les traitements qui doivent être exécutés sur les nœuds de
l’AST. L’AST correspond au modèle métier et l’instance de l’AST généré correspond à une
instance de ce modèle ; ils sont décrits en XML. Afin de faciliter la tâche du concepteur de
modèle, nous avons utilisé le langage cosynt pour définir une syntaxe concrète de l’AST.
39Le fait qu’un premier prototype opérationnel ait été achevé en trois mois montre la flexibilité et la rapidité
de développement avec SmartTools.
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Un visiteur est créé pour chaque grande tâche à réaliser ; ils sont au nombre de treize
à l’heure actuelle. Chacun d’entre eux pourra donc être remplacé ou supprimé en fonction
de l’évolution du prototype. Ces visiteurs permettent la génération : i) des classes Java
relatives au modèle métier, ii) des classes relatives aux applications et iii) d’autres modèles de
représentation (AST et DTD). Par exemple, sept visiteurs traitent de la réification Java d’un
modèle métier : définition des paramètres hypergénériques et des caractéristiques, spécification
des actions, description des assertions, réification des atomes (génériques ou pas), description
des concepts.
Les classes produites par ces générateurs s’appuient sur une hiérarchie de classes built-in et
sur un protocole métaobjets (MOP) qui inclut un certain nombre de fonctionnalités pour i)
la gestion de l’ensemble des instances d’un atome (son extension), qui prend en compte le
polymorphisme, ii) le chargement et la sérialisation des instances du modèle dans ou à partir
de fichiers XML et, iii) le parcours des instances des modèles métiers. Certaines classes de la
hiérarchie built-in encapsulent les mécanismes dédiés à la mise en œuvre des assertions, des
actions, des facettes et des aspects. D’autres modélisent les entités du modèle, leur niveau
méta, leurs instances et à un plus bas niveau, l’intégration de ces objets dans le MOP.
Nous sommes en train de développer un petit module qui sera intégré dans le MOP et qui
permet le bootstrap des principaux mécanismes (facette, application, etc.). En parallèle, nous
avons débuté la description (en utilisant donc SmartModels lui même), des modèles métiers
dédiés à la description des aspects, des facettes et des applications. Ces derniers points sont
importants car ils montrent l’auto-exensibilité de notre approche.
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Page vide
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Nous désirons concentrer nos efforts sur les applications fortement évolutives et nous inté-
resser d’une part à leur modélisation et d’autre part à leur adaptation et à leur réutilisation.
Une des deux grandes perspectives concerne la réalisation de modèles métiers dédiés à
l’évolution et à la réutilisation de classifieurs en s’appuyant sur les relations entre classifieurs
et sur la séparation des préoccupations (voir section 7.1).
L’autre grande perspective que nous désirons considérer concerne la modélisation de modèles
métiers. Cet axe de recherche qui a été décrit dans le chapitre 6 est jeune et a donc de
nombreuses perspectives de développement que nous avons résumées dans la section 7.2.
La programmation par composants est particulièrement adaptée au développement d’appli-
cations fortement évolutive, il sera intéressant d’étudier l’impact de ce paradigme sur les deux
perspectives citées ci-dessus.
7.1. Extension de langages ou langages métiers
Un domaine de recherche qui nous intéresse beaucoup est celui des langages de programma-
tion ; il représente d’ailleurs la plus grande partie de notre activité de recherche passée. Nous
désirons utiliser les techniques décrites dans les sections précédentes (définition de modèles mé-
tiers, description de langages métiers), pour proposer des approches qui permettent d’étendre
la capacité des langages à réutiliser et à adapter les hiérarchies de classes qui composent les
applications. Nous réfléchissons actuellement dans trois directions :
– améliorer et étendre le travail de Laurent Quintian (section 7.1.1),
– coupler la relation d’héritage inverse avec une version légère d’adapteur (section 7.1.2),
– définir une approche basée sur une relation de réutilisation de code et sur les traits [271]
(section 7.1.3).
7.1.1. Réutilisation des préoccupations dans les langages à objets
Les langages à objets à la fin des années 1980 ont contribué à une meilleure réutilisation du
logiciel mais les besoins toujours plus importants des applications ont mis en évidence leurs
limites. C’est pourquoi nous avons proposé dans le chapitre 3 un modèle et une implémentation
qui visent à augmenter leur capacité de réutilisation tout en préservant la robustesse.
Notre approche repose sur l’idée que chaque fois que nous voulons rendre une préoccupation
réutilisable (celle-ci pouvant prendre la forme d’une bibliothèque de classes), il faut l’équiper
de son manuel d’utilisation. Une des originalités de notre approche est que celui-ci n’est pas
seulement une documentation textuelle et statique mais une entité à part entière (l’adaptateur)
qui est exploité au début du processus de compilation pour construire l’application à partir
d’un ensemble de préoccupations. Il permet de spécifier à la fois les entités qui vont subir des
adaptations (les cibles d’adaptation) et les adaptations elles-mêmes.
Nous avons vu qu’un adaptateur offre i) une unité d’encapsulation qui supporte des décla-
rations incomplètes, ii) un typage des adaptations et des cibles d’adaptation, iii) une relation
127
7. Perspectives
d’héritage, notamment un héritage de concrétisation, qui met en œuvre une liaison dynamique
entre les adaptations et leurs cibles d’adaptation, iv) un mécanisme d’assertions pour spécifier
les dépendances entre les cibles d’adaptation et, bien sûr, v) une documentation textuelle.
L’indépendance de cette approche par rapport au langage de programmation choisi est
aussi un aspect important même si dans la description des adaptateurs elle n’est pas aussi
forte que nous l’aurions souhaité1. Mais des pistes ont été évoquées dans [191] pour pallier
cela. Les capacités d’évolution du modèle sont réelles. Elles s’appuient sur une réification
objet qui bénéficie du langage sous-jacent (modularité, héritage, etc.). L’ensemble des concepts
objets considérés et la hiérarchie des adaptations sont notamment extensibles. L’indépendance
de l’approche et l’évolutivité du modèle sont favorisées au niveau de l’implémentation par
l’utilisation des technologies XML et par les capacités génératives fournies par la plate-forme
Eclipse [121].
Parmi les perspectives de notre travail, certaines sont destinées à améliorer et étendre le
modèle, d’autres à améliorer son implémentation. Concernant l’implémentation il serait inté-
ressant de considérer directement le byte-code Java pour pouvoir par exemple, utiliser notre
approche pour réutiliser les bibliothèques livrées sans le code source. Il serait aussi intéressant
de valider notre modèle sur d’autres langages tels Eiffel ou C++.
Parmi les améliorations que nous désirons apporter au modèle qui a été décrit, il est possible
de citer en particulier : i) introduire de nouveaux types d’adaptation comme par exemple
la possibilité de modifier la clause import d’une classe et les chemins d’accès aux classes
quand ils sont explicitement spécifiés dans le code source, ii) proposer une approche pour
composer les adaptateurs associés à une même préoccupation, et iii) offrir plus de flexibilité
au protocole de composition en permettant de décrire des adaptations alternatives. Il est en
effet important de pouvoir réutiliser la préoccupation associée dans un encore plus grand
nombre de contextes sans être obligé de réduire le spectre du protocole de composition et
donc le guidage du programmeur et les contrôles opérés. Une perspective à plus long terme
consiste à faire évoluer l’approche proposée par notre modèle pour qu’elle s’applique à la
programmation par composants ou à la programmation par modèles.
7.1.2. Héritage inverse et séparation des préoccupations
Dans la section 5.2.3, nous avons présenté les grandes lignes d’une relation d’héritage inverse.
Il nous semble intéressant d’étendre ce travail en couplant la relation d’héritage inverse avec
des facilités supplémentaires qui s’inspirent à la fois du travail décrit dans le chapitre 3 et de
ses perspectives (voir section 7.1.1) et d’autres approches comme gbeta [122], les mixins [50] ou
d’autres travaux autour de l’héritage [123, 124]. Nous pensons en particulier que l’expressivité
qui a été obtenue grâce à l’héritage inverse peut être encore améliorée en couplant celui-ci avec
le concept d’adaptateur. Ainsi, nous proposons que lorsque la composition de deux hiérarchies
de classes à l’aide de l’héritage inverse n’est pas immédiate, celle-ci soit réalisée avec une
notion légère2 d’adaptateur. Nous avons observé en particulier que lorsque deux hiérarchies
sont assemblées, elles doivent en général subir des adaptations. Les principales que nous avons
relevé sont les suivantes3 :
1En effet, les traitements à insérer utilisent ce langage (Java dans notre prototype).
2Par rapport à celle définie dans [261].
3Les adaptations possibles sont peu nombreuses car nous désirons que le mécanisme soit dédié à des cas simples
d’utilisation. Pour des adaptations plus lourdes nous continuons à investiguer l’approche développée dans
le chapitre 3.
128
7.1. Extension de langages ou langages métiers
interface Subject {
public void addObserver (Observer o) ;
public void removeObserver (Observer o) ;
public void notifyObserver () ;
}
interface Observer {
public void update (Subject o) ;
}
import java.util.*.* ;
class ImplSubject {
protected List observers = new ArrayList() ;
public void addObserver (Observer o){observers.add (o) ;}
public void removeObserver (Observer o){observers.remove (o) ;}
public void notifyObserver () {
for (Iterator iter = observers.iterator() ; iter.hasNext() ;)
((Observer) iter.next()).update (this) ; }
}
Fig. 7.1.: Implantation possible du patron de conception Observer
– pouvoir substituer/redéfinir une méthode (ou un constructeur) d’une classe qui est la
cible d’une relation d’héritage inverse. Le but est de pouvoir ajouter des traitements
supplémentaires au comportement initial. Ils pourraient s’ajouter avant, après ou autour
la méthode concernée [170, 171] ;
– pouvoir désigner une primitive déclarée dans un descendant (la cible de l’héritage inverse)
dans une méthode ou un constructeur défini dans la classe qui déclare l’utilisation de
l’héritage inverse, c’est à dire la source de la relation.
Nous pensons que ces facilités ne doivent être autorisées qu’à l’intérieur d’un adaptateur
car cela suppose de faire référence explicitement à un descendant, ce qui est contraire aux
principes d’une bonne réutilisation mais utile pour réaliser une adaptation spécifique. Il pourra
être intéressant d’intégrer dans un adaptateur un mécanisme simple d’expression régulière qui
simplifie la déclaration i) des primitives à factoriser ou à redéfinir quand par exemple, le même
traitement doit être exécuté avant le code décrit dans les méthodes concernées ou bien ii) de
la cible des relations d’héritage inverse lorsque nous voulons que la même classe soit l’ancêtre
d’un ensemble de classes dont le contenu n’est pas connu à l’avance.
Même si ce n’est qu’une première réflexion sur le sujet, l’exemple proposé dans les figures
7.2 et 7.3 qui s’appuie sur le mécanisme proposé dans la section 5.2.3 permet de se faire une
première idée de nos objectifs. Il correspond à la description partielle de l’adaptation qu’il faut
réaliser pour introduire le patron de conception Observer (voir figure 7.1) dans une hiérarchie
d’objets graphiques [133].
La figure 7.2 décrit la partie du protocole de composition qui est relativement indépendante
de l’utilisation tandis que la figure 7.3 décrit la partie qui est spécifique à l’intégration dans
la hiérarchie d’objets graphiques.
L’adaptateur défini par la classe DP_Use représente une tentative pour définir le protocole
de composition, c’est-à-dire toutes les adaptations qui sont indépendantes des contextes fu-
turs d’utilisation. Dans une perspective identique à celle proposée dans [191], cela permet de
réutiliser une partie de la description de l’adaptation au lieu de la dupliquer et, de guider ou
contrôler le programmeur lorsqu’il désire adapter le patron de conception à un contexte spé-
cifique (voir figure 7.3). Ainsi, l’utilisation de redefine before à l’intérieur de DP_Use force le
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adapter abstract class DP_Use {
class ObserverL implements Observer exherits Label {
// The method update is abstract and must be implemented
}
class I_SubjectB extends I_Subject exherits Button {
redefine before click () ; // make the method abstract
}
}
Fig. 7.2.: Exemple d’un adaptateur abstrait
adapter class DP_Use1 extends DP_Use {
class ObserverL implements Observer exherits Label {
update (Subject o){
inferior (Label ).setDefaultColor() ;
}
}
class I_SubjectB extends I_Subject exherits Button {
click () {
notifyObservers ;
inferior (Button ).click() ;
}
}
}
Fig. 7.3.: Exemple d’un adaptateur concret
programmeur à ajouter un traitement avant le code original de la méthode click4. L’insertion
de l’interface Observer oblige le programmeur à concrétiser la méthode update.
7.1.3. Réutilisation de code
Dans sa thèse [93], Pierre Crescenzo a proposé les principaux éléments d’une relation de
réutilisation de code (voir section 5.1.1). Par ailleurs, pendant le workshop MASPEGHI’O4
[184], nous avons pu discuter avec les auteurs de [262] à propos de leurs travaux sur les traits.
Nous avons décidé conjointement d’utiliser les idées mises en avant dans la relation de réutili-
sation de code pour étendre la sémantique des traits. Nous nous intéresserons notamment aux
points suivants : i) garantir que le mécanisme proposé soit suffisant pour prendre en compte
toutes les facettes de la réutilisation de code, ii) inclure la réutilisation de variables d’ins-
tances, iii) ne pas décider au niveau du trait si la primitive requise (required) qu’il utilise est
une méthode ou un attribut et, iv) permettre d’affiner le comportement d’une méthode déjà
définie, ce qui est l’objectif à la fois des mots-clés super [16] et inner [38, 122], et du méca-
nisme d’alias défini dans les traits [270, 271]. En parallèle nous voudrions étudier les différents
statuts (module, type, etc.) que peut prendre une classe par rapport à la problématique de
réutilisation. Pour illustrer cette idée, revisitons l’exemple de la section 5.1.1 (figure 7.4).
Dans la partie A, la classe Person est complètement implémentée et est utilisée pour im-
plémenter la classe Car. La clause renamed as permet d’adapter la primitive yearOfBirth de
la classe Person au contexte de la classe Car.
Dans B, la classe Aged ne peut pas avoir d’instance car elle contient une primitive incomplète
4On remarque ici que l’utilisation d’une expression régulière après le mot-clé exherits permettrait de rendre
l’adaptateur abstrait beaucoup plus indépendant du contexte. De même il faudrait pouvoir renommer le
cas échéant la méthode click mentionnée dans l’adaptateur abstrait dans l’adaptateur concret.
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reuses
age,
yearOfReference 
 renamed as 
yearOfRegistration 
Class Person
+yearOfBirth: Integer
+age(): Integer
Class Car
+roofColor: Color
reuses
age,
yearOfBirth 
  renamed as 
yearOfRegistrztion 
Class Person
+yearOfBirth: Integer
Class Aged
Describes something with an age
+age(): Integer
result <- currentYear - yearOfReference
+yearOfreference(): Integer
age,
yearOfreference 
 renamed as 
yearOfBirth 
Class Car
+roofColor: Color
+yearOfRegistration: Integer
Class Vehicule
Class Human
Describes a human being
Class VehiculeClass Human
reuses
Situation A Situation B
Fig. 7.4.: Exemples de réutilisation de code
yearOfReference qui est concrétisée à l’intérieur des classes Car et Person sous deux noms
différents (grâce à la clause renamed as).
Dans cet exemple, la classe Aged (respectivement Person) pourrait intervenir comme un
module uniquement5 (grâce à la relation reuses) ou comme un type si la classe Aged (res-
pectivement Person) était héritée en utilisant la relation d’héritage normale fournie par le
langage)6.
Par contre, quand il s’agit de classes qui définissent seulement des constantes (attribut final
en Java), ou des méthodes (par exemple, une bibliothèque de routines pour les mathématiques),
elles devraient être considérées uniquement comme des modules. Pour améliorer la lisibilité,
il pourrait être intéressant de suivre la même approche qu’en Eiffel [212] pour les classes
expansées (expanded class) afin de pouvoir exprimer qu’une classe n’intervient que comme un
module (module class).
7.2. Développement dirigé par les modèles
7.2.1. Sémantique d’un modèle et de ses applications
Lorsque nous avons commencé à réfléchir à la conception de SmartModels, nous avons
intégré le savoir-faire de SmartTools [255, 88, 89], c’est pourquoi celui qui connaît ce dernier
trouvera de grandes similitudes entre lui et l’approche SmartModels. Notre effort s’est porté
en particulier sur la séparation des sémantiques du modèle métier et de ses applications mais
5C’est-à-dire que les règles du polymorphisme ne sont pas appliquées.
6Par les classes Vehicle et Human, si le langage ne supporte que l’héritage simple.
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aussi sur une expressivité suffisante et adaptée à ce contexte qui conduise à la réalisation de
modèles exécutables. Un modèle est exécutable si on peut spécifier le comportement des entités
qui le décrivent et si ces entités peuvent être interrogées et modifiées par des applications tout
en garantissant que les contraintes qui leurs sont associées seront contrôlées.
Sémantique d’un modèle Comme cela a déjà été évoqué dans le chapitre 6, l’objectif n’est
pas de concurrencer UML qui peut très bien servir d’interface de définition d’un modèle mé-
tier (en fixant cependant certaines règles d’utilisation) mais de proposer à la fois un ensemble
d’entités essentielles, une architecture et des propriétés qui permettent d’aboutir aussi aisé-
ment que possible à l’élaboration d’un modèle métier exécutable pouvant éventuellement être
transformé (données et sémantique) pour s’adapter au contexte d’une application.
Séparer la sémantique entre le modèle et ses applications est selon nous une idée intéressante
mais il n’est pas sûr qu’il faille la mettre en œuvre quel que soit le contexte. Cette séparation est
une des différences qui existe entre les approches SmartTools et SmartModels, cependant
il est clair que dans certain cas, la sémantique du modèle n’est pas identifiable par rapport à
celle de ses applications car la partie indépendante du contexte est trop restreinte ou difficile à
mettre en évidence. Nous avons basé la description de la sémantique sur la spécification i) de
contraintes entre les entités, ii) d’une notion de généricité qui permet de définir des familles
d’entités et, iii) de méthodes dont l’exécution s’appuie sur les paramètres caractérisant la
généricité quand elle existe ou qui contiennent un comportement ad hoc.
À l’heure actuelle, nous identifions plusieurs travaux intéressants à développer. Le premier
concerne l’élaboration d’un modèle minimal de type PIM qui permette de définir le contenu des
méthodes décrivant la sémantique du modèle. Il devra pouvoir interagir avec le modèle associé
au langage OCL [238] et être projeté, comme lui vers une plate-forme logicielle. Un second
travail pourrait consister à étendre OCL afin de compléter la spécification d’une contrainte
par la définition de métainformations qui pourront être utiles par exemple pour déterminer le
moment de l’exécution ou différencier plusieurs types de contraintes.
Pour atteindre ces objectifs, nous avons notamment étudié les fonctionnalités offertes par
l’outil de modélisation OpenTool [302] utilisé par EDF pour définir ses modèles métiers, dont
nous avons étudié le contenu [117, 118].
Sémantique des applications La définition de la sémantique des applications dans Smart-
Models repose sur deux approches de séparation des préoccupations : la programmation par
sujets et la programmation par aspects. Quand on considère des développements dirigés par les
modèles, le parcours du modèle devient un aspect fondamental car c’est sur lui que va reposer
la capacité à réaliser tel ou tel type d’application (voir page 120). Chaque parcours est associé
à un sujet (nous l’appelons facette). Les traitements sont appliqués au modèle pendant un
parcours de ce dernier. Ils sont inclus soit dans la définition de la facette, soit dans celle d’un
aspect. La seconde approche est plus flexible puisqu’un traitement peut être associé ou non à
un parcours en fonction du contexte et des besoins. Les facettes décrivant une application tout
comme les différents aspects potentiels doivent parfois être appliquées dans un certain ordre,
et même sous certaines conditions. Il faut donc pouvoir disposer d’un modèle de composition
des facettes et des aspects qui permette d’adapter l’exécution d’un aspect ou d’une facette aux
contraintes imposées par le contexte. Une piste pour atteindre cet objectif est de considérer
un « parcours » comme une entité à part entière qui a ses propres opérateurs et de l’utiliser
lorsque l’on décrit une facette. Ce supplément d’informations et d’opérateurs devrait faciliter
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leur composition.
7.2.2. Composants et modèles métiers
Dans le chapitre 6, nous avons donné notre point de vue sur les qualités que devaient avoir
un métamodèle dédié à la mise en œuvre de modèles exécutables. Si l’on considère par ailleurs
que définir des applications centrées sur un modèle métier est une approche intéressante qui
permet de séparer le savoir-faire d’une application spécifique, il est particulièrement important
d’étudier l’impact de cette approche sur les modèles de composant. SmartTools propose
un modèle de composants [87, 89] qui entend répondre à un certain nombre de besoins des
modèles métiers. Dans un premier temps, il nous a semblé nécessaire de le positionner par
rapport à l’état de l’art [206] et de s’appuyer sur les propositions de SmartModels pour
mettre en évidence les qualités que doit posséder un modèle de composants dans le contexte
d’applications centrées sur les modèles. À titre d’exemple, nous pouvons citer la faculté de
rendre visible une représentation abstraite du modèle contenu dans un composant, à l’extérieur
de ce dernier ou bien, la possibilité de décrire un composant générique qui accepte tout modèle
en paramètre7. Il sera particulièrement intéressant de proposer une taxinomie des besoins liés
à la présence d’un modèle dans un composant et de définir le modèle de composants à l’aide
de SmartModels afin d’une part de pouvoir valider et appliquer notre approche sur un
exemple concret et de proposer un modèle de composant abstrait qui contienne toutes les
fonctionnalités nécessaires aux développements orientés modèles.
7.2.3. Adaptabilité de la représentation d’un modèle
Les travaux mentionnés dans le chapitre 6 et les perspectives de développement proposées
dans la section 7.2.1 reposent sur la présence d’une plate-forme d’exécution qui est ouverte,
adaptable et évolutive (ceux sont des préoccupations récurrentes dans ce document). L’implé-
mentation d’applications demande l’utilisation de services génériques dans le sens où ils sont
indépendants des modèles qu’ils manipulent ; la figure 7.5 en montre quelques exemples. Nous
voulons utiliser l’approche sur la séparation et la composition de préoccupations qui a été dé-
veloppée dans le chapitre 3 dans le but de l’adapter aux besoins spécifiques d’une plate-forme
d’exécution et de proposer une approche homogène pour définir et composer les PIMs ou les
PSMs de nouveaux services. Ces services seront insérés dans les graphes d’héritage et d’instan-
ciation de la plate-forme à laquelle est associé un protocole métaobjet qui permet d’accéder
à chacune des entités du modèle (concepts, atomes, attributs, méthodes, aspects, assertions,
etc.). Tout service générique sera défini par des opérations spécifiées sur ces entités et pourra
ainsi être intégré dans la plate-forme. Au contraire, les services qui dépendent d’un modèle
peuvent être vus comme une partie de leur sémantique ou une application.
7.2.4. L’aspect dynamique dans le contexte du DDD
Dans les sections 7.2.1, 7.2.2 et 7.2.3, nous avons évoqué un certain nombre de fonctionna-
lités qui pour certaines peuvent être mises en œuvre par transformation ou composition de
modèles ; on peut citer par exemple l’intégration de nouveaux traitements (facettes ou aspects)
ou bien l’adaptation des services offerts au développeur d’applications. Il sera particulièrement
7Cela signifie que la description des traitements est indépendante du modèle. Cette possibilité est offerte par
le modèle de composants de SmartTools.
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Modèle
1
Accès aux informations du modèle
API DOM
Couche Interface 
Génération de XML
Un autre générateur
API pour réaliser
des requêtes sur les
instances du modèle
PIM
PSM
PIMPIMPIM
PSMPSMPSM
PIM
PSM
Le MOP de 
SmartModels
Plateforme à composants
PIM
Attachement de facette
...
PSM
Tous les services offerts par 
le MOP sont indépendants
du modèle et utilisent la 
couche interface
Modèle
N
Classes réifiant les
entités du modèle  qui 
ont été générées et insérées 
dans le système
...
Fig. 7.5.: Plate-forme d’exécution pour SmartModels
intéressant d’étudier comment ces différentes fonctionnalités pourraient être ajoutées dyna-
miquement, notamment dans le cadre des plates-formes à composants. La liaison dynamique
des traitements pourrait intervenir au moment de la reconfiguration partielle d’un compo-
sant (échange de modèle, modification de l’interface, etc.), de son remplacement ou encore de
l’échange de son implémentation.
Prenons un exemple concret. Transformer un modèle implique souvent une adaptation des
entités de ce modèle de manière plus ou moins profonde. Le fait d’avoir au préalable associé
de la sémantique à ces entités suggère qu’il sera nécessaire de modifier ce code de façon à
ce qu’il s’adapte au modèle ainsi transformé. Le faire de manière statique peut être réalisé
par des facettes qui vont interroger les informations contenues dans le modèle et mettre en
œuvre une génération des nouvelles entités (avec leur sémantique) qui constitueront le modèle
ainsi transformé. Réaliser ceci de telle manière à ce que les traitements puissent être chargés
dynamiquement implique des choix de conception différents qui devront tenir compte des
mécanismes mis en œuvre dans les principales plates-formes. Nous explorerons en particulier
les approches basées sur un héritage dynamique comme par exemple celle de Self [3, 2].
7.2.5. Applications de SmartModels
À partir d’un modèle métier spécifié en utilisant SmartModels qui correspond à OFL et
à partir des modèles métiers relatifs aux applications (aspects et facettes), nous projetons de
réaliser une application de SmartModels qui génère des profils UML dans le but de pouvoir
définir des applications qui soient conformes à un modèle métier donné. Pour cela, nous nous
appuierons sur les thèses de Pierre Crescenzo [93] et Dan Pescaru [260].
Par ailleurs, il serait intéressant de revisiter le modèle défini dans la thèse de Laurent Quin-
tian [261] sur l’adaptation et la réutilisation de hiérarchies de classes afin d’en proposer une
modélisation avec SmartModels. Cela permettra en particulier de vérifier que les possibilités
de transformations de modèles proposées sont suffisantes.
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Ce mémoire a tenté d’atteindre un triple objectif : donner un aperçu de notre contribution,
montrer le cheminement qui a été suivi pour réaliser ces contributions et enfin, donner un
certain nombre de perspectives possibles. Nous pouvons constater que le champ de recherche
a évolué plusieurs fois, ce qui a nécessité à chaque fois un important travail de fond. Il y a
quatre grandes étapes dans notre travail de recherche.
Il y a eu tout d’abord l’ajout d’un service de persistance à Eiffel à travers lequel nous avons
voulu réunir deux domaines, celui des bases de données et celui des langages à objets, qu’il a
donc fallu approfondir [183].
Une seconde étape a ensuite consisté à vouloir ouvrir les langages afin de leur permettre de
mieux intégrer un large éventail de préoccupations ; nous nous sommes ainsi intéressés à la
métamodélisation et au recensement des différents concepts objets [93].
Une troisième étape a permis d’approfondir les approches par séparation des préoccupa-
tions [58, 261] ; l’étude de ces approches a permis d’une part de continuer à contribuer à
l’amélioration des langages à objets [162] et d’autre part, de préparer la quatrième étape re-
lative aux développements dirigés par les modèles que nous avons entamée il y a moins d’un an.
Depuis la fin des années 1980, période qui correspond au commencement de mon implication
dans la recherche nous avons constaté un certain nombre de faits marquants et d’évolution
dans le domaine du développement des logiciels :
– La percée des langages à objets (fin des années 1980) avec des langages comme C++
[290], Smalltalk [139] ou Eiffel [210].
– L’introduction du paradigme objet dans les systèmes de gestion de bases de données au
début des années 1990, avec notamment O2 [109, 110] qui est issu d’un projet de l’INRIA.
Puis l’échec et la disparition des bases de données objets à fin des années 1990.
– L’ouverture des langages : réflexivité, métaprogrammation (fin des années 1980, début
des années 1990). En fait il y a eu deux grandes approches : celles basées sur le « tout
objet » [54, 79, 169] et celles construites sur des langages existants comme C++ [70] ou
Java [298].
– Les standards (OMG, W3C) occupent une place prépondérante depuis la fin des années
1990 ou le début des années 2000.
– Le constat de demi-échec des langages à objets (fin des années 1990) malgré le succès de
Java [130] et l’arrivée de C# [154].
– L’apparition des approches par séparation des préoccupations (plutôt la fin des années
1990).
– Les débuts de la programmation par composants (fin des années 1990).
– L’avènement de l’approche MDA et la programmation par modèles (début des années
2000).
Cette énumération n’a bien sûr pas la prétention d’être exhaustive, mais elle montre le dyna-
misme de l’informatique face aux besoins toujours plus importants des applications et surtout
de leurs utilisateurs. En particulier, la réflexion menée lors du colloque organisé en l’honneur
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de Jean-François Perrot « 20 ans après : où en sont les objets ? » et notamment [40, 84]
ou bien la table ronde d’OOPSLA 2002 [111], montrent que c’est le succès mitigé des objets
dans des domaines comme la réutilisation qui ont permis l’émergence de nouveaux styles de
programmation (composant, aspect, modèles).
Notre contribution se place exactement dans la perspective de cette évolution de l’informa-
tique et se rapproche d’une certaine manière des travaux relatifs aux projets OBASCO [224]
et ATLAS [27]. Dans la suite nous positionnons nos travaux par rapport à cette évolution et
par rapport à la réflexion qui est menée actuellement sur les objets.
FLOO. C’est une extension du langage eiffel pour intégrer un service de persistance trans-
parent et efficace. Eiffel n’offrant que des facilités limitées d’introspection, la modification de
la sémantique de l’accès aux attributs ou de l’appel de méthode (protocole d’intercession) a
dû être faite directement dans l’exécutif du langage. Ce choix a permis d’offrir un service de
persistance transparent (sans modification du code des classes) qui n’altère pas la réutilisa-
bilité des classes. La description d’une transformation de modèle d’Eiffel vers O2 a permis
l’exécution de requêtes en mémoire persistante (à travers le serveur d’objets O2) et donc de
garantir l’efficacité de la solution. Il faut admettre que si la solution obtenue est parfaitement
intégrée dans le langage Eiffel, cette solution a demandé un investissement conséquent qui est
acceptable uniquement si le nombre de services à intégrer est limité et peu évolutif. L’évolution
des besoins des applications va malheureusement à l’encontre de cette hypothèse.
OFL. C’est un modèle qui décrit les concepts objets en s’appuyant sur des paramètres dont
les valeurs décrivent une partie de la sémantique opérationnelle que chaque langage associe
aux principaux concepts objets (relations entre classifieurs, sortes de classifieur) et sur des
actions dont l’exécution est dirigée par ces paramètres. Une de nos principales motivations a
été d’ouvrir la sémantique opérationnelle des langages pour pouvoir leur associer de nouveaux
services (persistance, gestion de version, distribution) à un moindre coût. L’étude approfondie
des différents comportements que peuvent avoir les mécanismes d’héritage ou bien la mise
en évidence d’une grande variété d’usages [94] a permis d’envisager d’une part l’extension de
langages à objets avec une relation d’héritage inverse ou de réutilisation de code et d’autre
part l’utilisation de l’approche paramètre/action développée pour la description du modèle
objet pour décrire la sémantique d’autres modèles métier.
JAdaptor. Il reprend la problématique de l’ajout de services à la demande mais veut aller
plus loin afin d’augmenter les capacités de réutilisation des langages à objets. Il s’appuie
fortement sur les approches par séparation des préoccupations et tient compte des expériences
passées. Par exemple, il est indépendant du langage de programmation : JAdaptor doit être
vu comme un modèle métier dédié à la réutilisation des préoccupations. Si la syntaxe associée
est très influencée par le langage, il sera vu comme une extension de ce dernier [261] tandis que
si la syntaxe est elle aussi dédiée il deviendra un langage métier (Domain-Specific Language
- DSL) [191]. Par ailleurs, le modèle proposé met l’accent sur le guidage et le contrôle du
programmeur d’application à travers une documentation embarquée dans la préoccupation
qui permet donc d’allier la robustesse à la réutilisation.
Autour de l’héritage. Ces travaux résultent de la réflexion que nous avons menée sur les rela-
tions entre classes dans le cadre du projet OFL et ils ont pour objectif d’augmenter l’ouverture
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et la réutilisation des applications. Un premier travail a étudié la faisabilité d’introduire un
héritage générique au même titre qu’il y a des types génériques [162] ; il est pour l’instant
en sommeil. Un second concerne l’introduction de l’héritage inverse afin de pouvoir agir de
manière non intrusive sur des classes existantes ; nous avons commencé à réfléchir sur un cou-
plage de cette relation avec une notion d’adaptateur simplifié (voir section 7.1.2). Un troisième
projet qui est seulement en train de débuter mais auquel nous pensons depuis longtemps est
la définition et la mise en œuvre d’un mécanisme de réutilisation de code (voir section 7.1.3).
SmartModels. Ce métamodèle représente une première incursion dans les développements
dirigés par les modèles. La motivation de ce travail repose à la fois sur l’intérêt de captitaliser
le savoir-faire des entreprises en le rendant indépendant des applications qui le manipulent et
sur l’hypothèse qu’il pouvait être intéressant, comme cela a été fait dans le cadre d’OFL, de
décrire la sémantique en s’appuyant sur un jeu de paramètres et d’actions mais aussi d’as-
pects [188]. SmartModels propose au concepteur du modèle à travers un langage métier,
de décrire les paramètres qui vont permettre ensuite soit de proposer des variantes ou des
évolutions de sémantique, soit d’adapter le modèle aux besoins d’une application.
Bilan final. Les approches à objets et les langages qui les mettent en œuvre représentent peut
être simplement une étape dans le développement de l’informatique ; l’arrivée de nouveaux
paradigmes comme les composants, les aspects, les sujets ou les modèles rendent peut-être
le paradigme de l’objet moins attrayant. Pourtant, l’intérieur d’un composant repose sou-
vent sur un programme objet, la plupart des langages relatifs à la programmation par sujets
ou par aspects (pour ne citer que ces approches par séparation des préoccupations) sont des
extensions de langages à objets et, c’est UML qui est l’outil de description de modèles métiers.
Comme d’autres, nous pensons que la classe n’est pas toujours la bonne entité d’encap-
sulation et l’héritage n’est pas non plus toujours le meilleur mécanisme pour la réutilisation
logicielle. Par ailleurs, les techniques de réflexion et de métaprogrammation offrent une expres-
sivité complémentaire intéressante, tandis que l’ajout d’un niveau d’encapsulation de première
classe supplémentaire (tels la préoccupation, le composant ou le modèle), peut contribuer à
l’amélioration de la réutilisation.
Cependant, même si ce constat n’est pas totalement positif, nous défendons l’idée que l’ap-
proche à objets n’est pas morte mais qu’au contraire elle doit continuer à évoluer en s’appuyant
sur les nouveaux paradigmes et en créant des passerelles avec eux. Nous désirons donc exploiter
l’expérience que nous avons acquise lors de la réalisation des différents modèles ou extensions
pour proposer des évolutions de l’approche à objets qui permettent d’assurer une meilleure
réutilisation du logiciel.
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