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Abstract 
 
The piriform cortex (PC) is important for the cortical processing of olfactory 
information. The PC is widely viewed as a pattern recognition device whose primary 
function is the formation of ‘odour objects’, that is, the perception of complex odours 
comprising many chemical components as single olfactory percepts (e.g. the scent of 
a rose), a task that is heavily dependent on the intracortical associational network. 
Two types of glutamatergic principal neurons are present in approximately equal 
numbers in layer 2 of the PC: semilunar (SL) and superficial pyramidal (SP) cells. 
Despite a long-standing misconception that the principal neurons of the PC are a 
functionally homogenous population, recent work has shown that SL and SP cells 
differ significantly in their connectivity and in vitro electrophysiology. Specifically, 
emerging data has indicated that intracortical connectivity increases with 
increasingly deep somatic locations, suggesting that, in response to olfactory 
stimulation, cortical computations shift from afferent (sensory) processing to 
associative processing down the PC superficial-to-deep axis. In light of the important 
differences between the two main classes of principal neurons, we hypothesised that 
SL and SP cells contribute differentially to the cortical processing of olfactory sensory 
information. 
 
In this thesis, we examined the odour responses of layer 2 principal neurons in the 
anterior PC using whole-cell patch clamp electrophysiology. We show that odour 
responses are highly variable and richly nuanced in vivo; however, they can be 
broadly separated into three basic categories corresponding to olfactory excitation, 
inhibition and unresponsiveness. Our current clamp data revealed that an intrinsic 
property of principal neurons, the spike after-hyperpolarisation (AHP), correlates 
strongly with the somatic laminar depth, suggesting that the AHP could be used to 
identify neurons (SL or SP cells) recorded in vivo. Importantly, current clamp data 
indicate that olfactory excitatory tuning correlates strongly with the AHP in vivo, 
such that putative SP cells (characterised by a small AHP) are more broadly excited 
by odours than putative SL cells (characterised by a large AHP), presumably due to a 
difference in intracortical connectivity. These results further suggest that, rather than 
assuming a sharp dichotomy of neuronal phenotypes, SL-like cells gradually 
transition into SP-like cells along the cortical superficial-to-deep axis.  
 
Voltage clamp data indicate that principal neurons are under a substantial level of 
tonic inhibition in the absence of odour. Importantly, we show that spontaneous and 
odour-evoked inhibition dominates and scales with excitation under physiological 
 V 
conditions. These results strongly suggest that local inhibition contributes to the 
reported sparse odour coding in the cortex. 
 
Overall, these data are consistent with our proposed model of the anterior PC 
excitatory network, which posits that 1) principal neuron phenotype transitions 
smoothly across the cortical superficial-to-deep axis and 2) principal neurons become 
increasingly incorporated into the local intracortical microcircuits with increasingly 
deep somatic location and, as a result, 3) neuronal excitatory tuning becomes 
progressively broader with increasing somatic depth. These results suggest that SL 
cells may be important for decorrelating overlapping input patterns and hence 
preserving the salient olfactory attributes of an odour, whereas SP cells are more 
heavily implicated in the associative aspect of olfactory processing. 
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“… the marquis sprinkled himself with it. He seemed highly gratified by the effect. He 
confessed that after years of being oppressed by the leaden scent of violets, a mere dab 
of this made him feel as if he had sprouted floral wings; and if he was not mistaken, 
the beastly pain in his knee was already subsiding, likewise the buzzing in his ears…” 
 
 
           Perfume 
           by Patrick Süskind 
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Chapter 1.  Introduction 
1.1 Making sense of scents 
Olfaction is unique amongst the five senses in several ways. It is the only sensory 
modality that bypasses the thalamus in the cortical routing of sensory information. 
The sense of smell is also inextricably linked to respiration, such that the constant 
sampling of olfactory stimuli is also the very act that sustains life. Taken this way, it 
is perhaps unsurprising that the respiratory rhythm appears to be a pervasive one in 
the central nervous system. Empirical data suggest that sniffing can become 
temporarily coupled to other rhythmic motor activities (Welker, 1964) as well as 
network oscillations in widespread brain regions (Margrie and Schaefer, 2003; Kay, 
2005) during certain behavioural states. It is thought that the respiratory rhythm may 
serve as a brain-wide clock that binds the activities of various networks (Kay, 2005; 
Kepecs et al., 2006), with the variable duration of a breath serving as a basic unit for 
sensory processing (Uchida and Mainen, 2003; Uchida et al., 2006). Such a clock 
could be useful for the integration of olfactory inputs with concurrent inputs arising 
from other sensory modalities, as well as for the coordination of mixed sensory 
information and motor output. 
 
The piriform cortex is the main cortical region responsible for the processing of 
olfactory sensory information and forms of the focus of this thesis. It has been 
suggested that the piriform cortex operates much like a pattern recognition device 
(Haberly, 2001); hence, despite the fact that odours are notoriously difficult to 
describe in words, we are extremely good at recognising a familiar scent. Moreover, 
the sense of smell is renowned for its associative properties; for instance, scents often 
evoke profound emotional or visceral sensations, presumably supported by the 
extensive anatomical connections between the central olfactory system and diverse 
brain regions (Luskin and Price, 1983a; Miyamichi et al., 2011), such that odour-
evoked activity patterns (i.e. cortical representations of odour) could be directly 
coupled to cognitive or even motor processes. The experiments described in this 
thesis investigate the cortical processing of olfactory sensory information, in the hope 
of gaining a better understanding of how we make sense of the olfactory world. 
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1.2 Olfactory epithelium and odorant receptors 
The term ‘odorants’ typically describes low molecular weight (< 400 dalton) 
chemicals that stimulate the sense of smell. They can be either airborne or water-
soluble, for the benefit of terrestrial and aquatic animals, respectively. The physical 
identities of odorants include small chemical compounds, gases and peptides. They 
are typically detected at concentrations in the pico- to micro-molar range (Kaupp, 
2010). In this thesis, we are exclusively concerned with olfaction in the classical 
sense, that is, the perception of airborne odorant molecules.  
 
The perception of scents begins with the inhalation of odorants into the nose, where 
they come into contact with the neuroepithelium lining the nasal cavity. In 
vertebrates, olfactory receptor neurons (ORNs) reside in this specialised epithelium 
and express odorant receptors (ORs; Figure 1-1). ORs are capable of binding specific 
odorant molecules and trigger signal transduction via intracellular second messenger 
cascades (See Section 1.2.3 Signal transduction). Each ORN extends several cilia into 
the nasal cavity to maximise the probability of ligand/OR interaction. Importantly, 
OR gene expression appears to be governed by a strict one-OR-one-ORN rule; that is, 
each ORN expresses only one type of OR (Mombaerts et al., 1996; Malnic et al., 1999; 
Mombaerts, 2004). In rodents, ORNs expressing the same OR project their axons to 
one of the two spatially invariant glomeruli on the surface of the olfactory bulb (OB; 
Figure 1-1) (Mombaerts et al., 1996). Glomeruli are specialised synaptic structures 
whose function will be discussed in later sections. 
 
 
 
Figure 1-1 Axonal projections of ORNs 
Axons belonging to ORNs expressing the same OR converge on the same glomerulus in the 
OB. A. Picture showing the nasal cavity and the medial aspect of the OB of the mouse. ORNs 
expressing the same OR are stained in blue. Note that all stained axons terminate on a single 
glomerulus (arrow). OE, olfactory epithelium; OB, olfactory bulb. B. Higher magnification view 
of the OE showing the cell bodies and axons of ORNs. C. Higher magnification view of ORN 
axons converging on a single glomerulus (arrow) in the bulb. Figure adapted from Mombaerts 
et al. (1996).  
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1.2.1 Of mice and men 
A diverse panoply of ORs exist in nature, with over two thousand genes encoding 
ORs having been discovered to date (Kaupp, 2010).  To simplify matters, the vast 
array of ORs can be separated into subfamilies based on amino acid sequence 
homology. Members belonging to the same subfamily share high sequence 
homology (> 60%) and are thought to bind structurally related ligands (e.g. aliphatic 
alcohols; Godfrey et al., 2004; Malnic et al., 2004). The observation that genes 
encoding members of the same subfamily are frequently localised to the same 
chromosomal locus lends further support for this theory (Godfrey et al., 2004; Malnic 
et al., 2004). Interestingly, an astonishingly large proportion of the genome encoding 
ORs appears to be pseudogenes (24% in mice vs. 52% in humans); that is, vestigial 
genes that have lost their functions during evolution (Nei et al., 2008; Kaupp, 2010). 
The existence of pseudogenes is indicative of changes in the olfactory environment 
and survival needs of the organism in question that occurred during evolution. In 
the mouse, there are 913 genes encoding functional ORs, compared to only 339 genes 
in the human (Godfrey et al., 2004; Malnic et al., 2004). Of the small pool of human 
genes encoding functional ORs, 87% have counterparts in the mouse OR genome 
(Godfrey et al., 2004), suggesting that humans and mice are able to detect common 
odorants in their environments. However, as the mouse OR repertoire is much larger 
than that of the human, the olfactory discriminatory power of the mouse is likely to 
be much greater.  
 
1.2.2 Combinatorial code and the odour space 
Seminal studies in the last few decades indicated that the olfactory system utilises a 
combinatorial coding strategy to encode chemical diversity (Figure 1-2; Buck and 
Axel, 1991; Malnic et al., 1999; Wachowiak and Cohen, 2001). It was shown that a 
given OR has varied affinities for a number of different odorants and conversely, a 
given odorant is recognised by multiple ORs (Malnic et al., 1999; Wachowiak and 
Cohen, 2001). In this way, a given monomolecular odour (i.e. consisting of only one 
type of odorant molecules) can be expected to activate a combination of different 
ORs and thus it was predicted that odour identity is encoded in the combinatorial 
pattern of OR activation.  
 
In addition to the practically endless combination of receptor codes, it is worth 
noting that a change in the concentration of the odorant can sometimes greatly 
influence its perceived quality (Gross-Isseroff and Lancet, 1988), possibly due to the 
fact that ORs with low affinities for the odorant also become activated at higher 
odorant concentrations (Johnson and Leon, 2000; but see recent work on 
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concentration invariance: Uchida and Mainen, 2007; Cleland et al., 2011). Moreover, 
as monomolecular odours are seldom encountered in nature, the combinatorial code 
for most odours is likely a complex affair involving the molecular competition for 
binding sites between ORs and their ligands. 
 
 The odour space, also known as the chemical universe, refers to the olfactory perceptual 
range of an animal and encompasses all of the odorants that can be perceived by its 
olfactory system. While it is reasonable to assume that the size of the odour space 
should scale with the size of the OR repertoire; due to the almost unlimited 
combinations of receptor codes, the size of the odour space cannot be precisely 
measured for any species. However, it has been suggested that rodents (and even 
humans) may be capable of discriminating up to several thousands or even tens of 
thousands of odorant molecules (Kaupp, 2010; but see Bushdid et al., 2014; Gerkin 
and Castro, 2015; Meister, 2015). 
 
 
Figure 1-2 The combinatorial receptor code 
The peripheral olfactory system utilises a combinatorial coding scheme to encode odorant 
identities. Schematic shows 8 different odorants and their combinatorial receptor codes. 
Odorant/OR interaction is thought to occur according to the classic lock-and-key mechanism. 
As shown, each OR can participate in the coding of diverse odorants. Figure adapted from 
Malnic et al. (1999).  
 
1.2.3 Signal transduction 
In 2004, Linda Buck and Richard Axel were jointly awarded a Nobel Prize for their 
discovery of the OR multigene family and the elucidation of the molecular basis for 
odour recognition (Buck and Axel, 1991). Chemosensory ORs belong to a 
superfamily of G-protein-coupled receptors (GPCRs) and are expressed in the 
membrane of ORNs. They form functional complexes with a specialised type of 
trimeric G-protein known as the olfactory G-protein (Golf). 
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Odorant binding is thought to occur according to the classic lock-and-key 
mechanism (Figure 1-2). Upon odorant binding, the OR undergoes a conformational 
change that causes the Gα subunit of Golf to dissociate from the OR/Golf complex. The 
free Gα subunit then binds and activates another membrane-bound protein known as 
adenylyl cyclase; this action triggers a complex molecular cascade that ultimately 
results in ORN depolarisation and the firing of action potentials. As discussed, axons 
of ORNs expressing the same OR converge and terminate in the same glomerulus on 
the surface of the OB. Hence, binding of odorants to ORs in the nasal cavity leads to 
the precise activation of OR-specific glomeruli in the OB. In this way, the olfactory 
epithelium can be considered as the first stage in odour perception. 
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1.3 Olfactory bulb 
The OB forms the second stage in odour perception to which the sensory output of 
the olfactory epithelium is directed. In rodents, the OB is a prominent structure that 
forms the most rostral portion of the brain. In contrast, in humans, the OB is located 
just under the brain and is very diminutive in size, presumably relating to the fact 
that humans are considerably less reliant on olfactory cues for their daily navigation 
and survival than rodents. 
 
1.3.1 Olfactory glomeruli  
Across the surface of the OB is a layer of specialised synaptic structures known as 
olfactory glomeruli (Figure 1-3, Inset). Each glomerulus consists of the dendrites of 
up to 50 principal neurons known as mitral/tufted (M/T) cells (Tan et al., 2010). 
Glomeruli are roughly spherical in shape and have an average diameter of ~150µm 
(Figure 1-3A; Meisami and Sendera, 1993). Each glomerulus receives OR-specific 
input in the form of the bundled axons of approximately 10,000~20,000 ORNs 
(Mombaerts et al., 1996). Moreover, the locations of OR-specific glomeruli are 
symmetric between the OB hemispheres and invariant between individual animals 
(Figure 1-3B; Rubin and Katz, 1999). These observations suggest that the spatial 
distribution of glomeruli and the targeting of their ORN afferents is an extremely 
precise affair, which ultimately results in a highly stereotyped, topographical 
glomerular map (Zou et al., 2009).  
 
1.3.2 The odotopic map 
As described, individual odours excite a subset of ORNs in the olfactory epithelium. 
This pattern of activation is faithfully relayed to the OB, where it is translated into 
the precise activation of an odour-specific subset of glomeruli. Due to the highly 
stereotyped distribution of glomeruli, each odour is thus encoded in the OB by a 
unique pattern of glomerular activation (Rubin and Katz, 1999); these patterns are 
known as odotopic maps (Figure 1-4). Odotopic maps are bilaterally symmetric within 
individuals and similar between animals; they can be visualised by a variety of 
techniques, including c-fos expression (Onoda, 1992; Guthrie et al., 1993; Solov'eva et 
al., 2007), functional magnetic resonance imaging (Yang et al., 1998; Kida et al., 2002; 
Martin et al., 2007), and optical imaging of intrinsic signals (Rubin and Katz, 1999; 
Meister and Bonhoeffer, 2001; Soucy et al., 2009; Lorenzon et al., 2015). The 
myelinated axons of M/T cells form a thick bundle known as the lateral olfactory 
tract (LOT) that is visible on the ventrolateral side of the rodent forebrain (Figure 
1-5A). The LOT carries the OB output to the ipsilateral piriform cortex, where the 
bulk of cortical processing of olfactory sensory information takes place.  
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Figure 1-3 Olfactory glomeruli 
A. Confocal image showing a single glomerulus. ORN axons expressing the same OR are 
shown in orange and M/T cells are shown in green. Arrows point to the apical dendrites of 
M/T cells. B. Top view of the mouse OB showing 4 glomeruli that receive ORN axons 
expressing the OR M71. Note the symmetric locations of glomeruli on the OB hemispheres. 
Arrows point to glomeruli. Scale bar = 500µm. Inset. Schematic showing the single layer 
arrangement of glomeruli across the surface of the OB. Part A was adapted from Belluscio et 
al. (2002); part B was adapted from Feinstein and Mombaerts (2004).  
 
 
 
 
Figure 1-4 The odotopic map 
Odours activate unique odotopic maps in the OB. A. The odotopic map of a monomolecular 
odorant called amyl acetate visualised with intrinsic signal imaging. B. Individual odorants are 
encoded by overlapping subsets of glomeruli in a combinatorial manner. The odorants 
octanal and amyl acetate activate common glomeruli (white arrows & arrowheads) as well as 
unique glomeruli (black arrowheads). Figure adapted from Rubin and Katz (1999). 
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1.4 Piriform cortex 
1.4.1 Function of the piriform cortex 
The piriform cortex (PC) forms the third stage in odour perception, where the 
cortical processing of olfactory sensory information is initiated. The primary function 
of the PC is thought to be the formation of so-called odour objects. Odour objects can 
be construed as the olfactory percepts of complex scents (e.g. coffee, caramel or rose). 
Perceiving complex odours as holistic odour objects (as opposed to their individual 
components) is inherent to the way we make sense of the olfactory world. Taken this 
way, the combined function of the olfactory epithelium and the OB can therefore be 
thought of as odour segmentation, in which individual odorants that are components 
to a complex scent are detected and identified. Cortical computations within the PC 
ultimately re-unite these segregated inputs in the formation of odour objects. 
Understandably, the formation of odour objects is a complex task that is critically 
dependent on the local cytoarchitecture, neuronal properties, input patterns and 
connectivity, all of which will be explored in later sections. 
 
 
1.4.2 Anatomy and connections 
In rodents, the PC is located bilaterally on the ventrolateral surface of the forebrain 
(Figure 1-5A). It is the largest cortical destination receiving direct sensory input from 
the OB, amongst several smaller accessory olfactory areas such as the anterior 
olfactory nucleus, tenia tecta, olfactory tubercle, amygdala and the entorhinal cortex 
(Cleland and Linster, 2003).  In this way, olfaction is unlike the other sensory 
modalities as olfactory sensory information skips the thalamic relay and ascends 
directly to the cortex. As such, the PC is often considered to be anatomically shallow 
and thereby functionally simple, as it is only two synapses away from the external 
world (Figure 1-5B).  
 
The PC is a paleocortex, it differs from its phylogenetically younger counterpart, the 
neocortex, in several ways, most notably in its simpler lamination. Unlike the six-
layered neocortex, the PC consists only of three layers. Layer 1 is a plexiform layer 
consisting primarily of the apical dendrites of principal neurons. Layer 2 is densely 
packed with the somata of principal neurons. Principal neurons are also found in 
layer 3, albeit at much lower densities (Figure 1-6). Inhibitory interneurons are 
interspersed throughout all layers and will be discussed in a later section. 
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Figure 1-5 Anatomy of the mouse olfactory system 
A. Tilted mouse brain showing key structures of the olfactory system. Note the boundary 
between the anterior and posterior PC is delineated by the caudal extent of the LOT. OB, 
olfactory bulb; LOT, lateral olfactory tract; aPC, anterior piriform cortex; pPC, posterior 
piriform cortex. B. PC is only two synapses away from the external world. n denote ORNs in 
the neuroepithelium lining the nasal cavity; ● denote M/T cells of the OB; ▲ denote principal 
neurons of the PC. 
 
 
 
 
 
 
Figure 1-6 PC layers and excitatory neurons 
A. Coronal section showing the trilaminar organisation of the PC. Scale bar = 100µm. B. 
Schematic showing the distribution of PC excitatory neurons. Afferent (Aff) inputs are 
confined to layer 1a; the deeper layers are collectively referred to as the associational (Assn) 
layers due to their rich intracortical connectivity. Note the relative densities of cells in each 
layer in A and B. SL, semilunar cell; SP, superficial pyramidal cell; DP, deep pyramidal cell; 
MS, multipolar spiny cell.  
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Interestingly, afferent (sensory) and intrinsic (associational) connections in the PC are 
neatly compartmentalised along the horizontal dimension (Haberly, 1985; Johnson et 
al., 2000; Fournier et al., 2014), rather than assuming a vertical (columnar) 
organisation as in some sensory neocortices (e.g. barrel cortex). LOT-derived afferent 
terminals are exclusively confined to the superficial portion of layer 1 (layer 1a; 
Heimer, 1968; Price, 1973; Haberly, 1985). For this reason, layer 1a is commonly 
known as the afferent layer (Figure 1-6B, Aff); conversely, the deeper layers are 
collectively referred to as the associational layers (Figure 1-6B, Assn), where neurons 
from all parts of the PC are linked together via an extensive network of intracortical 
recurrent fibers (Luskin and Price, 1983a; Franks et al., 2011; Luo, 2011). Moreover, 
the PC is subdivided into anterior and posterior regions (aPC and pPC; Figure 1-5A), 
the boundary between the two being roughly delineated by the caudal end of the 
LOT. Anatomical and physiological evidence indicate that the numbers of sensory 
synapses decrease and associational synapses increase along the rostro-caudal axis 
(Schwob and Price, 1978; Luskin and Price, 1983b; Haberly, 1985; Hagiwara et al., 
2012). It is therefore thought that the aPC is primarily concerned with the sensory 
aspect of olfactory information processing, whereas the pPC is functionally biased 
towards the associative aspect of olfactory information processing (Haberly, 2001; 
Wilson and Sullivan, 2011; Hagiwara et al., 2012). For the sake of simplicity, we 
limited our investigations to the aPC in this study. 
 
 
1.4.3 Layer 2 principal neurons 
1.4.3.1 Morphology 
Layer 2 is considered to be the main output layer of the PC due to the high 
concentration of principal neurons it contains (Figure 1-6). Two broad classes of 
glutamatergic principal neurons are present in approximately equal quantities in 
layer 2: semilunar (SL) cells and superficial pyramidal (SP) cells. SL and SP cells are 
characterised by distinctive morphologies and segregated somatic laminar positions 
(Figures 1-7A & 1-8). SL cells typically lack basal dendrites and their cell bodies are 
almost exclusively found in the upper half of layer 2 (layer 2a). Conversely, SP cells 
are endowed with extensive apical and basal dendrites. The somata of SP cells 
generally reside in the lower half of layer 2 (layer 2b). Both types of neuron extend 
elaborate apical dendrites that reach the superficial limit of layer 1a and receive 
bulbar afferent input. Despite well-documented morphological differences between 
the two neuronal classes that were noted since Cajal’s time (Figure 1-7A; Cajal, 1894), 
the principal neurons of layers 2 and 3 are traditionally regarded as a homogenous 
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neuronal population. They are often collectively referred to as layer 2/3 pyramidal 
cells and are presumed to share similar patterns of connectivity and thereby 
functionality (Figure 1-7B).  
 
1.4.3.2 Intrinsic properties 
Morphological differences between layer 2 principal neurons suggest that they may 
comprise at least two functionally distinct neuronal classes. To test this theory, 
Suzuki and Bekkers investigated whether layer 2 principal neurons also differed in 
their intrinsic electrophysiology (Suzuki and Bekkers, 2006, 2011). Experiments using 
acute brain slices revealed that action potentials (APs) in SP cells are followed by a 
prominent Ni-sensitive after-depolarisation (ADP) that promotes burst firing, 
whereas SL cells fire non-bursting APs that are followed by a powerful after-
hyperpolarisation (AHP; Figure 1-8B; Suzuki and Bekkers, 2006). Importantly, a 
subsequent study using cluster analysis based on both morphometric and electrical 
parameters confirmed the presence of two prominent classes of glutamatergic 
principal neurons in layer 2 corresponding to SL cells and SP cells (Figure 1-8; Suzuki 
and Bekkers, 2011). 
 
 
Figure 1-7 Cajal's olfactory system 
Cajal’s scheme of the central olfactory system. Arrows indicate the direction of information 
flow. Note the clear distinction between SL and SP cells in terms of morphology and somatic 
laminar position (upper right). G, glomerulus; see List of Abbreviations for the rest. B. 
Schematic showing the conventional model of the (anterior) PC network. As shown, principal 
neurons are presumed to be homogenous in terms of connectivity and functionality. Part A 
was adapted from Cajal (1894); part B was adapted from Poo and Isaacson (2009).  
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Figure 1-8 Two broad classes of layer 2 principal neurons 
Cluster analysis identifies two broad classes of principal neurons based on morphometric and 
intrinsic electrical properties. A. Typical dendritic morphologies of neurons whose somata are 
distributed across layer 2. Neurons with more superficial somata resemble SL cells, which 
lack basal dendrites. Deeper neurons assume a more SP-like appearance. Note the neurons 
with intermediate morphologies in the middle of layer 2. Aff, afferent; Assn, associational. B. 
Intrinsic electrical properties also differ across layer 2. The leftmost three cells are regular 
spiking in response to current injection, while the rightmost three cells tend to burst fire. C. 
Histogram of the somatic locations of the 61 neurons used in the cluster analysis. Colour 
code corresponds to the fractional depth across layer 2. D. Dendrogram showing the result of 
an unsupervised cluster analysis using 7 morphological and 22 electrical parameters. Colour 
bars at right denote fractional depth of soma as in C. Note that somatic depth appears to be a 
good predictor of neuronal class. Figure and text adapted from Suzuki and Bekkers (2011). 
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1.4.3.3 Synaptic properties 
As the majority of synaptic contacts (sensory and associational) are received on the 
dendrites of neurons, it is therefore plausible that the distinct dendritic morphologies 
of SL and SP cells may indicate a difference in synaptic connectivity.  
 
 
Spine	morphology	
SL cells express large, disc-shaped dendritic spines on the distal portions of their 
apical dendrites, where sensory inputs are received (Figure 1-9D, Top; Haberly, 
1983). In contrast, the proximal dendrites of SL cells are remarkably smooth in 
appearance, giving rise to only a low number of very small dendritic spines 
(Haberly, 1983). The transition in spine morphology takes place at roughly the 
boundary between layers 1a and 1b, where a transition in synaptic dominance from 
sensory to associational also occurs (Haberly, 1983). Unlike SL cells, both the apical 
and basal dendrites of SP cells are densely covered with dendritic spines (Figure 
1-9D, Bottom). As such, the spine morphology seems to suggest that SL cells 
preferentially receive afferent inputs (and few associational inputs) compared to SP 
cells. Consistent with this notion, it is known that SL cells selectively undergo rapid 
degeneration and apoptosis following OB removal (Heimer and Kalil, 1978), which 
seems to corroborate a dominance in this synaptic pathway. 
 
 
Synaptic	electrophysiology	
Electrophysiological data are consistent with speculations based on spine 
morphology. Fortuitously, the PC lends itself extremely well to electrophysiological 
investigations as sensory or associational inputs can be activated in isolation by 
electrically stimulating either layer 1a or the deeper layers (1b ~ 3), respectively 
(Figure 1-9A). Baclofen, a gamma aminobutyric acid B (GABAB) receptor agonist, is 
often included in these experiments as it has been shown to selectively block 
polysynaptic associational inputs (Doi et al., 1990; Tang and Hasselmo, 1994; Poo and 
Isaacson, 2011; Suzuki and Bekkers, 2011). Using this paradigm, Suzuki and Bekkers 
showed that larger excitatory postsynaptic currents (EPSCs) were consistently 
observed in SL cells than SP cells in response to layer 1a extracellular stimulation; 
conversely, larger EPSCs were observed in SP cells than SL cells when stimulating 
the deeper layers  (Figure 1-9; Suzuki and Bekkers, 2011). These results suggest that 
SL cells receive synaptic connections that are dominated by sensory inputs from the 
OB whereas SP cells preferentially receive intracortical associational inputs. 
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Using the minimal extracellular stimulation paradigm (Raastad et al., 1992), several 
studies examined the unitary strengths of single sensory or associational fibers 
(Franks and Isaacson, 2006; Franks et al., 2011; McGinley and Westbrook, 2011; 
Suzuki and Bekkers, 2011). Overall, these studies yielded remarkably comparable 
values. Single sensory fibers are in general weak, giving rise to an average unitary 
EPSC (uEPSC) of ~20pA in SP cells (McGinley and Westbrook, 2011; Suzuki and 
Bekkers, 2011; but see Franks and Isaacson, 2006). Consistent with these reports, 
another study recently demonstrated that M/T cells provided at most subthreshold 
inputs to cortical neurons, when single glomeruli were optically stimulated in a 
manner comparable to odour activation (Davison and Ehlers, 2011). Interestingly, 
Suzuki and Bekkers showed that the unitary strength of sensory fibers is relatively 
large in SL cells (~70pA; Suzuki and Bekkers, 2011), presumably relating to the 
presence of large dendritic spines in layer 1a.  
 
On the other hand, SL and SP cells appear to be innervated by associational fibers of 
comparable unitary strengths (~40pA; Franks et al., 2011; Suzuki and Bekkers, 2011). 
However, as SP cells express elaborate basal dendrites in the associational layers, it is 
likely that SP cells are more abundantly innervated by intracortical recurrent fibers 
than do SL cells, a notion that is supported by the observation of larger EPSCs in SP 
cells (than in concurrently recorded SL cells) when multiple associational fibers were 
stimulated (Figure 1-9). 
 
 
Sequential	cortical	activation	
As discussed in Section 1.4.2 Anatomy and connections, the PC is a laminated structure 
in which sensory and associational inputs are clearly segregated. Earlier studies 
using current source density analysis revealed that in response to electrical 
stimulation of sensory fibers in vivo, sensory and associational synapses are activated 
sequentially down the cortical superficial-to-deep axis, leading the authors to 
conclude that sensory processing precedes associative processing (Ketchum and 
Haberly, 1993b). The sequential activation of the cortex is supported by recent in vitro 
studies that measured neuronal activity either directly (Suzuki and Bekkers, 2011) or 
indirectly using calcium imaging (Wiegand et al., 2011). It was found that in 
response to naturalistic bursts of LOT stimulation reminiscent of odour activation 
(Cang and Isaacson, 2003; Margrie and Schaefer, 2003), SL cells are preferentially 
recruited and fire APs before SP cells (Figure 1-10; Suzuki and Bekkers, 2011; 
Wiegand et al., 2011). These findings are consistent with the relative strengths of 
sensory inputs received by SL and SP cells. 
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Figure 1-9 SL and SP input strengths 
SL cells preferentially receive sensory inputs whereas SP cells receive comparatively more 
associational inputs. A~C. Dual recordings from an SL cell and an SP cell A. Image showing 
the arrangement of electrodes on a coronal slice. Two patch electrodes provide simultaneous 
recordings from an SL cell and an SP cell. A stimulating electrode is placed in either layer 1a 
to stimulate the LOT (illustrated) or in layer 1b to stimulate associational inputs (not shown). 
B. Typical EPSCs recorded in this experiment. Each panel shows two EPSCs evoked by two 
different stimulus strengths. C. Summary plot showing the mean EPSC amplitudes measured 
in SL and SP cells. D. Reconstructed dendrites showing spine morphology. Top, a distal 
dendrite of SL cell. Note the enlarged dendritic spines. Bottom, an apical dendrite of 
pyramidal cell. Parts A~C were adapted from Suzuki and Bekkers (2011); part D was adapted 
from Haberly (1983). 
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Figure 1-10 SL cells are preferentially recruited by afferent stimulation 
Excitability probing of sensory inputs to SL and SP cells using calcium imaging. A. 
Fluorescent image of an aPC slice loaded with the calcium sensor OG-BAPTA1-AM. In this 
experiment, layer 1a is electrically stimulated to simulate M/T cell response to odour. 
Baclofen is present in the bath solution to block associational inputs. Numbers 1~8 label 
example cells corresponding to the traces in B. Red boxes denote SL cells and blue boxes 
denote SP cells. Scale bar = 50µm. B. Average calcium traces of example SL and SP cells in 
response to layer 1a stimulation (5 stimuli, 20Hz). Dashed vertical lines represent the times of 
stimulation. Black arrows denote the onset of AP-induced calcium transients. C. Left, on 
average, calcium transients begin earlier (i.e. after fewer stimuli) in SL cells than in SP cells 
(p < 0.05). Right, cumulative frequency of data displayed on the left. Figure and text adapted 
from Wiegand et al. (2011).  
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Synaptic	plasticity	
In addition to the distinct patterns of connectivity of layer 2 principal neurons, recent 
work suggests that SL and SP cells also express a difference in short- and long-term 
plasticity at different synapses. Suzuki and Bekkers showed that SL and SP cells 
exhibit different forms of short-term plasticity in response to afferent stimulation in 
vitro. LOT-SP synapses are strongly facilitating whereas LOT-SL synapses are not; 
these properties have been shown to cause SL and SP cells to transform afferent 
input differently in brain slices (Suzuki and Bekkers, 2006).  Another study reported 
that SL cells receive weaker synaptic inputs from the anterior olfactory nucleus 
(AON) than SP cells; moreover, AON-SL synapses are characterised by significantly 
lower AMPA/NMDA ratios relative to AON-SP synapses (Hagiwara et al., 2012). 
Despite the modest synaptic weight of AON-SL synapses, it is thought that the large 
NMDA component may become important when SL cells are sufficiently depolarised 
by bulbar inputs (so that the Mg2+ block of NMDAR is relieved), potentially making 
these synapses more plastic during sensory stimulation. Lastly, Johenning and 
colleagues showed that bursting, a characteristic property of SP cells (Suzuki and 
Bekkers, 2006, 2011; Wiegand et al., 2011), is a prerequisite for the induction of long-
term potentiation at associational synapses located in layer 1b (Johenning et al., 
2009). Since SL cells do not tend to burst fire in response to stimulation, owing to the 
expression of a prominent AHP after each spike (Suzuki and Bekkers, 2006); it is 
possible that associational synapses located on SL cells are less plastic than their 
counterparts on SP cells. 
 
 
1.4.3.4 Summary 
Anatomical and electrophysiological data indicate that layer 2 principal neurons 
exhibit important functional differences in terms of morphology, connectivity, 
intrinsic as well as synaptic properties. It has been suggested that in response to 
afferent stimulation, cortical computations shift from sensory processing to 
associative processing down the cortical superficial-to-deep axis (Ketchum and 
Haberly, 1993b); similarly, layer 2 principal neurons have been shown to be activated 
in a sequential manner in response to afferent stimulation in slice experiments 
(Suzuki and Bekkers, 2011; Wiegand et al., 2011). Taken this way, it is possible that 
SL and SP cells are functionally biased towards the sensory and associative aspects of 
olfactory information processing, respectively, owing to their distinct input patterns. 
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1.4.4 Model of aPC excitatory network (a graded continuum) 
Rather than assuming a sharp dichotomy between SL and SP cells, it has been 
suggested that there may be a smooth transition between neuronal phenotypes 
across the PC superficial-to-deep axis (Suzuki and Bekkers, 2011; Wiegand et al., 
2011). In this scheme, neuronal properties such as morphology, electrical properties 
and patterns of connectivity are distributed within a graded continuum across the 
cortical axis. The observation of principal neurons with intermediate morphologies at 
the boundary between layers 2a and 2b is consistent with this notion (Figure 1-8A; 
Haberly, 1983; Yang et al., 2004; Suzuki and Bekkers, 2011).  
 
 
Layer	3	principal	neurons	
So far we have omitted layer 3 principal neurons from the discussion, mainly 
because layer 2 is conventionally thought of as the main output layer, as it contains 
the majority of the PC principal neurons. However, excitatory neuronal types such as 
deep pyramidal (DP) cells and multipolar spiny (MS) cells do, in fact, exist in layer 3, 
albeit at much lower densities (Haberly, 1983; Haberly and Feig, 1983). Layer 3 is 
often regarded as an extension of lower layer 2. Indeed, it was found that DP cells 
share many similarities with SP cells in terms of morphology, electrophysiology and 
synaptic connectivity (Wiegand et al., 2011; Hagiwara et al., 2012; Robertson and 
Bekkers, in preparation). It is also known that some DP cells do not extend their apical 
dendrites beyond the upper limit of layer 1b and therefore do not appear to receive 
sensory inputs (Haberly, 1983). These neurons can therefore be considered as 
extreme versions of SP cells, whose function is solely concerned with intracortical 
(associative) computations. 
 
Including principal neurons from all layers in their experiments, Wiegand and 
colleagues showed that neuronal intrinsic properties such as input resistance and 
bursting behaviour correlated with their somatic locations (Wiegand et al., 2011), 
consistent with a graded distribution of neuronal properties across the cortical axis. 
Moreover, using focal glutamate uncaging, the same study also showed that 
principal neurons become progressively incorporated into the local intracortical 
microcircuit with increasingly deep somatic locations (Wiegand et al., 2011). Taken 
together, emerging data indicate that intrinsic properties and intracortical 
connectivity correlate with neuronal somatic depth, suggesting that neuronal 
phenotype transitions continuously across the cortical superficial-to-deep axis. 
Importantly, these results further suggest that layer 3 principal neurons represent the 
lower end of the continuous spectrum of neuronal phenotypes.  
 19 
Model	of	aPC	excitatory	network	
Diverse neuronal properties (including morphology, electrophysiology and synaptic 
connectivity) appear to transition smoothly across the PC superficial-to-deep axis: 
from being strongly SL-like to strongly SP-like and eventually DP-like. As discussed, 
the conventional model of the aPC excitatory network assumes that principal 
neurons are functionally homogenous and are equally incorporated in the PC 
sensory and associational microcircuits (see Figure 1-7B). However, in light of recent 
data (Suzuki and Bekkers, 2006, 2011; Wiegand et al., 2011; Hagiwara et al., 2012), 
this understanding is likely to be too simplistic, a review of the model is therefore 
warranted.  
 
We incorporated two important features in our proposed model of the aPC 
excitatory network: 1) the distinct levels of sensory inputs received by SL and SP 
cells; 2) a central theme of graded neuronal properties across the PC superficial-to-
deep axis (Figure 1-11).  
 
 
        
Figure 1-11 Model of aPC excitatory network 
In our proposed model of the aPC excitatory network, SL cells preferentially receive stronger 
sensory inputs, presumably due to the presence of large dendritic spines in layer 1a. In 
contrast, SP cells receive an abundance of associational inputs throughout their dendritic 
arbours. The double-headed arrow on the left denotes the relationship between neuronal 
properties and somatic laminar positions: Neurons whose somata occupy superficial positions 
in layer 2 exhibit strong SL-like (blue) properties and receive a dominance of sensory inputs; 
neuronal properties and synaptic connectivity patterns then become progressively SP-like 
(red) at deeper somatic locations. Aff, afferent layer; Assn, associational layers. 
 
 
In this model, neurons whose somata occupy superficial positions in layer 2 exhibit 
classic SL-like properties and receive strong sensory inputs. Neuronal properties and 
patterns of synaptic connectivity become progressively SP-like with increasingly 
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deep somatic laminar positions. In response to olfactory stimulation, there is a 
gradual shift from sensory processing to associative processing down the cortical 
axis. Note that layer 3 principal neurons are omitted from the model due to their 
relative sparseness and their close resemblance to SP cells. For the sake of simplicity, 
SL-like cells and SP-like cells are hereafter referred to as just SL cells and SP cells. 
 
 
1.4.5 Inhibitory local circuit neurons 
Synaptic inhibition is essential to the function of diverse neural networks. 
Information processing in many sensory cortices depends on the balance between 
excitation and inhibition (Monier et al., 2003; Wehr and Zador, 2003; Wilent and 
Contreras, 2005), such that a stimulus-evoked increase in cortical excitatory drive is 
almost always matched by a compensatory increase in local inhibition. Until 
recently, inhibitory local circuit neurons of the PC have been little studied. However, 
research efforts in the last decade have shed light on 1) the diverse interneuron 
classes that are present in the PC (Suzuki and Bekkers, 2010a, b); 2) how interneurons 
are incorporated into the PC neural network (Luna and Schoppa, 2008; Stokes and 
Isaacson, 2010; Franks et al., 2011; Suzuki and Bekkers, 2012) and 3) how they might 
contribute to the processing of olfactory sensory information (Luna and Schoppa, 
2008; Stokes and Isaacson, 2010; Suzuki and Bekkers, 2012; Bekkers and Suzuki, 
2013).  
 
At least five main classes of PC inhibitory interneurons have been recently 
characterised based on information on morphology, somatic laminar location, 
expression of molecular markers and electrical properties (Suzuki and Bekkers, 
2010a, b). They are namely horizontal cells (HZ), neurogliaform cells (NG), bitufted 
cells (BT), fast-spiking multipolar cells (fMP) and regular-spiking multipolar cells 
(rMP; Figure 1-12B; Suzuki and Bekkers, 2010a, b).  
 
 
1.4.5.1 Feedforward and feedback microcircuits 
Feedforward and feedback microcircuits are the building blocks of the inhibitory 
network. These canonical network motifs predominate in practically all brain regions 
(Isaacson and Scanziani, 2011), including the PC (Figure 1-12A; Stokes and Isaacson 
2010; Suzuki and Bekkers, 2012). The two inhibitory pathways operate synergistically 
and contribute to the patterning of principal neuron output, coincidence detection 
and network oscillations.  
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HZ and NG cells of layer 1a have locally ramifying dendritic and axonal arbours 
(Stokes and Isaacson, 2010; Suzuki and Bekkers, 2010b). They receive direct sensory 
input from the OB and mediate short-latency, disynaptic feedforward inhibition of 
principal neurons (Figure 1-12A, IN1; Luna and Schoppa, 2008; Stokes and Isaacson, 
2010, Suzuki and Bekkers, 2012). In contrast, fMP cells of layer 3 do not receive direct 
sensory input as their dendritic and axonal arbours are restricted to the associational 
layers (Stokes and Isaacson, 2010; Suzuki and Bekkers, 2010b, 2012). Instead, fMP 
cells are activated by intracortical recurrent fibers and mediate powerful feedback 
inhibition of nearby principal neurons via perisomatic contacts (Figure 1-12A, IN2). 
In this way, fMP cells are reminiscent of parvalbumin-expressing basket cells found 
in the hippocampus and other neocortical regions (Somogyi et al., 1998; Markram et 
al., 2004; Freund and Katona, 2007). 
 
The contributions of BT, rMP and NG cells located in the associational layers are less 
clear-cut. These interneurons likely receive a mixture of bulbar and recurrent inputs 
and as such, they are likely implicated in feedforward and feedback inhibition to 
different degrees. Nevertheless, the subcellular domains targeted by these 
interneurons could be deduced from their axonal arbours. For example, rMP cells 
appear to target mostly dendrites and probably provide predominantly dendritic 
inhibition, whereas BT cells are more likely to provide somatic inhibition (Suzuki 
and Bekkers, 2010b). 
 
 
Figure 1-12 PC inhibitory network 
A. Two types of canonical inhibitory microcircuits have been identified in the PC. Interneurons 
implicated in the feedforward pathway (IN1) receive direct sensory input and mediate dendritic 
inhibition of principal neurons. In contrast, interneurons implicated in the feedback pathway 
(IN2) are activated by intracortical recurrent fibers and mediate predominantly somatic 
inhibition. B. At least five classes of inhibitory interneurons have been identified in the PC. 
HZ, horizontal cell; NG, neurogliaform cell; BT, bitufted cell; FS, fast-spiking multipolar cell; 
RS, regular-spiking multipolar cell. Part A was adapted from Suzuki and Bekkers (2012) and 
part B was adapted from Bekkers and Suzuki (2013). 
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1.4.5.2 Dynamic inhibition 
A recent study showed that in response to bursts of LOT activity similar to M/T cell 
output during olfactory stimuli (Cang and Isaacson, 2003; Margrie and Schaefer, 
2003), layer 1 interneurons provide early-onset, transient dendritic inhibition of 
principal neurons, which effectively enforces late temporal integration of bursting 
inputs (Stokes and Isaacson, 2010). In contrast, layer 3 fMP cells preferentially fire 
late during bursting input and mediate late-onset somatic inhibition (Stokes and 
Isaacson, 2010). The authors therefore suggested that synaptic inhibition shifts from 
the dendrite to the soma of principal neurons in response to sensory stimulation 
(Stokes and Isaacson, 2010). As sensory synapses are uniquely localised to the apical 
dendritic layer in the PC, it is thought that the apparent dendro-somatic routing of 
inhibition makes intuitive sense, as it follows the flow of olfactory sensory 
information, from a region of synaptic integration to a region of spike output (Stokes 
and Isaacson, 2010).  
 
In contrast, Suzuki and Bekkers showed that each of the three PC cortical laminae 
contains at least two types of functionally distinct interneurons, providing either 
early-onset or late-onset inhibition in response to naturalistic bursting input (Suzuki 
and Bekkers, 2010b). These results indicate that the five identified classes of 
interneurons appear to be differentially engaged in phasic inhibition in a layer-
specific manner in response to simulated odour stimulation. The authors therefore 
suggested that the different types of interneurons are ideally poised to provide 
temporally precise inhibition at different phases of the respiratory cycle (Suzuki and 
Bekkers, 2010b).  
 
Interestingly, empirical data indicate that SL and SP cells are differentially affected 
by synaptic inhibition. In response to simulated feedback inhibition, LOT-evoked 
spiking is powerfully inhibited in SP cells but not in SL cells (Suzuki and Bekkers, 
2012). These results further reinforce the functional distinction between the two 
classes of principal neurons. 
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1.5 Olfactory coding 
1.5.1 Coding in the spatial dimension 
Scents create highly topographic, stereotyped representations in the OB known as 
odotopic maps (see Section 1.3.2 The odotopic map). What becomes of this highly 
organised input when it reaches the PC? Do cortical representations of odour retain 
any of the spatial topography created in the OB? Are they stereotyped or unique 
between individuals? Over the last decade, considerable progress has been made in 
investigating and answering these questions. 
 
1.5.1.1 Distributed ensemble code 
Earlier work using odour-evoked c-fos labelling of activated cells (Illig and Haberly, 
2003) and intrinsic signal imaging (Sugai et al., 2005) revealed that odour activates 
spatially distributed subsets of cortical neurons. This finding was supported by later 
studies using techniques that afforded higher resolution of neuronal activity, such as 
electrophysiology (Tanabe et al., 1975; Litaudon et al., 2003; Rennaker et al., 2007; 
Barnes et al., 2008; Poo and Isaacson, 2009; Miura et al., 2012), calcium imaging 
(Stettler and Axel, 2009) and optogenetics (Choi et al., 2011). The general consensus is 
that cortical representations of odour are accomplished by sparse, spatially 
distributed and overlapping ensembles of principal neurons (Figure 1-13B). In 
contrast to the odotopic maps in the OB, cortical representations exhibit no 
discernible spatial topography or stereotypy. Interestingly, PC principal neurons are 
said to exhibit discontinuous receptive fields, as a given cortical neuron is activated by 
structurally diverse odorants (Poo and Isaacson, 2009; Stettler and Axel, 2009) (cf. the 
primary visual cortex, in which orientation-selective neurons are said to exhibit 
continuous receptive fields, as neuronal response is a function of orthogonality; Hubel 
and Wiesel, 1959). These findings together suggest that the odour identity cannot be 
‘read out’ from the activity of a single cortical neuron; rather, each odour is 
represented by the activity of an ensemble of cortical neurons that is unique to the 
odour  (Figure 1-13B; Stettler and Axel, 2009). 
 
As discussed previously, the primary function of the PC in the formation of odour 
objects (see Section 1.4.1 Function of the piriform cortex), which requires the cortex to 
integrate combinatorial odour representations in the OB. This integration could arise 
through the direct convergence of M/T cell axons onto individual cortical neurons or 
through inputs from other cortical neurons mediated by intracortical recurrent fibers. 
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Anatomical	basis 
Anatomical studies using sophisticated viral tracing methods enabled researchers to 
directly examine the connectivity between the OB and the PC (Ghosh et al., 2011; 
Miyamichi et al., 2011). It was found that M/T cell projections to the PC appear 
diffuse (Figure 1-13A; Miyamichi et al., 2011; Sosulski et al., 2011) and that individual 
cortical neurons receive convergent inputs from M/T cells representing spatially 
distributed glomeruli (Miyamichi et al., 2011). Moreover, another study showed that 
up to 90% of M/T cell axons that originate from the same glomerulus do not overlap 
in their targeting of cortical neurons (Ghosh et al., 2011), indicating that M/T cell 
axons carrying similar sensory information innervate vastly divergent cortical 
targets. It therefore appears that the spatial order created in the OB is discarded on 
reaching the cortex through the convergence and divergence of M/T cell axons. The 
transformation of OB signal is undoubtedly furthered boosted by intrinsic 
connectivity within the PC. 
 
 
Figure 1-13 Cortical odour representations are sparse and distributed 
A. Schematic summary of a trans-synaptic tracing study examining the anatomical 
connections between the olfactory epithelium, OB and the PC. Colours denote OR-specific 
cells in each region. As shown, OR-specific projections to the OB are highly organised 
topographically whereas projections to the PC appear diffuse and lack spatial order. B. 
Functional calcium imaging of neuronal odour responses in layer 2 of the PC. The left-most 
panel shows the baseline fluorescence. Other panels show that individual odours activate 
sparse, distributed and overlapping ensembles of cortical neurons in the same field of view. 
Part A was adapted from Miyamichi et al. (2011) and part B was adapted from Stettler and 
Axel (2009).  
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Electrophysiological	basis	
Electrophysiological data are consistent with these notions. An in vitro study using 
brain slices containing both the OB and the PC showed that cortical neurons indeed 
receive convergent inputs from M/T cells belonging to distinct glomeruli (Apicella et 
al., 2010). An in vivo study in which glomeruli were optically stimulated using 
glutamate uncaging revealed that spiking in cortical neurons is elicited only by the 
co-activation of multiple glomeruli (Davison and Ehlers, 2011), suggesting that 
cortical neurons detect multiglomerular patterns, a feature that is almost certainly 
facilitated by the intracortical recurrent network. As discussed in Section 1.4.3.3 
Synaptic properties, associational synapses can be selectively silenced with the use of 
baclofen. Using this method, a recent study showed that associational synapses are 
largely responsible for the strength and tuning of odour-evoked excitatory 
transmission in the PC (Poo and Isaacson, 2011), highlighting the contribution of the 
intracortical recurrent network to cortical odour processing. 
 
1.5.1.2 Sparse odour representations 
Cortical odour representations are said to be ‘sparse’ as individual odours activate 
only a small fraction (3~15%) of the PC principal neuron population (Figure 1-13B; 
Poo and Isaacson, 2009; Stettler and Axel, 2009; Miura et al., 2012). Are sparse odour 
representations important for odour coding? Conceivably, the local inhibitory 
network can be expected to be important. A recent study using Drosophila has 
provided valuable insights (Lin et al., 2014).  
 
Insects have a well-developed olfactory system that shares many similarities with 
that of the vertebrates. It was found that in the mushroom body (MB, the insect PC 
homologue) of the fly, odour representations are sparse like those in the rodent (Lin 
et al., 2014), suggesting that the sparseness of signal is universally important for 
odour coding in vastly different systems. Importantly, the same study also showed 
that blockade of the local inhibitory feedback loop abolished the sparseness of odour 
representations and as a result, prevented flies from learning to discriminate 
between similar, but not dissimilar, odorants (Lin et al., 2014). These data suggest 
that sparseness is important for reducing the overlap between similar odour 
representations, which facilitates the perceptual discrimination of structurally similar 
odorants. As discussed in Section 1.4.5.1 Feedforward and feedback microcircuits, the PC 
is rich in canonical network motifs that are capable of orchestrating feedback 
inhibition. Whether cortical feedback inhibition contributes to the sparsening of 
odour signals in a similar manner to that observed in the fly remains to be 
elucidated.  
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1.5.1.3 PC as a content addressable memory 
A popular, long-standing computational model of the PC is that of an auto-
associative array capable of content-addressable memory. This idea was first put 
forward in the context of olfaction by Haberly in the 1980s and, since then, has 
undergone considerable refinement (Haberly, 1985; Haberly, 2001; Wilson and 
Sullivan, 2011). Simply put, the PC can be construed as a pattern recognition device 
that has the ability to synthesise, store and recall the memory of an odour. The 
synthesis of such a memory (that is to say, the formation of an odour object) is an 
auto-associative process that is critically dependent on the plasticity of the 
intracortical associational network. Repeated exposures to an odour cause Hebbian 
learning to occur at synaptic contacts between co-active neurons (Hebb, 1949), 
resulting in strengthened connections linking neurons in an odour-specific ensemble. 
 
Such reinforced connections allow the odour-specific ensemble to be activated 
(recalled) in its entirety even in the face of degraded input (when only a few 
components of a complex scent are presented). This process is known as pattern 
completion, in which a similar input pattern is compared against an existing template 
(an odour memory formed by previous exposures) and processed as a ‘match’. 
However, if the input pattern deviates sufficiently from the template, pattern 
separation instead occurs, which allows overlapping input patterns to be decorrelated 
and processed as being two distinct odour objects. In this way, the perception of 
odours hinges on the balance between two opposing processes that promote either 
perceptual stability (completion) or discrimination (separation; Figure 1-14; Wilson 
and Sullivan, 2011). Recent empirical data have implicated OB neuronal ensembles in 
pattern separation and PC neuronal ensembles in pattern completion (Barnes et al., 
2008). 
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Figure 1-14 Perceptual stability and discrimination 
When the system is presented with partial input (middle), pattern completion can reduce the 
distinction between two overlapping scents by recapitulating one odour object (left) from the 
partial input driven by the other. Conversely, pattern separation allows a decorrelation 
between two scents with highly overlapping component features into two distinct odour 
objects (right). In this way, pattern completion promotes perceptual stability and pattern 
separation promotes perceptual discrimination. Figure and text adapted from Wilson and 
Sullivan (2011).  
 
 
1.5.2 Coding in the temporal dimension 
While our understanding of how olfactory information is processed at the periphery 
has progressed tremendously over the years, the central processing of olfactory 
information (specifically, how the brain decodes combinatorial patterns of 
glomerular activation) continues to elude us (Uchida et al., 2014). As neurons 
communicate by firing APs, an important question faced by those who wish to crack 
the olfactory code is therefore: which aspects of the spike train (e.g. spike-timing, spike 
rate) convey sensory information? Several very recent studies have provided exciting 
insights into this matter, which will surely catalyse a more comprehensive 
understanding of sensory coding in the central olfactory pathway. 
 
1.5.2.1 What is in a sniff? 
Olfaction and respiration are inextricably linked. Sniffing describes a specialised 
form of respiration, which involves the active rhythmic sampling of the olfactory 
environment at the theta frequency (4~12 Hz). It can be easily understood that the 
rate of respiration sets the temporal frame in which olfactory stimulus dynamics are 
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constrained. Accordingly, olfactory sensory information is chunked into discrete 
respiration-defined units prior to entering the brain. It is now well established that 
rodents can make rapid olfactory discriminatory decisions in as little as ~250ms 
(from odour onset to behaviour; Uchida and Mainen, 2003; Abraham et al., 2004; 
Rinberg et al., 2006a; Zariwala et al., 2013), roughly the duration of a single sniff cycle 
at the theta frequency. Supported by an abundance of empirical data, it was 
proposed that a single sniff generates a ‘snapshot’ of the olfactory world (Uchida and 
Mainen, 2003) and that each sniff can be regarded as a discrete unit of olfactory 
information processing (Kepecs et al., 2006).   
 
Nevertheless, not all sniffs are created equal; in fact, the first sniff, particularly the 
first ~100ms of the sniff cycle, has been shown to convey the most olfactory 
information; the information content then diminishes with each subsequent sniff 
(Cury and Uchida, 2010; Miura et al., 2012). It was also shown that not only can 
trained rats accurately make olfactory discriminatory decisions based on the first 
sniff, aggregating information by taking more than one sniff does not significantly 
improve the perceptual performance (Uchida and Mainen, 2003; Cury and Uchida, 
2010; Miura et al., 2012). These data therefore suggest that coding strategies (e.g. 
spike-timing based or spike-rate based) adopted at different stages of the central 
olfactory pathway likely operate within the temporal constraints of a single sniff 
cycle. Indeed, spontaneous and odour-evoked neuronal spike trains in both the OB 
(Macrides and Chorover, 1972; Chaput et al., 1992; Cang and Isaacson, 2003; Margrie 
and Schaefer, 2003; Cury and Uchida, 2010) and the PC (Wilson, 1998a; Litaudon et 
al., 2003; Rennaker et al., 2007; Poo and Isaacson, 2009; Miura et al., 2012) show 
prominent entrainment to respiration, highlighting the importance of the respiratory 
rhythm to olfactory sensory coding. 
 
Interestingly, it has been shown that during certain behavioural states (e.g. 
exploration), theta frequency sniffing can become temporarily coupled to other 
motor behaviours such as whisking and the heart beat (Welker, 1964). Moreover, 
prominent theta oscillations are known to occur in the hippocampus during states of 
exploratory behaviour and REM sleep (Buzsaki, 2002); the entrainment of 
hippocampal spike trains to the local theta activity has also been shown to be 
regulated by cholinergic neuromodulation (Dragoi et al., 1999). Importantly, another 
study showed that during odour sniffing, theta activity in the OB becomes 
transiently coupled to that in the hippocampus (Kay, 2005). It therefore appears that 
sniffing can be dynamically coordinated with other rhythmic behaviours, such as 
whisking, as well as with rhythmic neural activity, such as hippocampal theta 
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oscillations (Kepecs et al., 2006). Although empirical data are currently limited on 
this front, it was proposed that during certain behavioural states, sniffing may serve 
as a processing unit that is relevant for both olfactory neural coding and inter-areal 
coordination (Kepecs et al., 2006). Such coordination may be dynamically regulated 
by neuromodulatory mechanisms and may underpin the integration of olfactory 
input with motor behaviours or even cognitive processes.  
 
1.5.2.2 Spike-timing-based coding (OB) 
The spike output of M/T cells conveys olfactory sensory information to diverse 
cortical targets including the PC. As discussed in the previous section, spontaneous 
activity of M/T cells shows prominent entrainment to the respiratory rhythm 
(Macrides and Chorover, 1972). M/T cells representing the same glomerulus tend to 
fire at similar phases of the respiratory cycle compared to those representing distinct 
glomeruli (Dhawale et al., 2010). These phase relationships appear extremely robust 
and have been shown to be well conserved across the entire range of respiratory 
frequencies (from slow breathing to rapid sniffing; Cury and Uchida, 2010).  
 
Importantly, recent studies indicated that a large fraction (15~60%) of M/T cells 
change their spike-timing (relative to respiration) in an odour-specific manner (for a 
comprehensive review, see Uchida et al. (2014)). Together, these data suggest: 1) 
odour representation in the OB is not sparse (cf. the PC, where individual odours 
excite only 3~15% of the cortical population) and 2) the OB appears to utilise a spike-
timing-based neural code to convey olfactory sensory information. Consistent with 
the latter point, Margrie and Schaefer showed that both the respiration-aligned first 
spike latency and the spike number co-vary with the input intensity in M/T cells, 
with subsequent network modelling experiments demonstrating the computational 
supremacy of a temporal coding strategy based on AP latencies (Margrie and 
Schaefer, 2003). More recently, another study decoded M/T cell spike output using a 
linear classification method and revealed that the subsniff spiking pattern is more 
informative than the spike rate over the entire respiratory cycle (Cury and Uchida, 
2010). The same study also showed that the subsniff spiking pattern during the first 
~100ms from inhalation onset conveys the most olfactory information, a finding that 
correlated well with the behavioural discrimination time (Cury and Uchida, 2010). 
Together, these core studies cemented the current opinion that the OB utilises a sniff-
locked, spike-timing-based coding strategy to convey olfactory sensory information 
to downstream cortical targets.  
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1.5.2.3 Spike rate-based coding (PC) 
Similar to M/T cells in the OB, spontaneous and odour-evoked activities in PC 
principal neurons also show prominent entrainment to the respiratory rhythm 
(Wilson, 1998a; Litaudon et al., 2003; Rennaker et al., 2007; Poo and Isaacson, 2009; 
Miura et al., 2012). Although cortical respiratory synchrony likely originates from the 
patterned output of M/T cells, it has been suggested that the PC may utilise a 
distinct sensory coding strategy from its upstream neighbour.  
 
Two independent studies recently demonstrated that odour identity can be better 
decoded in the PC by using the sniff-locked spike count rather than temporal 
parameters such as the spike latencies or subsniff temporal patterns (Miura et al., 
2012; Gire et al., 2013). Similar to that observed in the OB (Cury and Uchida, 2010), it 
was shown that the decoding accuracy using the spike count plateaued at ~100ms 
from the inhalation onset (Miura et al., 2012), indicating that the early period of the 
first sniff indeed contains practically all the stimulus information necessary for the 
animal to make a perceptual discriminatory decision. Consistent with this notion, an 
earlier study in which multiunit data (acquired through a multi-electrode array) 
were converted into odour-evoked activity maps showed that pattern distinctness 
emerges as early as ~100ms and peaks by ~400ms from odour onset in anaesthetised 
preparations (Rennaker et al., 2007). Taken together, these data suggest that the first 
sniff from odour onset conveys the most olfactory sensory information in both 
spatial and temporal dimensions. 
 
1.5.3 Summary 
Emerging data indicate that the PC performs remarkable signal transformation, such 
that the spike-timing-based odour representations in the OB are converted into rate-
based odour representations in the PC. It has been suggested that the distinct coding 
strategies utilised at these brain regions may be due to the different firing rates of 
their respective principal neurons. In the absence of odour, the basal firing rates of 
PC principal neurons are considerably lower than M/T cells in the awake rodent 
(6.15 ±	 9.01Hz in the PC; Miura et al., 2012 cf. 10~25Hz in the OB; Rinberg et al., 
2006a), a feature that is thought to promote a simpler neural code in which the spike 
count over the respiratory cycle is informative. Conversely, the higher basal firing 
rates of M/T cells are less conducive to such a coding strategy; however, they may 
confer other advantages from a perceptual perspective. For example, it has been 
suggested that the high basal firing rates of M/T cells may facilitate the detection of 
weak olfactory stimuli in a manner similar to a phenomenon known as stochastic 
 31 
resonance (Uchida et al., 2014), in which the addition of white noise boosts the 
otherwise small stimuli beyond the detection threshold.  
 
How do cortical neurons ‘read out’ temporal patterns from the OB (Haddad et al., 
2013)? Do the other cortical targets of the OB also use rate-based neural codes (other 
major targets include the orbitofrontal cortex, amygdala, hippocampus and 
entorhinal cortex)? How do the OB and the PC encode stimulus information other 
than odour identity, such as odour concentration (Sugai et al., 2005; Uchida and 
Mainen, 2007) and odour value (Gire et al., 2013)? These are some of the questions 
that will likely be answered in the near future. 
 
  
 32 
1.6 Oscillations in the olfactory system 
Spontaneous and odour-evoked oscillations occur prominently throughout the 
central olfactory pathway. Oscillations manifest as cyclic fluctuations in the local 
field potential (LFP) and are typically measured by means of a low resistance, 
extracellular recording electrode. In both the OB and the PC, a slow type of 
oscillation prevails in the LFP that tracks the respiratory cycle (delta: 1.5~4Hz, 
during relaxed breathing or under anaesthesia; theta: 4~10Hz, during active 
sniffing). This kind of background oscillation has been shown to be largely 
attributable to the cyclic activation of ORNs associated with nasal breathing (Kay et 
al., 2009). On top of the slow respiratory rhythm, odour stimulation is associated 
with two types of oscillations occurring on finer temporal scales: beta oscillations at 
10~30Hz (Neville and Haberly, 2003) and gamma oscillations at 30~80Hz (Ketchum 
and Haberly, 1993a; Neville and Haberly, 2003). Both types of odour-evoked 
oscillations can occur concurrently or in isolation in the OB and the PC. However, as 
beta and gamma oscillations are not harmonically related, it is thought that they are 
likely supported by distinct mechanisms (Neville and Haberly, 2003).  
 
The functional purpose and aetiology of olfactory oscillations are not well 
understood (Kay et al., 2009); however, several astute speculations have been made 
over the years. It is generally thought that the slow theta rhythm may serve as a 
brain-wide clock that binds the activities of spatially segregated neural networks 
during relevant behavioural states (Macrides, 1975; Macrides et al., 1982; Kay, 2005; 
Kepecs et al., 2006). Moreover, the strong presence of theta rhythm in olfactory areas 
has been proposed to facilitate the temporal coding of olfactory information 
(Hopfield, 1995, 1999; Margrie and Schaefer, 2003; Uchida and Mainen, 2003; Cury 
and Uchida, 2010). On the other hand, both odour-evoked beta and gamma 
oscillations have been implicated in odour learning and discrimination (Stopfer et al., 
1997; Beshel et al., 2007; Kay and Beshel, 2010); however, which type of oscillation is 
more important is a subject of conflicting opinions (see Kay et al. (2009) for a review). 
Interestingly, a recent study showed that odour-evoked spiking and synaptic 
activities are coupled to distinct phases of the LFP beta oscillations in PC principal 
neurons; as oscillatory EPSC precedes IPSC, a brief time window is generated that 
enforces precise and temporally sparse spike output (Poo and Isaacson, 2009). As 
discussed previously, the PC does not appear to utilise spike-timing-based neural 
codes to convey olfactory sensory information (Miura et al., 2012; see Section 1.5.2.3 
Spike rate-based coding (PC)). With this in mind, whether and how beta oscillations 
contribute to odour coding remains very much an open question.  
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1.7 PhD project 
This PhD project examines the odour responses of PC principal neurons in vivo using 
whole-cell patch clamp electrophysiology. Several electrophysiological studies of PC 
odour responses exist in the literature; however, most of these studies comprised 
unit recordings (Tanabe et al., 1975; Litaudon et al., 2003; Kadohisa and Wilson, 2006; 
Rennaker et al., 2007; Zhan and Luo, 2010; Miura et al., 2012; Gire et al., 2013); very 
few utilised the whole-cell patch clamp technique (Poo and Isaacson, 2009, 2011), 
which remains the gold standard in electrophysiological investigations. 
 
Recently, two independent studies suggested that PC principal neurons can be 
separated into at least two categories based on their odour responses in vivo: ones 
that respond to many odours (broadly tuned) and ones that respond to few odours 
(narrowly tuned; Poo and Isaacson, 2009; Zhan and Luo, 2010). PC principal neurons 
are traditionally regarded as a functionally homogenous population (see Section 1.4.3 
Layer 2 principal neurons). As such, these studies did not address the possibility of 
functional differences between the two main classes of PC principal neurons (SL cells 
and SP cells) and how such differences may contribute to, or indeed, underlie the 
differential neuronal tuning observed. 
 
The current study is divided into two parts: 1) current clamp experiments, in which 
odour-evoked supra- and sub-threshold responses were measured under 
physiological conditions, and 2) voltage clamp experiments, in which odour-evoked 
EPSCs and IPSCs were measured separately. The whole-cell patch clamp technique 
used in both parts is advantageous as it enabled quantification of the spiking, 
subthreshold and postsynaptic current responses. The latter two parameters are 
typically invisible to the extracellular recording technique utilised in most studies of 
cortical olfactory processing. 
 
 
1.7.1 Aim 
The aim of the current study was to investigate whether principal neurons are 
differentially tuned across the cortical superficial-to-deep axis, in a manner 
consistent to our proposed model of the aPC excitatory network (see Section 1.4.4 
Model of aPC excitatory network (a graded continuum)). 
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1.7.2 Hypotheses  
Based on the different intrinsic and synaptic properties of SL and SP cells, the 
following hypotheses were formulated (relevant information can be found in Section 
1.4.3.2 Intrinsic properties, Section 1.4.3.3 Synaptic properties and Section 1.4.4 Model of 
aPC excitatory network). 
 
 
Hypothesis	1.		
Principal	neurons	will	be	distinguishable	by	their	electrical	signatures	in	vivo	
SL and SP cells exhibit different intrinsic electrical properties under in vitro 
conditions (Suzuki and Bekkers, 2006, 2011; Wiegand et al., 2011). We hypothesise 
that these properties will remain distinctive in vivo. Moreover, we predict that 
intrinsic properties will be graded across the PC cortical axis in vivo. 
 
 
Hypothesis	2.	
Olfactory	tuning	of	principal	neurons	will	be	graded	across	the	PC	cortical	axis	
Much of the odour-evoked excitatory transmission is attributable to the activation of 
the recurrent excitation network (Poo and Isaacson, 2011). Moreover, principal 
neurons become increasingly integrated into the intracortical network along the 
cortical superficial-to-deep axis (Wiegand et al., 2011). Therefore, we hypothesise 
that principal neurons will exhibit graded excitatory tuning according to their 
somatic locations. 
 
Specifically, we predict that neuronal excitatory tuning will broaden across the 
cortical axis: SL cells will be more narrowly tuned whereas SP cells will be more 
broadly tuned. 
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Chapter 2. Methods 
2.1 Experimental procedures 
2.1.1 Animals 
Adult C57BL6/J mice aged from 35 to 75 days were used in this study. Both sexes 
were used interchangeably without any detectable sex-specific differences. All 
procedures were in accordance with the institutional guidelines of The Australian 
National University. 
 
2.1.2 Anaesthesia 
Mice were allowed to eat and drink ad libitum until the start of the experiment. On 
the day of the experiment, the mouse was removed from its home cage and rapidly 
sedated with an intraperitoneal injection of chlorprothixene (5mg/kg). Atropine 
(0.3mg/kg) was then administered to minimise respiratory congestion, followed by 
urethane (0.7g/kg), both via the subcutaneous route. All drugs were diluted in 
physiological saline (0.9%). In some cases, an inhalable anaesthetic isoflurane was 
used at 0.5~1.5% in oxygen during surgery to supplement urethane anaesthesia 
where necessary. 
 
2.1.3 Surgery 
The anaesthetised mouse was placed on its side over a heating blanket maintained at 
35~37°C. Whiskers and hair were removed from the cheek and the skull. A local 
analgesic (prilocaine; 0.2mg/kg) was applied to the shaven skin. Surgery 
commenced when a complete loss of pedal withdrawal reflex was observed. The skin 
overlying the cheek and skull was carefully dissected and retracted. To minimise 
blood loss, superficial blood vessels of the cheek were carefully destroyed with the 
tip of the cautery (Figure 2-1). The temporalis muscle was carefully detached and 
retracted towards its base near the eye; this step laid open the temporal aspect of the 
skull. The zygomatic bone and the upper sections of the mandible, including the 
coronoid and the condyloid processes were then removed sequentially (Figure 2-2). 
After the partial removal of the masseter muscle and a general “clean-up” of the 
area, the basolateral surface of the skull was then exposed. At this point, the PC was 
visible under the semi-translucent skull, identifiable using anatomical landmarks 
such as the lateral olfactory tract (LOT) and the middle cerebral artery (MCA), which 
cross each other at roughly a right angle (Figure 2-2, Inset).  
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Figure 2-1 Superficial vasculature of the cheek 
Schematic showing the superficial blood vessels of the cheek. Labelled blood vessels were 
carefully disconnected with the cautery to mitigate blood loss during the surgery. 
 
 
 
 
 
Figure 2-2 The mouse skull and mandible 
The mouse skull (top) and mandible (bottom). Parts of the skull and the mandible were 
surgically removed (pink) to gain access to the PC (green). Inset, enlarged schematic of the 
aPC viewed through a craniotomy window. Note the MCA (red) and the LOT (yellow) cross at 
near right angle. Most recordings were made rostral to the MCA or immediately caudal to it; 
this ensured that we recorded only from the aPC. MCA, middle cerebral artery; LOT, lateral 
olfactory tract; aPC, anterior piriform cortex.  
 37 
2.1.4 Head-fixing and craniotomy  
A cylindrical metal head post was mounted on top of the skull using superglue and 
then secured with dental acrylic. The mouse was then transferred into the Faraday 
cage where the recordings would take place. It was again placed on its side over a 
heating blanket maintained at 35~37˚ C. The head was fixed at an angle such that the 
surface of the aPC was as close to horizontal as possible. The head post was held in 
place with an adjustable clamp, which was secured to a vibration-isolated table 
(Vibraplane, Kinetic Systems, USA) by its magnetic base. A small craniotomy 
(~1mm2) was made with a fine dental drill (Osada Success 40, Japan), rostral to the 
MCA (Figure 2-2, Inset). The placement of the craniotomy ensured that all recordings 
were made from the aPC. A small incision was then made in the dura with a 
hypodermic needle and the dura was carefully lifted with fine forceps. 
 
2.2 Experimental set-up 
The mouse was allowed to breath freely throughout the experiment. A piezoelectric 
sensor (Kent Scientific Corporation, USA) was loosely strapped around the abdomen 
to detect respiration-related distensions (Figure 2-3). The voltage signal from the 
sensor was continuously monitored on an oscilloscope and recorded. A small nose 
cone connected to the olfactometer (see Section 2.3.1 Olfactometer) was positioned in 
front of the nares (Figure 2-3). Throughout the experiment the mouse was kept 
hydrated with subcutaneous injections of physiological saline solution supplemented 
with 2% dextrose. Physiological saline was frequently dripped over the craniotomy 
to prevent it from drying out. Atropine and urethane levels were periodically 
“topped-up” using the pedal withdrawal reflex as a guideline.  
 
2.3 Odour presentation 
2.3.1 Olfactometer 
A custom-built 16-valve flow-dilution olfactometer was used to deliver odours to the 
nares (Figure 2-4). Medical air was filtered through activated charcoal and supplied 
at a flow rate of 1L/min. 10% of this flow was bled off and passed through one of 16 
glass vials; one of these was empty, while the others each contained a pure sample of 
the odorants (see Section 2.3.2. Odorants). Computer-controlled solenoid valves 
arranged around a teflon manifold (Figure 2-4) controlled which odorant was mixed 
with clean air at the ratio of 10:90.  Teflon tubing then connected the outlet of the 
manifold to the nose cone. With this design, the olfactometer provided a constant 
airflow at the nares and enabled rapid switching between odourless clean air and 
one of 15 odorants delivered at 10% of saturated vapour concentration.  
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2.3.2 Odorants 
15 structurally diverse odorants were used in this study, spanning 7 different 
chemical functional groups (Table 2-1). All odorants were monomolecular in nature, 
except for lavender essential oil, which was a complex mixture. Odours were 
presented cyclically such that a given odour was not presented again until the rest of 
the palette had been tested. Unless otherwise stated, individual odours were 
presented for 3s and spaced at least 30s apart so as to minimise habituation. 
 
 
 
 
 
Figure 2-3 Experimental set-up 
Photograph showing an experiment in progress. The patch and field electrodes are inserted 
into the PC; the reference electrode is inserted under the skin; a piezoelectric sensor is 
strapped around the abdomen and a heating blanket under the mouse maintains 
physiological body temperature. 
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Figure 2-4 Flow-dilution olfactometer 
Photograph showing the custom-built flow-dilution olfactometer used in this study, mounted 
on the inside of a Faraday cage. The olfactometer is fitted with 16 solenoid valves (15 
odorants, 1 pure air), which are remotely controlled by a computer. 
 
 
Table 2-1 Odorants by functional group 
The 15 odorants used in this study, categorised according to functional group. Note that some 
odorants possess more than one functional group (not shown).  
Functional group Odorant name Manufacturer 
Acetate 
Amyl acetate MP Biomed 
Isoamyl acetate MPI 
Acid 
Propionic acid BDH 
Butyric acid Fluka 
Alcohol 
Ethanol Sigma-Aldrich 
1-Pentanol Sigma-Aldrich 
Aldehyde 
Benzaldehyde Fluka 
1-Heptanal Sigma-Aldrich 
Benzene 
Limonene Sigma-Aldrich 
Anisole Fluka 
Eugenol Sigma-Aldrich 
Ester Ethyl-n-butyrate BDH 
Ketone 
2-Heptanone Sigma-Aldrich 
Acetophenone Sigma-Aldrich 
Poly-molecular (mixture) Lavender essential oil In Essence (AU) 
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2.4 Electrophysiology 
Each recording comprised 3 types of data acquired concurrently: whole-cell data 
under either current or voltage clamp, LFP and respiration. Electrophysiological 
recordings were made with either a Multiclamp 700A or 700B amplifier (Axon 
Instruments/Molecular Devices, USA). Amplifier signal was filtered at 10kHz and 
respiratory signal (from the piezoelectric sensor) was filtered at 4kHz. All signals 
were digitised at 20kHz (ITC-18, Instrutech, USA) and acquired using the software 
Axograph X (Version 1.5.4, Axograph Scientific). 
 
Patch	pipettes	
Patch pipettes were pulled from thick-walled (1.5mm ×	0.86mm), filamented, 
borosilicate glass capillaries (GC150F, Harvard Apparatus, USA), using a 
Flaming/Brown micropipette puller (P97, Sutter Instrument, USA). The pulling 
procedure was optimised to produce pipettes with a long tapering shank to minimise 
damage to the brain during pipette insertion. A chlorided silver wire was inserted 
under the skin as a reference electrode (Figure 2-3). The patch pipette was filled with 
the appropriate internal solution (see Section 2.4.1 Current clamp and Section 2.4.2 
Voltage clamp). It was then mounted in a pipette holder, enabling a chlorided silver 
wire to be inserted into the internal solution to establish electrical contact. The 
pipette holder was connected to the amplifier headstage and controlled by a 
micromanipulator (MP285, Sutter Instrument, USA). At this point, strong positive 
pressure was applied and maintained in the pipette (> 200mbar) to prevent tip 
contamination.  
 
Z-depth	approximation	
The pipette was lowered to the surface of the PC under visual guidance using a 
dissecting microscope (Zeiss, Germany). After zeroing the micromanipulator at the 
pial surface, the pipette was rapidly lowered to the target cortical z-depth of 
100~150µm under diagonal movement (see next), which corresponded to 
approximately the border between layers 1 and 2. At this point, the pipette internal 
pressure was reduced to 30~80mbar to make it possible to obtain a patch clamp 
recording (this process is hereafter referred to as ‘patching’). 
 
As discussed in Section 2.1.4 Head-fixing and craniotomy, the angle of head was fixed 
such that the pial surface over the aPC was as horizontal as possible. As the pipette 
was inserted into the brain on a diagonal (coaxial to the pipette angle of 18°), this 
head position optimised the approximation of the pipette depth in the z-dimension 
(z-depth; Figure 2-5).  
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Figure 2-5 Z-depth approximation 
The pipette is inserted into the PC using diagonal movements, coaxial to the pipette angle of 
18˚. As illustrated, it is important for the PC surface to be positioned as close to horizontal as 
possible in order to accurately approximate the z-depth (z) using Pythagorean mathematics. 
 
 
 
‘Blind’	patching	in	vivo	
Patching took place under voltage clamp. A ‘test pulse’ in the form of a short 
depolarising voltage step (10ms, 10mV) was repeatedly delivered to the electrode in 
order to monitor the pipette resistance. During the cell-searching phase, the pipette 
was lowered slowly and in small steps (~0.5µm in the z-dimension per step), while 
closely monitoring the pipette resistance. The pipette electrical offset was nulled 
from time to time as necessary. 
 
As a cell was encountered, the pipette resistance increased and pulsated 
rhythmically with respiratory and circulatory movements (Margrie et al., 2002; Rancz 
et al., 2011). Further steps were accompanied by progressive escalations in pipette 
resistance, indicating that the pipette was in secure contact with a cell. The positive 
pressure was then released and a negative holding potential (-70mV) was applied to 
aid seal formation. Slight negative pressure was sometimes applied by mouth at this 
time to facilitate giga-Ohm (GΩ) seal formation. Once a very tight (GΩ) seal had 
formed, the pipette was carefully retracted several micrometres to avoid pushing too 
deeply into the cell.  The fast component of the pipette capacitance was cancelled on 
the amplifier. Brief pulses of negative pressure were then applied by mouth to 
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rupture the membrane and attain the whole-cell configuration. The experiment then 
proceeded under either voltage clamp or current clamp. At the end of the 
experiment, the pipette was slowly retracted, which often resulted in the resealing of 
membrane and the formation of an outside-out patch.  
 
 
2.4.1 Current clamp 
We used pipettes with a tip resistance of 5~7MΩwhen filled with internal solution 
for these experiments. The internal solution contained (in mM) 135 KMeSO4, 7 NaCl, 
2 MgCl2, 0.1 EGTA, 2 Na2-ATP, 0.3 Na3-GTP and 10 HEPES. It had a pH of 7.2 
(adjusted with KOH) and an osmolarity of 290mOsm/kg (adjusted with sorbitol). 
After patching and achieving whole-cell configuration under voltage clamp, the 
amplifier was then switched to the current clamp mode to measure the spiking and 
subthreshold activities. The bridge (access resistance) was balanced and re-adjusted 
as necessary. Pipette capacitance neutralisation was fixed at 2.5pF. 
 
2.4.2 Voltage clamp 
We used pipettes with a tip resistance of 3~5MΩ when filled with internal solution 
for these experiments. The internal solution contained (in mM) 135 CsMeSO4, 4 CsCl, 
1 NaCl, 0.1 EGTA, 2 Mg2-ATP, 0.3 Na3-GTP, 5 Na-phosphocreatine and 10 HEPES. It 
had a pH value of 7.2 (adjusted with CsOH) and an osmolarity of 290mOsm/kg 
(adjusted with sorbitol). The cell was alternately held at -70mV and +10mV, the 
estimated reversal potentials for chloride and monovalent cations for our solution, to 
measure excitatory and inhibitory postsynaptic currents, respectively. The series 
resistance was on average 20MΩ across all cells after whole-cell breakthrough. Series 
resistance compensation was not used because it introduced additional noise and 
was found empirically to have little effect on the recorded currents. 
 
2.4.3 Local field potential 
Pipettes used to measure the LFP had relatively large tip diameters (~1MΩ when 
filled with 1M NaCl solution) and were similar in shape to those used for patching. 
The pipette was fitted with a chlorided silver wire to establish electrical contact. The 
field electrode was inserted into the PC to a z-depth of 250µm, approximately 1mm 
from the patch electrode. No pressure was applied to the LFP pipette at any time.  
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2.5 Histology 
Biocytin (0.4%) was added to the internal solution in all experiments to fill the cell 
and enable post-hoc morphological reconstruction.  At the end of the experiment, the 
mouse was given a terminal dose of urethane, after which transcardial perfusion was 
performed with 20ml of saline, followed by 20ml of 4% paraformaldehyde (PFA) in 
phosphate buffered saline (PBS). The perfusion procedure removes blood from the 
circulatory network of the brain, which improves the quality of subsequent 
histological work. The mouse was then decapitated, the brain was extracted and 
post-fixed in 4% PFA in PBS overnight at 4°C. The fixed brain was mounted and 
sectioned on a vibratome (Campden Instruments, England) into 150µm thick coronal 
slices. Biocytin signal was visualised using a peroxidase reaction (Vectastain Elite 
ABC kit, Vector Labs, USA), with subsequent nickel intensification. Slices were then 
mounted in a glycerol-based mounting medium and sealed with nail polish. 
Neurons were visualised and manually reconstructed using the Neurolucida system 
(Neurolucida 10.52, MBF Bioscience, USA).  
 
2.6 Data analysis 
All electrophysiological data were analysed using custom Axograph, Igor Pro 
(Wavemetrics) or Matlab routines (Mathworks). All statistical analyses were 
performed using GraphPad Prism (Version 5.0d, GraphPad Software, USA). Results 
were expressed as mean ± stand error of the mean (SEM) where appropriate. We 
used Pearson’s correlation analysis to test for linear correlation between parameters 
as detailed in the text. Statistical comparisons were performed using paired or 
unpaired student’s t-test unless otherwise stated. r and p values were reported to two 
significant figures. Asterisks denote the level of statistical significance: p > 0.05 (ns; 
not significant); p < 0.05 (*); p < 0.01 (**); p < 0.001 (***); p < 0.0001 (****). 
 
2.6.1 Passive and active parameters 
A series of test pulses (-10mV for 100ms, ≥ 50 repetitions) was delivered to the cell 
under voltage clamp at various time points throughout the experiment (see Figure 
3-4A, Top), which allowed passive parameters such as the input resistance and the 
series resistance to be calculated. Active parameters were measured from the spike 
average for each neuron; the latter was calculated by aligning and averaging at least 
5 spikes close to the rheobase (see Figure 3-4A, Bottom). A custom Axograph 
program then computed active parameters including the AP threshold, AP peak, AP 
height, AP halfwidth and AHP amplitude. AP threshold was defined as the voltage 
at which the time derivative of the membrane voltage (Vm) first exceeded 20V/s. AP 
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peak was the voltage reached at the peak of the AP, and AP height was the 
difference between the AP threshold and the peak. AP halfwidth was defined as the 
width of the AP halfway between the threshold and the peak. AHP was measured 
from the point of maximal hyperpolarisation 6ms after the AP peak; its amplitude 
was calculated relative to the AP threshold. 
 
2.6.2 Respiratory epochs 
As olfaction and respiration are inextricably linked, we frequently observed strong 
respiratory rhythm in our data (current clamp and voltage clamp). We therefore 
segmented all data into respiratory epochs prior to analysis (Figure 2-6). Each 
upward deflection in the respiratory data marked the peak of exhalation; a full 
respiratory cycle or a respiratory epoch is therefore delineated by the peak-to-peak 
interval (Figure 2-6A, dashed red arrows). In a control experiment, a thermistor was 
placed just in front of the nares to continuously measure the temperature of expelled 
air as the animal breathed freely. It was found that the peak thermistor signal 
corresponded accurately to the peak of exhalation (Figure 2-6B). 
 
 
Figure 2-6 Respiratory epochs 
Electrophysiological data were analysed in respiratory epochs. A. An example of concurrently 
recorded whole-cell current clamp (top) and respiratory (bottom) data. Upward deflections in 
the respiration trace mark the peak of exhalation; dashed red arrows delineate respiratory 
epochs. Voltage clamp data were similarly treated (not shown). The mouse is presented with 
odourless clean air in both A and B. B. In a control experiment, a thermistor is placed just in 
front of the nose to measure fluctuations in the air temperature. As shown, the peaks in the 
thermistor signal coincide accurately with the peaks of exhalation.  
 45 
2.6.3 Z-score analysis 
We used a quantitative method called z-score analysis to 1) compare odour-evoked 
activity against the baseline (spontaneous) activity and 2) classify odour-evoked 
responses into three categories corresponding to excitation, inhibition and 
unresponsiveness. Unless otherwise stated, each recording lasted 30s, during which 
an odorant was presented for 3s, flanked by a pre-odour (baseline) period of 8s and a 
post-odour period of 19s. Each recording was segmented into respiratory epochs as 
described in the previous section. Baseline epochs (epochb) and odour epochs 
(epocho) were extracted from the baseline period and the odour period of each 
recording, respectively. Note that the first epocho was defined as the first epoch that 
satisfied the following criterion: (peak exhalation time - minimal inhalation period) ≥ 
odour onset time; where the minimal inhalation period was 50ms and the odour 
onset time was 8s. 
 
A variety of parameters were measured for data recorded under current clamp and 
voltage clamp conditions (see following sections). The baseline mean and standard 
deviation for a given parameter (e.g. epoch spike count) were calculated from epochb. 
The entire recording was then normalised to the baseline by subtracting the baseline 
mean from all epochs. The z-score for each epoch was then calculated by dividing 
each parameter epoch value by the baseline standard deviation. In this way, the z-
scores provided a measure of the magnitude of the odour response, relative to the 
level of baseline activity.  
 
2.6.3.1 Analysis of supra- and sub-threshold responses 
For data acquired under current clamp, we were interested in odour-evoked supra- 
(i.e. spiking) and sub-threshold activities. For the former parameter, we simply 
counted the number of spikes in each respiratory epoch; for the latter, a sliding 
median filter was first applied to the data to remove spikes without distorting the 
underlying subthreshold events (Longordo et al., 2013), the mean Vm was then 
calculated for each epoch. In cases where no spikes occurred during the first 8s of a 
recording, the last 8s of the recording was used as the baseline period instead. 
 
Recordings were classified into three categories corresponding to olfactory 
excitation, inhibition and unresponsiveness using z-score thresholds (Figure 2-7). 
The threshold for excitation and inhibition was 2.5 and -1, respectively, for current 
clamp data (Figure 2-7, left). The thresholds were asymmetric because odour-evoked 
inhibitory responses were in general not as conspicuous as excitatory responses 
under current clamp conditions. The relatively modest threshold for inhibition was 
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chosen because: 1) the basal firing rate for PC principal neurons under anaesthesia is 
very low (< 1Hz; Wilson, 1998a; Litaudon et al., 2003; Poo and Isaacson, 2009), 
making a large decrease in spike output in response to odour uncommon, and 2) the 
resting membrane potential (RMP) of PC principal neurons is very close to the 
chloride reversal potential, meaning that a large hyperpolarisation is unlikely.  
 
As shown (Figure 2-7), a neuron was said to be excited by an odour if at least one 
epocho crossed the threshold for excitation; likewise for inhibition. Under this 
scheme, a neuron can be both excited and inhibited by the same odour. A neuron 
was said to be unresponsive if neither of the thresholds was crossed.  
 
 
2.6.3.2 Analysis of synaptic currents 
For data acquired under voltage clamp, we calculated the mean epoch current, mean 
epoch conductance and epoch charge transfer. Conductance was calculated by 
dividing the mean epoch current by the estimated electrical driving force for 
monovalent cations (-70mV) and anions (80mV), whereas epoch charge transfer was 
the time integral of the current over the epoch. Z-score analysis was performed like 
in the previous section. For this data, olfactory excitation and inhibition were 
detected by symmetrical z-score thresholds of -2.5 and 2.5, for inward (excitatory) 
currents recorded at -70mV and outward (inhibitory) currents recorded at +10mV, 
respectively (Figure 2-7, Right). 
 
 
 
Figure 2-7 Z-score analysis thresholds 
Z-score thresholds were used to classify olfactory responses recorded under current clamp 
(left) and voltage clamp (right). As shown, a neuron was said to be excited and/or inhibited by 
the odour tested if at least 1 epocho crossed either or both thresholds. If neither threshold was 
crossed, the neuron was said to be unresponsive to the odour tested. Note the symmetric 
distribution of the z-score thresholds for voltage clamp data.  
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2.6.4 Olfactory tuning indices 
After separating odour trials into categories (excitation, inhibition and 
unresponsiveness) using the z-score criteria, olfactory tuning indices were calculated 
for each neuron as the fraction of responsive trials out of the total number of odours 
tested. In this way, a neuron that responded to every single odour tested would then 
be assigned a tuning index equal to 1. 
 
For the current clamp data, supra- and sub-threshold tuning indices were separately 
calculated for excitation and inhibition. For instance, if an example neuron was 
tested with 14 odours and showed suprathreshold excitation in response to 3 odours 
and subthreshold excitation in response to 6 odours, this neuron would be assigned a 
suprathreshold excitatory tuning index of 3/14 or 0.22 and a subthreshold excitatory 
tuning index of 6/14 or 0.43. Supra-and sub-threshold inhibitory tuning indices were 
similarly calculated. 
 
 
 
 48 
Chapter 3.  Distinguishing PC principal neurons in vivo 
3.1 Introduction 
One of the biggest challenges associated with ‘blind’ in vivo experiments is 
distinguishing between the different types of neurons from which the recordings 
were made. In this study, we were able to ‘target’ principal neurons of the PC by 
taking advantage of its distinctive cytoarchitecture, specifically, the very high density 
of principal neurons in layer 2. However, it was still necessary to distinguish 
between the two main classes of principal neurons (SL and SP cells), which are 
present in similar numbers in layer 2. 
 
SL and SP cells are easily distinguishable by their distinctive dendritic morphology. 
Biocytin was therefore added to the patch pipette to enable post-hoc recovery of 
neurons. While morphological reconstruction remains the gold standard for post-hoc 
identification of neuronal types, cell recovery after in vivo experiments is 
nevertheless associated with inherent difficulties and a low success rate. 
 
As such, a different method was needed to distinguish between principal neurons 
recorded in this study. Fortuitously, in addition to morphological differences, SL and 
SP cells are also characterised by well-segregated somatic locations and distinctive 
electrical signatures (see Section 1.4.3 Layer 2 principal neurons). We hypothesised that 
the different intrinsic electrical properties of SL and SP cells observed in vitro will 
remain distinctive in vivo (see Section 1.7.2 Hypotheses). We reasoned that some of 
these properties may be used to differentiate between principal neurons recorded in 
this study.  
 
 
3.2 Chapter aims 
This chapter aims to explore different approaches to distinguishing principal 
neurons recorded in vivo. We begin with morphometric parameters such as 
morphology and somatic depth, followed by a systematic assessment of passive and 
active electrical parameters.  
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3.3 Results 
3.3.1 Illustrative data from a complete experiment 
A complete experiment is presented here to give a general understanding of the 
experimental design and the data thus generated. All recordings comprised 3 types 
of concurrently acquired data: whole-cell recording in the form of Vm recorded under 
current clamp (later membrane current under voltage clamp), LFP and respiration 
(Figure 3-1A). Odour application frequently triggered activity in the patched neuron 
as well as beta oscillations in the LFP (Figure 3-1A). Incidentally, the presence of LFP 
beta oscillations also conveniently served as a positive control for the accurate 
delivery of odour, particularly when the patched neuron appeared unresponsive to 
the odorant presented (not shown). 
 
Consistent with the literature (Wilson, 1998a; Litaudon et al., 2003; Poo and Isaacson, 
2009), principal neurons fired sparsely in the absence of odour (Figure 3-1A, Whole-
cell trace). However, spiking could be elicited by directly injecting a depolarising 
current through the patch electrode (Figure 3-1B), which allowed the active electrical 
parameters of the neuron to be studied.  At the end of the experiment, the patch 
pipette was slowly retracted to facilitate the re-sealing of membrane. In ideal cases, 
the biocytin-filled neuron was then visualised with histological procedures (Figure 
3-1C, Right), followed by morphological reconstruction using Neurolucida (Figure 
3-1C, Left). 
 
 
3.3.2 Distinguishing SL and SP cells using morphology 
Although every attempt was made to recover all recorded neurons, unfortunately, 
the recovery rate for neurons with fully labelled dendritic arbours was very low 
(current clamp experiments: 5.7%, average recording duration = 25 minutes, n = 71 
neurons; voltage clamp experiments: 14%, average recording duration = 44 minutes, 
n = 29 neurons). In cases where a complete dendritic fill was achieved, the 
reconstructed morphologies were easily distinguishable between neuronal classes 
(Figure 3-2). However, as only a small fraction of recorded neurons was recovered, a 
different method was required to distinguish between SL and SP cells. 
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Figure 3-1. A complete experiment 
Illustrative data from a complete experiment A. Concurrently acquired data (top~bottom): Vm, 
LFP, LFP band pass filtered between 10~30Hz (to show odour-evoked beta oscillations) and 
respiration. Red bar denotes the presentation of the odorant isoamyl acetate for 5s. Spikes 
are trimmed for presentation purposes. Inset, schematic illustrating the experimental setup: 
patch clamp and field electrodes are advanced into the PC through a craniotomy; an outlet 
connected to the olfactometer presents odours in front of the nares. B. The same neuron 
spiking in response to a depolarising current step. C. The same neuron visualised by its 
biocytin-labelling in a brain slice (right) and its reconstructed morphology (left). Note that this 
neuron has a distinctly SL-like morphology.  
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Figure 3-2 Distinguishing SL and SP cells using morphology 
Principal neurons are clearly identifiable by their reconstructed morphology. A. Left, a 
biocytin-labelled principal neuron in a brain slice, processed and recovered after in vivo 
experiments. Dashed lines delineate laminar divisions and subdivisions. Note the location of 
the soma in upper layer 2a, typical of SL cells. Right, Reconstructed morphology of the 
neuron. Note the classic SL-like appearance, featuring diffuse apical dendritic arbours, a 
truncated axon and a clear lack of basal dendrites. B. A different biocytin-labelled principal 
neuron whose soma is located in layer 2b. The reconstructed morphology is SP-like, with 
elaborate apical and basal dendrites (unfortunately much of the basal dendrites was 
truncated during slicing). 
 
 
3.3.3 Distinguishing SL and SP cells using somatic depth 
As the somata of SL and SP cells are well segregated in layer 2 (Suzuki and Bekkers, 
2011), we reasoned that the recording depth may indicate neuronal identity under in 
vivo conditions. We compared the recording depth and the recovered somatic depth 
of 22 fully and partially recovered neurons. The recovered somatic depth was 
measured in a brain slice as the distance from the pial surface to the centre of the 
labelled soma, along the central axis of the apical dendrites. The recording depth was 
taken as the z-depth on the micromanipulator, as described under Z-depth 
approximation in Section 2.4 Electrophysiology. We were cautious of a variety of factors 
that may introduce errors to these measurements such as fixation-induced tissue 
shrinkage, brain slicing angles and inaccurate z-depth approximation. However, we 
found that despite potentially confusing effects of these factors, the recording depth 
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correlated with the recovered somatic depth relatively well (r = 0.61; p = 0.0023 (**); 
n = 22 neurons; Pearson’s correlation; Figure 3-3). These results indicate that the two 
measurements yielded similar but not identical information regarding the somatic 
location of the recorded neuron. It is therefore possible to use the recording depth to 
approximate neuronal identity.  
 
 
                      
Figure 3-3 Distinguishing SL and SP cells using cell depth 
Scatter plot showing the correlation between the pipette recording z-depth and the somatic 
depth measured post-hoc (r = 0.61; p = 0.0023 (**); n = 22 neurons; Pearson’s correlation). 
 
 
3.3.4 Distinguishing SL and SP cells using electrophysiology 
Previous in vitro work indicates that SL and SP cells exhibit different intrinsic 
electrical properties (Suzuki and Bekkers, 2006, 2011; Wiegand et al., 2011). As 
intrinsic electrical signatures possibly represent more direct (and therefore superior) 
indicators of neuronal identity, we therefore sought to determine whether the 
different electrical properties of SL and SP cells, previously reported in vitro, could 
also be observed in vivo. 
 
3.3.4.1 Systematic differences between in vivo and in vitro conditions 
In order to address the above question, it was necessary to first establish whether 
there are any systematic differences between the in vivo and in vitro recording 
conditions. We therefore compared the intrinsic properties of SL cells measured 
under either recording conditions (Figure 3-4). Presumed SL cells were selected 
based on their layer 2a somatic locations (in vivo: recording depths < 245µm, n = 46 
neurons; in vitro: somatic depths < 271µm, n = 29 neurons). The intrinsic electrical 
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parameters examined included the input resistance, RMP, AP thresholds, AP 
halfwidth (AP HW), AP height and AHP amplitude. Parameters were measured as 
detailed in Section 2.6.1 Passive and active parameters (Figure 3-4A). Most of the in vitro 
data presented here are published in Suzuki and Bekkers (2011).  
 
Unsurprisingly, there was a substantial level of spontaneous activity present in vivo 
that was largely absent in acute brain slices (evident in both current clamp and 
voltage clamp data; Figure 3-4A).  Overall, these data indicate that there were 
systematic differences between intrinsic properties measured under in vivo and in 
vitro conditions (Figure 3-4B). We reasoned that most of the disparities were caused 
by high levels of spontaneous activity and the typically higher electrical access 
resistance associated with in vivo experiments. The access resistance in in vitro 
experiments is typically below 15~20MΩ. In contrast, the mean access resistance for a 
selection of in vivo experiments in this study was much higher (62.5 ± 6.3MΩ; see 
Appendix 1. Stability of current clamp recordings over time). Such high access resistance, 
together with the pipette capacitance, can be expected to cause substantial filtering of 
the voltage signals recorded in vivo. 
 
Indeed, we found that the AP HW was significantly prolonged in vivo compared to in 
vitro (in vivo: 0.87 ± 0.04ms; in vitro: 0.74 ± 0.01ms; p = 0.0083 (**); t-test). The AP 
height and AHP amplitude were also much attenuated under in vivo conditions (AP 
height, in vivo: 54.1 ± 1.8mV; in vitro: 75.7 ± 1.3mV; AHP amplitude, in vivo: 
8.6 ± 0.7mV; in vitro: 25.5 ± 0.7mV; p < 0.0001 (****) for both; t-test). These differences 
were consistent with increased filtering and attenuation of signals caused by high 
electrical access resistance and pipette capacitance. Moreover, neurons appeared to 
be under a constant barrage of spontaneous EPSCs in vivo (Figure 3-4A, Top); 
accordingly, we found the input resistance to be significantly lower in vivo than in 
vitro (in vivo: 121.8 ± 11.6MΩ; in vitro: 231.2 ± 17.1MΩ; p < 0.0001 (****); t-test). The 
RMP was also more depolarised in vivo for similar reasons (in vivo: -61.3 ± 1.4mV; in 
vitro: -66.8 ± 0.8;mV p = 0.0029 (**); t-test). In fact, the AP threshold was the only 
parameter tested that showed no significantly difference between recording 
conditions (in vivo: -34.6 ± 0.7mV; in vitro: -35.8 ± 0.5mV; p = 0.18 (ns); t-test; Figure 
3-4B). As the AP threshold is largely determined by the location and channel 
composition of the site of AP initiation, it was therefore not expected to be greatly 
affected by the level of spontaneous activity or electrical access resistance. Lastly, the 
data reported here are for presumed SL cells only; however, we observed similar 
trends in data from presumed SP cells recorded under in vivo and in vitro conditions 
(not shown).  
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Figure 3-4 Intrinsic properties of SL cells differ in vivo and in vitro 
Presumed SL cells exhibit systematic differences between electrical properties measured 
under in vivo and in vitro conditions. A & B. In vivo and in vitro data are shown in black and 
purple, respectively. In vitro data presented here are published in Suzuki and Bekkers (2011). 
A. Top, passive membrane properties are probed by running a series of test pulse (-10mV, 
125ms) while holding the neuron at -70mV under voltage clamp conditions. Light coloured 
traces (5 examples) represent raw data from individual trials; the average from 50 trials is 
superimposed in black or purple. Bottom, active electrical properties are measured in the 
same neurons by imposing current steps in increments of 40pA to elicit spiking under current 
clamp conditions. Examples show neurons being brought to rheobase with increasing current 
steps. Note the abundance of spontaneous activity in the in vivo data under voltage clamp 
and current clamp. Insets, Representative spike averages from the same neurons. Horizontal 
scale bar = 2ms; vertical scale bar = 20mV. B. Scatter plots illustrating the distributions of 
electrical parameters measured from SL cells in vivo and in vitro. As shown, SL cells exhibit 
statistically significant differences between recording conditions in all parameters tested, with 
the exception of the AP threshold (see text). Error bars represent the mean ± SEM (in vivo, n 
= 44; in vitro, n = 29). 
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3.3.4.2 The AHP correlates with somatic depth in vitro and in vivo  
Having established that neuronal intrinsic properties measured in vivo and in vitro 
exhibit systematic differences, we next asked whether previously observed 
differences in intrinsic properties between SL and SP cells persist under in vivo 
conditions. We hypothesised that principal neurons will remain distinguishable by 
their electrical signatures in vivo. Moreover, the distribution of intrinsic properties 
will likely be graded across the cortical axis (see Section 1.7.2 Hypotheses). 
 
We tested the relationship between the neuronal somatic location and a selection of 
intrinsic properties including input resistance, RMP, AP height, AP threshold and 
AHP amplitude. Consistent with our proposed model of the aPC excitatory network, 
which posits that the neuronal phenotype transitions smoothly across the PC 
superficial-to-deep axis, we found that all parameters measured in vitro showed very 
strong linear correlations with the somatic depth (see Figure 3-5 for selected results; 
Pearson’s correlation). In contrast, only the AHP correlated with the somatic depth in 
vivo, despite the fact that the amplitudes were strongly attenuated, presumably due 
to the higher access resistance associated with in vivo recordings (Figure 3-5).  
 
Taken together, our data indicate that although much of the characteristic electrical 
signatures of SL and SP cells are obscured in vivo, the AHP continues to correlate 
strongly with the neuronal somatic depth across recording conditions. The AHP 
therefore presents itself as an attractive proxy for neuronal identity under in vivo 
conditions. 
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Figure 3-5 AHP amplitude correlates with somatic depth in vivo and in vitro 
The AHP correlates strongly with the neuronal somatic depth in vivo and in vitro, suggesting 
that it represents a good proxy for neuronal identity. As before, in vivo and in vitro data are 
presented in black and purple, respectively. Blue and pink shaded areas roughly correspond 
to layers 2a and 2b, respectively. As before, the in vitro data presented here are published in 
Suzuki and Bekkers (2011). Top, spike average from a representative neuron from each 
sublayer and recording condition. Note that the AHP is more pronounced in presumed SL 
cells (layer 2a) than presumed SP cells (layer 2b) under both recording conditions. Middle, as 
stated in the text, all parameters tested correlate strongly with the somatic depth in vitro but 
not in vivo (only input resistance is shown; r and p values as shown; in vivo, n = 70; in vitro, 
n = 61; Pearson’s correlation). Bottom, only the AHP correlates with somatic depth under 
both recording conditions (r and p values as shown; in vivo, n = 66; in vitro, n = 61; Pearson’s 
correlation). 
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3.4 Discussion 
In this chapter, we show that it is indeed possible to distinguish between SL and SP 
cells recorded in vivo based on their somatic location (recording z-depth) and 
intrinsic electrical signatures, even when morphological information is lacking. 
 
Cell	recovery	after	in	vivo	experiments	
Unfortunately, we were mostly unsuccessful at recovering cells for morphological 
analysis after in vivo experiments. A full dendritic fill of the recorded neuron is 
achieved through its successful perfusion with the biocytin-containing internal 
solution via the patch pipette, which is dependent on factors including the pipette tip 
diameter and the recording duration. As stated in the Methods, we used low 
resistance electrodes (5~7MΩ) in these experiments. Stable in vivo recordings were 
also maintained for prolonged periods of time, averaging at approximately > 25 
minutes. In slice experiments, a full dendritic fill could be achieved in less than 10 
minutes with pipettes of comparable tip diameters; we therefore reasoned that the 
average in vivo recording duration was more than sufficient for the purpose of cell 
filling. Moreover, pipettes with larger tip diameters (3~5MΩ) were used in the 
voltage clamp experiments (see later chapters) and stable recordings were 
maintained for up to 60 minutes. Under these conditions, the cell recovery rate was 
only marginally improved, again suggesting that the lack of success with cell 
recovery was not due to issues relating to the tip diameter or the recording duration. 
 
It appears that principal neurons can be recovered after in vivo whole-cell recordings 
with fairly high success rate in the somatosensory cortex (Margrie et al., 2002; Rancz 
et al., 2011). As the principal neurons of the PC are smaller in size than those of the 
neocortices, it is possible that they are more fragile structurally and may become 
damaged during the pipette withdrawal process or during slicing. Indeed, we 
frequently observed densely labelled somata and truncated dendrites in our 
experiments, consistent with the idea that neurons were damaged after the filling 
process. 
 
	
AHP	amplitude	as	an	attractive	proxy	for	neuronal	identity	
We show that the pipette recording z-depth can potentially be used to approximate 
neuronal identity, as it correlated relatively well with the measured somatic depth in 
a small subset of recovered neurons (Figure 3-3). However, somatic depth 
measurements either during (recording z-depth) or after (taking measurements from 
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fixed brain slices) in vivo experiments are prone to many inaccuracies. We therefore 
reasoned that the intrinsic electrical signatures of principal neurons may represent 
superior indicators of neuronal identities. 
 
To this end, we show that the distinctive electrical properties of PC principal neurons 
observed in vitro were mostly obscured in vivo (Figure 3-4), due largely to high levels 
of spontaneous activity and increased filtering of the voltage signal associated with 
the in vivo recording conditions. However, an active electrical property of principal 
neurons, the AHP, presented itself as an exception. Despite the fact that the AHP 
amplitude was much attenuated when measured in vivo, we show that it maintained 
its correlation with the neuronal somatic depth under both recording conditions 
(Figure 3-5). These data therefore support our proposed model of the aPC excitatory 
network, in which neuronal properties including morphology, electrophysiology and 
intracortical connectivity transition smoothly across the PC superficial-to-deep axis. 
We therefore conclude that the AHP amplitude represents an appropriate proxy for 
the neuronal identity in these experiments. 
 
 
A	potential	caveat	(GABAergic	interneurons)	
A potential weakness of any in vivo studies utilising the ‘blind’ patching technique is 
the possible contamination of the dataset from interneurons. GABAergic 
interneurons are interspersed throughout all layers of the PC (see Figure 1-12); 
however, the probability of patching a principal neuron remains high due to the fact 
that the target layer (layer 2) is very densely packed with the somata of principal 
neurons (see Figure 1-6). 
 
Similar to neocortical areas, spikes fired by GABAergic interneurons can be 
distinguished from those fired by principal neurons by their briefer durations 
(Suzuki and Bekkers, 2010b, 2011). Hence, neurons recorded in this study were 
presumed to be excitatory due to their broad spike shapes (mean AP HW 
0.87 ± 0.04ms found here for SL cells in vivo; cf. mean HW of 0.32~0.57ms for different 
classes of aPC interneurons recorded in vitro; Suzuki and Bekkers, 2010b). However, 
we also show that the high access resistance and capacitance associated with in vivo 
experiments together act like a low-pass filter for voltage signals (Figure 3-4). As 
such, although it is difficult to imagine that spikes from interneurons could be so 
distorted as to resemble those from principal neurons, we cannot rule out the 
possibility of a minor contamination of the dataset from interneurons.  
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Chapter 4.  PC odour responses are complex and variable in vivo 
4.1  Introduction 
Cortical odour representation is said to be ‘sparse’ and ‘distributed’: individual 
odours appear to activate small, overlapping subsets of principal neurons that are 
spatially distributed (Poo and Isaacson, 2009; Stettler and Axel, 2009; Miura et al., 
2012). A recent study showed that sparse odour coding in the insect homologue of 
the PC, the MB, facilitates the perceptual discrimination of structurally similar 
odorants and is critically dependent on the local inhibitory feedback circuit (Lin et 
al., 2014). Together these data suggest that the sparseness of odour-evoked excitatory 
signal is universally important for higher-level processing of olfactory information in 
vertebrates and invertebrates (see Section 1.5.1 Coding in the spatial dimension). 
 
Moreover, emerging data suggest that PC principal neurons utilise a simple coding 
strategy in which the sniff-locked spike count conveys information regarding odour 
identity (Miura et al., 2012; Gire et al., 2013). Intriguingly, Poo and Isaacson showed 
that in addition to the slow respiratory patterning, spikes in principal neurons are 
also coupled to fast, beta frequency oscillations in the LFP, thus generating 
temporally sparse spike output (Poo and Isaacson, 2009). However, the significance 
of this finding, vis-à-vis the rate-based coding strategy that discounts the importance 
of information encoded in sub-respiration temporal dynamics, is unclear (see Section 
1.5.2 Coding in the temporal dimension).  
 
In this chapter, we show that neuronal responses to odours are far from simple. In 
addition to the spatial and temporal odour coding discussed above, we found that 
principal neurons respond to odours in a complex and variable manner, some of the 
nuances of which are qualitatively examined in this chapter. 
 
 
4.2 Chapter aims 
This chapter explores the complexity of cortical odour responses; our aim is to set the 
scene for quantitative analyses that follow in subsequent chapters. A mostly 
qualitative account of diverse aspects of the odour response is presented here, 
including odour-evoked LFP oscillations, respiratory entrainment of neuronal 
activity, post-stimulus responses and odour habituation.  
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4.3 Results 
4.3.1 In vivo recording conditions are stable over time 
As the animals were required to be under anaesthesia for prolonged periods of time 
(7~8 hours for surgery and recordings), we thought it was important to monitor the 
stability of the preparation throughout the experiment. This was achieved by 
tracking changes in the respiration and LFP signals. 
 
As stated in the Methods (Section 2.3.2 Odorants), the 15 odours in our palette were 
presented cyclically during the experiment. For each odour trial (30s), we sampled 
the LFP during 3s of baseline and odour presentation (see Figure 4-1 for summary 
data from a representative neuron). The signal power within different bandwidths of 
LFP oscillations was then measured (delta, theta, beta and gamma; see legend for 
frequency range; Figure 4-1). This was done for all odour trials recorded during the 
experiment (15 odours presented cyclically, 43 trials in total; Figure 4-1C). Overall, 
baseline and odour-evoked activities in the LFP were variable, although some 
changes appeared stereotyped (see odour-evoked increases in the beta band power 
relative to baseline; Figure 4-1). We also noted that some odours evoked stronger 
LFP beta oscillations than others (Figure 4-1C); however, the oscillations themselves 
were qualitatively similar between odours. 
 
We measured the stability of the brain state during baseline conditions (in the 
absence of odours) in a subset of experiments (Figure 4-2). Power ratios were 
calculated for the different oscillation bandwidths over the first 10 minutes of each 
experiment; for example, the baseline delta power ratio was given by: mean baseline 
delta power (5th~10th minute)/mean baseline delta power (0th to 5th minute). In this 
way, power ratios ≈ 1 indicate that there was little variability within the bandwidth 
of interest and the brain state was said to be stable. Indeed, we found that the brain 
state was stable across experiments, although baseline activity within the delta, theta 
and beta bandwidths appeared somewhat more variable than that within the gamma 
bandwidth (Figure 4-2, Black bars; n=17 animals).  
 
We next compared odour-evoked (field) activity against baseline activity by again 
calculating the power ratio within the bandwidths of interest; for example, odour-
evoked delta activity was given by: mean delta power during odour (0th~10th 
minute)/mean delta power during baseline (0th~10th minute). To this end, we found 
that odour significantly increased LFP oscillations in the beta band while no 
significant changes were observed in the other bandwidths tested (Figure 4-2, Red 
bars; n = 17 animals).  
 61 
We found the respiratory frequency to be similar between animals (mean baseline 
respiratory frequency = 2.43 ± 0.14Hz; n = 17 animals; Figure 4-2) and generally 
remained very stable over time within the same animal (Figure 4-1C). Odour 
stimulation had no discernible effects on the respiratory frequency (i.e. did not 
induce active sniffing; Figures 4-1 and 4-2). Lastly, we also monitored the stability of 
the current clamp recordings over time in a subset of experiments. Properties such as 
the input resistance, access resistance and the AP height were used as indicators of 
recording quality. Overall we found that although the access resistance inevitably 
increased with recording duration under in vivo conditions, the AP height was not 
substantially attenuated. We were therefore satisfied with the quality of the current 
clamp recordings in our experiments (see Appendix 1. Stability of current clamp 
recordings over time). 
 
4.3.2 PC odour responses are complex and variable 
We found that in addition to the three ‘simple’ response categories (excitation, 
inhibition and unresponsiveness; see Section 2.6.3 Z-score analysis), odour responses 
were further enriched by variable levels of respiratory entrainment, response 
adaptation and post-stimulus features, which are explored in the following sections. 
 
4.3.2.1 Spontaneous and odour-evoked neuronal activities show variable 
entrainment to respiration 
The spike output of PC principal neurons during spontaneous activity and odour 
stimulation often shows strong respiratory entrainment (Wilson, 1998a; Litaudon et 
al., 2003), presumably underpinned by similarly patterned subthreshold activity. 
Indeed, we often observed regular fluctuations in the Vm that appeared to track the 
respiratory rhythm (like a ‘regular’ kind of up-and-down states; Figure 4-3, right). To 
test if Vm was indeed coupled to respiration, we first applied a median filter to the 
data to remove spikes without distorting the underlying subthreshold events, the 
cross correlation between segments of concurrently recorded Vm and respiration was 
then calculated. All signals were first normalised to their zero-lag autocorrelation to 
correct for differences between signal amplitudes. As expected, we found that the Vm 
showed variable levels of respiratory entrainment between neurons in the absence of 
odour (i.e. during spontaneous activity; Figure 4-3A). Interestingly, we observed that 
odour stimulation was frequently accompanied by an increase in Vm respiratory 
entrainment relative to the baseline period, which was evident in both the spike 
output and the underlying excitatory postsynaptic potentials (EPSPs; Figure 4-3B). 
Note that we did not quantitatively analyse the entire dataset. 
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Figure 4-1 Oscillations in the LFP during an experiment 
A~C show data from a representative experiment during which the 15 odours from our palette 
were presented cyclically. In all panels, baseline and odour data are presented in black and 
red, respectively. A. Examples of concurrently recorded LFP and respiratory signal during 3s 
of baseline and odour in a single odour trial. B. Power spectra of the LFP data shown in A. 
Delta: 1.5~4Hz; theta: 4~10Hz; beta: 10~30Hz; gamma: 30~80Hz. Note the 50Hz peak 
present in both baseline and odour LFP data due to cable frequency interference (hum). C. 
Graphs showing changes in the power density within the bandwidth of interest over the 
course of the experiment (15 odours presented cyclically, 43 trials in total). Each data point 
represents 3s of either baseline or odour presentation during an odour trial. As shown, odours 
frequently evoke prominent increases in the LFP beta band power (see text). The respiratory 
frequency does not appear to be affected by odour stimulation and remains stable throughout 
the experiment. 
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Figure 4-2 Brain state stability and odour-evoked oscillations 
Bar graph showing the baseline (black) and odour-evoked (red) power ratios for the LFP 
bandwidths of interest over the first ten minutes of experiments (n = 17 animals; see text for 
information on how the ratios were calculated). Respiration ratios are included on the far right. 
Data show mean ratio ± SEM. As shown, the baseline power ratios for all bandwidths are 
close to 1 (grey dashed line), indicating that the brain state is stable during the first 10 
minutes of experiments. Odour stimulation significantly increases the LFP beta band power 
relative to the baseline while no significant changes are observed within other bandwidths 
(delta: p = 0.72 (ns); theta: p = 0.82 (ns); beta: p = 0.044 (*); gamma: p = 0.99 (ns); paired 
t-test; n = 17 animals). The respiratory frequency is highly similar between animals and does 
not appear to be affected by odour stimulation (p = 0.25 (ns); paired t-test; n = 17 animals).  
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Figure 4-3 Principal neurons show variable respiratory entrainment 
A & B. Top~bottom, concurrently recorded current clamp data and respiration, followed by 
the cross-correlogram of the two signals. Green traces represent median-filtered Vm 
(displaced vertically for visibility) used to compute the cross-correlograms. A. Left, An 
example neuron that shows minimal respiratory entrainment during 8s of spontaneous 
activity. Right, in contrast, another neuron shows strong respiratory entrainment B. Odour 
stimulation is frequently accompanied by increased Vm respiratory entrainment. Black and red 
bars under the current clamp data denote the 3s of baseline and odour (amyl acetate) periods 
used in the cross-correlograms. Spikes are trimmed for presentation purposes. 
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4.3.2.2 Olfactory excitation, inhibition and unresponsiveness 
It is thought that the PC conveys olfactory information by modulating the number of 
spikes fired in each respiratory cycle (Miura et al., 2012; Gire et al., 2013). Based on 
this idea, we found that odour-evoked responses could be broadly separated into 
three categories based on the spike output and the underlying subthreshold activity: 
excitation, unresponsiveness and inhibition (Figure 4-4). Moreover, we found that a 
given neuron frequently exhibited all three types of responses to different odours 
(Figure 4-4B). Odour-evoked responses are quantitatively measured in the next 
chapter. 
 
 
 
Figure 4-4 Principal neurons respond variably to odours in vivo 
A & B. Odour responses can be broadly separated into three categories: excitation (top), 
unresponsiveness (middle) and inhibition (bottom). Arrows point to -60mV. Red bars denote 
odour presentation (3s). A shows data from different neurons and B shows data from the 
same neuron. Scale bars in B apply to all panels. Some spikes are trimmed for presentation 
purposes. 
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4.3.2.3 Post-stimulus or ‘off‘ responses 
We often observed post-odour or ‘off‘ responses that appeared to be triggered by the 
offset of the odour stimulus. These responses typically lasted for 2~3s from odour 
termination. Both post-stimulus inhibition (Figure 4-5A) and post-stimulus excitation 
(Figure 4-5B) were observed and appeared reproducible across repeated applications 
of the same odour. We reasoned that these post-odour dynamics may represent a 
form of rebound responses, likely supported by reciprocal excitatory and inhibitory 
inputs (see Chapter discussion). Consistent with the ‘discontinuous receptive fields’ 
said to be exhibited by PC principal neurons (Stettler and Axel, 2009; see Section 
1.5.1.1 Distributed ensemble code), we found that structurally similar odorants did not 
elicit similar neuronal responses. As shown in Figure 4-5, the presentation of highly 
structurally related odorants amyl acetate and isoamyl acetate elicited opposing 
responses (both on- and off-stimulus) in the same neuron. It should be noted that as 
the focus of this PhD project was to investigate the olfactory tuning of principal 
neurons based on on-stimulus responses, these post-stimulus features were not 
further analysed. 
 
4.3.2.4 Adaptation of odour responses 
Habituation of PC odour responses can be rapidly induced in both anaesthetised and 
awake, freely moving animals (McCollum et al., 1991; Wilson, 1998b, a, 2000). In a 
small subset of experiments in which the same odour was presented repeatedly 
(instead of cyclically as stated in the Methods), we sometimes observed rapid 
adaptation of odour responses (Figure 4-6A). However, as shown in Figure 4-5, we 
also observed cases in which the neuron appeared resistant to habituation and 
responded faithfully to the same odour over several repetitions. Moreover, we 
frequently observed a general reduction in response intensity across all odours over 
time. As the 15 odours were presented cyclically in most experiments, we noted that 
neurons generally responded more vigorously to the first cycle of odours than to 
subsequent cycles (Figure 4-6B). It is unclear, however, whether this observation 
reflects a non-specific form of habituation or simply run-down of odour responses 
due to the washout of key constituents of the cytosolic milieu. It should be noted that 
both forms of response adaptation described here are unlikely to be caused by a 
general decrease in neuronal excitability over time, as the resting Vm from trial to 
trial and cycle to cycle remained highly similar (Figure 4-6). We did not further 
analyse either forms of response adaptation; however, as the first presentation of a 
given odour to the odour-naïve mouse always resulted in the most robust response, 
we therefore only included data acquired from the first cycle of odour presentations 
in the olfactory tuning analysis (see next chapter). 
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Figure 4-5 On- and off-stimulus responses 
A & B. Example raw data showing an odour trial. Horizontal red bar denotes the 5s odour 
presentation period (top panel). Raster plot of 6 odour trials, each vertical bar represents an 
AP. Red arrowhead points to the trial corresponding to the example above (middle panel). AP 
peri-stimulus time histogram (PSTH). Red histograms are during odour. The x-axis of PSTH 
applies to all panels above (bottom panel). A. The neuron is visibly excited by isoamyl 
acetate. The on-stimulus excitatory response is clearly followed by a period of post-stimulus 
inhibition. PSTH is constructed from 14 odour trials. B. The same neuron is inhibited by a 
structurally similar odorant, amyl acetate. The on-stimulus response is followed by prominent 
post-stimulus excitation. PSTH is constructed from 6 trials. Note that both on- and off-stimulus 
responses are reasonably reproducible over several repetitions.  
 
  
 69 
 
 
 
Figure 4-6 Adaptation of odour responses over time 
We frequently observed a reduction in odour response intensity from trial to trial and from 
cycle to cycle (see text) A. An example showing rapid odour adaptation, in which the odorant 
limonene is repeatedly presented (~30s between presentations). As is evident, the first 
presentation of limonene to the odour-naïve mouse elicits a clear excitatory response. 
Response to the same odour has adapted significantly by the 2nd trial and is barely 
discernible by the 3rd. B. Neurons typically respond vigorously to the first cycle of odour 
presentations (B1) and much less to subsequent cycles (B2). As shown, the neuron is strongly 
excited by odours 3 and 4 the first time they are presented. When the same odours are 
presented again during the second cycle (~15 minutes later), they still evoke substantial 
depolarisation; however the response intensity is clearly reduced. 
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4.4 Discussion 
Olfactory	excitation,	inhibition	and	unresponsiveness	
We show in this chapter that principal neurons of the PC respond to odours in a 
complex and variable manner. Odour responses exhibited variable levels of 
respiratory entrainment, post-stimulus features and habituation. Despite these 
complexities, we show that odour responses can be broadly separated into three 
categories corresponding to olfactory excitation, inhibition and unresponsiveness 
(Figure 4-4). This simple classification scheme fits well with the current opinion of a 
spike rate-based coding strategy utilised by PC principal neurons (Miura et al., 2012; 
Gire et al., 2013). If the spike count per respiratory cycle is indeed informative, then a 
simple classification scheme based on odour-evoked changes in activity relative to 
baseline levels seems appropriate. 
 
In the next chapter, we quantitatively measured odour-evoked supra- and sub-
threshold activities in order to classify responses into the aforementioned categories; 
the olfactory tuning of principal neurons was then assessed. It is understood that by 
doing so, we run the danger of discarding certain stimulus information encoded in 
the rich temporal dynamics (or indeed post-odour features) of responses. 
	
	
Beta	oscillations	
Consistent with the literature (Neville and Haberly, 2003; Lowry and Kay, 2007; Poo 
and Isaacson, 2009; Kay and Beshel, 2010), we show that odour stimulation evoked 
prominent increases in the LFP beta band power in the PC (Figures 4-1 and 4-2). It is 
thought that neural network oscillations facilitate the flow of signals between 
anatomically connected areas (Akam and Kullmann, 2014). In support of this view, it 
is known that beta oscillations in olfactory areas are critically dependent on the 
bidirectional connectivity between the OB and the PC (Neville and Haberly, 2003). 
Moreover, another study using phase analysis suggested that, in response to odour 
stimulation, beta oscillations originate in the OB before spreading into the PC, 
consistent with the flow of sensory information (Kay and Beshel, 2010). It was 
therefore proposed that beta oscillations may serve as a means of transmitting 
olfactory information from the OB to higher order areas (Neville and Haberly, 2003; 
Kay and Beshel, 2010). However, the precise aetiology and functional significance (if 
any) of beta and other olfactory oscillations remain to be elucidated. 
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Odour-evoked	post-stimulus	dynamics	
We observed interesting post-stimulus responses in some experiments (Figure 4-5). 
Post-stimulus responses may serve the obvious function of signalling the removal of 
the odour stimulus. As these post-stimulus responses typically followed on-stimulus 
responses of the opposite polarity (e.g. on-stimulus excitation followed by post-
stimulus inhibition and vice versa), we reasoned that they may represent a form of 
rebound response, likely supported by reciprocal excitatory and inhibitory 
connections. The PC is rich in network elements that are capable of orchestrating 
rebound excitation and inhibition. Principal neurons and local inhibitory 
interneurons are known to make extensive reciprocal connections onto each other by 
way of the recurrent excitatory network and the inhibitory microcircuits.  
Accordingly, it has been shown that odour evokes both EPSCs and IPSCs in principal 
neurons in vivo (Poo and Isaacson, 2009, 2011). As Vm (and therefore spiking) 
depends on the moment-to-moment interaction between opposing synaptic currents, 
it was therefore unsurprising to see the voltage response transition sharply from 
excitatory to inhibitory and vice versa at odour offset. Although the details of how 
this occurs remain obscure. 
 
 
Habituation	of	odour	responses	
Odour habituation in the PC is rapidly induced in both anaesthetised and awake, 
freely moving animals (McCollum et al., 1991; Wilson, 1998b, a, 2000), suggesting 
that response adaptation is an inherent property of the olfactory system, similar to 
that observed in other sensory cortices. Habituation has been shown to be highly 
odour-specific (Wilson, 1998a, 2000; Linster et al., 2009), and cross-odour habituation 
is minimal even when the animal is habituated to structurally similar odorants 
(Wilson, 2000; Cleland et al., 2002).  
 
As our experimental paradigm was designed to investigate olfactory tuning instead 
of habituation, we have only preliminary data on this aspect of the odour response. 
Interestingly, although response habituation was not quantitatively measured in the 
current study, we noted that PC principal neurons did not appear to be homogenous 
in their capacity for odour habituation. In some cases, we observed a rapid 
habituation of odour responses in neurons upon repeated stimulation with the same 
odour (Figure 4-6); in others, the neurons appeared resistant to habituation and 
responded faithfully with each repetition of the odour (Figure 4-5).  
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It is thought that odour habituation in the PC is primarily caused by activity-
dependent short-term depression of LOT afferents, which appears to be triggered by 
the activation of presynaptic metabotropic glutamate receptors (mGluRs; Best and 
Wilson, 2004). Moreover, it is known that the induction of long-term potentiation 
(LTP) at associational synapses is critically dependent on the activation of muscarinic 
acetylcholine receptors (mAChRs; Patil et al., 1998). Interestingly, it was found that 
blockade of mAChRs with systemic infusion of scopolamine during the habituation 
paradigm generalised odour habituation and abolished odour specificity (Linster et 
al., 2009). It was therefore suggested that odour habituation is the net result of 
interactions between short- and long-term plasticity processes at different synapses 
(i.e. afferent synaptic adaptation and intracortical synaptic potentiation; Linster et al., 
2009).  
 
An earlier study in which unit recordings were acquired simultaneously from the OB 
and the PC during an odour habituation paradigm revealed that odour-evoked 
spiking in both regions habituate over different time courses (Wilson, 1998a). As 
such, it is possible that the habituation of odour responses observed in our 
experiments may not have been entirely ‘local’ in origin; instead, it could have been 
in part caused by the habituated output from olfactory areas upstream of the PC. 
Moreover, it is also possible that odour habituation may be concentration-dependent; 
however, as we presented each odour at a fixed concentration (10% saturated 
vapour; see Section 2.3.1 Olfactometer), we cannot speculate whether this is the case. 
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Chapter 5.  Olfactory tuning assessed under current clamp 
5.1 Introduction 
Two recent in vivo studies using single-cell unit recording (Zhan and Luo, 2010) and 
whole-cell patch clamping (Poo and Isaacson, 2009) reported that odour 
representation in the PC involves both broadly tuned and narrowly tuned principal 
neurons. Poo and Isaacson later showed that excitatory tuning in broadly tuned 
neurons can be narrowed by selectively blocking intracortical recurrent excitation 
with baclofen in vivo (Poo and Isaacson, 2011). Importantly, none of these studies 
addressed the putative functional differences between the two main classes of 
principal neurons or how such differences may contribute to the differential 
neuronal tuning reported (see Section 1.7 PhD project). 
 
PC principal neurons are traditionally regarded as a functionally homogenous 
neuronal population. However, recent work has confirmed that principal neurons 
are broadly divisible into two distinct neuronal classes (SL and SP cells) based on 
morphometric, electrophysiological and synaptic properties (Suzuki and Bekkers, 
2006; Wiegand et al., 2011; Hagiwara et al., 2012). As such, our working model of the 
aPC excitatory network hinges on the following assumptions: 1) SL and SP cells 
represent opposite ends of a graded continuum of neuronal properties and 2) 
intracortical connectivity increases along the cortical superficial-to-deep axis (see 
Section 1.4.4 Model of aPC excitatory network (a graded continuum)). 
 
Based on this model, we hypothesise that principal neurons will exhibit graded 
differences in olfactory (excitatory) tuning. Specifically, we predict that SP cells will 
be more broadly excited by odours than SL cells due to their comparatively rich 
intracortical connectivity (see Section 1.7.2 Hypotheses).  
 
 
5.2 Chapter aims 
In this chapter, we aim to determine whether SL and SP cells show a difference in 
olfactory tuning. This was achieved by quantitatively measuring odour responses 
using z-score analysis, and then correlating olfactory tuning with the AHP 
amplitude, which was used as a proxy for neuronal identity. 
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5.3 Results 
5.3.1 Z-score analysis of current clamp data 
Supra- and sub-threshold odour responses were quantitatively measured using 
z-score analysis as detailed in the Methods (see Section 2.6.2 Respiratory epochs and 
Section 2.6.3 Z-score analysis). Odour responses were then separated into three 
categories (excitation, inhibition and unresponsive). Odour trials that showed 
suprathreshold excitation (i.e. increased spike count per respiratory epoch) often 
showed subthreshold excitation (i.e. increased mean Vm per respiratory epoch; 
Figure 5-1). However, this correlation could break down at times, depending on the 
relative levels of spiking and subthreshold activity during the baseline period in each 
trial (e.g. Figure 5-1, Anisole).  
 
Consistent with other studies (Wilson, 1998a; Litaudon et al., 2003; Poo and Isaacson, 
2009), we found the spontaneous firing rate of principal neurons under urethane 
anaesthesia to be low (1.0 ± 0.34Hz; n = 32).  In Figure 5-2, we selected an example 
neuron with a substantially higher basal firing rate (~4Hz) to better illustrate odour-
evoked inhibition. Odour stimulation frequently evoked simultaneous excitatory and 
inhibitory responses within the same trial (Figure 5-2). As predicted (see Section 
2.6.3.1 Analysis of supra- and sub-threshold responses), odour-evoked inhibition was 
considerably more difficult to quantitate due to the low basal firing rate of principal 
neurons and the similarity of the RMP to the chloride reversal potential. Despite the 
conservative z-score threshold of -1 used, we found that odour-evoked decreases in 
spiking still frequently evaded detection. Figure 5-2 shows trials in which 
suprathreshold inhibition (i.e. decreased spike count per respiratory epoch) was not 
detected despite a complete cessation of spiking activity during the odour (Figure 
5-2, Lavender, 2-heptanone and others). Olfactory tuning indices were then calculated 
for each neuron as detailed in the Methods (see Section 2.6.4 Olfactory tuning indices; 
Figures 5-1 and 5-2). 
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Figure 5-1 Z-score analysis (odour-evoked excitation) 
Odour-evoked supra- and sub-threshold responses are separately quantified using z-score 
analysis (see text). A. Excerpt of concurrent current clamp data and respiration during an 
odour trial. Black and red bars correspond to the baseline (8s) and odour (3s) periods used in 
the analysis B1. Z-score analysis of suprathreshold activity (epoch spike count). Top, three 
overlaid examples of epochb (black) and epocho (red) from the trial shown in A. Bottom, 
z-score plot of epoch spike count over the entire odour trial (30s). As shown, several epocho 
(red data points) exceed the excitation threshold (red dashed line). This trial is therefore said 
to exhibit suprathreshold excitation. B2. Z-score analysis of subthreshold activity (mean epoch 
Vm) for the same trial. Respiratory epochs are first median-filtered to remove spikes. The 
mean Vm is then calculated for each epoch. As shown, the z-score plot indicates subthreshold 
excitation. C. Responses of the same neuron to 15 different odours. The odour trial in A and 
B appears in the middle panel. Filled circles: red = suprathreshold excitation; 
pink = subthreshold excitation. This neuron is assigned the following tuning indices: 
suprathreshold excitation = 6/15 or 0.4; subthreshold excitation = 5/15 or 0.33; suprathreshold 
inhibition = 0/15 or 0; subthreshold inhibition = 0/15 or 0. 
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Figure 5-2 Z-score analysis (odour-evoked inhibition) 
Quantifying odour-evoked supra- and sub-threshold inhibition using z-score analysis is 
associated with inherent difficulties (see text). A, B and C follow the same figure configuration 
as Figure 5-1. We selected a cell with a higher basal firing rate to better illustrate odour-
evoked inhibition. Red and blue dashed lines on the z-score plots represent the detection 
thresholds for excitation and inhibition, respectively. Filled circles: red = suprathreshold 
excitation; pink = subthreshold excitation; dark blue = suprathreshold inhibition; light 
blue = subthreshold inhibition. As shown in C, despite a complete cessation of spiking during 
the presentation of some odours, the z-score analysis frequently failed to detect 
suprathreshold inhibition (e.g. lavender, 2-heptanone and others). This neuron is assigned 
the following tuning indices: suprathreshold excitation = 2/15 or 0.13; subthreshold excitation 
= 1/15 or 0.07; suprathreshold inhibition = 5/15 or 0.33; subthreshold inhibition = 12/15 or 0.8. 
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5.3.2 Excitatory tuning is graded across the PC cortical axis 
Having now calculated olfactory tuning indices for all neurons in the dataset 
(n = 44), we next sought to determine the relationship between olfactory tuning and 
neuronal identity (see Chapter introduction for hypotheses). As discussed in Chapter 
3, even though morphological information was lacking for most neurons in the 
dataset, it was still possible to distinguish between SL and SP cells recorded in vivo 
by using either the somatic recording depth or intrinsic electrical signatures such as 
the AHP. 
 
We found both supra- and sub-threshold excitatory tuning correlated strongly with 
the AHP (suprathreshold excitation: r = 0.42, p = 0.0041 (**); subthreshold excitation: 
r = 0.62, p < 0.0001 (****); n = 44 neurons in both cases; Pearson’s correlation; Figure 
5-3, Top). Consistent with our prediction, presumed SP cells (characterised by small 
AHP) tended to be more broadly excited by odours, as indicated by their larger 
excitatory tuning indices, than presumed SL cells (characterised by large AHP; 
Figure 5-3, Top). Importantly, excitatory tuning appeared to be graded across the 
range of neuronal AHP amplitudes (Figure 5-3, Top), which in turn correlated with 
the recording depth of the neuron (as shown in Chapter 3, Figure 3-5). These data 
therefore confirms our hypothesis that excitatory tuning is graded across the PC 
superficial-to-deep axis. Moreover, we found that supra- and sub-threshold 
excitatory tuning were closely matched within individual neurons (mean 
suprathreshold excitatory tuning: 0.29 ± 0.04; mean subthreshold excitatory tuning: 
0.29 ± 0.04; p = 0.95 (ns), n = 46 pairs; paired t-test). These results suggest that, in 
most cases, odour-evoked EPSPs (that crossed the z-score threshold) were sufficient 
to increase spike output in our experiments. 
 
We found no significant correlation between inhibitory tuning and the AHP 
(suprathreshold inhibition: r = -0.094, p = 0.54 (ns); subthreshold inhibition: r = -0.26, 
p = 0.094 (ns); n = 44 neurons in both cases; Pearson’s correlation; Figure 5-3, Bottom). 
These results suggest that odour-evoked inhibition is recruited without regard to 
neuronal identity (SL and SP cells appear to receive variable levels of inhibitory 
inputs; however, on average, they do not differ in their inhibitory odour tuning). We 
also found that the supra- and sub-threshold inhibitory tuning differed significantly 
within the same principal neuron (mean suprathreshold inhibitory tuning: 
0.09 ± 0.03; mean subthreshold inhibitory tuning: 0.51 ± 0.04; p < 0.0001 (****); n = 44 
pairs; paired t-test). These differences may be explained by the low basal firing rate 
of principal neurons (see previous section), because odour-evoked reductions in 
spiking would not then be reliably detected using the z-score method. However, the 
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subthreshold inhibitory tuning should still be measured reliably. Indeed, we found 
the mean subthreshold inhibitory tuning to be significantly greater than the mean 
subthreshold excitatory tuning (0.51 ± 0.04 cf. 0.29 ± 0.04, p = 0.0033 (**); n =44 pairs).  
As such, our data indicate that inhibition is more broadly activated by odours in vivo 
than is excitation. While this interpretation fits well with previous reports that 
inhibition is ubiquitously recruited in response to odours (Poo and Isaacson, 2009; 
Zhan and Luo, 2010), one must be wary of the suitability of current clamp recordings 
as a tool to accurately gauge odour-evoked inhibition (see Chapter discussion). 
 
 
 
Figure 5-3 Excitatory tuning of principal neurons correlates strongly with the AHP 
Top, Both supra- and sub-threshold excitatory tuning correlate strongly with the AHP, 
confirming our hypothesis that excitatory tuning is graded across the PC superficial-to-deep 
axis. Bottom, inhibitory tuning (supra- and sub-threshold) shows no correlation with the AHP, 
suggesting that inhibition is broadly recruited in the PC, regardless of neuronal identity (r and 
p values as shown; n = 44 neurons for all; Pearson’s correlation). Note the wedge-shaped 
distribution of data points in both excitatory tuning plots (pink shaded areas), which is not 
observed in the inhibitory tuning plots (blue shaded areas; see next section for a possible 
explanation).  
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Moreover, we found no direct correlation between neuronal tuning and the 
recording depth (see Appendix 2. Olfactory tuning vs. recording depth). These results 
were surprising given that we found excitatory tuning to be strongly correlated with 
the AHP (Figure 5-3), the latter in turn correlated with the neuronal recording depth 
(Figure 3-5). We reasoned the observed lack of correlation could be due to 
inaccuracies inherent to the measurement of somatic depth (see Chapter discussion). 
 
5.3.3 Simulation of odour coding across the cortical axis 
Our results indicate a strong linear correlation between excitatory tuning and the 
AHP; however, the distribution of data points in both supra- and sub-threshold 
excitatory tuning plots can be better described as ‘wedge-shaped’ than linear (Figure 
5-3, Top). It is likely that the scattered distribution of data points is caused by the fact 
that, by limiting our test odour palette to only 15 odours, the odour space was 
drastically under-sampled in these experiments. This explanation was tested by 
means of a simple numerical model (Figure 5-4). 
 
In this model, the size of the virtual odour space (i.e. the total number of odours that 
can be perceived by the olfactory system) was set to encompass 1000 odours. Each 
odour was assigned an identity from 1 to 1000. The number of neurons in the 
simulation was 50, close to the number of neurons in our experiments (44 neurons). 
Each neuron was then randomly assigned a cortical fractional depth between ‘0’ and 
‘1’, where ‘0’ signifies the upper limit of layer 2 and ‘1’ signifies the lower limit of 
layer 2. We assumed a linear relationship between fractional depth and odour tuning 
index, such that a neuron whose soma is located at fractional depth ‘1’ would have a 
tuning index of 0.2 and a neuron at fractional depth ‘0’ would have an index of 0 
(Figure 5-4A1). That is, the former would respond to 20% of the odour space whereas 
the latter would respond to 0%. The identities of the odours that would evoke an 
excitatory response in a given neuron was determined by a random number 
generator that generated numbers between 1 and 1000. 
 
If the entire odour space was tested (i.e. 1000 odours), the excitatory tuning index for 
each simulated neuron would then be accurately measured, thus revealing the 
assumed linear relationship between excitatory tuning and the somatic depth (Figure 
5-4A1). As shown, by progressively decreasing the number of odours tested (to 500, 
50 and 15 odours), the scatter increases as the virtual odour space becomes 
increasingly under-sampled (Figure 5-4A2~A4). The qualitative similarity between 
the experimental and model distributions for 15 odours (Figures 5-3 and 5-4A4) is 
consistent with our interpretation.  
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Figure 5-4 Simulation of olfactory coding across cortical axis 
Odour responses of 50 neurons are simulated using a numerical model (see text). A1. 
Assuming that the neuronal excitatory tuning bears a perfect linear relationship with the 
somatic depth, this relationship can be visualised if the entire virtual odour space (set at 1000 
odours) is sampled. A2~A4. By decreasing the number of odours tested, the distribution of 
simulated excitatory tuning becomes increasingly scattered, eventually assuming a ‘wedge-
shaped’ distribution (similar to the experimental distribution) when only 15 odours are tested. 
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5.4 Discussion 
In this chapter, we show that complex odour responses can be separated into three 
simple categories (excitation, inhibition and unresponsiveness) by comparing odour-
evoked supra- and sub-threshold activities against baseline activity. Recent reports 
suggest that principal neurons of the PC utilise a rate-based coding strategy to 
convey olfactory information to downstream targets. Specifically, information 
regarding odour identity has been shown to be encoded in the sniff-locked spike rate 
and not in the phase of the spikes relative to the sniff cycle (Miura et al., 2012; Gire et 
al., 2013). In the same study, Gire and colleagues also showed that information 
regarding odour valence appears to be encoded in the spike rate that is, however, not 
bound by the respiratory cycle, suggesting that principal neurons may multiplex 
different aspects of stimulus information in their spike trains (Gire et al., 2013). 
Interestingly, another study showed that spike timing in principal neurons is phase-
locked to the LFP beta oscillations (Poo and Isaacson, 2009). If olfactory information 
is indeed multiplexed in the PC, it is potentially possible that the spike-LFP 
relationship may convey a different stream of information regarding the odour 
stimulus. Nevertheless, since odour identity appears to be encoded in the sniff-
locked spike rate, we argue that our simple respiratory cycle-based method that 
compares the magnitude of odour-evoked activity to the baseline level is in fact, 
appropriate in a study of olfactory tuning. It should be clarified that we only 
analysed the activity during the 3s odour presentation period and ignored any post-
odour activity (see Section 4.3.2.3 Post-stimulus or ‘off ‘responses). 
 
 
Odour-evoked	excitation		
Our data confirm previous reports that principal neurons of the PC are differentially 
tuned (Poo and Isaacson, 2009; Zhan and Luo, 2010; Miura et al., 2012). Importantly, 
we show that excitatory tuning (supra- and sub-threshold) is graded across the 
cortical superficial-to-deep axis, as it correlated strongly with the neuronal AHP 
(Figure 5-3), which in turn correlated with the recording depth of the neuron (Figure 
3-5). As can be predicted, the subthreshold excitatory tuning showed stronger 
correlation with the AHP than the suprathreshold excitatory tuning, presumably due 
to the fact that odour applications sometimes resulted in only subthreshold 
depolarisation without triggering spikes. These findings fit well with our working 
model of the aPC excitatory network, in which diverse neuronal properties and 
intracortical connectivity transition smoothly across the cortical axis. In short, our 
results suggest that superficially located SL cells are more selectively activated by 
odours as they receive mainly bulbar input, whereas deeper cells (SP and DP cells) 
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are more broadly activated by odours because they receive both bulbar and 
intracortical inputs. These interpretations are consistent with recent reports that PC 
intracortical connectivity increases across the cortical superficial-to-deep axis 
(Wiegand et al., 2011) and that the excitatory tuning of principal neurons can be 
narrowed experimentally by blocking intracortical recurrent excitation with baclofen 
(Poo and Isaacson, 2011).  
 
 
Odour-evoked	inhibition	
It has been suggested that inhibition is broadly activated in response to odour. Using 
voltage clamp recordings, a recent study showed that PC principal neurons are 
selectively excited and globally inhibited by odours presented in vivo (Poo and 
Isaacson, 2009). Consistent with this report, another group made direct unit 
recordings from PC interneurons and showed that they are indeed broadly excited 
by diverse odours (Zhan and Luo, 2010).  
 
Our results are largely consistent with the current opinion that inhibition is globally 
recruited in the PC in response to odour. Neuronal inhibitory tuning (both supra- 
and sub-threshold) showed no correlation with the AHP, suggesting that inhibition 
is recruited without bias across the cortical axis, irrespective of neuronal identity or 
somatic location. Moreover, we show that odour applications more frequently 
resulted in subthreshold inhibition than excitation (i.e. mean subthreshold inhibitory 
tuning > mean subthreshold excitatory tuning), consistent with the idea that 
inhibition is more broadly activated by odours than excitation. 
 
We found that odour-evoked inhibition under current clamp conditions was 
considerably more difficult to quantitate. Therefore we must question the suitability 
of the current clamp approach in the assessment of odour-evoked inhibition. The z-
score method often failed to detect suprathreshold inhibition due to the low basal 
firing rate of principal neurons (see Figure 5-2C for examples); consequently, many 
neurons were assigned a suprathreshold inhibitory tuning index of zero (Figure 5-3, 
Bottom left). If suprathreshold inhibition could not be accurately quantified due to 
low basal firing, then its subsequent correlation with the AHP would be rendered 
meaningless. However, the z-score method readily detected subthreshold inhibition 
(i.e. odour-evoked Vm hyperpolarisation); in fact, only 1 out of 44 neurons was 
assigned an inhibitory tuning index of zero (Figure 5-3, Bottom right). This 
observation could mean that inhibition is recruited with a true lack of selectivity for 
odours or it could represent an artefact associated with the modest z-score detection 
threshold used. 
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In summary, although our results regarding odour-evoked inhibition are consistent 
with other reports, current clamp recordings are not ideal for a clear assessment of 
inhibitory responses. For this reason, we went on to conduct voltage clamp 
experiments in order to probe odour-evoked excitation and inhibition independently 
of each other. Data thus acquired are presented in the next two chapters.  
 
 
Simulation	of	the	odour	space	
We used a simple numerical model with a fixed number of neurons to simulate 
odour coding across the PC cortical axis (Figure 5-4). The parameters within this 
model are admittedly very artifical; however, the model demonstrates the possbility 
that the undersampling of the odour space could cause the observed distribution of 
our excitatory tuning data (Figure 5-3, Top). By reducing the number of odours 
tested, the distribution of data points becomes increasingly scattered (or wedge-
shaped rather than linear) due to under- and over-estimation of neuronal tuning. 
 
Although it is known that the mouse genome contains 913 genes encoding functional 
ORs (Godfrey et al., 2004), the size of the odour space cannot be empirically 
measured for any organisms  due to the combinatorial nature of olfactory coding (see 
Section 1.2.2 Combinatorial code and the odour space). Nevertheless, it was estimated 
that rodents (and even humans) may discriminate between several thousands to tens 
of thousands of odours (Kaupp, 2010); a recent report has even suggested that 
humans have the ability to distinuguish more than 1 trillion odours (Bushdid et al., 
2014; but see Gerkin and Castro, 2015; Meister, 2015). In this light, our virtual odour 
space of 1000 odours is likely too conservative an estimate; however, this will not 
affect the broad conclusion. 
 
 
AHP	and	recording	depth	as	proxies	for	the	neuronal	identity	
We showed in Chapter 3 that it is possible to distinguish between SL and SP cells 
recorded in vivo using either the AHP or the recording depth of neurons. Since the 
AHP is a direct electrical property of the neuron, we therefore thought that it might 
be better suited as an indicator of neuronal identity. Indeed, our data show that 
excitatory tuning correlates strongly with the AHP (Figure 5-3). It was shown earlier 
that the latter correlates strongly with the somatic depth under both in vitro and in 
vivo recording conditions (Figure 3-5). Considering the relationships between these 
parameters (excitatory tuning, AHP and somatic depth), one can reasonably expect 
that neuronal excitatory tuning should correlate with the somatic depth; hence the 
observed lack of correlation was indeed puzzling (Appendix 2. Olfactory tuning vs. 
recording depth). 
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It is possible that the correlation between neuronal excitatory tuning and the somatic 
depth was masked in our experiments due to uncertainties inherent to the 
measurement of the recording depth, which include: 1) the exact location of the 
cortical surface (at which the micromanipulator was zeroed) is difficult to ascertain 
in ‘blind’ patch clamping experiments; 2) the z-depth measurement does not take 
into account the curvature of the cortical surface (see Figure 2-5) and 3) the thickness 
of the cortical layers can vary substantially from one place to another in the aPC 
(Haberly, 1983). We therefore feel more confident that the use of AHP, as a cell-
autonomous measure of neuronal identity, is more reliable.  
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Chapter 6.  Odours elicit opposing synaptic currents in vivo 
6.1 Introduction 
We conducted voltage clamp experiments to examine spontaneous and odour-
evoked excitatory and inhibitory synaptic transmission. Neurons were alternately 
held at -70mV and +10mV, close to the expected reversal potentials for monovalent 
anions and cations, respectively, in order to separately measure EPSCs and IPSCs. 
 
Sensory processing is dependent on the balanced recruitment of excitation and 
inhibition in many neocortical areas (Wehr and Zador, 2003; Haider and McCormick, 
2009; Yizhar et al., 2011; Longordo et al., 2013). It is thought that the recruitment of a 
level of inhibition that matches the afferent excitatory drive may serve functional 
purposes, such as increasing the temporal precision of spike-timing thereby reducing 
the randomness of cortical operations (Pouille and Scanziani, 2001; Wehr and Zador, 
2003; Poo and Isaacson, 2009), or increasing noise, which can have benefits for coding 
(Shadlen and Newsome, 1998; Destexhe, 2010). It is possible that cortical processing 
of olfactory information is similarly dependent on matched excitatory and inhibitory 
activities. We therefore ask whether odour stimulation results in balanced excitation 
and inhibition in principal neurons of the PC in vivo. 
 
6.2 Chapter aims 
In this chapter we explore the basic properties of spontaneous and odour-evoked 
EPSCs and IPSCs, including their magnitudes and levels of respiratory entrainment. 
We also ask whether odour stimulation elicits balanced EPSCs and IPSCs in vivo. 
 
6.3 Results 
Although voltage clamping in neurons with dendrites is prone to errors (Williams 
and Mitchell, 2008), it is generally accepted that voltage-clamp recordings can 
provide useful information if the electrode access resistance is kept sufficiently low 
(< ~30 MΩ) and stable over time. As we have done for the current clamp data, we 
monitored the stability of the voltage clamp recordings during experiments (see 
Appendix 3. Stability of voltage clamp recordings over time). Overall, we were satisfied 
with the stability and quality of the recordings. 
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6.3.1 Olfactory responses under voltage clamp 
There were obvious differences between excitatory and inhibitory synaptic 
transmission recorded under voltage clamp conditions. Principal neurons appeared 
to be under a substantial level of inhibitory tone, such that IPSCs were noticeably 
larger and more frequent than EPSCs during both spontaneous and odour-evoked 
activities (Figure 6-1). We therefore sought to quantify the magnitudes of excitatory 
and inhibitory inputs in the next section. As shown in Chapter 4, current clamp 
responses can be separated into three categories: excitation, inhibition and 
unresponsiveness. We confirm that similar categories exist under voltage clamp 
conditions. In response to odour stimulation, a given neuron could exhibit excitation, 
inhibition or unresponsiveness in any combination (Figure 6-1). 
 
 
6.3.2 Synaptic inhibition dominates and scales with excitation 
We calculated the charge transfer and mean conductance for each respiratory epoch 
as detailed in the Methods (see Section 2.6.3.2 Analysis of synaptic currents). We then 
compared these parameters between periods of baseline (to assess spontaneous 
activity) and odour presentation, both 3s in duration. By averaging across odour 
trials and neurons in the dataset, we found that for both epoch charge and 
conductance, the magnitude of IPSCs dominated that of EPSCs during spontaneous 
activity and during odour (Table 6-1, E/I ratios and Figure 6-2C, Slopes).  
 
Importantly, both epoch charge and conductance showed strong (positive) linear 
correlations between EPSCs and IPSCs (see Figure 6-2C for r, p and slope values; 
Pearson’s correlation). Our data therefore indicate that over the range of 
physiological magnitudes examined, spontaneous and odour-evoked excitation was 
matched by the proportional recruitment of inhibition, while always maintaining 
inhibitory dominance (Figure 6-2). These findings are in agreement with those of 
Franks and colleagues, who recently showed that synaptic inhibition dominates and 
scales with recurrent excitation in PC slices (Franks et al., 2011). However, it should 
be noted that as we cannot segregate the contributions of bulbar and recurrent 
excitation in our experiments, the observed proportional recruitment of EPSCs and 
IPSCs likely represents a general property of the cortical circuit as a whole. 
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Figure 6-1 Olfactory responses under voltage clamp 
A. Examples of olfactory inhibition (IPSC) and excitation (EPSC) recorded in different 
neurons. Grey traces represent concurrently recorded respiratory signal. Red bars indicate 
odour presentation (3s). B. Examples of olfactory excitation (B1, EPSC), inhibition (B1, IPSC) 
and unresponsiveness (B2, EPSC & IPSC) recorded from the same neuron. 
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Figure 6-2 Inhibition dominates and scales with excitation 
A. Example showing opposing synaptic currents recorded from the same neuron in response 
to anisole. Black and red bars denote the baseline (spontaneous activity) and odour 
presentation periods (both 3s) used in this analysis. B. Three superimposed examples of 
epochb (black traces) and epocho (red traces) from which the mean epoch charge and 
conductance are calculated. B1 and B2 show IPSC and EPSC data, respectively. C. For both 
mean epoch charge transfer (left panels) and mean epoch conductance (right panels), the 
magnitude of IPSCs grades with and dominates that of EPSCs (r and p values as shown; 
n = 248 x-y pairs; n = 16 cells; Pearson’s correlation). A line of best-fit and its slope is 
included in each panel. 
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 EPSC IPSC E/I ratios Paired t-test  
 n = 338 trials n = 251 trials n = 251 trials n = 248 pairs 
Mean epoch Q (pA  s) 20.8 ± 0.57 51.7 ± 2.4 0.53 ± 0.02 p < 0.0001 (****) 
Mean epoch G (nS) 0.83 ± 0.022 1.8 ± 0.083 0.60 ± 0.02 p < 0.0001 (****) 
Mean epoch Q (pA  s) 26.7 ± 0.88 61.4 ± 2.9 0.59 ± 0.02 p < 0.0001 (****) 
Mean epoch G (nS) 1.0 ± 0.029 2.0 ± 0.098 0.66 ± 0.02 p < 0.0001 (****) 
Table 6-1 Synaptic inhibition dominates excitation 
Summary table displaying the mean epoch charge (Q) and mean epoch conductance (G) 
during spontaneous (black) and odour-evoked (red) activities. E/I ratios stand for EPSC/IPSC 
ratios.  Data are expressed as mean ± SEM. 
 
6.3.3 Odour increases the respiratory entrainment of synaptic currents 
As shown previously, the respiratory entrainment of current clamp data often 
became more pronounced during odour in a phenomenon known as ‘respiratory 
patterning’ (see Figure 4-3B). We reasoned that these patterned fluctuations in Vm 
were likely driven by similarly patterned synaptic conductances. To test this, we 
calculated the cross correlation between the membrane current and the concurrently 
recorded respiratory signal during 3s of baseline and odour-evoked activities (Figure 
6-3). As before, traces were first normalised to their autocorrelation to correct for 
differences between signal amplitudes. The (peak) cross correlation amplitude was 
used as a measure of respiratory entrainment. 
 
As expected, both EPSCs and IPSCs frequently showed odour-evoked respiratory 
patterning, as indicated by the enhanced mean cross correlation amplitude during 
odour, relative to baseline (Table 6-2, Bottommost row). The mean cross correlation 
amplitude during spontaneous activity did not differ significantly between EPSCs 
and IPSCs (Table 6-2, Rightmost column). Surprisingly, odours preferentially 
enhanced the respiratory entrainment of IPSCs more than EPSCs (Table 6-2, 
Rightmost column). Plotting the peak cross correlation amplitudes of IPSCs against 
those of EPSCs showed a significant correlation during both baseline and odour (see 
Figure 6-4 for r and p values). However, odour application caused a shift above the 
diagonal (Figure 6-4, Grey dashed line). This shift was quantified by calculating the 
peak cross correlation ratio (IPSCxcorr/EPSCxcorr), where ratios > 1 indicate that the 
IPSCs are more strongly patterned than the EPSCs. Histograms of these ratios are 
shown on the diagonal (Figure 6-4). These confirm that odour stimulation shifted the 
ratios towards higher values. These results suggest that, similar to the proportional 
relationship between the magnitudes of EPSCs and IPSCs (Figure 6-2C), respiratory 
entrainment is recruited in a proportional manner between EPSCs and IPSCs.  
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Figure 6-3 Synaptic currents show odour-evoked respiratory patterning 
A1. Concurrently recorded membrane current (EPSC) and respiration (grey) showing odour-
evoked respiratory patterning (of EPSC). Black and red bars delineate the baseline and odour 
periods (3s) used in the cross-correlogram A2. Cross-correlograms of membrane current and 
respiration. As shown, the peak cross correlation amplitude is increased during odour (red), 
relative to baseline (black). B. Same configuration as in A, showing IPSC data.  
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Figure 6-4 Odour preferentially enhances the respiratory entrainment of IPSCs 
Scatter plots showing the distribution of the peak cross correlation amplitudes for EPSCs and 
IPSCs during spontaneous (black) and odour-evoked (red) activities. Histograms showing the 
distribution of the peak cross correlation ratios (IPSCxcorr/EPSCxcorr) are presented on the 
diagonal. Grey dashed line represents the relation if the levels of respiratory entrainment of 
EPSC and IPSC were equal (i.e. peak cross correlation ratio = 1). As shown, odour 
stimulation appears to preferentially enhance the respiratory entrainment of IPSCs more than 
EPSCs (i.e. peak cross correlation ratio > 1). Moreover, the peak cross correlation amplitudes 
of EPSCs and IPSCs correlate strongly with each other both during spontaneous activity and 
odour (r and p values as shown; n = 249 x-y pairs; n = 16 cells; Pearson’s correlation).  
 
 
 
 
 
Respiratory entrainment EPSC IPSC  Paired t-test  
Peak cross correlation n = 339 trials n = 251 trials n = 251 pairs 
Baseline (spontaneous) 0.21 ± 0.003 0.23 ± 0.005 p = 0.055 (ns) 
Odour-evoked 0.23 ± 0.004 0.30 ± 0.008 p < 0.0001 (****) 
Paired t-test  p = 0.0023 (**) p < 0.0001 (****)  
Table 6-2 Synaptic currents show odour-evoked respiratory patterning 
Summary table showing the level of respiratory entrainment (peak cross correlation 
amplitude) during spontaneous and odour-evoked activities. Data are expressed as 
mean ± SEM. 
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6.3.4 IPSC peaks earlier than EPSC in a respiratory cycle during odour 
In many cortical regions, sensory stimulation often results in stereotyped sequence of 
excitation that leads inhibition by several milliseconds (Wehr and Zador, 2003; 
Wilent and Contreras, 2005; Liu et al., 2010). We ask whether odour evokes similarly 
sequenced synaptic events in the PC. 
 
We found that, within each respiratory epoch, spontaneous and odour-evoked 
synaptic currents manifested as compound currents consisting of individual synaptic 
events riding on top of one another (Figure 6-5B). We calculated the mean 
respiration-aligned peak times for EPSCs and IPSCs during 3s of baseline and odour-
evoked activities (Figure 6-5 A & B), values were then compared across neurons and 
odour trials (Figure 6-5C). Overall, our data indicate that the peak times of 
spontaneous EPSCs and IPSCs did not differ significantly from each other (Table 6-3, 
Rightmost column). Odour stimulation caused both EPSCs and IPSCs to peak earlier 
than during spontaneous activity (Table 6-3, Bottommost row); however, this 
difference was relatively marginal in the case of excitation (1.7% respiratory cycle or 
6.8ms), compared to inhibition (4.7% respiratory cycle or 18.8ms). Hence, contrary to 
our expectation, we found that odour-evoked IPSCs generally peaked earlier than 
EPSCs in a respiratory cycle (Table 6-3 and Figure 6-5). Lastly, we returned to the 
cross correlation analysis (membrane current and respiratory signal) and compared 
the peak cross correlation lag times of EPSCs and IPSCs. We found that on average, 
odour-evoked peak inhibition preceded peak excitation by ~25ms in a respiratory 
cycle (data not shown). These results are in strong agreement with the results of 
current peak time analysis described above. 
 
 
 
Current peak time EPSC IPSC  Paired t-test  
(% Respiratory cycle) n = 339 trials n = 251 trials n = 249 pairs 
Baseline (spontaneous) 49 ± 0.63 48 ± 0.66 p = 0.084 (ns) 
Odour-evoked 47 ± 0.63 43 ± 0.79 p = 0.0007 (***) 
Paired t-test   p = 0.045 (*) p < 0.0001 (****)  
Table 6-3 Current peak times during spontaneous activity and during odour 
Summary table displaying the respiration-aligned peak times of EPSC and IPSC as a 
percentage of the respiratory cycle. Data are expressed as mean ± SEM.  
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Figure 6-5 IPSC peaks earlier than EPSC in a respiratory cycle during odour 
A. Example showing opposing synaptic currents recorded from the same neuron in response 
to limonene. Black and red bars delineate the baseline and odour periods (3s) used in this 
analysis. B. Superimposed respiratory epochs (grey) extracted from the baseline (B1) and 
odour (B2) periods for EPSC and IPSC. Blue and red traces show the respective response 
average. C. Cumulative peri-respiration time histograms (PRTH) showing the peak times of 
EPSCs and IPSCs during baseline (C1) and odour-evoked (C2) activities. PRTH show all 
neurons and odour trials. During baseline or spontaneous (Spont.) activity, the peak times of 
EPSC and IPSC do not differ significantly (p value as shown; n = 249 pairs; n = 16 cells; 
paired t-test). The peak times of spontaneous EPSCs and IPSCS are therefore pooled and 
presented as the combined spontaneous PRTH (green) in C2. As shown, odour-evoked 
IPSCs peak significantly earlier in a respiratory cycle relative to the combined spontaneous 
PRTH, while the peak times for odour-evoked EPSCs are not significantly different (p values 
as shown, t-test). 
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6.4 Discussion 
Balanced	excitation	and	inhibition	
A balance between excitation and inhibition is widely observed in diverse cortical 
regions during both spontaneous (Haider et al., 2006; Atallah and Scanziani, 2009) 
and stimulus-evoked activities (Wehr and Zador, 2003; Haider and McCormick, 
2009; Yizhar et al., 2011; Longordo et al., 2013). The ‘balance’ refers to the 
proportionality between excitation and inhibition (i.e. excitation/inhibition or E/I 
ratio). In the auditory cortex and the primary visual cortex, a stereotyped stimulus 
activates excitatory and inhibitory conductances of approximately equal magnitudes 
(E/I ratio ≈ 1; Wehr and Zador, 2003; Longordo et al., 2013). In general, opposing 
inputs of a neuron are considered ‘balanced’ if the E/I ratio stays constant across a 
range of conditions, even in cases where the E/I ratio ≠ 1. 
 
We show in this chapter that, similar to neocortical sensory regions, odour 
stimulation in vivo results in the proportional activation of excitatory and inhibitory 
inputs in the PC (Figure 6-2). Interestingly, we found that inhibition dominates 
excitation by nearly 2-fold during both spontaneous and odour-evoked activities 
(E/I ratios are reported in Table 6-1; see also the slope for the line of best fit in Figure 
6-2C, which indicates that the ratios remain highly constant during different levels of 
cortical activity). These data confirm the results of a recent in vitro study, which 
showed that in response to optical activation of PC associational fibers, the 
recruitment of inhibition scales with and dominates excitation (Franks et al., 2011). 
Given that the PC is highly susceptible to epileptic activity (Piredda and Gale, 1985), 
the observed inhibitory dominance may offer practical advantages. 
 
A recent study showed that ‘matched’ inhibition is mediated by parvalbumin-
expressing but not somatostatin-expressing interneurons in the primary visual cortex 
(Xue et al., 2014). In the PC, fMP and rMP cells located in layers 2 and 3 express 
parvalbumin and somatostatin, respectively (Suzuki and Bekkers, 2010a, b; see 
Section 1.4.5 Inhibitory local circuit neurons). Whether fMP cells or other interneuron 
classes are responsible for the observed ‘matched’ inhibition remains to be 
elucidated.  
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Similarities	to	neocortical	‘high	conductance	states’	
Under anaesthesia and during slow wave sleep, (neo)cortical neurons exhibit 
prominent up and down states (Steriade et al., 1993; Mahon et al., 2006). During the 
‘up’ states, excitatory and inhibitory conductances evolve dynamically but remain 
closely matched (E/I ratio ≈ 1) over time (Haider et al., 2006). In contrast, during 
alert wakefulness, cortical neurons are said to be in ‘high conductance states’, during 
which neurons are under a constant barrage of spontaneous excitatory and inhibitory 
activities (Destexhe et al., 2007; Destexhe, 2010). It has been reported that during 
such highly stochastic states, inhibitory conductances dominate excitatory 
conductances by several-fold (Rudolph et al., 2007). As a result, it is thought that 
during high conductance states, it is the fluctuations in inhibition rather than 
excitation that ultimately determine neuronal spiking (Shadlen and Newsome, 1998; 
Rudolph et al., 2007; Destexhe, 2010). 
 
Interestingly, we found that PC neuronal activity under anaesthesia exhibits features 
similar to the awake cortex: 1) the Vm of PC principal neurons does not exhibit the 
stereotypical up and down states under anaesthesia, perhaps due to the dominant 
effect of the respiratory rhythm (Figure 4-3); 2) the spontaneous activity of principal 
neurons under anaesthesia is characterised by a strong inhibitory dominance (Figure 
6-2), similar to the ‘high conductance state’ of neocortical neurons during 
wakefulness; 3) odour-evoked activities are also dominated by inhibitory 
conductances (Figure 6-2), reminiscent of the findings of a recent study which 
showed that under different regimes of anaesthesia, visual stimuli activate equally 
matched excitation and inhibition (E/I ratio ≈ 1) in the primary visual cortex; 
however, during wakefulness, the E/I ratios of sensory responses become strongly 
skewed towards inhibition (Haider et al., 2013).  
 
To our knowledge, no intracellular studies have been conducted on PC principal 
neurons in the awake animal; therefore we cannot venture to predict the E/I balance 
during that condition. Nevertheless, our data suggest that under urethane 
anaesthesia, principal neurons appear to operate in a kind of ‘high conductance state’ 
that is characterised by a strong inhibitory tone. Such dominance of inhibitory 
conductances has been suggested to facilitate spike rate-based coding strategies 
rather than ones that rely on temporal precision (Shadlen and Newsome, 1998), a 
notion that fits well with the proposed sniff-locked rate code of PC principal neurons 
(Miura et al., 2012; Gire et al., 2013).  
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Origin	of	respiratory	synchrony 	
Respiratory synchrony features prominently along the central olfactory pathway, at 
the level of the ORNs (Chaput, 2000), M/T cells of the OB (Cang and Isaacson, 2003; 
Margrie and Schaefer, 2003; Cury and Uchida, 2010), and principal neurons of the PC 
(Wilson, 1998a; Litaudon et al., 2003; Rennaker et al., 2007; Poo and Isaacson, 2009; 
Miura et al., 2012). Respiratory synchrony in these areas may arise peripherally, 
through the rhythmic activation of ORNs associated with nasal breathing; or it may 
arise through central mechanisms, via phasic centrifugal input. The origin of such 
patterned neuronal activity has been a contentious subject in the past (reviewed in 
Buonviso et al., 2006). However, studies that uncoupled respiration and nasal 
stimulation using double tracheal cannulation convincingly demonstrated that 
respiratory patterning is largely the product of nasal stimulation and not phasic top-
down (centrifugal) input (Sobel and Tank, 1993; Phillips et al., 2012).  
 
We found that odour stimulation preferentially increases the respiratory entrainment 
of IPSCs more than EPSCs (Table 6-2). Given that respiratory entrainment has a 
mostly peripheral origin, which set of inputs (afferent or associational) is responsible 
for driving such highly patterned IPSCs? Our data indicate that odour-evoked EPSCs 
are in general weakly patterned; it therefore seems less likely that strongly patterned 
IPSCs could be driven by recurrent (associational) excitation. Instead, it is more 
likely that strongly patterned IPSCs are generated via direct afferent input onto 
interneurons, through the feedforward pathway. 
 
We show that, on average, odour-evoked IPSC peaks earlier than EPSC in a 
respiratory cycle (Figure 6-5). How do these opposing conductances interact with 
each other and generate respiration-patterned fluctuations in Vm? As all recordings 
in this study were presumably somatic in location, we have no information on where 
excitatory and inhibitory inputs are received on the dendritic arbour and in relation 
to each other (e.g. in case of shunting inhibition). It has been reported that the 
dendrites of PC principal neurons are electrotonically compact, weakly active and 
show minimal clustering of excitatory synapses (Bathellier et al., 2009). These 
properties suggest that inputs received anywhere on the dendrites will be integrated 
at the soma with minimal current loss. In theory, future simulation studies may shed 
light on how excitatory and inhibitory inputs are integrated in principal neurons to 
generate respiratory patterning. 
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Chapter 7.  Olfactory tuning assessed under voltage clamp 
7.1 Introduction 
Our current clamp experiments revealed a difference between the olfactory tuning of 
excitatory and inhibitory inputs onto principal neurons: excitatory tuning is graded 
across the cortical superficial-to-deep axis, whereas inhibitory tuning does not 
correlate with the somatic depth (Figure 5-3). A potential caveat with this conclusion 
is that the quantification of inhibitory response under current clamp is associated 
with inherent difficulties (see Chapter 5, Section 5.4 Discussion). We therefore 
decided to conduct the same experiments under voltage clamp in order to more 
accurately measure odour-evoked excitation and inhibition.  
 
7.2 Chapter aims 
In this chapter we assess the olfactory tuning of principal neurons, based on odour-
evoked EPSCs and IPSCs. The magnitude of odour responses was assessed using z-
score analysis as before (see Section 5.3.1 Z-score analysis of current clamp data). We 
also used odour-evoked respiratory patterning as an indicator of a positive odour 
response.  
 
7.3 Results 
7.3.1 Z-score analysis of voltage clamp data 
We measured the mean current and integrated charge transfer for each respiratory 
epoch as described (see Sections 2.6.2 Respiratory epochs and 2.6.3.2 Analysis of synaptic 
currents). Unlike the analysis of current clamp data, we used the same z-score 
threshold (i.e. baseline mean ± 2.5 standard deviations) to detect both excitatory and 
inhibitory responses to odours. 
 
As discussed in the previous chapter, the PC appears to be under a substantial level 
of tonic inhibition in vivo, such that principal neurons are subjected to a constant 
barrage of spontaneous IPSCs in the absence of odour. We noticed that spontaneous 
IPSCs during the baseline period frequently contributed to relatively modest z-scores 
for odour-evoked inhibition compared to excitation, despite the fact that odour-
evoked IPSCs were commonly larger in magnitude than EPSCs (e.g. Figure 7-1C). 
  
 101 
 
 
 
 
 
Figure 7-1 Z-score analysis of synaptic currents 
A. An example of EPSCs and IPSCs recorded from the same neuron in response to lavender. 
Black and red bars represent the baseline and odour periods used in this analysis (8s and 
3s). B. Three superimposed epochb (black) and epocho (red) for IPSC (B1) and EPSC (B2) 
from traces shown in A. C. Z-score analysis of mean epoch current (top panels) and epoch 
charge (lower panels) for IPSC (C1) and EPSC (C2). Blue and red dashed lines denote 
detection thresholds (± 2.5) for odour-evoked inhibition and excitation. As shown, the analysis 
indicates olfactory inhibition for IPSC and excitation for EPSC for both epoch current and 
charge. Note the smaller z-scores during odour (red data points) for IPSCs compared to 
EPSCs.  
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7.3.2 Respiratory patterning indicates ‘positive’ odour response 
We noticed that in many odour trials the level of tonic inhibition was so high that the 
z-score method failed to detect an increase in the magnitude of odour-evoked 
inhibition, even when the odour presentation was clearly accompanied by 
respiratory patterning of the membrane current. This was the case for both the epoch 
integrated charge transfer (Figure 7-2A2) and the mean epoch current (not shown). 
Similar effects were sometimes observed for excitation (Figure 7-2A1).  
 
Given that the response magnitude alone (quantified by z-score) did not always 
appear to give a reliable measure of odour responsiveness, we also performed 
another analysis to detect odour-evoked activity based on the cross correlation of 
membrane current and respiratory signals. As shown in the previous chapter, odour 
presentation frequently enhanced the respiratory entrainment of synaptic currents 
(Table 6-2). We therefore compared the peak cross correlation amplitude during the 
baseline and odour presentation periods (both 3s in duration), using an empirically 
derived threshold to detect odour-evoked respiratory patterning (Figure 7-2C; see 
also Appendix 4. Detection threshold for odour-evoked respiratory patterning). This 
method was used in conjunction with the z-score method to allow a more broadly 
defined detection of odour responses.  
 
7.3.3 Olfactory tuning based on synaptic currents 
We combined the results of z-score and cross correlation analyses very simply: a 
given odour trial was considered a ‘positive’ response if it met the detection 
threshold for either or both analyses. We generated cumulative histograms based on 
the tuning indices for all neurons in the dataset to illustrate the effect of combining 
both analyses (Figure 7-3). As shown, by supplementing the z-score-based tuning 
with the cross correlation results, EPSC and IPSC tuning curves were shifted towards 
higher values, as the latter analysis detected responses that were previously masked 
by high levels of spontaneous activity. The increase in excitatory tuning appeared 
marginal (though statistically significant, Figure 7-3A), whereas the increase in 
inhibitory tuning was substantial (Figure 7-3B). These results are consistent with our 
previous finding that odour-evoked IPSCs show stronger respiratory patterning than 
EPSCs (see Chapter discussion). Even though the overall cumulative tuning for IPSC 
appeared broader than EPSC, this difference was not statistically significant (see 
Figure 7-3C and Chapter 8. General Discussion). The z-score-based tuning curves 
presented here were derived using the epoch integrated charge transfer; tuning 
curves generated using the mean epoch current gave similar results (not shown).  
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Figure 7-2 Combining z-score and cross correlation analyses 
Cross correlation analysis detects oscillatory odour responses that sometimes ‘miss’ the 
z-score detection threshold due to high levels of spontaneous activity. A1~C1 show EPSC 
data whereas A2~C2 show IPSC data.  A1. Concurrently recorded EPSC and respiration 
signal (grey). Black and red bars denote the baseline and odour presentation periods (8s and 
3s) used in the z-score analysis. For cross correlation analysis, the 3s immediately preceding 
odour presentation is used as the baseline period. B1. Z-score analysis of epoch charge. Top, 
Three superimposed epochb (black) and epocho (red) extracted from data shown in A1. Note 
the tight alignment of superimposed epocho for both EPSC and IPSC, indicative of respiratory 
patterning. Bottom, Z-score plot of epoch charge for the entire odour trial. As shown, the 
epocho (red data points) do not cross the detection threshold for excitation (red dashed line). 
This odour trial is therefore classified as unresponsive using the z-score method. C1. Cross-
correlograms of membrane current and respiration during baseline (black, top) and odour 
(red, bottom). As shown, the peak cross correlation during odour surpasses the detection 
threshold for odour-evoked respiratory patterning (green dashed line). This odour trial is 
therefore identified as showing olfactory excitation, even though the same trial is deemed 
unresponsive using the z-score method.  
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Figure 7-3 Olfactory tuning based on synaptic currents 
Cumulative histograms illustrating the effect of combining the z-score and cross correlation 
analyses. The tuning index is plotted as decreasing values along the x-axis. Figure keys 
apply to all panels. A & B. Combining the two analyses significantly increases the cumulative 
tuning curves for EPSC (A) and IPSC (B). r and p values as shown; EPSC, n = 27 neurons; 
IPSC, n = 18 neurons; one-tailed paired t-test. C. Even though the inhibitory tuning appears 
more broad than the excitatory tuning, this difference is not statistically significant (p value as 
shown; n = 18 neurons; two-tailed paired t-test). Note that t-tests were performed on raw 
tuning data and not cumulative tuning data. 
 
 
7.3.4 Olfactory tuning does not correlate with the recording depth 
We found no significant correlation between olfactory tuning under voltage clamp 
and the neuronal recording depth; this was the case for both EPSCs and IPSCs (see 
Figure 7-4A for r and p values). We have shown in a previous chapter that excitatory 
tuning under current clamp conditions is graded across the PC cortical axis; 
however, this correlation was only revealed when the AHP was used as a proxy for 
neuronal identity (see Figure 5-3). Note that it was not possible to measure the AHP 
in voltage clamp experiments due to the use of a Cs-based internal solution.  
 
An additional difficulty is that it appears that most of the recordings were made 
from locations within layer 2b, where SP cells are found (Figure 7-4A, Recording 
depth). This biased sampling may have resulted from difficulties associated with the 
‘blind’ patching process, as we may have inadvertently favoured deeper neurons 
when none were encountered at more superficial locations. If most of the neurons in 
the dataset were indeed SP cells, tuning differences across the cortical superficial-to-
deep axis will likely be concealed (see Chapter 8. General discussion). Nevertheless, 
we found that excitatory and inhibitory tuning of principal neurons correlated with 
each other (see Figure 7-4B for r and p values), suggesting that principal neurons (or 
at least SP cells) appear to receive excitatory and inhibitory inputs with matched or 
correlated odour tuning.  
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Figure 7-4 Olfactory tuning measured under voltage clamp does not correlate with 
the recording depth 
A. Plots showing the tuning index and the recording depth of principal neurons for EPSCs 
(red, left) and IPSCs (blue, right).  r and p values as shown; EPSC, n = 27 cells; IPSC, n = 18 
cells, Pearson’s correlation. B. Excitatory and inhibitory tuning indices (voltage clamp) are 
plotted against each other. Each point represents a single neuron in the dataset. r and p 
values as shown; n = 18 x-y pairs; Pearson’s correlation. 
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7.4 Discussion 
In this chapter, we show that odour-evoked EPSCs and IPSCs can be quantified 
based on their magnitude (z-score) and respiratory entrainment (cross correlation) 
relative to baseline levels. Due to the abundant spontaneous activity in vivo, 
particularly with respect to synaptic inhibition, we found that the quantification of 
odour responses (and the subsequent estimation of olfactory tuning indices) benefits 
from the additional cross correlation analysis. It was found that the amalgamation of 
the two analyses significantly increased the measured excitatory and inhibitory 
tuning indices (Figure 7-3 A & B); the increase in inhibitory tuning was particularly 
substantial. These results are consistent with other findings of this study: 1) we show 
that tonic inhibitory activity is high under in vivo conditions, which frequently 
prevented odour-evoked IPSCs from being detected using the z-score method; 2) we 
show that odour stimulation selectively enhances the respiratory patterning of IPSCs 
more than EPSCs (Figure 6-4 and Table 6-2). For these reasons, it is unsurprising that 
the addition of cross correlation analysis had a stronger effect on the measured 
inhibitory tuning. 
 
Our current clamp data indicate that principal neurons are more broadly inhibited 
than excited by odours (see Section 5.3.2 Excitatory tuning is graded across the PC 
cortical axis). However, even though neuronal inhibitory tuning measured under 
voltage clamp conditions appeared broader than its excitatory counterpart, this 
difference was not statistically significant (p = 0.19; Figure 7-3C). Similar to the 
current clamp results, we found no direct correlation between the somatic depth and 
olfactory tuning (excitatory and inhibitory). However, it was not possible to examine 
the relationship between the AHP and neuronal tuning under voltage clamp due to 
the use of a Cs-based internal solution. We reasoned that these results could be 
explained by the fact that we may have inadvertently measured mostly from SP and 
DP cells in voltage clamp experiments, the implications of which are explored in 
Chapter 8. General Discussion. 
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Chapter 8.  General Discussion 
 
The aim of the current study was to systematically investigate the olfactory tuning of 
PC principal neurons using whole-cell patch clamp electrophysiology in vivo. In the 
first part of the study we conducted current clamp experiments to examine odour 
responses of principal neurons under physiological conditions (Chapters 3~5); in the 
second part of the study, we conducted voltage clamp experiments in order to 
separately study odour-evoked excitatory and inhibitory responses (Chapters 6 & 7). 
The main findings of the study and their interpretations are summarised in the body 
of this general discussion. 
 
Although the core focus of this study was to investigate olfactory tuning, we were 
also struck by the diversity of neuronal odour responses. We came to the conclusion 
that odour responses are variable and richly nuanced, exhibiting diverse properties 
including temporal synchrony (respiration & LFP oscillations), response adaptation 
and post-stimulus dynamics. Despite the complexity of odour responses, we 
simplified matters by focussing only on the supra- and sub-threshold magnitudes of 
responses during odour presentation relative to spontaneous activity (effectively 
discarding information that may be encoded in the temporal pattern of responses or 
post-stimulus dynamics). We chose to do this in part because of recent reports that 
odorant identity is encoded in the sniff-locked spike rate and not in the phase of the 
spikes relative to respiration (Miura et al., 2012; Gire et al., 2013). Interestingly, 
another study showed that odour-evoked spike trains are time-locked to distinct 
phases of the LFP beta oscillation (Poo and Isaacson, 2009), hinting at the possibility 
that temporal synchrony on a finer timescale may be informative. Such findings do 
not necessarily contradict the rate code, as the two are not mutually exclusive. 
Indeed, instances in which a common neural substrate streams or multiplexes 
different stimulus information through rate and temporal codes have been 
documented in different sensory systems (Friedrich et al., 2004; Harvey et al., 2013). 
Relevantly, Friedrich and colleagues showed that in the OB of zebra fish, information 
regarding odorant identity and odour category are separately encoded in the rate 
response and the spike-LFP synchrony, respectively (Friedrich et al., 2004). Whether 
the spike-LFP phase relationships convey sensory information in the mammalian 
system, however, remains to be elucidated. Nevertheless, recent data indicate that 
information regarding odour value is transmitted in the non-sniff-locked spike rate, 
in parallel to information regarding odour identity, suggesting that sensory 
information is indeed multiplexed in the PC of the mouse (Gire et al., 2013). In 
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summary, the PC neural network performs remarkable transformation of afferent 
sensory input, which ultimately enriches odour perception and supports odour-
guided behaviours. 
 
 
8.1 Selective excitation and broad inhibition 
Cortical odour representation is thought to be accomplished by the activation of 
sparse and spatially distributed ensembles of principal neurons (Poo and Isaacson, 
2009; Stettler and Axel, 2009; Miura et al., 2012). This pattern of activation emerges as 
the combined result of afferent termination patterns and intrinsic connectivity within 
the PC. Recent in vivo work suggests that odour evokes selective excitation and 
comparatively ubiquitous inhibition at the single neuron level (Poo and Isaacson, 
2009; Zhan and Luo, 2010). Moreover, principal neurons can be broadly separated 
into two categories based on their responsiveness: narrowly tuned neurons and 
broadly tuned neurons (Poo and Isaacson, 2009; Zhan and Luo, 2010). Importantly, 
Poo and Isaacson showed that the olfactory tuning of principal neurons can be 
narrowed pharmacologically by the selective blockade of the intracortical recurrent 
fibers with baclofen (Poo and Isaacson, 2011), implying that the recurrent excitatory 
network implements a specific transformation of olfactory information in the PC. 
Over the last decade, studies such as these have significantly improved our 
understanding of cortical processing of olfactory information. However, a common 
caveat to these studies is the assumption that PC principal neurons are homogenous 
in their synaptic connectivity and, hence, functionality. In recent years, the notion 
that SL and SP cells represent functionally distinct neuronal populations has been 
gaining traction. Although several electrophysiological studies using acute brain 
slices reported important differences between SL and SP cells (Suzuki and Bekkers, 
2006, 2011; Wiegand et al., 2011; Hagiwara et al., 2012), a comprehensive comparison 
of odour-evoked responses between the two neuronal classes under in vivo 
conditions has been lacking. The aim of the current PhD research project was to 
bridge this gap in knowledge by determining whether SL and SP cells exhibit 
functional differences in the way they respond to odours in vivo. 
 
Predictions	based	on	our	model	of	the	aPC	excitatory	network	
Several studies have suggested that, rather than a sharp dichotomy between 
neuronal phenotypes, there may be a smooth transition between SL and SP cells 
across the PC superficial-to-deep axis (Yang et al., 2004; Suzuki and Bekkers, 2011; 
Wiegand et al., 2011). Critically, Wiegand and colleagues demonstrated that 
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principal neurons become progressively embedded in the intracortical network with 
increasingly deep somatic locations (Wiegand et al., 2011). Accordingly, in addition 
to the distinct afferent input levels of SL and SP cells (Suzuki and Bekkers, 2006, 
2011), we also incorporated into our working model of the aPC excitatory network a 
central theme of graded neuronal properties (e.g. neuronal morphology, intrinsic 
electrophysiology and intracortical connectivity) that change with neuronal somatic 
location. Because the olfactory tuning of principal neurons appears to be strongly 
determined by the extent of associational innervation (Poo and Isaacson, 2011), our 
model predicts that neuronal tuning will be graded across the cortical superficial-to-
deep axis. Specifically, superficially located neurons can be expected to be more 
selective in their odour responses than neurons with deeper somatic locations.  
 
Consistency	of	current	clamp	and	voltage	clamp	findings	
Consistent with predictions based on our model, our current clamp data indicate that 
neuronal excitatory tuning is indeed graded across the PC cortical axis (with respect 
to both sub- and supra-threshold odour responses), when an intrinsic electrical 
property, the AHP, is used as a proxy for neuronal identity. In brief, putative SL cells 
(characterised by a large AHP) responded more selectively to odours than putative 
SP cells (characterised by a small AHP) in vivo (Figure 5-3). The AHP amplitude, in 
turn, was shown to correlate strongly with the neuronal somatic depth under both in 
vitro and in vivo conditions (Figure 3-5).  We also show that, in contrast to the 
excitatory tuning, the inhibitory tuning of principal neurons bears no correlation 
with the AHP, suggesting that inhibition is recruited without bias across the cortical 
axis, irrespective of neuronal identity or somatic depth. Importantly, the mean 
subthreshold inhibitory tuning index was greater than the mean subthreshold 
excitatory index (0.51 ± 0.04 cf. 0.29 ± 0.04; p = 0.0033; see Section 5.3.2 Excitatory 
tuning is graded across the PC cortical axis). This suggests that odours presented in vivo 
more commonly resulted in Vm hyperpolarisation than depolarisation, consistent 
with the current opinion that odours evoke sparse excitation and global inhibition in 
the PC (Poo and Isaacson, 2009; Zhan and Luo, 2010). 
 
Similar to current clamp results, excitatory and inhibitory tuning measured under 
voltage clamp showed no direct correlation with the somatic recording depth (Figure 
7-4). This lack of correlation was not entirely unexpected due to the fact that the AHP 
could not be measured in voltage clamp experiments and that the measurement of 
neuronal recording depth is prone to inaccuracies (such that we also did not observe 
a direct correlation between the recording depth and tuning indices measured under 
current clamp; see Chapter 5, Section 5.4 Discussion). However, we were initially 
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surprised to find that the mean excitatory and inhibitory tuning indices measured 
under voltage clamp were not significantly different (mean inhibitory tuning index, 
0.50 ± 0.07; mean excitatory tuning index, 0.43 ± 0.05; p = 0.19; Figure 7-3C), in 
contrast to the current clamp tuning results. We reasoned that the difference between 
current clamp and voltage clamp tuning results could be partially explained by the 
smaller voltage clamp dataset, but also the fact that most of the voltage clamp 
recordings appear to have been made from neurons located in layer 2b or deeper (see 
Figure 7-4, Recording depth). If we have indeed mostly recorded from SP cells, tuning 
differences across the cortical axis would likely be diluted or obscured entirely.  
 
Given that the AHP appears to be a reliable indicator of neuronal identity (Figure 
3-5), we therefore separated the current clamp dataset into presumed SL cells and 
presumed SP cells based on their AHP amplitudes. The mean excitatory and 
inhibitory tuning indices of presumed SL and SP cells were then compared to the 
tuning indices generated from voltage clamp experiments (Table 8-1). As expected, 
we found that the olfactory tuning of presumed SP cells showed no significant 
differences from the voltage clamp results (Table 8-1). In fact, the only parameter that 
differed significantly from the voltage clamp results was the mean excitatory tuning 
of presumed SL cells (Table 8-1), consistent with the idea that 1) the voltage clamp 
dataset consists mostly of SP cells and 2) neuronal excitatory tuning is graded across 
the PC cortical axis whereas the inhibitory tuning is not, as suggested by the current 
clamp data. 
 
 
 
 Mean excitatory tuning Mean inhibitory tuning 
VC    n = 27 and 18 0.43 ± 0.05 0.50 ± 0.07 
CC (AHP < -10mV)  n = 20 0.17 ± 0.05 0.60 ± 0.06 
t-test (VC vs. CC) p = 0.0011 (**) p = 0.25 (ns) 
CC (AHP > -10mV)  n = 26 0.38 ± 0.05 0.45 ± 0.06 
t-test (VC vs. CC) p = 0.50 (ns) p = 0.57 (ns) 
Table 8-1 Comparing tuning results from current clamp and voltage clamp 
experiments 
Summary table showing the tuning indices generated under voltage clamp (VC) and current 
clamp (CC) conditions. The current clamp dataset was divided into presumed SL cells 
(AHP < -10mV) and presumed SP cells (AHP > -10mV) based on the AHP amplitude. Two-
tailed unpaired t-tests were performed as indicated. Data are expressed as the mean ± SEM.  
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In summary, although the voltage clamp results alone do not demonstrate a clear 
gradient of olfactory tuning across the cortical axis, presumably due to an apparent 
bias in the dataset, these data are consistent with our current clamp results. 
Moreover, while the voltage clamp experiments generated important information 
regarding odour-evoked excitatory and inhibitory synaptic transmission, it is 
however, an artificial experimental condition that does not take into account the 
complexities of synaptic integration (Gulledge et al., 2005; Spruston, 2008; Palmer, 
2014). The current clamp data are a more realistic representation of odour responses 
under physiological conditions; the spiking response in particular is what ultimately 
conveys sensory information in the brain. Taken together, our data (current clamp 
and voltage clamp) suggest that odours evoke selective excitation and broad 
inhibition in vivo. Principal neurons show graded excitatory tuning across the PC 
cortical axis whereas inhibition appears to be recruited regardless of the neuronal 
identity or somatic location. 
 
 
 
8.2 Pervasive inhibitory tone 
Our voltage clamp data revealed that principal neurons receive a constant barrage of 
spontaneous inhibitory synaptic activities in vivo, consistent with a recent report that 
inhibitory interneurons are characterised by high spontaneous firing rates in vivo 
(11.7 ± 4.4Hz; Zhan and Luo, 2010). We also show that synaptic excitation and 
inhibition are recruited proportionally, such that the magnitude of inhibition 
dominates and scales with excitation during both spontaneous and odour-evoked 
activities (Figure 6-2). These results are in agreement with those reported by Franks 
and colleagues, who recently showed that synaptic inhibition dominates and scales 
with recurrent excitation in the PC in an in vitro setting (Franks et al., 2011). Hence, 
cortical processing of odour appears to take place under a strong and pervasive 
inhibitory tone. 
 
Strong	tonic	inhibition	may	be	advantageous	for	odour	coding	
In theory, high levels of tonic inhibitory activity may confer certain advantages for 
the cortical processing of olfactory information. PC principal neurons are 
characterised by very low spontaneous firing rates in anaesthetised (1.0 ± 0.34Hz in 
this study) and awake animals (Poo and Isaacson, 2009; Zhan and Luo, 2010; Miura 
et al., 2012). Low spontaneous firing rates may benefit signal processing by ensuring 
that the signal-to-noise ratio is optimal. Low activity may also ensure that the 
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piriform circuit, which is inherently epileptogenic (Piredda and Gale, 1985), is kept in 
a ‘safe’ operating range. Taken this way, the strong tonic inhibition observed in our 
experiments is likely to be important for the establishment and maintenance of the 
low spontaneous firing and hence the proper functioning of principal neurons. 
 
Our data indicate that odour-evoked inhibition scales with and dominates excitation 
(Figure 6-2). It can be imagined that this type of inhibition may be particularly 
efficient at restricting the spatiotemporal spread of odour-evoked feedforward 
excitation, thereby maintaining the sparsity of ensemble-based odour 
representations. Indeed, a recent study showed that in the Drosophila homologue of 
the PC, the mushroom body, sparse coding is essential for the decorrelation 
(discrimination) of representations of similar odours (Lin et al., 2014). It was shown 
that the selective blockade of the local negative feedback circuit abolished the 
sparsity of odour representations and consequently, the flies were no longer able to 
discriminate between similar, but not dissimilar odours (Lin et al., 2014). These 
results directly highlight the functional contribution of local inhibition to odour 
coding. 
 
Lastly, we reasoned that the observed predominance of inhibitory activities bears 
similarities to the ‘high conductance states’ of neocortical neurons during 
wakefulness. As discussed previously (see Chapter 6, Section 6.4 Discussion), high 
conductance states are characterised by a strong dominance of inhibitory 
conductances over excitatory conductances (Rudolph et al., 2007). It has been 
suggested that during such states, it is the fluctuations in the level of inhibition that 
ultimately determine neuronal spiking (Shadlen and Newsome, 1998; Destexhe, 
2010). Taken this way, it is therefore possible that in addition to the classically 
ascribed roles of synaptic inhibition (e.g. limiting the spatiotemporal spread of 
excitation, reducing randomness of cortical representations, facilitation of 
coincidence detection, etc.), synaptic inhibition may participate in the cortical 
processing of olfactory information in a more direct manner (i.e. by determining 
spiking) than previously envisioned.  
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8.3 PC as an auto-associative, content-addressable memory 
The PC network can be thought of as a pattern recognition device that operates as an 
auto-associative content addressable memory (CAM; Haberly, 1985). Within such a 
network, there is a clear division of labour between the two sets of inputs: 1) afferent 
or sensory synapses that represent functional connections via which sensory 
information is channelled into the PC network; 2) intracortical recurrent collaterals 
that mediate the various CAM functions such as object-oriented perception of 
odours, auto-associative formation of odour memory and pattern recognition. Recent 
studies using current source density analysis (Ketchum and Haberly, 1993b) and in 
vitro electrophysiology (Suzuki and Bekkers, 2011; Wiegand et al., 2011) suggest that 
cortical processing of olfactory information shifts from sensory processing to 
associative processing, down the cortical superficial-to-deep axis. Under this scheme, 
SL cells might be considered as the key components of the PC sensory microcircuit, 
as they receive a predominance of afferent synaptic contacts. Importantly, it is 
generally thought that these sensory synapses represent relatively hardwired 
structures within the PC network (Franks and Isaacson, 2005; Poo and Isaacson, 2007; 
Johenning et al., 2009). It is well established that sensory synapses located in layer 1a 
are only capable of experience-dependent LTP during a postnatal critical window of 
development (Franks and Isaacson, 2005; Poo and Isaacson, 2007). This is in stark 
contrast to associational synapses located in deeper cortical layers, which maintain 
their plasticity throughout life (Jung et al., 1990; Kanter and Haberly, 1990; Franks 
and Isaacson, 2005; Poo and Isaacson, 2007; Johenning et al., 2009). From a 
developmental perspective, another study showed that, despite being born at similar 
times during neurogenesis, neurons occupying the superficial portion of layer 2 
(putative SL cells) reach molecular maturity prior to neurons occupying deeper 
layers (Sarma et al., 2011), consistent with the idea that SL cells comprise a 
functionally distinct (Suzuki and Bekkers, 2006, 2011) potentially hardwired layer of 
the cortical network. 
 
On the other hand, SP/DP cells are abundantly innervated by associational fibers 
and receive weaker afferent inputs (Suzuki and Bekkers, 2006, 2011). Associational 
synapses have been shown to express prominent NMDAR-dependent LTP in 
response to afferent stimulation and remain plastic throughout life (Jung et al., 1990; 
Kanter and Haberly, 1990; Franks and Isaacson, 2005; Poo and Isaacson, 2007; 
Johenning et al., 2009). The strongly plastic nature of the associational microcircuit is 
at the heart of auto-associative processing and the experience-dependent formation 
of odour memory (Wilson and Sullivan, 2011).  
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Seeing	patterns:	comparisons	to	another	paleocortical	structure	
Odour memory depends on the ability to decorrelate dissimilar patterns (pattern 
separation) and the ability to complete partial patterns in the face of degraded input, 
so that the full representation is activated in its entirety (pattern completion). In this 
way, the perception of odours hinges on the balance between two opposing 
processes that, in one direction, promote perceptual stability (completion) and in the 
other, perceptual discrimination (separation; Barnes et al., 2008). Consistent with this 
notion, empirical data indicate that in response to degraded input, OB ensembles 
participate in pattern separation whereas aPC ensembles disregard minor differences 
in the input and function consistent with pattern completion (Barnes et al., 2008).  
 
The sequential pattern separation (in the OB) and pattern completion (in the PC) 
have prompted comparisons to similar processes in yet another paleocortical 
structure, the hippocampal formation. Within the hippocampus, the CA3 subregion 
is postulated to perform pattern completion on input originating from the upstream 
dentate gyrus (DG; Marr, 1971), while the DG itself has been shown to be implicated 
in pattern separation in a number of studies (Leutgeb et al., 2007; Bakker et al., 2008; 
Sahay et al., 2011). It is generally thought that associative networks such as that of 
the PC or the CA3 subfield may not be well suited to performing pattern separation. 
This is because pyramidal cells within these networks are extensively interconnected 
via recurrent collaterals. As a result, their activities are strongly modulated by their 
cohorts. In theory, such a network might be limited in its ability to generate novel 
representations in response to weak changes in the afferent input. Instead, the 
network is biased towards pattern completion, as representations formed by 
previous experiences are retrieved from memory (Marr, 1971). In order to 
disambiguate similar inputs, it is thought that the formation of novel representations 
would benefit strongly from the presence of an additional neuronal layer upstream 
of the associative network, where small differences between incoming signals could 
be amplified (or decorrelated) before the input is presented to the associative 
network (Leutgeb et al., 2007).  
 
While empirical data indicate that DG and OB of the hippocampus and the olfactory 
system, respectively, provide pattern separation, other data suggest that this 
functional specialisation might not be so clear-cut. Barnes and colleagues showed 
that when components were progressively removed from a complex odour mixture, 
the PC decorrelated these input patterns even more strongly than the OB (Barnes et 
al., 2008), indicating that pattern separation also occurs at the cortical level and is 
therefore not an exclusive property of the OB. What could be the network elements 
underlying pattern separation in the PC? 
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We reasoned that SL cells likely represent the neuronal substrate responsible for 
orchestrating pattern separation at the cortical level for several reasons: 1) SL cells 
comprise a functionally distinct layer that is activated before the associative network 
in response to afferent stimulation (Ketchum and Haberly, 1993b; Suzuki and 
Bekkers, 2011; Wiegand et al., 2011); 2) SL cells represent key elements of the PC 
sensory microcircuit via which bulbar axonal termination patterns are further 
diversified within the PC (Haberly, 1985); 3) SL cells receive a predominance of 
sensory synapses that show little experience-dependent plasticity once the mature 
pattern of connectivity has been established (Franks and Isaacson, 2005; Poo and 
Isaacson, 2007; Johenning et al., 2009); the hardwiring of the sensory microcircuit 
ensures that inputs remain segregated on entering the associative network; and 4) SL 
cells do not appear to be connected (or are extremely sparsely connected) with other 
SL cells (Choy et al., in press), further reinforcing the segregation of inputs as they 
enter the associative network. These properties suggest that SL cells are ideally 
poised to mediate pattern separation at the cortical level. As such, SL cells may be 
particularly important in preserving the salient olfactory attributes of an odour 
object. 
 
In summary, as previously proposed (Suzuki and Bekkers, 2006, 2011), there appear 
to be two layers of synaptic processing by principal neurons of the PC network. In 
response to odour stimulation, SL cells of the sensory microcircuit are activated first 
and promote pattern decorrelation; this pattern of activation is then presented to the 
associative network comprising SP and DP cells, which are responsible for the 
formation of ensemble-based odour memories and enable pattern completion.  
 
Lastly, a recent study using high-resolution functional magnetic resonance imaging 
(fMRI) in humans reported that by simply meditating on a target odour, predictive 
odour templates are generated in a number of cortical olfactory areas including the 
aPC, pPC and the orbitofrontal cortex (OFC; Zelano et al., 2011). The same study also 
reported that odour predictive templates improved the perceptual performance of 
subjects in odour discrimination tests (Zelano et al., 2011). These results are not only 
consistent with the ensemble basis of cortical odour representations, they further 
indicate that representations can be activated or retrieved by top-down attentional 
modulation alone, in the absence of sensory input. Such observations bear testament 
to the extensive reciprocal connections between the central olfactory system and 
diverse brain regions, which ultimately enrich odour perception.  
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8.4 Limitations of the study and future directions 
In this study, we used whole-cell patch clamp electrophysiology to study the odour 
responses of single neurons. This bottom-up approach generated important 
information on diverse aspects of neuronal properties in vivo. However, since cortical 
odour representations appear to be ensemble-based, to progress from the current 
study, subsequent investigations must include an examination of network response 
to odours, in which the activities of multiple principal neurons are assessed 
simultaneously. Such experiments have indeed been conducted in recent years 
(Stettler and Axel, 2009). However, the authors of that study did not distinguish 
between SL and SP cells, leaving unresolved the question of possible differences 
between laminar representations of odour in the PC.  
 
Pilot experiments to this end are already under way and the preliminary data are 
promising (Tantirigama and Bekkers, 2014). Consistent with that reported by Stettler 
and Axel (Stettler and Axel, 2009), experiments using two-photon-based, functional 
calcium imaging (enabling simultaneous visualisation of the activity of up to 250 
neurons) revealed that in response to the presentation of odour, up to 15% of 
neurons in the field of view were activated in a spatially distributed ensemble 
pattern. Importantly, it was found that neurons occupying layer 2b (presumed SP 
cells) were significantly more broadly tuned than neurons occupying layer 2a 
(presumed SL cells; Tantirigama and Bekkers, 2014). These findings are highly 
consistent with the graded tuning of principal neurons across the PC superficial-to-
deep axis reported here and lend strong support for the notion that SL and SP cells 
are differentially implicated in layer-specific processing of olfactory information. 
	
Using similar techniques, it is also possible to directly assess the proposed role of SL 
cells in pattern separation at the cortical level. Under conditions in which 
components are progressively removed (morphed) from the test odour mixture 
(Barnes et al., 2008), laminar odour representations can be compared between layer 
2a (targeting SL cells) and the deeper layers (targeting the associative network) using 
multivariate (pattern-based) analyses. If SL cells are indeed responsible for the 
decorrelation of related input patterns at the cortical level, we can expect layer 2a 
ensembles to show greater decorrelation from the full mixture than ensembles 
located in the deeper layers. 
 
 
 118 
Concluding	remarks	and	open	questions	
Equipped with foundational knowledge and ever-improving techniques such as 
computational modelling, high-resolution functional imaging, optogenetics and 
awake recordings, we are now in a privileged position to address fundamental 
questions concerning how we internalise olfactory cues, synthesise odour objects 
and, ultimately, make sense of the olfactory world. A small collection of such 
research questions includes: How does the PC respond to olfactory stimuli during 
wakefulness (Miura et al., 2012; Gire et al., 2013)? How do principal neurons signal 
changes in odour concentration (Sugai et al., 2005; Uchida and Mainen, 2007; Stettler 
and Axel, 2009)? How does the cascade of excitatory and inhibitory inputs interact 
and generate respiratory patterning of Vm? What are the functional purposes of 
odour-evoked oscillations, if any (Beshel et al., 2007; Kay and Beshel, 2010)? How do 
the different types of interneurons in the PC work synergistically to shape principal 
neuron output (Luna and Schoppa, 2008; Stokes and Isaacson, 2010; Suzuki and 
Bekkers, 2012)? Do the different classes of interneurons show similar broad tuning to 
odours (Zhan and Luo, 2010; Suzuki and Bekkers, in preparation)? Which of the five 
identified classes of interneurons are responsible for orchestrating ‘matched’ 
inhibition? 
 
Some of these questions will necessitate a return to the bottom-up approach whereas 
others are best investigated at the network level. Exploring these open questions will 
extend our knowledge of the functional organisation of the PC neural network and 
bring the field closer to the goal of understanding how we make sense of scents. 
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Chapter 10.  Appendices 
10.1 Appendix 1. Stability of current clamp recordings over time 
The stability and thereby quality of current clamp recordings was examined in a 
subset of neurons by measuring the input resistance, access resistance and the AP 
height. A test pulse protocol (-10mV, 125ms, ≥ 50 repetitions) was run after whole-
cell breakthrough under voltage clamp conditions. We then switched to current 
clamp mode for the odour trials. Neurons were chosen for this analysis if the test 
pulse protocol was run at least one other time during the experiment, so as to 
provide a measure of the variables at different time points. 
 
Variables were compared between the onset (t0) of the recording and at the 30-
minute mark (t30). It was found that the input resistance of the neuron was 
somewhat variable over time (t0: 91.8 ± 16.0MΩ, n = 25; t30: 102.7 ± 15.0MΩ, n = 7; p 
= 0.33 (ns); paired t-test). Although the access resistance typically increased with 
recording duration (t0: 62.5 ± 6.3MΩ, n =25; t30: 77.8 ± 16.2MΩ, n = 7; p = 0.093 (ns); 
paired t-test), the AP height was not greatly attenuated (t0: 56.3 ± 3.5 mV, n = 24; t30: 
50.9 ± 4.9 mV, n = 15; p = 0.0022 (**); paired t-test). Given that neuronal responses to 
odours were tested well within the first 30 minutes of an experiment, we are satisfied 
with the quality of the current clamp recordings within this time frame. 
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Figure 10-1 Stability of current clamp recordings over time 
A subset of data demonstrating the stability of the current clamp recordings over time. Even 
though the access resistance typically deteriorated by the 30-minute mark (middle panel), the 
input resistance (top panel) and AP height (bottom panel) remained comparatively stable over 
time. Error bars show mean ± SEM.  
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10.2 Appendix 2. Olfactory tuning vs. recording depth 
We found no correlation between olfactory tuning (excitatory and inhibitory) and the 
recording depth (see Figure 10-2 for r and p values, Pearson’s correlation). This lack 
of correlation was unexpected as we found that excitatory tuning correlated strongly 
with the AHP (Figure 5-3), which in turn correlated with the recording depth (Figure 
3-5). Possible explanations are explored in Chapter 5, Section 5.4 Discussion. 
 
 
 
 
 
Figure 10-2 Olfactory tuning vs. somatic depth 
Excitatory and inhibitory tuning of PC principal neurons shows no correlation with recording 
depth (r and p values as shown; n = 44 neurons; Pearson’s correlation). 
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10.3 Appendix 3. Stability of voltage clamp recordings over time 
Similar to current clamp experiments, a test pulse protocol (-10mV, 125ms, ≥ 50 
repetitions) was run at the beginning of each experiment after whole-cell 
breakthrough at -70mV, under voltage clamp conditions. This protocol was then 
repeated intermittently throughout the recording, always at -70mV, such that the 
input resistance and series resistance could be measured at different times. 
Parameters were then compared between three time points: the onset, the 30- and 60-
minute marks (t0, t30 and t60) of each recording. We found that input resistance and 
series resistance were variable between experiments; however, the mean values did 
not change significantly between the three time points (p values as shown in Figure 
10-3, one-way ANOVA). Overall, we were satisfied with the quality and the stability 
of voltage clamp recordings over time. 
 
 
 
 
Figure 10-3 Stability of voltage clamp recordings over time 
Summary graphs showing the input resistance and the series resistances of voltage clamp 
recordings over time (n = 29 neurons at t0). For both parameters, the group means do not 
differ significantly between the three time points tested (input resistance: p = 0.85; series 
resistance: p = 0.084; one-way ANOVA). Error bars show mean ± SEM. 
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10.4 Appendix 4. Detection threshold for odour-evoked respiratory 
patterning 
In order to set a threshold to detect odour-evoked respiratory patterning, we 
calculated the cross correlation between the membrane current and the respiration 
signal during 3s of baseline (spontaneous) activity for each odour trial. It was found 
that baseline peak cross correlation amplitudes for EPSCs and IPSCs did not differ 
significantly (EPSC: 0.21 ± 0.003; IPSC: 0.23 ± 0.005; p = 0.055 (ns); n = 249 x-y pairs; 
paired t-test; Figure 10-4). As both distributions deviated from Gaussian, we also 
tested the data using the nonparametric Mann Whitney test, which revealed similar 
results (p = 0.089 (ns); Mann Whitney test). We therefore pooled EPSC and IPSC data 
and set the detection threshold at 0.39, which corresponded to the mean baseline 
cross correlation ± 2.5 standard deviations (Figure 10-4, Green dashed line). 
 
 
 
 
Figure 10-4 Detection threshold for odour-evoked respiratory patterning 
Distributions of baseline peak cross correlation amplitudes for EPSC and IPSC. Error bars 
show mean ± SEM. As baseline peak cross correlation amplitudes for EPSC and IPSC show 
no significant difference from each other, they are subsequently pooled (see text for statistical 
information). We set the detection threshold for odour-evoked respiratory patterning at 0.39 
(green dashed line), which corresponds to the (pooled) mean baseline peak cross 
correlation ± 2.5 standard deviations.  
 
