Abstract. Multilevel thresholding based on Otsu method is one of the most popular image segmentation techniques. However, when the number of thresholds increases, the consumption of CPU time grows exponentially. Although the evolution algorithms are helpful to solve this problem, for the high-dimensional problems, the Otsu methods based on the classical evolution algorithms may get trapped into local optimal or be instability due to the inefficiency of local search. To overcome such drawback, this paper employs the self-adaptive multiple evolution algorithms (MEAs), which automatically protrudes the core position of the excellent algorithm among the selected algorithms. The tests against 10 benchmark functions demonstrate that this multi-algorithms is fit for most problems. Then, this optimizer is applied to image multilevel segmentation problems. Experimental results on a variety of images provided by the Berkeley Segmentation Database show that the proposed algorithm can accurately and stably solve this kind of problems.
Introduction
The target of image segmentation is to extract meaningful objects from the input image. Segmentation is having major importance and elementary place in image processing for interpretation of any image. It is useful in discriminating an object from some objects or background which has distinct gray levels. In recent years, various methods for image segmentation have been developed. Typically, image segmentation based on fuzzy C-means proposed by Bexdek [1] , mean shift filters in-vented by Comaniciu [2] and nonlinear diffusion exploited by Perona [3] have become the widely adopted methods in image processing. It was found that the thresholding technique is the most popular technique out of all the existing approaches used for segmentation of various types of images [4] .
In general, the Otsu method has been proved as one of the powerful and famous thresholding techniques for uniformity and shape measures, due to its simplicity, robustness and accuracy [5, 6] . However, with the increase of the number of thresholds, the computation time grows exponentially, which would limit the multilevel thresholding applications. Nowadays evolutionary computational algorithms are most extensively used due to optimum solution properties for finding the best threshold values with a high computational efficiency [7] . However, the evolution algorithms all fail to conquer "the Curse of Dimensionality", which results in trapping into local optimum without stability and consistency.
This paper applies the self-adaptive Multiple Evolution Algorithms (MEAs) [8] to solve this problem. The MEAs with the self-adaptive mechanism and the elitism search strategy can automatically protrude the core position of the excellent algorithm among the selected algorithms, which well overcomes the problem that different fitness landscapes require different search approaches, which approved in No Free Lunch Theorem [9] .
The rest of this paper is organized as follows: Sect. 2 gives a brief explanation of the self-adaptive multiple evolution algorithms in detail. In Sect. 3, the performance of this method based multilevel thresholding for image segmentation is evaluated. Finally, Sect. 4 concludes the paper.
Self-adaptive Multiple Evolution Algorithms

Sub-populations and Multiple Evolution Algorithms
The algorithm is initiated using a random initial population P size within the predefined search spaces. Then, the initial population is divided into q subpopulations, where q is equal to the number of selected algorithms. It should be noted that the whole population of size N is not equipartitioned. Before the population division process, the numbers of individuals in q sub-populations are set as
Each evolution algorithm is stochastically assigned to a number of individuals. The goal of asymmetrical division is that the excellent algorithm occupies the sub-population with the larger number of individuals in the later evolution period as far as possible. Oppositely, the algorithms with poor performance obtain small amounts of resources. In the evolution process, each algorithm with a specific evolution strategy searches its optima independently. After an iteration of evolution, the fitness value of each individual will be calculated according to the predefined objective function. Finally, the self-adaptive mechanism will protrude the core position of the excellent algorithm.
Self-adaptive Mechanism and Information Exchange Mechanism
In order to implement the self-adaptive selection of the most suitable algorithm for the target problem, the fitness values {FBest
of sub-populations are regarded as the evaluation criterion of selecting the excellent algorithm, where t denotes generation number. Given a maximization problem, if the fitness value of the ith sub-population is larger than the one of the jth sub-population (FBest
, it means the mth algorithm assigned to ith sub-population may be more excellent than the nth algorithm assigned to the jth sub-population. Therefore, in the next iteration, the mth algorithm may own more resources (larger number of individuals of sub-population) than the nth algorithm. Roulette Wheel method is employed to decide the relationship between sub-populations and the selected algorithms:
The self-adaptive multiple evolution algorithms employ the elitism search strategy to accelerate the convergence rate of searching the global optimum. Before each time of evolution, the parent population Pt of size N and their fitness values {F it
After evolution, the offspring population P t+1 is generated and their fitness val-
q } are calculated, and then both are recorded into Elites Container (EC = P t ∪ P t+1 ). The population of the next iteration is chosen from Elites Container. The individuals with larger fitness values in Elites Set containing both parent and offspring populations have larger probability to be selected as elites.
In order to enhance the information exchange between the sub-populations, the crossover operation is applied. As the same as the crossover operation of the genetic algorithm, the two new individuals are created by arithmetic crossover on stochastically selected individuals in different sub-populations, as following:
where a is a random number in the range of [0, 1].
Framework of Multiple Evolution Algorithms
The flowchart of self-adaptive multiple evolution algorithms is listed in Fig. 1 .
For illustrative purposes, only the most popular and commonly used, generalpurpose, evolutionary optimization algorithms are adopted. These methods are: (1) particle swarm optimization (PSO) [10] ; (2) artificial bee colony optimizer (ABC) [11] ; (3) ge-netic algorithm (GA) [12] ; (4) differential evolution (DE) [13] ; (5) the covariance matrix adaptation (CMA) evolution strategy [14] . The specific parameters of the selected algorithms are given in Table 1 . 
Benchmark Test
The benchmark test suite includes ten 30-D benchmark functions, which are commonly used in intelligent computation literatures [15, 16] to show solution quality and convergence rate of new developed evolutionary and swarm intelligence optimizers. The involved benchmark functions can be classified as classical benchmarks (F1-F5) and CEC05 benchmarks (F6-F10) [17] . The detailed setting of these test functions are listed in Table 2 . Table 3 shows the basic statistical results (i.e., the mean and standard deviations of the function values found in 20 runs) of the 30D benchmark test functions F1-F10. Due to the relatively low difficulty of the basic benchmark test functions, the basic statistical results obtained by multiple evolution algorithms are very similar to the ones obtained by other evolution algorithms (EAs). With the increase of solving difficulty, the differentiation of the statistical results of CEC2005 obtained by these EAs can be observed. Generally, the multiple evolution algorithms surpass the other single algorithms because the self-adaptive mechanism keeps the excellent algorithm with more individuals and the elitism search strategy strengthens the local search ability around the global optima.
Multilevel Threshold for Image Segmentation
Image Segmentation Based on Between-Class Variance
The Otsu multi-threshold measure [5] proposed by Otsu has been popularly employed in determining whether the optimal threshold method can provide image segmentation by maximizing the variance of the various classes. The traditional Otsu method can be described as follows. Let the gray levels of a given image with N pixels range over [0, L − 1] and h(i) denotes the number of the ith gray level pixel. P (i) is the probability of i.
where
Bi-level thresholding based on the between-class variance can be extended to multi-level thresholding. The extended between class variance function is calculated as follows:
where M is the number of thresholds. And
is used as the objective function which is to be optimized (maximized).
Experiment Setup
Experimental Results of Multilevel Threshold
We employ Eq. (7) as the fitness function to provide a comparison of performances. Since the classical Otsu method is an exhaustive searching algorithm, we regarded its results as the "standard." Table 4 shows the fitness function values (with M = 2, 3, 4) attained by Otsu methods. For M > 4, owning to the unbearable consumption of CPU time, we don't list the correlative values in our experiment.
It is well known that, the EA-based Otsu method for multilevel thresholding segmentation can only accelerate the computation velocity. The mean fitness function values and their standard deviations obtained by the test algorithms (with M = 2, 3, 4, 5, 7, 9) are shown in Table 5 . According to the mean CPU times shown in Table 6 , there is no obvious difference between the EA-based Otsu methods. Compared with traditional Otsu method, all of them effectively shorten the computation time.
From the test results listed in Table 5 , the results obtained by MEAs are equal to or close to the ones obtained the traditional Otsu method when M = 2, 3, 4. Moreover, the standard deviations obtained by MEAs are considerably small among the results obtained by the EA-based Otsu methods. With the growth in dimension, there are statistically significant gap between experiments using these EA-based Otsu methods for image segmentation, in the term of both efficiency (fitness values) and stability (standard deviation). Benefiting from self-adaptive Table 5 , the self-adaptive multiple evolution algorithms is suitable for the multilevel thresholding problem based on Otsu method. 
Conclusion
The No Free Lunch Theorem (NFL) has demonstrated that it is impossible to develop a single search algorithm that is always most efficient on a large range of problems. The self-adaptive multiple evolution algorithms with the self-adaptive mechanism and the elitism search strategy can automatically select the suitable algorithm solving the target problem. We applied this method in solving the multilevel image segmentation problem. This multi-algorithms gets favorable results than the other compared methods.
