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Abstract
We set up a discrete space-time dynamical model of molecules with
thermalised kinetic energy and repulsive cores, in an external poten-
tial. The model obeys the first and second laws of thermodynamics.
The continuum limit, obtained using a MAPLE program, gives rise to
coupled reaction-diffusion equations for the density and temperature
fields. The system obeys Onsager symmetry and exhibits the Soret
and Dufour effects.
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1 Introduction
It was known from experiments in the Nineteenth Century that a liquid at
uniform temperature, but with a gradient in its concentration, develops a
non-uniform temperature (the Dufour effect); this was confirmed by Wald-
mann [27]. Thus Fourier’s law [13] needs modification. A local version of
the Thompson effect [26] was also found, in 1856, by Ludwig: if the density
of a liquid is uniform, but the temperature is nonuniform, then there is a
transport of matter. Thus, Fick’s law [12] needs modification. The ratio
of the molecular migration to the temperature gradient is called the Soret
coefficient, after C. Soret, who studied the phenomenon in 1879-81 [19]. For
gases, the Soret effect, under the name ‘thermal diffusion’, was obtained the-
oretically in 1911 by Enskog [11] using kinetic theory, and also by Chapman
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in 1912 [5]. In Enskog’s work, it showed up in the Lorentzian gas but not
in the Maxwellian gas. It was first observed experimentally in gas mixtures
by Chapman and Dootson [7].
Concerning Enskog’s work, Hirschfelder et al. say “Each time we lower
the level of description it is necessary to introduce a condition which restricts
the possible states under consideration. In this case [Enskog’s method] it is
not clear how the restriction has been imposed” [14], p. 492. In the present
paper we derive a model of a dense fluid using the methods of statistical dy-
namics [21], which is a systematic way to reduce the level of description. The
possible states are restricted using information geometry in a well-defined
way [15, 1]. In the present model, the essential part of the dynamics, the
random hopping of molecules to neighbouring holes, is included, but there
is no interparticle potential. The kinetic energy of the particles is fully ther-
malised, in the spirit of Smoluchowski [4]. We find that the model exhibits
both the Dufour and the Soret effects, while obeying the first and second
laws of thermodynamics. This success seems to contradict the statement of
[6], p. 103: “No really satisfactory simple theory of this thermal diffusion
can be given...The reason is that thermal diffusion is an interaction phe-
nomenon. Similar remarks apply to the inverse ‘diffusion thermo-effect’ [the
Dufour effect in gases]”. Our theory, statistical dynamics, is not as simple
as that using free paths referred to in this quotation, and it may be a mat-
ter of opinion whether it is ‘really satisfactory’; however we do show that
the effects follow from the assumptions that the state is in local thermal
equilibrium, and that the hopping rate is proportional to the kinetic energy.
These are kinematic assumptions, and do not require the solving of a model
with an explicit interaction between the particles. The interaction enters
only implicitly; its effect is replaced by the hopping term and the exclusion
principle, followed by local thermalisation. So the last part of the quotation
is not true.
In our model, the system is described by the particle density ρ(x, t) and
the temperature field Θ(x, t). The potential energy of a particle at x is V (x),
and the heat capacity is unity. Thus the density of heat is ρΘ. There is a
maximum possible density, denoted ρm; this corresponds to a hard core of
diameter ℓ, where ρm = ℓ
−ν in ν dimensions. The particle current jc, and
the heat current jγ , are given in terms of ρ, Θ by
jc = −λ (Θ∇ρ+ ρ(1− ρ/ρm)∇(Θ + V )) (1)
jγ = 2 (Θjc − λρ(1− ρ/ρm)Θ∇Θ) . (2)
Here λ is the microscopic hopping rate. These relations in conjunction with
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the conservation laws
∂ρ
∂t
+ div jc = 0;
∂(ρΘ)
∂t
+ div jγ = −jc.∇V (3)
determine the dynamics. The heat current jγ is not conserved, because of
the heat source −jc.∇V = jc.F , where F is the force. Thus the work done
by the field is entirely converted into heat; we call this the Smoluchowski
point of view, though it is implicit in [9]. The current
je = jγ + V jc (4)
of the energy density ρ(Θ + V ) is conserved, as it obeys
∂
∂t
ρ(Θ + V ) + divje = 0. (5)
Thus the system obeys the first law of thermodynamics.
The particle current jc carries with it, by convection, a heat flow of Θjc.
This already suggests that the Dufour effect is to be expected. The surprise
here is that the Dufour effect is 2Θjc, double what is expected from this
intuitive argument. We call the difference the ‘anomalous convection’. The
Soret effect comes from the term −λρ(1 − ρ/ρm)∇Θ in jc. This remains
non-zero as ρm → ∞, so the effect does not depend on the presence of a
hard core. We see that in this limit, the Soret coefficient jc/(ρ∇Θ) is λ.
The fact that in eq. (5) the temperature is added to the external potential
shows that the temperature gradient will cause a flow of particles; if they
are charged, this will be interpreted as the thermo-electric effect.
The rest of the paper is organised as follows. In §2 we outline the model
in discrete space and time. It is a version of the Boltzmann equation, with
discrete energy rather than discrete velocity. It is thus closer to [16] than
[17]. The collision operator is a bistochastic matrix T conserving energy and
particle number (but no other quantities); it causes transitions (hopping) be-
tween particles and holes which are nearest neighbours. The discrete system
is thermodynamically consistent in its own right, and thus forms the natural
discretisation of the continuum equations of motion eq. (2). The state of the
system at any time is described by giving the means of the ‘slow variables’,
here taken to be the particle number, n = 0 or n = 1, and the kinetic en-
ergy, at each site. This information defines a unique grand canonical state
at each site; the assumption that this is the state of the system after a small
time-step is called LTE, the hypothesis of local thermodynamic equilibrium.
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It means that the state is specified by giving the density and temperature
fields, which define a point on our information manifold,M. The dynamics
of the state in one time-step is given by applying the map T , followed by
projection of the resulting state back to M.
In §3 the continuum limit of the dynamics is taken, with the help of
MAPLE. The size of the lattice spacing ℓ and the time step dt are arranged
to satisfy dt = ℓ2, known as the diffusion limit. This ensures that the limit
exists; it gives the dynamics above.
In §4, we verify that the system can be put in Onsager form, though it
is neither linear nor near equilibrium. Onsager symmetry is then seen to
relate the Soret effect to the anomalous convection, which is thus the true
dual or ‘inverse’ to the Soret effect.
In §5 we summarise the paper, and conclude that our simple model,
without any momentum or angular momentum, and with unrealistic density
of states, is able to exhibit the Soret effect and its dual without the pain of
solving a model with interparticle interactions. There is no reason to expect
that these qualitative conclusions would be altered by a more elaborate
model. For example, we could add a direct transfer of kinetic energy between
occupied sites; this adds further terms to the energy current, and increases
the diagonal part of the Onsager matrix, without affecting the cross terms
(the Soret and Dufour terms).
2 The Discrete Model with Hard Core
We start with a finite lattice Λ ⊆ ℓZν , where ν is the dimension of space.
A typical point of Λ will be denoted by x. At each site x there can be
at most one molecule; this expresses the physical idea that the molecule
has a repulsive core of diameter ℓ. We take a very simple model of the
molecule; it has no spin or velocity, and its possible states are labelled by
k ∈ {0, 1, 2, . . .}, denoting the kinetic energy K = kǫ; here ǫ > 0 represents a
quantum of energy. This absence of velocity as a label for the point in phase
space leads to a useful simplification of the mathematics compared with the
discrete velocity Boltzmann equation [17]; we call it the Smoluchowski point
of view. The sample space at x is thus
Ωx = {∅, 0, 1, 2, . . .} = {∅} ∪N. (6)
Here, ωx = ∅ ∈ Ωx means that the site x is empty, and ωx = kx ∈ N means
that the site x is occupied, and that its kinetic energy is kxǫ. We can argue
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that the fluctuation of the velocity of a real gas from its local mean value
(the drift) is a fast variable, and is thermalised in one time-step. In this
model, momentum is not accounted for; however, kinetic energy is.
The sample space, also known as the phase space, for the system is taken
to be
Ω =
∏
x∈Λ
Ωx; (7)
the motivation for choosing this is given in [22]. The product structure
of Ω ensures that the particles are indistinguishable, since a configuration
is given by a field {ωx}x∈Λ. Thus the Gibbs paradox is avoided from the
start, and there is no need to introduce symmetrising factors. In a classical
stochastic description of such a system, an observable is a random variable,
that is, a real function on Ω. The set of all bounded random variables form
an algebra, denoted here by A. At time t ∈ N the state of the system
is described by a probability measure on Ω, which we denote by p; in the
theory of C∗−algebras, p is called a normal state on A. The set of normal
states is a convex set denoted by Σ.
A useful observable is the number of particles at x:
Nx(ω) =
{
0 if ωx = ∅,
1 if ωx ∈ N.
(8)
The total number of particles is then the random variable
N (ω) =
∑
ω∈Λ
Nx(ω). (9)
We introduce an external potential V (x) for the particles. Contrary to
[6], we shall not find it necessary to introduce an interaction between the
particles in order to get the Soret and Dufour effects. The full treatment of
a model with interaction leads to a much more complicated theory than the
present one. The ‘mean field’ treatment of the interaction can be handled
as in [2]; in this approximation, the interaction does contribute to the Soret
effect, but is not the whole story.
The total energy is the random variable
E = K + V (10)
where
V(ω) =
∑
x
V (x)Nx(ω); K(ω) =
∑
x
ǫkxNx(ω), (11)
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ǫ > 0 being an energy unit, and
ω = {ωx}x∈Λ, ωx = ∅ or kx. (12)
We are interested in states with finite mean energy
p.E :=
∑
ω
p(ω)E(ω) <∞, (13)
and finite partition function
Z =
∑
ω
e−βE(ω) <∞ for all β > 0; (14)
this expresses thermodynamic stability.
The function E divides Ω into disjoint energy shells:
ΩE = {ω ∈ Ω : E(ω) = E}, Ω =
⊔
E
ΩE.
Each ΩE must be a finite set, because of eq. (14). Similarly we can write
ΩE =
⊔
n
ΩE,n,
where
ΩE,n = ΩE ∩Ωn, Ωn = {ω ∈ Ω : N (ω) = n}.
The next step in constructing the model is to give a bistochastic map T
on Σ, representing one time-step of the linear part of the dynamics. This
replaces the ‘collision term’ of the full Boltzmann equation. In place of the
large number of collision invariants of the Boltzmann equation, we require
just two conserved quantities, the energy and the particle number. Now, T
is determined by linearity from its action on the point measures δω,ω′ , and
these can be identified with the points of Ω [20]. To conserve E and N , T
must map each each ΩE,n to itself. When we give T , we are specifying the
conditional probability of transition from ω to ω′. We do not attempt to
find the most general bistochastic map, but limit ourselves to the case where
1. Tω,ω′ = Tω′,ω, the symmetric case.
2. Tω,ω′ = 0 if ω and ω
′ differ at points x, x′ ∈ Λ which are not nearest
neighbours.
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3. A transition occurs only by the movement of a particle; there is no
direct transfer of kinetic energy between adjacent particles.
To conserve energy, any change in potential energy in a transition must be
balanced by the opposite change in kinetic energy. Since the latter is an
integral multiple of ǫ, we must suppose that all differences V (x) − V (y),
with x, y ∈ Λ, are integral multiples of ǫ. We shall work out the model in
detail when ν = 1, and Λ is an ‘interval’ of contiguous points in ℓZ. Thus,
for x ∈ Λ with x+ ℓ also in Λ, we can write
V (x+ ℓ)− V (x) = ǫwx, with wx ∈ Z. (15)
Because of (2) and (3), above, the possible transitions involve the movement
of a particle from x to a hole at x+ ℓ or x− ℓ, or vice versa. We shall choose
x, and consider the case wx > 0; other cases are treated similarly.
Suppose that there is a particle at x and a hole at x + ℓ. In order for
the transition x 7→ x+ ℓ to be possible, the kinetic energy of the particle at
x must be at least ǫwx; after the transition its kinetic energy is ǫ(kx − wx),
as the particle loses ǫwx in moving uphill. We call ǫ(kx − wx) the spare
kinetic energy of the transition. If there is a particle at x + ℓ and a hole
at x, the particle can move down to x whatever its kinetic energy happens
to be. This move is the inverse to the first, and to arrive at a symmetric
Markov matrix, we choose the transition rates for these two processes to be
the same. We have argued [23] that a good model for the transition matrix is
to choose the rate to be proportional to the spare kinetic energy, by analogy
with Einstein’s hypothesis of stimulated emission. To this, we add one more
unit (the ‘spontaneous emission’) which in the event makes no difference to
the continuum limit.
We see from our answer, eq. (2), that this choice leads to a linear increase
in the thermal conductivity with temperature, roughly in accord with exper-
iments [14], p. 574, for various gases in the range 100o−300o K. It also leads
to a diffusion rate that increases linearly, [23], as chosen by Smoluchowski.
Let x ∈ Λ; let ω and ω′ be two sample points on the same ΩE,n, and let
ω′y = ωy for y 6= x or x + ℓ. Suppose that ωx = kx ≥ wx, and ωx+ℓ = ∅,
ω′x = ∅ and ω
′
x+ℓ = kx − wx. We call this the hopping criterion, and define
the transition matrix Tx by
Tx =
ω ω′
ω 1− 2λǫ(kx − wx + 1) 2λǫ(kx − wx + 1)
ω′ 2λǫ(kx − wx + 1) 1− 2λǫ(kx − wx + 1)
(16)
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It was noticed in [23, 24] that transition rates which grow with energy need
care when the time is discrete, as the transition probability becomes larger
than 1 for large energies; the stay-as-you-were probability can become neg-
ative. Not only is this unphysical; it leads to unstable difference equations
and spurious chaos [18]. It is therefore desirable in our model to cut off the
hopping probability to zero above
kmax = (2λǫ)
−1 − 1. (17)
By making ǫ smaller we can make this cut-off as large as we please. For
simplicity of notation, we put the matrix elements of Tx equal to zero unless
ω and ω′ obey the hopping criterion. That is, we remove the diagonal line
of units. A matrix like Tx can be defined for each x ∈ Λ. In particular, Tx−ℓ
describes the move down from x to x− ℓ, and the move up from x− ℓ to x,
which is assigned the probability
2λǫ(kx−ℓ − wx−ℓ + 1) = 2λǫ(kx + 1), (18)
or zero if kx−ℓ < wx−ℓ.
Both Tx and Tx−ℓ affect the population at x, but other transitions,
Ty, y 6= x, x − ℓ, do not. We define the linear part of the local dynam-
ics at x to be (Tx+Tx−ℓ)/2, and the full linear dynamics to be given by the
symmetric Markov matrix
T =
∑
x
(Tx + Tx−ℓ)/2. (19)
The next step in statistical dynamics, the analogue of the Stosszahlansatz,
is the specification of the thermalising map Q. This projects the result
of one time-step, p 7→ Tp, onto a subset of states called the information
manifold. We seek to implement mathematically the physical idea that
the kinetic energy at a point x completely thermalises in one time step.
The description of the local state by the full distribution of the random
variable Kx is replaced by one variable, the temperature Θ(x). According
to [15, 1] we have to choose a subspace X of slow variables, spanned by
{X0 = 1,X1 = H,X2, . . . ,XN}, in the notation of [20]. Given a state p, we
record the mean values
ηj = p.Xj , j = 1, 2, . . . , N ; (20)
we then define Qp to be the state of maximum entropy having these mean
values. The set of statesM(X ) = {Qp : p ∈ Σ} has a Riemannian structure,
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and is called the information manifold of X . It is parametrised by the means,
which are called the mixture coordinates. If we start with p ∈ M, we define
one time-step of the full (non-linear) dynamics to be p 7→ QTp. This maps
M to itself, and is given by difference equations in N variables. This is far
fewer than needed for the linear dynamics.
In the present model, we take the slow variables to be the span of {Nx :
x ∈ Λ} ∪ {Kx : x ∈ Λ}, a total of N = 2|Λ| variables. In particular the total
energy is a slow variable. Let us denote the means of Nx and Kx by the
fields nx and Kx:
nx = p.Nx; Kx = p.Kx. (21)
The algebra of observables, A, is the tensor product
A = ⊗xAx (22)
of local algebras. The state Qp is then the state of maximum entropy with
these means; it is well known that this is the state in LTE, the product of
local grand canonical states, independent over Λ; thus
Qp(ω) =
∏
x
px(ωx) (23)
where px is the marginal probability of p on Ωx. In its turn, px is the state
on Ωx of maximum entropy among states with given means nx, Kx. It is
therefore the (fermionic) grand canonical state, and so has the form, for
some parameter βx:
px(∅) = 1− nx (24)
px(k) = nxZ
−1
x e
−ǫkβx, (25)
where Zx = (1− exp(−ǫβx))
−1. We determine βx or the temperature Θx =
1/(kBβx), from the mean-value Kx:
K(x) = p.Kx = ǫnx
∑
k=0
kZ−1x e
−ǫkβx (26)
=
ǫnx
eǫβx − 1
. (27)
Here we have taken the sums up to infinity, neglecting the term exp(−βkmaxǫ)
compared to 1.
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We note that
n(x) =
∑
k≥0
px(k) (28)
e−ǫβ = (1 + ǫn/K)−1 (29)
Z = 1 +K/(ǫn). (30)
Our strategy for specifying one time-step in the dynamics is to start
with p ∈ M, and so of the form eq. (23), (25), (30), and then find pˆ = Tp,
or rather, its marginals. From the marginals of pˆ we find the new values
nˆ(x), Kˆ(x) of the mixture coordinates; from these we can find the new
exp(ǫβˆ) = 1 + ǫnˆ/Kˆ. It remains to explain how to find the marginals of pˆ.
For a product state over Λ, eq. (23), the probability of the set of points
like ω, satisfying the hopping criteria at x, (i.e. x occupied with kinetic
energy ǫkx, and x+ ℓ empty) is p(x, k)(1−nx+ℓ). Similarly, the set of points
like ω′, (i.e. with x empty, and x+ℓ occupied with kinetic energy ǫ(kx−wx))
is p(x+ ℓ, kx − wx)(1 − nx). The other sites y 6= x, x+ ℓ are unaffected by
Tx and these factors in eq. (23) can be summed over ωy to give unity. Thus
the marginal at x of Txp is
Txp(x, k) = p(x, k)− p(x, k) (1− nx−ℓ) 2λǫ (k + 1− wx)
+ p (x+ ℓ, k − wx) (1− nx) 2λǫ (k + 1− wx) . (31)
Similarly
Tx−ℓp(x, k) = p(x, k)− p(x, k) (1− nx−ℓ) 2λǫ (kx−ℓ −wx−ℓ + 1)
+ p (x− ℓ, kx−ℓ) (1− nx) 2λ (kx−ℓ − wx−ℓ + 1) . (32)
Here, k = kx−ℓ − wx−ℓ must hold, to conserve energy in the transition. So
the change in the marginal at x due to (Tx + Tx−ℓ) /2, and therefore to T ,
simplifies a bit to
pˆ(x, k) = p(x, k)− p(x, k) (1− nx−ℓ)λǫ (k + 1−wx)
+ p (x+ ℓ, k − wx) (1− nx)λǫ (k + 1− wx)
− p(x, k) (1− nx−ℓ)λǫ(k + 1)
+ p (x− ℓ, k + wx−ℓ) (1− nx)λǫ(k + 1). (33)
From this we can find the new values, the one-step updates, nˆ, Kˆ:
nˆx =
∑
k≥0
pˆ(x, k)
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= nx − λǫnx (1− nx+ℓ)Z
−1
x
∑
k≥wx
(k + 1− wx) e
−ǫkβx
+ λǫnx+ℓ (1− nx)Z
−1
x+ℓ
∑
k≥wx
(k + 1− wx) e
−ǫ(k−wx)βx+ℓ
− λǫnx (1− nx−ℓ)Z
−1
x
∑
k≥0
(k + 1)e−ǫkβx
+ λǫnx−ℓ (1− nx)Z
−1
x−ℓ
∑
k≥0
(k + 1)e−ǫ(k+wx−ℓ)βx−ℓ, (34)
and
Kˆx =
∑
k≥0
ǫkpˆ(x, k)
= Kx − ǫ
2λnx (1− nx+ℓ)Z
−1
x
∑
k≥wx
k (k + 1− wx) e
−ǫkβx
+ ǫ2λnx+ℓ (1− nx)Z
−1
x+ℓ
∑
k≥wx
k (k + 1− wx) e
−ǫ(k−wx)kβx+ℓ
− ǫ2λnx (1− nx−ℓ)Z
−1
x
∑
k≥0
k(k + 1)e−ǫkβx
+ ǫ2λnx−ℓ (1− nx)Z
−1
x−ℓ
∑
k≥0
k(k + 1)e−ǫ(k+wx−ℓ)βx−ℓ. (35)
The sum should go up to the largest k consistent with the positivity of the
diagonal matrix element of Tω,ω′ at x and x−ℓ. This ensures that the model
is entropy increasing, and that the discrete dynamics is stable.
The dynamics is the explicit map n 7→ nˆ, K 7→ Kˆ, and from Kˆ we can
compute βˆ, and thus get the new point of M. In the next section we take
the continuum limit of this dynamics. The numerical solution of the re-
sulting reaction-diffusion equations might be best done using these discrete
equations: energy is conserved and entropy increases in all approximations,
which ensures that the numerical solutions have reasonable physical proper-
ties, and do not exhibit spurious chaos, (chaos not present in the continuum
equations).
3 The Continuum Limit
We now take the continuum limit of the updating equations, thus:
dt = ℓ2 → 0; ǫ = γℓ→ 0 (γ fixed) (36)
11
Kˆ −K
dt
→
∂K
∂t
;
1
ℓ
→ ρm; ρ =
n
ℓ
(37)
V (x+ ℓ)− V (x)
ℓ
→
∂V
∂x
and so on. (38)
This is achieved by writing
βx±ℓ = β ± ℓβ1 + (1/2)ℓ
2β2 (39)
nx±ℓ = n± ℓn1 + (1/2)ℓ
2n2 (40)
ǫwx−ℓ = V (x)− V (x− ℓ) = ℓV 1− (1/2)ℓ
2V 2 (41)
nˆ− n = A1 +A2 +A3 +A4. (42)
Here, β1 is first the derivative of β, β2 is the second derivative, and the
same for the functions n and V ; the A’s are four expressions in eq. (34):
A1 = −ǫλn(1− n3)e−ǫwβ
(
1− e−ǫβ
)∑
k≥0
(k + 1)e−ǫβk (43)
A2 = ǫλn3(1− n)
(
1− e−ǫβ3
)∑
k≥0
(k + 1)e−ǫβ3 k (44)
A3 = −ǫλn(1− n4)
(
1− e−ǫβ
)∑
k≥0
(k + 1)e−ǫβk (45)
A4 = ǫλn4(1− n)
(
1− e−ǫβ4
)
e−ǫβ4w4
∑
k≥0
(k + 1)e−ǫβ4 k, (46)
where β3 = βx+ℓ, β4 = βx−ℓ, n3 = nx+ℓ, n4 = nx−ℓ, w4 = wx−ℓ. The sum
is allowed to go to infinity in the continuum limit.
We ask MAPLE to evaluate nˆ − n to lowest non-vanishing order in ℓ,
namely, ℓ2; we substitute ǫ = γℓ, with γ fixed, n3 = n + ℓn′ + (1/2)ℓ2n′′
etc., β(x) = 1/Θ(x), and nˆ− n by ℓ2∂n/∂t. In one dimension the result, as
ℓ→ 0, is
∂n
∂t
+ div jn = 0 (47)
where
jn = −λ
(
Θn′ +
(
Θ′ + V ′
)
n(1− n)
)
. (48)
We see that this is independent of γ.
The particle density is n/ℓ = ρ; then n = ρℓ which we replace by ρ/ρm
rather than by zero in the limit. So by dividing eq. (48) by ℓ gives our
equation of motion for the particle density:
jc = −λ (Θ∇ρ+ ρ(1− ρ/ρm)∇(Θ + V )) . (49)
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The term λρ(1−ρ/ρm)∇Θ is the thermal diffusion; if ρ≪ ρm we see that the
Soret coefficient is exactly λ, but that for dense fluids (near solidification) it
is smaller. The Soret term is absent in the model of dense fluids presented in
[22]. This arises because there the particles do not carry heat, unlike those
of the present model.
For the kinetic energy density K(x), we write
Kˆ −K = A1 +A2 +A3 +A4, (50)
where
A1 = −ǫ2λn(1− n3)
(
1− e−ǫβ
)
e−ǫβw
∑
k≥0
(k + w)(k + 1)e−ǫβk (51)
A2 = ǫ2λ(1− n)n3
(
1− e−ǫβ3
)∑
k≥0
(k +w)(k + 1)e−ǫβ3 k (52)
A3 = −ǫ2λn(1− n4)
(
1− e−ǫβ
)∑
k≥0
k(k + 1)e−ǫβk (53)
A4 = ǫ2λn4(1− n)
(
1− e−ǫβ4
)
e−ǫβ4w4
∑
k≥0
k(k + 1)e−ǫβ4 k. (54)
Now we put K = nΘ and take the limit ℓ→ 0; MAPLE gives
∂(nΘ)
∂t
= −λ
{
n2(V ′)2 − 3V ′n′Θ− 3V ′nΘ′ − n(V ′)2
+ 4n2(Θ′)2 + 4n2ΘΘ′′ − 4nΘΘ′′ + 2n2ΘV ′′
+ 3n2V ′Θ′ + 8nΘΘ′n′ + 4nn′V ′Θ
− 2n′′Θ2 − 8n′ΘΘ′ − 2nΘV ′′ − 4n
(
Θ′
)2}
= −jnV
′ − 2div (Θjn) + 2λdiv
(
Θ(1− n)nΘ′
)
. (55)
Again we see that γ drops out. Putting n/ℓ = ρ and 1/ℓ = ρm we get in
ν-dimensions:
∂(ρΘ)
∂t
= −jc.∇V − 2div (Θjc) + 2λdiv (Θρ(1− ρ/ρm)∇Θ) . (56)
Thus, at least at a formal level, the equations discussed in §1 are ‘derived’
from a discrete stochastic model. Our derivation has not proved that the
solutions to the discrete equations converge to solutions of the nonlinear
coupled equations in the continuum. Indeed these are not uniformly elliptic,
and a proof of existence of even local solutions needs care. Some results for
similar systems are presented in [25, 2, 3].
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4 The Onsager Form
We now argue that only the ‘anomalous’ part of the Dufour effect is the true
Onsager dual to the Soret effect. We see this in the model of [22]; this model
has no Soret effect, but the heat current does contain the normal convection
term Θjc. In the classical Boltzmann equation the heat content of a fluid is
3/2Θρ, instead of our Θρ; we would expect, then, a convection term 3/2Θjc
in the heat current. However, in [6] the term 5/2Θjc is found. We see that
of this, 3/2Θjc is normal convection, and Θjc is anomalous convection; the
latter is the same as in the present model. We shall show that Onsager
symmetry relates the Soret effect to the anomalous part of the convection.
Both the model of [22], and the present model, have the same sample
space, slow variables and conserved quantities, namely the particle number
and energy. It follows from the argument given in [23] that both models have
the same entropy and thermodynamic forces. They differ in their dynamics,
which in Onsager theory is determined by the way the currents depend on
the forces. We first find the entropy of the discrete model, and then take its
formal continuum limit. The entropy of the state
p(ω) =
∏
x
{(1−Nx(ω))(1 − nx) +Nx(ω)px(ωx)} (57)
which is independent over Λ, is the sum of the contributions at each x; thus
S(p) = −
∑
ω
p(ω) log p(ω)
= −
∑
x
(1− nx) log (1− nx)−
∑
x
nx
∑
k≥0
px(k) log px(k)
= −
∑
x
(1− nx) log (1− nx)−
∑
x
nx log nx
+
∑
x
nx
{
logZβx + βxǫ/
(
eǫβx − 1
)}
(58)
Now,
−
∑
x
nx log nx −
∑
x
(1− nx) log (1− nx) (59)
= −
∑
x
nx
ℓ
(
log
nx
ℓ
+ log ℓ
)
ℓ −
∑
x
(
1
ℓ
−
nx
ℓ
)
log (1− nx) (60)
and in the continuum limit, ℓ→ 0,
∑
x ℓ becomes
∫
dx, nx/ℓ becomes ρ(x)
and 1/ℓ becomes ρm. So the dichotomic part of the entropy becomes the
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differential entropy
−
∫
ρ(x) log ρ(x) dx−
∫
(ρm − ρ) log (1− ρ/ρm) dx, (61)
apart from the large positive term
− log ℓ
∫
ρ(x) dx. (62)
However, this term can be dropped; for
∫
ρ(x) dx is constant in time, so the
divergent term does not contribute to dS/dt. The Gibbsian term in Sx also
has a simple limit:
nx (logZβx + βxKx) = nx
(
− log
(
1− e−ǫβx
)
+ βxǫ/
(
eǫβ − 1
))
= −nx log ǫ− nx log βx + nx +O(ǫ). (63)
Again, summing over x leads to the divergent but constant terms (− log ǫ+
1)
∑
x nx, which can be dropped, leaving
−
∑
x
log βxnx →
∫
ρ(x) log Θ(x) dx;
The continuum entropy is therefore
S = −
∫
ρ(x) log ρ(x) dx−
∫
(ρm − ρ) log (1− ρ/ρm) dx
+
∫
ρ log Θ(x) dx,
as claimed in [22], eq. (49).
The next step [23] in setting up a comparison with Onsager theory is to
write S˙ as a (continuous version) of Onsager’s ansatz [10]
ΘS˙ =
∑
α
Xαjα. (64)
We use the identities∫
ρΘ˙/Θ dx =
∫
˙(ρΘ)/Θ dx (65)∫
ρρ˙/ρ dx =
∫
(ρm − ρ) ρ˙/ (ρm(ρm − ρ)) dx = 0 (66)
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to get
S˙ = −
∫
ρ˙ log ρ dx+
∫
ρ˙ log (1− ρ/ρm) dx
+
∫
ρ˙ log Θ dx+
∫
˙(ρΘ)/Θ dx. (67)
In both the present model and that of [22] there are two conserved densities,
the particle number ρ and the energy E = ρ(V + Θ); thus ˙ρΘ = E˙ − ρ˙V .
We impose the condition of ‘no flow’ on the boundary, ∂Λ, which could be
at infinity. Thus the components of the current normal to the boundary, j⊥c
and j⊥e , vanish on ∂Λ. In both models, then, we use the conservation laws
and then integrate by parts in eq. (67) and discard the boundary term, to
get:
S˙ = −
∫
ρ˙ (log(ρρm/(ρm − ρ))− log Θ) +
∫ (
E˙ − ρ˙V
)
/Θ dx (68)
= −
∫
jc.∇ (log(ρ/(1 − ρ/ρm))− logΘ + V/Θ) dx
+
∫
je.∇(1/Θ) dx. (69)
This is true whatever the equation of motion, provided that the particle
number and energy are conserved. In particular, we can vary the hopping
probability, λ, as a function of (x, t), so that jc and je are arbitrary functions.
So from the Onsager ansatz for S˙ we can read off the thermodynamic forces
Xc
Θ
= −∇
{
log
(
ρ
1− ρ/ρm
)
+
V
Θ
− log Θ
}
(70)
= −
1
ρ (1− ρ/ρm)
{
∇ρ+
∇V
Θ
ρ (1− ρ/ρm)
}
− (V +Θ)∇
(
1
Θ
)
; (71)
Xe
Θ
= ∇
1
Θ
. (72)
These expressions for the thermodynamic forces conjugate to the currents
jc and je hold for both models; we consider them in turn. In the model of
[22] the equations of motion are
jc = −λ
{
∇ρ+ ρ (1− ρ/ρm)
∇V
Θ
}
(73)
je = −λ {ρ (1− ρ/ρm)∇Θ}+ (Θ + V )jc. (74)
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This model has no Soret effect, but shows the ‘normal’ convection, in our
terminology, because of the contribution Θjc to the heat current. This
will be observed as the Dufour effect, since there is a heat flow if ∇Θ =
0 but ∇ρ 6= 0. Somewhat luckily (for Onsager theory), the currents are
linear expressions in Xc and Xe, with no derivatives, but with nonlinear
coefficients:
jc = λρ (1− ρ/ρm)
Xc
Θ
+ λ(V +Θ)ρ (1− ρ/ρm)
Xe
Θ
; (75)
je = (V +Θ)λρ (1− ρ/ρm)
Xc
Θ
+ λ
{
λρ (1− ρ/ρm)Θ
2 + (Θ + V )2ρ (1− ρ/ρm)
} Xe
Θ
. (76)
We see that Onsager symmetry holds, and that the Onsager matrix is posi-
tive definite. Hence entropy is an increasing function of time, as expected.
In the present model, we see that the currents, given in eq. (2), can be
expressed in terms of the same thermodynamic forces eq. (72) thus:
jc = λρ (1− ρ/ρm)
Xc
Θ
+ λ(V + 2Θ)ρ (1− ρ/ρm)
Xe
Θ
(77)
je = (V + 2Θ)λρ (1− ρ/ρm)
Xc
Θ
+ λ
{
(V + 2Θ)2ρ (1− ρ/ρm) + 2Θ
3ρ (1− ρ/ρm)
Xe
Θ
}
. (78)
Again, Onsager symmetry and positivity hold. The anomalous part of the
convection, the factor ‘2’ in V +2Θ, can be inferred using Onsager symmetry
and the Soret term, ∇Θ, in jc. In our approach, all these properties, the
Soret effect, the anomalous Dufour effect and the Onsager symmetry, follow
from the model, rather than being put in, as in the Onsager theory.
We can relate the thermodynamic forces to the gradients of the canonical
coordinates ξα(x) of the information manifold (when the states are indepen-
dent over Λ), according to the general theory; see eq. (15) of [23]. We shall
now verify that this is true in this model, in the continuum limit. Recall
that in the discrete model we write the density matrix as
ρ = e−
∑
0
ξαHα . (79)
Here, H0 = 1, ξ
0 = log Ξ, where Ξ is the grand partition function; the Hα
are the conserved densities. In our model, these are the number of particles
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at x, Nx, and the energy at x, Ex = Vx + Kx. A point on the information
manifold, for finite Λ, is the product over x of a probability which we write
in the usual form of a local equilibrium state:
p(x) = e− log Ξe−βx(Ex−µxNx). (80)
We can thus identify the canonical coordinates as ξcx = −βxµx and, as
expected, ξex = βx. To relate ξ
c to n, one of the mixture coordinates, note
that (omitting the label x)
Ξ−1 = 1− n (81)
and
Ξ =
∑
ω
eβµN e−βE (82)
= 1 + eβ(µ−V )
∑
k≥0
e−ǫβk
= 1 +
eβ(µ−V )
1− e−ǫβ
. (83)
We combine eq. (81) with eq. (83) to get
βµ = βV + log (n/(1− n)) + log
(
1− e−ǫβ
)
(84)
= βV + log
ρ
ρ− ρ/ρm
+ log ǫ− log β +O(ǫ) (85)
for small ǫ. In the continuum limit we drop the infinite constant log ǫ, as
only the gradient is used. Thus we get
ξc = −βµ = − log
ρ
1− ρ/ρm
+ log Θ−
V
Θ
(86)
and Xc/Θ = ∇ξc, using eq. (70). This, together with eq. (72) shows that
(ξe, ξc) are “potentials” for (−Xe/Θ,−Xc/Θ).
5 Conclusion
We have constructed an example of nonequilibrium thermodynamics obey-
ing the first and second laws, and which exhibits the Soret and Dufour
effects. Apart from the hard core, no interparticle potential is postulated,
and indeed the effects persist in the limit ρm → ∞, corresponding to no
18
hard core. This should be compared with the kinetic theory described in
[6], p.103; this gives the impression that the Soret and Dufour effects depend
on the careful inclusion of interparticle forces and that they are present only
in gas mixtures. In our approach the effect of the interparticle forces are
included only indirectly, in that the dynamics includes the thermalising map
Q, which ensures that the motion is confined to the information manifold.
Thus, whatever the forces are, they keep the system in local thermodynamic
equilibrium. This leads to a simple understanding of the effects; regions of
higher temperature contain more high-speed molecules than regions of low
temperature, and so they preferentially move from high to low tempera-
tures. In our model there is no velocity variable, and by high speed we
mean molecules that hop with greater probability. In [6] an abnormal con-
vection is also found, and is interpreted as “convection of enthalpy”. It is
the differential Soret effect between isotopes that is emphasised there. This
is the reason for the great industrial importance of the effect; it allows gas
mixtures to be separated by a heat gradient. To get this effect we would
need to allow the hopping rate λ to depend on the mass of the molecule.
We have remarked that the density of states in our model is unity; in a
semiclassical model in one dimension, there are two states of each energy,
corresponding to the two directions of motion, so apart from this trivial
factor, it would appear that our model is one dimensional. However, the
hopping rate is not that of a particle in one dimension. In the free dynamics
between collisions the rate of movement is proportional to the velocity i.e.
E1/2, whereas in our model it is proportional to the spare kinetic energy E.
This larger hopping rate partially compensates for the lack of multiplicity
of states, as can be seen by the following argument. In three dimensions the
number of states of a single particle in the semiclassical model is propor-
tional to the volume of phase space, and thus has a factor p2 dp (where p is
now the momentum) which is proportional to E1/2dE. Suppose a particle
in three dimensions at a lattice site x ∈ Λ having momentum p hops to a
neighbouring site, x+ ℓ against the force given by the gradient of the poten-
tial V . Its momentum after the transition will be slightly different, say p′,
which is determined by p and the force. Thus each of the many states at x
can make a momentum-conserving transition to only one of the many states
of the right energy at x+ℓ. So the number of states making the transition is
proportional to the number of states, namely E1/2. The rate of flow of such
an element of phase space is proportional to E1/2 as well, so the number
making the transition is En(E), where n(E) is the occupation number. This
is the same as that due to stimulated hopping, as assumed in the present
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paper in eq. (18). As we saw, the extra hop due to spontaneous hopping
did not contribute to the continuum limit. It should be mentioned that
this does not mean that model of the present paper gives the same answer
(apart from trivial factors) as a three-dimensional model with the“correct”
multiplicity, and rates proportional to the speed. Indeed, the factors Z−1 in
the rate equations eq. (34) and (35) also depend on the multiplicity. These
factors are proportional to Θ−3/2 instead of Θ−1 as in the present paper.
We can also regard the present model as describing a dense liquid of com-
plex atoms, which have little kinetic energy, but which have a large number
of excited states modelled by the levels ǫk, k = 0, 1, 2, . . . , kmax. As re-
marked, to get the equations (1) and (2), we approximate (1−exp(−βǫkmax))
by 1, which requires that the temperature is low enough so that the states
of high energy are not excited much. The density of states can be indepen-
dently checked by experiment. For such a liquid, it would be interesting to
see whether it is true that Dufour effect is double the convection (the factor
2 in eq. (2)).
Our model is more in the spirit of the discrete energy Boltzmann equa-
tions [16] than the discrete velocity models [17] which conserve momentum
as well as energy. For example, [8] considers a lattice gas version of the
Boltzmann equation, with a collision term between pairs of particles. The
Dufour effect is predicted. In [8], only two speeds occur. The number of
particles having each speed is separately conserved, so there is no thermal
mixing in the scattering. The up-date equations for the densities are of
the eighth degree. The authors compare numerical simulations of the exact
model with solutions to a simplified model in which the momentum is put
equal to zero, and a thermalising assumption is imposed. They remark that
the simplified model is very close to the simulations. Our result shows that
the Soret effect as well as the Dufour effect can be obtained without the
two-body scattering.
We may rather easily vary the lattice shape, and allow hopping to next-
nearest neighbours; we tried several such variants, and got the same contin-
uum limit provided that we adjusted λ so that the finite-difference operator
in the transition matrix T approximates the Laplacian. So the limit is rather
robust.
Acknowledgements
This work was started at the university of Madeira, Summer, 1997; I thank
Prof. Benilov for the hospitality of the Dept. of Physics, and H. Nencka for
arranging the visit. It was completed Feb 1998, in the Dept. of Mathematics,
politecnico of Turin; I thank G. Pistone for the invitation and L. Rondoni
20
for arranging the visit.
References
[1] R. Balian, Y. Alhassid and H. Reinhardt, Physics Reports, 131, 2-146,
North Holland, 1986.
[2] P. Biler, A. Krzywicki and T. Nadzieja, Self-interaction of Browniam
Particles Coupled with Thermodynamic Processes, Reports on Mathe-
matical Physics, 42, 359-372, 1998.
[3] P. Biler, Local and global solvability of parabolic systems modelling
chemotaxis, Adv. Math. Sci. Appl. 8, 715-743, 1998.
[4] S. Chandrasekhar, M. Kac and R. Smoluchowski, Marian Smolu-
chowski, Polish Scientific Publ., Warsaw, 1986.
[5] S. Chapman, Phil. Trans. Roy. Soc., A213, 433, 1912. ibid, A217, 115,
1917.
[6] S. Chapman and T. G. Cowling, The Mathematical Theory of
Nonuniform Gases, Third Ed., Cambridge, 1970.
[7] S. Chapman and F. W. Dootson, Phil. Mag. 33 248, 1917.
[8] B. Chopard and M. Droz, Cellular Automata Model for Heat Conduc-
tion in a Fluid, Phys. Lett. A126, 476-480, 1988.
[9] A. Einstein, Uber die von der molecularkinetischen theorie der Wa¨rme
gefordete Bewegung von in ruhenden Flu¨ssigkeiten suspendierten
Teilchen, Annalen der Physik, 17, 549-560, 1905.
[10] S. R. de Groot and P. Mazur, Nonequilibrium Thermodynamics,
North Holland, 1962.
[11] D. Enskog, Phys. Z., 12, 56,533, 1911.
[12] Adolf Fick, Pogg. Annalen, 94, 59, 1855.
[13] J. B. Fourier, The´orie analytique de la chaleur, Paris, 1822.
[14] J. O. Hirschfelder, C. F. Curtis and R. B. Bird, Molecular Theory
of Gases and Liquids, Wiley, 1954.
21
[15] R. S. Ingarden, Y. Sato, K. Sugawa and M. Kawaguchi, Information
Thermodynamics and Differential Geometry, Tensor, 33, 347-353, 1979;
R. S. Ingarden, H. Janyszek, A. Kossakowski and T. Kawaguchi, In-
formation Geometry of Quantum Statistical Systems, ibid, 37, 105-111,
1982.
[16] G. Kiegerl and F. Schu¨rrer, Energy Conservation and H-theorem in the
scalar non-linear Boltzmann equation and its multigroup representation,
Phys. Lett., A148, 159-163, 1990.
[17] R. Monaco and L. Preziosi, Application of the Discrete Boltzmann
Equation to Fluid Dynamics, World Scientific, 1991.
[18] L. Rondoni, Thesis, Ph. D., Virginia Tech., 1991.
[19] C. Soret, Arch. Sci. Phys. Nat., 2, 48, 1879.
[20] R. F. Streater, Statistical Dynamics and Information Geometry, in Ge-
ometry and Nature, Eds. H. Nencka and J.-P. Bourguignon, Con-
temporary Physics 203, 117-131, AMS, 1997.
[21] R. F. Streater, Statistical Dynamics, Imperial College Press, 1995.
[22] R. F. Streater, A model of dense fluids, Banach Center Publications,
43, 381-393, 1998.
[23] R. F. Streater, Onsager Relations in Statistical Dynamics, Open Sys-
tems and Information Dynamics, 6, 87-100, 1999.
[24] R. F. Streater, A Boltzmann Map for Quantum Oscillators, J. Stat.
Phys., 48, 753-767, 1987.
[25] R. F. Streater, The Dynamics of Brownian Particles in a Potential,
Jour. of Math. Phys., 38, 4570-4575, 1997.
[26] W. Thompson, 1854; reprinted in Mathematical and Physical Papers,
I, Cambridge University Press, p. 232, 1882.
[27] L. Waldmann, Naturwissenschaften 31, 204, 1943.
22
6 The Maple V Program
6.1 The Density
♯We use the notation n1 = dn/dx, n2 = d2n/dx2,
♯ n3=n(x+l), n4=n(x-l), and the same for
♯ beta and w.
assume(epsilon>0);assume(beta>0);
A1:=-lambda*epsilon*n*(1-n3)*exp(-epsilon*beta*w)*(1-exp(-epsilon*beta))*
sum((k+1)*exp(-epsilon*beta*k),k=0..infinity);
B1:=simplify(A1);
C1:=series(B1,epsilon,5);
D1:=convert(C1,polynom);
F1:=simplify(D1);
G1:=subs(epsilon=l*gamma,F1);
H1:=subs(n3=n+l*n1+(1/2)*l̂ 2*n2,G1);
J1:=series(H1,l,3);
Z1:=convert(J1,polynom);
assume(beta3>0);
A2:=epsilon*lambda*n3*(1-n)*(1-exp(-beta3*epsilon))*sum((k+1)*
exp(-beta3*epsilon*k),k=0..infinity);
B2:=series(A2,epsilon,5);
C2:=convert(B2,polynom);
D2:=simplify(C2);
F2:=subs(epsilon=l*gamma,D2);
G2:=subs(n3=n+l*n1+(1/2)*l̂ 2 *n2,F2);
H2:=subs(beta3=beta+l*beta1+(1/2)*l̂ 2*beta2,G2);
J2:=series(H2,l,3);
K2:=convert(J2,polynom);
Z2:=simplify(K2);
A3:=-epsilon*lambda*n*(1-n4)*(1-exp(-beta*epsilon))*sum((k+1)*
exp(-beta*epsilon*k),k=0..infinity);
B3:=series(A3,epsilon,5);
C3:=convert(B3,polynom);
D3:=subs(epsilon=l*gamma,C3);
F3:=subs(n4=n-l*n1+(1/2)*l̂ *n2,D3);
G3:=series(F3,l,3);
H3:=convert(G3,polynom);
Z3:=simplify(H3);
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assume(beta4>0);
A4:=epsilon*lambda*n4*(1-n)*(1-exp(-beta4*epsilon))*
exp(-beta4*epsilon*w4)*sum((k+1)*exp(-beta4*epsilon*k),k=0..infinity);
B4:=series(A4,epsilon,5);
C4:=convert(B4,polynom);
D4:=subs(epsilon=gamma*l,C4);
F4:=subs(n4=beta-l*n1+(1/2)l̂ 2*n2,D4);
G4:=subs(beta4=beta-l*beta1+(1/2)*l̂ 2*beta2,F4);
H4:=subs(w4=w-l*w1+(1/2)*l̂ 2*w2,G4);
J4:=series(H4,l,3);
K4:=convert(J4,polynom);
Z4:=simplify(K4);
ans1:=simplify(Z1+Z2+Z3+Z4);
ans2:=subs(beta=1/Theta(x),ans1);
ans3:=subs(beta1=diff(1/Theta(x),x),ans2);
ans4:=subs(beta2=diff(1/Theta(x),x$2),ans3);
ans5:=subs(w=diff(V(x),x),ans4);
ans6:=subs(w1=diff(V(x),x$2),ans5);
ans:=simplify(ans6);
Simple manipulation then gives eq. (1).
6.2 The Heat
♯ Soret2.ms; as before, we take the four terms from A to Z.
♯ beta1 denotes dβ/dx, beta2 denotes d2β/dx2,
♯ beta3 denotes β(x+ ℓ); beta4 denotes β(x− ℓ).
♯ and the same for n and w.
assume(beta>0); assume(epsilon>0);
A1:=-lambda*epsilon̂ 2*n*(1-n3)*exp(-beta*epsilon *w)*
(1-exp(-beta*epsilon))*sum((k+w)*(k+1)*exp(-beta*epsilon*k),k=0..infinity);
B1:=simplify(A1);
C1:=series(B1,epsilon,6);
D1:=convert(C1,polynom);
F1:=subs(epsilon=l*gamma,D1);
G1:=subs(n3=n+l*n1+(1/2)*l̂ 2*n2,F1);
H1:=series(G1,l,3);
J1:=convert(H1,polynom);
Z1:=simplify(J1);
assume(beta3>0);
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A2:=epsilon̂ 2*beta*(1-n)*n3*(1-exp(-epsilon*beta3))* sum((k+w)*(k+1)*exp(-
epsilon*beta3*k),k=0..infinity);
B2:=simplify(A2);
C2:=series(B2,epsilon,6);
D2:=convert(C2,polynom);
F2:=subs(epsilon=l*gamma,D2);
G2:=subs(n3=n+l*n1+(1/2)*l̂ 2*n2,F2);
H2:=subs(beta3=beta+l*beta1+(1/2)*l̂ 2*beta2,G2);
J2:=series(H2,l,3);
K2:=convert(J2,polynom);
Z2:=simplify(K2);
A3:=-epsilon̂ 2*lambda*n*(1-n4)*(1-exp(-epsilon*beta))*sum(k*(k+1)*
exp(-epsilon*beta*k),k=0..infinity);
B3:=simplify(A3);
C3:=series(B3,epsilon,6);
D3:=convert(C3,polynom);
F3:=subs(epsilon=l*gamma,D3);
G3:=subs(n4=n-l*n1+(1/2)*l̂ 2*n2);
H3:=series(G3,l,3);
K3:=convert(H3,polynom);
Z3:=simplify(K3);
assume(beta4>0);
A4:=epsilon̂ 2*lambda*n4*(1-n)*(1-exp(-epsilon*beta4))*
exp(-epsilon*beta4*w4)*sum(k*(k+1)*exp(-epsilon*beta4*k),k=0..infinity);
B4:=simplify(A4);
C4:=series(B4,epsilon,6);
D4:=convert(C4,polynom);
F4:=subs(n4=n-l*n2+(1/2)*l̂ 2*n2,D4);
G4:=subs(beta4=beta-l*beta1+(1/2)*l̂ 2*beta2,F4);
H4:=subs(epsilon=l*gamma,G4);
J4:=subs(w4=w-l*w1+(1/2)*l̂ 2*w2,H4);
K4:=series(J4,l,3);
L4:=convert(L4,polynom);
Z4:=simplify(L4);
ans1:=simplify(Z1+Z2+Z3+Z4);
ans2:=subs(w=V1/gamma,ans1);
ans3:=subs(w1=V2/gamma,ans2);
♯ Note that the result is of second degree in l and is independent
♯ of gamma.
25
ans4:=subs(beta=1/Theta(x),ans3);
ans5:=subs(beta1=diff(1/Theta(x),x),ans4);
ans6:=subs(beta2=diff(1/Theta(x),x$2),ans5);
Ans:=simplify(ans6);
This gives us eq. (55).
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