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Syste`me des coordonne´es plates de la de´formation
verselle des singularite´s isole´es simples d’hypersurface et
ze´ros de l’inte´grale d’Abel
Susumu TANABE´
Re´sume´ - On e´tudie le syste`me des e´quations differe´ntielles sat-
isfaites par l’inte´grale d’Abel associe´e au cycle γs ⊂ {(x, y) ∈ R
2 :
H(x, y; s) = 0} de´finie pour la de´formation verselle d’une singularite´
isole´e simple d’hypersurface. Comme application, on obtient une es-
timation de la multiplicite´ des ze´ros de l’inte´grale Iω(s) =
∫
γs
ω en
fonction de poids quasihomoge`nes associe´s a` H(x, y; 0) et de deg(ω).
1. Introduction
Dans cette note, nous poursuivons le proble`me de l’estimation des ze´ros de l’inte´grale d’Abel
e´tudie´ par plusieurs auteurs [3], [4] etc. C’est une demarche vers une reponse raisonnable au
XVIe proble`me de Hilbert sur le nombre des cycles limites. Dans un travail pre´cedent [7],
nous avons e´tabli une estimation de la multiplicite´ des ze´ros de l’inte´grale hyperelliptique
associe´e a` la singularite´ Aµ, en se servant du syste`me de Gauß-Manin satisfait par l’inte´grale
hyperelliptique. La strate´gie de cette note est semblable a` celle de [7], pourtant la tactique
en diffe`re au sens que nous utilisons ici l’expression du syste`me de Gauß-Manin au moyen des
coordonne´es plates introduites par [6]. Dans [6], les coordonne´es plates (flat coordinates) ont
e´te´ introduites comme les invariants canoniques d’un groupe de Coxeter fini irreductible qui
satisfont certaines conditions naturelles. C’est graˆce a` Noumi [5] que l’utilite´ pre´ponde´rante de
ces coordonne´es se manifeste aux e´tudes du syste`me de Gauß-Manin. Notre demarche s’appuie
sur un re´sultat de [5] qui est formule´ au The´ore`me 2.1. Ce re´sultat nous permet d’exprimer
avec les coordonne´es plates, le syste`me de de Gauß-Manin associe´ a` la de´formation verselle des
singularite´s isole´es simples d’hypersurfaces, d’une fac¸on plus simple que l’expression du syste`me
par les coordonne´es usuelles de l’espace de de´formation verselle (voir [7]). L’objet central de
notre recherche est l’inte´grale d’Abel associe´e a` une singularite´ isole´e simple dhypersurface
pour laquelle on e´tablit le re´sultat suivant:
The´ore`me Soit γs ⊂ {(x, y) ∈ R
2 : H(x, y; s) = 0} un cycle e´vanescent de la de´formation
verselle d’une singularite´ isole´e simple d’hypersurface de la liste (2.1) i.e. Aµ, Dµ, E6, E7, E8.
Alors il existe un ensemble ouvert dense U ⊂ Rµ \ D tel que la multiplicite´ des ze´ros N de
l’inte´grale d’Abel (1.1) non-nulle
(1.1) IP,Q,γs(s) =
∫
γs
P (x, y)dx+Q(x, y)dy
avec P (x, y), Q(x, y) des polynoˆmes de degre´ au plus K i.e.P (x, y) =
∑
0≤i+j≤K Pi,jx
iyj, Q(x, y)
=
∑
0≤i+j≤K Qi,j x
iyj. doit satisfaire a` chaque point s ∈ U l’ine´galite´ suivante:
(1.2) N ≤ µ(1 + [(ρ1 + ρ2)(K − 1)])− 1,
ou` ρ1, ρ2 sont les poids quasihomoge`nes des variables x, y de´finis pour chaque singularite´.
Il est facile de de´duire de (1.2) que si µ, ν,K,m ≤ n, alors la multiplicite´ des ze´ros N est
domine´ par une fonction quadratique en n. Nos re´sultats, donc, paraissent une ame´lioration
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des estimations obtenues dans [4] ( la multiplicite´ de chaque ze´ro ≤ n
4+n2−2
2
) pour autant qu’il
s’agisse de l’inte´grale du type (1.1).
2. De´formation verselle des singularite´s isole´es simples d’hypersurface
D’abord, on regarde la de´formation verselle des singularite´s isole´es simples d’hypersurface:
(2.1)
Aµ : H(x, y; s) = x
µ+1 + y2 +
∑µ−1
i=0 si0x
i,
Dµ : H(x, y; s) = x
µ−1 + xy2 +
∑µ−2
i=1 siox
i−1 + s01y + s00,
E6 : H(x, y; s) = x
4 + y3 + s21x
2y + s11xy + s20x
2 + s10x+ s01y + s00,
E7 : H(x, y; s) = x
3 + xy3 + s21x
2y + s11xy + s20x
2 + s02y
2 + s10x+ s01y + s00,
E8 : H(x, y; s) = x
5 + y3 + s31x
3y + s21x
2y + s11xy + s01y + s30x
3 + s20x
2 + s10x+ s00.
Nous de´finissons un ensemble fini I ⊂ N2 associe´ a` chaque singularite´ ci-dessus qui satisfait
les conditions suivantes:
(1) | I |= µ = le nombre de Milnor de la singularite´.
(2) A chaque e´le´ment (ν1, ν2) ∈ I correspond un monoˆme x
ν1yν2 qui est un e´le´ment de la
base de l’espace
C[x, y]/(
∂
∂x
H(x, y; 0)),
∂
∂y
H(x, y; 0)).
On remarque que toutes les singularite´s de la liste (2.1) sont quasihomoge`nes. C’est a` dire,
il existe (ρ1, ρ2) ∈ Q
2
>0 tel que
(ρ1x
∂
∂x
+ ρ2y
∂
∂y
)H(x, y; 0) = H(x, y; 0).
On de´finit pour α ∈ Nµ le poids quasihomoge`nes d’un monoˆme sα:
(2.2) weight

 ∏
(ν1,ν2)∈I
sαν1,ν2

 = 〈w, α〉 = ∑
(ν1,ν2)∈I
wν1,ν2αν1ν2
ou` wν1ν2 = 1− (ρ1ν1 + ρ2ν2). On de´finit pour chaque (ν1, ν2) ∈ I un re´seau d’entiers L(ν1, ν2)
selon Noumi [5]. Dans les cas de Aµ, E6, E8 :
L(ν1, ν2) = ((ν1, ν2) + L) ∩N
2
ou` L = Z( 1
ρ1
, 0) + Z(0, 1
ρ1
) ⊂ Z2. Soit
(2.3)
Cν1ν2(β1, β2) = (−1)
ρ1(β1−ν1)+ρ2(β2−ν2)
Γ(ρ1(β1 + 1))Γ(ρ2(β2 + 1))
Γ(ρ1(ν1 + 1))Γ(ρ2(ν2 + 1))
si (β1, β2) ∈ L(ν1, n2)
= 0 si (β1, β2) /∈ L(ν1, ν2).
Dans les cas de Dµ, E7 : L = Z(
1
ρ1
, 0) + Z(1, 1
ρ2
), L(ν1, ν2) = ((ν1, ν2) + L) ∩N
2. Soit
(2.4) Cν1ν2(β1, β2)
= (−1)ρ1(β1−ν1)+ρ2(1−ρ1)(β2−ν2)
Γ(ρ1[β1 + 1− ρ2(β2 + 1)])Γ(ρ2(β2 + 1))
Γ(ρ1[ν1 + 1− ρ2(ν2 + 1)])Γ(ρ2(ν2 + 1))
si (β1, β2) ∈ L(ν1, ν2)
= 0 si (β1, β2) /∈ L(ν1, ν2).
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Alors on peut introduire un syste`me des “coordonne´es plates” dans l’espace de parame`tres
de de´formation Cµs (ou bien R
µ) [5]. Notamment,
(2.5) t0 := t00 = s00 +
∑
〈w,α〉=1
C00(ℓ(α))
sα
α!
(2.6) tν1,ν2 =
∑
〈w,α〉=1−(ρ1ν1+ρ2ν2)
Cν1ν2(ℓ(α))
sα
α!
pour (ν1, ν2) 6= (0, 0)
ou` la fonction line´aire ℓ(α) est de´finie comme suit:
ℓ(α) =
(
µ−1∑
i=0
i αi0, ν2
)
pour Aµ
ℓ(α) =

 ∑
(ν1,ν2)6=(0,0)
ν1αν1ν2,
∑
(ν1,ν2)6=(0,0)
ν2αν1,ν2

 pour Dµ, Eµ.
Le changement des coordone´es s→ t est un diffe´omorphisme. Desormais nous nous serverons
de la notation t = (t0, t
′), ou` t′ = (tν1ν2), (ν1, ν2) ∈ I \ {0, 0}.
Soit H(x, y; s) un des polynoˆmes de la liste (2.1). On prend un cycle e´vanescent γs ⊂
{(x, y) ∈ R2 : H(x, y; s) = 0}. Alors on peut de´finir l’inte´grale d’Abel y associe´e :
Ixk1yk2 ,γs(s) =
∫
γs
xk1yk2
dx ∧ dy
dF
,
et un vecteur
K(s) = (Ixk1yk2 (s))(k1,k2)∈I.
L’e´nonce´ suivant met a` jour l’avantage d’e´crire le syste`me de Gauss-Manin au moyen des
coordonne´es comme (2.5), (2.6) dans nos e´tudes.
The´ore`me 2.1. Si on de´finit une base des inte´grales d’Abel J(t) = (Jν1ν2(t))(ν1,ν2)∈I comme
suit:
Jν1ν2(t) =
∫
γs(t)
∂
∂tν1ν2
F (x, y, s(t))
dx ∧ dy
dF
,
alors les e´nonce´s suivant ont lieu.
1. Il existe une matrice P (t′) ∈ GL(µ,C[t′]) telle que:
(2.7) K(s(t)) = P (t′) · J(t)
ou` P (t′) = ∂Sν
∂tν˜
et les indices ν˜, ν ∈ I.
2. Les inte´grales satisfont un syste`me d’e´quations diffe´rentielles:
(2.8) S˜(t)
∂
∂t0
J(t) = Λ · J(t)
ou` Λ = diag(wν1ν2)(ν1,ν2)∈I. La matrice S˜(t) ∈ End(C
µ)⊗C[t] satisfait les conditions ci-dessous:
∂
∂t0
S˜(t) = idµ,
(2.9) det S˜(t(s)) = ∆µ(s)
ou` ∆µ(s) est le discriminant de la de´formation verselle.
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On note D := {s ∈ Cµ : ∆µ(s) = 0}. En reprenant les notations depuis le de´but, on formule
l’e´nonce´ central comme suit.
The´ore`me 2.2. Soit γs ⊂ {(x, y) ∈ R
2 : H(x, y; s) = 0} un cycle e´vanescent de la de´formation
verselle de la liste (2.1). Alors il existe un ensemble ouvert dense U ⊂ Rµ \ D tel que la
multiplicite´ des ze´ros N de l’inte´grale d’Abel (1.1) non-nulle
IP,Q,γs(s) :=
∫
γs
P (x, y)dx+Q(x, y)dy
doit satisfaire a` chaque point s ∈ U l’ine´galite´ suivante:
N ≤ µ(1 + [ρ1(K − 1) + ρ2(K − 1)])− 1.
Desormais on va s’inte´resser a` la de´rive´e de l’inte´grale (1.1)
∂
∂s0
IP,Q,γs(s) =
∫
γs
d(P (x, y)dx+Q(x, y)dy)
dF
=
∫
γs
(−Py(x, y) +Qx(x, y))dx ∧ dy
dF
,
que l’on note par
IR,γs(s) :=
∑
0≤k1+k2≤K−1
∫
γs
Rk1k2x
k1yk2
dx ∧ dy
dF
.
On montre que la multiplicite´ des ze´ros de l’inte´grale IR,γs(s) ne de´passe pas µ(1 + [ρ1(K −
1) + ρ2(K − 1)])− 2.
Il est facile de voir qu’il existe des poˆlynoˆmes P
(k)
ν1,ν2(•) de degre´ au plus v0 := [ρ1(K − 1) +
ρ2(K − 1)] pour un vecteur quelconque (Rk1k2) ∈ R
(K+1)K
2 ([3], [8]):∑
0≤k1+k2≤K−1
Rk1k2Ixk1yk2 (s(t)) =
∑
(ν1,ν2)∈I
P (k)ν1,ν2(t0 − t˜0) · Jν1ν2(t)
avec t˜0 ∈ C
µ \D.
Notons le vecteur de taille µ(v0 + 1) :
J˜(t) =t (J00(t), . . . , Jµ1µ2(t), (t0 − t˜0)J00(t), . . . , (t0 − t˜0)Jµ1µ2(t), . . .
. . . , (t0 − t˜0)
v0J00(t), . . . , (t0 − t˜0)
v0Jµ1µ2(t)).
Ici (µ1, µ2) ∈ I tel que µ1+µ2 = max(ν1,ν2)∈I ν1+ν2. On noteM = µ(v0+1). Notre the´ore`me 2.2
se de´duit du lemme suivant.
Lemme 2.3. Il existe des polynoˆmes δ(i)(t), i ∈ N de degre´ M(M+1)
2
(µ!)2 tels que pour (t˜0, t
′) ∈
Rµ \D, qui se trouve hors des ze´ros de δ(i)(t), l’e´nonce´ suivant soit valide.
(i)Si un vecteur ~r ∈ RM \ {0} satisfait la relation suivante,
(2.10) 〈~r,
1
ℓ!
(
d
dt0
)ℓ
J˜(t˜0, t
′)〉 = 0,
pour 0 ≤ ℓ ≤M − 1 alors (2.10) est valable pour ℓ ≥M = µ(v0 + 1) aussi.
(ii) L’ensemble {t ∈ Rµ; δ(i)(t) 6= 0, i ∈ N} est un ouvert dense de Rµ \D.
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De´monstration D’abord on e´tablit la relation entre J˜(t˜0, t
′) et
(
∂
∂t0
)ℓ
J˜(t˜0, t
′). Dans ce
but, on introduit J(t) =t (J00(t), . . . , Jµ1µ2(t)). Notons le poids quasihomoge`ne d’une forme
xν1yν2dxdy/dF par λν1ν2 = ρ1(ν1 + 1) + ρ2(ν2 + 1) − 1. D’apre`s (2.8) les coefficients de
de´veloppement de Taylor de J(t) s’e´crivent sous la forme suivante:
(2.11)
(
∂
∂t0
)ℓ
J(t˜0, t
′) = S˜−ℓ(t˜0, t
′)(Λ− (ℓ− 1)idµ) . . . (Λ− id)Λ·J(t˜0, t
′)
ou` Λ = diag(λ00, . . . , λµ1µ2). A l’aide de la formule (2.11) on conclut facilement la relation
suivante:
(2.12)
(
∂
∂t0
)ℓ
J˜(t˜0, t
′) = Σ(ℓ) · J˜(t˜0, t
′).
Ici Σ(ℓ) est une matrice M ×M , dont la composante σ
(ℓ)
ij , ∈ End(C
µ)⊗C[t] (i, j) ∈ [0, v0]
2 est
de´termine´e comme suit:
(2.13) σ
(ℓ)
ij =


S˜−ℓΛ(Λ− idµ) . . . (Λ− (ℓ− 1)idµ) 0 ≤ i = j ≤ v0
iℓS˜−(ℓ+j−i)Λ(Λ− idµ) . . . (Λ− (ℓ+ j − i)idµ) 0 ≤ j < i ≤ v0
0 i < j ou` ℓ+ j − i < 0.
C’est-a`-dire:
Σ(ℓ) =


σ
(ℓ)
00 σ
(ℓ)
01 · · · σ
(ℓ)
0v0
σ
(ℓ)
10 σ
(ℓ)
11 · · · σ
(ℓ)
1v0
...
. . .
...
σ
(ℓ
v00 σ
(ℓ)
v01 · · · σ
(ℓ)
v0v0

 .
A l’aide de la matrice Σ(ℓ), la condition (2.10) se transforme en l’e´quation suivante:
(2.14) 〈~r,Σ(ℓ) · J˜(t˜0, t
′)〉 = 0
pour 0 ≤ ℓ ≤ µ − 1. Puisque (t˜0, t
′) /∈ D, les valeurs propres de la matrice S˜(t˜0, t
′) sont sans
multiplicite´. Par consequence, S˜(t˜0, t
′) est diagonalisable a` l’aide d’une matrice T a` coefficients
de fonctions semi-alge´briques. C’est-a`-dire:
(2.15) T−1S˜(t˜0, t
′)T = diag(t˜0 − τ1(t
′), t˜0 − τ2(t
′), . . . , t˜0 − τµ(t
′))
ou` τi(t
′) 6= τj(t
′) pour i 6= j.
En tenant compte de (2.12), (2.13), (2.14) on peut voir que l’existence d’une collection
de nombres,de´pendant de (t˜0, t
′, λ00, · · · , λµ1µ2), d
(i)
M (t˜0, t
′), d
(i)
M−1(t˜0, t
′), . . . , d
(i)
0 (t˜0, t
′), i ≥ 0,
satisfaisant (2.16) ci-dessous est une condition suffisante pour que (2.10) pour ℓ ≥ µ − 1
entraˆine (2.10) pour ℓ ≥ µ aussi:
(2.16)
d
(i)
M (t˜0, t
′)
S˜−(M−1)
(M + i)!
(Λ−(M+i−1)idµ) . . . (Λ−i·idµ)+
d
(i)
M−1(t˜0, t
′)
(M + i− 1)!
S˜−M−i+1(Λ−(µ+i−2)idµ) . . .
. . . (Λ− i · idµ) + . . .+ d
(i)
0 (t˜0, t
′) ·
S˜−i
i!
= 0,
avec d
(i)
M (t˜0, t
′) 6= 0. Vu (2.15), la relation (2.16) est e´quivalente a` l’e´quation suivante:
M∑
ℓ=1
d
(0)
ℓ
(t˜0 − τν(t
′))−ℓ
ℓ!
·
ℓ−1∏
b=0
(λν − b) + d
(0)
0 = 0, ν ∈ I,
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M∑
ℓ=0
d
(i)
ℓ (t˜0 − τν(t
′))−ℓ
(ℓ+ i)!
ℓ+i−1∏
b=i
(λν − b) = 0
Celui-la` est, a` son tour, e´quivalente a` l’e´quation ci-dessous:
Σ˜(i) · ~d(i) = 0, i ∈ N
ou`
Σ˜(i) =

1
(M+i)!
∏M+i−1
b=i (λ00−b),
(t˜0−τ1)
(M+i−1)!
∏M+i−2
b=i (λ00−b), · · · ,
1
(M+i)!
∏M+i−1
b=i (λ01−b),
(t˜0−τ2)
(M+i−1)!
∏M+i−2
b=i (λ01−b), · · · ,
...
...
...
1
(M+1)!
∏M+i−1
b=i (λµ1µ2−b)
(t˜0−τµ)
(M+i−1)!
∏M+i−2
b=i (λµ1µ2−b) · · · ,
1
(M+i−1)!
∏M+i−2
b=i (λ00−b)
(t˜0−τ1)
(M+i−2)!
∏M+i−3
b=i (λ00−b), · · ·
...
...
...
1
(M+i−1)!
∏M+i−2
b=i (λµ1µ2−b)
(t˜0−τµ)
(M+i−2)!
∏M+i−3
b=i (λµ1µ2−b), · · · ,
...
...
...
1
(M+i−v0)!
∏M+i−v0−1
b=i (λ00−b)
(t˜0−τ1)
(M+i−v0−1)!
∏M+i−v0−2
b=i (λ00−b), ··· ,
...
...
...
1
(M+i−v0)!
∏M+i−v0−1
b=i (λµ1µ2−b)
(t˜0−τµ)
(M+i−v0−1)!
∏M+i−v0−2
b=i (λµ1µ2−b), ··· ,
· · · , · · · , · · · , · · · (λ00−i) (t˜0−τ1)
M−1
(i+1)!
,
(t˜0−τ1)
M
i!
· · · , · · · , · · · , · · · (λ01−i) (t˜0−τ2)
M−1
(i+1)!
,
(t˜0−τ2)
M
i!
...
...
...
...
...
...
· · · , · · · , · · · , · · · (λµ1,µ2−i)
(t˜0−τµ)
M−1
(i+1)!
,
(t˜0−τµ)
M
i!
· · · · · · , · · · , · · · , (t˜0−τ1)
M−1
i!
, 0
...
...
...
...
...
...
· · · , · · · , · · · , · · · , (t˜0−τµ)
M−1
i!
, 0
...
...
...
··· ,
(t˜0−τ1)
M−v0
i!
, 0, · · · , 0, 0
...
...
...
...
...
...
··· ,
(t˜0−τµ)
M−v0
i!
, 0, · · · , 0, 0


.
~d(i) = (d
(i)
M , d
(i)
M−1, · · · , d
(i)
0 ) ∈ R
M+1,M = µ(v0 + 1).
Le vecteur ~d(i) est un normal aux M vecteurs colonnes de la matrice Σ˜(i). Si on note ces M
vecteurs colonnes par ~v
(i)
1 , · · · , ~v
(i)
M , d’apre`s alge`bre line´aire on obtient l’expression suivante:
~d(i) = const.~v
(i)
2 ∧ · · · ∧ ~v
(i)
M .
On en de´duit que
d
(i)
M (t˜0(t
′), τ1(t
′), · · · , τµ(t
′), λ00, · · · , λµ1µ2) = Σ˜
(i)
(
2, 3, · · · ,M + 1
1, 2, · · · ,M
)
i.e. un mineur M ×M de la matrice Σ˜(i). Si on de´finit
δ
(i)
M (t) =
∏
ρ∈Sµ,σ∈SI
d
(i)
M (t0, τρ(1)(t
′), · · · , τρ(µ)(t
′), λσ(00), · · · , λσ(µ1µ2)),
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alors δ
(i)
M (t) est un polynoˆme de degre´
M(M+1)
2
(µ!)2. Ici SI indique le groupe de permutation
de µ indices de I.
On note par
(2.17) B(t′) =
∏
1≤i<j≤µ
(τi(t
′)− τj(t
′))2
le polynoˆme de´finissant l’ensemble de bifurcation. Alors il existent un entier L ≥ 0 (eventuelle-
ment on calcule L = (M ·(µ−1)!
2)
2
) et des polynoˆmesQ
(i)
j (λ00, · · · , λµ1µ2), j = 0, · · · ,
M(M+1)
2µ
(µ!)2−
L invariants sous l’action de SI tels que,
δ
(i)
M (t) = (
∑
(µ−1)ℓ
2
+j=
M(M+1)
2µ
(µ!)2−L
Q
(i)
j (λ)(∆µ(t))
j(B(t′))ℓ)∆µ(t)
L,
ou` Q
(i)
0 (λ) 6= 0 Q
(i)
M(M+1)
2µ
(µ!)2−L
(λ) 6= 0.
Evidemment δ
(i)
M (t˜0, t
′) = 0 pour les ze´ros (t˜0, t
′) de d
(i)
M (t˜0, τ1, · · · , τµ, λ00, · · · , λµ1µ2) on a
donc de´montre´ l’e´nonce´ du lemme pour t = (t0, t
′) qui satisfait
∆µ(s(t)) 6= 0, δ
(i)
M (t) 6= 0, i = 0, 1, 2, · · · .
Au voisinage de t tel que B(t′) assez grand par rapport a` ∆µ(s(t)), il est un ouvert dense.
Il est aussi un ouvert dense au voisinage de t tel que t0 assez grand par rapport a` B(t
′). En
tenant compte de la quasihomoge´neite´, c’est un emsemble ouvert dense de Rµ. Cela de´montre
le lemme. C.Q.F.D.
Remarque 1. Pour J(t) de (2.11), B.Dubrovin [2] a obtenu l’e´quation suivante:
[∆µ(s(t))(
∂
∂t0
)µ + gµ−1(t)(Λ− idµ)(
∂
∂t0
)µ−1 + gµ−1(t)(Λ− idµ)(Λ− 2idµ)
∂
∂t0
µ−2
+ · · ·
· · ·+ g1(t)(Λ− idµ) · · · (Λ− (µ− 1)idµ)
∂
∂t0
+ (Λ− idµ) · · · (Λ− µ · idµ)]J(t) = 0,
pour la matrice diagonale Λ de (2.8) et des polynoˆmes gi(t) de degre´ i en t0 t.q.
det(S˜(t) + λ) = ∆µ(s(t)) +
µ−1∑
i=0
λµ−igi(t).
C’est une conse´quence de l’e´quation (2.11) apre`s application du the´ore`me de Cayley-Hamilton
a` la matrice S˜(t). Cela implique que la multiplicite´ des ze´ros d’une inte´grale∑
(ν1,ν2)∈I
Pν1,ν2Jν1ν2(t)
avec Pν1,ν2 ∈ R ne doit pas de´passer µ hors de l’ensemble critique D = {t; ∆µ(s(t)) = 0}.
En fait, on peut de´duire de la de´monstration du Tho´re`me 2.2 iii) une estimation analogue
pour Ixkymdx(s) .
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