Abstract. We extend our evaluation of generative models of music transcriptions that were first presented in Sturm, Santos, Ben-Tal, and Korshunova (2016) . We evaluate the models in five different ways: 1) at the population level, comparing statistics of 30,000 generated transcriptions with those of over 23,000 training transcriptions; 2) at the practice level, examining the ways in which specific generated transcriptions are successful as music compositions; 3) as a "nefarious tester", seeking the music knowledge limits of the models; 4) in the context of assisted music composition, using the models to create music within the conventions of the training data; and finally, 5) taking the models to real-world music practitioners. Our work attempts to demonstrate new approaches to evaluating the application of machine learning methods to modelling and making music, and the importance of taking the results back to the realm of music practice to judge their usefulness. Our datasets and software are open and available at https://github.com/IraKorshunova/folk-rnn.
Introduction
Deep learning (Deng & Yu, 2014; LeCun, Bengio, & Hinton, 2015) is producing much excitement in data-rich domains, e.g., image content analysis (Krizhevsky, Sutskever, & Hinton, 2012) , speech processing (Hinton et al., 2012 ), text translation (Sutskever, Vinyals, & Le, 2014) , and most recently, speech and music waveform synthesis (van den Oord et al., 2016) . In our previous work (Sturm et al., 2016) , as well as a variety of informal experiments, 3 we apply deep learning to model high-level textual music transcriptions within a practice termed "session", e.g., traditional dance music found in Ireland and the UK. We proposed two modelling approaches: char-rnn models transcription data one text character at a time in an endless stream; folk-rnn models transcription data one token at a time in a transcription-segmented fashion. Both char-rnn and folk-rnn are generative models, and so can be used to generate new transcriptions that reflect the conventions inherent to those in a training dataset. While char-rnn generates a stream of characters, folk-rnn generates individual complete transcriptions. Sturm et al. (2016) describe our training data and methodology for creating music transcription models, but focus on evaluating char-rnn. In that work, we show how it can produce plausible outputs, and can be used interactively to compose music. This article complements and extends our past work by evaluating the token-based model folk-rnn in five different ways. As in Sturm et al. (2016) , we are interested in determining or delimiting what this model has actually learned, as well as its applicability to composing music. As a first-order sanity check, we compare the descriptive statistics of our training transcriptions and transcriptions generated by folk-rnn. Our second approach involves analysing some of the generated transcriptions as a composition instructor would do. As a third approach, we test the generalisation limits of folk-rnn to particular "nefarious" initialisations, e.g., dyads, atonality, etc. Our fourth approach to evaluation applies folk-rnn to iterative composition in the conventions of the training data. Finally, we take the model back to music practice, within the context of music performance, and elicit feedback from a variety of practitioners.
We emphasise that folk-rnn is not modelling music, but instead a highly reductive abstraction removed from what one perceives as music. We thus limit our interrogation of the model to how well it understands the use of or meaning behind the elements of its vocabulary, their arrangement into larger units, and formal operations such as counting, repetition and variation. However, we are ultimately interested in the use of such models to inform and augment the human activity of music, e.g., as a component in the composition of music (Pearce, Meredith, & Wiggins, 2002) . Our evaluation thus moves away from quantifying the success of a system in modelling and generating sequences of symbols, and moves toward the results of taking the application of machine learning back to the practice of music -motivated by Wagstaff (2012) . We are not interested in measuring the "creativity" of the system (Loughran & O'Neill, 2016) , but in 1) determining what it is actually learning to do; 2) determining how useful it is in music practice; and 3) how to make it more usable for music practice.
We organise this article in the following way. The next section augments our survey in Sturm et al. (2016) of past applications of recurrent neural networks (RNN) to music modelling and generation. We also review the approaches to evaluation in these works. Section three presents our evaluation of folk-rnn. We discuss these results in the fourth section. Finally, the conclusion identifies several future directions of research.
Previous Work in Music Modelling and Generation
using Recurrent Neural Networks Sturm et al. (2016) provide an overview of past work applying recurrent neural networks (RNNs) to music generation. We now discuss work that has appeared since then. Table 1 provides a summary of the evaluation approaches that these studies employ. Colombo, Muscinelli, Seeholzer, Brea, and Gerstner (2016) model encoded music sequences using multilayer neural networks. They encode music as a sequence of two vectors: one encoding pitch, rest and sequence end; and the other encoding duration. They model each kind of data with two RNNs, each one having three hidden layers with 128 units. The input to the melody RNN includes the current pitch and duration of the next pitch. The input to the duration RNN is just the current duration. They train their model on a collection of 2,158 tunes (Irish, Scottish and others), all transposed to either C major or A minor, and with durations normalised over the collection. They initialise the resulting model with a portion of an existing tune, and identify similar rhythmic figures in the generated output. Choi, Fazekas, and Sandler (2016) apply RNN with long short-term memory (LSTM) units to modelling textual representations of chord sequences, and encoded drum sequences. They take the text of 2,486 chord progressions from Realbooks and Fakebooks and train their model (two hidden layers with 512 units each) to produce one character at a time. They find that their model generates text of chord sequences that are common in Jazz. To model drum sequences, they quantise MIDI tracks to semiquaver resolution, represent each time period with a binary vector having as many dimensions as percussion instruments (nine in this case), and train an RNN to predict the drum sequence extracted from 60 Metallica songs.
A recent project of Google, Magenta, 4 is exploring the application of machine learning to modelling music data. A notable aspect of this project is that it is being done in a completely open and collaborative manner. So far, contributors have built a variety of models for MIDI data, including adaptations to the basic LSTM model, e.g., lookback and attention. A lookback model includes in its input explicit information about its past outputs as well as the current location within a bar. Such a model should be able to encode longer-term structures, such as repetitions of material, and resolutions of melodies. An attention model involves dynamically weighting past outputs to inform the generation of the next note.
Further work in this direction involves the application of reinforcement learning to tune RNN music models. In this case, one must define a reward function for guiding the generation of outputs that are more acceptable. Jaques, Gu, Turner, and Eck (2017) define this function by appealing to 18th-century counterpoint, e.g., melodies should begin and end on the root, a pitch should not be repeated consecutively excessively, and large leaps should resolve. They train their model (one hidden layer with 100 LSTM units) using homophonic melodies extracted from 30,000 MIDI songs with a semiquaver resolution, one-hot encoded in a 38-dimensional vector (36 pitches and "note off" and "no event"). They tune this generative model by using several variations of reinforcement learning, and find that the resulting models produce melodies that statistically have characteristics more favourable with regards to the compositional guidelines. Finally, they had several test subjects rate preference in a pairwise presentation of generated melodies and find that those of the tuned models are consistently preferred over the non-tuned model.
In a completely different direction, van den Oord et al. (2016) describe their work in modelling and generating audio sample data using deep convolutional networks, which do not use recurrent connections. In this case, music is not encoded, but instead embedded in the acoustic signal at 16,000 samples per second. The resulting generative model outputs one audio sample at a time. They train their model using 60 hours of piano music taken from crowd-sourced content on YouTube. The waveforms synthesised by the network exhibit realistic characteristics of piano sounds, with transients and decay.
Reference Evaluation Todd, 1989 Visual inspection of generated output Mozer, 1994 1) Accuracy of system in predicting training sequences; 2) Self-auditioning of generated melodies; 3) Participants asked preference among a few melodies generated by proposed system and third-order Markov-chain Eck & Schmidhuber, 2002 Self-auditioning of generated melodies Chen & Miikkulainen, 2001 Basic statistics of output; self-auditioning of generated melodies Franklin, 2006 Reproduction of training tunes, e.g., accuracy Eck & Lapamle, 2008 Self-auditioning of generated melodies BoulangerLewandowski, Bengio, & Vincent, 2012 Measurement of model log-likelihood and expected accuracy, compared with those of baseline models, for different musicsequence datasets. Colombo et al., 2016 Visual inspection of generated output Choi et al., 2016 Visual inspection of generated output Jaques et al., 2017 1) Of 100,000 generated melodies, measure frequency of violation or satisfaction of specific compositional rules; 2) "Amazon Mechanical Turk in which participants were asked to rate which of two randomly selected compositions they preferred" (four melodies generated by each system) van den Oord et al., 2016 Self-auditioning, meant only as a sanity check that the synthesis is working as expected Table 1 . Descriptions of evaluation in research applying recurrent neural networks to music modelling and generation.
Evaluation of the folk-rnn Model
We now evaluate the folk-rnn model, described in Sturm et al. (2016) , in five different ways. We first look at the population level: we compare descriptive statistics of the training transcriptions and 30,000 generated at random by the model. We then take on the role of a composition teacher: we analyse five transcriptions randomly selected from this collection, and describe the ways in which they are and are not successful as compositions. We then act as a "nefarious tester", seeking the limits of the model's "musical knowledge" by observing its reaction to seed input that is moved more and more outside the conventions of the training data transcriptions. We then look at the model in the context of assisted music composition. Finally, we take the model to a variety of expert music practitioners to gauge its usefulness in the practice of music.
Statistical Analysis of Outputs
We now compare the descriptive statistics of our training transcriptions with those of 30,000 transcriptions we generate at random with the folk-rnn model. This is a straightforward way of assessing the model at a low level, but it has limited relevance to measuring how useful the model is for music practice. We thus view this perspective of evaluation as providing a first-order sanity check. Fig. 1 compares the occurrence of specific metres, modes and number of tokens in the transcriptions. We see the model appears biased to generating transcriptions with common metre (4/4), but is biased against triple metres (6/8, 3/4, 9/8) and 2/4 and 12/8 metres. We see the model is a little biased to generating transcriptions specifying dorian mode, and less so the major mode. Finally, we see that the model is greatly biased to generating transcriptions that are 140-155 tokens long. We currently do not know what is causing these biases, but suspect that they arise from the minibatch strategy of training the model (Sturm et al., 2016) . Fig. 2 shows the distribution of pitches in transcriptions of each mode. The top part of Fig. 2 shows that for a transcription generated by the model with a major mode, we expect over 9% of the pitch tokens to be C (middle C), almost 26% to be G or c, and about 0.1% to beˆF. The bottom part of Fig. 2 shows the difference between the proportions in the two populations of training and generated transcriptions. We clearly see the model has some systematic bias: it is biased toward producing pitch tokens lower in pitch than B (above middle C) -with a mode at G in mixolydian and dorian modes -and biased against higher pitches. We currently do not know the source of this bias. Fig. 3 shows the distribution of pitch classes (scale degrees) for transcriptions denoting each mode. We can clearly see the model is producing the correct pitches in each mode, e.g., a flattened third in dorian and minor, a flattened seventh in all but major, and a flatted sixth in only minor. As expected for this kind of tonal music, the root and fifth scale degrees are the most common pitch classes. The systematic bias we see in the top part of Fig. 2 is not clear here because all pitches are folded into one octave; but we do see that the model is slightly biased against the root pitch class in all modes. We currently do not know the source of this bias. We now look at the variety of "measure token" sequences in the transcriptions as a means of assessing their forms, e.g., explicit repetition, phrase lengths, etc. We do this by extracting from each transcription its sequence of "measure tokens" (occurrences of |, :|, |:, |1, |2). We find 3,322 unique sequences from the training transcriptions, and only 1,867 in the generated ones. The 15 most frequent sequences in each set are shown in Tables 2 and 3 . We see that the training and generated transcriptions share the top three sequences. In the case of the 23,635 training transcriptions, the top 15 sequences appear in 10,257 transcriptions; for the 30,000 generated transcriptions, they appear in 20,513. Most of these sequences show the conventional structure AABB, with each section being eight bars long, with or without pickup bars, or explicit repetition tokens at the beginning of sections. This kind of structure is common in Irish folk music (Hillhouse, 2005) .
Finally, we find the following ABC errors in the 30,000 transcriptions generated by the folk-rnn model: 55 have the token |1 (first ending) followed by |1 instead of |2; 32 have only |1 specified (without another ending), and 6 have only |2 specified; and 17 transcriptions have incompletely specified chords, i.e., ] appears without an accompanying [. We corrected such problems in the training transcriptions when creating the training data for this model (Sturm et al., 2016) .
Musical Analysis of Outputs
In Sturm et al. (2016) , we analyse a specific music output of the char-rnn model, "The Mal's Copporim". where we have added line breaks for readability. Fig. 4 shows the tune, which can be heard here: http://goo.gl/qgv6xw. We see all bars are correctly counted, but the natural in b. 11 is unnecessary. This tune has two repeated eight-bar phrases, giving it an AABB form. The opening four bars are effective: b. 1 presents an idea, b. 2 shifts it to the dominant, b. 3 continues an upward motion but breaks the rhythmic repetition with a hemiola, 7 and b. 4 brings the melody down in a stepwise fashion into the second half of A. The B phrase is not as successful as the first. It lacks musical focus and has little more than scale-wise motion. Furthermore, it lacks a clear relationship to ideas in the A phrase. The piece is clearly in C-major, but has two poor cadences in bb. 7-8 and 15-16 . The c-sharp in b. 7 is entirely unexpected, and does not serve any useful function. Fig. 4 . Notation of transcription #22277, which can be heard here: goo.gl/qgv6xw. Fig. 5 shows transcription #1692, which can be heard here: http://goo.gl/5rMRLV. We see b. 11 is missing a bar line, but all others are correctly counted, including the crotchet pickup. This piece has an AABB form with each phrase having 8 bars. The melody of each section is clearly modal (aeolian), and works fairly well, ending at the root. The highest and lowest notes appear in the B section, and are the only a-flats in the melody. This larger span brings some focus to the overall shape of the piece. Unlike transcription #22277, the two sections here sound related, e.g., bb. 1, 5, 9 and 12 are variations. A minor problem is the somewhat awkward moment in the pickup to B and its first bar. This can be improved by moving the pitch f up a whole step to g, and moving the c in the next bar up a perfect fourth to f. Doing so moves away from middle c and supports the move to a new phrase to link better to b. 10, before descending down in the 2nd half of this phrase. A problem with this piece is that it is mostly the repetition or variation of a small pattern, and so lacks a memorable core idea. This results in a rather meandering melody. shows transcription #17872, which can be heard at http://goo.gl/ChEusC. Like the previous two tunes, this one has an AABB form, with each section consisting of eight bars. The A section ends with a satisfying V-I cadence, but the B section lacks resolution. Like the previous tune, this one repeats relatively few melodic patterns. The piece plays throughout with the rhythmic pattern in b. 1, which contributes to a coherence between the two sections, but the only four-bar unit that really works well is the first four bars of B (bb. 9-12), which are well-formed with b. 10 being a variation on b. 9. The last bar is poor, and can be improved by replacing it with b. 8. Overall, this tune sounds like an exercise for an elementary instrument lesson (though perhaps the range is too ambitious). The large melodic leap in b. 8 could be hard to play on some instruments, e.g., voice, which could be easily solved by transposing the d up one octave. Fig. 7 shows transcription #3175, which can be heard at https://goo.gl/7Fh5i4. Unlike the previous three tunes, this one has an AB form, with each section having eight bars. While the previous tunes did not use enough repetition and variation to achieve coherence, this melody contains a large amount of repetition. We see similarity in the patterns appearing in bb. 2, 4 and 6. The opening two bars are varied in bb. 5-6. These, together with more-or-less workable cadences in b. 4 (to C) and b. 8 (to G), construct a plausible eight-bar phrase. Functioning almost as an answer to the first phrase, section B opens immediately in the next higher register. This leap of an eleventh is perhaps too large, and might work better if the phrase moves to the higher register more gradually. Section B also features somewhat new melodic material with the repetition of the rhythmic pattern in b. 9. Bar 13 presents a nice variation of b. 9 that has contrary motion, but b. 14 as a near repetition of b. 9 gives a sense of imbalance in the phrase that is not resolved in the final two bars; i.e., its subphrases are five and three bars long, and not a balanced four plus four. Furthermore, the segmentation suggested by the occasional crotchet breaking the running quavers creates odd length sub-phrases that are not really aligned with the 3/4 metre or the implied harmony. Thus, b. 5 becomes a more convincing pause than b. 4. Neither section cadences on the tonic, but instead skips over resolution. The A section at least slows down and lands on the dominant. Fig. 7 . Notation of transcription #3175, which can be heard here: goo.gl/7Fh5i4. Fig. 8 shows transcription #7152, which can be heard here: http://goo.gl/CaqRvr. This tune has two eight-bar phrases in AABB form. In the A section, the variations of bb. 1-2 in bb. 3-4 and 5-6 create good coherence. The last two bars of A ascend higher than the rest, and present a plausible ending to that section. The B section also shows repetition and variation, but this pattern lasts only one bar instead of two, and in general the variations are only slight. Bar 9 is exactly repeated in b. 13, and is slightly varied in bb. 10, 11 and 14. Bar 12 is a refreshing break, but both ending bars sound static, unrelated, and do not give a convincing ending to the section. While both sections have an identifiable idea onto which a listener can latch, the link between them is weak. Fig. 8 . Notation of transcription #7152, which can be heard here: goo.gl/CaqRvr.
Our analysis of these five randomly selected transcriptions generated by the folkrnn model suggests that it has learned to some extent fundamental aspects of this kind of music: counting bars and accounting for pickup bars, stepwise motion in melody, and the pitches belonging to modes. The model also appears able to produce basic cadences, though these do not always work. We also see evidence of repetition and variation of musical ideas, which is an important aspect of such orally transmitted music, e.g., Boot, Volk, and de Haas (2016) . The folk-rnn model also appears to have learned to some extent aspects of composing homophonic melodies, and assembling them into sections and larger forms with cadences occurring at appropriate times. Of these five transcriptions, four have an AABB form, with each section lasting eight bars, conforming to stylistic norms of the training material. The tunes are of varying quality, but overall we see plausible melodies that work.
At the same time, we find important aspects missing from these tunes. The harmonic implications of melodic patterns tend to be poor, which leads to weak or otherwise flawed cadences. Another missing element is the functional relationships between the different dimensions of the music. The folk-rnn model appears able to manipulate short melodic patterns and is also able to generate a conventional form, but is not able to relate these aspects as they are in the training data transcriptions. Similarly, the model appears able to sequence bars with correct note durations, but does not show an understanding of metre with its strong and weak beats in relation to melody and harmony. A melody will sound meandering when produced by manipulating patterns in a way that is disconnected from musical shape.
Nefarious Testing
Our results in the previous section suggest that the folk-rnn model has learned how to count bars, repeat and vary short patterns, and assemble them into larger-scale forms that resemble conventions of the training data. We now test the limits of the model in these directions by an approach we call "nefarious testing": we observe how the model behaves when we seed it with materials that are outside the conventions it has supposedly learned.
We first initialise the model with the following seed sequence: <s> M:4/4 K:Cmaj [ G F ] 2 E G E /2 G > [ E F ] 4 |, and have it generate a single transcription beginning with this bar (many outputs can be generated by changing the random seed, but we leave it to the default in every case). Our initial sequence is unusual with respect to the training transcriptions because it involves dissonant dyads, and an unconventional use of the > token. 8 We expect that if the folk-rnn model encodes musical knowledge about bar lengths, repetition and variation, and AABB form, then it will respond to our initialisation by generating a transcription having these basic conventions but using the initial material as the basis. The model outputs the transcription notated in Fig. 9 . A synthesis can be heard here: https://goo.gl/nP8cMr. The folk-rnn model seems to ignore our initial idea since its output shows no repetition or discernible variation of it. We also see no bar has the correct duration with respect to our specified metre. After a bar of 3/8 it varies between 3/4 and 2/4, with one bar in 5/8. This shows that the model possesses a limited ability to count time correctly in a transcription. This is in contradiction to our observations in the previous section, as well as inspection of many other transcriptions generated by the model without initialisation. When it is not initialised, it correctly counts bars for the most part. One positive aspect of this generated sequence is that it ends with a cadence, though it is completely unexpected.
We now initialise the model with an equivalent bar, but expressed in a more conventional way: <s> M:4/4 K:Cmaj [ G F ] 2 E G E < G [ E F ] 2 |. The model outputs the transcription notated in Fig. 10 . A synthesis can be heard here: https:// goo.gl/g3x5tn. We see that the model is still ignoring our initial idea, and produces an aimless transcription for many bars. A major difference with this output as compared to the first, however, is that the model now makes no mistakes in counting beats for the specified metre. It now seems able to count time. Another difference is that this output has a little more rhythmic consistency with respect to the initial bar, but this is promptly forgotten after b. 8. There appears to be some repetition and variation of ideas, e.g., bb. 9 and 13.
We now remove the dyads from this initialisation: <s> M:4/4 K:Cmaj G 2 E G E < G F 2 |. The folk-rnn model produces the transcription notated in Fig. 11 . A synthesis can be heard here: https://goo.gl/P1cKCc. Fig. 11 . Notation of the folk-rnn model output when initialised with the sequence <s> M:4/4 K:Cmaj G 2 E G E < G F 2 |. A synthesis can be heard here: https://goo.gl/P1cKCc.
The form of the output now resembles more closely that of the training material, with an AABB form, and cadences at appropriate points in A (bb. 4 and 8) . We see more successful pattern repetition and variation, e.g., the GE idea in bb. 2, 5, 6, 8, etc ., but the model still has not latched onto the rhythmic idea of the seed sequence.
Our nefarious testing of the folk-rnn model uncovers some intriguing limits to its musical knowledge that were not apparent with our other tests, or in the 30,000 transcriptions we had it generate. First, our assumption that the model can count bars appears true only in a very limited context. Second, our assumption that the model can repeat and vary material to create larger conventional forms also appears to be true only in a very limited context. As long as the initial sequence of tokens is similar enough to those in the training set -not only in terms of pitches but also rhythm -then the folk-rnn model can count bars correctly, repeat and vary material, and generate a conventional form with appropriately timed cadences. Breaking that similarity, however, shows that what the model has actually learned to do is not very general. This, of course, is rather different to what we reasonably expect of composition students, who are taught to generalise from specific cases to other domains, e.g., music styles. For example, learning how to apply music theory to understand baroque music also translates to applying it to understand popular music.
One might ask, what is a successful or acceptable continuation of our "nefarious" initialisation above? One possibility is (by Ben-Tal, notated for convenience) notated in Fig. 12 . This can be heard here: https://goo.gl/TVb6VE. In this case, we recognise several characteristics of the initial bar and develop them in the continuation: the undulating third, the dyads, and the rhythm. The second bar reworks the initial idea, undulating on GE but in a different order, while the second half of the bar introduces a new rhythmic element, and a new pitch (A) while keeping the intervallic idea of the initial dyads. The third bar starts like the previous bar but here extends the undulation idea from two beats to three while circling on three pitches as in the initial bar. The three-dyad idea recurs (but back to crotchets) and leads into the next bar. Bars 4 and 5 return to the undulation on G and E, while adding E-flat as well and then the idea of the undulation and the dyad are mixed together in the crotchet triplet. This can be heard here: https://goo.gl/ZYjpJE. The two bars following the first have two beats that vary the rhythm of the undulation and two beats resembling the crotchets. The fourth bar returns to the minor third undulation but at a lower pitch level, and also extends this into a third beat. Bar 5 does the reverse: only the first beat relates to the undulation with the more static dyads taking three beats (and the final one arriving too soon, creating a surprise). Note also that the undulation and the dyads that were separate in the first bar become mixed, e.g. b. 3. 4, when C-sharp is added. This gradual drifting in pitch space, together with the transformation of the elements outlined above, produces a melody that is not just a variation on bar-level patterns, but that adds up to more then the sum of its parts. We must emphasise that the above discussion arises from post-hoc analysis, and do not accurately reflect the process of the composition. In other words, these were not conscious composition decisions, but only reflect aspects of the composer's approach to melodic writing and thinking about musical ideas and their development. This thus poses a problem if we want to fine-tune the folk-rnn model to become more responsive to a composer.
Assisted Music Composition in a Conventional Form
One practical aim of our work is to create models that facilitate music composition. In Sturm et al. (2016) , we explored the interactive use of the char-rnn model for composing a piece of music that is outside the conventions of its training transcriptions. Now we explore using the folk-rnn model to interactively compose a conventional jig, which is a traditional form having an AABB structure in 6/8 metre. We evaluate the model in situ with the human composer. We are not interested in whether the model can compose music, but rather how it can contribute to the composition of music. We begin the process by initialising the model with a non-nefarious sequence, curate from its output, and seed anew with an expanded sequence.
Our seed sequence specifies the metre of a jig, the C-major mode, and a sequence of pitches known as the "Millennial Whoop": 9 M:6/8 K:Cmaj G E G E 3. We have the folk-rnn model generate three complete transcriptions. We reproduce below the command line and verbatim terminal output with line breaks added for readability. After each transcription we place a link to a synthesised realisation. 10 python sample_rnn.py metadata/config5-wrepeats-20160112-222521.pkl \ --terminal --ntunes 3 --seed "M:6/8 K:Cmaj G E G E 3" 9 See https://goo.gl/TmFCQd. 10 To synthesise an ABC transcription, we convert it to MIDI, choose a subset of instruments (fiddle, accordion, guitar, harp, and whistle), and use TiMidity to create sound files. We also process the MIDI to create a percussion realisation to emulate a bodhran. We finally mix the sound files together.
Realisation: https://goo.gl/kFzAQp Notice that the command above involves reseeding the random number generator. We actually tried several random seeds until the model produced material that we found acceptable enough. Of these three, we prefer the turn of the last, save the ending. We thus take everything but the last bar of the turn of that last one, change the first two notes in the fourth bar of the turn -changing E D D E G A to G E D E G A -and have the model generate a turn with two endings, i.e., we add the token |1 at the end of the initialisation:
The Millennial Whoop Jig 
Back to the Domain of Practice
To further gauge the plausibility of the transcriptions of folk-rnn, and to take the machine learning back into the practice domain from which its training data comes -the "machine learning that matters" of Wagstaff (2012) -we published online The folk-rnn Session Book, Volume 1 of 10, which contains 3,000 transcriptions with ABC notation, staff notation, and links to synthesised realisations. 13 We have invited comment on this collection from the session community via the website http://thesession.org. The introduction to the collection includes the following description:
As the developers of this [music generation] system, we want to know what it has learned to do. What has it got right, and what has it got wrong? Since such information can greatly help us to improve the system, and adapt it for a variety of different uses, we are seeking input from people experienced in playing session music. Examples include:
1. How hard is it for you to find tunes in this volume that you think are close to the kind of music you encounter at a session? If you can, identify some tunes that fit this description, and explain why. 2. How hard is it for you to find tunes in this volume that you think are far from the kind of music you encounter at a session? If you can, identify some tunes that fit this description, and explain why. 3. Pick a tune in this volume that you think is close to the kind of music you encounter at a session and say how it could be improved, if at all. 4. Can you find a tune in this volume that is close to one that already exists?
The following selection from the comments thread 14 demonstrate some of the musical insights offered by engaging with such practitioners: -Kenny: I had a look at the first three tunes, and listened to the third. The first two are garbage -there is none of the "question/answer" type of repetition within either tune which is the hallmark of traditional Irish dance music. The third one sounded a bit more convincing, but there are irregularities in a few of the bars.. . . I tried #6, but in D major, and not Dmix, and it almost works, although it opens very much like "The Floating Crowbar". Could work with a bit of "tweaking". Tune #4 -the jig -spends far more time up on "high c" than any other Irish tune I've ever come across. -Colman O'B : I just had a first attempt at skimming through a bunch of the tunes and trying them on the whistle, and my overall feeling from the random tunes I picked is that if you go bar-by-bar there are lots of very "traditional sounding" phrases, but as Kenny says they tend not to actually go together to form coherent tunes as a whole. Tune 39 was actually sounding like quite a plausible traditional tune up until it ended on a low E when it clearly should have ended on a G instead. -Jim Dorans: I just paged down to a random tune (actually #4) and I like it. If this is the result of an algorithm, it's doing pretty well.. . . I think it's good for its "austere" melody. I wouldn't bother transposing it -it works fine on fiddle. The high C is quite common in tunes -that said, the high C in bar #7 does sound a little bit odd -maybe drop that one down an octave? The other high Cs are fine, and they "go with the flow". -Alex Henry: I found the work interesting, and I was surprised by how "Irish" the odd tune came out. I didn't even peruse what would be considered a valid sampling, but if I found one tune in the five I looked at to be good, it doesn't seem likely I found the one good tune in 3,000. -Conán McDonnell : Some [tunes] were terrible -nice phrases now and again but without a proper resolution, and one or two were actually OK and sounded playable. Pot luck, really. I didn't find myself saying "these are great tunes" so much as "I could do something with that one", which I think is what really matters. The music comes from the player. A hundred people might play "Fishing For Eels", for example, but maybe only one or two play it in a way worth listening to. There are loads of crap tunes written by humans and there will continue to be (as long as there are people like me) in perpetuity. I'd rather play a great tune written by a computer than a crap one I wrote myself.
These comments confirm our own observation that the generated tunes mostly 'work' at the local level, but that their harmony and phrase structure often do not. Some comments also display a willingness to consider a generated transcription as a starting point to compose a tune. We see this with "The Mal's Copporim", a transcription generated by the char-rnn model (Sturm et al., 2016) . This is in direct contrast to the user Ergo, who expounds a technophobic view: "Not only is there no point [to this research] but some 3,000 machine-generated tunes are now in the public domain, which troubles me.. . . My concern is that some people [may] consider one or more of these tunes [to] be actual traditional tunes.. . . I think it's reckless to send 3,000 machine-created fiddle tunes into the world". User CreadurMawnOrganig responds to Ergo with the observation that no matter what, humans will still be a part of the loop:
Most tunes that we (traditional musicians, actual and aspiring) play, whether or not they have a known composer, have been shaped by the hands of many musicians -they have had the spiky bits rounded, the difficult bits made easier, the fussy bits made simpler, the boring bits made more interesting, the clunky bits made smoother and so on. If a robot-generated tune were successfully introduced into the session repertoire it would inevitably undergo the same process at the hands of us humans, ergo it ends up being (in part, at least) a human creation, anyway.
Building on this work, we invited professional musician and composer Torbjörn Hultmark 15 to select and perform some transcriptions from the volume of folk-rnn transcriptions as part of a concert of electronic and interactive music at the Centre for Digital Music at Queen Mary University of London (Nov. 2016) . Hultmark is a classically trained trumpet player, but has performed for the past 20 years in various contexts, from jazz and free improvisation to electronic music. Hultmark essentially paged to near the middle of the folk-rnn volume, and looked closely at about ten transcriptions. He finally settled on performing three, with a choice of tempo and character that were intuitive and related to shaping the three into a coherent performance. He also used digital effects to alter his sound to add variation and interest to his performance. A video of his performance is available at https://www.youtube.com/watch?v=4kLxvJ-rXDs.
Hultmark had the following observations to offer after the exercise:
Without exception the tunes are surprisingly catchy, easy and satisfying to play. 'Surprise' is probably an understatement here -I was bowled over by the playability of these tunes! Moreover, the more I played them the more I liked them. Each tune seemed very much to have its own character.
Of the ten transcriptions he looked at, he found the tunes convincing in general, though he pointed out that his familiarity with the style is limited. He also identified some problems connecting the sections -a lack of "coming to rest" at the end of phrases and awkward moments connecting the end of the phrase either back to the first bar or to the next phrase.
I needed to make some (improvised) changes to the tunes in order to make it sound more convincing on my solo wind instrument, i.e., slow down at phraseendings, omit notes, take more time at wide leaps, etc.
His final comment is encouraging as we take this project forward:
The electronically generated 'Irish' tunes were a real revelation for me, and the collection has very much made me think/question a lot about the creative process. The experience has certainly made me look at music, art and composition in a different light.
Finally, two other events we organised in 2017 showcased both the char-rnn and folk-rnn models within the context of music performance, and demonstrate how the folk-rnn system is producing real impact outside the realms of the university. First, as part of the Inside Out Festival in London, we organised the workshop, "Folk music composed by a computer!?" 16 We invited participants to learn and discuss our research, learn a tune generated by the char-rnn model, and listen to a professional group of session players perform three sets of tunes.
17 Each set featured one computer-generated tune, two of which come from The folk-rnn Session Book, Volume 1 of 10. The lead musician involved with this workshop estimated that about one in five transcriptions in this volume are surprisingly good, and said that he had little trouble finding interesting tunes in the collection to include in the performance. The second event we organised was a public concert in London featuring music generated by and composed with the char-rnn and folk-rnn models, as well as other artificial systems.
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The innovative nature of this project attracted some media attention: These articles include the perspective of some of the musicians who performed in our concert as well as the audience, which expand the discussion beyond the common human-versus-machine narrative. The concert highlighted the crucial role performers play often neglected in discussion of creative music systems. At the same time the controversial nature of the project is reflected in ambiguous responses from some of the musicians and audiences.
Discussion
All five of our evaluation approaches attempt to illuminate what the folk-rnn model has actually learned to do, and determine the generality of its knowledge within the context of the symbol-sequences it has been trained to reproduce. We must emphasise that the model is not composing music; it is recursively generating a symbolic sequence according to joint probability distributions it has estimated from abstract and reductive representations of music crowd-sourced from a variety of music practitioners.
This motivates a comparison of the descriptive statistics of transcriptions generated by the model and its training transcriptions. From this we can identify similarities and differences between the two populations. There are clear biases, but we see that the model still seems to have learned enough about the training data such that it can generate new transcriptions that are plausible with respect to some basic conventions of the music practice. This motivates us to analyse the output of the model as one would that of a composition student, allowing us to cautiously evaluate what "musical" knowledge it may have learned. We find that the model appears to have learned aspects of pattern repetition and variation, of constructing sensible forms with some amount of consistency, and even of using functional elements such as cadences. We can only gain so much insight into the generality of the model's knowledge by inspecting a collection of transcriptions it generates without directives. We thus interrogate it using seed sequences that diverge from the training material, and thereby find several limitations to what the model appears to be doing. This "nefarious testing" shows that the model can count and repeat and vary patterns, but only within a very restricted context. It is interesting that an uncommon use of the token > dramatically confuses the model. On the one hand, this reveals that it is responding to context, and not just to individual items in a sequence, which is necessary when trying to model music. On the other hand, it becomes clear that the model has not learned the function of the token >, which calls into question its "understanding" of other ABC tokens.
One may remark of our evaluation that we have omitted testing whether people can detect the difference between a transcription composed by a human and one generated by the folk-rnn model, often erroneously called a "music Turing test" (Ariza, 2009). We are not interested in creating a music composition machine that can fool people into thinking its output must have been created by a human. That narrative -human versus machine -might be accessible and entertaining, but it is accompanied by a danger of trivialising the endeavour, and misunderstanding it in a threatening way.
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Furthermore, any significance of having accomplished such "fooling" is ultimately weak and uninformative: Who was fooled, and why? The "lay listener" or an "expert"? Was an obscure "real" transcription picked? Was a particular machine-generated output cherry-picked? Why should one not cherry-pick from the output of a machine when people cherry-pick from human composers all the time? In the end, we do not find this approach to be useful to improving the system, or measuring its usefulness in music practice.
One may also remark that the approaches to evaluation we use are by and large unsystematic. Comparing the statistics of transcription populations may be systematic, but it is far removed from the use of a model of music co-creation, and the usefulness of the output. Generating thousands of transcriptions, and randomly selecting from these a subset for closer inspection may be systematic, but the subsequent musical analysis of each transcription is not. Since the aim of our research is not strictly style emulation, but in the use of a model for music co-creation, we have instead looked at measuring the potentials and limitations of the system to be of real use to practitioners. Adding to the complexity of evaluation is the fact that even if the model fails in its output with regards to a specific domain of music practice, this can bring about new creative inspiration. 20 We see a multifaceted approach to evaluation as the best option for such a use case.
In a rough way, the folk-rnn model embodies a "folk tradition" that one can use for inspiration and musical ideas, much like classical composers have done with real folk traditions, e.g., Haydn, Bartók, Sibelius, Liszt, Grainger, Robert Nathaniel Dett, George Crumb and Beth Anderson. Other creative possibilities come from sampling from the output layer of the neural network in less conservative ways. This results in transcriptions that are far from those of session music, with some examples looking like parodies of "new music". For example, sampling from the posterior distribution at the output of the model using a higher "temperature" -thereby flattening the posterior distribution -generated the following sequence: This is notated in Fig. 15 . Such results are often incorrect ABC, e.g., in the example above there are unmatched chord tokens ], spurious transcription tokens <s>, an incorrect grouping token (2, and incorrectly counted bars. Nevertheless, such approaches to generation can provide material from which to draw new ideas and inspiration.
Regardless of what the folk-rnn model has actually learned to do, we find its use for "augmenting" music practice very promising. Several practitioners have admitted surprise by the plausibility of transcriptions generated by the model, and are now participating in evaluating the generated tunes within a wide variety of musical practices. For our own compositional work, both char-rnn and folk-rnn continue to provide effective means for generating or suggesting material for music composition. Our co-creation with the model has led to the composition of a growing number of new works:
Conclusion
The immediate practical aim of our work is to create models of music transcriptions that facilitate music composition and practice, both in and outside particular conventions (Sturm et al., 2016) . This article concludes our exploration of two approaches to modelling session music transcriptions, and demonstrates several approaches to evaluating the models, including taking them back into the domain of practice (Wagstaff, 2012) . We find that both approaches are able to capture stylistic conventions exhibited by the training data, and that both models can be useful for creating new music, in and out of those conventions -but with plenty of caveats. We aim to improve these models to make them more responsive to the input of a composer; to make their knowledge more adaptable to the style specific to a composer or other practice; and to facilitate more approaches to composition than just generating material in a left-to-right fashion. For example, the current implementation of folk-rnn does not produce models that can generate material occurring between two given sequences. Making folk-rnn models more flexible tools for composition will require adding meaningful controls with which a composer can dynamically shape the generation process. Another avenue that we are exploring is the integration of a "critic" in the generation loop, and the application of reinforcement learning to tune the model (Jaques et al., 2017) . Such approaches can serve either to smooth out some of the problems with generated material, or could serve as a basis for a composer to define an individual aesthetics that will steer the composition process. Another approach would be to include some additional controls at the generation process. For this approach to be most effective we would need to understand better how the model learned what it did, how this knowledge is encoded, and how that knowledge can be changed in predictable ways.
