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My dissertation adopts an evolutionary psychological perspective to argue that, given the relative 
dearth of territory that punctuated much of human evolutionary history, homo sapiens are 
endowed with an evolved psychological mechanism (EPM) to view threats concerning territory 
as especially salient and worthy of aggressive retorts. I go on to contend that variation in 
individuals’ ontogenetic contexts—such as sex differences between males and females—and 
immediate situational inputs—such as numerical superiority concerns or personal assessments of 
physical strength—can in some instances moderate and in other instances exacerbate the 
influence of this territorial EPM on conspecific aggressive behavior. My empirical tests show 
that while individuals do indeed demonstrate greater levels of both interpersonal and foreign 
policy aggression following territorial threats than non-territorial threats, the aforementioned role 
of one’s ontogenetic contexts and immediate situational inputs are also significant. For example, 
in regards to ontogenetic context, while males demonstrate greater aggression than females 
during offensive territorial encounters, this sex-based difference disappears during defensive 
territorial threats. Further, one’s immediate situational input also matters in the sense that 
aggression levels vary depending on whether the territorial resource under dispute was 
evolutionary essential for survive (e.g., water) or only gained importance relatively late in human 
evolution (e.g., gold). Overall, my results demonstrate that many outgrowths of territorial 
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CHAPTER 1: INTRODUCTION – THE ANCESTRAL TERRITORIAL HUMAN? 
 
It is hard to deny that the world we humans find ourselves in is delineated in large part by 
divisions of territory. These demarcations can be seen in the property lines outlined in personal 
real estate deeds, the friendly highway signs notifying travelers they are entering a new city or 
state, or a glimpse at a globe where the names of all the different countries are neatly placed 
within the confines of their respective borders. It is equally hard to deny that these territorial 
systems often undergo tremendous periods of flux and transformation. Real estate deeds change 
hands, city borders shift, and new countries are formed, while some are even swept into the 
dustbin of history. 
Although many of the modifications to these different territorial systems occur peacefully 
either with a shake of the hand, the help of a team of lawyers, the building of a great wall, or the 
expressed approval of the United Nations, human history is rife with examples where changes in 
the territorial status quo have been accompanied by severe upheaval, conflict, and death. In the 
present day, some of the most violent revisions that take place occur when nation-states cannot 
agree upon extant territorial configurations. Indeed, the Correlates of War (COW) Militarized 
Interstate Dispute 4.1 dataset shows that territorial militarized interstate disputes (MIDs) are far 
more likely to generate fatalities than MIDs devoid of a territorial component. In particular, 
when I categorize these MIDs based on whether they are territorial or non-territorial in nature, 
the results show that a mere 13.3 percent of the non-territorial MIDs experience one or more 
fatalities while fully 29.5 percent of the territorial MIDs turn lethal at some point during their 
duration (Palmer et al. 2015). 
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An analogous system of territorial delineation and conflict unfolds in many corners of the 
animal kingdom. Different routines for establishing the right to use a particular space can be seen 
in animals as diverse as ants (Hölldobler & Lumsden 1980; Adams 1990), squirrels (Gurnell 
1984; Wauters & Dhondt 1992), wolves (Mech 1994; Sillero-Zubiri & Macdonald 1998), 
chimpanzees (Wrangham 1999a; Mitani, Watts, & Amsler 2010), and even some species of fish 
(Low 1971; Ebersole 1977), to name but a few. The near ubiquity of this territorial behavior 
within such a wide range of organisms has not gone unnoticed. Although his views have been 
tempered by several generations of scholars, Heape (1931: 74, quoted from Burt 1943) goes so 
far as to suggest:  
…[T]here can, I think, be no question that territorial rights are established rights 
amongst the majority of species of animals. There can be no doubt that the desire 
for acquisition of a definite territorial area, the determination to hold it by fight if 
necessary, and the recognition of individual as well as tribal territorial rights by 
others, are dominant characteristics in all animals. In fact, it may be held that the 
recognition of territorial rights, one of the most significant attributes of 
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civilization, was not evolved by man, but has ever been an inherent factor in the 
life history of all animals. 
 
The prevalence of territoriality among different taxonomic groups is mirrored in the diverse 
ecological niches in which it takes place, ranging from the depths of the ocean, the trees of the 
rainforest, the plains of the Midwest, to even the deserts of the Kalahari. Although these 
territorial systems often help animals achieve a modicum of peace by segregating areas of 
residence according to established behavioral conventions (Maynard Smith & Price 1973), 
violence can erupt if one animal chooses to test another’s resolve in defending these conventions. 
An extreme example of this is seen in the encounter of two supercolonies of Argentine ants that 
have found homes near San Diego, California. These two supercolonies are presently engaged in 
a battle that has conservatively been estimated at taking the brave souls of at least 15 million 
worker ants in a mere six-month period (Thomas et al. 2006). 
What exactly is it about territory that has led both Homo sapiens and other animals to 
experience the periodic outbreak of violence over the area upon which they reside? When 
attempting to answer this question in relation to contemporary instances of human territorial 
conflict, many within the international relations (IR) subfield note that territory can be especially 
valuable for states in terms of its economic potential, its military strategic importance, its 
association with religious beliefs, or in its role as an ethnic homeland (e.g., Huth 1996; Vasquez 
1993; Hensel & Mitchell 2005). Some also argue that a state’s international reputation is 
especially damaged if it is not able to defend its territory since it signals that it could be 
particularly susceptible to an outside attack (e.g., Hensel 2000). Given that we live in a period 
that is largely defined in terms of how certain phenomena affect the nation-state, it makes 
intuitive sense that scholars have gravitated towards theoretical explanations of the territory-
conflict link that take as their starting point the nation-state itself or relations between competing 
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nation-states. However, focusing exclusively on state-centric levels of analysis only tells us part 
of the story as to why territory has been such an important component in prompting conspecific 
aggression throughout human evolutionary history. 
Ever since Homo sapiens began walking the earth, the territory upon which their feet 
were touching was vital for their wellbeing. This territory contained the animals they hunted for 
meat, the land upon which they foraged for fruits, roots, and berries, and the materials they 
required to build shelters, among a plethora of other uses. In addition to providing their 
immediate survival needs, those with territorial assets likely would have been better poised to 
attract mates and thus pass on their genes to the next generation. Further, although the role that 
territory has played in our survival has changed in many ways over the ages, it is still the one 
possession that we literately could not do without. It indirectly supplies us with all the means 
with which we require to exist. From an evolutionary psychological point of view, the ubiquitous 
role territory occupies in our existence—coupled with the fact that this resource is often in short 
supply—suggests that early humans may have evolved to view territory as an asset that is 
particularly important for survival and which needs to be acquired and/or defended with 
coalitionary aggression. 
In this dissertation I argue that humans are endowed with a suite of distinct psychological 
adaptations designed by natural selection to assist them in regulating behavior and motivation 
when the issue of territory represents a bone of contention. In doing so, I apply an adaptationist 
framework (Mayr 1983; Cosmides & Tooby 1987; Confer et al. 2010) combined with theory and 
evidence from social psychology, evolutionary biology, primatology, and the anthropology of 
war to examine the specific ways in which these psychological adaptations condition decision-
making when the ownership of territory is in dispute. In particular, I hypothesize that humans 
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possess evolved psychological adaptations—originally designed by natural selection to 
maximize fitness (i.e., survival) in the ancestral environment of small hunter-gatherer bands—to 
regulate the manifestation of aggressive and/or violent behavior when conflicts of interest 
regarding the ownership of personal or group territory arise. However, given that my overarching 
interest rests in understanding how these evolved psychological mechanisms operate in a world 
dominated by nation-states, I go on to explain how these same individual-level psychological 
mechanisms—despite being fashioned for group life in small hunter-gatherer units—are also 
triggered when the countries in which people reside are embroiled in disputes where territory 
represents a driving concern. 
Another set of hypotheses revolves around distinguishing between instances of offensive 
and defensive territorial aggression. I predict that offensive territorial aggression will be more 
dependent on the presence of a significant numerical advantage than cases of defensive territorial 
aggression. Further, an individual’s own physical strength is expected to be a major factor in 
determining his or her propensity for aggression during offensive territorial encounters, while it 
should play a concomitantly smaller role in the activation of conspecific aggression during 
defensive territorial disagreements. Further, based primarily on insights from modern sexual 
selection theory, I generate hypotheses regarding the expected differences in aggression between 
men and women when presented with defensive and offensive conflicts of interest surrounding 
territory. 
My dissertation continues by considering different types of territorial threats that 
countries often experience today (e.g., fossil fuels versus water; “homeland” versus “colonial”) 
and asks whether these classes of territorial disputes would have been present in our ancestral 
environment and thus whether psychological mechanisms would have evolved to help us deal 
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with them. In this section I hypothesize that greater levels of aggression should be apparent when 
a territorial dispute involves resources that were essential for survival in humans’ evolutionary 
environment (e.g., water) as compared to territorial disputes involving resources we find 
valuable today (e.g., oil, diamonds, gold). My final set of hypotheses looks at how the periodic 
shortage of territory in humans’ ancestral environment could have helped coordinate cooperation 
with others in their immediate in-group. In particular, if disagreements surrounding territory 
became an issue with competing hunter-gatherer groups, a certain level of in-group trust and 
coalition building would have been needed to help deal with the threat. Likewise, the 
demonization of those in the adversarial group would have also aided in fostering a united front. 
I therefore hypothesize that we should see spikes in the amount of solidarity and mutual trust 
among members of the same in-group during territorial quarrels, as well as concomitantly higher 
levels of distrust in the opposing out-group. 
In the remainder of this introductory chapter I first provide a brief exposition of the key 
components of my territorial deficiency theory of human aggression. Although all of these 
arguments are greatly elaborated upon in the following chapters, this initial foray begins to 
provide the theoretical foundation for the hypotheses listed in the above paragraphs. In 
particular, I elucidate why periodic shortages in territory would have posed such a pressing 
problem to not only ancestral hunter-gatherer groups, but also the species from which they 
evolved. In the parlance of evolutionary psychology, this proposed dearth in available, habitable 
territory constitutes what is called the “adaptive problem” of my analysis. This is followed by a 
description of some of the evolved psychological adaptations that were likely fashioned by 
natural selection to help deal with this recurring problem. I examine how both offensive and 
defensive aggression would have proved useful when shortages of territory occurred, as well as 
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why especially high levels of in-group solidarity would be needed in these times of territorial 
want. I conclude this introductory chapter by illustrating why the current state-centric model of 
violence and war is inadequate in addressing many questions surrounding territory, aggression, 
and cooperation, while also arguing that a psychological evolutionary perspective proves both 
useful and necessary for international relations scholars interested in these topics. 
1.1 ANCESTRAL PROBLEMS, ANCESTRAL SOLUTIONS 
The world is a big place and the number of ancestral humans that lived during the late 
Pleistocene was obviously far smaller than it is today. In fact, given that the average population 
density during this epoch was approximately around only one person per square mile (McClellan 
& Dorn 2006), one could realistically assume that human, conspecific competition over space 
would be relatively limited. This assumption, however, would most likely be wrong. As pointed 
out by Darwin (1871: 428–430), organisms tend to propagate at astonishingly high rates and 
their numbers are usually only curbed by the resources provided by the particular ecological 
context they find themselves in, as well as by competition with others of the same species, 
animals with similar consumption patterns, and predators. The propensity for rapid growth in 
many organisms leads to a situation in which “species quickly fill up their particular habitat and 
soon push against its boundaries… [A]s a rule, and contrary to the Rousseauian belief, our 
Palaeolithic ancestors had no empty spaces to which to move” (Gat 2000a: 23). Empirical 
estimates appear to back up this contention. In particular, current human population models 
support the idea that Homo sapiens experienced a period of rapid population growth at the origin 
of our lineage that extended throughout the majority of the Pleistocene Epoch (Hawks et al. 
2000). 
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Although the sheer scale of this population growth does not come close to what the world 
is experiencing today, it must be remembered that ancestral humans did not have the same 
technological advancements that are present in modern society (e.g., agriculture, animal 
domestication, transportation, contemporary infrastructure). For example, although planes, trains, 
and automobiles allow people today to travel hundreds or even thousands of miles in a single 
day, moving from place to place in humans’ “environment of evolutionary adaptedness” (EEA) 
was long, cumbersome, and dangerous. For this reason, the area in which a person began his or 
her life was often the area in which it ended. When you couple this reality of our ancestors’ 
limited mobility with the relatively small but persistent population growth that existed at the 
time, it becomes clear that many areas of the world would have experienced territorial shortages 
as the inhabitants multiplied, even if other parts of the globe went largely or entirely unoccupied. 
As such, even modest increases in the overall population could strain the carrying capacity of the 
environments in which ancestral humans lived. 
In addition to the relatively high demand for real estate that arose as a consequence of an 
increasing population, the late Pleistocene underwent a number of extremely traumatic global-
wide events that put additional strain on the availability of territory. For one, much of human 
existence took place during a time that experienced an enormously variable climate brought on 
by the ascent of the Ice Age. Second, our ancestral forbearers also had to cope with severe 
geological events such as the Toba super-eruption, the largest known volcanic eruption in 
history. Both of these situations left many areas of the world simply uninhabitable. Evidence also 
shows that territory often came into short supply due to human overexploitation of natural 
resources. In particular, after overhunting a given piece of territory for too long, many hunter-
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gatherer groups were forced to move to greener pastures to find alternative places upon which to 
subside. 
Taken together, the confluence of these natural and man-made territorial shortages makes 
it plausible to expect that evolution through natural selection has endowed humans with a range 
of psychological mechanisms to help them deal with this periodic deficiency in viable areas upon 
which to live. In other words, the recurring need to deal with shortages in land likely represented 
an adaptive problem that needed to be solved if an individual was to survive and pass on his or 
her genes. The main goal of this dissertation is to elucidate what I have identified as the adaptive 
solution to this persistent problem, namely, evolved psychological mechanisms for aggressive 
and/or violent behavior in pursuit of territorial aggrandizement or territorial protection, and a 
propensity for coalitional solidarity when one’s personal or group territory becomes the subject 
of contention with an opposing individual or group. A brief synopsis of some of these evolved 
psychological mechanisms is offered below. 
First, when groups of ancestral humans began to either outgrow the carrying capacity of 
their extant territory or when severe environmental factors forced them to abandon their current 
homesteads, offensive aggression would have aided them in commandeering the territory of 
other groups of humans. Notably, a number of recent studies have documented bands of 
chimpanzees engaging in raiding parties to ambush and kill members of other chimpanzee 
communities (e.g., Mitani, Watts, & Amsler 2010; Wrangham & Glowacki 2012). One 
hypothesized reason behind this behavior is the acquisition of new land and access to the 
resources it provides. Anthropological and archeological accounts of both ancient and 
contemporary hunter-gatherer groups are also rife with examples in which violence was used to 
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forcibly appropriate the territory of neighboring groups (e.g., Keeley 1996; Otterbein 1997; Gat 
2000a). 
I should note, however, that instead of positing that humans are endowed with a 
psychological mechanism to indiscriminately commandeer others’ territory, my dissertation 
examines certain environmental and individual-level characteristics that would make a given 
person more or less likely to engage in offensive territorial aggression, particularly differences 
due to sex, perceived levels of personal strength, and numerical superiority considerations. For 
example, previous primate studies have shown that it is predominately male chimpanzees that 
engage in territorial aggression to appropriate the territory of an opposing group (see Wilson et 
al. 2014; Wilson & Wrangham 2003; Wrangham 1999; Wrangham & Glowacki 2012; 
Wrangham, Wilson, & Muller 2006). This tends to arise as it is generally the males who benefit 
the most—reproductively speaking—from an expansion in group territory. As such, we should 
expect males to exhibit higher levels of aggression during offensive territorial disagreements 
than that demonstrated by females. 
Second, for people who had to contend with outsiders attempting to seize their territory, 
the outgrowth of defensive aggression could have been a potentially useful way to hold onto 
their real estate. The application of this type of aggression would not only help prevent valuable 
resources from being co-opted by hostile conspecifics, it could also aid in fending off potential 
injury or death, dangers that impede both reproduction and survival in the ancestral environment 
(Buss & Shackelford 1997). Like my consideration of offensive aggression, I eschew a view of 
defensive aggression that becomes activated in any and all situations where one’s territory is 
threatened. Again, I posit that certain individual-level characteristics moderate one’s level of 
aggression in these scenarios. To proceed with the sex-based example given above, although 
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offensive territorial aggression has almost always been the exclusive domain of male antagonists, 
the collective nature of group territory should provide females with an evolutionary 
advantageous reason to take a greater role in the defense of their group’s territorial holdings 
(Lopez 2012). This leads to the prediction that aggression levels between men and women 
should be roughly similar in defensive territorial situations. 
Third, when affronts to a group’s territory occurred or when expansion into another 
group’s territory was deemed necessary it would have been incumbent to organize a coalition of 
like-minded fighters. This speaks to the fact that, for much of our evolutionary history, human 
territoriality was a group rather than an individual enterprise. However, given that ancestral 
hunter-gatherers appear to have lived in horizontally organized bands consisting of around 25 to 
30 individuals (Petersen 2010; Kelly 2013), this would have constituted a fairly significant 
collective action problem, only heightened by the fact that engaging in violent coalitional 
aggression brings acute dangers to the participating individuals. I make the argument that 
territory was so essential for human survival that natural selection is likely to have endowed 
humans with psychological mechanisms to help our evolutionary ancestors overcome these 
coordination problems in times of territorial want. 
In illustrating this, it is necessary to realize that engaging in coalitional aggression 
consists of two steps, motivating individual participation and motivating group-wide 
participation (Tooby & Cosmides 1988). To make a personal decision to participate in 
aggression, psychological adaptations should scan variables in the environment for such things 
as relative numbers, the distribution of risk, and the probability of success, among others. Once 
this personal decision has been calculated, evolved psychological mechanisms will be needed 
that regulate one’s effort to build and maintain a coalition. In particular, challenges need to be 
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overcome regarding how to recruit labor and punish free riders. I make the argument in Chapter 
Five that EPMs for generating in-group trust and out-group distrust would have helped solve the 
collective action problem by inculcating a belief that one’s group members would participate in 
group conflict and by priming an individual to be perpetually wary of outsiders, respectively. As 
such, a coalitional psychology originating from territorial shortages is especially likely to have 
formed in humans’ ancestral environment. Some testable implications of such a territorial 
coalitional psychology would be greater in-group trust and out-group distrust during territorial 
disputes than that found during non-territorial disputes. 
1.2 WHY IS A PSYCHOLOGICAL EVOLUTIONARY EXPLANATION OF 
TERRITORIALITY NEEDED? 
 
Having now summarized why a lack of territory most likely constituted a problem of 
survival for ancestral humans and briefly outlining some of the psychological mechanisms that 
could have realistically been expected to evolve from this state of affairs, I now turn my attention 
to exactly why this situation matters for those of us concerned with territorial violence in the 
modern world of nation-states, international and civil wars, and transnational terrorism. In 
particular, I ask, what is the problem with current state-level approaches to the research on 
territory and territorial conflict? What exactly is the value-added in utilizing an individual-level 
frame of reference in this scholarship? What new questions or answers are we likely to encounter 
by adopting a psychological evolutionary perspective? Does an examination of ancient 
individual-level motivations for engaging in territorial aggression and coalition building help 
shed any light on warfare in the modern world? The remainder of this chapter is dedicated to 




1.2.1 Theory/Findings Gap 
Given what can often seem like the near ubiquity of humans and other animals to engage 
in aggressive and/or violent coalitionary disputes over territory, it is not surprising that those 
studying conflict in IR have honed in on territory’s latent conflict-promoting potential. What is 
surprising, however, is that unlike many scholars in ecology, biology, psychology, and 
anthropology, IR scholars typically refrain from studying the implications of territory and 
territoriality from the perspective of individual human beings. Instead, most IR scholarship 
attempts to determine the causes and consequences of territorial conflict from the vantage point 
of the countries engaged in this type of violence. 
In some respects, IR’s focus on state-centric levels of analysis when studying the 
implications of territoriality is both completely understandable and entirely appropriate. In 
today’s world, wars and battles are fought between nation-states and the mediation and 
settlement attempts to end these wars and battles are performed by these same entities. As such, 
it is both necessary and useful to generate empirical and theoretical knowledge regarding how 
nation-states behave when disagreements surrounding territory become salient. Asking IR 
scholars not to study countries during territorial disputes is akin to asking those studying 
elections from disregarding voters or those interested in monetary policy from ignoring central 
banks. 
In addition to being a natural level of analysis to study contemporary territorial violence, 
state-centric analyses have also proved to be especially fertile in furthering our understanding of 
the causes and implications of this form of violence. In fact, the adoption of the state-based 
perspective to understand territorial violence has fueled an immense and diverse body of 
scholarship. This literature—often collectively referred to the “territorial-explanation-of-war”—
	 14 
has demonstrated that territorial disputes are not only integral in putting countries on the path 
towards war (e.g., Vasquez 1993, 2001; Kocs 1995; Senese & Vasquez 2003, 2005, 2008), but 
that countries that take part in territorial disputes are also more likely to develop enduring 
rivalries (Goertz & Diehl 1992; Vasquez & Leskiw 2001), experience fatalities more often than 
that experienced during the outbreak of non-territorial disputes (Senese 1996), and use 
contentious territorial issues to justify diversionary military force abroad (Tir 2009; Mitchell & 
Thyne 2010). The state-centric approach has also led scholars to examine how states handle 
different types of territorial issues before they become militarized (e.g., Hensel & Mitchell 2005; 
Hensel, Mitchell, & Sowers 2006; Hensel et al. 2008), while also demonstrating that the ending 
of territorial disagreements can lead to lasting peace (Gibler 1996, 2007, 2014; Mitchell & Prins 
1999; Gibler & Tir 2014). Lastly, utilizing levels of analysis above that of the individual have 
also been helpful in studying and explaining the territorial components of separatism during 
intrastate wars (e.g., Walter 2003), ethnic violence (e.g., Toft 2003), and even suicide terrorism 
(e.g., Pape 2003, 2005, 2006). 
In other respects, however, privileging country- and dyadic-level studies of territoriality 
over that of individual-level analyses is somewhat puzzling. In particular, the influx of studies 
examining territorial disputes, territorial issues, and territorial peace has led to a situation in 
which the causal mechanisms undergirding these findings are somewhat unclear. In the words of 
Carter & Goemans (2011: 306), “The relative violence of territorial disputes is widely 
demonstrated empirically but is without a widely accepted explanation.” Part of this confusion 
likely stems from the fact that most of the territorial-explanation-of-war literature generates 
empirical findings that pertain to the state- or dyadic-levels of analysis, while utilizing causal 
explanations that are rooted in assumptions made at the individual level of analysis. In other 
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words, the vast majority of the theoretical explanations demonstrating the link between territory 
and conflict are based on individual-level mechanisms that are never empirically tested but rather 
assumed to exist. 
Consider Vasquez’s (1993) steps-to-war explanation of conflict. This argument posits 
that territorial issues increase the likelihood of leaders relying on power politics practices (i.e., 
alliances, arms races, and other deterrence strategies) as methods of bargaining or as ways to 
deter rival states. In order to endure the associated costs of responding to a territorial threat, elites 
often try to mobilize domestic public opinion during the attendant conflict spiral by demonizing 
external and internal rivals. He asserts that this domestic mobilization is made easier during 
territorial disputes than during disputes over other issues because the public (i.e., individual 
human beings) tends to react more strongly to affronts to the state’s territorial integrity than to 
the threats that are of a non-territorial nature. Notably, though Vasquez orients this state-based 
behavior in the actions and beliefs of individual humans, he makes clear that this preoccupation 
with territory likely has biological roots (1993: 33, 39) and that the gap between individual-level 
motivations and state-level results is a major theoretical and empirical concern that needs to be 
addressed. 
Another example of the gap between theory and findings in this literature is seen in 
Huth’s prominent book, Standing Your Ground (1996), when he argues that territorial issues 
create hardline domestic constituencies within the disputed territory, and that leaders of these 
countries often play on territorial issues to gain power or secure regional support for their 
regime. This hardening of state policy leads to escalatory behavior and, ultimately, significantly 
increases the probability that militarized conflict will be utilized to resolve the dispute. Again, 
the ease with which leaders are able to use territorial issues to evoke support in the public (i.e., 
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individual humans) is the key that provides elites the ability to unlock this increasingly 
combative and bellicose activity. 
In a similar vein, the work of Hensel & Mitchell (2005) shows that territorial claims over 
parcels of land with “intangible” salience (i.e., ethnic/religious homeland, religious sites) 
produce more frequent and severe military conflict between states than territorial claims with 
“tangible” salience (i.e., valuable resources, strategic location). The authors reason that land with 
intangible characteristics gains its value from the fact that individuals in these countries view it 
as part of the national identity, particularly when it is populated by their ethnic, linguistic, or 
religious compatriots. It must be stressed that in all of the studies noted above none of them 
attempt to actually test the individual-level assertions that they put forward. Instead, these 
individual-level insights are merely given as the reason and/or justification as to why they expect 
to garner hypothesized results pertaining to territorial conflict on the national- or dyadic-levels of 
analysis. 
I am certainly not the first to point out the incongruency between theory and testing in the 
territorial-explanation-of-war literature. Taking note of the disconnect between these studies’ 
empirical results and the theories used to motivate them, Hutchinson & Gibler (2007) point out: 
“[T]he modal path of research for territorial scholars remains focused on demonstrating the 
conflict-prone tendencies of territorial issues at the dyadic level…largely assuming the domestic 
politics that contributes to the conflict.” In other words, Hutchinson & Gibler (2007) are 
critiquing the tendency of territorial-explanation-of-war scholars to conduct their empirical 
research at the dyadic level, yet base the theoretical reasoning of their findings on lower levels of 
analysis. 
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If the reason that territorial issues are associated with such severe indicators of conflict is 
indeed due to the way individuals feel towards this land, it is incumbent that researchers 
empirically determine whether people actually react in the ways these studies contend. The 
passage by Horowitz, McDermott, & Stam (2005: 662–663) corroborates this sentiment when 
they point out, “Testing first-image variables to determine if they have a systematic influence in 
international affairs serves an important role within the international relations literature… 
[G]iven the relative paucity of individual-level variables in much of the mainstream quantitative 
international relations research, conducting systematic tests of individual-level variables will 
make an important contribution…” However, before first-image, individual-level variables can 
have a major influence on IR debates, future scholarship needs to first elucidate a coherent 
theoretical framework that explains why individuals should feel so strongly about this territory. 
Put simply, it is not enough to say that national leaders find it easier to gain public approval for 
territorial disputes and it is not sufficient to assert that people view land with their ethnic kin 
more valuable than land with natural resources. We need to know precisely why these predictions 
should obtain and it is in the answer to these why questions that evolutionary psychology can 
prove especially valuable. 
1.2.2 Adapting to a New Level of Analysis 
Even if one concedes that there is currently a gap between theory and findings in the 
territorial-explanation-of-war literature, some may assert that the state-level of analysis is still 
the most appropriate setting in which to study territory’s effect on international processes. In 
other words, there is likely to be the contention that the best way to resolve the gap between 
theory and empirics within the territorial-explanation-of-war is to remain on the state and dyadic 
levels and largely eschew individual level insights. While I do not deny that the state-as-an-actor 
	 18 
model still holds tremendous leverage in the foreign policy realm, in this section I contend that 
too much attention has currently been placed on the role of the state for two reasons. 
First, the overwhelming reliance on this level of analysis blinds us to the fact that an 
increasing amount of international violence is both being conducted by and directed at individual 
human beings. In relation to this point, Hatemi & McDermott (2012a: 112) contend, “while the 
focus of study in political violence has historically concentrated on the state, such state-centered 
approaches have become increasingly obsolete since the end of the [sic] cold war. Events in the 
last few decades repeatedly demonstrate that this emphasis must shift to concentrate on 
individual actors.” Although these scholars’ certainty in the antediluvian status of the nation-
state is likely exaggerated, it is impossible to deny that many of the most important threats in 
today’s world stem from sub-state processes and/or actors, whether they come in the form of 
intrastate wars, revolutions and coups, or terrorist attacks, just to name a few. Indeed, in an age 
where international terrorism is the leading security concern for much of the Western world and 
where the Department of Defense of the world’s sole superpower gives testimony to the House 
of Representatives that the United States is currently “waging a war against individuals” 
(Feldman 2006), IR’s general neglect of the individual level of analysis seems somewhat 
misplaced. 
Second, our overreliance on the state and interstate levels has led to a situation in which 
the impact individuals can have on international outcomes is, at best, overlooked, and, at worst, 
completely dismissed. Byman & Pollack (2001) mirror this sentiment when they argue that the 
greatest limitation of traditional IR models lies in the myopic focus on the state level and the 
ways in which it leads scholars to ignore the powerful and independent roles that individuals 
play in shaping the nature of international politics. Bucking this trend, one example of how 
	 19 
individuals can influence the international realm can be seen in Toft’s (2003) analysis of the case 
of Israel. In her examination of the different ways countries and their citizens view territory she 
notes, “The state of Israel…would be perfectly willing to negotiate control over Jerusalem if 
doing so would improve its security, but nationalist-religious Jews would never do so” (88). Toft 
is essentially drawing attention to the fact that Israel’s state-centric intransigence to negotiate 
over territory is at least in part a consequence of the decisions its individual citizens are making 
over the value of that territory. 
Toft’s insights have parallels with the overarching logic in Putnam’s seminal piece 
regarding two-level games (Putnam 1988). This model views international negotiations between 
states as consisting of simultaneous compromises at both the intrastate level and the international 
level. Over domestic negotiations, the chief mediator of a given state absorbs the concern of 
societal actors and builds coalitions with them. At the international level, the chief mediator 
seeks an agreement that is amongst the best possible ‘wins’ in his country’s ‘win-set,’ with win-
sets representing the hypothetical outcomes that are likely to be accepted by the domestic interest 
groups who either must authorize the agreement or provide some other form of government 
support. To relate this framework back to Toft’s (2003) analysis, it is simply not possible for 
Israel to design or implement any international agreement that involved negotiating control of 
Jerusalem since key societal actors at the intrastate level would quickly veto this idea, effectively 
making negotiations at the international level untenable and thus well outside the chief 
negotiator’s win-set. 
The examples above demonstrate how peoples’ opinions—whether viewed individually 
or aggregated to interest groups—can often severely circumscribe how a country acts in the 
international domain. However, working from the individual-level is relevant for international 
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outcomes for another reason, namely, the decisions made and ultimately carried out by nation-
states are originally formulated by individual human beings. As McDermott et al. (2013: 1044) 
point out, “…[C]hoices related to war, particularly under conditions of threat, are often made, at 
least initially, by individuals and remarkably small groups of people and then later vetted and 
validated in larger legislative and public settings.” In fact, the whole field of foreign policy 
analysis is in part founded on the idea that individual decision-makers can play a prominent and 
sustained role in the execution of interstate relations. For example, Hudson (2005: 1) illustrates 
this point when he writes: “foreign policy analysis is characterized by an actor-specific focus, 
based upon the argument that all that occurs between nations and across nations is grounded in 
human decision makers acting singly or in groups.” In sum, an increased focus on individuals in 
IR is not only needed because individual humans are currently some of the most important actors 
in the global arena, but also because the actions individuals take have can have global 
consequences. 
1.2.3 New Questions, Novel Answers, and Why They Matter 
If we start with the premise that territory and the resources it provides has been a 
necessary component for the survival of the human race, we immediately begin asking questions 
that differ significantly from many of those asked in the territorial-explanation-of-war literature. 
For example, instead of asking, “Are territorial disputes between states more likely to lead to war 
than non-territorial disputes?” (Hensel 1996; Vasquez & Henehan 2001), we investigate, “Why 
would ancestral humans consider using coalitional aggression over territorial issues more often 
than over non-territorial issues?” Likewise, instead of positing, “Do intangible territorial claims 
between countries lead to greater interstate conflict than tangible territorial claims?” (Hensel & 
Mitchell 2005), we inquire, “Is there an evolutionary psychological reason humans would deem 
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territory with intangible characteristics more valuable than territory with tangible 
characteristics?” And, lastly, rather than examining, “Does the removal of territorial issues 
between contiguous nation-states lead to interstate peace?” (Gibler 2007; 2014), we query, “In 
our ancestral environment, why would stable borders or mutually understood territorial 
conventions separating two groups decrease animosity between the people of those groups?” 
These new questions do more than merely shift our analytical attention away from the 
perspective of the nation-state. More importantly, by their very asking, they also imply that some 
modern-day outgrowths of conflict may ultimately have their roots in the evolved psychology of 
ancestral humans. 
One may realistically retort, however: what is the benefit and what new insights are we 
likely to uncover if we approach territoriality and territorial conflict from an evolutionary 
psychological—and thus individual—point of view? Is not war as we understand it firmly within 
the purview of nation-states? How can findings based on individual human reactions possibly 
help us understand processes that are put in motion by entities that are so much more complex 
than the sum of their constituent parts? First, and as illustrated in the previous section, the 
majority of studies in the territorial-explanation-of-war literature utilize a theoretical lens 
focused on the individual level to explain their country- or dyadic-level findings. As such, the 
onus of causality in these studies is already on the individual level. At a minimum, some 
individual-level questions—and hopefully answers—are necessary to simply ensure consistency 
between theory and findings. At a maximum, the assertions these studies make can only be 
verified if we start shifting to the individual level. 
Second and more importantly, the utilization of individual-level questions grounded in 
evolutionary psychology may help us make sense of previously unintuitive findings. For 
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instance, it has long been a puzzle as to why states are at times willing to fight for seemingly 
worthless pieces of land (e.g., Falkland Islands War between Argentina and the United 
Kingdom1), while at other times abdicating territory with large amounts of valuable natural or 
strategic resources (e.g., Ukraine breaking away from the USSR with possession of the Black 
Sea and stockpiles of nuclear weapons2). An evolutionary psychological explanation of situations 
like these might begin by asking what ancestral humans found valuable about specific pieces of 
territory. Such things would obviously include territory’s ability to provide food, water, and 
shelter, but the value of territory for ancestral hunter-gatherers also would extend to who resided 
in a particular parcel of land. In particular, the area in which one lived also contained one’s 
coalition members, extended family, and potential mates, all resources that could aid in survival 
or the passing on of one’s genes. However, natural resources that we consider valuable in the 
twenty-first century (e.g., oil, natural gas, diamonds, gold, silver) did not yet exist within the 
minds of prehistoric hunter-gatherers. As such, the evolved psychological mechanisms designed 
																																																								
1 The Argentine writer and poet Jorge Luis Borges once described this conflict as “a fight 
between two bald men over a comb” (The Guardian 2010). 
2 Notably, with the 1994 Budapest Memorandum Ukraine gave up this stockpile of nuclear 
2 Notably, with the 1994 Budapest Memorandum Ukraine gave up this stockpile of nuclear 
weapons for security assurances against uses of force against its territorial integrity. Further, the 
2014 Russian intervention into Ukraine suggests that Putin was not willing to accept this 
breakaway. 
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to elicit aggression in the face of a territorial threat may not be activated for these tracts of real 
estate in today’s world.3 
Third, approaching territoriality and territorial conflict from an evolutionary psychology 
framework allows us to make more nuanced predictions as to who or, more accurately, what 
types of actors will engage in territorial violence and coalition making. For example, in a recent 
study by Sell, Tooby, & Cosmides (2009) they reasoned that, since pure physical strength would 
have been an important ancestral cue informing individuals of the degree of leverage they have 
over other individuals, stronger males should be more likely to get angry during conflicts of 
interests and engage in more violent encounters (i.e., fights) than their weaker counterparts—
predictions that were both born out in their data. This study demonstrates the existence of an 
evolved psychological mechanism (the psychological calibration of aggression contingent on 
physical strength), designed by natural selection in response to an adaptive problem (conflicts of 
interest), that acts to transform input (self-assessments of relevant physical characteristics) into 
output (dominance displays, aggression, anger) that would have achieved adaptive results in 
ancestral environments. Applying this logic to the territorial aggression framework of this study 
has important implications for when physical strength will be associated with territorial 
aggression, as well as which types of people will show the most aggression during territorial 
conflicts of interest. 
Fourth, and as I mentioned before, an evolutionary psychological examination can 
provide us with answers to the question of “why” territory has the effects we have uncovered by 
basing the underlying theoretical logic on microfoundations oriented in reference to human 
																																																								
3 The evolutionary logic behind this particular hypothesis will be elucidated in greater detail in 
Chapter Five. 
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motivation. For example, a recent article by Miller (2015) argues that citizens view territorial 
threats directed at their country as especially dangerous to their individual wellbeing. These 
individuals will thus want their state leader to be able to effectively deal with the threat and not 
have to cope with political rivals or regime dissidents. This leads to the prediction that citizens in 
countries experiencing territorial disputes will be more likely to favor a strong leader with no 
restraints on executive authority than citizens in countries that are at peace or states embroiled in 
other types of disputes. Using individual-level survey data from the World Values Survey, Miller 
(2015) finds empirical support for this prediction. Though he does not fully engage in an 
evolutionary psychological analysis of why he has uncovered these findings, Miller does in part 
base his prediction and findings on the notion that humans are “soft-wired” to view territory as a 
particularly important issue and that we have learned to use war as a way to handle 
disagreements over territory (Somit 1990: 569; Vasquez 1995: 282). This view posits that 
humans are predisposed to learn certain behaviors easily but others with greater difficulty 
(Senese & Vasquez 2008). This study at once shows how individuals can have an impact on 
international outcomes while also basing the individual-level impetus for security on 
evolutionarily based mechanisms. 
1.3 LOOKING BACK AND GOING FORWARD 
In this chapter, we began by taking note of the signs of territoriality that exist in today’s 
world for both humans and other animal species. I argued that shortages in available territory 
during humans’ early history most likely constituted a severe enough ancestral problem that 
natural selection would have tailored adaptations to help us overcome this problem, namely, 
psychological adaptations for the outgrowth of both defensive and offensive aggression as well 
as a coalitional psychology particularly responsive to these types of aggression. I then noted 
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some of the weaknesses in the contemporary IR scholarship that deals with territory and 
territorial violence. In particular, I argued that there is a gap between theory and findings in the 
sense that the empirical results of this literature are drawn from the dyadic- and/or state-levels of 
analysis while much of the logic sustaining these claims originates from individual-level 
mechanisms. 
I also pointed out that an overreliance on the state level desensitizes us to the impact 
individual humans can have on international outcomes, as well as to the fact that even when a 
given country takes action, the decisions it implements are at least initially made by humans. I 
continued by asserting that a theoretical approach grounded in evolutionary psychology could aid 
us in resolving the current gap in the territorial-explanation-of-war in regards to its theory and 
findings, help us make sense of previously puzzling findings in this literature, and make novel 
and more nuanced predictions as to the type of people who are most likely to engage in 
territorially aggressive behavior. I concluded by arguing that an approach such as this as could 
offer the microfoundations upon which to answer the question of why we see so many instances 
of interstate conflict associated with territory. 
Having now provided this initial foray into my overall argument, I begin Chapter Two by 
offering definitions of the most important terms used throughout my dissertation (e.g., 
aggression, territory, war). Further, given that evolutionary psychology is still a relatively recent 
approach towards studying topics in political science, this chapter also summarizes and 
elucidates the foundations of the evolutionary psychology research tradition, taking note of its 
assumptions, epistemology, and critics. 
Chapter Three builds upon this foundation and describes one of the most pressing 
adaptive problems in humans’ environment of evolutionary adaptedness that needed to be 
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solved, namely, a periodic shortage in viable territory upon which to reside. I make the argument 
that this dearth of territory was due in large part to limits in the environmental carrying capacity, 
debilitating climatic and geological events, and extensive human overexploitation of the 
environment, to name a few. 
Chapter Four puts forward my own evolutionary psychological theory on conspecific 
aggression and argues that psychological adaptations for territorial aggression, violence, and 
cooperation were solutions that ultimately helped the human race overcome the adaptive problem 
of episodic shortages in viable territory. I then explain how and why this psychological 
adaptation for territorial aggression, though initially having its genesis in the group life of small 
hunter-gatherer bands, also manifests itself in humans living in today’s predominant 
organizational entity—i.e., the nation-state. In making this claim, I make particular note of the 
concept of an evolutionary mismatch in which the evolved psychological mechanisms of 
yesteryear—though working to increase fitness in the environment of evolutionary 
adaptedness—are triggered in situations today that are significantly different from their original 
evolutionary context, often in a non-fitness promoting manner. Put simply, this chapter 
elucidates the evolutionary rationale as to why humans should respond more aggressively to 
territorial challenges than to conflictual issues that lack a territorial component. 
Chapter Five expands upon these ideas by making more nuanced predictions regarding 
what types of people and under what types of situations we are going to see the largest spikes in 
aggressive territorial behavior. This chapter specifies a number of hypotheses regarding 
differences in aggressive behavior during offensive as opposed to defensive territorial conflicts 
of interest. In particular, I examine how sex differences, disparities in numerical superiority, and 
perceptions of personal strength create dissimilarities in how individuals react to offensive versus 
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defensive territorial disagreements. This chapter also takes note of why we should see different 
manifestations of aggression today depending on the types of resources that are at stake in a 
territorial disagreement and how EPMs for in-group trust and out-group distrust could help 
overcome the collective action problem of group participation during territorial conflicts of 
interest. In short, this chapter moves away from explaining why territorial conflicts of interest are 
more likely to lead to aggression than non-territorial disagreements (Chapter Four) to explaining 
which actors and under which sets of circumstances territorial disagreements are the most likely 
to provoke aggressive behavior. 
Chapter Six outlines how I intend to test the hypotheses I put forward in the previous two 
chapters, taking note of the survey experiments I have designed as well as the population of 
respondents who participate in my surveys. Special attention is given to the vignettes I use in 
these survey experiments and the different batteries of aggression questions that my respondents 
answer. Chapters Seven and Eight are reserved for the discussion of the results from these 
different sets of survey experiments. While Chapter Seven reports my results concerning the 
differences in levels of aggression between territorial and non-territorial conflicts of interest, 
Chapter Eight puts forward my findings relating to defensive aggression, offensive aggression, 
sex differences, numerical superiority, territorial resources, and coalitionary psychology in the 
face of territorial conflicts of interest. 
Lastly, Chapter Nine offers an overall summary of the dissertation and mentions other 
ways evolutionary psychology can benefit not only the territorial-explanation-of-war literature 
but also political science as a whole. I conclude by explaining some of the shortcomings of my 
own study and noting how these potential flaws could be remedied in future iterations of this 
project. 
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CHAPTER 2: THE EVOLUTIONARY PSYCHOLOGY PARADIGM 
 
This dissertation begins with the premise that psychological adaptations for aggression 
and coalition building have evolved in the human brain to respond to environmental pressures, 
namely, episodic shortages in territory. The substantiation of adaptationist claims such as these 
requires multiple sources of evidence. First, given that adaptations were fashioned in the world in 
which ancestral humans found themselves in, it becomes necessary to identify the selection 
pressures within that environment that would favor the emergence of a putative adaptation. 
Second, once the relevant selection pressures have been isolated, we must generate and test 
hypotheses about how an evolved psychological mechanism would be fashioned to generate 
adaptive outputs in the context of those selection pressures. In other words, an evolutionary 
psychological examination requires knowledge of the ancestral environment, as well as evidence 
that the hypothesized psychological adaptations operate in and are designed for these 
environments. 
Before going into greater detail with these aspects of my argument, however, a number of 
preliminary steps are first in order, in particular, 1) defining the most pertinent terms used 
throughout my dissertation and 2) explaining the underlying logic of the research tradition from 
which I ultimately base my theoretical reasoning. Throughout the coming chapters I will often 
use such words as aggression, violence, warfare, territory, territoriality, adaptation, and 
evolution. Although political science scholars are undoubtedly familiar with many or most of 
these terms, others are well outside the common parlance of our mainstream literature. As such, 
the first part of this chapter is dedicated to explaining the precise meaning of this assortment of 
words and phrases. 
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After defining my terms, I then outline the history and development of the evolutionary 
psychology research tradition. I note its major assumptions and elucidate the necessary steps one 
must take to show that a psychological mechanism is likely to have evolved. I next go into some 
detail regarding the evolutionary psychology concept of “mismatch,” namely, the idea that 
psychological mechanisms which evolved in the ancestral world of yesterday do not always 
impart fitness benefits—and often result in real or potential fitness losses—when humans interact 
in the modern world of today. I conclude the chapter by noting some of the most common 
criticisms and misconceptions leveled at evolutionary psychology and its practitioners, including 
its ties with sociobiology, its functionalist logic and epistemology, and accusations of 
determinism. 
2.1 TERMINOLOGY 
 Aggression & Violence: Given that these two concepts are some of the most commonly 
used and important terms used throughout this dissertation, an understanding of their 
commonalities and differences is essential to properly demarcate the phenomena I attempt to 
explain. Scholarly writings on aggression and violence, however, are not always consistent in the 
application and description of these terms. For instance, in the fields of evolutionary biology, 
evolutionary psychology, primate studies, and the anthropology of war it seems that while most 
scholars tend to gravitate towards the use of “aggression” over “violence” when referring to 
interpersonal or conspecific hostility, when both of these terms are employed in the same study, 
aggression and violence are generally used synonymously (see Buss & Shackelford 1997; 
Wrangham 1999a; Wrangham, Wilson, & Muller 2006; Cashdan & Downes 2012).4 Although 
																																																								
4 In the past, these ideas were conceptualized in such a way that aggressive feelings were seen as 
building up until eventually leading to periodic outbursts of violence (see Ardrey 1961, 1966; 
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there tends to be little conceptual differentiation between these terms, the situational/numerical 
context in which they occur is most often specified. In other words, studies tend to distinguish 
between personal aggression/violence (i.e., one-on-one encounters) and coalitional 
aggression/violence (i.e., many-on-one or many-on-many encounters). Another common motif is 
that most of the work in these fields conceptualizes aggression/violence in a behavioristic way 
(e.g., the professor hit his graduate student) rather than as a motivational state (e.g., I wish I 
could hit my graduate student) or intent (e.g., I am going to hit my graduate student). 
In this study, I follow the lead of the psychological literature and treat violence as a 
special case of the more general category of aggression (see Gilula & Daniels 1969). 
Aggressiveness is here defined as “any form of behavior directed toward the goal of harming or 
injuring another living being who is motivated to avoid such treatment” (Baron & Richardson 
																																																																																																																																																																																		
Lorenz 1966); in this usage, aggression was considered an instinctual behavior in which feelings 
of aggression precede the act of violence. Like most other scholarly discussions on aggression 
and violence, in this dissertation I shy away from the idea that aggression accumulates in an 
individual until eventually culminating into acts of violence. This purported “biological 
explanation” was popularized by Freud (1920, 1923), Ardrey (1961, 1966) and Lorenz (1966) 
and has been deemed the “instinct theory of aggression.” This perspective claims that humans 
have an innate aggressive drive that needs periodic expression, analogous to a steam engine 
which, rather than venting hot air, holds it in until it bursts. However, given that there is no 
evidence that the brain or body possesses any reservoirs of aggressive energy and since 
aggression is often in response to external stimuli rather than as a consequence of prolonged 
frustration (Berkowitz 1993), this view provoked vigorous attacks and has largely fallen into 
disrepute (e.g., Montagu 1968). 
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1977: 7). Examples include such things as overt and covert attacks, dominance behavior, 
defamatory acts, issuing threats, mounting a defense, and the motivational and emotional 
components of any determined attempt to accomplish a task (Corning 1971: 345).5 Violence, on 
the other hand, will be limited to the destructive forms of aggression that are intended to do 
physical harm or injury to a person or group of persons. Although the term “violence” is most 
often referred to in a negative, antisocial, or delinquent context when applied to human behavior 
(Sherrow 2012), I make no such connotations in this study. Further, although aggression is used 
much more frequently than violence when referring to non-human instances of destructive acts, 
if the behavior in question results in physical harm I refer to it as violence, regardless of whether 
it is perpetrated by human or non-human animals. 
I should note that in this dissertation I am interested in both what has been referred to as 
reactive aggression and proactive aggression. Examples of reactive aggression include anger, 
resentment, and hostility whereas examples of proactive aggression encompass acts of 
domination, intimidation, and coercion (Ritter & Eslea 2005). While the former is generally seen 
as a response to frustration and associated with a lack of self-control (Berkowitz 1989), the latter 
is driven more by the expectation of some sort of benefit (Bandura 1983). As I mentioned in the 
introductory chapter, I believe that ancestral territorial shortages led to evolved psychological 
mechanisms for both defensive aggression and offensive aggression. The reactive/proactive 
typology of aggression thus fits in nicely with my own framework in that defensive aggression 
can be perceived as reactive (e.g., anger stemming from one’s territory being attacked) while 
																																																								
5 In addition and related to the concepts of “aggression” and “violence” is the idea of “agonism.” 
Agonism generally includes all of the actions subsumed under aggression but also incorporates 
the behavior of “fleeing” (Immelmann & Beer 1989). 
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offensive perceived as proactive (e.g., invading a group because you think you can take their 
territory). 
Lastly, I should note that this dissertation does not limit itself solely to violent aggression. 
Although violent aggression is the most obvious form of aggression to study when examining the 
evolution of intergroup hostility and war, this is largely due to the fact that it was the most 
pertinent and efficacious form of aggression to use in humans’ ancestral environment. In today’s 
world, however, people have a larger menu of aggressive options from which to choose. In 
addition to joining the armed forces themselves and fighting on the front lines, people can 
pressure their representatives to be more “hawkish,” they can donate money to military causes, 
and they can vote for leaders with more assertive foreign policies, to name a few. Given that this 
dissertation is ultimately interested in examining how ancestral psychological mechanisms 
interact with the institutions we have in place today,6 I do not wish to confine my 
conceptualization of aggression solely to its violent variety. As such, when I ultimately 
operationalize aggression and administer questionnaires asking about individuals’ general level 
of aggressiveness, I make sure to incorporate both violent and non-violent forms of aggression 
into the questions posed to my respondents. 
																																																								
6 In fact, biologically oriented political science scholars argue that an approach such as this (i.e., 
examining how yesterday’s EPMs operate in today’s environment) is one of the best avenues by 
which we can examine how our evolutionary past influences our behavior in many present-day 
circumstances. For example, Fowler et al. (2011) recommend “…we should pay particular 
attention to understanding how modern institutions interact with these limitations [read, ‘evolved 
mental faculties’] to produce the political outcomes we see in today’s world.” 
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War & Warfare: The concept of war has a very distinct operational definition in the IR 
literature. For example, based on the criteria put forward by the Correlates of War (COW), for an 
interstate war to take place it must meet a fatality threshold, a duration threshold, an “effective 
resistance” requirement, and an actor requirement. A conflict is considered a war when there are 
at least 1,000 battle-related fatalities among all of the system members involved, when the 
conflict lasts for at least twelve consecutive months, when it involves organized armed forces, 
and when all of the combatants are recognized nation-states, respectively. Further, for a given 
state to be considered a participant of the war it must dedicate either 1,000 troops or sustain 100 
battle-deaths (Sarkees & Wayman 2010). The other types of war recognized by COW—such as 
intrastate wars and extrastate wars—adopt these same criteria but differ in regards to the actor 
requirement, with intrastate wars being fought by a state and a non-state entity within its 
established borders and extrastate wars being fought by a state and a non-state entity outside its 
established borders. Although other political science datasets on war and conflict use slightly 
different operational definitions (e.g., UCDP/PRIO Armed Conflict Dataset [Gleditsch et al. 
2002]), most still adhere to the state versus non-state dichotomy when classifying the relevant 
actors. 
As might be expected, those studying wars within anthropology, primatology, and 
economics use substantially different definitions of warfare—though precise descriptions can be 
at times hard to find. The definition that has seemed to gain the most traction of late comes from 
economist Samuel Bowles (2009) where he refers to wars as, “relationships in which coalitions 
of members of a group seek to inflict bodily harm on one or more members of another group” 
(see also Wrangham & Glowacki 2012). Compared to the IR conceptualization and 
operationalization of war, this definition greatly relaxes the actor requirement specified above 
	 34 
from “states” to merely “groups.” This definition is also largely agnostic regarding the manner in 
which the fighting takes place. In particular, it makes no prerequisite regarding whether the 
fighting should take the form of surprise attacks (e.g., raids, ambushes) or planned battles and 
does not specify whether the warfare be “simple” (i.e., warfare found in hunter-gatherers or 
primitive agriculturalists) or “complex” (e.g., warfare found in larger societies with organized 
and hierarchical political units).7 This conceptualization of war also forgoes any fatality 
thresholds in labeling a given act of violence warfare—making both lethal and non-lethal 
warfare theoretical possibilities. In this non-IR definition of war the duration of violence also 
goes unincorporated, allowing warfare to be either short-lived or persist for an extended length 
of time. 
Depending on the section of my dissertation, I utilize both the traditional IR definition of 
war as well as the more “anthropological” version just elucidated. On the one hand, the 
anthropological definition is used when I outline the evolution of war literature and when I put 
forward my own psychological evolutionary theory on territory, aggression, and coalitional 
violence. On the other hand, the IR definition of war is more heavily relied upon when I refer to 
																																																								
7 An alternate definition of warfare is found in Ember & Ember (1992: 248): “…[W]e define 
warfare as socially organized armed combat between members of different territorial units 
(communities or aggregates of communities).” Although this conceptualization does not differ 
greatly from the one offered above, I give priority to the definition specified in Bowles (2009) as 
the one specified in his work does not depend upon the instruments used in conflict (i.e., “armed 
combat”) and since the definition of Ember & Ember (1992) could possibly exclude groups that 
are not tied to a “territorial unit.” 
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the implications of humans’ evolved psychology on how we view and react to warfare in today’s 
world. 
Territory & Territoriality: In defining territory, I adhere to the meaning popularized by 
E.O. Wilson (1975: 256), namely, “an area occupied more or less exclusively by an animal or 
group of animals by means of repulsion through overt defense or advertisement.” The “overt” 
aspect of the definition is meant to ensure that the animal or group is not in possession of the 
territory simply due to widely dispersed resources or low population density (Dyson-Hudson & 
Smith 1978). Interestingly, this definition of territory—although originally devised with non-
human animals and small hunter-gatherer groups in mind—applies equally well to our present-
day understanding of the territorial nation-state. Although the “area occupied” is much bigger 
and the means by which “overt defense or advertisement” is achieved is much different, each 
component is nevertheless present in all sovereign countries. 
In addition to the “exclusive use” component of this definition of territory, when I use the 
“territory” term in my dissertation I am often referring to all of its natural (e.g., food, water), 
man-made (e.g., shelters), and human contents (e.g., people occupying the land). This 
conceptualization is intentionally very broad and is meant to invoke a view of territory that is not 
solely limited to the ground itself but to also include all of the resources contained within its 
purview. Under this usage, territory thus acts as a proxy for all of the valuable (and useless 
and/or dangerous) elements located within a particular parcel of land. This conception of 
territory is drawn from the work of Johnson & Toft (2014: 9) where they state: “Territory per 
se—a particular patch of ground—is not necessarily intrinsically valuable. For example, you 
cannot eat land, but you can eat food that grows there. Territory is therefore a proxy through 
which organisms secure access to key resources and protect them from competitors.” Although it 
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is not usually made explicit that territory represents such a proxy, it seems that this notion is 
implicit in most scholars’ understanding and usage of the term. 
Working from the above conceptualization of territory, we can thus define territoriality as 
the specific means by which a given animal, individual, or group attempts to prevent incursion 
into a piece of territory by others of the same species. One benefit of defining territoriality in this 
manner is that it encompasses the behavioral basis of territoriality (i.e., exclusive use) while also 
specifying multiple ways to advertise its use of space (i.e., both aggressive defense and, for 
example, scent marking [animals] or the establishment of physical borders [humans]). As such, 
territoriality is neither inherently aggressive nor violent, but can actually be an effective means 
for both animals and humans alike to avoid conflict by partitioning living space to an agreed 
upon set of habits, rules, or standards. 
To be clear, like the concept of aggression, human territoriality does not constitute an 
instinct or a drive.8 Territoriality is not innate and evidence of this behavior varies according to a 
wide variety of contextual factors in the environment. For example, depending on the nature of 
the environment, some territories will be worth defending while others will not. In the words of 
Wilson (1975: 269), “The territorial strategy evolved is the one that maximizes the increment of 
fitness due to the extraction of energy from the defended area, as compared with the loss of 
fitness due to the effort and perils of defense.” With this conceptualization in mind, Dyson-
																																																								
8 Psychologically speaking, for a behavior to be classified as an instinct it must meet a number of 
criteria: 1) be automatic, 2) be irresistible, 3) occur at some point in the organism’s development, 
4) be triggered by some event in the environment, 5) take place in every member of the species, 
6) be unmodifiable, and 7) influence behavior for which the organism needs no training (Maslow 
1954). 
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Hudson & Smith (1978) classify territory according to its resource density and its resource 
predictability on a high/low scale. They argue that behavioral indicators of territoriality will only 
be present when both density and predictability are high in a given habitat. In these situations, 
the high average density of critical resources makes territoriality economically defendable since 
it reduces the size of the area that needs to be defended. Likewise, when resource predictability is 
high it becomes possible for a group to disperse to mutually exclusive foraging areas to collect 
food—making resource extraction more efficient than when predictability is low. By contrast, 
when both predictability and density are low, the costs of behaving territorially increase and it 
becomes more economical to adopt a nomadic strategy whereby foraging takes place over a 
larger area. With relatively scarce (low density) but predictable resources, humans are expected 
to have large home ranges that overlap to a degree with other groups; the sheer expanse of these 
territories, however, should make territorial behavior against these other groups relatively 
infeasible. 
This economic defendability model leads the authors to correctly predict variations in 
territorial responses in three modern-day hunter-gatherer groups (for a similar approach to 
human territoriality see Cashdan 1983).9 Although my dissertation does not explicitly investigate 
the role of resource predictability or density in its empirical examination, I incorporate the 
																																																								
9 The tendency of territoriality to vary based on the nature of the environment is also widespread 
in much of the animal kingdom. Different species, different populations of the same species, and 
even individuals in the same population are subject to different selection pressures ranging from 
the type of competitors, resources distributions, social organizations, and life histories—all of 
which lead to different risk sensitivities and strategies for resource extraction (Johnson & Toft 
2014). 
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lessons of this study by taking into account other contextual factors that make individuals more 
or less likely to react territorially when their land or the land of their country is threatened in 
some manner (i.e., types of resources, personal strength, sex). As such, territoriality is 
conceptualized in such a way that its manifestation only becomes realized under a fairly specific 
set of circumstances that are tied to individual characteristics and/or the nature of the territory 
itself. 
Adaptation: Adaptation is one of the two main processes accounting for the diversity we 
see in nature, the other being speciation (i.e., instances in which species split due to geographic 
isolation or genetic drift). Adaptation, to begin, is a gradual process, not an end state; it occurs 
over many generations and is caused by natural selection, which changes the genetic make-up of 
a population so the collective performs better in its niche. As such, an adaptation is never fully 
“fixed” but is rather constantly being shaped by the evolutionary forces of entropy and natural 
selection. Adaptations can range in complexity from modifications made to a single gene (e.g., 
sickle cell), to the complex organs found in the human body like the heart, liver, or eye that are 
coded for by a vast suite of underlying genes. The body, or phenotype, of an organism is itself an 
example of a diverse array of adaptations, each of which is formed to achieve different 
objectives. 
It must be stressed, however, that although adaptations generally enhance the fitness and 
survival of individuals, they often come with a cost and a compromise. In fact, Peter Medawar, 
Professor of Zoology and Comparative Anatomy, once said, “It is a profound truth that Nature 
does not know best; that genetical evolution...is a story of waste, makeshift, compromise and 
blunder (1959).” This does not necessarily mean that a given adaptation makes the organism 
worse off within the environment it finds itself, but that a given adaptation cannot solve all the 
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problems of survival that an organism faces. For example, if penguins’ wings had retained their 
ability to offer them flight they may be more adept at escaping the clutches of leopard seals or 
more efficient in making their grueling trek back to their traditional breeding grounds at the end 
each summer. While these characteristics would undoubtedly offer some fitness advantages, 
wings of this nature would not allow them to dive 1,500 feet underwater to feast on the bounties 
of the sea. In other words, optimizing wing shape and form for wing-propelled diving leads to 
such high flight costs that flying ceases to be a viable option for penguins and other large wing-
propelled diving seabirds (Elliot et al. 2013). 
A different example can be seen in Irish elk and other species of the deer family that 
grow large sets of antlers every year. Although these prove useful in fending off predators and 
achieving victory in the annual rut, their growth requires an enormous expenditure of caloric 
resources (Gould 1974). Like the evolutionary arms race between trees where they need to spend 
more and more energy on growing taller so that they can gain access to greater sunlight (e.g., 
Falster & Westoby 2003), the structural adaptation for antlers is also analogous to an 
evolutionary arms race, and like all arms races there is a cost—energy and resources. In short, 
most adaptations are designed to solve a specific problem, but these solutions can themselves 
cause the organism to incur certain costs in domains outside of the ones they were designed to 
solve. 
Psychological mechanisms are likely no different. Consider the hypothetical 
psychological adaptation for aggression posited in this dissertation. Although environmental 
factors that trigger displays of aggression in humans may help them win more mates or gain 
access to previously unattainable resources, they may also stifle the activation—or even the 
formation—of other potential psychological strategies for gaining these resources (e.g., sharing, 
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deceit, altruism) that do not have the accompanying cost of potential injury or death. Further, 
there is the possibility that this hypothetical adaptation for territorial aggression—designed to 
help solve territorial conflicts of interest in humans’ ancestral environment—could become 
activated in situations where it was not necessarily designed to operate. Despite these prospective 
downsides, if the claims of my dissertation prove correct the psychological adaptation for 
territorial aggression should demonstrate—on average and over evolutionary time—greater gains 
to fitness for the organism than the costs such an adaptation would incur; this on-average fitness 
gain idea assumes, of course, that the organism is currently enmeshed in the same or similar 
environment in which the adaptation took shape and is being activated in the apropos 
circumstances. 
It is also important to classify a given adaptation according to the system or process that 
it affects. For example, adaptations can be structural, physiological, or—in this case of this 
dissertation—psychological (see Thorp 1979). Structural adaptations are the physical features of 
an organism that help it survive in its natural habitat and which usually have the effect of 
changing its shape (e.g., walking upright in humans). Physiological adaptations are more 
associated with changing the function of the organism rather than its physical shape, such as a 
gene mutating in such a way to make it immune to a disease (e.g., sickle cell anemia and 
malaria). Evolved psychological adaptations are adaptations that take place in the brain to aid 
organisms in regulating behavior, motivation, and cognition in the face of recurrent and 
adaptively relevant cues. These adaptations essentially take information from the environment 
and transform that information into adaptively useful output. 
Adaptations can also vary in how they are triggered, referred to as either obligate or 
facultative adaptations. Obligate adaptations, as the name suggests, are adaptations that occur 
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regardless of variations in an organism’s environment. Many physiological adaptations are of 
this nature. For instance, the human eye responds to light irrespective of whether the individual 
is walking along the beach on a sunny day or sitting in a dark theater watching a film. Facultative 
adaptations, on the other hand, are sensitive to their environment and are generally only triggered 
in very precisely defined circumstances. More formally, an adaptation is facultative if it is 
functionally dependent upon information in the environment for its contingent output (Maynard 
Smith 1993). Facultative adaptations are analogous to “if-then” statements. For example, 
consider modes of adult attachment and the ways they relate to early childhood experiences. As 
adults, if one’s early childhood caregivers supplied reliable and consistent attention then they 
themselves are more likely to develop intimate bonds with other people. Likewise, the adaptation 
for skin to tan is conditional on direct exposure to ultraviolet radiation (if one is directly exposed 
to sunlight then the skin darkens); this represents an example of a facultative structural 
adaptation. Although evolutionary psychologists are interested in all types of psychological 
adaptations, when a given adaptation is of the facultative variety, these scholars will tend to 
gravitate towards examining how developmental, environmental, and physical inputs impact the 
expression of the adaptation (Buss 2011). 
It is important to note that although all adaptations are the product of heritable variation 
in an organism’s genotype, the heritability of adaptations is by-and-large zero. A brief exposition 
of the basic principles of Darwinian evolution can help illustrate this point. First, it is generally 
the case that more members of a species are born in a given generation than will ultimately 
survive to adulthood, a situation termed superfecundity. Second, all of these organisms have 
different combinations of inherited traits that result in certain physical and behavioral variations. 
Third, these physical and behavioral variations are heritable to future generations. Fourth, those 
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characteristics that aid in an organism’s survival will tend to be passed down via genes to future 
generations, whereas the traits of the nonsurvivors obviously will not (Bjorklund & Pellegrini 
2002: 14). 
After a number of successive generations in which the beneficial characteristic is passed 
down, this trait will become present in an ever-greater percentage of the population until all 
members of the species eventually possess it. As such, although this physical or behavioral trait 
initially materialized due to heritable variation among alternatives, towards the end of this 
process when more and more members of the population possessed the trait in question, this 
variation tends to dissipate as the other alternatives disappear. This situation is summed up by 
Tooby & Cosmides (1990: 37–38) when they write: “Although heritable variation is necessary 
for selection to act, natural selection is a process that eliminates variation (Fisher 1930/1958)… 
Baring balanced polymorphism, the longer selection acts, the more heritable variation is used up. 
The better variant becomes more common, until it is fixed in the gene pool and thus becomes a 
universal part of the species’ genetic endowment.” The species-typical nature of adaptations thus 
guides those interested in an evolutionary psychological approach towards investigating the 
structure of the psychological adaptations shared by all humans that link environmental input 
with behavioral, physiological, cognitive, and affective outcomes. This can be contrasted with 
“heritability” approaches (Lopez & McDermott 2012) in which researchers are interested in the 
amount of heritable variation around a psychological, physiological, or structural design that 
exist between individuals. 
In sum, adaptations are never fully fixed and are constantly subject to the pressures of 
natural selection and entropy. Although adaptations generally increase the fitness of organisms 
on average, they all have some costs and no one adaptation can aid the organism in all of the 
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survival problems it is likely to encounter in its environment—whether that adaptation is 
structural, physiological, or psychological or whether it is obligate or facultative. As should be 
evident, this dissertation is concerned exclusively with the evolved psychological adaptations 
that have accrued in the brain during humans’ existence in their environment of evolutionary 
adaptedness. 
Evolution: Put simply, evolution is a process by which heritable characteristics in a 
population undergo change over successive generations. Although different theories have been 
put forward regarding how this change occurs—such as Lamarck’s theory of the transmutation 
of species (1809) in which alchemical forces drive organisms up a ladder of complexity whereby 
they are able to pass on characteristics they have acquired during their lifetimes to their 
offspring—current, mainstream thought revolves around Darwin’s theory of evolution by natural 
selection. This theory is based on three facts about populations: 1) traits vary among individuals 
with respect to morphology, physiology, behavior, and psychology, 2) different traits confer 
different rates of survival and reproduction, and 3) traits can be passed from generation to 
generation. Over time, those organisms with a trait that confers a fitness advantage in a given 
environment will produce progeny with this same trait while those without this advantage slowly 
die out, eventually leading to a situation in which all successive generations of the population are 
born with this trait. 
Importantly, the precise mechanism behind the heritability and the origin of new traits 
was originally unclear. At first, Darwin put forward the pangenesis theory, an idea whereby an 
organism’s environment could modify its “gemmules” (i.e., hypothesized minute particles of 
inheritance given off by all cells which eventually accumulated in the possessor’s reproductive 
organs) so that the characteristics the organism acquired during its lifespan were passed down to 
	 44 
its offspring, a theory which itself partly relied upon the theory of inheritance of acquired 
characteristics (IAC) (Zou 2014). As the IAC theory gradually lost popularity among biologists 
in 1890, Darwin’s pangenesis theory was discarded in favor of “germ plasm theory” which itself 
was abandoned in the mid-twentieth century as the incorporation of Mendelian genetics with 
Darwinian evolutionary theory came about, a development commonly referred to as the modern 
synthesis (Mayr 1978). According to Mendelian genetics, traits were heritable through the 
processes of independent assortment and segregation of genes. 
On top of providing a mechanism for heritability, the addition of genetics into the theory 
of evolution had the effect of altering the assumed unit upon which selection operated. For 
Classical Darwinists, selection happened at the unit of the individual whereby individuals who 
were more successful would pass on their traits to successive generations. Although this does in 
fact happen, the incorporation of genetics led to the insight that it was actually the gene that 
acted as the unit of selection (see Dawkins 1976, 1983). When early life forms populated the 
Earth only single genes carried genetic material. As these replicators became more complex, 
adaptations in the genes created multicellular organisms meant to serve as “vehicles” for the 
carrying and transmission of genetic information. Lopez (2012: 35) summarizes this idea when 
he writes: “Genes that built vehicles that were more effective at delivering copies of themselves 
into future generations increased in frequency relative to other genes whose vehicles were 
relatively less successful. Thus, adaptations do not exist for the good of the individual or the 
good of the group, but for the good of the gene.” It is now generally accepted that genes are the 
unit of selection (i.e., the units in nature that are the objects of selection), though controversy still 
very much rages regarding which level of selection (e.g., individuals, groups of individuals, 
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species as a whole) affects the likelihood of genes to increase or decrease in frequency over 
evolutionary time. 
2.2 EVOLUTIONARY PSYCHOLOGY 
2.2.1 Principles and Premises 
At its most basic level, evolutionary psychology (EP) begins with the relatively 
uncontroversial premise that the human brain is a product of the evolutionary process. If one 
accepts this supposition then one must concede that the mind—like all the other organs in the 
human body—is subject to and has undergone adaptations that have been designed to maximize 
fitness in humans’ ancestral environment, excluding of course those properties that have been 
acquired merely by chance or which are byproducts of other adaptations. From a Darwinian 
outlook, therefore, evolutionary psychology believes the brain has experienced a succession of 
distinct psychological adaptations that have accrued over evolutionary history in a one-at-a-time 
manner (Chiappe & MacDonald 2005). 
Working from the foundation that the mind is composed of these evolved psychological 
mechanisms (EPMs), scholars have put forward various lists of the characteristics these 
mechanisms should exhibit. One prominent evolutionary psychologist, David Buss (2011), lays 
out six of these properties: 1) An EPM exists because it solved a recurrent problem of survival 
(i.e., natural selection) or reproduction (i.e., sexual selection) during the course of humans’ 
evolutionary history, 2) An EPM is fashioned to take in or incorporate only a very specific and 
selective slice of information from the environment, 3) The input of an EPM informs the 
organism of the particular adaptive problem it is facing, 4) The input of an EPM is transformed 
through decision rules into output, 5) The output of an EPM can be physiological activity, 
information to other psychological mechanisms, or the activation of behavior, and 6) The output 
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of an EPM is meant to generate a solution to the specific adaptive problem the organism is 
facing. 
In regards to the first point, when evolutionary psychologists speak of “problems of 
survival or reproduction” they are referring to what are more commonly called “adaptive 
problems” or “selection pressures.” Adaptive problems consist of the array of threats present in 
an environment that can lead to greater reproductive success if the problem is overcome. For an 
obstacle to be considered an adaptive problem it must have been encountered relatively 
frequently or, if infrequently, it must have exerted severe fitness loses in the organism’s ancestral 
environment; if not, natural or sexual selections to solve that problem would have minimal utility 
in improving fitness. 
The idea that these adaptive problems must have occurred in humans’ “ancestral 
environment”—generally referred to as the “environment of evolutionary adaptedness” (EEA)—
arises from the notion that to properly understand the functions of the brain one must gain an 
appreciation of the properties of the environment in which the brain evolved. An organism’s 
EEA consists of both direct and indirect components. For direct components, the EEA is that 
combination of repetitive selection pressures that were immediately responsible for a given 
adaptation; indirectly speaking, the EEA also consists of those characteristics of the environment 
that are necessary for the adaptation to develop and function properly. When reconstructing 
humans’ EEA, evolutionary psychologists work to identify common problems humans likely 
faced on the African savanna during the Pleistocene Epoch—the time period roughly 1.6 million 
to 10,000 years ago (see Kanazawa 2009; Lopez 2010; and especially Bowlby 1969 who first 
explored the concept of the EEA in his development of “attachment theory”). Survival problems 
from this period are given weight over the problems we face in modern times based on the fact 
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that 99.5 percent of human evolutionary history took place during this “human state of nature” 
(Gat 2000a) in which we existed in relatively small hunter-gatherer bands. In short, given that 
the Pleistocene Epoch concluded a mere 12,000 years ago, we can infer that most human 
adaptations either evolved during this time in human history or were maintained by stabilizing 
selection during this epoch (Symons 1992). 
Second, when confronting the assumption that the brain has EPMs to solve adaptive 
problems that were prevalent in Pleistocene settings, a question arises as to the way in which the 
brain functions when approaching these problems. One of the key assertions of evolutionary 
psychological scholars lies in how they believe the brain stimulates fitness-maximizing behavior. 
In contrast to cognitive psychologists who assume that the brain operates according to a small set 
of general-purpose rules when making decisions (i.e., domain-general), evolutionary 
psychologists have a view of the mind that is more modular in nature (i.e., domain-specific) (see 
Barrett & Kurzban 2006). In particular, they believe the mind operates according to cognitive 
mechanisms that are content-specialized and that the activation of these evolved psychological 
mechanisms is achieved through particular content domains to solve problems and process 
information from those domains (Cosmides & Tooby 1992; Tooby & Cosmides 1992).10 This 
																																																								
10 A “domain” consists of an informational cue structure (i.e., a set of environmental triggers) 
that permits one’s psychological programs to respond to challenges with evolutionary 
advantageous behavioral, emotional, cognitive, and physiological processes (Lopez, McDermott, 
& Petersen 2011). Thus domain-general cue structures are made up of a wide array of different 
environmental stimuli, while domain-specific cue structures are composed of only a limited set 
of environmental triggers.	
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view of the mind is analogous to a Swiss Army knife, a collection of tools, each of which 
performs a specific function. 
Operating under the assumption of domain specificity, evolutionary psychologists predict 
that natural selection is to have fashioned a wide suite of mental rules designed to solve 
distinctive problems ancestral humans encountered, such as cooperation, aggressive threat, 
parenting, disease avoidance, detecting cheaters, and predator avoidance, to name a few. Some 
evolutionary psychologists even question whether a domain-general mind would be able to cope 
with or effectively solve these persistent problems at all. According to Tooby & Cosmides 
(1992: 34): “A psychological architecture that consisted of nothing but equipotential, general-
purpose, content-independent, or content-free mechanisms could not successfully perform the 
tasks the human mind is known to perform or solve the adaptive problems humans evolved to 
solve…” At the very least, since different adaptive problems have different optimal solutions, a 
mind that is engineered to solve each problem with a specially tailored procedure is likely to 
outperform a mind that approaches each problem with the same unwavering mental calculus. 
This suggests that a domain-specific mind would impart a substantial efficiency gain over one 
ruled by domain-general principles. If a domain-specific mind represents a versatile Swiss Army 
knife, a domain-general mind is more analogous to a hammer in which everything looks like a 
nail.11 
																																																								
11 In some respects, one of the main objectives of evolutionary psychology is to bring to light 
those circumstances in which evolutionary triggers—now manifested in a modern setting—illicit 
behavior that is inconsistent with an economically rational, cost versus benefit decision rule and 
is better explained by a mental calculus that makes decisions based on specific, content-
dependent stimuli. One way political scientists can contribute to this Swiss Army knife versus 
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Third, having established that the brain possesses EPMs that solve problems in humans’ 
EEA that are domain-specific in nature, one must ask what type of information these domain-
specific EPMs consider when approaching a given query. Evolutionary psychologists perceive 
EPMs as funneling knowledge from two different sources, input external to the person or input 
internal to the person. An example of external input triggering an EPM can be seen in humans’ 
evolved disposition to be fearful of snakes (Marks 1987). This fear of snakes (i.e., the EPM) 
becomes activated when a person views a long, slithering, organism slowly meandering towards 
them in the dense grass—or when Matthew drapes an elongated, rubbery toy around Alicia’s 
neck at the company picnic (i.e., external visual and sensory input from one’s physical 
environment). A case of internal input activating an EPM is illustrated in the study by Sell, 
Tooby, & Cosmides (2009) where they find that men’s proclivity to get angry during conflicts of 
interest is contingent upon their physical strength (see also Sell, Hone, & Pound 2012). This 
propensity to get angry (i.e., the EPM) becomes triggered by cues regarding how much ancestral 
leverage they have in the form of physical strength (i.e., internal input based upon one’s self-
assessment of formidability). 
Fourth, once a given EPM takes in the relevant information from either the environment 
or from internal characteristics, it must then engender output to deal with the situation. In both of 
																																																																																																																																																																																		
hammer debate is to examine and look for situations that do not abide by a purely rational choice 
perspective and ask if these deviations from rationality could be due to a mental architecture that 
formed in an environment much different than the one we find ourselves in today. Some areas in 
which such an analysis could prove useful for those of us in political science include voting, 
cooperation, punishment, coalition formation, in-group cohesion, out-group distrust, and many 
more. 
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the examples cited above, each of the EPMs transformed the input (i.e., the long, gliding 
organism in the grass and the self-assessment of physical strength) into a very specific type of 
output. In the study by Marks (1987), the output was autonomic arousal (i.e., fear) followed by 
behavior—either fleeing or freezing—while in Sell, Tooby, & Cosmides (2009) the output 
consisted of stronger men getting angry with a concomitantly higher likelihood of getting into 
physical altercations. Furthermore, these outputs both had a specific function. In the former, the 
function was meant to help one avoid a situation where he/she could be injected with potentially 
deadly venom, while in the latter the function helped men guarantee a personally better 
resolution to a conspecific conflict of interest. In other words, these outputs assisted the 
individuals in solving a particular adaptive problem that was likely prevalent in their ancestors’ 
EEA. These examples highlight the way the brain and the central nervous system guide an 
organism towards maximizing its fitness by generating conditionally appropriate behavior in a 
given environment (Alcock 1975a; Gazzaniga 2000). 
2.2.2 Generating Evolutionary Psychological Theories 
Although the above discussion illustrates most of the general characteristics evolved 
psychological mechanisms should possess—i.e., they arise from problems in the environment of 
evolutionary adaptedness, consist of domain-specific as opposed to domain-general, employ both 
internal and external cues, and generate physiological or behavioral output—the question still 
remains as to how evolutionary psychological theories are actually generated. As I specified 
earlier, evolutionary psychologists examine humans’ EEA to understand the types of problems 
they face. But how exactly do we glean knowledge about this environment and its associated 
selection pressures given that today’s environment differs significantly from what our ancestors 
faced? 
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Research has generally proceeded in three different but mutually supporting directions. 
First, given that humans and other primates share some common ancestors, one way has been to 
observe the behaviors of these non-human primates, most commonly those from the genus Pan 
such as chimpanzees and bonobos (i.e., pygmy chimpanzees)—an approach known as behavioral 
phylogeny. Observing the adaptive problems these non-human primates encounter and the 
behavioral solutions they adopt to resolve them gives us a potential window through which to 
evaluate human behaviors. As Proctor & Brosnan (2011: 51) explain, “Studying the behavior of 
the other primates allows us to extrapolate to what may have influenced behavioral adaptations 
in the evolutionary past to emerge into the behaviors that we see in humans today.”12 In the 
context of this dissertation, some of the most relevant work in this domain rests in comparisons 
of humans and chimpanzees in regards to the use of personal and coalitional aggression against 
members of outside groups, a literature that will be discussed in greater detail in the following 
chapters. 
																																																								
12 It is important to note that there are two different reasons similarities between species may 
occur, one through homology (i.e., shared evolutionary history) and the other through homoplasy 
(i.e., convergent evolution). On the one hand, homologies occur when shared behaviors evolved 
in a common ancestor and were maintained through subsequent speciation events. This indicates 
that a given similarity is due to likenesses in the two species’ genetic makeup. On the other hand, 
a homoplastic similarity occurs when species with similar selection pressures share a behavior 
despite the fact that this behavior was not present in their common ancestor. This indicates that 
the common behavior is not due to their shared genetic makeup but rather to similar 
socioecological conditions (see Wilson & Wrangham 2003; Proctor & Brosnan 2011; Flinn, 
Ponzi, & Muehlenbein 2012). 
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Second, evolutionary psychologists can also get a sense of humans’ ancestral 
environment by studying modern-day hunter-gatherer groups. Although studies of this nature 
give us the closest sense of how ancestral humans lived and of the selection pressures they 
encountered, they nevertheless possess some limitations. For example, the few surviving hunter-
gatherer societies are significantly different from each other (i.e., where they live, social 
structures, contact with outside groups, etc.). Additionally, most have been pushed out of their 
best lands and into harsher and less verdant environments (Wright 1995). As such, the day-to-
day existence of contemporary hunter-gatherer groups is likely significantly different from what 
their predecessors experienced. However, first-hand accounts of these groups upon their initial 
contact with Westerners have been preserved in many cases (Ember & Ember 1992), and a 
subset of these hunter-gatherers have still been relatively isolated from Western civilization and 
have thus retained most aspects of their original organizations, institutions, and customs. Further, 
the fact that existing groups are different from one another does not necessarily impede an 
evolutionary psychological examination. In fact, if we can find evidence of the same 
psychological mechanism in groups that differ widely in their internal composition or their 
external relations with other groups, it would add more credence that a particular EPM 
demonstrates universality across populations. 
Third, some evolutionary psychologists also garner knowledge of the EEA from 
archeological evidence. On the one hand, archeological data do not give us direct evidence of the 
ancestral environment as most digs only date back as far as the Neolithic era beginning at 
approximately 10,200 BC. Further, unlike ethnographic studies of modern hunter-gatherers in 
which we can examine human behavior in real time, archeological data tend to be sparse and 
much of it can be difficult to interpret due to the fact that many of the artifacts, skeletons, or 
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burial sites are destroyed or severely damaged (Martin & Harrod 2015). On the other hand, 
insights from this field get us much farther back in time to actual ancestral humans than either 
primate studies or ethnographic scholarship. In my dissertation I will utilize findings from all 
three of these fields to try to get the most accurate portrayal of the EEA as it relates to territorial 
shortages. 
In addition to painting as precise of a portrait of the ancestral environment as possible, 
one must also make a choice as to how to conduct the evolutionary psychological analysis itself. 
According to Tooby & Cosmides (1992) evolutionary inquiry of psychological mechanisms 
proceeds in two directions, form-to-function and function-to-form (see also Buss 1995). Form-
to-function analysis begins when a certain phenomenon is discovered, whether that be a fear of 
snakes (Marks 1987), male attraction to youthfulness (Buss 1989), or a preference for savannah-
like landscapes (Kaplan 1992), and the researcher moves to try to identify the adaptive problem 
this behavior solves and generate hypotheses about its function. This approach towards theory 
generation is analogous to a type of backward induction in which the solution is already 
identified and the researcher’s job is to determine the problem it fixed—it moves from the 
adaptive solution to the adaptive problem. 
On the other hand, a function-to-form analysis begins with a particular problem of 
survival and generates hypotheses as to how this selection pressure would have been addressed 
in our ancestors’ EEA—it goes from the adaptive problem to the adaptive solution. One example 
of this approach can be seen in the study of Sell, Eisner, & Ribeaud (2016) where they examine 
the role of bargaining power on the manifestation of aggression in adolescents. This study began 
with the premise that individuals in humans’ EEA consistently encountered various conflicts of 
interest (i.e., the adaptive problem). From this premise, they hypothesize that an important way 
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ancestral humans prevailed in these conflicts would be in the acquisition of multiple sources of 
bargaining power (i.e., the adaptive solution). While males generally gained bargaining power 
through personal fighting ability and coalitional potency, the strength of females’ bargaining 
power originates from what the authors call their “mate value” (operationalized through 
attractiveness). They found that these indicators of bargaining power (i.e., physical strength and 
coalition size in males and attractiveness in females) were all associated with significantly higher 
likelihoods of aggressive bargaining. Although both form-to-function and function-to-form 
approaches are considered valid avenues through which to conduct an evolutionary 
psychological analysis, an assessment of the literature appears to suggest that the former is the 
more common strategy.13 
 Whether one chooses a form-to-function or function-to-form approach, it is incumbent 
that the researcher, in addition to actually identifying the particular adaptive problem, engages in 
what has been referred to as a “task analysis” (Lopez 2010; Lopez, McDermott, & Petersen 
2011). A task analysis establishes the “evolvablity criteria” of an EPM by which it translates 
input from the environment into adaptively useful output, such as behavior. As such, a task 
analysis is a method by which one determines the features an EPM should logically possess for it 
																																																								
13 In this dissertation I operate from a function-to-form perspective. Though part of the 
motivation of my work stems from the observation that nation-states tend to act especially 
aggressively when conflicts of interest over territory arise, to then claim that we should see these 
same aggressive tendencies in individual humans would be a textbook example of the ecological 
fallacy. It was only after accruing evidence of the severe territorial shortages ancestral humans 
experienced that aggressive territoriality started to appear to be a solution to this persistent 
evolutionary problem. 
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to effectively solve an adaptive problem. For example, studies have shown that the behavior-
regulatory machinery supporting the emergence of social exchange and collective action could 
only materialize if it included mechanisms for detecting and punishing cheaters and free riders 
(Price, Cosmides, & Tooby 2002; Cosmides & Tooby 2005). In the realm of aggression, the 
examination of ancestral selection pressures in humans and other animals suggests that 
adaptations must exist that regulate the use of violence in competitive encounters with 
conspecifics (Archer 1988). As such, researchers have hypothesized that adaptations likely exist 
for the evaluation of relative strength and resource-holding potential in their adversaries (Parker 
1974). Subsequently, evolutionary psychologists have provided the first experimental evidence 
of psychological adaptations designed specifically for the regulation of aggression in humans. 
These mechanisms are designed to attend to evolutionarily relevant cues in the body, face, and 
voice in their assessment of relative formidability, which in turn regulates not only aggression, 
but also feelings of entitlement as well as views on the justifiability of coalitional aggression 
(Sell et al. 2009; Sell et al. 2010). 
 Before ending my discussion on the various steps evolutionary psychologists take when 
generating hypotheses, I would like to note of the various “contexts”—namely, the “historical 
selective”, the “ontogenetic,” and the “immediate situational” (Buss 1995: 11)—that 
evolutionary psychologists must be sensitive to when constructing an evolutionary psychological 
theory of human behavior. The historical selective context is one that we have already covered 
and refers to the selection pressures that humans and their ancestors were subject to for 
thousands of generations. As I have noted, evolutionary psychological scholars examine this 
context by studying our closest genetic cousins, by conducting ethnographic studies of present-
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day hunter-gatherer groups, and by utilizing findings gleaned from archeology. In short, this 
context is concerned with gaining a more accurate picture of humans’ EEA. 
 The “ontogenetic context,” on the other hand, deals not with understanding 
characteristics of humans’ EEA, but with studying how differences in the development of 
organisms of the same species can affect the EPMs they are endowed with. Put simply, ontogeny 
pertains to the developmental history of an organism within its own lifetime, as distinct 
from phylogeny, which refers to the evolutionary history of a species. The investigation into the 
ontogenetic context of EPMs can take a number of forms. First, researchers can assess whether a 
given experience during a particular period in an organism’s life leads it to adopt a strategy that 
differs from the strategy used by an organism that did not have the same experience. For 
example, there is some evidence that the absence of one’s father during childhood can result in a 
more promiscuous mating strategy, whereas the presence of an investing father during childhood 
leads to a more monogamous mating strategy (Draper & Harpending 1982; Draper & Belsky 
1990; Belsky, Steinberg, & Draper 1991). These types of analyses are heavily informed by the 
discipline of evolutionary developmental psychology (for an extensive review and exposition of 
this branch of evolutionary psychology see Bjorklunk & Pellegrini 2002) which posits that EPMs 
are sensitive to an organism’s period of development—e.g., an EPM that is triggered by stimuli 
in the environment of a toddler may no longer manifest itself once that organism reaches 
adolescence.14 
																																																								
14 In particular, the central premise of evolutionary developmental psychology rests on the notion 
that the interaction between the environment and the organism varies depending on the 
organism’s specific period of ontogeny (i.e., its stage of development, such as an infant, toddler, 
adolescent, or adult) (Hamilton 1966). Bjorklund & Pellegrini (2002: 37) explain, “[O]ver the 
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 Second, in addition to informing how organisms may develop completely different EPMs 
depending on experiences in their ontology, the ontogenetic context is also relevant for 
examining variations in activation thresholds of a particular species-typical (i.e., universal) 
EPM. For instance, the threshold for responding to a threat with extreme violence may be 
lowered in some cultures, such as the Yanomamo Indians of Brazil (Chagnon 1983), and raised 
in others, such as the !Kung of Botswana (Shostack 1981). Rather than positing that organisms 
will adopt completely different fitness-maximization EPMs, this approach looks at how the 
triggers of the same fitness strategy can vary depending on the environment in which one is 
raised. 
 Third, and most importantly for my own analysis, the ontogenetic context can also inform 
hypotheses regarding the expected differences in evolutionary psychological strategies between 
males and females. There has been a glut of research into this topic ranging from examining sex 
differences during aggressive crisis bargaining (McDermott & Cowden 2001), to whether 
heightened aggression in men is due to larger levels of testosterone than seen in women 
(McDermott et al. 2007), to the relationship between gender and overconfidence (Johnson et al. 
2006), and to the effect of human sexual dimorphism on aggression (Plavcan 2012), to name just 
a few. 
To a greater or lesser degree, all of these studies begin with the supposition that selection 
pressures on the two sexes were significantly different from one another to such an extent that 
																																																																																																																																																																																		
course of evolution, natural selection has adapted organisms to their current environments, and 
the environments and selective pressures humans’ ancestors experienced early in their ontogeny 
were different from the environments and selective pressures they experienced later in their life 
spans.” 
	 58 
men and women are likely to have evolved different EPMs. The particular selection pressure that 
produced these differences is sexual selection grounded in the precepts of mate competition and 
mate choice (Daly & Wilson 1983; Wilson & Daly 1992; Buss & Schmitt 1993). When the sexes 
differ in the production of gametes, the more limited sex will tend to invest greater time and 
resources in offspring, whereas the sex producing a larger number of gametes will tend to 
compete for access to more mates (Trivers 1972; Symons 1979). For primates, females are 
hindered in their long-term reproductive output by slow procreation rates owing to small litter 
size, long interbirth intervals, and slow-growing offspring. Females should thus be pressured to 
choose genetically and behaviorally sound mates when possible and to compete for resources 
where and when they are limited. A male’s reproductive success, on the other hand, is 
theoretically limited only by access to his supply of mates (Emlen & Oring 1977). Any male who 
can exclude others of his gender from access to mates potentially increases his own reproductive 
success at the expense of his same-sex competitors. The intensity of intra-sexual competition by 
low investors over access to high investors results in adaptations, often for aggression, favored 
by sexual selection in low investors in response to these pressures. 
Lastly, an examination of the “immediate situational context” probes into how the 
experiences that an organism is confronted with—both environmental and personal—affect the 
ways in which a given EPM becomes expressed. As opposed to the ontogenetic context in which 
understanding the biological development of organisms is prioritized, an immediate situational 
investigation looks more into proximate experiential stimuli that can condition how and if an 
EPM is triggered. For example, in describing this context Buss (1995: 11) notes: “Just as callous-
producing mechanisms are activated only if an individual experiences repeated friction to the 
skin, so psychological mechanisms such as sexual jealousy (Buss et al, 1992), cheater detection 
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(Cosmides, 1989), and discriminative parental solicitude (Daly & Wilson, 1988) are activated 
only by particular contextual input such as cues to infidelity, nonreciprocation, and the 
simultaneous presence of biological children and step-children.” Some of the immediate 
situational inputs my dissertation takes note of for the EPM for territorial aggression to become 
activated are perceptions of physical strength (i.e., an internal immediate situational input 
relating directly to the individual), numerical superiority concerns (i.e., an external or 
environmental input relating to aspects of an individual’s group), and territorial resource types 
(i.e., an external or environmental input relating to characteristics of the location in which one 
finds himself/herself). 
2.2.3 Evolutionary “Mismatch” 
 As the above discussion makes clear, evolutionary psychologists posit that the 
psychological adaptations humans possess aided in increasing individuals’ fitness in the EEA. 
However, these psychological adaptations do not always generate useful output in the context of 
today’s modern world. Since the environment in which humans currently find themselves in 
differs significantly from the ancestral environment, the motivations and behavioral output of our 
EPMs often appear irrational or maladaptive in the contemporary world. This insight is what 
evolutionary psychologists often refer to as evolutionary mismatch, a description of which is 
offered by Gat (2000b: 83): “What does a misplaced or mis-activated behavior mean? It means a 
behavior which, while having an evolutionary root, is expressed out of its evolutionarily 
designed context, and thus normally also in a maladaptive manner.” In some extreme—albeit 
very uncommon—instances, population models show that natural selection can actually lead to 
what has been dubbed “selection-driven extinction” whereby a strategy (i.e., an adaptation) 
which is beneficial to a population when it is rare, ruins the population’s overall viability when 
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that strategy begins to proliferate (Dieckmann & Metz 2006). If the current environment in 
which an organism exists leads it to trigger an EPM more readily than it was triggered in the 
ancestral environment, it is theoretically possible for this selection-driven extinction to manifest 
itself. 
Even though the vast majority of evolutionary mismatch examples do not lead to such a 
stark outcome, they can nevertheless have profound and difficult-to-resolve consequences on 
overall levels of human fitness. For instance, the human dietary predisposition to prefer fatty, 
high-caloric foods has led to a situation in which there is a fast food restaurant on every street 
corner in America, a rate of diabetes that has increased from a mere 1 percent of the US 
population in 1958 to over 7 percent in 2014 (Center for Disease Control 2016), and an obesity 
rate that has gone from 13.4 percent in the 1960s to 35.7 percent today (NIDDK 2016). Although 
the preference for calorie-rich foods served us well in our evolutionary environment by 
prompting us to acquire energy-dense sources of sustenance, for some individuals today it is 
literally killing them. A similar situation is seen in humans’ psychological fear of snakes that I 
made note of earlier in the chapter. Although this would have constituted a legitimate fear in 
yesteryear, every twelve months only about six people in the US die of snakebites (Department 
of Wildlife Ecology and Conservation 2016), while a total of around 30,000 to 40,000 people 
died at the hands of automobiles each year (National Highway Traffic Safety Administration 
2014). Ironically, research shows that the fear of spiders and snakes is more prevalent than the 
fear of contemporary dangers like automobiles, guns, and electric outlets (Öhman & Mineka 
2001). 
Evolutionary mismatches can extend to the international political realm as well. Consider 
the study by Sell, Tooby, & Cosmides (2009) in which they show that men’s physical strength 
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positively covaries with their propensity to get angry during conflicts of interest and their 
tendency to get in physical altercations. In addition to this finding, they also uncover evidence 
that men’s strength positively correlates with a political aggression scale that measured 
judgments about the efficacy of military force in international affairs. In other words, subjects’ 
strength predicted their attitudes toward military action. The authors note that although one’s 
own physical formability would have played an important role in determining whether to use 
force against a rival in the environment of evolutionary adaptedness, in a world of nation-states 
with vast armies and devastating long-distance weapons, an individual’s personal strength has no 
real bearing on the efficacy of interstate violence. 
Similarly, the study by Johnson & MacKay (2015) suggests that humans may be 
equipped with a Square Law Heuristic that informs us that imbalances in number are 
disproportionally advantageous to the larger side (see Lanchester 1916). While this holds true for 
ancestral humans in which most incidences of intergroup violence took the form of surprise raids 
in which one side attempted to utilize overwhelming force against a smaller target, the nature of 
today’s warfare has changed drastically. In particular, a situation which looks like a Square Law 
setting to our ancestral brains can no longer be considered Square Law with the emergence of 
weapons that can kill thousands of people at a time. 
There is an important distinction to be made in terms of the different conceivable types of 
evolutionary mismatches that can ensue. On the one hand, our evolved psychological 
mechanisms may be triggered in situations that were fitness promoting in humans’ EEA but 
create potential fitness losses when activated in today’s world. Hagen & Hammerstein (2005: 
342) refer to these situations as misapprehension mismatches in which, “The psychological 
machinery is wrongly activated, but, once activated, it functions as designed.” The studies of 
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Sell, Tooby, & Cosmides (2009) and Johnson & MacKay (2015) referred to above represent 
mismatches of this type. In the former study, although the psychological mechanism designed to 
elicit aggression—contingent upon physical strength and in response to a conflict of interest—
operated as if individuals were in their ancestral environment, the output it generated was not 
fitness promoting in today’s environment of nation states and sophisticated weaponry where 
one’s strength has little impact upon whether a dispute of this magnitude gets resolved in one’s 
favor. 
On the other hand, there might be what these authors call malfunction mismatches in 
which a modern situation is so odd that individuals’ psychological machinery simply 
“malfunctions,” and there is little rhyme or reason to how they behave (Hagen & Hammerstein 
2005: 342). Kanazawa (2009: 26) elucidates a similar idea with his concept of the “Savannah 
Principle,” namely: “[The notion that the] human brain has difficulty comprehending and dealing 
with entities and situations that did not exist in the ancestral environment.” An example of a 
malfunction mismatch is illustrated in the Öhman and Mineka (2001) study. Since guns, 
automobiles, and electrical outlets never existed in our ancestors’ world, our psychological 
machinery that was designed to help us avoid deadly threats effectively malfunctions and is 
never activated. Although most research on EPMs and evolutionary mismatches tends to 
highlight those of the misapprehension variety, my dissertation takes note of both forms and 
ironically illustrates that mismatches can sometimes lead to situations that lessen the chance for 
greater death and destruction in modern instances of interstate conflict. 
2.2.4 Evolutionary Psychology and its Critics 
 It is fair to say that not everyone has welcomed evolutionary psychological analyses with 
open arms. Critics of evolutionary psychology refer to it as a new form of sociobiology, accuse it 
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of functionalism, claim it advocates panadaptionism (i.e., the notion that all behaviors and 
physical characteristics are adaptations), that it generates unfalsifiable hypotheses, supports 
immoral and malevolent political ideas, and engages in genetic determinism, to name a few (see 
Kurzban 2002 for a rebuttal). Many of these same criticisms have also been made by political 
scientists who are wary of evolutionary psychology making inroads in their discipline (see Bell 
& MacDonald 2001; Bell 2006). Although I will not go over every criticism leveled at 
evolutionary psychology, the remainder of this chapter is dedicated to trying to dispel the most 
acrimonious of these claims. 
 In regards to evolutionary psychology’s ties with sociobiology, the critics are partially 
right. Both disciplines share a number of the same assumptions as well as similar methods for 
generating and testing hypotheses. Like evolutionary psychology, sociobiology believes that 
some behaviors are the product of natural selection and that these behaviors have evolved over 
time. Also like evolutionary psychology, sociobiology posits that organisms will generally act in 
ways that proved advantageous in those organisms’ ancestral environments. Further, just as 
evolutionary psychology believes that EPMs and the behaviors they produce are species-typical 
(i.e., universal), sociobiology also tends to focus on behaviors that manifest themselves across 
many different cultures and societies (Wilson 1975, 1978). 
 Despite these similarities, a number of key differences arise. First, the role of human 
psychological mechanisms within these two schools of thought differs quite substantially. While 
many sociobiologists generally believe that humans act as if they are “fitness maximizers” or 
“fitness strivers,” evolutionary psychologists portray humans as “adaptation executors” or 
“mechanism activators” (Tooby & Cosmides 1990). The idea that humans are fitness maximizers 
implies that all of the actions they take works towards the goal of maximizing their inclusive 
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fitness, even in evolutionarily novel situations encountered in today’s modern world. For 
example, sociobiologists do not prescribe to the notion of evolutionary mismatch since they 
believe organisms, including humans, are always striving to take actions that maximize their 
fitness; as such, their evolutionary psychological baggage from the EEA does not encumber them 
in this endeavor. On the other hand, by portraying humans as adaptation executors, evolutionary 
psychologists are implicitly recognizing the fact that although humans take those actions that 
increased their fitness in yesterday’s ancestral environment, this does not necessarily imply that 
those same actions will increase their fitness today.  
Although this may seem like a minor difference at first, Buss (1995: 9–10) points out 
why this “sociobiological fallacy” can prove dangerous: “The sociobiological fallacy has led to 
some dubious speculating about how, if one really looks closely enough, one will see that person 
X really is maximizing fitness, even though the behavior seems anomalous with respect to this 
goal (e.g., suicidal, schizophrenic, dysfunctional).” For instance, in the study by de Catanzaro 
(1981) he uses a sociobiological explanation to explain why suicide does not contradict the claim 
that all behavior should be oriented toward the maximization of biological fitness. He suggests 
that in all societies suicide is most likely to occur among individuals who are old, ill, bereaved, 
divorced, single, or otherwise socially isolated and who are, as a result, unable to further their 
genetic interests. Under these circumstances suicide will have no effect on fitness, and natural 
selection cannot operate to eliminate genes that may predispose such individuals to commit 
suicide. What is lacking in this sociobiological explanation, however, is the adaptive problem 
that suicide would be likely to solve; just because an individual is incapable of furthering their 
genetic interests, does not imply that suicide is the natural next step or solution to this problem. 
In short, in contrast to sociobiology, evolutionary psychologists do not assume every behavior 
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humans make is informed with an accurate sense of how it will affect their fitness in today’s 
world. 
 Second, one of the implications of the sociobiological fallacy is that many 
sociobiological accounts of human evolution essentially gloss over the psychological level of 
analysis or neglect it entirely. As the preceding pages hopefully make clear, evolutionary 
psychology aims to study the neural mechanisms that lead to behaviors. Sociobiologists, 
meanwhile, limit themselves singularly to the study of those displayed behaviors. As a result, 
sociobiologists often go directly from principles of evolution to patterns of social organization 
without understanding the evolutionary psychological processes that guided humans towards 
those patterns of social organization in the first place (for an international relations application of 
sociobiology see Corning 1971). In other words, sociobiologists refrain from analyzing 
evolutionary psychological mechanisms and how they lead to behavior, while evolutionary 
psychologists view these EPMs as the defining characteristic that generates the behaviors 
sociobiologists are interested in. 
Another common criticism directed at evolutionary psychologists is that they are 
deterministic in their predictions and that they believe all of human existence can be distilled 
down to biological factors. Put another way, critics claim evolutionary psychologists believe that 
biology is essentially destiny (Rose 2000: 149), with genes alone determining a “hard-wired” 
brain that exerts total control, with no room for influences from the environment. This critique 
heralds back to the classic Nature versus Nurture debate with evolutionary psychologists being 
labeled as pure Naturists. Ironically, however, theories from a diverse range of fields make 
assumptions about human nature yet they are not forced to don the mantle of determinism. As 
Johnson (2015: 757–758) points out, “Most major IR theories make explicit or implicit 
	 66 
assumptions about human nature, and all of them necessarily generalise about universal 
tendencies, even if in reality they accept there are significant variations among individuals and 
contexts. Evolutionary theories of IR are no different… [Determinism] seems to be a taint 
reserved uniquely for biological theories.”  
Examples of Johnson’s claim are not difficult to come by. To give just a couple of the 
most notable cases, in Morgenthau’s (1985) seminal depiction of classical realism, at one point 
he asserts that “Human nature, in which the laws of politics have their roots, has not changed 
since the classical philosophies of China, India, and Greece endeavored to discover these laws” 
(4), and that this human nature originates from, “…elemental bio-psychological drives by which 
in turn a society is created. The drives to live, to propagate, and to dominate are common to all 
men” (38). On the other extreme, liberal international scholars generally ascribe to a type of 
human nature that is infinitely malleable whereby the problem of international conflict could be 
solved by simply inventing the right mix of institutions and combating the depravity of war-
mongering deviants (e.g., Wilson 1918). Even studies using rational-choice theory make implicit 
assumptions about human nature and how the brain functions. Whereas evolutionary 
psychologists see the brain as an amalgamation of domain-specific information-processing 
mechanisms designed to solve particular, individual problems humans encountered in the EEA, 
rational-choice theorists—with their assumptions of economic rationality and domain-general 
problem-solving capabilities—make equally bold assertions regarding the structure of the brain 
and how it operates. 
Despite the claims made by critics, I hope my own discussion of evolutionary psychology 
has made clear that these deterministic accusations are drastically overstated. Evolutionary 
psychologists not only reject genetic determinism, but also emphasize that it is nonsensical to try 
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to talk about genes without discussing the environment in which the genes exist. Tooby & 
Cosmides (1992: 83) put this straightforwardly when they say: “…every feature of every 
phenotype is fully and equally codetermined by the interaction of the organism’s genes…and its 
ontogenetic environments…” The intricacies of behavioral flexibility (rather than behavioral 
fixity) are a fundamental message of a properly executed evolutionary psychological 
explanation—evolution through natural selection sculpts organisms to behave contingently on 
their environment. In short, instead of being blindly deterministic, evolutionary psychological 
theories perceive biology as affecting human behavior in probabilistic ways just as in many non-
biological theories. 
Lastly, the critics of evolutionary psychology often decry the functionalism these 
analyses exhibit. Guilty as charged. Evolutionary psychology is functionalist, but of course it is 
functionalist. The specter of functionalism is at the center of all Darwinian logic regardless of 
whether a piece of research is based in biology, ecology, evolutionary psychology, or any other 
evolutionary-informed theory. Johnson (2015: 755) makes this point eloquently when he states, 
“To critique a biologist’s work as ‘functionalist’ is amusing. If a trait is not functional, then it 
would never have been favoured by natural selection. This is the whole point of the inquiry. It is 
like critiquing a political scientist’s work for looking at policies… If we are to take biology 
seriously then we have to reorient ourselves to think in terms of function. This is the whole point 
of Darwinian logic.” In short, unless the researcher subscribes to a variant of structuralism (e.g., 
Denton 1985, 1998), irreducible complexity, or intelligent design, if an evolutionary 





Now that the relevant terms have been defined and the evolutionary psychological 
paradigm has been discussed, I can now begin to construct my own evolutionary psychological 
explanation of territorial aggression and coalitional cooperation. As the preceding pages make 
clear, however, before one can propose the existence of a purported psychological adaptation it is 
first necessary to spell out the particular adaptive problem that needed to be solved. In the next 
chapter I thus take the first step in generating my territorial theory of human aggression and 
violence by elaborating upon what I have identified as the initial problem of survival: a periodic 




CHAPTER 3: IDENTIFYING THE ADAPTIVE PROBLEM 
 
This chapter is devoted to an exposition of the myriad ways in which our evolutionary 
forbearers were subject to periodic instances of territorial shortages. In particular, I demonstrate 
why a dearth of viable territory would have been a significant problem of survival for humans in 
their environment of evolutionary adaptedness. In addition to presenting evidence that our 
ancestors’ ecosystem was likely reaching the limits of its carrying capacity, I also draw on 
studies from climatology and glaciology to show that the era in which anatomically modern 
humans emerged was subject to a highly variable climate that made many parts of the globe 
simply uninhabitable. Certain geological events also had a severe impact upon the supply of 
available land for early hunter-gatherer groups, the most notable of which being the Toba super-
eruption.  
The sections that follow go on to show the connection between food availability and 
territorial deficiencies in both humans and non-human primates. Given that one of the key 
characteristics that makes a piece of land habitable lies in its ability to provide sustenance, a 
deficiency in land is thus often due to deficiencies in food. For example, I demonstrate how 
human over-hunting practices were a likely catalyst in depleting the food resources prehistoric 
hunter-gatherer groups depended on for survival, thus forcing them to find new sources of 
territory that provided this nourishment. I conclude the chapter by giving a number of examples 
in which our non-human primate cousins have themselves been subject to periodic shortages in 
available territory due to both sudden and unexpected food shortages, as well as to recurring, 
seasonal declines in caloric resources. 
The subsequent pages thus serve as the foundation to ultimately explain the selection 
pressures behind why humans possess psychological mechanisms to view conflicts of interest 
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over territory as both worthy of provoking aggressive behavior against conspecifics and 
sufficient to cultivate a mentality for in-group solidarity and coalition building. In other words, 
this chapter examines ancestral humans’ environment of evolutionary adaptedness to determine 
if territorial shortages could have indeed been frequent enough to be an adaptive problem that 
needed to be solved. Consistent with my exposition of evolutionary psychology in Chapter Two, 
in describing humans’ EEA and the selection pressures humans likely faced in relation to 
territorial shortages, I draw upon archeological evidence of hunter-gatherer practices, 
anthropological accounts of present-day hunter-gatherers, as well as studies of non-human 
primates. In addition to these lines of research, the following pages also incorporate findings 
from such fields as climatology, glaciology, and geology to get a more complete picture of the 
environment in which humans evolved and the reasons why a lack of territory would have posed 
such a pressing problem of survival. 
3.1 THE ROLE OF ENVIRONMENTAL AND ECOLOGICAL FACTORS IN 
PRECIPITATING TERRITORIAL SHORTAGES IN THE EEA 
 
 One of the criticisms of evolutionary psychology that I did not explicitly mention in the 
previous chapter is the claim that our ability to know the ancestral environment is so 
circumscribed that explaining traits as adaptations to that environment becomes, at best, 
speculative and, at worse, pure guesswork (Plotkin 2004: 149). Although it is indeed difficult to 
piece together all of the relevant pieces of our ancestral past, there are a number of things we do 
know about the EEA that we can say with near certainty. Tooby & Cosmides (2005) point out 
that it is realistic to assume our ancestors dealt with predators and prey, food acquisition and 
sharing, mate choice, child rearing, diseases, and a host of other fairly predictable challenges that 
constituted significant selection pressures. We also know humans lived a predominately 
nomadic, kin-based lifestyle that took place in small hunter-gatherer groups and that their 
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behavior was consistent with cooperative hunting and aggression, tool use, and the sexual 
division of labor. Biologically speaking, we also know that our ancestors had comparably long 
lifespans, generally low fertility rates, and that females had long pregnancies and lactation 
periods. By basing their analyses upon elements of the EEA such as these, most evolutionary 
psychological scholars thus strive to confine their inquiries to those aspects of the ancestral 
environment where actual evidence of the EEA has been demonstrated or can be adequately 
inferred. Does my own claim that humans were subject to periodic shortages in territory 
constitute one of those aspects of the ancestral environment that we can ascertain with relative 
confidence? The following sections attempt to answer this question by examining the effect of 
several environmental and ecological influences on our ancestors’ ability to acquire territory 
during the course of human evolution. 
3.1.1 Can Low Population Density Coexist with Territorial Shortages? 
As I noted in the introductory chapter to this dissertation, population densities during the 
Pleistocene Epoch were approximately around only one person per square mile (McClellan & 
Dorn 2006). This statistic potentially casts doubt on the assertion that ancestral human 
populations would ever experience selection pressures on the basis of territorial shortages alone, 
especially given the fact that the global average population density today is nearly 130 persons 
per square mile. This thus raises the issue as to how such a low population density during the 
Pleistocene could coexist with the Darwinian axiom that organisms quickly fill up the ecological 
niches in which they find themselves, curtailed by only such factors as intraspecies competition, 
predators, parasites, and the prevalence of resources. If the territory that is home to today’s 
societies can sustain a population density of over one hundred persons per square mile, why 
would it have been so difficult for our ancestors to realize a comparable result? 
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In the following paragraphs I attempt to address this question and in the process dispel 
the notion that a low population density implies that ancient humans had vast open spaces 
available for habitation. Though a discussion such as this obviously does not directly present 
evidence that humans experienced territorial shortages in their EEA, it helps to address a 
potential criticism of my argument, namely, that deficiencies in territory in humans’ EEA would 
have been impossible given that the number of humans during this time was so much smaller 
than what exists today. With this criticism addressed, in the sections that follow I am thus better 
equipped to provide more concrete, direct evidence of the periodic yet severe shortages in human 
territory. 
To begin, part of the reason that current human populations have reached the levels they 
have can be attributed to the fact that many of the hardships that retarded ancestral humans’ 
ability to survive are much less relevant in the contemporary world. For example, modern 
humans no longer have to compete with other species for access to key resources and they are 
largely immune to the risk of predators—something that could not be said for most humans 
living in the EEA. For example, a study by Headland & Greene (2011) reports that fully 26 
percent of the Agta Negritos population—a contemporary hunter-gatherer group living in the 
mountains of the Philippines—experienced predation attempts by reticulated pythons, with six of 
those attacks turning lethal. For a population with only 120 individuals, the risk of predation 
threats such as these (if sustained over a long period of time) would constitute a significant 
selection pressure. Other research has shown that 1 in 10 males of the Ache tribe in Paraguay 
have died as a result of jaguar attacks (Glendon & Clarke 2015: 92). In fact, for many modern-
day hunter-gatherer groups, a large proportion of the annual fatalities they experience are due to 
contact with other apex predators such as pythons, lions and tigers, or crocodiles. 
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Modern-day medicine, despite all of its flaws, has also helped humans overcome 
maladies that contributed to high hunter-gatherer mortality rates. Even many of the sources of 
fatalities that are often most associated with modernity—such as the rise in prevalence of 
diseases with the coming of agriculture and the domestication of animals—were very much 
present in our ancestors’ environment (Hill & Hurtado 1996; Gould 2012). In fact, the findings 
from Hurtado, Hurtado, & Hill (2003) show that, since ancient hunter-gatherers lived in small, 
mobile residential units, it is likely that they would have been more exposed to zoonotic 
infectious agents (i.e., diseases that normally exist in animals but can crossover to infect humans 
as well) than modern sedentary human populations. Although it does seem to be the case that life 
in hunter-gatherer bands may have insulated its members from such “diseases of civilization” as 
atherosclerosis, essential hypertension, many cancers, diabetes mellitus, and obesity (e.g., 
Diamond 1987; Eaton, Konner, & Shostak 1988), this by no means implies that hunter-gatherer 
populations were invulnerable to their own menagerie of severe pathogenic menaces. Indeed, 
when individuals in these groups contracted a disease or sustained an injury they obviously 
lacked the same kind of medical care that we take for granted in the Western world. Ailments or 
wounds that represent little more than a nuisance to modern humans were often a death sentence 
to our evolutionary forbearers. 
The end result of all these prehistoric environmental dangers often was a highly 
circumscribed life expectancy. Though data on the lifespans of ancient hunter-gatherers are 
relatively limited, Meindl (1992) shows that for the Yanomami Indians of South America, 
expectancy of life at birth is only about 20 to 22 years (see also Holliday 1996, 2005). Such a 
low life expectancy would have the effect of curtailing population density in the EEA since 
relatively short life spans make it more difficult to consistently bolster a group’s numbers over 
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time. Though it may be incorrect to hastily characterize hunter-gatherer life as “nasty, brutish, 
and short,” the examples cited above, combined with the following passage by Hill, Hurtado, & 
Walker (2007: 444), nicely illustrates some of the acute dangers our evolutionary ancestors had 
to contend with: “Hunter-gatherers have very different lives than people in the (sic) modern 
societies. They are exposed to climatic challenges, risks from foraging activities, predation, 
nutrient and pathogen stress, violence from conspecifics, and other insults from a difficult 
lifestyle…and without the benefit of any modern medical treatments.” The point of the above 
paragraphs is to show that though modern human society has acquired the means to achieve a far 
greater environmental carrying capacity than the human groups of the Pleistocene Epoch, this 
does not inherently demonstrate that the population levels of ancestral humans were below their 
theoretical ceilings once we control for the harsh environmental conditions in which hunter-
gatherer populations often found themselves. 
In addition to experiencing greater competition for resources with other species, more 
prevalent environmental harms (e.g., predators, some diseases), and a shorter life span than 
modern humans, there are a number of technological reasons why the population density of 
ancient hunter-gatherers would have been severely circumscribed. To begin, humans in today’s 
world are simply better at extracting more out of their territory than ancestral humans. The most 
obvious example in this regard lies in the development of agriculture approximately 10,000 years 
ago. The cultivation of the land created the conditions under which human population growth 
could increase at an exponential rate as it provided the mechanism through which to increase 
territory’s carrying capacity. Lacking agriculture, however, ancestral humans would require 
larger and larger territories to extract the minimum caloric requirements of a growing population 
via hunting and gathering. In fact, Demographic theories of the origins of the Agricultural 
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Revolution posit that farming only first came about as an increasingly sedentary population 
expanded up to the carrying capacity of the local environment and required more food than could 
possibly be gathered (Sauer 1953; Binford 1968). 
Besides requiring larger territories for the sustenance of their populations than modern 
humans, another implication of ancient humans’ lack of agriculture lies in that many tracks of 
land were simply unsuitable for habitation or food extraction. Agriculture allowed humans to 
settle in places that previously could not sustain human growth and thus equipped them with the 
ability to travel to and eventually colonize new areas. For example, Barker (2002) describes the 
process by which centuries of Roman imperialism and the introduction of floodwater farming 
transformed the arid Tripolitanian pre-desert region in Libya and the Wadi Faynan territory in 
Jordan into areas suitable for larger human populations. Today, agricultural innovations such as 
these have intensified to such an extent that approximately 40 percent of earth’s land is dedicated 
to agricultural practices (Ramankutty et al. 2008). When one couples the fact that a significantly 
smaller percentage of the world’s surface was able to supply food resources with the large 
territorial needs of hunter-gatherer populations, the overall average carrying capacity of the 
Pleistocene environment would have obviously been severely circumscribed compared to 
present-day environmental capabilities. This again illustrates that just because ancient humans 
had a far lower overall population density than modern humans, it does not necessarily imply 
that there were ample territorial resources left underutilized given these groups’ level of 
technological advancement. 
3.1.2 Ancient Migratory Patterns and their Relation to Territorial Shortages 
As the above discussion makes clear, a low population density should not be equated 
with unexploited abundance, suggesting that—as the Darwinian axiom predicts—ancient hunter-
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gatherer groups are likely to have eventually strained the ability of their given ecological niches 
to support larger and larger populations. If so, there are only a handful of ways hunter-gatherer 
groups could realistically increase their population once a given ecological habitat had become 
saturated (i.e., reached its carrying capacity). One option would be the hostile expansion into a 
nearby area controlled by a competing group. If aggression did not prove feasible, one of the 
only other alternatives would be moving to a new territory with more predictable and/or dense 
resources. In regards to this second point, trends in migration patterns can give us a sense of 
exactly how much demand for new territory there was for our hominin ancestors and ancient, 
anatomical humans. 
From the outset, however, it must be stressed that the option of moving into a new 
territory was circumscribed for many hunter-gatherer groups. While today only a mere 10 
percent of the earth’s surface is classified as remote or more than 48 hours away from a major 
city (World Bank 2009), early hunter-gatherers obviously lacked the transportation networks 
present in modern society. Efficient mobility was not yet a reality for these groups, and most 
were largely bound to their original homelands. Put simply, the ease of moment into new locales 
that humans largely take for granted today with the advent of interstate highways, cars to drive 
on these highways, railroads, and the human mastery of flight, to name just a few, had not yet 
been realized for early human groups, thus making access to new territory difficult if not 
impossible. 
For example, in his research on hunter-gatherer groups in southwestern Germany during 
the late Upper Paleolithic and Early Mesolithic periods, Whallon (2006) shows that the 
frequency and spatial scale of hunter-gatherer movement is largely a function of temporal and 
spatial patterns of resource availability. During times of local resource scarcity, a less nomadic 
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and more sedentary group strategy helped hunter-gatherers maintain a network of social relations 
between widely scattered groups and create a type of “safety net” to help during these times of 
want. While this facilitation of social networks would have indeed been a valuable component of 
the sedentary strategy, at the same time it would have also curbed groups’ ability to migrate and 
thus constrain the supply of new territory. In other words, if hunter-gatherer groups found it 
difficult to move to new locales, this would have the effect of increasing local competition for 
this valuable commodity and, in effect, create an overall shortage of viable territory for groups 
tethered to these areas. 
Going back even further, migration proved difficult for many of our early hominin 
forbearers as well. For instance, it is generally believed that it was not until the emergence of 
Homo erectus that our human ancestors began to venture out of wooded ecological settings into 
more open terrain. This arose due to the fact that earlier species such as Homo habilis were 
relatively limited in the types of areas they could populate and competition over these relatively 
scarce woodland environments would have been intense. In fact, one theory as to how Homo 
erectus eventually evolved from Homo habilis revolves around the idea that, once their 
woodland habitats reached their maximum carrying capacities, natural selection favored those 
individuals who began to venture into peripheral areas to take advantage of the poorer yet less 
exploited resources than present in their preferred habitat (Marean 1989). This ecological 
flexibility could then have been positively selected for and subsequently amplified, leading 
to Homo erectus’ adaptation to the open grounds of the savannah. 
Once the adaptation to open environments and arid landscapes was established in Homo 
erectus, how long did it take for these new environments to reach their carrying capacities and 
thus prompt this species to explore and colonize new areas? Evidence in relation to this question 
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is still relatively sparse and scholarly disagreements remain, but according to current estimates 
the first of three mass migrations out of Africa by early hominins appear to have occurred at 
approximately 1.8 million years ago (Bar-Yosef & Belfer-Cohen 2001). By contrast, the earliest 
fossil evidence of Homo erectus outside of Africa dates back to 1.9 million years ago, thus 
demonstrating that this migration took place in a blink of the evolutionary eye after Homo 
erectus came on the scene. 
A similar migratory situation arose from anatomically modern humans. The oldest fossil 
evidence of Homo sapiens comes from the Omo remains found in modern-day East Africa which 
dates back to approximately 195,000 years ago (McDougall, Brown, & Fleagle 2005). However, 
early humans were moving out of North Africa into Eurasia by as early as 130,000 years ago 
(e.g., Smith et al. 2007; Balter 2011), with a subsequent southern migration that followed the 
southern coastline of Asia around 50,000 to 70,000 years ago. The speed and timing at which 
these mass migrations occurred strongly suggest that the original environments in which 
ancestral humans found themselves simply did not have enough territory and hence resources for 
a continually growing population. As Keeley (1988: 375) points out, “If populations rise, 
however slowly, while the resource base remains the same, eventually population pressure will 
be felt.” In fact, it has yet to be demonstrated that human populations can maintain a stable 
population over many generations without the emigration of excess numbers. Ironically, 
however, while the race to find new habitats would have been intense, the hardships involved in 
moving to new locales would have also undoubtedly increased competition for local parcels of 
territory. 
In sum, the above discussion illustrates that although migration would have been a trying 
enterprise and most likely would not have been a group’s first choice in attempting to secure 
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territory upon which to live, we have evidence of these mass movements of individuals in not 
only early hominins but anatomically modern humans as well. Although these trends do not 
directly imply that our evolutionary forbearers experienced territorial shortages, the insights of 
this section—when combined with the fact that many groups of humans were likely reaching the 
carrying capacity of their environments—provides indirect support for the notion that shortages 
in territory were present in the EEA. While this line of inquiry is suggestive, it is nevertheless 
circumstantial. What direct evidence is there that territory was periodically in short supply for 
our ancestors? 
3.1.3 The Effect of Climate Change on Territorial Shortages 
 The Earth’s variable climate has been one of the biggest factors in precipitating 
deficiencies in territory for ancient humans and their forbearers. For example, earlier in this 
chapter I drew attention to the fact that one of the predominant impetuses behind the evolution of 
Homo erectus from Homo habilis was due to the latter expanding into peripheral, savannah areas 
to take advantage of previously unclaimed territory and resources. Interestingly, it has been 
posited that the need to venture into these new areas was likely due a climatically based, step-
wise shrinking of the wooded areas and an associated reduction in hominin carrying capacity in 
those ecologies. These woodland shrinkages are estimated to have taken place at approximately 
1.8, 1.2, and 0.6 million years ago and would have increased the pressure for adapting to open 
environments (Potts 1996; Cerling et al. 1997), thus paying the way for the evolution of Homo 
erectus. 
 There is also evidence that the territory anatomically modern humans relied upon was 
significantly influenced by the unstable and harsh climate of the late Pleistocene Epoch. Before 
delving into this topic, however, a brief primer on this geological time period may help to 
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provide some context. The late Pleistocene (i.e., the Tarantian Stage) encompasses the period 
from approximately 126,000 to 11,700 years ago and is the most recent and last stage of the 
larger Pleistocene Epoch; it is also the stage that is most associated with the emergence of Homo 
sapiens and their subsequent evolution. However, at this point in geological time our planet was 
in its latest glacial period, commonly referred to as the Ice Age, which itself lasted from 110,000 
to 12,000 years ago. As such, both the late Pleistocene and the bulk of human evolution occurred 
almost entirely during this most contemporary glacial expanse. 
The harsh temperature extremes and drastic changes in local ecologies during the Ice Age 
are hard to exaggerate. In some areas of the world humans now had to cope with a landscape 
covered in thick layers of ice in which glaciers were constantly—albeit slowly—on the move. In 
fact, it has been estimated that this period experienced upwards of seventeen glacial cycles in 
which glaciers would gradually advance and subsequently retreat as they repeatedly thawed and 
refroze (Fink & Kukla 1977). This glacial encroachment resulted in wide swaths of territory 
where human inhabitance would be difficult if not impossible to sustain. A passage from 
Williams (2003) vividly illustrates the environment that dominated much of the landscape during 
this time in Earth’s history: 
[A] wintry blanket held the world in its grip for over 10,000 years during the 
Pleistocene. Ice over 4 km thick covered both North America and northern 
Europe, and smaller ice caps existed in the Alps, the southern Andes, and even 
parts of eastern Asia, all surrounded by a deep girdle of land in which periglacial 
processes were at work… Siberia also experienced intensive periglacial activity. 
The border between land and water was dynamic as temperatures fluctuated and 
water became locked up in the ice sheets. p. 3 
 
Interestingly, while the temperate areas of the world became ensconced in thick layers of 
ice, different areas of the globe experienced their own host of problems. In particular, 
while North America and Europe were in the throes of a deep-freeze, “tropical areas were 
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drier, and with southward advance of drier conditions existing sand deserts expanded. 
Ancient sand seas (ergs) extended to places where there is tropical forest today… 
Throughout Africa and Latin America, aridity reduced the extent of the rain forest (sic) 
and left it as a series of isolated refugia…” (William 2003: 4). The combination of colder 
temperate areas and drier tropical areas during the Ice Age left fewer and fewer places for 
human populations to find suitable habitation. 
In addition to the plummeting temperatures and the desertification of much of the globe 
during the Ice Age, the fluctuating nature of Earth’s climate made finding and retaining reliable 
sources of territory even more difficult for prehistoric human populations. To be sure, the late 
Pleistocene Epoch underwent some of the most volatile climatic shifts in Earth’s recent history. 
In fact, evidence from ice and deep-sea cores indicate that the average global temperature during 
the late Pleistocene Epoch experienced swings that varied by as much as 15°F—the difference in 
average contemporary annual temperatures between the cities of Cape Town and Mombasa, 
2,500 miles to the north (Richerson et al. 2001; North Greenland Ice Core Project 2004). 
Climatic vacillations such as these would make long-term residence in a given locale difficult to 
maintain for most early human populations. An area that supported a vibrant and diverse 
ecosystem at one point in time could turn into a veritable wasteland over the course of several 
generations. 
In addition to the relatively harsh, long-term climate patterns during the Pleistocene 
Epoch, there were also relatively short-term fluctuations in the climate—known as “Dansgaard-
Oeschger (D-O) events”—that took place predominately during the late Pleistocene as well. D-O 
events occurred a total of 25 times during the last Ice Age and consisted of rapid increases in the 
earth’s temperature—typically over the course of a few decades—followed by a somewhat 
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slower cooling down period over the course of a couple of hundred years (Bond et al. 1999). For 
example, on the Greenland ice sheet during these periods, average annual temperatures generally 
warmed by approximately 8°C over 40 years, while a 5°C change over this time frame is more 
common (Alley 2000: 1333). Some scholars believe that D-O events take place quasi-
periodically at approximately 1,470-year intervals (see Schulz 2002; Rahmstorf 2003) though 
more recent evidence suggests that D-O events occur randomly with noise induced from a 
Poisson process (Ditlevsen, Andersen, & Svensson 2007). Although D-O events originated in the 
North Atlantic, their effects have been reported globally, as seen in sediment cores in the 
Caribbean (Peterson et al. 2000) and Arabian seas (Schulz et al. 1998), and in speleothems (i.e., 
stalactites or stalagmites, commonly referred to as cave formations) from China (Wang et al. 
2001). 
It is important to grasp the extent of the temperature shifts that D-O events brought about. 
Although the world was currently engulfed in a glacial period in which average temperatures 
were much colder than they are today, at their peaks D-O events would shift the world’s 
temperature to a level close to what is experienced during interglacial periods, while at their 
nadirs the worldwide temperature would drop even more precipitously. Modern humans have 
been lucky in the sense that these dramatic fluctuations have been absent over the course of 
recorded history, a fact pointed out by Alley (2000: 1331): “Climate shifts up to half as large as 
the entire difference between ice age and modern conditions occurred over hemispheric or 
broader regions in mere years to decades. Such abrupt changes have been absent during the few 
key millennia when agriculture and industry have arisen.” Regardless of the causes of D-O 
events, these harsh temperature fluctuations likely precipitated natural disasters and periodic 
resource scarcities, necessitating forced long-distance migrations to find new territory (Bowles 
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2006, 2009). Areas most affected by these D-O events or those areas most impacted by the onset 
of the Ice Age would have also been at risk of becoming simply uninhabitable, thus making these 
climatic events some of the prime culprits behind the dearth of viable territory during the course 
of human evolution. 
3.1.4 The Toba Super-Eruption and its Effect on Territorial Shortages 
In addition to the unusually volatile, systemic fluctuations in the climate during the 
Pleistocene, there was at least one major geological event that also had an impact on the climate 
during this time period, the Toba super-eruption. The Toba event occurred approximately 75,000 
years ago in the present-day location of Lake Toba in Indonesia and lasted between nine to 
fourteen days. When compared to the 1815 eruption of Mount Tambora in Indonesia—the largest 
volcanic eruption in recorded history—the Toba super-eruption expelled over 100 times more 
mass than its modern successor with upwards of 2,800 km3 of erupted magma (Zielinski et al. 
1996). 
The Toba super-eruption created a massive cloud of ash that spread around the world, 
resulting in a significant drop of the global average surface temperature, though controversy 
rages regarding the exact severity of this temperature decline. While some estimate that the 
worldwide temperature fell by approximately 3–5°C (Rampino & Self 1992), others claim the 
reduction is closer to around only 1°C (Oppenheimer 2004), while still others cite declines up to 
over 15°C (Robock et al. 2009). This latter group of researchers claims that the cooling period 
from the eruption is likely to have lasted for several decades, with devastating consequences for 
all forms of terrestrial life. Despite the different temperature estimates, scientists all agree that 
the extensive degree of ash-fall—when coupled with the injection of noxious gases into earth’s 
atmosphere—would have precipitated worldwide effects on climate and weather patterns alike 
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(Self & Blake 2008). As a result, this event would have not only devastated the terrain in the 
immediate vicinity of the eruption but territories hundreds and thousands of miles away would 
have also felt the effect of the climatic shifts and massive deposits of ash. 
Those scientists who believe that the Toba super-eruption resulted in large temperature 
changes link this event with what is known as the genetic bottleneck theory (see Robock et al. 
2009). This theory points to the fact that, between 50,000 and 100,000 years ago, the total human 
population decreased sharply to around merely 3,000 to 10,000 surviving individuals (Ambrose 
1998). Genetic evidence seems to support this contention. In particular, the genetic makeup of 
modern-day humans appears to have been passed down from a very small population of between 
1,000 and 10,000 breeding pairs who lived approximately 70,000 years ago (Whitehouse 2003). 
It is hypothesized that the Toba event caused a global ecological disaster that included the 
widespread devastation of vegetation along with severe drought in both the tropical rainforest 
belt and in monsoonal regions. Some studies have found evidence that the Toba eruption, in 
addition to its climatic consequences, caused prolonged deforestation in regions of South Asia 
and likely destroyed many of the food sources that human groups relied upon (Williams et al. 
2009). Scholars subscribing to the genetic bottleneck theory believe that the Toba disaster 
decimated human populations to such an extent that it actually made them an endangered 
species. The major implication of this bottleneck in terms of human evolution rests on the 
possibility that the genetic differences within anatomically modern humans reflect responses to 
environmental changes within the past 70,000 years, rather than gradual differentiation over 
millions of years as previous models posited. 
It must be stressed, however, that not all scientists prescribe to the Toba bottleneck theory 
and some research casts doubt on a link between the Toba eruption and a genetic bottleneck. In 
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particular, ancient stone tools were found in southern India not far from where the eruption took 
place. These tools were found both above and below a thick layer of ash from the Toba event, 
suggesting that the eruption did not totally wipe out this local population (Petraglia et al. 2007). 
Given the proximity of this site to the Toba event, this evidence demonstrates that the 
consequences of this super-eruption may not have been as dramatic as some scholars claim. 
Scholars skeptical of the genetic bottleneck theory point out that it has been difficult to estimate 
the global and regional reach of Toba’s climatic impacts and that we have yet any evidence that 
the proposed Toba eruption actually preceded the bottleneck that we observe in the genetic data 
(Oppenheimer 2002). 
The significance of the Toba event for the purposes of my dissertation lies in that this 
geological episode was likely to have triggered territorial shortages for many populations of 
humans existing at the time. This remains true regardless as to whether or not the Toba super-
eruption precipitated a genetic bottleneck. If the upper estimates are accurate and the Earth 
experienced a dramatic 15°C reduction in average temperatures accompanied with the 
widespread destruction of ecological habitats and food sources, much of the territory that was 
being occupied by humans would have become simply uninhabitable and the search for new 
environments in which to reside would have increased quickly and en masse. Those who lived in 
areas most affected by the Toba eruption would have had to endure mass migrations to new 
ecological niches and those who resided in territory that was less hard-hit would have come in 
contact with populations displaced from their previous environs. 
If the lower estimates for the temperature decline after the eruption are more precise, the 
absolute number of the resulting territorial shortages may have been fewer, but possibly more 
disruptive. With a less severe climatic event from the eruption, fewer fatalities would have 
	 86 
occurred than under the genetic bottleneck scenario, thus leaving a larger population of 
individuals looking for new territory upon which to settle. Ironically, therefore, the estimated 
smaller climatic effect of the Toba super-eruption may have resulted in greater shortages in 
territory than if this eruption had precipitated a larger climatic impact. If so, the smaller impact 
estimate would have brought about a greater selection pressure to obtain and/or retain territory. 
Irrespective of which estimate is correct, however, recent analyses into modern humans’ 
mitochondrial DNA show that one of the major migrations out of Africa occurred approximately 
60,000 to 70,000 years ago (Soares et al. 2009), a time period somewhat consistent with the 
current dating of the Toba eruption (~75,000 years ago). 
3.2 EVIDENCE OF TERRITORIAL SHORTAGES AMONG HUMANS’ EVOLUTIONARY 
FORBEARERS 
 
3.2.1 Territorial Deficiencies in Hunter-Gatherer Societies 
 By drawing on findings from palaeogeology, paleoceanography, archeology, 
volcanology, and other related fields, the previous sections demonstrate that early human 
migratory patterns were often due to an increased demand for new territory and that certain 
geological events and the highly variable climate of the Pleistocene Epoch likely devastated 
many areas around the globe—forcing people to search for new areas in which to live. Although 
the migratory patterns, climatic fluctuations, and geological activity I take note of are generally 
well established among scientists and are likely signs or causes of territorial shortages, these 
findings do not afford us knowledge regarding how these environmental and ecological 
phenomena affected the territories of specific and well-defined groups of people. Is there any 
first-hand evidence from hunter-gatherer groups that point to the idea that humans have 
experienced periodic shortages in territory? Although the study of more recent hunter-gatherer 
groups will not necessarily provide information regarding the specific ecological events in the 
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Pleistocene that precipitated the territorial shortages I noted above, it may offer an additional 
source of evidence as to whether humans periodically experienced outbreaks of territorial 
deficiencies due to their own actions. 
 Despite the fact that the last 150 to 300 years is the time period most associated with the 
widespread human-induced degradation of territory and the environment, this practice has not 
been the sole domain of contemporary human populations. In particular, there are several strands 
of research demonstrating that ancient hunter-gatherer’s foraging behavior often resulted in the 
depletion of essential food resources. For example, Broughton (2002) uncovered signs that local 
resource depletion had taken place in a number of ecological systems, one of which being the 
San Francisco Bay area. In this ecological niche, prehistoric populations depleted such food 
sources as sea otter, large geese, white sturgeon, and native oyster. Similarly, Mannino & 
Thomas (2002) present archaeological evidence showing that foraging groups in many parts of 
the world often had a deleterious depleting effect on shellfish populations. They conclude that: 
“Resource depletion in coastal zones was probably among the first significant, but small-scale, 
‘ecological impacts’ of human beings” (452). Interestingly, the authors posit that this early 
human foraging of intertidal food resources led to the coastal dispersal that we saw in many 
hunter-gatherer groups in the mid-Holocene period. If so, this argument suggests that these 
groups needed to periodically move to new coastal territories to retain access to these essential 
supplies of food. 
This resource-depletion trend is not limited to prehistoric maritime regions and extends to 
a number of other types of environments. Research by Haynes (2002) indicates that Clovis-era 
foragers hunted to extinction a number of the “megamammal” populations such as mammoths 
and mastodonts in North American around 11,000 years ago. In addition to eliminating a major 
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food source for prehistoric humans, these extinctions had significant impacts on the floral and 
faunal communities humans and other species relied upon. In fact, a number of scholars have 
provided circumstantial evidence that human overhunting was a contributing factor in a majority 
of Pleistocene extinction episodes (Owen-Smith 1987; Burney 1993). Somewhat more recently, 
it has been hypothesized that the dramatic decline in the Palaeoeskimo foraging population on 
western Victoria Island in the Canadian Arctic between 4,500 to 3,200 years ago was in part due 
to the overhunting of a key resource, musk-ox (Savelle & Dyke 2002). This same overhunting 
trend was seen in groups of the North Devon Lowlands in the eastern Canadian Arctic when 
these populations decimated both musk-ox and caribou herds (McCartney & Helmer 1989). 
Following these events, these groups experienced both population declines and the abandonment 
of their original territory. Again, the trend seems to be the same: sustained overexploitation of 
food resources followed by rapid population declines and movement to new ecological 
environments. 
The hunter-gatherer groups mentioned above are no longer in existence. Do we see 
evidence of overhunting practices in contemporary hunter-gatherer groups? The study by Marsh, 
Harris, & Lawler (1997) examines the relationship between the indigenous Torres Strait 
Islanders and the numbers of dugong, a large herbivorous marine mammal, in the coastal waters 
of Australia and Papua New Guinea. The authors find that the Islanders’ hunting practices 
accounted for approximately 5 percent of the mean estimate of the total dugong population in 
1991—a rate that would not allow for the sustainable maintenance of dugong over an extended 
period of time. 
Again, this over-hunting trend extends well beyond maritime ecological niches. In 
Redford’s (1992) analysis of three Waorani villages in the Ecuadorian Amazon, he notes that in 
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less than a year the 230 inhabitants of these villages killed over 3,000 mammals, birds, and 
reptiles. Notably, the animals they targeted were most often the largest members of their group 
and the largest species in the forest (417). Animals with larger body sizes not only tend to be the 
most attractive prey for human hunters; they also have relatively low rates of reproduction and 
are thus less capable of rebounding from exploitation (e.g., Vickers 1991). Relatedly, Alvard 
(1993, 1994, 1995) finds that the Piro in the Peruvian Amazon hunt prey based on a “rate 
maximization” strategy by which they choose species that provide the largest food gains. Hames 
& Vickers (1982) report a similar state of affairs in which they present data indicating “hunters 
are essentially opportunistic and will tend to take high-ranking animals regardless of their levels 
of depletion or the possibility of their becoming extinct” (374). These findings are in accord with 
what has been dubbed the “diet choice model” in which “foragers act to secure the greatest 
possible short-term gain from their foraging, without attention to the long-term consequences for 
resource populations” (Winterhalder & Lu 1997: 1361). 
Although the consequences of human overhunting over the millennia are tragic in their 
own right, for the purposes of my dissertation these patterns are especially illuminating as they 
point to the fact that many hunter-gatherer groups would have experienced recurring shortages in 
viable territory as their hunting techniques depleted the prey they relied upon for food. These 
trends are seen in both modern-day and ancestral hunter-gatherers and they occurred in a wide 
range of ecological environments. Over the course of humans’ evolutionary history, therefore, 
new territory would have been periodically in demand to make up for the areas that no longer 




3.2.2 Non-Human Primates and Territorial Deficiencies 
 Although direct research on territorial shortages among non-human primates is relatively 
sparse, there is a large body of evidence indicating that they have been subject to periodic 
territorial pressures due to resource scarcity. For instance, in an article by Lee & Hauser (1998) 
they examine the impact of long-term changes in food availability of three adjacent groups of 
vervet monkeys in Amboseli, Kenya over a period of nine years. During this time, the overall 
abundance of major foods declined, forcing them to increase the size of their foraging territory. 
Like human hunter-gatherers, once a given territory could no longer provide a sufficient amount 
of resources, these primates were forced to expand the area in which they searched for food. This 
behavior resulted in a situation where additional territory was in short supply and contact with 
competing troops increased. 
Harris et al. (2010) document a similar state of affairs in their study of two small groups 
of colobus monkeys in Kibale National Park, Uganda. In this study, the researchers examined the 
behavioral and physiological changes these monkeys experienced after a precipitous decline in 
the availability of their most important food items. After this reduction in their food supply the 
absolute number of feeding patches these monkeys visited not only increased, but the size of the 
individual feeding areas they frequented swelled, and the time they spent traveling to new 
territories also increased. The researchers conclude that “[t]hese results suggest that highly 
folivorous primates, even in very small groups, may experience behavioral and physiological 
effects of food limitation, within-group scramble competition for food, and possibly substantial 
selective pressures during periods of food scarcity” (46). Akin to the aforementioned hunter-
gatherer groups who were forced to move to new territories after overhunting a given area, these 
monkeys—through no fault of their own—also had to move to new locales when their most 
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frequently eaten food species became depleted. In general, the studies above are in accord with a 
fairly large body of research showing that food shortages tend to cause primates to increase the 
day range length of their territory (Barton et al. 1992; Overdorff 1993), spend more time 
traveling and/or foraging (Milton 1980; Gursky 2000), and expand the size of their home range 
(Clutton-Broch 1977). 
In addition to sudden and unexpected declines in food reserves, there has also been 
evidence that seasonal shortages in certain resources affect non-human primates’ relationship to 
territory. In the study by Pruetz & Bertolani (2009) they follow a group of chimpanzees of the 
Fongoli community in southeastern Senegal. This study is of particular importance as the 
chimpanzee community under investigation lives in a savanna region, thus allowing researchers 
to study primate behavioral adaptations to an environment similar to the one in which humans 
evolved. During the dry season, these chimpanzees confine themselves primarily to the forested 
regions of their territory and largely eschew areas that predominately consist of grassland. This is 
due to the fact that the forested regions supply the only consistent source of water throughout the 
year (257). Given that the chimpanzees must use these locations as a type of “pseudo-home 
base,” the areas in which they are able to forage for food is generally restricted and food 
resources in these areas often become depleted (259). In short, given that the territory of this 
chimpanzee community experiences seasonal fluctuations in key resources, it effectively 
produces a territorial deficiency in which their home range becomes temporally truncated. This 
study not only demonstrates the common theme of recurrent territorial shortages that I have been 
elucidating throughout the chapter, it also illustrates that these shortages can occur frequently 
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(i.e., seasonally every year) and thus exert sustained selection pressures even over the course of a 
single individual’s lifespan.15 
Territorial shortages due to seasonal deficiencies in key resources are also present in 
chimpanzee communities residing outside savanna environments and may be the reason behind 
the “fission-fusion” nature of chimpanzee social organization. A fission-fusion group structure is 
one in which the size of a given community fluctuates due to some members leaving and others 
entering with divisions and mergers taking place both within and between groups (Goodall 
1986). Some posit that this structure emerged due to the fact that chimpanzees privilege foods 
with a high metabolic value (i.e., meat, fruit, and roots) that tend to vary as a function of season 
and chance. This leads to a situation in which groups have to traverse long distances to satiate the 
nutritional demands of the community members. During these food-related expeditions, 
however, individual chimpanzees tend to venture off on their own or in smaller groups to search 
for food in the surrounding areas, effectively rendering the overall size of the community both 
smaller and less stable and ultimately resulting in the fission-fusion nature of chimpanzee society 
(Wrangham & Peterson 1996). In fact, a key component of Wrangham’s “imbalance of power” 
(1999a) explanation of chimpanzee violence rests on the notion that such imbalances of power 
																																																								
15 Interestingly, several groups of researchers have noted similar seasonal territoriality effects in 
some pre-modern human groups. For instance, Johnson & Toft (2014: 20) note: “Studies of 
human territoriality in preindustrial small-scale societies have identified a similar pattern of 
ecological variation: human groups defend territories where or when it is economically efficient 
to do so, and not otherwise. Some even establish or discard territory altogether with major 
seasonal changes in resources (emphasis added)” (see also Dyson-Hudson & Smith 1978; 
Cashdan 1983). 
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are possible between communities because of the fission-fusion nature of the chimpanzee social 
structure. In other words, since the size of groups often fluctuates due to the periodic splintering 
of these communities—which is itself due to the seasonal food limitations of chimpanzee 
territory—it is not uncommon for two competing groups of chimpanzees to come in contact with 
one another that are substantially different in terms of their overall numbers. 
The territorial and resource constraints of bonobo communities offer an interesting 
contrasting case to that of the chimpanzees. In particular, Wrangham & Peterson (1996) point out 
that bonobos—unlike their chimpanzee cousins—rely on food resources that are denser and more 
consistently distributed (i.e., predictable) within their territories and, as such, do not exhibit the 
same fission-fusion tendencies of chimpanzee communities. This has allowed bonobos to “buffer 
the effects of seasonal fruit shortages and…travel with their fellows more easily than 
chimpanzees can afford to” (Wrangham & Peterson 1996: 223). By facilitating the retention of 
group members and lessening the need for smaller groups to venture off on their own, bonobo 
communities can be quite large and relatively stable. This has the result of mitigating the 
possibility of severe imbalances of power between bonobo communities, possibly accounting for 
the conspicuous lack of conspecific violence within this great ape. In other words, given that 
bonobo territory provides a predictable and dense source of food, there is little need for 
community members to break off into smaller groups and travel long distances into foreign 
territory for these essential foodstuffs. Thus bonobos’ relatively greater access to resource-rich 
territory and their concomitantly smaller need to venture into unknown lands may be one of the 





Throughout the above sections I have demonstrated that territorial shortages have proven 
to be a periodic yet persistent problem of survival for humans, earlier hominins, and non-human 
primates. In particular, I showed that shortages in territory have come about as a result of 
populations exceeding their carrying capacity and thus needing to migrate to new locales, wide-
scale climatic shifts making some areas inhospitable to life, dramatic geological events 
influencing the climate and truncating the available areas in which life could flourish, and 
seasonal weather patterns that made some parcels of land unsuitable for year-round habitation. I 
have also taken note of studies of both prehistoric and modern hunter-gatherers showing that 
these groups often depleted their territories to such an extent that they needed to be abandoned 
for more verdant areas. Finally, I presented research documenting how sudden and seasonal 
resource scarcities in non-human primates often cause them to move into new areas and/or 
increase the size of their home range. 
Having now identified territorial shortages as constituting one of the hallmark problems 
present in our environment of evolutionary adaptedness, the next chapter outlines the 
psychological mechanisms that evolution is likely to have fashioned to deal with this problem—
in particular, recourse to aggression and violence in the face of territorial disagreements. In the 
chapters that follow I apply the insights that I developed in the above pages to generate my own 
evolutionary psychological examination regarding territorial shortages, conspecific aggression, 
and in-group coalition building. In addition to evidence from evolutionary psychology, I also 
rely on studies from primatology, anthropology, behavioral ecology, and archeology to develop a 
framework within which to investigate how humans’ EPMs have regulated our use of aggression 
given the periodic territorial shortages that ancient humans had to confront. I deem this 
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framework the “territorial deficiency theory of human aggression” and it constitutes the 
theoretical model from which hypotheses will be generated and subsequently tested. 
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CHAPTER 4: THE TERRITORIAL DEFICIENCY THEORY OF HUMAN 
AGGRESSION 
 
In this chapter I follow the steps laid out in Chapter Two to generate a novel evolutionary 
psychology theory on the origins of coalitionary aggression and violence that takes as its starting 
point the idea that territorial deficiencies have conditioned the human mind to be sensitive to the 
fact that the supply of sufficient territorial resources can never be completely assured. Put 
succinctly, the broad claim of my dissertation is that humans’ persistent exposure to deficiencies 
in territory throughout their evolutionary history has equipped them with psychological 
adaptations that make them more prone to aggression in situations dealing with territorial 
conflicts of interest. In the sections that follow I expand upon these arguments and elucidate the 
structure of the psychological mechanisms evolution through natural selection would have 
fashioned to deal with situations in which territory represents a conspecific bone of contention. 
In particular, by drawing upon studies from anthropology, biology, political science, and 
primatology I undertake a task analysis in which I take note of the input these EPMs would draw 
upon for their activation as well as the output they engender upon being triggered. As such, I 
begin the first section of this chapter by elucidating a variety of reasons why disagreements over 
territory were likely to lead to conspecific aggression in humans within their environment of 
evolutionary adaptedness. 
Ultimately, however, my background as a political scientist in the field of international 
relations has guided my research towards understanding how these alleged EPMs operate in 
today’s world. In particular, given that we live in a time that is defined largely in terms of one’s 
membership into the tribe of nation-states, my dissertation is primarily interested in how hunter-
gatherer-based shortages in territory over evolutionary history interact with modern notions of 
state-based conceptions of territorial ownership and land tenure. The second part of the chapter 
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thus makes the claim that the EPMs for conspecific aggression elicited during territorial conflicts 
of interest will also be triggered in situations where one’s country is enmeshed in disagreements 
with another state over control of a particular piece of territory. Throughout both parts of this 
chapter, I point out instances in which the concept of an evolutionary mismatch is responsible for 
the predictions put forward. 
4.1 AGGRESSION IN RESPONSE TO TERRITORIAL CONFLICTS OF INTEREST 
 In this section, I contend that the human mind is likely to have evolved a psychological 
mechanism whereby intergroup disagreements over territory trigger the activation of 
interpersonal aggression to those privy to the disagreement. As previously mentioned, this idea is 
ultimately rooted in the premise that a continuous and abundant source of territory—due to 
devastating environmental and climatic events, a continually growing population, and human 
overexploitation of resources—could never be taken for granted. I argue that territory gains its 
significance largely due to the fact that it provides resources that are simply essential for human 
survival. In particular, territory not only provides the food, water, and shelter for one’s 
immediate survival, it can also aid in one’s reproductive endeavors by attracting more mates, 
effectively ensuring the long-term survival of one’s genes. I go on to suggest that—when 
compared to other potential strategies for claiming territory—interpersonal aggression was often 
either the only viable solution or the solution with the greatest chance of success. I conclude by 
making the case that although this EPM was fashioned during a period in which humans lived in 
small hunter-gatherer bands, it is also likely triggered today when the territory of the country in 




4.1.1 Personal Territoriality and Interpersonal Aggression  
In this section I begin with the premise that, with the specter of a deficiency in territory 
always looming, intraspecific aggression between humans is likely to have been high for access 
to territory. The making of this argument, however, necessitates the asking and the subsequent 
answering of two questions: 1) Why exactly was the possession of territory deemed so important 
for individuals living in humans’ environment of evolutionary adaptedness?, and 2) Why would 
the issue of territory be especially liable to provoke aggression (as opposed to a different 
behavioral strategy) for individuals in the environment of evolutionary adaptedness? Although 
the previous chapter elucidated the reasons humans were likely to have experienced deficiencies 
in territory, it is now necessary to explain why territory was integral to survival and why a 
purported deficiency in territory would naturally lead to aggressive and/or violent intraspecific 
behaviors. As explained by Cosmides & Tooby (1992: 165), the task now becomes to 
demonstrate why the use of aggression in response to territorial conflicts of interest, “like a key 
fitting a lock,…is too good of a solution to have arisen by chance” (see also Williams 1966). In 
other words, now that the ancestral problem has been identified, I now need to clarify why 
territorial aggression and/or violence constitutes the ancestral solution. 
First, why would territory have been deemed so important to ancestral humans? What did 
territory possess that necessitated the evolution of psychological mechanisms to aid in its 
acquisition and retention? I argue that territory represents a selection force of this caliber since it 
is the one tangible possession that provides organisms—including humans—with access to 
many, if not all of the resources essential for their immediate survival. Put simply, to survive one 
needed territory; those who were able to acquire this resource greatly increased their odds of 
passing on their genes to the next generation, while those who lost it were often swept into the 
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dustbin of history. The periodic dearth in territory that I argue humans experienced throughout 
their evolution thus would have been one of the most pressing issues that was in need of a 
solution. In fact, it is precisely situations such as these in which adaptive solutions are especially 
likely to be emerge, as Tooby & Cosmides (1990: 27) explain, “At the heart of Darwin’s theory 
of the origin of adaptations is the following precept. The more important the adaptive problem, 
the more intensely selection should have specialized and improved the performance of the 
mechanism for solving it.” The fact that shortages in territory needed to be solved is clear. What 
is less apparent is the solution that evolution through natural selection would have designed in 
response. 
This thus leads us to the question as to why aggression would be the most logical solution 
to the problem of territorial shortages. To be sure, the notion that a dearth in territorial resources 
prompts aggression is not necessarily a new one. This basic idea is evident in the work of several 
scholars writing on the topic of resource competition. For example, Gat (2000a: 22) states that 
“Resource competition is a prime cause of aggression, violence, and deadly violence in nature. 
The reason for this is that food, water, and, to a lesser degree, shelter [i.e., territorially based 
resources] against the elements are tremendous selection forces” (emphasis added). Further, in 
the essay by Liddle, Shackelford, & Weekes-Shackelford (2012), they mirror this sentiment 
when they say: “[A]ccess to food or feeding territories—when such resources are scarce—
represents a likely motivator of violent competition.” Although these scholars are clear in their 
mutual belief that territory and the resources housed within it are liable to facilitate aggressive 
and/or violent behavior, the passages do not necessarily speak to the question as to why 
aggression is the preferred strategy. 
	 100 
The propensity for territory to elicit aggressive behavior is essentially due to the fact that 
the resources that make territory important are fundamentally finite, yet at the same time simply 
indispensible. This creates a situation in which there is inherently going to be competition for 
this incredibly valuable but limited asset. Resources that exhibit these qualities—i.e., limited in 
supply but essential for survival—are known to prompt aggression in a wide range of different 
animals and are referred to as “high fitness gain parameters.” The zoologist Geoff Parker (1974: 
224) describes this situation in the following way, “Selection for aggression will be more intense 
the more discrete the resource (i.e., the easier it is to guard) and the higher its yield as a fitness 
gain parameter (a function both of its absolute effect and its shortness of supply)” (emphasis 
added). In other words, Parker makes the case that as a given resource becomes more and more 
indispensable in ensuring an organism’s survival, the organism’s propensity to engage in 
aggression over this resource increases in tandem.  
When adopting this framework, conspecific competition over territory should often be 
associated with aggressive and/or violent displays since its vital importance makes the use of this 
high-risk strategy justified and relatively cost-effective. This arises since, without territory, an 
organism’s prospects for continued existence and opportunities for reproduction decline 
precipitously—thus making the defense and/or acquisition of territory through aggressive 
displays of foremost concern. As such, the heightened degree of competition between hunter-
gatherer groups over territory would have often necessitated the use of aggression to retain or 
attain this asset. Put somewhat differently, territorial aggression would often be an attractive 
strategy given that it can eliminate competition from other organisms whose very existence on 
the same territory could jeopardize the fitness of the territory owner. Tooby & Cosmides (2010: 
193) explain it in this way: “The first benefit [of aggression] occurs when the continued survival 
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or activity of the other organism (the target) is harmful to the actor. If the target’s continued 
survival suppresses the actor’s fitness, then the actor increases its fitness by causing the death or 
incapacitation of the target.” Put simply, aggression—when used successfully—is an excellent 
means to ensure that one will not encounter competition over a given resource by the same 
opponent multiple times, either because the opponent has learned that you are superior or 
because the opponent is dead. 
What evidence is there that specific hunter-gatherer groups have adhered to the logic 
illustrated above? The following paragraphs illustrate several cases in which variations in the 
density and predictability of territory’s key resources justified aggressive behavior for groups 
found in the historical record. To be sure, the use of conspecific aggressive or violent behavior in 
humans to demarcate ownership of territory has been shown to exist in a wide number of 
different environmental contexts. Even highly mobile, “nomadic” groups who are often believed 
to have little permanent interest in a piece of land usually practice their nomadism within a well-
circumscribed territorial zone (e.g., Bigelow 1975: 247–248; Eibl-Eibesfeldt 1979: 129; Wilson 
1978: 107–109) and can exhibit highly aggressive territorial behavior. For example, Aboriginal 
groups of the central desert areas of Australia—where population densities are often as low as 
one person per twenty square miles—possessed group territories with well-defined boundaries 
that were kept on the penalty of death (Gat 2000a: 23). Despite the fact that these extended 
territories had a relatively meager yield of resources (i.e., low resource density), when resources 
are predictable in time and space it simply requires larger territories—and the defense of these 
territories—for continued subsistence. Thus, in the words of Dyson-Hudson & Smith (1978: 33): 
“Economic defendability of a resource area can develop even when abundance declines, as long 
as this decline is more than compensated for by increased predictability of key resources.” In 
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short, just because a resource within a given patch of territory may be relatively scarce, this does 
not imply that the resource is unimportant or that it is not potentially worth fighting for. In fact, 
its low density—if not supplemented with a supply of additional resources—may actually make 
this resource and the territory upon which it is found especially vital to survival and thus more 
likely to elicit aggression in its defense. 
The use of aggressive and/or violent behavior is even more likely in parcels of territory 
where the predictability and density of resources were both high in humans’ EEA. First, the 
abundance and uniform distribution of resources in these verdant, fertile areas would have 
allowed for a much higher population density. As such, this high concentration of resources—
and the larger populations that it could support—would attract numerous hunter-gatherer groups 
and thus result in smaller distances between these groups. The increased proximity between 
hunter-gatherer communities provided the spatial opportunity in which aggression could break 
out (Gat 2006). This argument has clear ties to the “proximity-as-opportunity” explanations of 
interstate conflict (Vasquez 1995). In particular, this encompasses the ideas that large distances 
between states decrease their opportunities for war (Most & Starr 1989) or that contiguous 
nation-states are not subject to the implications of the loss-of-strength gradient, i.e., the decrease 
in strength of a given state as it tries to project its influence into more distant lands (Boulding 
1962). Further, by supporting larger populations these types of resources would also increase the 
interactions between competing hunter-gatherer groups as their members would come in greater 
contact with one another during the harvesting of these resources. This explanation has 
connections to the “interaction” explanation of interstate war, namely, that close physical 
proximity between states leads to more interactions and thus a concomitant rise in the number of 
disagreements they are likely to experience. 
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Second, and in addition to these opportunity- and interaction-based arguments for 
aggression, when the density and predictability of key resources within a particular patch of 
territory are high, those resources tend to be privileged compared to areas where the density 
and/or predictability of resources are relatively low. In terms of high density, it takes far less 
time to gather the requisite amount of resources for subsistence when those resources are highly 
concentrated in space. Further, the energy expenditures to harvest these resources are 
comparably smaller than in situations where one would have to move to several locations to 
gather resources. Likewise, in terms of predictability, it becomes more efficient for individuals to 
disperse to mutually exclusive foraging areas when food resources tend toward a uniform 
distribution (Horn 1968; Smith 1968). These factors make areas with highly predictable and 
highly dense resources extremely attractive—so much so that conspecific aggression is likely to 
develop to determine ownership over these parcels of land. 
Third, it is also easier to defend resources when they are both dense and predictable. 
When there is an abundance of resources and they are uniformly distributed in space, that 
territory becomes more “economically defensible” as it reduces “the area that needs to be 
defended and thus reduces defense costs” (Dyson-Hudson & Smith 1978: 25). In short, in areas 
where resources are both dense and predictable, aggressive and/or violent behavior becomes an 
attractive strategy as the costs in securing exclusive use of this territory produces a net benefit in 
resource capture.16 In line with this rationale, scholars have found that violent intergroup clashes 
																																																								
16 As the above discussion makes clear, the density and predictability of resources within a given 
piece of territory has major implications for whether aggression is likely to be used to 
defend/acquire this territory—in some circumstances it is a viable strategy (e.g., high density, 
high predictability) while in others it is not (e.g., low density, low predictability). Despite this 
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were relatively commonplace in such resource-rich areas as southern Australia and the American 
Northwest (Harris 1987; Kimber 1990). 
By focusing on the density and predictability of resources within a patch of territory and 
the plight of several specific hunter-gatherer groups, the above paragraphs show why territory 
would be deemed important in a wide variety of environmental contexts. What cross-cultural or 
large-N evidence do we have, however, that human conspecific aggression materialized due to 
the importance of territory and the resources found within it? The findings of Ember & Ember 
(1992) provide some empirical support for the link between human, conspecific aggression in 
response to deficiencies in territory and resources (see also Ember 1978). In this cross-cultural 
study, the authors examine the relationship between natural disasters and warfare within a 
sample of 186 non-state, preindustrial societies and uncover that a history of unpredictable 
natural disasters is strongly associated with a higher frequency of war. They interpret this finding 
to suggest that people try to protect themselves against future disasters by going to war to take 
resources from their enemies. In other words, since access to land and the resources it provides 
can be tenuous and dependent upon stable environmental conditions, some societies attempt to 
combat these selection forces by supplementing their current supply of reserves by forcefully 
																																																																																																																																																																																		
important variation, I yet concur with Johnson & Toft’s (2014: 15) sentiment that “humans have 
a built-in propensity—one that is not wholly subject to standard conceptions of rational 
calculation—to privilege territory as all-important and indivisible.” In other words, though 
density and predictability are likely to influence the severity or intensity of territorial aggression, 
we may still expect this behavior to manifest itself in a wide array of resource-distribution 
contexts and to notice a certain base-line proclivity towards conspecific aggression when 
territory is the issue at stake. 
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taking the land and resources of their neighbors. Further, in a comparative case study by Keeley 
(1996: 109–110), he finds that territory among hunter-gatherer groups changed on average 
between five and ten percent every generation as a result of warfare. Thus, the behavior of many 
modern-day hunter-gatherer groups seems to confirm the notion that aggression is considered an 
effective strategy in gaining or retaining access to key territorial locales. 
Interestingly, some theories propose that—compared to other animals—humans may be 
especially inclined to conspecific aggression in many if not most domains of within- and 
between-group competition, territory included. Alexander (1989, 1990) takes note of humans’ 
“ecological dominance”—i.e., the development whereby humans became the top predators 
within the environments they inhabited—to, in part, suggest that warfare between hunter-
gatherer groups was likely due to the fact that the “extrinsic” forces of natural selection had been 
gradually weakened such that “within-species competition became the principal ‘hostile force of 
nature’ guiding the long-term evolution of behavioural capacities” (1989: 458). According to this 
line of reasoning, given that humans occupied the upper echelon of predators and attained a 
mastery over the environment not previously seen by other species, the main selection pressure 
acting on humans was—instead of parasites, predators, or diseases—the presence of other 
humans. This resulted in “runaway social competition” where humans evolved to be both 
cooperative with others in their immediate in-group, but competed fiercely against foreign 
conspecifics for resources they needed to survive (459). As such, and more so than any other 
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animal, humans and the minds that guide them should be especially attuned to threats by others 
of the human race.17 
When applying this insight to territorial control and aggression, it leads to a situation in 
which our ancestors would be extremely wary of other humans who resided in nearby locations. 
Geary (2005: 7)—building off of Alexander’s (1989) ideas—summarizes this argument when he 
states: “As our ancestors improved in their ability to secure resources from the ecology, the 
primary problem became staying in control of the best ecologies—that is, keeping other humans 
from securing the same ecological resources.” In other words, since non-human threats to 
survival were relatively lacking and the only other competition for territory largely came from 
other humans, the ecological dominance of humans likely shaped the development of our minds 
to view nearby groups as an acute threat to our territorial control—a threat that may best be 
confronted with aggressive force. 
The above discussion largely centers on the idea that territory gains its significance by 
virtue of the fact that it provides key resources to aid in one’s immediate survival, such as food, 
water, and shelter. The importance of these resources thus makes aggression a viable and cost-
effective strategy in the defense and/or acquisition of territory. In addition to using aggression to 
gain or retain access to the every-day resources territory provides, aggressive territoriality has 
also been posited to have an even more basic, yet long-term motive. In particular, expanding the 
size of one’s territory at the expense of another group improves a male’s fitness by providing 
more reproductive benefits—either directly through his controlling more resources and appearing 
																																																								
17 Notably, Alexander (1989: 500) also considers chimpanzees another species that has achieved 
this ecological dominance in the environments in which they proliferate, suggesting that the 
“runaway social competition” seen in humans may have deep evolutionary roots. 
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to be a more attractive mate or indirectly by enticing more females to join his group. In their 
study comparing between-group raiding in chimpanzees, bonobos, and human foragers, Pandit et 
al. (2016) point out that: “…in resource defense polygyny,18 males can increase their fitness by 
increasing the size of their territories. This either increases the area available to the females 
controlled by the males or attracts additional females.” According to this idea, since territory and 
the vital resources it provides is often in short supply, males can take advantage of this by 
aggressively commandeering additional territory in the hopes that more females will be attracted 
to their domain. 
Several primate scholars have in fact witnessed this “territory-as-reproductive-asset” 
phenomenon. For example, Goodall (1986) described a case in which one or possibly two female 
chimpanzees joined the community that had seized their own group’s territory. Likewise, 
Haraiwa-Hasegawa, Hasegawa, & Nishida (1984) observed nine females join the aggressive 
community that had attacked their group, giving this community close to one additional female 
per male. In fact, Ghiglieri (1999) finds that in the majority of cases in which aggressive 
chimpanzee communities raided and completely eliminated rival males from adjacent 
communities that the victorious males gained both expanded home territories and the 
assimilation of most if not all of the females from the defeated group. 
																																																								
18 Polygyny is the mating system in which a minority of males control or gain access to multiple 
females, leaving most other males without access to females (Shuster & Wade 
2003). Polygyny is further divided into either resource defense polygyny or female defense 
polygyny. The former occurs when males control females indirectly by defending territories or 
resources against conspecific males, whereas the latter occurs when males control females 
directly by defending them against conspecific males (Buzzato & Machado 2008). 
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A similar reproductive benefit from territory has been described for present-day hunter-
gatherer groups. Otterbein (1997: 261) states that “Successful warlike peoples have a 
reproductive advantage… The defeat and even annihilation of militarily weak groups leaves the 
stronger groups in control of more of the earth’s surface.” Likewise, the work by Campbell 
(2005) finds that human males gain greater access to mates by controlling territory from the 
community of their defeated rivals and research by van der Dennen (1995) indicates that men 
who possess more territory have increased mating opportunities. Indeed, there is a surfeit of 
examples in which powerful men in polygynous societies attract more females due to their 
superior resource and territorial assets. For example, ethnographic research from such scholars as 
Rosman & Rubel (1971) and Drucker (1951) describes native groups from the Northwest Coast 
of the United States that, though largely monogamous, had select individuals with up to twenty 
wives. These men are described as possessing both immense territorial holdings and impressive 
households. Given that “people must feed, find shelter, and protect themselves…in order to 
reproduce successfully” (Gat 2000a: 21), it is no surprise that individuals with territory 
possessing these key resources enjoyed substantial reproductive advantages over their 
compatriots. In short, the above discussion demonstrates that, in addition to providing access to 
essential resources needed for daily survival, territorial aggression can also be used to augment 
one’s reproductive success.19 
																																																								
19 It must be stressed that competition over improved mating opportunities did not solely 
manifest itself via territorial aggression. It was actually far more common for hunter-gatherer 
groups to meet this objective simply by engaging in raids for the sole purpose of raping or 
abducting women for marriage, devoid of any territorial imperative. Indeed, much of the work of 
renowned anthropologist Napoleon Chagnon regarding Yanomamo warfare highlighted the 
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In the preceding paragraphs I have focused primarily upon the issue as to why territory 
represents such a valuable asset, in particular, its ability to provide key resources essential to 
one’s immediate survival and its role in providing reproduction benefits. I have also made the 
case that the primacy of the evolutionary advantageous characteristics of territory often 
necessitates the use of aggressive or violent behavior for the purposes of attaining or retaining it. 
But why exactly is this case? Are there other potential strategies for securing territory that do not 
involve aggressive or violent displays? Indeed, since the use of aggression brings with it the 
possibility of severe injury or even death, why would aggression be the evolutionary-preferred 
strategy? 
One potentially obvious strategy for individuals or groups in the market for real estate of 
their own—besides the utilization of aggression—would be a search for territory that is not 
already demarcated by an opposing individual or group. Referred to as an individual’s “search 
cost” when formally modeling this scenario, this possibility is often explicitly incorporated into 
models specifying whether or not aggression is a viable strategy during a conflict of interest over 
a certain resource (e.g., Parker 1974). In these models, one’s search cost is actually a reflection 
of an individual’s “resource holding potential (RHP)”—i.e., his or her absolute fighting ability—
since individuals with a higher RHP do not have to search as long for an alternative source of 
territory held by an individual with a lower RHP as themselves. However, if an individual is 
subject to a high search cost, it indicates that their RHP is low since they will have to search 
longer for a “takeable” piece of territory possessed by an individual with a RHP smaller than 
their own. 
																																																																																																																																																																																		
function of human warfare for the purposes of stealing and raping women (e.g., Chagnon 1968, 
1979, 1988). 
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Obviously, if you are an individual with a low search cost—and thus a high RHP—for 
the use of aggression not to be advantageous, the cost of searching for territory without a current 
holder would have to be lower than the costs you would incur to fight (and win) a bout with a 
territory holder. However, since an individual who has a low search time is, by definition, an 
individual with high fighting ability, the only way searching for a piece of territory without a 
holder makes economic sense is if the probability of finding a piece of territory of this nature 
(i.e., territory with no territory holder) is relatively high. If this probability is low, it is unlikely 
that one would elect to engage in a possibly futile search for a piece of territory without a holder 
rather than simply fight a holder with a lower RHP. This is due to the fact that this individual’s 
RHP is high and thus his/her probability of winning an encounter through aggression is also very 
likely. 
There are even situations in which an individual with a low RHP and thus a high search 
cost may prefer to use aggression rather than look for an unclaimed parcel of land. Although 
Parker’s model is generally in accord with the “evolutionary stable strategy (ESS)” in which 
conflicts of interest over territory or resources will most often be decided in favor of the 
individual with the higher RHP, certain asymmetries can tilt the advantage to the side with the 
lower RHP. For example, for an individual who is the holder of a resource, experience with the 
local environment may provide a strategic benefit that is not explicitly incorporated into its RHP. 
Further, if we assume that the holder will lose more than the attacker will gain if it gives up the 
territory (i.e., a “difference in payoffs” assumption), it follows that the holder should show 
greater willingness to sacrifice more units of fitness in defense of the territory than the attacker 
can realistically afford to expend (227). For the above reasons it is plausible to expect that—for a 
holder with a RHP lower than an attacker—the search cost of finding a new resource without a 
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holder of its own may still exceed the costs incurred by engaging in a fight with an individual 
with a larger RHP than itself. Although not derived from an evolutionary game theoretic model 
as in Parker (1974), Gat (2000a) largely comes to the same conclusion: 
The benefits of fighting must be matched against possible alternatives (other than 
starvation). One of them was to break contact and move elsewhere… As we have 
already noted, by and large, there were no “empty spaces” to which people could 
move. In the first place, space is not even, and the best, most productive habitats 
were normally already taken. One could be forced out to less hospitable 
environments, which also may had (sic) been populated by other less fortunate 
people. Indeed, finding empty niches required exploration, which again might 
involve violent encounters with other human groups. Furthermore, a move meant 
leaving the group’s own habitat, with whose resources and dangers the group’s 
members were intimately familiar, and travelling into uncharted environments. 
Such a change could involve heavy penalties. p. 25 
 
I should note that the situation described by both myself and Gat (2000a) would only hold, of 
course, if the probability of finding either an unclaimed piece of territory or a territory holder 
with a smaller RHP were relatively low. If there is an abundance of available land waiting to be 
claimed, the search costs are clearly lower than one’s fight costs. However, if the assertions that I 
made in Chapter Three regarding the periodic shortages of territory in humans’ EEA have any 
merit, it is safe to assume that this was not the case throughout most of humans’ evolutionary 
history. 
It would have also been theoretically possible for ancient hunter-gatherer groups to obtain 
territory via economic exchange as opposed to aggressive or violent behavior. Indeed, there is a 
long line of political thought heralding the promise of trade in the mitigation of conflict, with 
some present-day scholars claiming that shared capitalist forces are more relevant for interstate 
peace than even democracy (Gartzke 2004). Although there is a large body of political science 
literature demonstrating that increased levels of trade make interstate conflict less likely (e.g., 
Oneal & Ray 1997; Oneal & Russett 1997, 1999a, 1999b; Bennett & Stam 2000; Gartzke, Li, & 
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Boehmer 2001), before concluding that economic exchange could have been a viable strategy to 
help ancient hunter-gatherers gain access to territory and avoid intergroup hostilities, it is 
essential to understand the purported mechanisms behind trade’s effect on removing the need for 
conquest. 
To achieve this objective, it is useful to draw on the work of Norman Angell (1933), one 
of the first scholars to write on economic interdependence and its ability to mitigate conflict. 
First, when countries undergo a period of modernization, they undergo changes in their 
production process such that it becomes difficult for a foreign power to forcefully subdue and 
profitably manage these modern economies. Further, when a potential aggressor has 
industrialized its own economy, it can more easily get the input it needs through trade as opposed 
to violent foreign occupation. As such, modernity makes it easier for countries to realize a profit 
from trade, while concomitantly making it harder to draw value from encroaching upon overseas 
lands. The other way trade helps to ensure that there is more than just a modicum of peace in the 
interstate system arises via economic interdependence. As countries’ economies become more 
and more integrated and intertwined, private traders and consumers become dependent on 
overseas markets. As a result, the outbreak of interstate conflict is expected to increase the 
likelihood of upsetting overseas commercial relations, thus threatening the foreign markets that 
beneficiaries of trade depend upon for their livelihood. In other words, given that interstate trade 
generates economic benefits, the possibility that conflict could disrupt the trading relationship 
between these countries deters political leaders from taking militarized action against one 
another. 
As should be obvious, it is unlikely that hunter-gatherer groups—even assuming that 
intergroup trade was relatively commonplace—would realize the same conflict pacifying effects 
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of trade as modern nation-states. First, the mechanisms specified in Angell’s (1933) analysis 
essentially requires that the antagonists possess industrialized economies. It is only when the 
target is industrialized that conquest becomes more expensive, and only when the aggressor is 
industrialized that trade becomes more cost-effective. Second, it necessitates that a reduction in 
trade due to conflict would exert major repercussions on the hunter-gatherers’ economies—i.e., 
that the groups are so interdependent that damaging the trading relationship would be 
catastrophic. Although there is ethnographic scholarship demonstrating that hunter-gatherers 
engaged in trade with “food-producers” (i.e., horticulturist or pastoral groups) for subsistence 
purposes (e.g., Headland & Reid 1989; Bailey et al. 1989), it is generally believed that this trade 
was relatively small scale in nature and did not approach levels of interdependence stressed by 
Angell (1933) and others working from the liberal tradition. Further, the presence of 
horticulturists and pastoral groups occurred relatively late in the course of human evolution, thus 
leaving little time for this practice to exert a sustained influence on human EPMs. This illustrates 
that prehistoric hunter-gatherer groups were likely less poised to realize the conflict-mitigating 
potential of a dense web of trading relationships than modern-day nation states. For them, the 
subjugation of adjacent groups could be both “profitable” and “cost-effective,” thus continuing 
to make aggression and violence viable strategies for the acquisition of a wide range of 
resources, territory included. 
In addition to providing fewer benefits than it does in a globalized world, using trade to 
acquire territory could have brought with it a number of salient risks. In particular, in order to 
trade a certain item, each party to the exchange must be able to trust that the other side will 
follow through with their end of the bargain. This reliance on trust leaves each party open to 
trickery or deception by the other group or individual. Some scholars maintain that this fear of 
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being double-crossed may have led to the development of cognitive defense mechanisms to 
protect against such contingencies, a notable example being the endowment effect (Jones & 
Brosnan 2008). The endowment effect is the phenomena by which an individual prefers the item 
in his or her possession over the one he or she may actually prefer, even if this item could be 
obtained through trade (Kahneman, Knetsch, & Thaler 1990). The implications of the 
endowment effect in terms of its impact on hunter-gatherers’ trading propensity is nicely 
summarized by Protor & Brosnan (2011): 
…[S]everal primates exhibit cognitive biases related to trade behaviors in 
humans. A notable example is the endowment effect… Although this has been 
treated as a cognitive quirk in the human literature, it is likely that the behavior 
was selected because, prior to the advent of human control mechanisms, 
maintaining property was a far better way to increase fitness than attempting to 
trade it for other items, which risks losing both of the items. 
 
This purported human disposition to be suspicious of trading relationships suggests that, 
although trade may have been less likely to lead to injury or death than the use of aggression 
when trying to acquire resources, economic exchange proved risky enough such that the human 
mind seems to have developed mechanisms to retard the establishment of trade networks. It 
would not be until the advent of contract-intensive economies and the rise of the nation-state that 
this fear of being taken advantage of in a trading relationship could be somewhat mitigated.20 
																																																								
20 Indeed, the work by Mousseau (2009) indicates that the dearth of conflict we often attribute to 
the democratic peace theory may actually arise from contract-intensive economies. According to 
this idea, people in contract-rich nations enjoy permanent peace since the states that they belong 
to accede to popular demands and remain reliably impartial—giving them an interest in 
everyone’s rights, both within and outside the nation. Consequently, contract-intensive nations 
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This implies that aggression may have ironically been viewed as a safer strategy than trade when 
trying to obtain territory, especially given the fact that the transfer of territory necessitates long-
term trust that the other party will not renege on their agreement and reoccupy the land at a later 
date. 
The above paragraphs are largely theoretical in the sense that they draw attention both to 
the lack of benefits and the presence of risks when using trade as a strategy for attaining territory. 
What is more damning, however, may simply be the lack of any empirical evidence that hunter-
gatherers tried utilized trade to negotiate land transfers. We have accounts of intragroup 
“sharing” economies (e.g., Kelly 1995), intragroup “gift” economies (e.g., Bettinger, Garvey, & 
Tushingham 2015: 53), and intergroup trade networks (e.g., Stiles 1992), but no recorded 
instances of trade being used to “buy” or “sell” actual tracts of land. This is most likely due to 
the fact that hunter-gatherers had a different conception of what land ownership entailed 
compared to individuals living in today’s world. In particular, while it is entirely acceptable for 
an individual to “own” a parcel of land in most contemporary societies, with few exceptions (for 
these exceptions see Kelly 1995: 152) territory is a group possession for most hunter-gatherers. 
Further, trade among hunter-gatherers generally takes the form of mutual exchanges of food and 
cultural items. Trade was most likely limited to these relatively small-scale items since they can 
change hands easily and lend themselves to the bartering system of trade—the only system in 
place for hunting-gatherers wishing to take part in a trading relationship. Territory, however, is 
not ideally suited to the barter system, as there are not many (if any) other possessions that are of 
a commeasurable size and/or value that could help to facilitate the exchange. 
																																																																																																																																																																																		
not only avoid war with each other but also engage in intense levels of mutual cooperation 
specifically aimed at promoting each other’s material welfare. 
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In the above section I argued that a psychological adaptation for aggression is likely to 
have arisen to help solve the periodic problem of territorial deficiencies because: 1) the high 
fitness gain parameter of territory makes it cost-effective to use relatively high-risk acquisition 
strategies to obtain or retain this resource, even if the strategy involves some possibility of injury 
or death; 2) aggressive territoriality can increase males’ reproductive benefits by making them 
appear to be more attractive mates or by incorporating the females of the commandeered 
territory; and 3) other potential strategies for obtaining territory—such as moving to areas 
without other groups or engaging in economic exchange for this resource—were simply 
ineffective, prohibitively costly, or infeasible. These three strands of evidence all point to the 
possibility that conflicts of interest over territory are likely to have activated an EPM for 
interpersonal aggression against conspecifics. 
However, to get an accurate idea of how important this EPM is in stimulating aggression, 
we must also know how people respond to conflicts of interest that are not tied to territory in any 
direct sense. In other words, if humans also possess an EPM for aggression that is activated 
during conflicts of interest over non-territorial resources or issues, singling out aggression over 
territory is largely inconsequential, as it would be subsumed under this more overarching 
psychological mechanism for aggression. Do we have reason to suspect that humans possess a 
more general aggression mechanism of this nature? 
 Although humans today can face a wide range of non-territorial, intergroup conflicts of 
interest ranging from such things as economic disputes, to human rights abuses, to philosophical 
differences regarding the nature of a political regime, in humans’ EEA most conflicts of interest 
were tied in some way to territory. Put another way, many of the non-territorial concerns present 
in today’s world were simply absent during the bulk of human evolution. Survival in the EEA 
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required a reliable source of food, access to fresh water, and protection from the elements, things 
that were all provided by territory. As argued in Chapter Two, territory thus represents a proxy 
for all of the aspects of the environment that human groups competed for (Johnson & Toft 2014). 
Just because modern nation states have a larger menu of issue areas over which they fight does 
not imply that the human mind is going to view these issue as salient as a conflict over a resource 
that had historically been crucial for survival. Therefore, according to the Savannah Principle 
(Kanazawa 2009) which states that today’s human mind has difficulty comprehending situations 
that did not exist within the environment of evolutionary adaptedness, the EPM for aggression 
that was tailored to help solve territorial conflicts of interest may not be triggered when 
individuals are confronted with a disagreement over non-territorial issues. This thus leads me to 
my first hypothesis: 
H1: Individuals will exhibit greater levels of interpersonal aggression during 
personal affronts to territory than during non-territorial conflicts of interest. 
(Personal Territory/Interpersonal Aggression Hypothesis) 
 
This hypothesis is in many ways the simplest of the predictions I make throughout my 
dissertation. Despite its simplicity, I believe it represents the most direct test of the relationship 
laid out in the above paragraphs. In particular, this hypothesis first predicts that when a person is 
involved in a dispute over his or her own personal territory this individual is going to realize an 
increase in the amount of aggression he/she demonstrates towards other humans. This 
component of the prediction is meant to test whether the ancient EPM for interpersonal 
aggression in territorial scenarios is present within individuals living today. Secondly, it further 
predicts that this increase in interpersonal aggression will be greater than that realized when a 
person’s non-territorial assets are put in jeopardy. This aspect of the hypothesis is essentially 
testing for a malfunction mismatch, first alluded to in Chapter Two. To reiterate, a malfunction 
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mismatch occurs when something within our modern environment differs so much from our 
evolutionary environment that our psychological machinery simply malfunctions or fails to be 
triggered (Hagen & Hammerstein 2005). As just recently mentioned, since non-territorial 
conflicts of interest were relatively uncommon in the EEA the EPM for aggression is less likely 
to become activated in these circumstances. If this most basic hypothesis does not find support, it 
would not only cast doubt on the evolutionary logic put forward in the above pages, it would also 
become more difficult to make subsequent hypotheses regarding different manifestations of 
territorial aggression purported to be due to evolved psychological mechanisms. As such, this 
hypothesis represents the foundation upon which all of my subsequent hypotheses will be drawn. 
4.1.2 State-Orientated Territoriality and Interpersonal Aggression 
 The preceding paragraphs essentially lay out the way in which the evolved psychological 
mechanism for territorial aggression would likely operate in small hunter-gatherer groups. In 
other words, it demonstrates why territory—with its ability to provision essential resources and 
increase reproductive opportunities—would elicit aggressive behavior among individuals living 
in humans’ ancestral environment. The ability of aggression to provide groups the means by 
which they could attain or retain territory—coupled with the facts that there was no higher 
authority upon which to enforce trade agreements and that currency had not yet been invented to 
facilitate trade—would have made this behavioral adaptation one of the few feasible solutions to 
the periodic, ancestral problem of shortages in territory. Today, however, the vast majority of 
people around the globe live in an organizational unit far removed from that of the small hunter-
gatherer band, namely, the modern nation-state. Should we expect the outgrowth of aggression in 
response to territorial conflicts of interest to manifest itself in this new context of human 
agglomeration? If so, why? 
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In this section I argue that the state’s relative success in appropriating and consolidating 
individuals’ sense of identity has resulted in a situation whereby challenges to its territorial 
ambitions are just as likely to trigger humans’ psychological mechanism for territorial aggression 
as territorial conflicts of interest that occurred when humans lived in hunter-gatherer units. In 
other words, although an individual’s identity was previously tied to his or her immediate band 
members, the near extinction of this form of organization and the concomitant rise of the nation-
state has created a situation in which aggressive territoriality—an EPM designed to help solve 
territorial conflicts of interests between small groups—becomes activated in social contexts that, 
while somewhat similar in form, are yet drastically different in scale and scope. If this argument 
is correct, a number of observable implications should emerge, namely, 1) state-directed 
conflicts of interest in which the territory of one’s country is in dispute will lead them to exhibit 
an increased level of interpersonal aggression, and 2) state-directed, territorial conflicts of 
interest will lead people to support more aggressive foreign policy measures. I conclude this 
section by illustrating that although state-based territorial disputes may prove to be particularly 
conflict-prone by providing leaders with a wide base of popular support among their citizenry, 
the prospects of violence during state-based, non-territorial disputes may be somewhat mitigated 
as these encounters are less likely to trigger the same EPM for aggression. If so, our evolutionary 
baggage may ironically make humans less predisposed towards conflict during certain types of 
international disagreements. 
In order to make the claim that the EPM for aggression—originally designed to attend to 
territorial disputes between small groups—is now primarily attuned to generate aggression in 
service of the nation-state, it would appear that at least three preconditions must first be met. 
One, it needs to be shown that the original context in which the psychological mechanism 
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evolved is largely extinct. If it is not, for most people the mechanism would still be conditioned 
to receive input relevant to the original milieu, and the possibility of a mismatch should be 
relatively small. In short, if small-group life were still relatively common, there would be little 
relevance in studying how this EPM operates in regards to nation-states. Two, I must also 
establish that demographic, societal, and cultural characteristics of hunter-gatherer bands share 
some commonalities with those found in the nation-state. In particular, if the aggressive 
territoriality EPM is to be activated in a world dominated by nation-states, there must be some 
continuity between the evolutionary environment in which the EPM was fashioned and the 
environment in which it is being expressed today. If this continuity were lacking, one of the key 
inputs required for the successful manifestation of the EPM for aggression would simply be 
absent. Three, it must be established that individuals in modern society, in addition to being 
physically located within the borders of nation-states, actually exhibit some significant 
psychological attachment to this relatively new form of organizational membership. If they do 
not, it is unlikely that the EPM for aggressive territoriality would be triggered when the territory 
of a country is under dispute as their connection to the plight of the state would be tenuous. In 
other words, for this EPM to become activated in the context of nation-states, modern humans 
would have to show commeasurable levels of fealty towards this mode of social organization as 
that which was given to ancestral modes of social organization. 
Obviously, the first precondition mentioned above is relatively easy to demonstrate. As of 
October 2017, the world population is approximated to be around 7.5 billion individuals 
(Population Reference Bureau 2017), whereas the most recent estimate of the total number of 
“indigenous persons” rests somewhere in the range of 375 to 400 million people (Bodley 2008). 
This puts the percentage of people living in indigenous groups at 5.3 percent of the total global 
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population. Although this number may seem somewhat larger than anticipated, it must be 
stressed that the category of “indigenous people” refers to a number of heterogeneous groups and 
does not exclusively refer to those living a hunter-gatherer way of life. In addition to hunter-
gatherer societies, such groups as pastoral nomads, swidden farmers, aborigines, horticulturists, 
“hill people,” and foragers are placed under this category as well (United Nations). In fact, those 
living in hunter-gatherer societies constitute only a very small percentage of the 375-400 million 
indigenous persons in the world today. We can thus safely assume that the vast majority of the 
world lives in a state of nature that is drastically different from the one our evolutionary 
forbearers experienced. This implies that if there is indeed an EPM for aggression in the face of 
territorial conflicts of interest, it is most often being activated in a context significantly different 
than the one in which it evolved. 
Finding evidence to support the second precondition—namely, that there are similarities 
in hunter-gatherer and nation-state demographic, societal, and cultural characteristics—
represents a more formidable task. Take, for example, co-residence patterns. Until recently most 
anthropological accounts were generally in agreement that the co-residence patterns of hunter-
gatherers were based almost exclusively on kinship within patrilocal bands (e.g., Service 1962; 
Helm 1968).21 If true, demographic trends of this nature would be substantially different from 
those that exist in most present-day nation-states, where the majority of individuals live in a 
setting where close relatives make up a relatively minor fraction of their spatially proximate 
neighbors. For instance, a 2008 Pew Report finds that over 63 percent of Americans have moved 
																																																								
21 A patrilocal residence pattern refers to the system of residence in which a married couple lives 
either near or with the husband’s parents. By contrast, a matrilocal system of residence is one in 
which a married couple lives near the wife’s parents (Ember & Ember 1971). 
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away from their original hometowns; further, when asking people who plan on moving why they 
are leaving their current locale, only 35 percent cited that they wanted to get closer to family 
members (Cohn & Morin 2008). Another Pew Report released in 2010 finds that, although the 
trend seems to be slowly increasing, only 16.1 percent of Americans live in a family household 
that contains two or more generations of adults (Pew Research Center 2010). While this physical 
distance from family prevails even in small towns and boroughs, this trend is substantially more 
pronounced for those who reside in large cities. In short, the research mentioned above suggests 
that, at least in terms of living patterns, individuals in hunter-gatherer groups led much different 
lives than those residing in nation-states. 
More recent research, however, indicates that the purported kin-based co-residence 
patterns of hunter-gatherers popularized in prior anthropological accounts may be somewhat 
inaccurate and that nation-states share a number of characteristics with hunter-gatherer groups in 
this regard. For example, in the study by Hill et al. (2011), researchers analyzed band 
composition data from a sample of 32 present-day hunter-gatherer societies and found that 
residential patterns support a bisexual philopatry and dispersal model (i.e., there is no sex 
difference in regards to who disperses or who remains in their natal group), that adult brothers 
and sisters are often members of the same local band, and that most individuals in these societies 
are genetically unrelated (mean total number of adult primary kin per band equals 1.8, or only 7 
percent of the total co-resident adults in each group). With the exception of the second 
characteristic, the researchers point out that these organizational features are surprisingly similar 
to residential patterns in many modern nation-states. At least in the Western world, both males 
and females are usually equally entitled to move to new locations (or, for that matter, stay where 
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they were raised) and most of the people individuals live amongst and come in contact with on a 
daily basis are genetically unrelated. 
The similarities between life in hunter-gatherer societies and modern nation-states also 
extend to certain facets of the social realm. For people living in modern societies—with their 
access to Facebook, Twitter, online chat rooms, smartphones, and bowling leagues—it would 
seem obvious that the social networks they cultivate would be significantly different from those 
forged by individuals living in hunter-gatherer bands. This actually is not the case. According to 
research by Apicella et al. (2012: 497), social networks within modern nation-states and hunter-
gatherer societies exhibit some surprisingly similar characteristics, such as degree distribution 
(number of social ties), degree assortativity (the tendency of popular people to associate with 
other popular people), transitivity (the degree to which the friend of my friend is my friend), 
reciprocity (the likelihood that an outbound connection to be reciprocated with an inbound tie 
from the same person), geographic decay (fewer connections as physical distance increases), and 
homophily (the tendency of individuals to form connections with similar individuals). To draw 
these conclusions, these researchers collected data on the Hadza, a Tanzanian hunter-gatherer 
group that some contend represent one of the closest living approximations to our late 
Pleistocene ancestors (Marlowe 2010). In summarizing their findings, Apicella and colleagues 
(2012: 501) conclude: “The Hadza represent possibly one of the most extreme departures from 
life in industrialized societies, and they remain relatively isolated from modern cultural 
influences. Yet, all the examined properties of social networks seen in modernized societies also 
appear in the Hadza.” Although life in modern societies obviously differs from that in hunter-
gatherer communities in terms of the sheer number of people incorporated into their 
organizational bounds, it would be incorrect to conclude that the structure of interpersonal 
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relationships formed in these two milieus is fundamentally or qualitatively different from one 
another. 
Hunter-gatherer societies and nation-states also share some fundamental cultural rituals, 
the most notable being that of marriage. The custom of marriage is important in that it represents 
a reproductive leveling device, a stratagem that has the effect of mitigating reproductive skew 
within a population. In other words, the institutionalization of marriage helps to prevent a small 
group of males from monopolizing access to all of the reproductive females in a given group 
and, as such, reduces within-group differences in fitness (e.g., Boehm 1982; Eibl-Eibesfeldt 
1982; Bowles et al. 2003; Bowles 2006). Although there is significant within- and between-
group differences in the terms and processes by which hunter-gatherers and modern societies 
institutionalize marriage—with such different customs as brideservice, brideprice, courtship, 
elaborate marriage rituals, or the arrangement of some type of exchange between families, to 
name a few—there is near universality of this practice in both types of societies. In particular, the 
core component of marriage in which a single male forms a long-term bond with a single female 
prevails across time, space, and organizational membership. As such, marriage represents a 
fundamental cornerstone of human economic, social, and kinship networks (e.g., Chapais 2009, 
2010) that has likely been present in all human societies. 
In addition to the anthropological evidence of the universality of marriage, analyses of 
genetic data largely come to the same conclusion. For instance, the study by Walker et al. (2011) 
uses a phylogenetic reconstruction of hunter-gatherer marriage practices to uncover the processes 
by which marriage customs have evolved over time. Utilizing these mitochondrial DNA 
phylogenies, they find that the practices of limited polygyny and brideprice date back to early 
modern humans and that arranged marriages possibly arose during the early migrations of 
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humans out of Africa (Walker et al. 2011). From these results they conclude “…common 
marriage practices are likely adaptations to common social circumstances of hunter-gatherers 
demonstrating deep evolutionary roots of core human cultural traits.” The persistence of 
marriage into this day and age suggests that the “common social circumstances” that arose 
during life in hunter-gatherer communities continue to persist even under the egis of modern 
nation-states. 
Having now demonstrated some demographic, social, and cultural similarities between 
hunter-gatherer bands and present-day nation-states, it is now time to examine the extent of 
human’s psychological attachment to this more contemporary form of socio-political 
organization. As most scholars of patriotism or nationalism likely already know, examples of this 
psychological attachment are not difficult to find.22 Indeed, these concepts have held tremendous 
leverage for hundreds of years and they still seem to be major unifying forces throughout most of 
the world. For example, in his study of nationalism and ethnicity, Calhoun (1993) states: 
“Nationalism, in particular, remains the preeminent rhetoric for attempts to demarcate political 
communities, claim rights of self-determination, and legitimate rule by reference to ‘the people’ 
																																																								
22 To be clear, it is not my goal to explain in detail why or how this psychological attachment to 
the nation-state formed. Thought regarding the origins of nationalism, for example, range from 
evolutionary-based theories similar in form to the theory of aggression I put forward here, to 
theories seeing its foundations in religion, to theories which posit that it only came on the scene 
with the emergence of nation-states. Regardless from where this attachment springs, what is 
important to demonstrate is whether humans today actually feel these attachments to their nation-
state and thus if EPMs could possibly draw connections between it and life in hunter-gatherer 
society. 
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of a country” (211). In a similar vein, Hobsbawm (1990) goes so far as to say that individuals’ 
deference to the “national myth” is nearly ubiquitous and that it “overrides all other public 
obligations, and in extreme cases... all other obligations of whatever kind” (9). The means by 
which states achieve this sense of national identity are varied but range from such tried-and-true 
tactics as reinforcing “national flags, symbols, anthems, holidays, rituals, and traditions” (Tilly 
1994: 140), to circumscribing the lessons of history schoolchildren are permitted to learn (e.g., 
Lewis 1975), to the establishment of national museums and monuments, and the naming and 
renaming of streets, schools, and government buildings in honor of national heroes (Centeno 
2002: 178–183). It seems that inculcating a sense of nationalism is not only an endeavor states 
take very seriously, but that it has also been an extremely effective technique by which they can 
demand fealty from their citizenry. 
Even if one concedes that feelings of nationalism are indeed present in much of the 
modern world, this does not necessarily imply that this sentiment is the overriding psychological 
attachment that individuals adhere to. Could it be possible that other identities prove more 
powerful than feelings of nationalism or patriotism? In today’s world, the biggest competitor to 
the nation-state in terms of forging a large-scale common identity would most likely come from 
supranational organizations like the European Union (EU) or, to a lesser extent, the African 
Union (AU) and the Association of Southeast Asian Countries (ASEAN). Indeed, in the last few 
decades, claims from scholars that certain areas of the world are shedding their national identities 
for new “European identity frames” or “supranational membership” have not been uncommon. 
Though this new supranational identity is thought to be largely limited to such EU countries as 
Sweden (Silander & Wallin 2005), France (Robyn 2005), and Germany (Colegrove 2005), some 
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contend that in time it could pose a fierce competitor to the hegemonic role of the nation-state or, 
to its more ardent supporters, replace it entirely. 
Given some recent examples of the fault lines in current supranational institutions (e.g., 
Brexit), however, it appears that this successor concept still has a long way to go before it can 
sound the death knell of nationalism. Anderson (1983) mirrors this sentiment in his seminal 
work, Imagined Communities, when he states: “The reality is quite plain: the ‘end of the era of 
nationalism,’ so long prophesied, is not remotely in sight. Indeed, nation-ness is the most 
universally legitimate value in the political life of our time” (3). Survey data from the World 
Values Surveys (WVS) seem to back up this contention. In every wave of the WVS going back 
to 1981, they have included a question asking how proud the respondent is of their nationality on 
a scale of “Not at all proud” to “Very proud.” Although this national proudness variable exhibits 
significant variation by country, some trends are nonetheless clear. First, when aggregating every 
wave of the WVS from 1981 to 2014 the overwhelming majority of individuals, namely 89 
percent, are either “Very proud” or “Quite proud” of their nationality with the remaining 11 
percent either “Not very proud” or “Not at all proud.” Second, this tendency for proudness seems 
to be slowly increasing over time. While 84 percent of respondents were “Very proud” or “Quite 
proud” in the 1981-1984 wave, by the 2005-2009 and the 2010-2014 waves this number went up 
to 90 percent. Responses to this question contrast relatively sharply with the answers given to 
such other items on the WVS as “I see myself as a world citizen,” or “I see myself as a citizen of 
the European Union.” Although these questions were only first introduced in the 2005-2009 and 
2010-2014 waves, they nevertheless give a good descriptive picture of individuals’ sense of 
citizenship to modern supranational organizations today. In particular, while 76 percent of 
individuals say they “Strongly Agree” or “Agree” that they see themselves as world citizens only 
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65 percent of people in EU countries said that they “Strongly Agree” or “Agree” that they see 
themselves as a citizen of the EU.23 While it is impossible to deny that many people possess a 
supranational sense of identity, the nation-state still seems to attract more people into its 
ideological fold. 
Taken together, the decline in the hunter-gatherer mode of social organization, the shared 
characteristics between hunter-gatherer society and life in modern nation-states, and the large-
scale psychological attachment people seem to feel towards the nation-state concept suggest that 
present-day conflicts of interest pertaining to state-level territorial disputes are likely to trigger 
our evolved psychological mechanism to confront threats to territory with aggression. These 
insights lead me to my second set of hypotheses regarding the human EPM for territorial 
aggression: 
H2a: Individuals will exhibit greater manifestations of interpersonal aggression 
when the territory of their country is in dispute compared to situations where their 
country is engaged in non-territorial disputes. (State Territory/Interpersonal 
Aggression Hypothesis) 
 
H2b: Individuals will exhibit greater manifestations of state-oriented aggression 
when the territory of their country is in dispute compared to situations where their 
country is engaged in non-territorial disputes. (State Territory/State-Oriented 
Aggression Hypothesis) 
																																																								
23 Interestingly, while around twice as many people said that they are “Very proud” of their 
nationality as compared to “Quite proud” (i.e., WVS 1981-2014: 194,192 v. 97,111), the number 
of people who said they “Strongly agree” that they are world citizens or EU citizens was far 
fewer than those who said they “Agree” with these statements (i.e., WVS 2005-2014: 45,153 v. 
66,882 [world citizen] and 7,153 v. 15,671 [EU]). This suggests that—in addition to affecting 
fewer individuals—the reach of supranational identity is not as extensive as that possessed by 
one’s national identity. 
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The key difference between these two hypotheses lies in the types of aggression they 
predict will result from state-based disagreements over territory. Whereas H2a examines the same 
form of aggression put forward in H1, namely, interpersonal aggression, H2b concerns itself with 
what I call “state-oriented” aggression. When I refer to a person’s level of “state-oriented 
aggression,” I am referring to the type of aggression that individual exhibits when he/she 
mentally formulates or verbally expresses his/her foreign policy views. I am interested in this 
form of aggression as it is one of the more obvious types of aggression to study in relation to 
state-based conflicts of interest. In other words, given that this hypothesis aims to examine 
interactions between states, one of the most discernable outgrowths of aggression—in either 
territorial or non-territorial situations—should be in reference to one’s feelings regarding events 
that are occurring in the foreign policy realm. 
As in my first hypothesis, the predictions put forth by H2a and H2b also have evolutionary 
mismatch implications. Similar to H1, these hypotheses still posit that non-territorial conflicts of 
interest will be less likely to stimulate individuals’ EPM for aggression due to the malfunction 
logic expounded upon in previous sections—namely that since non-territorial conflicts of interest 
were uncommon in humans’ EEA, non-territorial threats today will fail to trigger this EPM. 
However, in addition to a malfunction mismatch, these hypotheses also posit the existence of a 
misapprehension mismatch. Again, a misapprehension mismatch is a scenario in which an EPM 
is activated in a context different from which it was evolutionarily designed, but upon activation 
functions as intended (Hagen & Hammerstein 2005). These hypotheses illustrate a mismatch of 
this nature given that, if the EPM for aggression manifests itself in people when their country 
experiences a territorial conflict of interest, the EPM for aggression that was originally designed 
to improve fitness in the evolutionary environment of small hunter-gatherer bands is now being 
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activated in a vastly different context in which nation-states take center stage. Interestingly, this 
implies that while our evolutionary psychological baggage may make humans more likely to 
support territorial disputes that their country is party to, this same level of support may be 
lacking during non-territorial disputes even if—when viewed from a contemporary cost/benefit 
or military/strategic point of view—these two types of disputes are equally as salient to a state’s 
national interest. 
4.2 CONCLUSION  
This chapter began by explaining why aggression towards conspecifics would have been 
one of the most appropriate strategies for ancient humans to utilize when they encountered 
conflicts of interest concerning territory in the EEA. First, territory provided humans with the 
majority of resources they needed for their immediate survival. Second, access to territory has 
been shown to increase males’ reproductive success in both modern-day hunter-gatherers and in 
several species of primates. Thus territory’s status as a high “fitness gain parameter” (Parker 
1974) made aggression especially liable to emerge when it was threatened or in short supply. 
Further, other strategies to solve territorial conflicts of interest were largely infeasible in humans’ 
EEA. Trade was largely nonexistent and moving to new territories involved its own host of risks. 
Next, based on the ideas of the Savannah Principle and the concept of a malfunction mismatch 
explained in Chapter Two, I go on to explain why today’s non-territorial disputes are less likely 
to trigger the same aggressive response. In particular, since non-territorial conflicts of interest 
were largely nonexistent in the EEA, a similar EPM for aggression in these non-territorial 
circumstances would have failed to materialize. I concluded this chapter by explaining why the 
EPM for interpersonal aggression in hunter-gatherer groups is also likely to manifest itself 
during territorial conflicts of interest between nation-states. While it is impossible to deny that 
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these two different forms of social organizations vary drastically in scope and size, they 
nevertheless share some key demographic, social, and cultural characteristics. When this is 
combined with the fact that people today possess a strong attachment to their national identity, 
the triggering of the aggression EPM in these circumstances is likely to ensue. I then explain 
how this triggering of the EPM for aggression closely approximates the idea of a 
misapprehension mismatch. 
 In the following chapter I expand upon my territorial deficiency theory of aggression by 
illustrating cases in which we should see differences in peoples’ aggression depending on the 
type of territorial conflict of interest in question. More specially, I make predictions regarding 
variations in peoples’ response to offensive versus defensive territorial threats, as well as 
differences in aggression during territorial conflicts of interest involving resources essential to 
survival in the EEA versus resources that have only become salient in today’s modern world. 
Lastly, I demonstrate that—in addition to aggression—one’s level of distrust towards outsiders 
and one’s level of trust towards compatriots is likely to vary during territorial and non-territorial 
conflicts of interest. 
  
	 132 
CHAPTER 5: ADDITIONAL IMPLICATIONS OF THE TERRITORIAL DEFICIENCY 
THEORY OF AGGRESSION 
 
 The previous chapter put forward a theory of human aggression informed by evolutionary 
psychology in which I posited that humans should be more liable to react aggressively to 
territorial conflicts of interests than to conflicts of interest devoid of a territorial component. This 
argument had several steps, the first of which was based upon the idea that territory represents 
what biologists have called a “high fitness-gain parameter” (Parker 1974), or a resource that is 
especially indispensable to an organism’s survival and which is often in short supply. It is due to 
these characteristics that high fitness-gain parameter resources are excellent candidates for 
spurring the evolution of aggression in regards to their acquisition. Put simply, since territory 
provided the majority of resources that humans needed for their day-to-day survival and since 
access to large swaths of viable territory was limited over the course of humans’ evolution, 
conspecific aggression likely ensued over this valuable resource. Competition over territory 
would have also stimulated aggression due to its ability to confer reproductive advantages to 
those occupying the land. In particular, research on chimpanzees and modern hunter-gatherer 
groups has shown that males with greater territorial holdings tend to have more mates (e.g., van 
der Dennen 1995) and that the increase of territory via conquest often attracts females from the 
defeated group (e.g., Goodall 1986; Pandit et al. 2016). 
 I continued by elucidating why other potential strategies for attaining territory conferred 
their own sets of risks or why these alternative strategies would have been especially 
unsuccessful or infeasible. For example, trading for land is likely to represent a relatively recent 
convention, as there would not have been many items or resources that would have been of 
commensurate value to use in this trade. Further, trade over territory would have required that 
the new possessor trusts that the former owner would not try to reoccupy the land at a later date. 
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Without contracts or an outside party willing to enforce these contracts, this option would have 
been relatively unpalatable. Likewise, simply moving to a new area in hopes of finding 
unclaimed territory puts oneself at risk to the dangers inherent in a potentially long migration, 
not to mention the fact that one could never be assured that if new territory was found, that it 
would be without an owner of its own (Gat 2000a: 25). Put simply, there would have been few 
options other than aggression when territorial conflicts of interest materialized between two or 
more opposing groups given that the specter of territorial deficiency always loomed in the 
background. The final section of this chapter goes on to explain that—due to some notable 
demographic, societal, and cultural similarities between ancient hunter-gatherer groups and 
modern human societies—our inherited predisposition to behave aggressively during territorial 
conflicts of interest is likely to also manifest itself in the realm of present-day nation states. This 
leads me to predict that humans will not only react aggressively to personal territorial 
infringements but that expressions of aggression will also occur when the territory of one’s state 
is compromised. 
In the current chapter I build upon these foundational predictions by postulating 
additional implications of my territorial deficiency theory of human aggression. In particular, I 
make the distinction between offensive and defensive territorial conflicts of interest and point out 
a number of situations in which we should expect to see differences in the amount of aggression 
in these scenarios. First, by drawing on insights from the theory of sexual selection I hypothesize 
that men will exhibit greater levels of aggression during offensive territorial encounters, but that 
this sex-related difference in aggression will disappear during defensive territorial conflicts. 
Second, I incorporate tenets from Lanchester’s laws of combat to argue that, if humans have an 
evolved heuristic to favor the use of aggression in “Square Law” circumstances (Johnson & 
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MacKay 2015), perceived numerical superiority should have a significant influence on whether 
an individual is willing to utilize offensive aggression. By contrast, numerical superiority 
considerations should play a somewhat lesser role in prompting defensive aggression, as being 
the holder of territory can confer its own set of advantages that makes aggression apropos even 
in the face of a numerical disadvantage. Third, I also posit that an individual’s perception of 
physical strength should influence his/her expression of aggression during offensive and 
defensive territorial forays. Drawing from Sell, Tooby, & Cosmides’ (2009) “recalibration model 
of anger,” I make the argument that a high level of perceived physical strength will increase 
one’s propensity to act aggressively in offensive territorial conflicts of interest but have little 
effect on one’s willingness to aggress during defensive territorial threats. 
Beyond the predicted differences in aggression during offensive and defensive territorial 
encounters, the present chapter continues by considering how aggression should vary depending 
on the type of territory that is under dispute. In particular, if the underlying evolutionary 
psychological rationale pertaining to territorial aggression is valid, the increase in aggression that 
we notice during territorial conflicts of interest should only occur in regards to territory that was 
important to our ancestral forbearers. For this reason, territorial infringements involving 
resources that were unessential to our ancestors (e.g., oil, gold, precious gems) should be less 
likely to spur aggression than territorial conflicts of interest over land with, for example, water or 
food resources. In short, given that aspects of the environment such as these were simply 
indispensable for survival, humans should have developed psychological mechanisms to utilize 
aggression to defend and/or acquire territory that possessed these properties. 
The last section of the current chapter moves away from predictions concerning 
conspecific aggression and considers how the evolutionarily persistent influence of territorial 
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shortages could affect other aspects of the human psyche. In particular, I explain how the dearth 
in available territory would influence the expression of in-group trust and out-group distrust. On 
the one hand, if an ample supply of territory could not be assured, those groups who were able to 
band together to fend off threats to their own land or to acquire land from their neighbors would 
be at a significant fitness advantage compared to groups who were unable to overcome this 
collective action problem. On the other hand, the limited amount of viable territory would likely 
spawn out-group distrust as individuals from foreign tribes could potentially pose a threat to this 
especially valuable resource. 
As a whole, this chapter both extends and reinforces the arguments put forward in the 
previous chapter. It extends my arguments by offering additional testable implications of the 
territorial deficiency theory of aggression. Instead of simply limiting my analysis to an 
examination as to whether humans react more aggressively to territorial as opposed to non-
territorial conflicts of interest, I now aim to determine if these differences in aggression are 
sensitive to a myriad of intervening variables such as sex, numerical superiority, and perceived 
strength. In other words, in the pages to follow I go on to make more nuanced hypotheses 
regarding how the triggering of aggression can depend on the particular context in which the 
territorial disagreement unfolds. This chapter thus adds more detail regarding the type of 
information humans’ EPMs take in as input for the behavioral output of territorial aggression to 
be realized. Put simply, the following discussion pays far greater attention to the immediate 
situational inputs and ontogenetic contexts (see Chapter Two) in which territorial aggression is 
most likely to be exercised. 
At the same time, however, this chapter reinforces my prior arguments by putting forth 
predictions that should only hold if the underlying evolutionary psychological logic of my theory 
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is sound. For example, while it is possible that people may react more aggressively to territorial 
infringements than to non-territorial conflicts of interest for a range of non-evolutionary reasons 
(e.g., culture, socialization, rational-choice), if we only see increases in aggression during 
territorial conflicts involving evolutionarily important resources or if sex differences only 
become apparent during offensive territorial encounters, it becomes more and more difficult to 
claim that a non-evolutionary causal mechanism is driving the findings. In short, by opening up 
my general theory on human aggression to a greater range of testable implications I can be more 
confident—if the implications are substantiated—that the evolutionary rationale I put forward is 
in fact driving the findings. 
In the sections below I begin the process summarized above by introducing the 
conceptual distinction of “offense” versus “defense.” Before going into how my own study 
utilizes these terms, however, I start by outlining the extant international relations literature on 
this topic. Following this, I then put forward my own theoretical rationale as to how the offensive 
or defensive context of a territorial conflict of interest can interact with both environmental and 
individual characteristics to produce variation in how and when people utilize aggression during 
these conflicts of interest. 
5.1 CONCEPTUALIZING “OFFENSE” AND “DEFENSE” WITHIN INTERNATIONAL 
RELATIONS 
 
Distinguishing between “offense” and “defense” is a well-established tradition within the 
international relations literature. Though this differentiation has come in a variety of forms, some 
of the most notable work revolves around the offense/defense balance and, more recently, 
quantitative analyses of differences between initiators and targets of interstate conflict. These 
literatures differ significantly from the conceptualization of offense and defense adopted here. 
Whereas my study examines how aggression within individuals varies depending on whether a 
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given situation is offensive or defensive in nature, these literatures assess how the actions of 
states are contingent upon whether the interstate system favors offense or defense or how a 
state’s decision to aggress varies according to whether they are the initiator or target of interstate 
conflict. Despite these differences, given that these literatures explicitly look at how the context 
of a conflict of interest affects a state’s behavior and/or motivation to engage in aggression, it 
would be useful to peruse how these concepts are utilized in some mainstream international 
relations scholarship. It is to these literatures that I now turn. 
5.1.1 The Offense/Defense Balance 
 After the bloodshed of WWI, a general sentiment began to percolate within the 
international community that if offensive weapons could be eliminated that future instances of 
large-scale violence would be much easier to curtail.24 If states would forgo amassing arsenals of 
offensive weaponry, the reasoning went, and instead limit themselves to defensive armaments it 
would be difficult for conquest to become a viable option. This idea heralds back to such military 
theorists as Clausewitz (1978 [1832]), who held the belief that when defense held the advantage 
that it removed any incentives for either side to mount an attack. The idea also gained traction at 
the 1932 League of Nations Conference for the Reduction and Limitation of Armaments. In fact, 
at this time Hart wrote, “any strengthening of the defensive at the expense of the offensive is a 
discouragement to aggression” (1932: 72, quoted from Levy 1984). Despite widespread notions 
that defensive armaments could provide a panacea to interstate conflict among policymakers, the 
first theoretical engagement of the offensive/defense balance did not come until Quincy Wright’s 
A Study of War (1965). Wright argued that when offense is superior that the prospects of war 
																																																								
24 Ironically, however, it was due to such “defensive” weapons as the machine gun that WWI 
became so intractable in the first place. 
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generally increased, as did attempts at empire building. At the same time, he presaged that we 
should see an overall decrease in the number of states as well as the outbreak of shorter, cheaper 
wars. By contrast, when defense was superior the number of states would swell, empires would 
begin to crumble and—though wars would be infrequent—when they did break out they would 
tend to be long, protracted struggles. Similar notions of defensive superiority reducing the 
prospects of war and offensive supremacy increasing this likelihood can also be found in 
Quester’s Offense and Defense in the International Systems (1977) and Gilpin’s War and 
Change in World Politics (1981). 
Despite its sanguine origins, a potential problem with simply trying to strengthen defense 
at the expense of offense emerges due to what scholar’s refer to as the “security dilemma,” 
namely, situations in which a state’s effort to simply defend itself from attack are perceived—
incorrectly—as hostile, leading other states in the region to ramp up their own military spending 
in response (e.g., Herz 1950; Wolfers 1962; Synder 1984). Over time this can create a vicious 
cycle in which each state continues to build up its military for fear that the militarization of 
others is due to disingenuous motives, leading to insecurity, mistrust, and a heightened 
probability of conflict. Incorporating the aforementioned concept of the offense/defense balance 
with the implications of the security dilemma, Jervis (1978) argues that the most pernicious 
effects of the latter are allayed when defense has the advantage, while magnified when offense is 
superior, with this balance determined primarily by geographic and technological factors. For 
example, an auspiciously placed mountain range or another formidable geographic boundary not 
only increases the costs of an attacker wishing to invade a certain state, it also makes it more 
difficult for the geographically endowed country to initiate an attack of its own, thus lessening its 
own fear of being vulnerable while mitigating the concerns of its neighbor that invasion is 
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imminent. Likewise, when technology is such that a novel weapons system is best suited for 
defensive purposes, a state that invests in this type of system will generate less insecurity in its 
neighbors than when newly acquired weapons have an offensive purpose. 
In his review of the literature surrounding the offense/defense balance, Levy (1984) 
concludes that while many of the purported hypotheses are inherently plausible, problems remain 
with the concept that makes it difficult to use in practice. In addition to necessitating the 
assumption that policymakers are easily able to discern the balance, he asserts that previous 
operational definitions border on the tautological and that the concept is not temporally stable, 
offering different predictions in the pre- and post-nuclear eras. Furthermore, he points out that 
the offense/defense balance is difficult to observe in practice and that the perception of the 
balance differs between military and political leaders of a particular time period and the 
“objective” balance as measured by military historians. The problems Levy identifies in the 
offense/defense balance lead him to the stark conclusion that: “the concept of the 
offensive/defensive balance is too vague and encompassing to be useful in theoretical analysis 
(1984: 235).” Likewise, Anderton (1992: 76–77) notes that the offense/defense balance has been 
defined inconsistently, ranging from definitions based on territorial conquest, to characteristics 
of armaments, and to the incentive to strike first, just to name a few. Focusing on the 
technological component of the offense/defense balance, Lieber (2000) further argues that 
previous scholars have overstated both the extent to which the balance of technology influences 
war outcomes as well as the idea that offense or defense dominance affects states’ strategic 
behavior. 
Empirical testing of some of the offense/defense balance hypotheses has also proved 
disappointing for the theory’s proponents. For example, Gortzak, Haftel, & Sweeney (2005) 
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quantitatively examine whether actual and perceived offensive advantages in a given era increase 
the propensity for war. Although the coefficients from their findings point in the correct 
direction, they cannot be distinguished from zero, leading the authors to conclude that other 
systemic theories of war and peace do a better job at explaining levels of war in the interstate 
system. Likewise, Nilsson (2012) tests the prediction that wars will be shorter in eras where 
offense has the advantage though longer when defense has the advantage and finds no support 
for such a contention.25 As a whole, it seems as if the offense/defense balance concept has 
generally fallen into disrepute, with fewer scholars contributing to either its theoretical 
development or empirical testing, possibly due to many of the issues mentioned in the above 
pages. 
5.1.2 Initiators Versus Targets 
 In addition to looking at offense and defense in the sense of a balance in which the scales 
are tilted towards one side at a particular moment in time, international relations scholars 
conceptualize these terms in other ways as well. In particular, many studies attempt to 
understand conflict involvement according to whether the individual participants can be 
classified as the initiator or target of a specific instance of interstate violence. Perceived from an 
offensive/defensive dichotomy, initiators can generally be regarded as the offensive participant 
																																																								
25 Conversely, when testing some implications of the offense/defense balance on battle outcomes 
rather than the incidence of war more generally, Adams (2004) finds some support for the 
theory. For example, when offense has the advantage wars are found to involve multiple attacks 
and these attacks more often result in conquest, while when defense has the advantage wars 
result in fewer attacks and these attacks tend to be less successful. 
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in the conflict while targets the defensive participant.26 In the paragraphs to follow I will briefly 
outline how the initiator/target classification has emerged in such literatures as the balance of 
capabilities, power-transition, rational choice, democratic peace, and diversionary war models of 
conflict. 
When perceived from a balance of capabilities framework, states are said to initiate 
interstate conflict due to concerns that their military position—while superior at the present 
moment—is beginning to lag behind others in the international system and that this continued 
deterioration will put the lagging state at a future inferior position with respect to its rivals. The 
preventive-strike logic of such a view is summarized by Snyder (1978) when he says, “better war 
now than war under worse circumstances in the future.” Proponents of this model also contend 
that initiators of interstate conflict choose their victims very carefully. According to Gartner & 
Siverson (1996), wars rarely involve more than two states since the initiators of the dispute know 
that if another state joins the target that they are likely to lose the conflict. As such, initiators 
																																																								
26 I should note that the initiator/offense and target/defense demarcation is not always accurate. 
For example, although the initiator is usually coded as the first state to use or threaten force and 
can thus appear to be the “offensive” participant, this may be due to severe diplomatic or 
economic sanctions taken by the “target” that signaled to the initiator that this “target” was likely 
going to go on the offensive itself in the near future. Thus, the initiator’s “offensive” actions may 
be due to a “defensive” motive. Additionally, Gleditsch, Christiansen, & Hegre (2004) assert that 
distinguishing between initiators and targets is of limited value as the data pertaining to conflict 
initiation is particularly unreliable. Other attempts at classifying the initiators and targets of 
militarized conflict draw on the “revisionist” and “status quo” demarcation made in the 
Militarized Interstate Dispute data (Palmer et al. 2015). 
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generally only attack states that they know they can defeat and will not be joined by coalition 
partners. An alternative rationale to conflict initiation is posited by the power-transition model of 
conflict (Organski 1968; Organski & Kugler 1980). Rather than war initiation stemming from 
states that are powerful but declining, this model argues that initiators are likely to be those states 
that, while currently experiencing an exponential rate of economic and/or military growth, do not 
feel that their present position in the international system accurately reflects their growing power. 
These states are thus predicted to initiate conflicts to remedy this power discrepancy in the 
international system. 
The initiator versus target dichotomy is also present in rationalistic and democratic peace 
understandings of conflict and war. For example, Fearon (1994) asserts that high-audience cost 
states will be less likely to instigate a dispute, as well as less likely to back down when 
challenged by an initiator. In a subsequent study, he goes on to argue that incentives to 
misrepresent may push a rising state to engage in armed conflict to demonstrate its power or 
induce a perceived declining state to fight to show that its capabilities are still formidable 
(Fearon 1995: 400–401). On the democratic peace front, Maoz & Abdolali (1989) find that 
democracies are generally no less dispute-prone on the monadic level due to the facts that they 
initiate disputes against non-democracies and that they are the targets of disputes by non-
democracies. In regards to the dyadic level, scholars have found that autocracies initiate more 
disputes against democracies than the latter do against the former (Reiter & Stam 2003), that 
democracies initiate wars against non-democracies at a greater rate than the wars initiated in joint 
autocratic dyads (Quackenbus & Rudy 2009), and that targets of conflict initiated by 
democracies are less likely to reciprocate militarily than when the initiator is non-democratic 
(Schultz 1999). Studies of joint autocracy have also examined conflict through the initiator/target 
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lens. These studies show that the amount of conflict in jointly autocratic dyads varies depending 
on the institutional arrangements of the autocratic states, with personalistic and military 
dictatorships more likely to initiate conflict than one-party states (Peceny & Beer 2003; Peceny 
& Butler 2004; Lai & Slater 2006). 
The diversionary theory of war also makes clear predictions regarding when some states 
are said to initiate conflict and, in some variations, the states they choose as targets. The 
diversionary theory of war contends that when a country experiences domestic conflict or 
lagging economic growth that has the potential to jeopardize the leader’s control on power in 
time t, the leader of this country is expected to initiate diversionary conflict in time t+1 in the 
hopes that this conflict will lessen the negative consequences from the domestic conflict and/or 
poor economic growth in time t+2 (Levy 1993). Refinements of this theory have ranged from 
specifying which regime types are most likely to divert (i.e., democracies/autocracies, 
presidential/parliamentary) (e.g., Gelpi 1997; Pickering & Kisangani 2005), to which time 
periods are most the prone to the use of diversionary force (i.e., shortly before a major election) 
(e.g., Russet 1990; James & Oneal 1991), to what types of targets are the most appealing to those 
states utilizing diversionary force (i.e., rivals) (Mitchell & Prins 2004), to, finally, the types of 
issues that most often precede the use of diversionary tactics, namely, those concerning territory 
(Tir 2009). 
The preceding sections obviously offer only a limited foray into the international 
relations literature surrounding the offense/defense balance and the initiator versus target 
distinction. Nevertheless, these paragraphs suggest some important implications for my own 
research. First, the presence of the offensive versus defensive characterization within such a wide 
array of the international relations literature establishes a firm precedent for my own examination 
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into offensive and defensive uses of force on the individual level. Second, though both strands of 
the reviewed literature are primarily situated within the systemic, dyadic, and monadic levels of 
analysis, their rationale clearly pays homage to what appears to be psychological, individual-
level motivations. For example, the interplay between the offense/defense balance and the 
security dilemma suggests that the former has a significant influence on the human-induced, 
fear-based misconceptions that are generated by the latter. Similarly, the rational-choice 
prediction that states will initiate conflict in hopes of demonstrating to the international 
community that it is still to be respected and feared further references another human-based, 
costly miscalculation that can prevent states from reaching an agreement before coming to blows 
(Fearon 1995). Third, both conceptualizations of the offense/defense dichotomy reviewed above 
incorporate the notion of territory in some way. For instance, in the offense/defense balance 
literature Quester (1977: 15) states that “the territorial fixation then logically establishes our 
distinction between offense and defense” and Jervis (1978: 187) defines an offensive advantage 
as when “it is easier to destroy the other’s army and take its territory than it is to defend one’s 
own.” Likewise, allusions to territory are present in much of the initiator/target studies 
mentioned above, such as when Tir (2009) singles out territorial conquest as an especially 
effective means of diversionary force. With this review of the literature now complete, in the 
following sections I elaborate upon how offensive and defensive distinctions during territorial 
conflicts of interest can influence how individual humans utilize aggression. 
5.2 INDIVIDUAL AGGRESSION DURING OFFENSIVE AND DEFENSIVE TERRITORIAL 
CONFLICTS OF INTEREST 
 
 Whereas the above literatures conceptualize “offense” and “defense” in regards to either 
systemic (offensive/defense balance) or state-level (initiator/target) attributes, my own study 
incorporates these concepts by examining how individual human beings utilize force (i.e., 
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aggression) during territorial conflicts of interest that are offensive or defensive in nature. As 
noted earlier, the addition of the offense/defense distinction allows me to examine how 
individuals’ use of aggression during territorial conflicts of interest may vary depending on both 
ontogenetic differences (i.e., male versus female), as well as “immediate situational inputs” 
(Buss 1995: 11) such as characteristics of the conflict itself (i.e., numerical superiority 
considerations) and dissimilarities in peoples’ personal attributes (i.e., perceptions of individual 
strength). In addition to positing a more extensive range of hypotheses derived from my 
territorial deficiency theory of aggression, these predictions thus have the benefit of 
demonstrating how an “adaptionist study” (Lopez & McDermott 2012) such as mine can 
simultaneously show how an evolved species-typical (i.e., universal) psychological mechanism 
for aggression during territorial situations can also display variation in how and when this 
aggression is manifested due to both environmental and personal inputs. It is with this goal in 
mind that I now turn to a discussion of how an individual’s use of offensive and defensive 
aggression during territorial conflicts of interest is likely to vary based upon the sex of that 
individual. 
5.2.1 Battle of the Sexes: Are Males More Territorial Than Females? 
 Stated succinctly, my general territorial deficiency theory of human aggression asserts 
that humans tend to react more aggressively over territorial conflicts of interest than to conflicts 
of interest devoid of a territorial component due to the facts that that 1) territory represents a high 
fitness-gain parameter and 2) access to territory can confer significant and sustained reproductive 
advantages. Does either of these characteristics have implications regarding whether we should 
see sex-based differences in territorial aggression? In the pages to follow I argue that the high 
fitness-gain parameter aspect of territory makes the acquisition of territory important for both 
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males and females alike, but that the reproductive advantage feature of territory is largely 
reserved to males alone. However, I also contend that the way in which males attempt to exploit 
the reproductive element of territory is most often manifested via offensive rather than defensive 
actions. On the other hand, both sexes have incentives to defend territory due to the high fitness-
gain parameter rationale. These insights ultimately lead me to the hypotheses that we should 
observe greater levels of aggression in males during offensive territorial conflicts of interest than 
females, but that we should see no difference in aggression between the sexes during defensive 
territorial conflicts of interest. 
 Before going forward, it may be useful to first explain the situations in which 
evolutionary psychological explanations of human behavior posit that there should be observable 
differences in the actions of males and females. Contrary to popular belief (West 2012), 
evolutionary psychology does not expect males and females to possess diverse EPMs across all 
domains of human behavior. In discussing this point, Buss (1995: 19) notes: 
Evolutionary psychology provides a unique metatheory for predicting when we 
should and should not expect sex differences: Men and women are expected to 
differ only in the delimited domains in which they have faced recurrently different 
adaptive problems (a) over human evolutionary history, (b) during their 
development, or (c) over different current environments inhabited. In domains in 
which the sexes have faced the same adaptive problems, no sex differences are 
expected. 
 
Thus, for an evolutionary psychological analysis to justify hypotheses that make differentiations 
based on sex at least one of the three conditions specified by Buss must obtain. When men and 
women have encountered similar selection pressures we should see the same set of EPMs in both 
sexes. 
 When conceptualizing territory in regards to its role as a high fitness-gain parameter 
resource, there is little to suggest that women and men would have faced different selection 
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pressures in their environment of evolutionary adaptedness. Regardless of one’s sex, all humans 
have to meet a number of intrinsic survival necessities, the most notable of which include food, 
water, and shelter. As argued in Chapter Four, the possession of territory aids one in finding all 
of these essential resources. Thus, in terms of the problems men and women faced to acquire 
these resources, the use of aggression to procure territory would have likely been advantageous 
for both sexes during their evolutionary history. In fact, there is some evidence that, when 
fighting over food items (i.e., one of the aforementioned evolutionary essential resources), there 
is no difference in male versus female applications of aggression. In a study by DeScioli & 
Wilson (2011) the authors test whether human fighting decisions are sensitive to resource 
distribution (uniform or patchy), asymmetries in power, and asymmetries in prior possession. To 
do so they design a laboratory game in which participants virtually interacted with one another as 
avatars by foraging and fighting for food items, which are traded in for cash at the end of the 
game. Although they notice an “ownership convention” in which the participant who first 
entered a given piece of territory was likely to fight harder to retain the territory than an 
“intruder” who entered afterward, the sex of the participant had no effect on who would come 
out victorious (303).27 
The above study notwithstanding, the observation that males and females faced similar 
adaptive problems when it came to territory as a high fitness-gain parameter does not in and of 
itself imply that we should see similar levels of territorial aggression between the sexes. For this 
																																																								
27 Interestingly, the ownership convention uncovered in this study only applied to high-value 
territory (operationalized through “green shrubs” that generated 20 berries per minute), but not 
territory that yielded fewer resources (operationalized through “brown shrubs” that only 
produced five berries per minute). 
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to be the case, males and females would have to be equally sensitive to both of the fitness-
promoting assets of territory (i.e., high fitness-gain parameter and a boon to reproductive 
success). However, a range of research from primatology, to anthropology, to archaeology 
suggests that human males are better poised to capitalize upon the reproductive advantages of 
territory than females. To illustrate this state of affairs a brief primer in sexual selection theory is 
first warranted. 
The theory of sexual selection is grounded in the basic Darwinian precepts of mate 
competition and mate choice (1871). Whenever there is a difference in the production of 
gametes28 within any given species, the sex producing fewer gametes will tend to invest more in 
the offspring from a given union, while the sex that generates more gametes will devote more 
energy towards competing for access to mates (Trivers 1972; Emlen & Oring 1977).29 For 
primates, females are limited in their reproductive potential due to slow reproductive rates owing 
to small litter size, long inter-birth intervals, and offspring that take a long time to mature 
(Plavcan 2012). Further, a female’s gestation and lactation responsibilities place a high metabolic 
demand on this sex, effectively increasing the mortality risk to both her and her offspring if there 
is a shortage of food or other key resources (Key & Ross 1999). Given the high female costs of 
parental investment and the principles of mate choice, females are incentivized to be relatively 
																																																								
28 A gamete is a mature male or female germ cell that is able to unite with another of the opposite 
sex in sexual reproduction. 
29 In human males and females, the sex with fewer gametes is the female as she has around one 
million eggs at the time of birth, though this decreases to approximately 300,000 by the time of 
puberty. Males, by contrast, produce approximately 80 to 300 million sperm cells every time 
they engage in sexual intercourse.	
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choosy and discerning when picking a mate. Gat (2000a: 26) puts this succinctly when he writes: 
“At any time a female can be fertilized only once. Consequently, evolutionarily speaking, she 
must take care to make the best of it. It is quality rather than quantity that she seeks. What she 
requires is that the male who fertilizes her be the best she can find.” In sum, female primates 
should be evolutionarily inclined to look for a mate who is likely to devote time, resources, and 
attention to her and her offspring (Wilson & Daly 1992: 292).30 
Primate males, as the sex producing more gametes, are limited in their reproductive 
success almost solely due to the supply of potential mates. This results in male intraspecies 
competition over the limited supply of females in which a male’s access to mates is determined 
by his ability to “mate-guard” females and, of course, come out victorious during violent contests 
against other males. Gat (2000a: 26) describes this state of affairs as thus: “In contrast to the 
female, a male has theoretically almost no limit to the number of offspring he can have. He can 
fertilize an indefinite number of females, thus multiplying his own genes in the next 
generations… The main brake on male sexual success is competition from other males.” This 
reproductive competition often produces a situation in which some males are able to monopolize 
																																																								
30 I should note that it is not always the case that the female of a given species is the one who 
devotes the majority of time and resources in caring for offspring. For instance, in some species 
of fish, the female deposits her eggs in the male’s brooding pouch upon which she extricates 
herself from any further parental investment and leaves the subsequent raising of the offspring to 
the male. Predictably, in species such as this the males tend to be the “choosier” sex when 
deciding upon a mate, whereas the females compete for the limited mating opportunities 
(Vincent et al. 1992). Similar situations exist in some species of frogs and birds (Eens & Pinxten 
2000; Emlen & Wrege 2004). 
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the mating opportunities in a given population. Biologists refer to this as “effective polygyny” in 
which “some males gain more than their ‘fair share’ of copulations, while other males are shut 
out entirely, banished from contributing to the ancestry of future generations” (Buss & 
Shackelford 1997: 613). In systems such as this, intraspecies competition becomes more 
ferocious in the high-variance sex as the degree of effective polygyny increases (i.e., “high-
variance” in the sense that a given individual is likely to either do very well or very poorly, 
reproductively speaking). 
How do humans fare in regards to the effective polygyny concept? To answer a question 
such as this biologists often look to the degree of sexual dimorphism in a species, or the degree 
to which males and females differ in size or body mass. Species that show high variance in 
reproduction within one sex tend to be highly sexually dimorphic across a variety of physical 
characteristics, with the high-variance sex tending to be noticeably larger. This is often attributed 
to the idea that large body mass can provide the high-variance sex with advantages during 
violent encounters through its ability to intimidate opponents, confer greater strength, and absorb 
more of the opponent’s blows (Harvey et al. 1978). Further, as a general rule, the more intense 
the effective polygyny, the more dimorphic the sexes will be in size and form (Trivers 1985). To 
take an extreme example, elephant seals are extremely sexually dimorphic with the males 
weighing approximately four times that of females (Le Boeuf & Reiter 1988). Accordingly, 
elephant seals are also very “effectively polygynous,” with a mere 5 percent of the males siring 
85 percent of the offspring in a given mating season (Le Boeuf & Reiter 1988). Chimpanzees, by 
contrast, are less sexually dimorphic and only weigh around twice that of females. Humans can 
be classified as mildly dimorphic in regards to weight, with the average male weighing 12 
percent more than the average female (Buss & Shackelford 1997). While humans are slightly 
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more dimorphic in body mass than gibbons and a number of monogamous and polyandrous 
monkeys, they are less size dimorphic than chimpanzees and bonobos (Plavcan 2012: 47), and 
approximately as dimorphic as gorillas (Puts 2010). In short, when compared against all 
primates, humans fall on the low end of the spectrum in regards to sexual dimorphism. 
The relatively low degree of sexual dimorphism and the concomitantly low prevalence of 
effective polygyny in humans are sometimes attributed to the unusually large and sustained 
investment requirements human offspring demand by both parents, which itself is largely due to 
the prolonged time it takes children to reach maturity. This has favored a situation in which male 
competition over reproductive opportunities is less accentuated than it is in other primates and 
may be the reason for humans’ largely monogamous mating system (Gat 2000a; Sefcek et al. 
2006). This state of affairs is summarized by Plavcan (2012: 57) in his study of human sexual 
dimorphism and male-male competition: “Human mating patterns are characterized by a 
predominance of serially monogamous matings with a mild degree of polygyny that is variably 
expressed across cultures. Males exhibit complex dominance relationships but often compete 
within the context of coalitions and show a general tendency to respect each others’ mating 
relationships.” In short, compared to other primates with similar levels of sexual dimorphism, 
humans experience less effectively polygyny and practice more monogamous mating patterns 
than would be expected. 
What implications does the above discussion have upon the likelihood of male, 
intraspecific aggressive competition over mates? Despite the general convention in which males 
respect other males’ mating relationships, in many present-day hunter-gatherer societies it is still 
common for conflicts to erupt due to competition over women. For instance, Napoleon Chagnon, 
the best-known scholar of the Yanomamo horticulturalists, argued that Yanomamo warfare was 
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primarily fueled by a desire to secure reproductive opportunities (1979, 1988). Further, in 
Wheeler’s (1910: 118) description of conflict among Aboriginal tribes he cites the following 
motives for the frequent outbreaks of violence: “women, murder (most often supposed to be 
done by magic), and territorial trespass.” Gat (2000a: 27) summarizes much of this 
anthropological research when he says: “Within the regional group (tribe), women-related 
quarrels, violence, so-called blood feuds, and homicide were rife, often as the principal category 
of violence… Between groups, the picture is not very different and is equally uniform. Warfare 
regularly involved stealing of women, who were then subjected to multiple rape, or taken for 
marriage, or both.” A similar situation emerges when looking at homicide data in modern 
societies pertaining to sexual jealousy. In their book, Homicide, Daly & Wilson (1988: 184) find 
that in a sample of 47 Detroit homicides 44 of them were committed by men against a same-sex 
rival. As these studies suggest, despite being on the lower range of sexual dimorphism scale 
among primates, humans nevertheless still engage in frequent and oftentimes violent competition 
over the opposite sex that can rival or exceed the rates of violence over females seen in other 
primates. 
Although the above research sheds light on the origins of human sexual dimorphism and 
a possible reason for humans’ largely monogamous mating style, it may not be immediately 
apparent what consequences studies such as these have on understanding sex-based differences 
during offensive and defensive territorial conflicts of interest. However, if we remember that 
territory represents a “proxy” by which “organisms secure access to key resources and protect 
them from competitors” (Johnson & Toft 2014: 9), then it becomes clear that males’ offensive 
forays to gain territory can be seen as another avenue by which they compete over the opposite 
sex. As introduced in Chapter Four (pp. 106–108), by commandeering the territory of one’s 
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neighbors, an individual gains access to the resources this territory provides, thus aiding their 
reproductive endeavors by making them more attractive mates. 
Research on non-human primates, particularly chimpanzees, has come to similar 
conclusions. For example, much of the work by Richard Wrangham has illustrated the potential 
for intergroup acts of aggression between rival chimpanzee communities, though Goodall (1986) 
was the first to document this phenomenon. Wrangham’s studies take note of the practice in 
which a group of males from a common community band together to engage in what has been 
referred to as “lethal raids” against members of opposing communities. During these raids, a 
group of allied males invades a neighboring territory to search for vulnerable victims; upon 
finding a potential—preferably isolated—target(s) they conduct a surprise attack that often 
results in the infliction of mortal injuries on their opponent(s), after which they return to their 
own territory. 
Notably, this lethal raiding phenomenon appears to yield territorial benefits. The 
following passage from Wilson & Wrangham (2003: 372) describes chimpanzee violence at 
Mahale National Park in Tanzania: 
At Mahale, the larger M-group seasonally invaded the range of the smaller K-
group… Following the disappearance of the K-group males, K-group’s neighbors 
(B-group to the north and M-group to the south) expanded their ranges, dividing 
all of K-group’s former range between them. Likewise, during the years of the 
attacks on Kahama chimpanzees, the Kasekela community expanded into 
Kahama’s former range. 
 
In addition to gaining access to the resources that could aid in one’s immediate survival, by 
conquering this territory the males from M-group also achieved greater mating opportunities as 
the females from the vanquished group joined the victorious community. As a consequence, 
various scholars have proposed that a primary goal of male territorial aggression is to obtain 
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females from rival groups (e.g., Boesch & Boesch-Achermann 2000; Ghiglieri 1989; Manson & 
Wrangham 1991).31 
In a related vein, others contend that the efforts to garner new territory are meant to better 
provide for one’s current mate and young. In regards to this point, Williams, Liu, & Pusey 
(2002) show that males indirectly gain fitness benefits by providing more territory and thus more 
food for females and their offspring. In a given habitat, larger territories presumably contain 
more food such as fruit trees and animal prey, making the males who acquire this territory more 
appealing mates. Likewise, in their study of lethal raiding between two chimpanzee communities 
at Ngogo, Kibale National Park in Uganda, Mitani, Watts, & Amsler (2010) observed the 
victorious Ngogo chimpanzees make use of the territory once occupied by some of their victims. 
While they could not rule out the possibility that this territorial aggrandizement would lead to 
new females joining the community, the results were more consistent with the resource 
acquisition hypothesis in which the procurement of new territory by the male members of the 
community improved the feeding success of individuals in that community, which in turn 
indirectly led to improved female reproduction. These points are eloquently summed by a 
passage in Alexander’s (1989: 475) essay “Evolution of the Human Psyche”: “The nettlesome 
question, of course, is why are [chimpanzees] territorial? Where is the survival advantage in 
risking one's life for land? The answer appears to be that winning more habitat enhances a 
group’s mating success. Because ecological resources limit the number of females who can live 
																																																								
31 I should point out, however, that the number of documented cases in which females from 
defeated group join the ranks of the victors is still relatively small at this point. It may thus be too 
soon to claim that the primary motive within chimpanzee offensive territoriality is to gain new 
female members. 
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in any region, the success of males in expanding…their territory determines the upper limit of 
their reproductive potential.” For chimpanzees at least, investing in offensive territoriality can 
yield very substantial reproductive dividends. 
 There is a similar “territory-as-reproductive-asset” sentiment among the male members of 
present-day hunter-gatherer and horticultural groups. In particular, and like the non-human 
primate examples given in the previous pages, there seems to be a tendency to equate the 
acquisition of land with better reproductive prospects. This is demonstrated remarkably well in a 
passage by Meggitt (1977: 182–183) in which he explains the rationale for war among the Mae 
Enga horticulturalists of Highlands New Guinea: “A clan that lacks sufficient land cannot 
produce enough of the crops and the pigs needed to obtain the wives who are to bear future 
warriors to guard its domains and daughters whose brideprice will secure mates for their 
‘brothers.’” Likewise, in his review of the causes of hunter-gatherer fighting, Gat (2000a: 29) 
largely comes to the same conclusion: 
What was it for that more resources and more prestigious goods were desired and 
accumulated by the natives, most successfully by the chiefs and big men? They 
were desired for somatic reasons to be sure, that is, in order to feed, clothe, and 
dwell as well as they could. But indeed these men desired to feed, clothe, and 
house larger families with more wives and more children and to demonstrate their 
ability to do so in advance, in order to rank as worthy of the extra wives. 
 
This quote by Gat at once alludes to the idea that territory (i.e., “resources and prestigious 
goods”) was not only valuable to the natives for its ability to provide immediate survival 
necessities (i.e., “somatic reasons”), but also because it allowed them to provide for their families 
and make them more deserving of additional mates. The best explication of this reproductive 
logic for both humans and chimpanzees, however, most likely comes from Manson & 
Wrangham (2003: 384) when they write: “The essential notion [from evolutionary ecology] is 
that natural selection has favored specific types of motivational systems. In particular, 
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motivations have been favored that have tended, over evolutionary time, to give individuals 
access to the resources needed for reproduction. The motivations that drive intergroup killing 
among chimpanzees and humans, by this logic, were selected in the context of territorial 
competition because reproduction is limited by resources, and resources are limited by territory 
size.” To sum up, the previous paragraphs have shown that both male chimpanzees and male 
humans—likely due to the tenets of sexual selection in which the high-variance sex must 
compete for access to mates—often engage in territorial aggression against conspecifics for the 
purposes of increasing their reproductive potential. 
 At this point it must be stressed that females—both chimpanzee and human—are 
conspicuously absent from most acts of offensive territorial aggression. For instance, Goodall 
(1986) found that while females may participate in lethal raids by vocalizing or approaching with 
the males, there were not any cases in which they took part in direct physical attacks (see also 
Boesch & Boesch-Achermann 2000). Likewise, Nishida (1991) makes the observation that 
female chimpanzees have evolved neither a tendency for lethal raiding nor a strong drive towards 
landownership behavior. Wrangham (1999a: 16) even goes so far as to say, “Among 
chimpanzees, males have to date been the only observed killers and aggressors in intergroup 
interactions, and males are also more likely than females to be victims.” For our closest genetic 
cousins at least, it is common for female chimpanzees to extricate themselves from offensive 
territorial aggression. 
Multiple lines of evidence suggest that human females share this tendency to eschew 
offensive territorial aggression. Drawing partly off the ethnographic work of Chagnon (1983), 
Buss & Shackelford (1999: 615) observe that, “In the recorded history of humans, there is not a 
single instance of women forming a war party to raid a neighboring village. Tribal warfare, 
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however, is common among male coalitions.” In fact, most accounts of offensively driven 
attacks not only fail to mention any significant female involvement, but rather stress the point 
that females are most often on the receiving end of this territorial violence. In reference to this 
idea, Martin & Harrod (2015: 126) conclude, “…females and children have been abducted in 
raids that often leave the males of the community dead, and the females and children taken as 
captives. Violence against females in the form of raiding and captivity and enslavement is a 
common practice that has been documented in many early pre-state populations.” In addition to 
the dearth of anthropological accounts documenting offensive aggression on the part of women, 
archeological data paint a similar picture of male but not female involvement in coalitionary 
conflict. For instance, in his analysis of craniofacial trauma of 896 individuals within 62 
precontact sites in the Canary Island archipelago, Owens (2007) found that violence among 
males was nearly twice as high as that found in females. Similarly, research by Paine et al. 
(2007) on an Iron Age necropolis found bioarchaeological evidence of male coalitional violence. 
Based on a sample of 229 individuals, lethal trauma from blows to the head was evident on 25 
out of 149 males, while only 2 of the 59 females had analogous injuries. The authors deduce that 
the battle itself was likely a surprise attack where one group was trying to take the territorial 
holdings of their victims. 
The lack of anthropological or archeological evidence on offensive female territoriality is 
mirrored in research that examines sex-based differences in aggression of men and women in 
modern societies. While it is beyond the scope of this dissertation to go into the voluminous 
literature on the overall differences in aggression between men and women, some recent 
experimental research on aggression during territorial conflicts of interest is telling. The study by 
Johnson et al. (2006) uses an experiment in which they asked participants from the Harvard 
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Business School subject pool to imagine that they were the leader of a fictitious country engaged 
in a conflict with another country over a recently discovered diamond deposit located in disputed 
territory. Males were found to make significantly more unprovoked attacks than females and 
were also more likely to attack or retaliate rather than never fight (2516). In another experiment 
using the Harvard Business School subject pool, researchers invoked the same territorial conflict 
of interest over diamond mines to measure the impact testosterone had on aggression 
(McDermott et al. 2007). In addition to finding that testosterone has an overall positive impact 
on aggression, the evidence also indicated that men—independent of the effect of testosterone—
were much more likely to initiate an aggressive action than women. Similarly, the study by 
McDermott & Cowden (2001) used a crisis simulation game in which the participants from an 
American Foreign Policy college course took on the role of a leader of a country embroiled in a 
conflict with another country over an island endowed with newly discovered oil resources. 
During each stage of the experiment men were shown to acquire more weapons and engage in 
more aggressive behavior than the female participants. In every one of these studies males 
adopted a much more offensively territorial mentality than the women participants. 
According to the tenets of sexual selection theory laid out above, it makes evolutionary 
sense that females have little interest in offensive territorial aggression. As compared to men, 
there are both fewer benefits and greater risks involved in adopting a strategy of offensive 
territoriality. Tooby & Cosmides (1988: 6) illustrate this point when they say: “Females have 
more to lose, and less to gain [than men], and such differences in consequences should be 
reflected in psychological sex differences in attitudes towards coalition formation and coalition-
based aggression.” What are some of the fitness costs females would have to endure to take part 
in offensive territorial aggression? For one, participating in lethal raids and adopting a territorial 
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mentality could put a female’s offspring in danger if she were injured or killed. Nishida (1991: 
382) illustrates this point when he writes, “[The lack of lethal raiding and landownership 
tendencies in female chimpanzees] is easily understood, given that sexual selection has not 
favored such strategies for female mammals, and of course lactating females would not risk their 
valuable infants by strongly asserting landownership claims.” Likewise, other scholars have 
noted that although female chimpanzees could potentially benefit from forcibly expanding their 
territory due to the increased availability of resources such an expansion would bring, these 
benefits would have to be shared among the group and the costs would likely be prohibitive. In 
relation to this point Pandit et al. (2016: 143) note: “[T]he role of females could potentially be 
greater [in lethal raiding] because they too may gain from territory expansion. However, females 
are forced to share this benefit with others, and the low skew in fitness returns may cause a 
collective action problem (Willems et al. 2013). Moreover, female participation may also be 
limited by risk to dependent offspring and the high travel costs involved in patrols and incursions 
(Amsler 2010).” 
In addition to the significant costs, women would also lack most of the benefits that come 
from offensive territoriality. In fact, Dunbar (1991: 380) goes so far as to say: “…the cost/benefit 
ratio may be more favorable for females’ indirect participation in intergroup aggression. That is, 
they may find it least risky and most beneficial to goad male allies (mates, kin, or both) into 
fighting their battles for them.” If offensive territoriality provides fitness advantages for men, 
why is this not the case for females? Put simply, although men could gain increased mating 
opportunities from a strategy of offensive territoriality, females did not necessarily need more 
men to be assured of sufficient mating prospects, as made evident by Tooby & Cosmides’ (1988: 
6) observation that “females are rarely limited by access to males.” In sum, for female 
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chimpanzees at least, offensive territoriality was costly not only due to the potential risks such 
endeavors would pose to herself and her offspring but also due to the substantial caloric and time 
costs from participating in these patrols and incursions. Further, lacking any noticeable 
reproductive advantages from offensive territoriality, it would not be surprising that males and 
females would develop alternative EPMs when a territorial conflict of interest was offensive in 
nature. 
The predicted sex-based difference in offensive territoriality discussed in the previous 
pages likely did not extend to defensive territoriality, however. Interestingly, this is one domain 
in which human and chimpanzee females may actually differ in regards to aggression. In 
addition to largely eschewing offensive territoriality, female chimpanzees normally do not take 
part in territorial defense. This is unusual among most primates; for example, in rhesus macaques 
females are often reported as being more involved in defense, with adult females constituting the 
central phalanx (Manson & Wrangham 1991: 372). A hypothesized reason behind this low level 
of female defensive involvement has been attributed to the fairly large sexual dimorphism within 
chimpanzees. As mentioned earlier in the chapter, male chimpanzees are approximately twice the 
size of females, putting females at a noticeable strength disadvantage during both offense and 
defense encounters. This disadvantage does not emerge so starkly in species where the males and 
females are nearly the same size. Corroborating this point, Manson & Wrangham (1991: 373) 
state, “…where females and males are close in size the cost to females of participating in 
intergroup aggression should be relatively low, allowing them to take a more active role.” In 
contrast to chimpanzees, humans are much less sexually dimorphic, making it theoretically less 
prohibitive for females to participate in defense. 
Interestingly, the reason behind the lower sexual dimorphism in humans may be due to 
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essentially defense-related motives. In particular, the lowered sexual dimorphism in humans 
could have allowed human mothers to better protect their young, especially given the fact that 
humans were less able to exploit the safety of trees like their chimpanzee cousins. Plavcan (2012: 
53) explains: “Increased female body size might be favored either through the advantages that 
large female size might confer in resource competition (Gordon 2006; Lindenfors 2002) or 
through the benefits conferred by large size in reducing infant mortality because larger mothers 
can…offer more protection to offspring (Gordon 2006; Ralls 1976).” Even female chimpanzees, 
despite being subject to a greater degree of sexual dimorphism as compared to humans, have 
been observed engaging in territorial defense when their offspring are threatened, a behavior that 
is rarely seen in other contexts. For instance, Pandit et al. (2016: 143) mention, “…females may 
under some conditions play an important role in defense, when the males under attack are their 
sons.” In contrast to offensive territoriality, there thus appears to be strong evolutionary reasons 
as to why females would participate in the defense of a group’s territory. 
In addition to locating the smaller sexual dimorphism in humans to the safeguarding of 
one’s progeny—an inherently defensive act—the above quote from Plavcan also draws attention 
to fact that larger females may also benefit from improved “resource competition,” an allusion to 
the first of my theorized benefits that the possession of territory entails (i.e., provides 
evolutionary indispensable resources). This itself pays homage to the idea that while offensively 
commandeering territory is unlikely to pay fitness dividends for females, defending territory can 
prove advantageous due to its status as a high fitness-gain parameter. By defending her extant 
territory, a female is able to retain the essential resources that the territory provides to her, her 
offspring, and the group she is a part. Indeed, those not willing to defend against a hostile attack 
put themselves in imminent danger. Summarizing the conclusions from a number of other 
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studies, Wilson, Hauser, & Wrangham (2001: 1203) state, “Failure to defend against intruders 
may result in loss of territory, resources and lives of group members, and eventually result in 
group extinction.” Given these stark repercussions, it would have often been in the fitness 
interest of human females to participate in territorial defense. 
We can find evidence of defensive territoriality within both the primatology and 
psychological literatures. For example, female chimpanzees—although not participating in 
physical aggression when their territory is under attack—will often provide indirect support in 
defense of their homeland. Wrangham (1999a: 7) notes that “[Territorial defense] has been 
reported in all studies in which intercommunity relationships have been described… [M]ales in 
the front line of attack were supported by loud calls from females in a rear line (Boesch and 
Boesch 1999).” Further, in the aforementioned experimental study by McDermott et al. (2007), 
although they found that men (aka., “accelerators”) were more likely to initiate an offensive 
attack, if women (aka., “brakes”) were on the receiving end of this attack, they were just as likely 
as men to retaliate in defense. They summarize this finding by saying “[I]n a competition 
between a brake and an accelerator, only one accelerator is needed to cause conflict: women 
fight back exactly like men once they are provoked. Women are just highly unlikely to start up 
the engine of conflict in the first place” (31). In sum, this section has attempted to show that 
while men gain a direct fitness advantage by co-opting the territory of opposing groups, these 
benefits are largely lacking in the female population; by contrast, defensive territorial aggression 
is likely to benefit both sexes as a group’s territory provides resources that are essential to 
survival and is often home to members’ offspring. This leads me to hypothesize: 
H3a: Males will demonstrate greater state-orientated aggression than females 
when a territorial conflict of interest is offensive in nature. 
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H3b: There will be no difference in state-orientated aggression between males and 
females when a territorial conflict of interest is defensive in nature. 
 
5.2.2 Numerical Superiority: How Numbers Matter During Territorial Offensive and Defensive 
Encounters 
 
 In this section I explain how individual expressions of aggression are also likely to vary 
during offensive and defensive territorial conflicts of interest due to numerical superiority 
concerns. On the one hand, our foray into the sex-based differences in the use of aggression 
during offensive and defensive scenarios represented an ontogenetic exposition of how 
evolutionary psychology explains the ways in which a given behavior, though purportedly due to 
a species-typical adaptation, is expressed differently in different populations. Numerical 
superiority, on the other hand, is better characterized as an “immediate situational input” in 
which the activation of a psychological mechanism is due to experiential conditions that the 
organism encounters first-hand (Buss 1995). The “immediate situational input” logic can thus 
also explain why we see variation in a given behavior despite the fact that the underlying 
psychological mechanism is possessed by all members of the species. However, just as we had to 
explain how males and females were subject to different adaptive problems over their 
evolutionary history in the case of offensive and defensive territorial aggression, when making 
an immediate situational claim one must likewise demonstrate how different situational stimuli 
would have conditioned the organism—again, over evolutionary time—to approach each 
situation with a different behavioral response. In this vein, the following pages give an 
evolutionary psychological rationale as to why greater numerical superiority would be required 
to initiate offensive territorial aggression than would be needed to participate in defensive 
territorial aggression. 
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 Why might humans have an evolved heuristic to be more concerned with numerical 
superiority considerations during offensive conflicts of interest than during defensive conflicts of 
interest? To answer this question it will again prove useful to visit the primatology literature on 
the use of intergroup aggression in chimpanzees. Earlier in the chapter I drew attention to the 
work of Richard Wrangham that examines the phenomenon of lethal raiding between 
chimpanzee communities. I pointed out that this practice almost always consists of a group of 
males banding together to initiate an attack, largely devoid of any female participation. Also of 
note, however, is that this lethal raiding generally only occurs when the aggressing band of 
chimpanzees dramatically outnumbers their victims, preferring to attack when there are only one 
or two chimpanzees from the opposing community. 
In explaining the incidence of this lethal raiding phenomenon, Wrangham and colleagues 
(Manson & Wrangham 1991; Wrangham & Petersen 1996; Wrangham 1999a) have put forward 
what they dub the “imbalance of power” hypothesis. This hypothesis predicts that the practice of 
lethal raiding will occur when 1) there is persistent rivalry between groups (i.e. a “state of 
hostility”) such that individuals in the attacking group experience a benefit in the form of the 
reduced coalitionary power of their neighbors, and 2) there are such imbalances in force between 
the attacking and defending groups that the aggressors are unlikely to experience any personal 
harm themselves (Wrangham 1999b: 5). In short, this hypothesis thus suggests that lethal combat 
in chimpanzees—and thus also potentially in humans—was almost always limited to situations 
in which the aggressors had an overwhelming numerical superiority and could engage in 
concentrated attacks on their victims with relative impunity. Although the imbalance of force 
hypothesis is relatively agnostic regarding the specific benefits attacking groups hope to achieve 
with this use of aggression, Wrangham (1999a) believes there exists a general goal of achieving 
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“intercommunity dominance” whereby the killing of males from opposing communities leads to 
increased fitness in the killers through improved access to resources such as territory, food, 
females, or safety. Additionally, by decreasing the size and thus resource-holding potential of the 
opposing coalition, the aggressing group can receive a long-term strategic advantage that can 
lead to future fitness gains. 
Components of this hypothesis have recently garnered empirical support. In particular, 
the study by Wilson et al. (2014) tests whether conspecific killing among chimpanzee and 
bonobo communities is best explained via the imbalance of force hypothesis or the human 
impact hypothesis, namely, the idea that aggression between chimpanzee communities is 
exacerbated by human activities such as deforestation, the introduction of diseases, or the 
providing of food. By drawing on 152 killings from 18 chimpanzee communities and four 
bonobo communities compiled over five decades, the authors find that variables used to measure 
the human impact hypothesis such as provisioning (had the community been artificially fed), 
area (size of protected area), and disturbance, failed to exert a significance influence on the 
probability of a conspecific killing. However, variables meant to approximate the imbalance of 
force hypothesis, specifically, the number of adult males and the overall number of individuals 
per square kilometer, increased the likelihood that a community would experience a conspecific 
killing. The data also show that males were both the most frequent attackers and the most 
frequent victims, that most killings were due to intercommunity attacks as opposed to 
intracommunity attacks, and that attackers outnumbered their victims by approximately an 8:1 
ratio. Similarly, in another study researchers utilized a playback of a “pant-hoot” from an 
extragroup male to examine if a group’s decision to approach the outsider depended on the 
number of adults males in the listening party (Wilson, Hauser, & Wrangham 2001). They found 
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that chimpanzees essentially conditioned their level of aggression towards an opponent upon the 
numerical strength of their raiding party. Parties with three or more males consistently engaged 
in a chorus of loud vocalizations and quickly approached their potential victim, while parties 
with fewer adult males remained silent and traveled more slowly towards the opponent if they 
approached at all (Wilson, Hauser, & Wrangham 2001: 1203). In short, this body of research 
indicates that chimpanzees are the most likely to enter an intergroup contest when numerical 
superiority conditions are in their favor. 
Though Wrangham’s “imbalance of power” hypothesis provides an evolutionary 
rationale as to why there might exist an “intercommunity dominance” drive within chimpanzees 
due to the superior access to resources that such dominance entails, the question remains as to 
why such great asymmetries in power are preferred when utilizing this aggression. Recent 
research by Johnson & MacKay (2015) has integrated the insights from Wrangham’s “imbalance 
of power” hypothesis with Frederick Lanchester’s Laws of Combat (1916) in an attempt to 
answer this question. In Lanchester’s formulation there are two distinct conditions—or, in his 
words, “elementary principles”—that capture the essence of conflict, the Linear Law and the 
Square Law. Under the Linear Law the fighting strength of a given group is proportional to both 
fighting ability and group size. One example in which Linear Law specifications are closely 
approximated is found in most instances of ancient warfare. Consider, for example, combat 
between phalanxes of soldiers with spears in which one soldier could only ever fight one other 
soldier. In these situations combat essentially boils down to a series of one-on-one duels between 
participants. As such, if each soldier kills, and is killed by, exactly one other soldier, then the 
number of soldiers remaining at the end of the battle is simply the difference between the larger 
army and the smaller army. This example is obviously keeping the “fighting ability” component 
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of the Linear Law constant between the two armies. Thus, in Linear Law situations in which 
fighting ability is the same between both sides, the victor will be the one who can bring larger 
numbers to bear. However, it must be remembered that in a Linear Law battle, even if you are on 
the side with the numerical advantage, the chance that you will be killed is proportional to the 
number of soldiers on the opposing side, leading Johnson & Mackay (2015: 154) to state, “if you 
outnumber your opponents by 3 to 1, then in a Linear Law battle you still have a 1 in 3 chance of 
being killed.” 
This situation changes dramatically, however, under Square Law conditions. In Square 
Law circumstances fighting is no longer limited to a series of one-on-one duels; instead, each 
force is able to engage all its soldiers, and thereby cause enemy losses in proportion to the square 
of its own numbers. A typical case in which Square Law conditions are exhibited is when 
combatants utilize accurate, aimed projectile fire. In this state of affairs each soldier can attack 
multiple targets at once and is thus not confined to fighting only one opposing soldier at a time. 
Although aimed projectile fire is an often-cited example of the Square Law in practice, these 
conditions exist whenever any sort of “ganging up” becomes possible. One of the most important 
implications when comparing a Linear Law situation to one governed by the Square Law is that 
numerical superiority—while essential for victory under both laws—results in a victory that is 
exponentially more one-sided if Square Law conditions hold. Consider again the 3 to 1 
numerical advantage example in the previous paragraph. Although Linear Law conditions predict 
that a given soldier has a 1 in 3 chance of getting killed, if this situation was more akin to Square 
Law circumstances the chance of that soldier dying would be approximately 1 in 18 (Johnson & 
Mackay 2015: 154). Why exactly is numerical superiority so much more important in Square 
Law scenarios than during Linear Law encounters? It boils down to the ability of Square Law 
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conditions to target multiple opponents. Johnson & MacKay (2015: 154) explain, “The reason 
for the disproportional advantage in a Square Law setting is that the larger group can concentrate 
multiple attacks on individuals of the weaker side. In contrast, the weaker side's individual 
efforts are spread thinly against their more numerous opponents.” In short, if a situation is 
governed by Square Law logic, numerical superiority not only assures victory but also assures a 
decisive victory in which the opposing side is decimated and casualties for the victors are 
relatively minor. 
Lanchester’s laws have been used primarily to create post hoc models of historic battle 
outcomes such as Pickett’s charge (Armstrong & Sodergen 2015) and the Battle of Britain 
(MacKay & Price 2011). The innovation of Johnson & MacKay (2015) lies in that they use the 
concepts of the Linear and Square Laws to propose that humans may have an evolved heuristic 
that influences decisions about whether or not to fight in the first place. It is at this point in which 
the work of Wrangham and associates become prominent. By drawing on the aforementioned 
concept of the “imbalance of power” during chimpanzee lethal raids (Manson & Wrangham 
1991; Wrangham 1999a), they demonstrate that there exists a propensity among our closest 
genetic cousins to only initiate violence when one side has an overwhelming numerical 
advantage and is able to concentrate their attacks on one or a handful of victims. Although 
larger-scale “battles” do occasionally occur, fatalities tend to be limited and no clear victor 
usually emerges. 
The article continues by utilizing research from such fields as anthropology, psychology, 
and the evolution of war literatures to show that a similar state of affairs has characterized many 
small-scale indigenous societies. In describing the nature of warfare in these largely hunter-
gatherer groups, Johnson & MacKay (2015: 156) point out, “[Among human combatants b]attles 
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tend to be relatively rare, to involve approximately equal numbers on each side, to be highly 
ritualistic, and are not often lethal. Raids, by contrast, can be quite common, involve large 
asymmetries in the numbers on each side, and are often lethal” (156). These insights into the 
combat actions of chimpanzees and modern hunter-gatherer groups lead the authors to conclude 
that humans have learned that “ganging up” with numerical superiority (i.e., Square Law) not 
only aids in victory but also minimizes an individual’s risk of injury or death, which itself could 
help solve the collective action problem of prompting individuals to participate in violent 
conflict in the first place. In particular, they point out that, “In situations where the more 
numerous side can make its superior numbers tell, bringing everyone into the battle and ganging 
up on opponents, numerical advantage becomes disproportionately important” (Johnson & 
MacKay 2015: 154). By contrast, those who engaged in conflict under Linear Law conditions 
would have most likely “made a quick exit from the gene pool,” ultimately leading to “the 
natural selection of an evolved ‘Square Law heuristic’ that correlated fighting strength not with 
raw group size but with group size squared” (Johnson & MacKay 2015: 152). In short, if 
evolution has indeed endowed humans with a Square Law heuristic people should only be 
willing to attempt to commandeer an opposing group’s territory—even in today’s age of long-
distance weapons and nuclear warheads—when their numbers insinuate a substantial 
advantage.32 
																																																								
32 International relations scholars may point out that this prediction contrasts sharply with much 
of the prior research on power disparities within the interstate conflict literature. In particular, 
while some do indeed find that power imbalances lead to interstate conflict (e.g., Bueno de 
Mesquita 1980; Siverson & Tennefoss 1984), most scholarship finds that dyadic parity is more 
related to war onset (e.g., Mandel 1980; Moul 1988; Kim 1991, 1996; Bremer 1992; Geller 
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This interaction between territorial aggression and group size should differ, however, if 
the situation is defensive in nature. Numerical superiority in ancestral defensive situations—
while undoubtedly an advantage—would have been less essential in prompting aggression than it 
does during offensive territorial encounters. For example, territorial holders should gain an 
advantage due to the fact that they have better knowledge of the terrain. This beneficial 
asymmetry in knowledge often allows them to initiate an active defense even when facing a 
negative asymmetry in numbers. Further, assuming that the holder of the territory incurs more 
																																																																																																																																																																																		
1993). However, it should be remembered that Johnson & McKay (2015) are drawing our 
attention back to the EEA in which large-scale wars had not yet become thinkable, let alone 
possible. Conspecific violence at this stage of human evolution is thought to approximate what 
we see in chimpanzee communities today, namely, raiding parties that initiate hit-and-run tactics 
to overwhelm their adversaries (Wrangham 1999a). While a strategy such as this would have 
proved extremely effective in the EEA, this same strategy is much harder to realize in today’s 
world where advanced warning systems and great distances make blitzkrieg-styled attacks 
relatively uncommon. In this sense, it is perfectly realistic to hypothesize that individual humans 
can have an EPM to be especially sensitive to numerical superiority considerations, while also 
hypothesizing that conflict on the dyadic level today is more likely to take place when power 
differentials are small or non-existent. Indeed, this assessment is consistent with Vasquez’s 
(1993: chapter 3) contention that war can occur under either distribution of power configuration. 
For him, the real relationship is not between power and war, but between power and the type of 
war. Analogously, whereas the type of war stemming from power imbalances in the EEA took 
the form of surprise raids, the distribution of power in today’s world of nation-states results in an 
entirely different form of warfare. 
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costs by losing its territory than the benefits an attacker hopes to gain by acquiring it, the holder 
can—in the words of Parker (1974)—afford to expend more units of fitness in a fight over this 
territory. Put simply, this means that the defending group will usually be more willing to fight 
harder, longer, and incur more casualties than the attacking group since this territory is often 
essential for the defender’s long-term survival—a situation unlikely to be the case for the 
attacking group. 
Indeed, in many territorial species, holders of territory are more likely to win when 
confronted by an opponent. In the speckled wood butterfly, for example, even when the resident 
of a patch of territory has only been in possession of said territory for a few seconds, the intruder 
is always driven back (Davies 1978). Likewise, studies of territorial defense in ants show that the 
defenders of territory are usually victorious (e.g., Adams 1990) and suggest that the defender’s 
advantage may be due to their “first access” to a piece of territory and thus their ability to 
establish an initial foothold in a given area. Alcock (1975b, 1979) has documented a similar type 
of “resident” effect in his studies of territorial wasps. It is important to point out that a number of 
experimental studies have documented a similar pattern of behavior in humans. Consider the 
aforementioned article by DeScioli & Wilson (2011) in which human subjects competed for food 
by interacting with each other as virtual avatars. In this experiment the researchers uncovered an 
“ownership convention” in which the subject who was the first to claim a given “berry patch” 
was more likely to fight harder to retain this piece of territory than the “intruder” who entered 
afterward; more often than not, it was also the “intruder” who was the first to leave upon 
encountering resistance from the territorial holder. In sum, and in contrast to the offensive 
scenario, these studies suggest that numerical superiority should play less of a role in prompting 
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one to initiate aggression in defense of one’s territory. When one is on the defensive, fewer 
numbers are needed to encourage one to utilize aggression.  
The main prediction stemming from this discussion is that a greater perception of 
numerical superiority will be needed for individuals to initiate offensive territorial aggression 
than will be needed for them to engage in defensive territorial aggression. 
H4a: Greater perceived numerical superiority is needed to initiate offensive 
territorial aggression than is needed to initiate defensive territorial aggression. 
 
However, as a corollary to this main prediction, the theoretical rationale elucidated above also 
suggests that—despite numerical superiority playing a smaller role in defensive situations—
individuals who find themselves within defensive scenarios should be willing, a la Parker 
(1974), to fight hard and longer than those who attempt to mount an attack. If so, a number of 
observable implications should follow pertaining to the costs people are willing to bear when 
they are on the defensive versus when they are on the offensive. In particular, I hypothesize that: 
H4b: Individuals on the defensive during a territorial conflict of interest should be 
willing to devote more resources to this conflict than individuals who are on the 
offensive. 
 
H4c: Individuals on the defensive during a territorial conflict of interest should be 
willing to fight longer during this conflict than individuals who are on the 
offensive. 
 
5.2.3 Assessments of Brawn During Offensive and Defensive Territorial Conflicts of Interest 
 
 While the previous sections have highlighted how “ontogenetic” differences regarding 
one’s sex or “immediate situational inputs” relating to the composition of one’s fighting coalition 
can condition the expression of aggression during offensive and defensive territorial conflicts of 
interest, there are other situational inputs pertaining to one’s own personal characteristics that 
can also influence whether and under what circumstances one decides to utilize aggression. In 
particular, this final section on offensive and defensive territorial conflicts of interest highlights 
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the role that personal perceptions of strength have upon informing whether aggression is a viable 
option for a given individual. Just as sex-based differences and numerical superiority 
considerations have endowed humans with different assessment mechanisms that scan the 
environment for cues as to whether aggression is apropos in a given circumstance, evolution has 
likely also provided humans with an EPM that incorporates one’s physical strength into the 
equation. More specifically, this portion of my dissertation puts forward the hypotheses that 
while people with greater perceptions of physical strength will exhibit more aggression during 
offensive territorial conflicts of interest than those with lower assessments of strength, this 
strength-based difference in the use of conspecific aggression will largely dissipate when the 
territorial conflict of interest is defensive in nature. 
The hypotheses put forward in this section are again meant to demonstrate how evolved 
psychological mechanisms, despite being present in all members of a species, can yet produce 
significant variations in behavior. In particular, although all humans possess certain EPMs for 
conspecific aggression, the input each person utilizes to decide whether this aggression should be 
utilized is filtered by both environmental (e.g., offense/defense) and personal (e.g., strong/weak) 
stimuli. As in my previous predictions, however, to make an argument such as this it is still 
essential that I demonstrate how people with greater degrees of physical strength/fighting ability 
would have developed different optimal solutions to recurrent adaptive problem(s) (i.e., 
offensive and defensive territorial conflicts of interest) than their counterparts with relatively 
lower degrees of physical strength. 
 To begin, I should point out that the concept of “fighting ability” (e.g., resource holding 
potential, formidability, strength) is commonly employed by evolutionary biologists and 
behavioral ecologists when attempting to explain many facets of animal behavior and 
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physiology. For example, given that “fighting ability” is often a good predictor of one’s ability to 
resolve a conflict of interest in one’s favor, research has examined if animals possess assessment 
techniques that are able to accurately evaluate the fighting ability of their opponents (Arnott & 
Elwood 2009). Such assessment mechanisms have been found in the “roaring” of red deer 
(Clutton-Brock & Albon 1979), the “deep croaks” of male toads (Davies & Halliday 1978), the 
“hoots” of scops owls (Hardouin et al. 2007), the “squeals” of feral horses (Rubenstein & Hack 
1992), and the “yodels” of the common loon (Mager III, Walcott, & Piper 2007), to name a few. 
In addition to elucidating how organisms—including humans (e.g., Sell et al. 2009; Sell et al. 
2010; Doll et al. 2014; Han et al. 2017)—mold assessment techniques, fighting ability has also 
been used to explain the design of animal weaponry, the nature of aggression, sexual dimorphism 
between males and females, predator/prey relationships, and aggressive posturing and signaling 
(Sell, Hone, & Pound 2012). My utilization of the “perceived physical strength” idea is thus not 
without ample precedence within many of the biological sciences. 
 It is important to again point out, however, that aggression is only one potential strategy 
ancestral humans could have utilized to gain or retain territory. As explained in Chapter Four, it 
would have also been theoretically possible for individuals to trade for land or migrate to a new 
location. Although these stratagems had their own attendant risks, they had the benefit of being 
relatively less prone to severe injury or death than that brought about by the utilization of 
aggression. This thus raises the question as to what factors an EPM for aggression would have 
scanned in both the environment and within the individual to help inform him whether the use of 
aggression—or some other strategy—was most appropriate in a given situation. In the previous 
sections of this chapter I argued that some of the scanned factors would include such things as 
one’s sex and numerical superiority considerations, but one’s physical strength is also an 
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excellent candidate for yet another “immediate situational input” that would have been 
incorporated into one’s decision to aggress over territory. 
 Physical strength should be a prominent consideration in humans’ decision calculus to 
use aggression as it both decreases the costs and increases benefits of using this tactic. Biologists 
have long recognized this dually advantageous facet of physical strength, as Sell, Eisner, & 
Ribeaud (2016: 106) make clear: “Regardless of the route to aggression, the models of animal 
conflict suggest that bargaining power would have both: i) increased the probability of 
aggression succeeding and ii) decreased the harmful future consequences of that aggression.” In 
regards to the costs, although the use of aggression always carries with it some non-zero 
probability of experiencing bodily harm to oneself, this probability would obviously vary 
depending on the physical formability of a given individual. As the above quotation suggests, 
those endowed with greater physical strength were less likely to suffer an extreme injury if a 
relatively weaker opponent decided to oppose them. Thus, to the extent that greater physical 
strength allowed one to largely avoid physical harm when utilizing aggression, this reduction in 
fitness costs would have lowered the threshold upon which aggression could become a viable 
route to conflict resolution. 
Greater physical strength could lower the costs of aggression within in the EEA in a more 
subtle, indirect way as well. In addition to lessening the chance of injury during a 
contemporaneous expression of aggression, physical strength could also reduce the potential 
costs of aggression by obviating its use in the future. This cost-cutting rationale approximates the 
logic of deterrence in that, by fostering greater physical strength and demonstrating ones own 
formability during an extant conflict of interest, this should diminish the resolve of other 
potential challengers and make it less likely that subsequent acts of aggression will have to be 
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utilized. Gat (1999a: 25) summaries the logic this way: “[Discussing] deterrence brings us to its 
[i.e., aggression’s] cost side… Demonstrations of strength and threats of aggressive behavior are 
the most widely used weapons in conflict, both among animals and humans. It is the state of 
mutual apprehension and armed surveillance—more than the spates of active fighting which, of 
course, establish this patterns of relations—that is the norm among human groups.” Put simply, 
by facilitating the use of aggression today, greater physical strength can make it more unlikely 
that aggression—and the potential costs of such aggression—would need to be employed 
tomorrow. Indeed, it is often the case that once a given organism has established his/her 
dominance over a particular resource subsequent duals diminish precipitously. For example, 
during contests of male elephant seals when an upstart attempts to overthrow the leader of a 
harem, after one of them is defeated the loser has never been reported challenging the victor in 
the future (Law 1976: 76). 
The benefits of physical strength to the individual utilizing aggression, on the other hand, 
lies predominantly in its ability to increase the likelihood that aggression will be successful. For 
many species, physical strength (aka, “fighting ability” or “formability”) often boils down to the 
actual bodily size of a given organism. In particular, Plavcan (2012: 47) points out that large 
body mass “is thought to confer advantages in aggressive encounters, through its intimidating 
effect, through its advantages in delivering and absorbing blows, and the associated greater 
strength of larger individuals.” Although the world humans live in today has a multitude of 
effective mechanisms for conflict resolution that do not hinge on either aggression or one’s own 
physical strength, in the largely anarchic context of humans’ EEA, aggression and violence were 
often the simplest ways of resolving a dispute. Sell, Hone, & Pound (2012: 31) put this in an 
unsentimental and functional manner when they say:  
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The most straightforward way to win a conflict of interest is to disable the 
functional machinery of the other organism—in other words, to inflict physical 
damage. For example, one could compromise the integrity of the oxygenating 
circulatory system, interrupt neural connections between the central nervous 
system and the peripheral musculature, disable the perceptual systems, or fracture 
load-bearing bones and hinder movement. 
 
Simply put, anything that could aid in this “disabling of the functional machinery of the other 
organism” would provide a distinct boon to one’s fitness, something physical strength clearly 
provided in humans’ EEA. 
Another way physical strength contributes to the eliciting of aggression is illuminated 
through what scholars have dubbed the “recalibration theory of anger” (Sell 2005; Tooby et al. 
2008). This theory proposes that the regulatory program governing anger represents an EPM that 
has been designed in the service of bargaining so as to aid in resolving conflicts of interest in 
favor of the angry individual (Sell, Tooby, & Cosmides 2009: 15073). In particular, anger can be 
seen as an instrument of social negotiation in which its primary goal is to force the target of 
anger to place more weight on the welfare of the angered individual. This is done in one of two 
ways, by threatening to withdraw benefits in cooperative relationships or by threatening to inflict 
costs in antagonistic relationships (Tooby et al. 2008: 263). This model has been shown to 
operate in a number of different contexts. For example, Price et al. (2011) hypothesized that, due 
to their ability to defend themselves against those who would confiscate their resources, highly 
formidable men with ancestrally relevant bargaining power should be opposed to income 
redistribution. Testing this prediction among undergraduates at a prestigious English university, 
they found a significant negative relationship between upper-body musculature and attitudes 
towards income redistribution. Other research has found support for the idea that while stronger 
individuals should believe that warfare is an effective means to deter a state’s enemies, those 
who are weaker should deem warfare dangerous as it may encourage and provoke its enemies 
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(Sell et al. 2009). This finding persists even in a population of individuals known for their left-
leaning predispositions, Hollywood actors. In particular, those actors known for their physical 
strength (i.e., action stars) were found to more likely believe in the utility of war (Sell, Hone, & 
Pound 2012). 
Although the above research focused upon physical strength, there is a multitude of 
avenues—especially today—by which the angry individual can increase his/her bargaining 
power and induce the target to place greater emphasis on his/her welfare. Some include refusing 
to continue financial assistance, halting emotional support, yelling crude insults, tarnishing a 
rival’s reputation, threatening to end a relationship, or simply sulking to get more attention, to 
name a few. Of these tactics in increasing one’s bargaining power, it must be stressed that—
especially when it came to the issue of territory—only a few were actually viable in humans’ 
EEA, with physical strength being arguably the most prominent. In fact, physical strength was 
crucial for the operation of the vast majority of weapon systems that existed in humans’ early 
history. Sell, Hone, & Pound (2012: 33–34) explain: 
An analysis of ancestral forms of aggression shows that upper-body strength is 
most crucial to fighting ability. This holds for ancestral combat with weaponry 
(Brues 1959) such as spears, bows, handaxes, clubs, and rocks, which would have 
been propelled using upper-body strength… Moreover, upper-body strength is 
also crucial for unarmed combat, particularly the wrestling, grappling, rending 
and choking that most likely characterized ancestral combat according to analyses 
of skeletal remains (Walker 1997). 
 
In short, the human mind evolved in an environment in which aggression was one of the most 
efficacious methods of resolving a conflict of interest in one’s favor. Further, this conspecific 
aggression was made easier for those who possessed greater than average levels of physical 
strength as it effectively increased their bargaining power when pitted against rivals; other 
common methods of increasing one’s bargaining power simply would not be effective when the 
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issue of territory was at stake. Physical strength should have therefore been a key factor in the 
development of an EPM that judged aggressive territorial responses as more likely to be 
successful—and thus more attractive to use—the stronger one was in relation to one’s peers or 
rivals. 
 Nothing has yet been said as to how the offensive versus defensive context of a territorial 
conflict of interest fits into the above framework to help people decide whether or not aggression 
is an appropriate strategy. In regards to offensive territorial conflicts of interest, if we 
conceptualize physical strength as an alternative means by which individuals can achieve Square 
Law conditions, then many of the arguments made in the previous section regarding numerical 
superiority also apply here. For example, although I primarily focused upon the “group size” 
element of Lanchester’s Linear and Square Laws, I also noted that “fighting ability” —of which 
physical strength is an element—was the other key component that needed to be specified in 
Lanchester’s equations. For simplicity, in the examples I presented earlier I kept the “fighting 
ability” variable constant; however, if we no longer keep this variable constant and assume that a 
group has superior fighting ability over their rivals, this would provide the same theoretical 
advantages that numerical superiority confers. In particular, just as numerical superiority 
increased the chance of victory and decreased the chance of injury/death when groups of humans 
went on the offensive, physical strength could achieve the same objectives during these 
campaigns. In other words, given that physical strength was essential in determining a person’s 
or a group’s fighting ability within humans’ EEA, in the same way humans and other primates 
may have come to possess an evolved Square Law heuristic for numerical supremacy when 
engaging in offensive raids, they may have also come to possess an evolved Square Law 
heuristic for physical strength during these forays. In short, since offensive territorial forays were 
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a potentially risky endeavor, to be assured of success an individual may have only been willing 
to participate if it was deemed that he (or his group) possessed a significant physical strength 
advantage over the opponents he was likely to face on the field of battle. 
 In regards to defensive territorial conflicts of interest, however, a similar heuristic in 
which superior physical strength is first necessary before aggression is utilized is unlikely to 
have developed. Like numerical superiority, although greater physical strength would afford one 
with a substantial advantage over one’s opponents, the sheer consequences of falling victim to a 
successful territorial infringement would have provided sufficient selection pressures for most if 
not all members of a group to participate in defense, regardless of their level of strength. In other 
words, while physical strength provides some opportunistic possibilities whereby it becomes 
feasible for an individual to utilize aggression to augment territorial holdings, if that individual is 
not able to successfully exploit these opportunities it would not necessarily result in his/her 
immediate demise. It is for this reason that offensive territorial aggression is not a behavior that 
is practiced by all people, at all times, and at all places, as this stratagem is rarely one that needs 
to be implemented to ensure one’s day-to-day survival. On the other hand, for the physically 
strong and physically weak alike, failure in defending a group’s territory deprives them of all the 
resources they depend upon for their continued existence, giving all members a continuous 
incentive to contribute to territory’s defense. 
 As discussed in the section on numerical superiority, I should again point out that an 
individual or group in the position of defending a piece of territory essentially has some built-in 
advantages over the would-be attackers. Defenders generally have greater knowledge of the local 
terrain and they can generally afford to expend more “units of fitness” on defending the territory 
than the “units of fitness” attackers are will to expend in taking it over. This latter point is largely 
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due to the fact that a group’s territory is often indispensable for the defenders’ long-term 
survival, a situation that rarely applies to the attacking group. The inherent advantage that comes 
from being the “holder” (aka, defender) of territory is so significant that Parker (1974: 226) goes 
so far as to say, “Very often the odds appear heavily weighted in favour of the resource holder, 
and the absolute resource holding potential (as judged by human eyes) of the attacker apparently 
has to exceed that of the holder very considerably before a take-over occurs.” In sum, these 
defensive advantages suggest that although one would need to possess a significantly greater 
level of physical strength to realize gains from offensive territorial aggression, the potential 
rewards from the successful utilization of defensive territorial aggression are not solely limited to 
those with superior physical capabilities. 
 When weighing the decision to utilize territorial aggression—either offensive or 
defensive—it is important for a given individual to determine the extent to which he/she will be 
able to personally reap the benefits from this aggression as well as the degree of costs he/she will 
have to incur for the territorial aggression to be successful. In regards to this point, it is important 
to consider the “excludability” of the benefits one could possibly gain from offensive and 
defensive territorial aggression. Excludability refers to the degree to which a given resource can 
be monopolized from other members of a group; a fully excludable resource is one that does not 
have to be shared while a non-excludable resource represents a collective good. In species with a 
large degree of effective polygyny, access to reproductive females is a common example of an 
excludable resource, as the most dominant males are often able to limit the other males’ genes 
from the gene pool through mate-guarding practices or victory in conspecific duals. On the other 
hand, territorial defense is often portrayed as a collective good since, once it is provided, it 
cannot be meaningfully denied to the other members of a group (Nunn 2000). To be even more 
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specific, territorial defense is more likely a non-rival than a rival collective good. Whereas the 
use of a rival collective good reduces the amount available for others, the use of a non-rival 
collective good by one individual does not reduce the amount available to others (Buchanan 
1965). 
When considering whether a given good is either more excludable or collective in nature 
and thus whether it is likely to result in a collective action problem, the presence of asymmetrical 
benefits—namely, the degree to which some individuals benefit more from the securing of a 
given good—should be considered. A fully excludable resource is, by definition, one in which 
asymmetries in benefits regularly occur. Collective goods, on the other hand, can have different 
gradations in their level of asymmetrical benefits. When asymmetrical benefits exist, those who 
are to benefit the most from securing the good have an incentive to provide it, even when 
significant free riding is likely to occur. By contrast, when all group members benefit equally 
from providing a certain good and asymmetrical benefits are not present, the collective action 
problem will be more pronounced—provided, of course, the lack of either private incentives or 
coercion. 
In addition to asymmetrical benefits concerns, the likelihood of overcoming the collective 
action problem is also determined by the degree of mutualism a given situation exhibits. In 
mutualistic situations, cooperation can often arise because the benefits of cooperating exceed the 
benefits of free-riding on another group member’s actions (Dugatkin 1997). In other words, 
mutualistic circumstances are those in which the costs of defection exceed the costs of 
cooperation. 
The framework explicated above can be employed to understand why physically strong 
individuals will be more likely to participate in offensive territorial aggression, while both weak 
	 183 
and strong will take part in territorial defense. In the paragraphs below I argue, first, that both 
offensive territorial and defensive territorial aggression, if successful, result in the provisioning 
of collective rather than excludable, private goods. Second, I go on to show that the collective 
goods resulting from offensive and defensive territorial aggression differ in regards to the 
asymmetrical benefits that are likely to ensue; while offensive territoriality creates more 
asymmetrical benefits, defensive territorial is more or less equally beneficial to all members of a 
given group. Third, I also demonstrate that offensive and defensive uses of territorial aggression 
are governed by different degrees of mutualism, with the latter overshadowing the former in this 
regard. 
For groups of ancestral humans that engaged in either offensive or defensive territorial 
aggression, many of the goods stemming from this aggression are likely to have been non-
excludable to the group at large. In the case of offensive territoriality, the additional territory 
seized would add more to the resource base that the group can draw upon. For example, with 
greater territory comes greater access to food, water, and shelter, items that were largely shared 
in the context of small hunter-gatherer groups. Indeed, and as I noted in the previous chapter, 
territory in ancestral hunter-gatherer populations tended to be a group rather than an individual 
possession. Further, most of these additional resources are going to be non-rivalrous in nature 
such that one’s use of the resource will not detract in any meaningful way from another’s use of 
the resource.33 Likewise, defensive territoriality provides continued and uninterrupted access to 
																																																								
33 This assumes, of course, that the additional territory gained is not merely providing one extra 
handful of water or just one extra banana. If this were the case, then these goods would be clear 
examples of non-durable, rivalrous goods in the sense that, once this one banana is eaten, it is 
completely used up and is of no value to other group members. On the other hand and more 
	 184 
the territorial resources the group already possesses—non-rivalrous benefits all group members 
enjoy. 
Despite the collective goods nature of the benefits from territorial aggression, there 
would be some individuals who would have benefited more in successful applications of this 
aggression, especially for offensive territoriality. This is alluded to by Lopez (2012: 2) when he 
says, “Archaeological and anthropological research on warfare suggests that the gains from 
offensive raids tend to be subject to privatization among the raiders, while the gains from defense 
against out-group incursions are mostly intangible public goods, such as survival and threat 
removal (Keeley 1996; LeBlanc and Register 2003).” In relation to this point, consider my 
assertion that both humans and chimpanzees often attempt to expand their territory in hopes of 
gaining greater reproductive success. This component of territory, unlike many of its material, 
resource-based elements, is a good that individuals will try to monopolize and exclude from 
other members of a group. This asymmetrical benefit component of offensive territorial 
aggression will prompt those who are the most likely to profit from this good to overcome the 
collective action problem by personally participating in the expansion of the group’s territory. 
Who are the most likely to benefit and the least likely to suffer costs during offensive territorial 
forays? If the rationale in the above paragraphs has any merit, it is clearly those with the greatest 
physical strength. On the other hand, although the physically strong would also likely benefit the 
most from successful defensive territorial aggression (as they retain the greater mating 
																																																																																																																																																																																		
realistically, if the new territory provides hundreds of trees with thousands of bananas each or an 
entire body of water from which to drink, then the non-rivalrous nature of this territory becomes 
clearer, especially in the context of small-scaled hunter-gatherer bands in which the number of 
individuals is fairly circumscribed. 
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opportunities that have already been established), this scenario is much less asymmetrical in its 
benefits as other material, group-territorial resources are at stake. If this assertion is accurate, 
how could the collective action problem of providing territorial defense be overcome? This 
brings me to the concept of mutualism. 
To reiterate, mutualism is the idea that the costs of cooperation are actually less than the 
costs of defection. When applied to the territorial defensive situation, this implies that the costs 
of not participating in territorial defense (i.e., defection) exceed the costs of mounting a defense 
(i.e., cooperation). Why would this be the case? I have been alluding to the answer to this 
question throughout much of this chapter. The reason is due to the fact that a failure in territorial 
defense can often result in the annihilation of the group that is invaded or, at the very least, the 
co-option of the resources that they rely upon for their day-to-day survival. Although each 
individual would prefer to free-ride off of the defensive endeavors of their compatriots, the 
dangers (i.e., costs) of mass free-riding are so stark that it can compel most group members to 
overcome the costs of participation. This results in the prediction that, as opposed to the 
offensive territorial scenario, both those high and those low in physical strength will be willing to 
utilize aggression in territorial defense. This discussion, along with the other components of my 
argument, leads me to predict: 
H5a: During offensive territorial conflicts of interest, people with above average 
perceptions of physical strength will exhibit greater state-orientated aggression 
than those with below average perceptions of physical strength. 
 
H5b: During defensive territorial conflicts of interest, perceived physical strength 
will have little to no effect on one’s level of state-orientated aggression. 
 
5.3 IS ALL TERRITORY EVOLUTIONARILY EQUAL? 
 At this point it should be clear that evolutionary psychological theories do not put 
forward explanations positing instinctual, unwavering drives towards a particular behavior. 
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Before a given EPM becomes expressed it must first pass through several environmental and 
personal filters. Further, these environmental and personal filters can take several forms. For 
example, by highlighting distinctions between offensive and defensive territorial conflicts of 
interest (i.e., an environmental filter relating to a characteristic of the conflict of interest itself) I 
demonstrated how selection pressures due to one’s sex (i.e., a personal filter relating to the 
ontogenetic development of an organism), due to numerical superiority considerations (i.e., an 
environmental filter relating to the immediate situational input provided by one’s compatriots), 
and due to one’s physical strength (i.e., a personal filter relating to the immediate situational 
input provided by the organism itself) regulate if and when aggression would be deemed an 
appropriate strategy. 
In the present section I take note of yet another environmental filter that should influence 
whether aggression is utilized, namely, the type of resources that are at stake during a given 
territorial conflict of interest. If the reason humans react more aggressively to territorial conflicts 
of interest is indeed due to an evolutionary psychological rationale, then this relationship should 
be especially prominent during territorial disputes concerning resources that were essential for 
survival in humans’ EEA rather than during disputes with resources that have only become 
important with modernity. In the hopes of better understanding how the human perception of 
territory has both changed and remained the same throughout the ages, the following pages take 
note of the types of territorial resources that ancient hunter-gatherers and modern humans have 
deemed important in their respective eras. 
5.3.1 Territory Yesterday 
 It has been my contention throughout this dissertation that, beyond the reproductive 
advantages that ownership over territory bestows, the primary survival benefit of territory lies in 
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its status as a high fitness-gain parameter. In this regard, territory provided those resources that 
were a prerequisite for ancestral humans’ survival, the most notable being food, water, and 
shelter. For example, I documented in Chapter Three instances in which hunter-gatherer groups 
were forced to move to new territories upon the depletion of essential foodstuffs, such as musk-
ox, shellfish, and possibly even mammoths and mastodons. In Chapter Four I further 
demonstrated how defense over territories is also commonly found in locales in which the 
distribution of essential resources is of a relatively low-density, showing that territorial defense is 
not solely limited to those areas in which resources abound. In several instances I have also 
shown that the territorial behavior of our closest genetic relatives is often driven by the demands 
to secure basic survival resources. Even strands of anthropological evidence from present-day 
hunter-gatherer and archeological evidence from ancient battle sites clearly point towards the 
persistent importance that territorial resources played in spurring conspecific conflict. In short, 
evidence from the archeological record, ethnographic reports of modern hunter-gatherers, and 
primatological accounts show that the resource-endowment function of territory was one of the 
most important niches it filled throughout the course of human evolution, particularly those 
resources that are necessary for day-to-day survival. 
5.3.2 Territory Today 
 Territory and territorial resources are conceived of in a somewhat different light today, 
especially if we adopt the perspective of modern nation-states rather than individual human 
beings. These different conceptions of territory become apparent upon examination of the 
various data collections pertaining to this subject within the international relations subfield. One 
of the most prominent datasets on interstate conflict, The Correlates of War Militarized Interstate 
Disputes Dataset (Palmer et al. 2015), incorporates “territory” within its coding of interstate 
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disputes but is agnostic regarding the character of this territory or its contents. Instead, it focuses 
predominantly on whether a given conflict was due to the issue of territory or, alternatively, 
regime or policy disagreements. Similarly, the Territorial Change dataset (Tir et al. 1998)—
another data collection hosted by the Correlates of War—is concerned more with the process of 
territorial transfers between states, noting changes due to conquest, annexation, cessation, and 
unification, to name a few. Other datasets on territory and conflict approach these concepts from 
more of a geographical perspective, geolocating incidences of violence according to their latitude 
and longitude coordinates (e.g., ACLED: Armed Conflict Location and Event Dataset [Raleigh 
et al. 2010]; Uppsala Conflict Data Program, Georeferenced Event Dataset: UCDP GED 
[Sundberg & Melander 2013]). 
Other international relations datasets pertaining to territory, however, have coding 
schemes that more explicitly document the contents of this territory. For example, the Issues 
Correlates of War Project (ICOW) collects data relating to territorial, river, and maritime claims 
between countries within the interstate system from 1816 to 2001 (Hensel 2001). In the ICOW 
Territorial Claims Data Set (Frederick, Hensel, & Macaulay 2017) the authors record whether 
each territorial claim possesses a number of different tangible and intangible characteristics. In 
regards to its tangible qualities, the claim is coded on the basis of 1) natural resources such as oil, 
copper, iron, nickel, uranium, and fresh water, 2) strategic locations such as important defensive 
positions, military bases, or valuable trade routes, and 3) permanent populations, measured by 
the presence of permanent towns or villages (Hensel & Mitchell 2005: 278). On the other hand, 
the intangible qualities of a territorial claim are measured according to whether the claim in 
question 1) encompasses territory considered to be part of a state’s national homeland (as 
opposed to a colony or dependence), 2) has ethnic, linguistic, religious, or other identity ties with 
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one of the states party to the claim, and 3) involves territory in which one of the states had 
previously exercised sovereignty (Hensel & Mitchell 2005). Although the coding scheme 
adopted by ICOW incorporates some aspects of territory that ancestral humans would have 
found valuable (e.g., freshwater), for the most part, the characteristics of territory this project 
focuses upon have only become important with modernity and the concomitant rise of the nation-
state. Indeed, early hunter-gatherers likely had little use for such items as oil and uranium and 
would have been unconcerned with squabbles over sovereignty, largely since this concept had 
not yet been invented. 
Unsurprisingly, much of the IR literature related to territorial resources is also 
conspicuously at odds with how territorial resources were utilized in humans’ EEA. Consider the 
research related to the resource curse, namely, the idea that countries awash in certain natural 
resources tend to exhibit poorer economic growth (e.g., Sach & Warner 1995; Ross 1999; 
Havranek, Horvath, & Zeynalov 2016), weaker democratic institutions (e.g., Ulfelder 2007; Ross 
2011, 2015; Wright, Frantz, & Geddes 2013), and more interstate (e.g., Hendrix 2015; Kim & 
Woods 2016) and intrastate (e.g., Ross 2004; Bell & Wolford 2014; Berman et al. 2017) conflict 
than their less resource-endowed counterparts. With almost no exceptions, the resources fueling 
the purported curse tend to be petroleum and natural gas or valuable minerals/metals such as 
copper, diamonds, and gold. Laboratory experiments examining how individuals respond during 
imaginary crises also tend to stress the presence of a similar set of natural resources when a 
territorial conflict of interest is posited. In regards to valuable minerals, both McDermott et al. 
(2007) and Johnson et al. (2006) asked their participants to imagine that they were the leader of a 
country in a dispute with another country over the ownership of a newly discovered diamond 
deposit. On the petroleum front, McDermott & Cowden (2001) utilized a crisis simulation game 
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in which the participants were embroiled in conflict over an island with newly discovered 
sources of oil. In short, the majority of research within international relations dealing with 
territorial resources tends to be limited to precious gems, precious metals, and petroleum or 
natural gas products. 
Bucking this trend, however, is the growing research on conflict and water shortages. 
With the effects of climate change growing ever more dire, increasing attention has been devoted 
to exploring how these climatic fluctuations are affecting the world’s water supply. In those 
areas in which fresh water reserves could become depleted or otherwise put in jeopardy, scholars 
have examined if and when interstate and intrastate violence has ensued (e.g., Giordano, 
Giordano, & Wolf 2002; Kundzewicz & Kowalczak 2009) and if our current international 
institutions are sufficient to mediate water shortages between countries (e.g., Bernauer & 
Siegfried 2012; Tir & Stinnett 2012). The water scarcity and conflict issue has also prompted the 
construction of new datasets to better examine this problem quantitatively (e.g., Wolf 1999; 
Yoffe et al. 2004; Bernauer et al. 2012). In short, the current intellectual focus on water security 
represents one issue in which our current conceptions of territorial resources mirror those that 
would have been deemed important in humans’ EEA. 
 Although the humans that are presently walking Earth’s surface are inundated with 
references to such territorial resources as oil, gold, natural gas, and diamonds, our evolutionary 
forbearers existed in an environment in which the importance of territory was due to its ability to 
provide resources necessary for their daily sustenance. As such, there is something of a 
disconnect between past and present interpretations of why territory is valuable, with the notable 
exception regarding water insecurity notwithstanding. Fortunately, however, this disconnect 
gives us an opportunity to determine if the reason humans react more aggressively to territorial 
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bones of contention is in fact due to an evolutionary psychological process. For example, an 
economically rationalist approach might predict that humans would be more prone to react 
aggressively to territory that is considered valuable in today’s world (e.g., oil, gold) than to 
territory that, while valuable in the past, is of less significance today. On the other hand, an 
evolutionary psychological theory would posit that since territory with evolutionary 
advantageous resources (e.g., food, water) represents a force that has influenced our psyche for 
tens of thousands of years, it should generate greater aggression than territorial resources that 
have been deemed valuable for only the last several hundred years.34 This thus leads me to 
hypothesize that: 
H6: Territorial conflicts of interest involving resources essential to human survival 
in the EEA will generate greater levels of state-orientated aggression than 
																																																								
34 It is not uncommon for evolutionary psychological theories to leverage differences between 
the ancestral environment and the contemporary environment to help explain behaviors that 
appear counter-intuitive. Consider the quotation from Sell, Hone, & Pound (2012: 36): “In 
contrast to the situation in ancestral environments, interpersonal physical aggression is rarely 
used within modern Western societies to resolve conflicts of interests. However, if human males 
evolved facultative mechanisms that are calibrated by assessments of their own fighting ability 
and the fighting ability of others, then these processes are predicted to continue to exert effects 
on behavior in contemporary environments in ways that are not rational.” In a similar fashion to 
these authors’ fighting ability prediction, my expectation regarding the heightened level of 
aggression towards territory with resources deemed important in the past versus those deemed 
important today goes against the more contemporarily intuitive idea that the more monetarily 
valuable resources should elicit greater aggression. 
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territorial conflicts of interest involving resources that were unimportant to 
ancestral humans. 
 
5.4 TERRITORIAL DEFICIENCIES AND CONSPECIFIC TRUST/DISTRUST 
 The bulk of this dissertation has focused on showing how the original adaptive problem 
of a relative dearth in territory within humans’ EEA has endowed individuals with EPMs that 
condition them to respond aggressively to territorial conflicts of interest. Rather than posit an 
unmitigated drive to exhibit aggressive and/or violent territorial behavior, however, I 
demonstrated how variations within humans’ environmental and ontogenetic contexts have 
created distinct selection pressures that have conditioned how readily the predisposition for 
territorial aggression is triggered within a given individual. In the remainder of this chapter I ask 
whether territorial deficiencies are likely to have spurred the evolution of other EPMs in humans. 
Is it the case that the shortages in territory humans experienced during the course of their 
evolution are responsible for only such “immoral” behaviors as aggression and violence, or could 
these deficiencies in territory have also been responsible for some of our more morally touted 
predispositions? 
In the pages that follow I argue that territorial deficiencies have indeed paved the way for 
the evolution of psychological mechanisms beyond that of territorial aggression. Although I have 
previously shown that aggression was often the optimal solution for gaining or retaining access 
to territorial resources, before this aggression could move from one-on-one dyadic encounters (a 
behavior that we see in countless other animals) to collective or coalition aggression (a behavior 
that is much more uncommon in the animal kingdom [Silverberg & Gray 1992]), a host of other 
adaptations would be needed for its expression. In particular, for coalitional aggression to be a 
viable possibility during a conflict of interest—territorial or otherwise—there would need to be a 
mechanism or mechanisms in place to convince members of the group to participate in the 
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coalitional aggression and thus overcome the collective action problem. The two mechanisms I 
posit that would have helped tremendously in this regard are the fostering of in-group trust 
towards one’s band members and out-group distrust towards individuals from opposing groups. 
Although these would be necessary for both territorial and non-territorial conflicts of interest 
alike, I go on to argue that this in-group trust and out-group distrust are especially likely to be 
elicited today when the bone of contention is territorial rather than non-territorial in nature. 
5.4.1 From Individual to Coalitionary Aggression 
 Before going into the particulars regarding the purported benefits of in-group trust and 
out-group distrust in ensuring participation during territorial conflicts of interest, I should first 
expound upon why it is necessary to explain the existence of EPMs other than those that govern 
the individualist propensity for territorial aggression. The hypotheses I have put forward 
regarding the effects of individuals’ immediate situational input (i.e., perception of physical 
strength) and ontogenetic contexts (i.e., male versus female)—though demonstrating that 
territorial aggression can vary depending on these factors—are nonetheless still hypotheses 
pertaining to why a given individual, as opposed to a given group, would approach territorial 
conflicts of interest with aggression.35 In other words, these sections elaborated upon the 
individual calculus that humans’ would need to engage in to determine if territorial aggression 
would be deemed personally apropos in a given situation. A problem still emerges, however, in 
how this individual penchant for territorial aggression could survive the collective action 
																																																								
35 The exception in this regard is my numerical superiority hypothesis. As noted in that section, 
one’s perception of the group’s numerical superiority over their opponent may be one of the 
factors that prompts this member to ultimately participate and thus overcome the collective 
action problem. 
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problem of motivating participation within a group. Indeed, another estimate an individual would 
undoubtedly need to make to calculate the likelihood of successful territorial aggression would 
be the possibility and degree of support from one’s group members. No matter how strong the 
factors pushing one towards the use of individualistic territorial aggression, if there was no 
possibility for this individual belligerence to turn into the coalitional belligerence, the likelihood 
of one’s own expression of territorial aggression to be successful would be so low that the costs 
would outweigh the benefits from trying to utilize it in the first place. In such a situation 
coalitional aggression could have never materialized. 
 It is thus due to this collective action problem that any theory putting forward the alleged 
existence of an EPM for aggression must also explain the mechanisms whereby collective 
aggression could become a reality. At this point it may be helpful to refer back to Chapter Two 
and my discussion of an evolutionary psychological “task analysis.” As explained in this chapter 
(pp. 54–55), the purpose of a task analysis is to have the researcher specify the qualities that a 
given EPM should possess for it to solve a particular adaptive problem, qualities known as the 
EPM’s “evolvability criteria.” For example, the work of Parker (1974) demonstrated that—in 
order for a decision to be made regarding the use of conspecific aggression—there must be an 
apparatus in place to help organisms judge the resource holding potential of their adversaries. 
Subsequent evolutionary psychological inquiries provided experimental evidence that humans 
are indeed equipped with EPMs that aid them in judging a potential opponent’s strength (i.e., 
resource holding potential) through evolutionarily relevant cues in the body, face, and voice. 
Thus, in this example, the EPM for conspecific aggression was regulated by other EPMs that 
were designed, not for aggression, but for helping the organism determine if aggression could 
prove advantageous. These “2nd order” EPMs, as I will refer to them, were in place to help the 
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organism determine if the “1st order” EPM for aggression would aid in solving the adaptive 
problem (i.e., resolving a conflict of interest). 
 In the same way and for the same reasons that it was incumbent upon researchers to 
demonstrate the existence of an EPM for judging resource holding potential in order for the EPM 
for conspecific aggression to effectively operate, for myself to claim that there is a 1st order EPM 
for territorial aggression I must also be able to show some 2nd order mechanism or mechanisms 
by which this aggression can become a collective enterprise. To be sure, territorial conflict as we 
know it—either in the context of hunter-gatherer groups or modern nation-states—is a group 
activity. For me to claim that this group activity is due to an EPM for territorial aggression it thus 
behooves me to show how the individualistic mechanisms I have been describing can operate in 
an environment subject to the collective action problem. I argue that it is often through the 
aforementioned mechanisms of in-group trust and out-group distrust, qualities that are fostered 
more readily during territorial conflicts of interest than during non-territorial bones of 
contention, that this problem is solved. 
 Issues surrounding a task analysis and 1st versus 2nd order EPMs can also be approached 
via the distinguishing of the “ultimate” and “proximate” levels of analysis. In evolutionary 
biology, the “ultimate” level of analysis seeks to describe why a particular behavior was 
advantageous to an organism’s fitness, whereas the “proximate” level depicts the process by 
which this behavior is effectively manifested. Proctor & Brosnan (2011: 50) parse the dichotomy 
this way: “The proximate level of analysis addresses the mechanisms by which the behavior 
operates in the immediate sense within the individual, while the ultimate level of analysis 
addresses why a behavior was selected in evolutionary history (e.g., why it is adaptive).” 
Similarly, Thayer (2000: 127) describes the demarcation as thus: “Ultimate causes are universal 
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statements that explain proximate causes. Proximate causes are deductively derivable from 
ultimate causes and focus on explanations of immediate occurrences.” Viewed through the 
ultimate/proximate lens, territorial aggression represents the ultimate level of analysis and 
explains—via the high fitness gain parameter and reproductive opportunities logic—why it 
would have been selected for during humans’ evolution. On the other hand, the fostering of in-
group trust and out-group distrust is more akin to the proximate level as it explains how the 
“immediate occurrence” of this inherently group-level enterprise could become possible in the 
first place.36 
5.4.2 In-Group Trust and Out-Group Distrust 
																																																								
36 We can take the above example one step further. Whereas the “ultimate” cause of human 
territorial aggression in the above formulation is due to the fitness benefits that territory provides 
and the proximate cause is in-group trust and out-group distrust, the specified ultimate cause can 
itself be a proximate cause for a further ultimate cause. In particular and consistent with my 
previously stated theoretical rationale, we can also perceive human territorial aggression as the 
proximate cause that helps explain the ultimate cause behind the periodic shortages in territory 
within humans’ EEA.  
Example: Why do humans exhibit territorial aggression? Proximate cause: Because in-group 
solidarity and out-group distrust help overcome the collective action problem limiting 
conspecific aggression. Ultimate cause (once removed): Because territory provides resources 
that are essential for human survival. Ultimate cause (twice removed): Because severe climatic 
events and human over-hunting practices made shortages in territory a relatively common 
occurrence for late hunter-gatherer groups. 
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 With this summary of a task analysis and ultimate versus proximate causes complete, we 
can now shift to explaining how EPMs for in-group trust and out-group distrust could contribute 
to the successful functioning of an EPM for coalitional territorial aggression. To begin, it is 
pertinent to point out that for coalitional aggression of any variety to materialize—and for it not 
to have been selected out by evolutionary processes—the confluence of a number of factors is 
first necessary. Within the evolutionary psychological literature, these factors are often referred 
to as the risk contract of war (Tooby & Cosmides 1988) and can be divided into two separate 
components. The first component of the risk contract of war involves the calculations an 
individual must make to reach a personal decision regarding whether he/she is willing to engage 
in aggressive behavior. The second component, on the other hand, revolves around the efforts a 
given individual would need to undertake for the purposes of building and maintaining an 
aggressive coalition or, in other words, how one can enforce the risk contract upon others in the 
group. 
 Each component of the risk contract can itself be divided into a number of interrelated 
calculations. For instance, in regards to one’s personal decision to participate, the individual 
should scan variables in the environment that impact 1) the probability of success, 2) the risk 
such an activity will pose to one’s person, and 3) the expectation of benefits and/or the value 
such an action will bring to himself/herself (Tooby & Cosmides 1988; Lopez 2012). In terms of 
the second criterion of motivating additional participation and enforcing the risk contract on 
others, decisions must be made regarding how the challenges of 1) recruiting labor and 2) 
punishing free riders will be achieved. In general, the elimination of free riders and the 
recruitment of labor can be accomplished through two mechanisms: positive inducements and 
negative repercussions (Gneezy & Fessler 2011; Lopez 2012). As should be evident, this latter 
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component of enforcement revolves around the common trials and tribulations that need to be 
overcome to elicit participation when the collective action problem becomes a concern. 
 An astute reader may have noticed that the majority of the factors highlighted in this 
dissertation pertain to the first of the two components of the risk contract of war, namely, those 
factors impacting one’s personal decision to utilize aggression (i.e., expectation of benefits, 
probability of success, and personal risk). For example, my section on sex-based differences in 
territorial aggression was largely informed by how the expectation of benefits resulting from this 
activity varies between males and females, leading to different predictions regarding the 
situations in which they are expected to utilize this form of aggression. Likewise, my hypotheses 
pertaining to physical strength drew most of their logic from how this variable influences the 
likelihood that aggression increases an individual’s probability of success while also decreasing 
the likelihood that aggression will result in any personal risks to that person. Of particular note 
though, the similarity between the sex-based rationale and the physical strength logic—beyond 
the fact that they both constitute factors involved in the personal calculation to participate in 
aggression—lies in that they both draw on factors that are internal to the individual. 
As I have alluded to in the previous section, however, an individual’s personal decision to 
participate in coalitional aggression goes beyond that person’s own assessment of his/her 
personal characteristics and also includes perceived assessments of others in the coalition. In 
other words, in addition to calculating one’s own expectation of benefits, one’s own probability 
of success, and one’s own personal risk before becoming willing to utilize aggression, one must 
also calculate those factors that affect other group members’ expectation of benefits, other group 
members’ probability of success, and the risk to other group members that a particular act of 
aggression will bring. If an individual believes that one’s coalition members think that their 
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chances of realizing benefits are low, or that they think that their probability of success is poor, 
or that they think the overall risk they will be subject to is high, that individual will be unwilling 
to engage in aggression even if the benefits to him/her are high and even if the personal risks to 
him/her are low. If a situation such as this arises, participation from in-group members is likely 
to be extremely small or even non-existent, thus dramatically decreasing the probability that 
coalitional aggression would be successful and ultimately overshadowing the factors that could 
make a personal, dyadic use of aggression apropos. In short, if an individual believes that his 
own participation will not be backed up by his fellow band members, regardless of his own 
personal formidability or regardless of the potential benefits he may receive, this individual 
would still likely shy away from participating in coalitional aggression. 
It is partly due to the above insight that an earlier portion of the current chapter dealt with 
numerical superiority considerations. Numerical superiority concerns are clearly a group 
characteristic that influences the probability of success and the level of risk that everyone in the 
group is likely to encounter, à la Lanchester’s Square Law. With greater numerical superiority, 
group success goes up while group risk goes down, leading an individual in such a group to—in 
theory—be more willing to participate in coalitional aggression as everyone realizes that their 
chance of injury is minimal and their chance of success is high (Johnson & MacKay 2015). 
Again, however, the problem with such a formulation lies in how an individual in a group of this 
nature—given collective action concerns—would be confident that the other group members 
would participate and resist the temptation to free ride. I argue that the evolution of a 
psychological mechanism for in-group trust could help alleviate free-rider worries and thus 
motivate an individual to personally engage in coalitional aggression by 1) making them more 
confident that many of their in-group members will participate in kind, 2) assuaging fears that 
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the benefits of aggression will not be privatized, and 3) assuring that the costs of aggression will 
be spread relatively evenly among the group. 
In regards to the first of these points, an EPM that generates in-group trust during 
conflicts of interest can be conceived of in similar terms to humans’ hypothesized evolved 
predisposition for self-deception (Trivers 2000; 2011). Self-deception is thought to have a 
number of advantages in conspecific encounters, with one of the most notable being the 
enhancing of the credibility of bluffs (i.e., “self-deception in the service of the deception of 
others” [Trivers 2000: 115]). The logic behind such a claim lies in that if one is able to deceive 
oneself of the validity of a given belief, claim, or action then there is less possibility that one’s 
opponent or rival will ascertain the deception themselves. In short, the unconsciousness of one’s 
deception may more deeply hide the duplicity. When approaching the idea of self-deception from 
the vantage point of conspecific aggression, one of the most prominent forms of this concept lies 
in one’s ability to generate positive illusions, also known as overconfidence. Overconfidence 
works by prompting an individual to ignore such internal signals as, say, one’s own personal 
formidability when confronted with a conflict of interest and engage in dyadic aggression despite 
signals to the contrary (Johnson et al. 2006; Johnson & Fowler 2011). This strategy can prove 
adaptive when the motivational output of such positive illusions generates a credible bluff that 
serves to deter enemy initiatives (Wrangham 1999b). In the same way that overconfidence can 
generate positive illusions that one is stronger than one really is, an EPM for in-group trust could 
generate positive illusions that the group exhibits more solidarity and cooperation than is in fact 
the case. In other words, an EPM such as this would make an individual believe that other 
members of his/her group will participate in kind during a conflict of interest. If this albeit 
misguided perception leads an individual to take part in coalitional aggression where this 
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individual would not have otherwise, it could prove evolutionary adaptive if it motivates 
participation to such a degree that it helps the group overcome the collective action problem and 
confront their adversaries as a united front. In short, and referring back to the risk contract of 
war, an EPM for in-group trust could thus increase the perceived probability of success that 
coalitional aggression will pay dividends. 
An EPM for in-group trust could create other positive illusions as well. For example, in 
addition to fostering a perception that other members of a group will participate in coalitional 
aggression, greater in-group trust would also mitigate fears that one would be excluded from the 
gains of aggression. Indeed, as I have explained above, the motivation for personal participation 
is in part determined by expectations of benefits. If one does not believe that there is any personal 
gain for taking part in coalitional aggression due to a perception that only select members of the 
group will profit, this individual’s participation is unlikely. An EPM for in-group trust helps 
alleviate this concern by cultivating a sense of egalitarianism, even if this egalitarianism is itself 
a type of self-deception. Likewise, another potential brake on an individual’s willingness to 
participate in coalitional aggression is a fear that they will shoulder the lion’s share of the costs. 
In other words, if a given individual thinks that they will experience more negative repercussions 
(i.e., personal risks) from the use of coalitional aggression than others in the group, their 
willingness to participate will obviously decrease. A positive illusion of in-group solidarity, 
however, can combat this perception and lead individuals to believe that the costs of coalitional 
aggression will be distributed more or less randomly among the group. 
In a similar way that an EPM for in-group trust generates positive illusions that ultimately 
aids the group in overcoming the free-rider problem, an EPM for out-group distrust could create 
what I will call negative illusions in service to this same goal. In particular, while the EPM for 
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in-group trust created positive illusions that more members would participate in conflict, that the 
risk of the aggression would be equally shared, and that the gains would be distributed more or 
less evenly, an EPM for out-group distrust would create negative illusions that outsiders were 
inherently dangerous and posed a risk to one’s personal safety. To understand how such an EPM 
could have been generated, it is important to realize that—in humans’ EEA—outside groups 
would have often fallen under the category of “fitness suppressors.” Tooby & Cosmides (2010: 
193) explain: “…[M]embers of other groups, outside the boundary of kinship and cooperative 
networks often fall into the category of fitness suppressors - for example, by virtue of occupying 
habitat that could benefit the aggressors, or because they threaten displacements of their own 
sooner or later if left unchecked” (emphasis in original). This argument heralds back to the 
assertion of Alexander (1989, 1990) that, due to humans’ ecological dominance, there developed 
runaway social competition in which the principle “hostile force of nature” was not predators or 
diseases but the presence of other humans. The evolution of a psychological mechanism that 
fostered distrust of outside groups during conflicts of interest would have thus helped individuals 
insulate themselves from this “hostile force of nature” by priming them to be perpetually wary of 
these outsiders’ existence. 
The above sections explain why, in addition to an EPM that conditions one to react 
aggressively during territorial conflicts of interest, the human mind is also likely to possess 
EPMs for in-group trust and out-group distrust. The question that now arises is why EPMs such 
as these would be more pronounced during territorial conflicts of interest than during conflicts of 
interest lacking a territorial component. The answer to this question again revolves around the 
logic of a malfunction mismatch (Hagen & Hammerstein 2005). In particular, and as I noted in 
the previous chapter, although modern nation-states fight over a wide range of issues in which 
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territory represents only one, most of the conflicts of interest that occurred in humans’ EEA were 
of a territorial variety. As a result, when a non-territorial conflict of interest occurs in today’s 
world the EPMs for in-group trust and out-group trust “malfunction” and become less likely to 
be activated. This leads me to my final set of hypotheses: 
H7a: Individual levels of trust towards people with the same nationality as the 
respondent will be greater during state-based territorial conflicts of interest than 
during state-based non-territorial conflicts of interest. 
 
H7b: Individual levels of distrust towards people with a different nationality than 
the respondent will be greater during state-based territorial conflicts of interest 
than during state-based non-territorial conflicts of interest. 
 
5.5 CONCLUSION  
As a whole, this chapter has covered a wide range of seemingly disparate topics. It began 
by making the conceptual distinction between offensive and defensive territorial conflicts of 
interest and by specifying how such factors as one’s sex, numerical superiority considerations, 
and individual physical strength could influence the use of aggression during these qualitatively 
different forays. My next section moved away from the offense/defense typology and instead 
argued that the expression of aggression during a territorial dispute will in part be determined by 
the types of resources that are at stake. These arguments shared common ground by 
demonstrating that although all members of the human race should share the same set of EPMs, 
there can nevertheless be variation in how these EPMs are expressed depending on both the 
immediate situational input (i.e., physical strength [internal characteristic] versus numerical 
superiority and resource type [environmental characteristics]) and one’s ontogenetic context (i.e., 
male versus female). The final section of this chapter then put forward the argument that the 
territorial shortages that humans are likely to have encountered in their EEA are also likely 
responsible for EPMs that elevate in-group trust and out-group distrust. Now that the full range 
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of my hypotheses is now specified, the following chapter explains how these predictions are 
tested.  
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CHAPTER 6: SETTING UP THE ANALYSIS – RESEARCH DESIGN AND STUDY 
IMPLEMENTATION 
 
Now that a number of observable implications of my territorial deficiency theory of 
aggression have been specified I can begin to describe the manner in which they are to be tested. 
As my predictions are predominantly concerned with measuring behavioral and attitudinal 
variations within individuals, my analysis gravitates towards an experimental design. In 
particular, to test the hypotheses laid out in Chapters Four and Five my dissertation relies upon a 
battery of survey experiments that utilize short vignettes as the treatments. These vignettes 
present my respondents with a range of personal- and state-based conflicts of interest that 
encompass both territorial and non-territorial concerns. To conduct these survey experiments I 
make use of the University of Illinois’ Subject Pool housed within the Department of Political 
Science. The Subject Pool consists of undergraduate students who are enrolled in at least one 
political science course and who agree to take surveys submitted by professors and graduate 
students in exchange for extra credit in one political science class of their choosing. In total, my 
dissertation makes use of seven separate survey experiments from the Subject Pool, with each 
survey testing a different subset of the hypotheses listed in the two previous chapters. 
Given that the Subject Pool solely consists of undergraduate students from the University 
of Illinois, some external validity issues are likely present as this population is not representative 
of the US population as a whole. As a partial remedy to this issue, I also administered a slightly 
modified subset of my survey experiments to respondents taking part in the Kentucky Survey, a 
randomized, statewide phone survey of individuals residing in the state of Kentucky. In addition 
to offering a robustness check to my initial Subject Pool results, the findings from this portion of 
my dissertation are drawn from a much wider population of respondents, thus helping to ensure 
that my results do not pertain exclusively to the largely white, young, and educated participants 
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offered by the Subject Pool. In particular, as compared to the Subject Pool population, the 
randomized nature of Kentucky Survey guards against any systemic selection bias and helps to 
ensure that the respondents will be better represented in a range of important demographic 
variables, such as age, income, race, and education. 
In this chapter I describe all of the survey experiments that are used in the testing of my 
predictions. In addition to summarizing the various vignettes my respondents receive, I explain 
what evidence is required for my hypotheses to receive support and why the survey experiments 
I utilize should represent difficult tests of my hypotheses. I also take note of the different ways I 
operationalize my dependent variables and the various moderating variables that I use in several 
of my latter waves. Given that much of the prior territorial-explanation-of-war literature utilizes 
a research strategy significantly different from my own, throughout this chapter I explain several 
of the distinct advantages that a research design based upon survey experiments bestows when 
attempting to understand territory and its link to aggression and violence. 
6.1 THE SURVEY EXPERIMENTS 
 In each of the surveys that I administer—both through the Subject Pool and with the 
Kentucky Survey—I begin by asking a range of standard demographic questions pertaining to 
my respondents’ age, sex, level of education, nationality, marital status, socioeconomic status, 
race/ethnicity, and religious orientation, to name a few. In regards to the Subject Pool, given that 
the participants are undergraduate students at a major US educational institution, my respondents 
unsurprisingly tend to be white, middle to upper-middle class, single, US citizens. While there 
are slightly more males than females in most of my surveys, this difference is not statistically 
significant. After asking these demographic questions, my surveys then present the respondents 
with a particular vignette, representing the treatment portion of my experiments. Depending on 
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the hypothesis being tested, the structure and content of the vignettes vary in terms of how they 
are presented to the respondents. Further, although most of my survey experiments also include 
control groups, there are several waves of my study where the inclusion of a control group was 
not deemed appropriate. 
6.1.1 Personal Conflicts of Interest and Interpersonal Aggression 
H1 is concerned with ascertaining my respondents’ levels of interpersonal aggression 
when confronted with personal conflicts of interest. As such, this hypothesis is designed to 
access my respondents’ level of aggression towards other people when their personal territory 
has been violated versus when their non-territorial assets are threatened. The vignettes I utilize 
therefore present situations in which I ask my respondents to read scenarios where I describe 
their own possessions being compromised so as to highlight the existence of personal conflicts 
of interest. In the territorial scenario, the vignette informs the respondent that burglaries have 
been relatively common in the college campus area of Champaign-Urbana, Illinois and that 
his/her home has been broken into with $1,000 stolen. In the non-territorial scenario the vignette 
again informs the respondent that $1,000 has been taken from them, but that this money was lost 
due to hackers taking it from their bank account rather than from a home burglary.37 By 
highlighting intrusions into, respectively, the respondent’s own home or his/her online bank 
account the first scenario is meant to invoke a feeling in which the respondent’s own physical 
space has been violated while the second is intended to rouse a sentiment in which his/her assets 
have been compromised but via an online, impersonal process. 
																																																								
37 For the exact wording of these vignettes and all of the others used in my subsequent survey 
experiments see Appendix One. 
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After the treatment portion of my survey, I then proceed to ask my respondents a number 
of aggression-related questions. Aggression-related questions represent the dependent variable in 
most of the separate waves of my survey experiments, with the only exception being the final 
survey where the dependent variables are related to interpersonal trust and distrust. Since my 
first hypothesis explicitly hones in on interpersonal aggression, the questions following these 
vignettes attempt to measure my respondent’s aggression toward other people. For these 
questions, I rely upon Buss & Perry’s (1992) Aggression Questionnaire, which uses a seven-
point Likert scale (1=extremely uncharacteristic of me…7=extremely characteristic of me) to 
examine four components of interpersonal aggression, Physical Aggression (e.g., “Once in a 
while, I can’t control the urge to strike another person.”), Verbal Aggression (e.g., “When people 
annoy me, I may tell them what I think of them.”), Anger (e.g., “When frustrated, I let my 
irritation show.”), and Hostility (e.g., “I am suspicious of overly friendly strangers.”).38 All of 
these questions have been recoded so that higher responses on the Likert scale indicate higher 
levels of aggression. Further, I have combined all of the responses to these 29 questions into a 
single additive index of interpersonal aggression that ranges from a theoretical minimum of 0 to 
																																																								
38 See Appendix Two for the full list of interpersonal aggression items used in the Buss & Perry 
Questionnaire (1992). For simplicity and ease of interpretation, all of these questions have been 
rescaled to range not from 1-7, but from 0-6. This same procedure was implemented in the other 
versions of my survey experiments. All of the questions used in my other survey experiments can 
also be found in this appendix. 
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a theoretical maximum of 174.39 As indicated by its Cronbach’s alpha score of 0.71, this variable 
demonstrates reasonably high internal consistency despite the fact that it encompasses four 
different components of interpersonal aggression (i.e., Physical Aggression, Verbal Aggression, 
Anger, and Hostility).40 
In this first wave of my study (N=332), approximately one-third of my respondents 
receive the territorial vignette, another third the non-territorial vignette, and the final third no 
vignette at all. Even if more interpersonal aggression is found in those receiving the territorial 
vignette compared to those receiving the non-territorial vignette, it is also important to ascertain 
whether the level of aggression in those receiving the territorial vignette is significantly greater 
																																																								
39 Although I rely primarily on this additive index of the 29 items, I also divide the DV into its 
component parts to see if territorial conflicts of interest have an influence on each of the 
conceptually distinct aspects of interpersonal aggression. 
40 Although physical aggression is the most obvious form of aggression to study when examining 
the evolution of intergroup hostility, this is largely due to the fact that it was the most pertinent 
and efficacious form of aggression to use in humans’ ancestral environment. In today’s world, 
however, people have a larger menu of aggressive options to choose from. In addition to joining 
the armed forces themselves and fighting on the front lines, people can pressure their 
representatives to be more “hawkish,” they can donate money to military causes, and they can 
vote for leaders with more assertive foreign policies, to name a few. Given that this dissertation 
is ultimately interested in examining how ancestral psychological mechanisms interact with the 
institutions we have in place today, I do not wish to confine my conceptualization of aggression 
solely to its physical variety. It is for this reason that I incorporate all four components of Buss & 
Perry’s (1992) Aggression Questionnaire into my measure of interpersonal aggression. 
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than in a control group that is not presented with a vignette. If I am unable to make this 
determination, it would not be possible to claim that either vignette—territorial or non-
territorial—has any effect on one’s self-assessment of aggression. For example, assume that 
aggression can take on a score between zero and ten. As a group, go on to assume that those 
receiving the territorial vignette have an average interpersonal aggression score of eight while 
those receiving the non-territorial vignette have an average aggression score of six. This 
difference is found to be statistically significant. However, if the average aggression score of 
those in the control group is seven, then neither of the vignettes can be said to elicit a 
significantly greater or lesser manifestation of aggression than expected by chance. By including 
a control group in my survey I can check for this possibility. 
To ultimately test this hypothesis I perform several difference of means t-tests to see if 
those who receive the territorial treatment have a significantly greater group level of 
interpersonal aggression than those in the non-territorial treatment group and those in the control 
group. If the group that receives the territorial vignette has a greater group mean aggression score 
than those in both the non-territorial group and the control group, this would provide support for 
H1. However, if the aggression score of those receiving the territorial vignette is not statistically 
different from either the non-territorial aggression score or the control aggression score, H1 will 
be falsified. The hypothesis will garner mixed support if—on the one hand—the territorial 
aggression score is significantly greater than the non-territorial score, while—on the other 
hand—both the territorial and non-territorial aggression scores are significantly greater than the 
control aggression score. A situation such as this might indicate that, instead of an EPM for 
aggression in the face of territorial conflicts of interest, humans possess a more general, all-
purpose EPM for aggression that is activated in both territorial and non-territorial threat 
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scenarios. As mentioned in Chapter Four, if H1 finds support, it not only provides some evidence 
of an EPM for aggression during territorial conflicts of interest, it would also suggest the 
presence of a malfunction mismatch. In other words, evidence supporting this hypothesis would 
suggest that our psychological machinery might not be adept at processing conflicts of interest 
that are devoid of a territorial component and essentially “malfunction” in these non-territorial 
circumstances. Analogous to humans’ present-day failure to fully appreciate the dangers of 
driving on the highway, non-territorial threats may fail to activate our EPM for interpersonal 
aggression. 
I should point out that by explicitly stating that $1,000 has been stolen in both the 
territorial and non-territorial scenarios, I am effectively able to control for the monetary worth of 
both types of these infringements. My ability to disentangle the financial stakes from the nature 
of the conflict of interest represents a significant point of departure from most IR literature that 
examines the link between territory and conflict. For those studying territorial conflict from a 
cross-national perspective, it is difficult to control for the fiscal value of both territorial and non-
territorial issues. To be sure, previous studies within the territorial-explanation-of-war literature 
have made great strides in evaluating a given territorial claim in regards to both its tangible and 
intangible worth (see Dzurek 2005; Hensel & Mitchell 2005; Hensel et al. 2008). These studies 
have allowed us to not only compare the likelihood of conflict between intangibly and tangibly 
valuable territories but to also evaluate the prospects for sustained peace in these different 
territorial locales. However, the same tangible/intangible typology has not been applied to non-
territorial issues, thus making any comparison of territorial and non-territorial issues difficult if 
not impossible from the same “value” standpoint. This raises the possibility that territorial 
conflicts are simply seen as more valuable to the statesmen at the forefront of these conflicts of 
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interest, making them more willing to devote their nation’s assets to their defense or acquisition. 
Without being able to put a clear dollar sign on exactly how much both territorial and non-
territorial issues are worth from a state’s perspective, this remains an open question. My study 
attempts to avoid this complication by telling my respondents that both the territorial and the 
non-territorial infringement resulted in the same net loss in monetary assets. 
In addition to controlling for the monetary worth of territorial and non-territorial conflicts 
of interest, the experimental design laid out above should be a fairly difficult test of my 
hypothesis. First, the questions constituting the dependent variable are effectively asking my 
respondents about past aggression-related behavior that has already taken place and is likely 
internalized. Therefore, for the territorial vignette to elicit greater aggression than the non-
territorial vignette or the control group, it must prompt my respondents to view themselves as 
essentially more aggressive than they would have viewed themselves without receiving this 
vignette. If my theory that humans possess an EPM for aggression that is activated during 
territorial conflicts of interest is correct, it would require that only those in the territorial group 
will subconsciously reassess their past aggressive behavior and rank themselves as slightly 
higher on the aggression index. 
Second, this should also be a difficult test of my hypothesis as the interpersonal 
aggression items do not specifically reference the content of the vignettes in any way. In other 
words, the questions following the vignettes do not ask my respondents to refer back to the 
vignettes or ask aggression-related questions specific to the vignettes, but rather ask more about 
their general aggression levels. If there is a learned tendency—as opposed to an evolved 
psychological mechanism—for individuals to react more aggressively to territorial than non-
territorial conflicts of interest, by alluding to the nature of the disputes in the aggression 
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questions those who receive the territorial treatment may react more aggressively, not because of 
an evolved psychological mechanism to behave this way, but because territory was at stake and 
they have learned or have been socialized to react more aggressively in these circumstances. By 
only asking about general interpersonal aggression tendencies, my survey experiment avoids this 
possibility. 
Third, my vignettes are hypothetical and the respondents know that their apartment has 
not been broken into and that their bank account has not been hacked. Thus, my vignettes are 
asking my respondents to imagine that the territorial and non-territorial infringements I put 
forward have in fact occurred. If merely constructing a hypothetical scenario in which their 
home has been broken into elicits greater aggression than in those in the non-territorial scenario, 
this not only poses a difficult test for my hypothesis to pass, it also insinuates that the effect is 
likely to be larger if the event in question actually took place. 
6.1.2 State-Based Conflicts of Interest and Aggression 
My first hypothesis is meant to test the simplest, yet most direct implication of my overall 
theory: when one’s own territory is threatened or compromised, that person should exhibit signs 
of increased aggression towards conspecifics. However, even if a test of this hypothesis garners 
support, it would likely have little resonance with IR scholarship as it is largely silent on how 
this could affect peoples’ behavior on issues pertinent to the international realm. As such, H2a 
and H2b expand upon this base idea and show how an EPM such as the one I describe could 
impact how people perceive and respond to international challenges. In particular, H2a is 
designed to determine if we also see an increase in interpersonal aggression when the territory of 
one’s country represents a bone of contention. Likewise, H2b is meant to test whether one 
experiences an increase in state-oriented aggression when the territory of one’s state represents a 
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conflict of interest. Both of these hypotheses are essentially testing for misapprehension 
mismatch implications of the original human territorial aggression EPM, namely, whether the 
original aggression-territory EPM designed to improve fitness in small hunter-gatherer groups is 
being applied in situations for which it was not evolutionary designed, i.e., state-based territorial 
disagreements. 
To test H2a I retain the same battery of interpersonal aggression questions used in H1 but I 
present my respondents with considerably different territorial and non-territorial vignettes. On 
the one hand, for the territorial vignette I compose a fake New York Times article describing a 
contrived confrontation between the US and Canada regarding a piece of disputed territory in the 
Beaufort Sea. On the other hand, for the non-territorial vignette, I compose an alternative New 
York Times article that describes an exaggerated trade dispute between these same two countries 
over imported goods such as lumber and food. In each of the vignettes, I mention that military 
action by both sides is a real possibility (see Appendix One for the exact wording of the 
vignettes). As in my test of H1, approximately two-thirds of my respondents receive one of these 
two vignettes (one-third each) while the final third constitutes my control group and receives no 
vignette at all. 
To test H2b I use the same vignettes described above, but devise a battery of aggression 
questions that measures not interpersonal aggression but what I dub foreign policy aggression. 
Like the interpersonal aggression questionnaire, my foreign policy aggression questions use a 
seven-point Likert scale to measure the bellicosity of my respondents’ views towards foreign 
policy issues (1=Strongly Disagree…7=Strongly Agree). The 16 separate questions used to 
measure this foreign policy aggression are then combined into an additive index that ranges from 
a theoretical minimum of 0 to a theoretical maximum of 96. For this battery of foreign policy 
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aggression questions I draw largely on the work of Sell, Tooby, & Cosmides (2009) which is 
dedicated to, in part, examining whether a person’s physical strength predicts how he or she 
views the efficacy of aggression in the international realm. While the full list of questions can be 
found in Appendix Two, some representative examples are: “I think my country spends too 
much on the military,” “When it comes to international conflicts, violence never solves 
anything,” and “To deter violence, a country needs a strong military.” The interpersonal 
aggression questions used to test H2a again show moderately high internal consistency with a 
Cronbach’s alpha score of 0.73, while the foreign policy aggression questions used to test H2b 
have a Cronbach’s alpha score of 0.86. 
I again employ a t-test difference of means to determine if overall aggression levels 
between the three survey groups (territorial, non-territorial, and control) differ significantly from 
one another. As in my test of H1, for H2a and H2b to garner empirical support I should see greater 
mean aggression levels in the territorial treatment group than in both the non-territorial treatment 
group and the control group. If the aggression levels in the territorial treatments are not 
significantly greater than that registered in both of the other groups, the hypotheses will be 
considered falsified. On the other hand, if aggression in both the territorial treatment and the 
non-territorial treatment groups is greater than that recorded in the control group, this would 
offer mixed support for these hypotheses and may indicate a more general-purpose EPM for 
aggression that is not tied exclusively to territorial conflicts of interest. 
It should be noted that, given the text of the vignettes used in these waves of my study, I 
only include respondents who are citizens of the United States. This is due to the fact that—since 
the vignettes specifically single out the US—they are unlikely to educe feelings of aggression 
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from citizens of other states.41 As such, my overall N for these waves is slightly smaller than the 
sample used to test H1 (H2a=293, H2b=309 v. H1=332). Despite this reduction in sample size, the 
number of respondents in my treatment and control groups is still large enough to offer adequate 
statistical power to test my hypotheses. I should point out that, though dropping some individuals 
from the analysis is unfortunate, including them would likely pose more dangers than excluding 
them. If I were to include people from countries outside the US there is little theoretical reason to 
believe that they should react aggressively to the scenarios I describe, as conflict between these 
two countries is likely to have little effect on their own wellbeing or the wellbeing of the country 
to which they claim citizenry. As a result, these individuals fall so far outside the purview of the 
hypotheses I attempt to evaluate that to include them would dampen recorded levels of 
aggression in both the territorial treatment and the non-territorial treatment groups, making it 
more difficult that either treatment group would demonstrate greater aggression levels than those 
in the control. 
Some may find my decision to pit the US against Canada in the vignettes as a somewhat 
unconventional or unconvincing choice. This decision was by design and was intended to create 
a difficult test for my hypotheses to pass. First, I wanted to choose a country that did not already 
have a long history of animosity with the US. If I had instead chosen a state such as Russia, 
North Korea, or Iran—countries that are often perceived to be some of the United States’ main 
interstate rivals—my respondents would have likely already been primed to view disagreements 
between these countries in an overly antagonistic manner, especially those in the territorial 
vignette treatment group. For example, in their work on how democracies and autocracies value 
																																																								
41 Individuals from Canada are not included in the results as none of my participants are 
Canadian citizens. 
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and thus handle territorial disputes differently, Wright & Diehl (2016) state, “The rivalry context 
is ripe for outbidding, given that the public already has latent or active hostility against an enemy 
and may view interactions with said rival in a zero-sum fashion. Outbidding can be intensified 
when the rival threatens highly valued interests and the public seeks assurance that leaders will 
not leave the state vulnerable nor make dangerous concessions” (648). As this passage makes 
clear, while any interaction with a perceived rival may be seen in zero-sum terms by the affected 
populous, if the interaction involves interests that are of especially high value to the individuals 
involved this hostility may become even more acute. As such, it would be unwise to include 
common US rivals in my vignettes as my respondents may inherently see those interactions as 
more worthy of aggression, particularly in high-value issue areas such as territory. By including 
a country such as Canada—which has historically been a consistent US ally, valuable trading 
partner, and peaceful neighbor—we can be more assured that the levels of aggression being 
recorded are due not to a sense of historical animosity in which any perceived threat needs to be 
forcefully countered, but to rather the actual issue context (i.e., territorial v. non-territorial) in 
which each dispute is playing out. 
Second, my choice to depict Canada as a US competitor in my vignettes was also 
informed by a desire that the two countries should be contiguous to one another. While trade 
disputes, human rights disagreements, or other non-territorial concerns are easily possible 
between both non-contiguous and contiguous countries, territorial conflicts of interest are 
obviously more common among contiguous countries. By using Canada as one of the main 
antagonists in my vignettes, it helps ensure that both my territorial and non-territorial vignettes 
are believable to my respondents. 
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Despite the above rationales, to account for the possibility that my respondents may have 
found my imagined disputes between the US and Canada unconvincing, I also ran a survey 
experiment where I instead implanted false news stories of territorial and non-territorial issues 
between the US and Mexico. In the territorial vignette I describe a brewing border disagreement 
between these two countries known as the Chamizal territorial dispute, while in the non-
territorial vignette I elaborate upon ongoing trade disputes concerning beef, tomatoes, and 
dolphin-safe tuna (again see Appendix One for the exact wording). In addition to offering a 
somewhat more realistic adversary, running this survey experiment again gives me a new sample 
of respondents upon which to test my hypothesis and thus provides me with another opportunity 
to assess the robustness of my results. Furthermore, it retains the characteristics that the 
antagonists should be contiguous to one another and that the states are not commonly perceived 
to be major rivals. 
To conclude this subsection, I should briefly discuss how these two waves of survey 
experiments both differ from and share commonalities with the vignettes used to test H1. Beyond 
focusing on state-based conflicts of interests rather than personal conflicts of interest, the 
vignettes used to test H2a and H2b differ in the sense that I am no longer able to explicitly control 
for the monetary value of the territorial and non-territorial scenarios. Similar to the territorial-
explanation-of-war literature, I also ran into difficulties when attempting to assign a precise 
dollar sign to both territorial and non-territorial scenarios while at the same time retaining 
believability in my vignettes. The tests of these hypotheses also differ in that, though wave 1 put 
forward vignettes that explicitly called for my respondents to imagine that they experienced a 
conflict of interest, the survey experiments in waves 2 and 3 were presented in such a way that 
my participants were led to believe that these interstate disagreements had actually happened. 
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Thus, between my first and second waves of survey experiments, I am able to measure 
respondents’ level of aggression to both hypothetical scenarios and to scenarios that are 
portrayed to be based in reality. 
By contrast, the vignettes in waves 2 and 3 mirror those put forth in wave 1 in that my 
battery of aggression questions still avoids referring back to the actual vignettes when asking 
about my respondents’ aggression levels. This again helps avoid the situation in which 
individuals in the territorial treatment group give more bellicose answers due to a learned 
tendency to react more aggressively towards territorial conflicts of interest than to non-territorial 
disagreements. Likewise, the aggression questionnaires continue to ask about past aggression-
related behavior or previously formed foreign policy beliefs that have likely already been 
internalized. This thus requires the vignettes to effectively make my respondents retroactively 
reassess their views on aggression if they are to have significantly different aggression levels 
than those in the control group. These characteristics of my surveys not only help me avoid 
situations that could skew or bias my results but also create a relatively difficult test for my 
hypotheses to pass. 
6.1.3 Offensive Versus Defensive Territorial Conflicts of Interest 
The vignettes I compose to test hypotheses 3 through 5 set up an imaginary scenario in 
which two countries are engaged in a territorial dispute over a piece of land rich in natural 
resource wealth.42 On the one hand, those receiving the first treatment read a vignette in which 
they are told that their country is the aggressor and that the leader of their country intends on 
preemptively invading their rival to obtain this tract of territory. The leader of the other country, 
																																																								
42 I should point out that the use of hypothetical or imaginary scenarios in experimental designs 
is becoming increasingly common and accepted (Mitchell et al. 2003). 
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by contrast, is attempting to undertake diplomatic solutions. On the other hand, those who get the 
second treatment read a vignette in which their country is on the defensive and that the leader of 
the opposing country is planning a preemptive invasion. Their leader, however, is largely 
eschewing a military solution and is rather attempting diplomatic measures to resolve the 
situation. To ensure that any observed differences in aggression levels are due to the offensive or 
defensive nature of the territorial dispute, the wording of these two vignettes is very similar, with 
the first three sentences actually being identical. They only begin to diverge when I start 
referring to the different military postures the countries are taking in each scenario. This should 
minimize the risk that anything other than the offensive/defensive nature of the dispute is driving 
the results. 
Although the vignettes include language that is meant to clearly indicate whether a given 
territorial conflict of interest is offensive or defensive in nature, there remains the possibility that 
some of my respondents were unable to make this distinction. To test whether my vignettes are 
priming the respondents in the way I intend, in one of my latter waves of survey experiments I 
randomly gave half of the new pool of respondents the offensive vignette and the other half the 
defensive vignette. They were then given a question that reads, “In the short passage above, 
would you say Country A is acting: (1) More aggressive than defensive, (2) More defensive than 
aggressive, or (3) Neither aggressive or defensive.” The responses from this manipulation check 
show that 76 percent of my participants correctly identified the offensive vignette as offensive in 
nature and that 83 percent correctly identified the defensive vignette in a defensive light. These 
results suggest that my vignettes do indeed function appropriately and that the majority of my 
respondents are interpreting them in the manner intended. 
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Following the vignettes I then pose a series of questions that are adapted from a modified 
form of the foreign policy aggression questionnaire used to test H2b. While the full questionnaire 
can be found in Appendix Two, some examples of these questions include: “Country A should 
propose a resource-sharing agreement with Country B over this land (both treatments),” 
“Country A should allow the United Nations to decide which country is the rightful owner of this 
land (both treatments),” “If your country invaded Country B, the use of nuclear weapons is an 
appropriate strategy to win the war and secure the contested territory (only Offensive 
Treatment),” “If Country B invaded your country, the use of nuclear weapons is an appropriate 
strategy to win the war and secure the contested territory (only Defensive Treatment).” While the 
majority of the questions in this wave still use a seven-point Likert scale, I also include several 
multiple-choice questions that diverge from the Strongly Disagree/Strongly Agree format which 
ask my respondents how much they would be willing to spend in a conflict over this territory 
(“As a percent of your country’s gross domestic product, how much money would you be 
comfortable spending to invade Country B and gain control of this land? (1) 0%, (2) 1 – 10%, (3) 
11 – 20%, (4) 21 – 30%, (5) 31 – 40%, (6) 41 – 50%, (7) > 50%”) and how long they would be 
willing to fight (“How many years would you be willing to be engaged in war with Country B to 
obtain this land? (1) 1 year (2) 2 years, (3) 3 years, (4) 4 years, (5) 5 years, (6) 6 years, (7) 6+ 
years”). In these questions I still retain a seven-point scale and higher numbers continue to be 
associated with more aggressive responses. However, given that the response options differ in 
form from that offered in the Likert-scaled items, these alternative questions are not included in 
the additive index of foreign policy aggression. Instead, I use these questions to test the 
predictions set out in H4b and H4c, namely, that individuals within the territorial defensive 
scenario will be willing to fight harder (i.e., operationalized by the amount of gross domestic 
	 222 
product they are willing to devote to the conflict) and longer (i.e., operationalized by the number 
of years they are willing to continue the conflict) than those in the offensive vignette treatment 
group. 
All of the offensive/defensive hypotheses require the incorporation of some form of 
moderating variables to be adequately tested. H3a and H3b require me to distinguish respondents 
based on their sex, while H4a calls for a way for my respondents to incorporate perceived 
numerical superiority into their decision to aggress, and H5a and H5b necessitate an indicator of 
perceived physical strength. Upon ascertaining their sex from the preliminary demographic 
questions, I ultimately test H3a and H3b by separately comparing mean aggression levels of males 
and females within the offensive and defensive treatment groups. H3a will gain support if my 
respondents’ answers to the foreign policy aggression questions in the offensive treatment group 
are higher for the males than for than for the females, while H3b will be corroborated if no such 
difference in foreign policy aggression is found between the two sexes after reading the 
defensive vignette. H3a will be falsified if females are equally or more aggressive than males in 
the offensive scenario, while H3b will be falsified if males are more aggressive than females (or 
females more aggressive than males) in the defensive scenario. In this wave of my survey 
experiments, the foreign policy aggression variable ranges from a theoretical minimum of 0 to a 
theoretical maximum of 60 as there are only ten items (down from 16 in H2b) that make up the 
overall index. These hypotheses represent my first predictions regarding how variations in one’s 
ontogenetic context can influence when and if one’s EPM for aggressive territoriality becomes 
activated. 
Next, to test my numerical superiority prediction I include a question after the vignettes 
that asks my respondents how strong they think their country should be before it initiates an 
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attack (for those in the offensive treatment) or how strong they think their country should be 
before it mounts a defense (for those in the defensive treatment).43 For H4a to be supported, those 
in the offensive treatment group should want their military to be significantly stronger before 
they initiate an attack than that desired in the defensive treatment group. In other words, when 
compared to the military strength preferred by those in the offensive scenario, respondents in the 
defensive treatment should feel more comfortable with a relatively smaller military before they 
try to defend against the instigating country. H4a will be falsified if the answers to this question 
among those in the defensive treatment group are not significantly different from those in the 
offensive treatment group. The hypothesis would also be falsified if the situation is reversed and 
those in the defensive treatment only aggress when their numerical superiority is significantly 
greater than that required for those in the offensive group to aggress. This hypothesis is 
essentially testing for the possibility that territorial aggression is going to be sensitive to other 
evolved, “immediate situational” heuristics (i.e., Lanchester’s Laws of Combat; Square law 
versus Linear law) that inform the individual when offensive and defensive aggression will help 
further survival in the ancestral environment. 
																																																								
43 This question reads: “Offensive Treatment: In your opinion, how much stronger should your 
country’s military be before it considers attacking Country B? (1) 1:2 (your country’s military is 
half as strong as Country B’s military), (2) 1:1 (your country’s military is the same strength as 
Country B’s military), (3) 2:1 (your country’s military is twice as strong as Country B’s 
military), (4) 3:1 (your country’s military is three times as strong as Country B’s military), (5) 
5:1, (6) 10:1, (7) 20:1.” “Defensive Treatment: In your opinion, how much stronger should your 
country’s military be before it considers mounting a defense against Country B?” [same 
responses as offered to Treatment A]. 
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Next, and as mentioned above, I test H4b and H4c by comparing respondents’ answers to 
the questions relating to how hard (i.e., GDP) and how long (i.e., years of conflict) they are 
willing to fight over this territory. One of the purported reasons that those in the defensive 
treatment group should be willing to engage in conflict over disputed territory—even when they 
are at a military disadvantage—lies in that a given piece of contested territory is often more 
essential for survival to those on the defensive than it is to those on the offensive. As a 
consequence, those on the defensive should be more willing to incur greater costs when engaged 
in a dispute over this territory than those on the offensive are willing to bear. While these 
hypotheses are not directly related to the numerical superiority aspect of my argument, they are 
natural implications of what I would expect to see if my numerical superiority hypothesis is 
correct. As such, H4b and H4c provide another—albeit indirect—test of the logic contained in H4a. 
When evaluating my hypotheses pertaining to the physical strength-aggression link 
during offensive and defensive conflicts, I draw upon several variables which ask my 
respondents about their perceived strength and ability to win fights with others of the same sex 
(e.g., “On a scale of 1 to 7 with 1 being very unconfident and 7 being very confident, how would 
you rate your ability to win a fight with another person of approximately your same height and 
weight and of the same sex?,” “On a scale of 1 to 7 with 1 being below average and 7 being 
above average, how would you rate yourself in terms of your physical strength? Compare 
yourself to someone of the same age and sex.”).44 Both of these questions are asked before I 
present the vignettes so that the treatments are incapable of affecting their responses to the 
																																																								
44 The inclusion of multiple variables pertaining to perceived physical strength allows me to 
conduct several tests of the strength-aggression relationship by offering different 
operationalizations of the “perceived strength” concept. 
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perceived strength queries. Based on these variables I then assign each individual to either the 
High Perceived Strength (HPS) group or the Low Perceived Strength (LPS) group. Given that 
the physical strength questions are ordinal in nature, I place individuals in the HPS group if they 
are in the category that is one above the modal value, while those in the modal category and 
below are place in the LPS group.45 For H5a to garner support, in the offensive scenario we 
should see significantly higher levels of aggression in those who perceive themselves as having 
greater physical strength (or superior fighting abilities) than those with below average levels of 
perceived physical strength. Conversely, in the defensive scenario perceived physical strength 
should have no relationship to whether an individual tends to exhibit higher or lower levels of 
aggression (H5b). These hypotheses will be falsified if, in the offensive treatment, those in the 
HPS group do not have higher mean aggression levels than those in the LPS group or if, in the 
defensive treatment, either the HPS or the LPS group shows higher mean aggression levels than 
those in the other group. As in my previous waves, these determinations will again be made on 
the basis of a t-test difference of means. In a related vein to my hypotheses dealing with 
differences in aggression due to sex and thus ontogenetic context, this hypothesis is informed by 
the different immediate situational contexts in which people find themselves. 
Some may point out, however, that one’s self-assessment of physical strength is likely to 
be exaggerated or in some other way inaccurate. Men, in particular, may feel a need to give a 
false picture of their strength or of their fighting ability. Some studies have attempted to correct 
for this possibility by having outside raters look at pictures of the respondents’ upper body and 
																																																								
45 I also compare those with very high perceived strength to those with very low perceived 
strength by putting people one SD below the mean in the LPS and those one SD above the mean 
in the HPS, while those in-between acting as an Average Perceived Strength (APS) group. 
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evaluate them on a scale of 1 (very weak) to 7 (very strong) or by actually measuring the 
circumference of the respondents’ flexed biceps (Sell et al. 2009; Sell, Tooby, & Cosmides 
2009). While having a more empirical measure of my respondents’ strength would be useful, 
using a measure of self-perceived strength confers some potential benefits. For example, even if 
a given respondent is objectively “weak,” if he believes himself to be “strong,” he may actually 
be more likely to exhibit behavior similar to those who are in the objectively “strong” group. 
Likewise, if a respondent thinks he is weak—despite outside indicators suggesting that he is 
strong—this individual may behave more similarly to those in the truly weak category. For the 
purposes of this study, therefore, it may actually be more important to get an accurate sense of 
the respondent’s belief in his/her own strength rather than getting a more objective measure of 
this variable. 
To conclude, I should point out that I do not include a control group in this wave of my 
survey experiments. My respondents are assigned to either the offensive or the defensive 
treatment groups described above. A control group in which the respondents do not receive 
either of the vignettes is not feasible, as the questions that follow the vignettes require some 
actual knowledge of the vignettes to give an informed answer. Though it could be possible to 
include control groups in which one vignette described a non-territorial, offensive conflict of 
interest while another described a non-territorial, defensive conflict of interest, control groups of 
this nature would not be apropos as hypotheses 3 through 5 do not make any predictions 
regarding differences in aggression during territorial versus non-territorial situations. Predictions 
of this nature have already been made in H1, H2a, and H2b. The hypotheses in this section concern 
themselves with predicted differences in defensive versus offensive aggression during territorial 
disputes in particular. 
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In theory, it could also be possible to have a control group where the respondents receive 
a vignette that is devoid of any references to offensive or defensive actions. Not only would such 
a vignette be difficult to compose in a compelling fashion, but it also is not clear how including a 
control group such as this would aid in the testing of my hypotheses. For example, assume that I 
find—consistent with H3a and H3b—that males are significantly more aggressive than females 
during offensive territorial disagreements, but that there are no significant sex differences during 
defensive disagreements. Now assume that after composing a territorial vignette that lacks any 
offensive or defensive overtones, I find that males are also more aggressive than females during 
this “Neither Offensive nor Defensive” Vignette. Does this present evidence to falsify or bolster 
either of these hypotheses? Put simply, no. Would the finding that males during offensive 
conflicts of interest exhibit more/less/the same aggression than males during “Neither Offensive 
nor Defensive” conflicts of interest falsify either of my hypotheses? Again, no it does not. In 
short, by including both an offensive and a defensive treatment group, all of the necessary 
comparison groups are already specified, and including others would provide little relevant, 
additional knowledge towards falsifying or supporting my hypotheses. Lastly, I should point out 
that previous survey experimental research that examines behavioral differences during offensive 
and defensive threats largely adopts the same format as my own study (see Price, Cosmides, & 
Tooby 2002; Lopez 2012). In particular, these studies do not have a control condition and instead 
have one group that receives the offensive scenario and another that receives the defensive 
scenario. 
6.1.4 Ancestral Versus Modern Territorial Conflicts of Interest 
My next survey experiment begins to delve into the question of how the material 
properties of a particular piece of territory affect the extent to which people react aggressively to 
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threats over it (H6). Given that some aspects of territory we consider valuable today were not in 
existence during the majority of human evolution (e.g., gold, oil, diamonds), these parcels of 
territory may not activate the same EPM for aggression that is triggered during threats to land 
with resources essential for human survival (e.g., water). This hypothesis thus obviously 
represents another malfunction mismatch prediction of my overall theory. In other words, since 
gold, oil, natural gas, and other modern territorial resources played no role in the survival of 
ancestral humans, when disputes over these resources occur today, our psychological machinery 
to respond aggressively over these territorial infringements may “malfunction” and fail to elicit 
an aggressive response. 
To test this idea I compose two vignettes, one describing a dispute between two countries 
over a piece of land rich in gold and the other a dispute involving land with access to a large 
amount of fresh water.46 In these vignettes my respondents are told they are citizens of Country 
A and that Country B has contested their country’s control of the disputed resource on numerous 
occasions. They are further told that the leaders of both of these states perceive the control of this 
resource as essential for the well-being of their countries (see Appendix One). H6 will garner 
empirical support if those who receive the Ancestral Resource Treatment (ART) demonstrate 
greater levels of aggression than those who are placed in the Modern Resource Treatment (MRT) 
group. This hypothesis will be falsified if the respondents in these two groups have roughly 
similar aggression levels or if those in the MRT group have greater aggression than those in the 
ART group. 
																																																								
46 I use gold as my example of a “modern” resource because it is not only widely known to be a 
valuable commodity in today’s world, but also because it is not as commonly associated with 
inter- or intra-state conflict as other “modern” resources like oil or diamonds. 
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The foreign policy questions used to construct the dependent variable are again a 
modified form of those used to test H2b, but composed in such a way that they reference the 
vignettes used in the survey (e.g., “The use of chemical or biological weapons is an appropriate 
strategy for Country A to secure this resource,” “Country A should under no circumstance use its 
military to obtain ownership of this resource”). In this wave, the foreign policy aggression 
variable is an additive index of nine seven-point Likert scale questions and ranges from a 
theoretical minimum of 0 to a theoretical maximum of 54. This index is shown to have a 
Cronbach’s alpha score of 0.82. In addition to the nine-item additive index of aggression, I 
include two other questions on this survey to serve as alternate dependent variables. As these 
questions do not use a Likert-scale format it would be unwise to include them in an index of 
other questions that are composed in this fashion. These alternative questions ask my 
respondents how much of their country’s GDP they would be willing to expend and how many 
years they would be willing to be engaged in a fight over the resource in question (i.e., gold for 
those in the MRT and water for those in the ART). 
I again take pains to ensure that any observed variations in aggression between people in 
the two treatment groups are due to the nature of the territorial resource rather than to unintended 
characteristics of the vignettes. As such, I design the vignettes in such a way that their wordings 
are very similar to one another. In fact, there are only four words across the two vignettes that 
differ between the two prompts. If aggression levels between individuals in these two treatment 
groups are statistically distinct from each other we can thus be reasonably assured that this 
difference is due to the aspect I hoped to highlight (i.e., conflicts of interest over ancestral 
resources versus conflicts of interest over modern resources) rather than to the wording of the 
vignettes. 
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As in the offensive/defensive survey experiment, I do not include a separate control 
group in this wave of my dissertation since the foreign policy aggression questions that follow 
the vignettes require that the respondents have some familiarity with the information contained 
within them. Also like the offensive/defensive survey experiment, it is unclear how a control 
group would aid in the evaluation of the resource-based hypothesis I put forward. In other words, 
given that my hypothesis hinges upon examining differences in peoples’ aggression levels 
depending on the resources contained in a given piece of territory, having a control group that 
does not receive a vignette would fail to add a relevant comparison category. Including a control 
group which receives a vignette describing territory without resources would suffer from a 
similar failing. In short, it is not readily apparent how responses from these hypothetical control 
groups could offer information that would help to either support or falsify my prediction 
regarding aggression during these two types of resource-based conflicts of interest. 
6.1.5 In-Group Trust and Out-Group Suspicion During Conflicts of Interest 
My final Subject Pool survey experiment tests the hypotheses concerning the predicted 
levels of in-group trust and out-group suspicion during territorial versus non-territorial conflicts 
of interest (H7a and H7b). To test these hypotheses my respondents receive a state-based 
territorial vignette, a state-based non-territorial vignette, or are put in a control group in which no 
vignette is presented. In the territorial treatment, I tell my respondents that they are citizens of 
Country A and that disagreements with Country B have broken out over a large piece of disputed 
territory that is rich in natural resource wealth and home to many of Country’s A citizens. 
Although diplomacy was attempted, they are told that it quickly deteriorated and that the 
countries declared war on each other soon afterward. The non-territorial vignette again tells my 
respondents that they are citizens of Country A and that there is a disagreement with Country B. 
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In this scenario, however, Country B’s regime is becoming increasingly authoritarian and has 
been actively hostile towards democratic countries like Country A. Diplomacy is attempted, but 
fails; war ensues. Other than the sections describing the territorial nature or the regime-based 
nature of the dispute between the two countries, the wording of the vignettes is exactly the same 
in the two treatments. 
The dependent variable in this wave of my study differs from that used in all my other 
waves. In the previous survey experiments the DVs were always related to the expression of 
aggression in some way. In this survey, however, the DV is composed of items pertaining to 
interpersonal trust and distrust. I tap into these concepts in a number of ways. First, I present a 
battery of 30 seven-point Likert-scaled questions asking about the respondents’ general level of 
trust (eight questions), their trust in people from their home country (11 questions), and their 
trust in people from foreign countries (11 questions). Although the full list of questions can be 
found in Appendix Two, some representative examples are: “Generally speaking, I think most 
people can be trusted” (general trust index), “I think most of my fellow citizens can be trusted” 
(national trust index), and “It is wise to be cautious towards people from other countries” 
(foreign trust index). After these questions, I then present my respondents with a feeling 
thermometer which asks them to rate (0 – 100 degrees) how they feel towards people from the 
following list of countries: United States (“home” country); United Kingdom, Australia, Canada, 
Japan (“ally” countries); Brazil, Mexico, Iceland, Portugal, Greece (“indifferent” countries); 
North Korea, Iran, Iraq, Afghanistan, and Russia (“rival” countries). Viewed from the 
perspective of someone from the United States, this list has four countries that are commonly 
perceived to be important US allies, five commonly perceived to be US rivals, and five that are 
neither common allies nor common rivals. The United States is also included on this list to get 
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my respondents’ “temperature” towards people from their own country. My final block of 
questions next asks my respondents to indicate their general trust levels towards groups of people 
commonly found in the US such as “White people,” “Black people,” “Hispanic people,” and 
“Asian people,” among others. These questions are included to see if, in addition to 
demonstrating greater out-group distrust of people from other countries when receiving the 
territorial treatment, respondents also have higher levels of distrust in people that—though being 
compatriots—are from a different ethnic background than themselves. Many of these questions 
were adapted from the World Values Survey Questionnaire (2015) or the General Social Survey 
(GSS) (2015). 
For the hypotheses in this wave of my survey experiment to be supported, I should see 
greater group levels of “national trust” in those who receive the territorial treatment than in those 
who get the non-territorial treatment or in those who are in the control group (H7a). I should also 
see greater “foreign distrust” in the territorial treatment than in the other two groups (H7b). 
Similar patterns should be seen in the other questions I utilize. For example, the feeling 
thermometer scores towards people from foreign countries should be lower for those in the 
territorial treatment than in the other groups, but higher scores should be seen in respondents’ 
ratings of fellow US citizens. In the territorial treatment, we may also see greater trust in people 
who share the same ethnic background as the respondent, while greater distrust in people of 
different ethnicities. If both “national” trust and “foreign” distrust are found to be statistically 
indistinguishable across my two treatment groups and my control group, the hypotheses will be 
considered falsified. Mixed support for these hypotheses could come in the form of either 1) 
higher “national” trust in the territorial treatment but similar levels of “foreign” distrust between 
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treatments and control, or 2) higher “foreign” distrust in the territorial treatment but similar 
levels of “national” trust across my groups. 
I should note that, similar to the vignettes used to test H1, H2a, and H2b, the trust questions 
I utilize in this survey experiment do not refer back to the vignettes in any way. This allows me 
to have a separate control group in which the respondents can answer the dependent variable 
trust questions without being confused as to what the questions are referring to. This aspect of 
the vignettes also helps avoid the potential situation in which there may be a learned tendency to 
be especially wary of outsiders or especially trusting of compatriots during territorial conflicts of 
interest compared to non-territorial disagreements. By contrast, unlike some of my prior waves, I 
do not explicitly say that one of the countries in the vignettes is the United States. There will thus 
be no need to drop any of my respondents from the analysis due to conflicting nationalities when 
constructing most of my dependent variables. Further, by asking multiple trust/distrust questions, 
I am also able to determine if the results I find persist across different types of question-wording. 
6.2 THE KENTUCKY SURVEY 
 As mentioned earlier, I also presented some of my vignettes and aggression-related 
questions via the Kentucky Survey. This survey has allowed me to test my hypotheses on a more 
diverse set of respondents and offers an important robustness check to my original results. 
Although these survey experiments are similar in form to those given through the Subject Pool, 
there are some notable differences.  
First, due to the number of respondents, I was only able to test two of my total seven 
hypotheses through the Kentucky Survey. This survey—after dropping missing observations—
had a total of 505 respondents, thus curbing the number of treatment categories that I could 
assign. In other words, to ensure that each of my treatment groups had a sufficient number of 
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respondents, I had to limit the number of vignettes—and ultimately the number of hypotheses to 
be tested—that were presented to the participants. Given that H1 (interpersonal aggression due to 
personal conflicts of interest) and H2b (foreign policy aggression due to state-based conflicts of 
interest) encapsulate some of the most fundamental predictions in my territorial deficiency 
theory of aggression, I privileged these hypotheses over those dealing with sex-based, numerical 
superiority, and perceived strength differences during territorial conflicts of interest. In total, I 
break the 505 respondents into six different groups, with one group receiving the personal 
territory vignette (N=82), one group the personal non-territory vignette (N=84), one the state-
based territory vignette (N=85), one the state-based non-territory vignette (N=88), and two 
groups given no vignette at all, thus providing one control group for the personal conflict of 
interest scenarios and one control group for the state-based conflict of interest scenarios (N=87 
[personal conflicts of interest] and N=79 [state-based conflicts of interest]). 
Second, as the Kentucky Survey is administered over the phone, there are some slight 
differences in how the vignettes are presented. In particular, given that the prompts are read to 
my respondents, I have shortened them slightly to aid in the vignettes’ comprehension and to 
ensure that the respondents’ attention does not waver. The content of vignettes, however, is the 
same as that given during the corresponding waves of the Subject Pool survey experiments. In 
particular, the vignettes still refer to the aforementioned home break-in scenario (i.e., personal 
territory), the hacking of online bank accounts (i.e., personal non-territory), the Beaufort Sea, 
United States-Canada territorial dispute (i.e., state-based territory), and the United States-Canada 
trade dispute (i.e., state-based non-territory). The full text of these vignettes can be found in 
Appendix One. 
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Third, while the aggression indexes for the survey experiments given through the Subject 
Pool are composed of no fewer than 10 items, for logistical reasons I was only able to include a 
single interpersonal aggression question and a single foreign policy aggression question. The 
original purpose of the Kentucky Survey was to measure presidential and congressional 
approval, as well as partisan leanings and religiosity. As such, those taking the surveys had 
already been presented with a large number of questions and it was deemed appropriate to 
winnow the number of aggression-related questions in order to ensure the respondents’ continued 
participation. Further, instead of being presented with a seven-point Likert scale as in the Subject 
Pool survey experiments, the aggression questions in the Kentucky survey employ a five-point 
Likert scale so as to facilitate their reading over the phone.47 While the exact wording of the two 
aggression questions can be found in Appendix Two, the interpersonal aggression question asks 
about the respondents’ propensity to hit someone if they are struck first, while the foreign policy 
aggression question asks the respondents whether they agree with the amount of money the US 
spends on its military. These same questions were asked during the corresponding waves of the 
Subject Pool survey experiments. 
																																																								
47 In fact, only the foreign policy aggression question uses a five-point Likert scale. Due to a 
miscommunication between the administrator of the Kentucky Survey and myself, the 
interpersonal aggression question used a seven-point scale. As such, the foreign policy 
aggression index ranges from a theoretical minimum of 0 to a theoretical maximum of 4 while 
the interpersonal aggression index ranges from 0 to 6. Other than affecting the scale and some 
descriptive statistics of these indexes, this oversight should have little to no effect on the actual 
results. 
	 236 
Lastly, as in the Subject Pool survey experiments, I evaluate my hypotheses via several t-
test difference of means analyses. For H1 to be supported, those receiving the home break-in 
vignette should give more aggressive responses to the interpersonal aggression item than those in 
both the online bank account hacking scenario and those in the first control group. Likewise, for 
H2b to be supported, those receiving the Beaufort Sea vignette should provide more bellicose 
answers to the foreign policy aggression question than those in the US-Canada trade group and 
those in the second control group. 
6.3 CONCLUSION 
To recap, in formulating my hypotheses in Chapters Four and Five and in devising the 
empirical strategy laid out in this chapter, my dissertation has adopted a format in which each 
prediction attempts to build off of the ones that came before it. For example, while H1 tests for an 
EPM for aggression within the interpersonal realm where individuals are exposed to an event 
that was likely similar in form to events humans experienced in the EEA (i.e., territorial conflicts 
of interests of a personal nature), H2a and H2b both extend and complicate the picture painted by 
this initial hypothesis. For example, H2a tries to export the prediction of H1 to the interstate 
domain. In particular, rather than focusing on personal conflicts of interests, this hypothesis 
looks into whether our EPM for aggression is also activated in state-based conflicts of interest. 
Likewise, instead of focusing on interpersonal aggression, H2b attempts to determine if modern, 
state-oriented outgrowths of aggression (i.e., foreign policy aggression) can also be elicited from 
territorial conflicts of interest. 
After devising tests to determine if territorial conflicts of interest trigger greater 
aggression than non-territorial conflicts of interests, my empirical design next shifts to evaluating 
how and under what circumstances aggression levels vary during territorial disagreements in 
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particular. For example, and as I make clear in Chapter Two, individuals may exhibit variation 
in the activation thresholds of a given EPM depending on disparities in their ontogenetic context 
or due to different immediate situational inputs. Although an EPM tends to be universally held 
by all members of a population, different life experiences that an individual goes through or 
disparate selection pressures exerted on different members of a species may influence when and 
if an EPM is manifested. Thus, subsequent hypotheses examine the situations in which stronger 
versus weaker individuals may exhibit variations in aggression during offensive and defensive 
territorial conflicts of interest (H5a, H5b), and why males versus females may also react 
differently to a given offensive or defensive territorial disagreement (H3a, H3b). 
The hypotheses in these waves also draw attention to other evolved heuristics that 
condition when aggressive territoriality occurs, while also being sensitive to possible mismatch 
implications of when aggressive territoriality is likely to take place. In regards to the former 
circumstance, I devise hypotheses (H4a-4c) to examine whether humans possess an EPM that 
incorporates perceptions of numerical superiority to help us determine when aggression during 
specific types of territorial disagreements is appropriate (i.e., offensive versus defensive). In 
regards to the latter circumstance, I draw attention to predicted differences in aggression 
depending on what types of resources a given piece of land possesses. In other words—given 
that EPMs are thought to have developed relatively early in the history of our species—if an 
EPM to respond aggressively over territory exists, it should only exist in relation to territory that 
was deemed important to ancestral humans. As such, we should see less aggression over territory 
with “modern” resources (e.g., gold, oil, precious gems) than exists over territory with 
“ancestral” resources (e.g., water) (H6). 
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 The final hypotheses of my dissertation (H7a and H7b) draw attention to the idea that, if an 
EPM for conspecific aggression over territory actually exists, it should exist in conjunction with 
other EPMs that can facilitate the functioning of this aggressive territoriality. As such, for 
aggression over territory to materialize, humans would need a way to both strengthen their bonds 
with their group members while also making them more wary of outsiders who could pose a 
threat. Further, if territorial conflicts of interest are truly as important as my dissertation 
contends, this in-group trust and out-group distrust should be greater during territorial encounters 
than during non-territorial disagreements. 
In conclusion, this chapter has outlined my research strategy for testing the hypotheses 
presented in Chapters Four and Five. In addition to describing the different vignettes I use in the 
seven Subject Pool survey experiments and the Kentucky Survey, it goes into detail regarding 
the operationalization of my main variables and explains some of the benefits a research design 
such as this can bestow when attempting to isolate the reasons behind differences in peoples’ 
level of aggression. At the same time, the research design presented here is not without its own 
flaws. For one—even with the addition of data from the Kentucky Survey—my experiments rely 
upon an admittedly unrepresentative sample of the US population. This obviously has 
implications regarding the external validity of my findings. Even if every one of my hypotheses 
garners empirical support in the subsequent analysis, the same or similar tests must be 
administered to different segments of the population and, ideally, to people in different parts of 
the world. Two, though I have designed my surveys in such a way that any effect they exert must 
be due to the intended treatment, it remains possible that the vignettes I composed trigger 
aggression in my respondents in ways I did not anticipate and that are not due to the nature of the 
conflict of interest. Three, despite the fact that I am able to disentangle the monetary stakes of 
	 239 
territorial and non-territorial conflicts of interest in my vignettes testing H1, this characteristic is 
not present in my other waves of survey experiments. In other words, for the majority of my 
hypotheses I am unable to explicitly equalize the monetary value of the territorial and non-
territorial conflicts of interest in my vignettes. In short, though this design helps at isolating 
whether and under what circumstances individual humans will act aggressively during territorial 
conflicts of interest, improvements and extensions are needed before we can be fully confident in 
the empirical results. 
 With having elucidated my theory of territorial aggression in Chapters Four and Five and 
having explained how these predictions will be tested in the chapter above, it is now time to 
examine the merits of my claims. The following two chapters present the results from my seven 
different Subject Pool survey experiments and the results from the Kentucky Survey. On the one 
hand, Chapter Seven confines itself to testing the predictions relating to differences in aggression 
during territorial and non-territorial conflicts of interests (i.e., H1, H2a, H2b). On the other hand, 
Chapter Eight tests the predictions dealing with differences in territorial aggression that are due 
to variations in ontogenetic context (i.e., H3a, H3b), differences due to evolved heuristics 
regarding immediate situational inputs (H4a, H4b, H5a, H5b, H5c), differences due to malfunction 
mismatch implications of the types of resources involved (H6), and hypothesized variations 




CHAPTER 7: TESTING THE TERRITORIAL DEFICIENCY THEORY OF HUMAN 
AGGRESSION 
 
In this chapter I present the results pertaining to the testing of H1, H2a, and H2b. In various 
ways, these hypotheses all deal with the cornerstone prediction of my theory, namely, whether 
humans have an EPM that informs them that conflicts of interest concerning territory are arenas 
in which aggression is perceived to help them resolve the conflict of interest in their favor. As 
such, the tests of these hypotheses examine differences in levels of aggression in the face of 
various personal and state-based conflicts of interest, with a particular eye towards determining if 
territorial threats elicit greater aggression than threats devoid of a territorial component. In 
addition to examining whether different types of territorial conflicts elicit more aggression than 
their non-territorial counterparts, this chapter also evaluates whether these threats exacerbate 
both interpersonal and foreign policy aggression. As the following pages will show, the results 
from these initial waves of my survey experiments garner substantial empirical support for each 
of these first three hypotheses. 
As I report in greater detail below, in the survey experiments administered through both 
the Subject Pool and the Kentucky Survey, those who receive the territorial treatment exhibit a 
larger group mean aggression score than those in both the non-territorial treatment group and 
those in the control group. Further, in only one of my waves is the aggression score for those in 
the non-territorial group significantly greater than that measured in the control group. Thus, 
while territorial conflicts of interest seem to stimulate greater aggression than those who receive 
no vignette, the same cannot be said for those who receive a non-territorial vignette, implying 
that the EPM for aggression is activated more consistently during bones of contention involving 
territory. These same patterns persist regardless as to whether I use interpersonal or foreign 
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policy aggression as the dependent variable, or as to whether my territorial treatments attempt to 
encapsulate personal or state-based conflicts of interest. 
7.1 PERSONAL CONFLICTS OF INTEREST AND INTERPERSONAL AGGRESSION 
As mentioned in Chapter Six, the territorial vignette in my first survey experiment 
describes a scenario in which my respondent’s home is broken into and $1,000 stolen, while the 
non-territorial scenario portrays a situation in which my respondent’s online bank account has 
been hacked with $1,000 pilfered. The design of this hypothesis is meant to invoke a situation 
analogous to the original environment of evolutionary adaptedness in which the purported EPM 
for aggression first emerged. In other words, although I am ultimately interested in seeing if our 
evolutionary heritage plays a role in how humans respond to conflicts of interest on the interstate 
level, I must first determine if the EPM I have described also emerges during purely 
interpersonal disputes. If I am unable to show that the territorial aggression EPM manifests itself 
during interpersonal conflicts of interest, it is unlikely that it would then emerge during state-
based conflicts of interest. Even if it did, to then go on to claim that this state-oriented aggression 
was due to an evolved psychological mechanism would be extremely tenuous if similar behavior 
was not evident at the personal level. It is for all these reasons that I begin my inquiry into 
human territoriality with an examination of aggression that is divorced from the interstate 
context. 
In order to test H1, my first survey experiment employs an additive index of Buss & 
Perry’s (1992) interpersonal aggression questionnaire as the dependent variable (µ=67.42, 
σ=9.69, N=332, min=40, max=94) and uses the personal territorial and non-territorial vignettes 
described in the research design portion of my dissertation as the treatments. Those in the 
territorial treatment group have a mean interpersonal aggression score of 69.93 and a standard 
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deviation of 9.40, while the mean aggression score for respondents in the non-territorial 
treatment is 66.86 with a standard deviation of 9.61. A t-test difference of means rejects the null 
hypothesis (p < 0.05, two-tailed) that the sample means of the two treatment groups are equal.  
Likewise, a two-tailed difference of means t-test between the territorial treatment and the control 
group again rejects the null hypothesis that the sample means are the same (p < 0.01). These tests 
demonstrate that those in the territorial treatment group were statistically more likely to provide 
more aggressive responses to the interpersonal aggression questions than those in both the non-
territorial treatment group and the control group. On the other hand, I was not able to reject the 
null hypothesis that the difference in means between the non-territorial treatment group 
(mean=66.86, standard deviation=9.61) and the control group (mean=65.22, standard 
deviation=9.56) is zero (p = 0.210, two-tailed). This implies that the aggression levels of those in 




A number of implications emerge from these results. To begin, the t-tests comparing the 
territorial group to the non-territorial group and to the control group clearly show that those who 
received the territorial vignette gave significantly more aggressive responses to the interpersonal 
aggression questionnaire. These tests thus provide some initial empirical support for the 
prediction made in H1 (“Individuals will exhibit greater levels of interpersonal aggression 
following personal affronts to territory than following non-territorial conflicts of interest.”). 
Interestingly, however, the results from the t-test comparing the non-territorial group to the 
control group show that those who received the non-territorial vignette were no more or less 
likely to respond aggressively to the aggression questionnaire than those who received no 
vignette. This implies that the human EPM for aggression is simply not activated in this non-
territorial scenario, despite mirroring the territorial scenario in all but the context of the 
hypothetical infringement. This suggests that a malfunction mismatch mechanism may be at 
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work. In other words, since our evolutionary ancestors did not have to contend with computer 
hackers stealing their resources, it may be hard for our brain to recognize this type of 
infringement as a viable threat, thus leading to the similar levels of aggression in the non-
territorial group and the control group. 
I should note that all of the necessary assumptions needed to conduct a t-test are likely 
met in this wave of my empirical analysis. The dependent variable (i.e., interpersonal aggression) 
is continuous in nature and my independent variable (i.e., the treatment) consists of two 
categorical, unrelated groups (e.g., territorial vignette/non-territorial vignette, territorial 
vignette/control, or non-territorial vignette/control). I can also be reasonably assured that my 
sample exhibits independence of observations, namely, that there is no relationship between the 
observations in each group or between the groups themselves. In particular, given that my 
participants are randomly assigned to only the territorial treatment, the non-territorial treatment, 
or the control group, each group has a completely different pool of respondents. I also have no a 
priori reason to suspect that a response by one participant should influence the response of 
another participant, as the surveys were anonymously completed online and the respondents are 
unlikely to have shared their answers with others in the Subject Pool since they are given a 
limited amount of time to complete the surveys. 
As illustrated by the boxplots in Figure 3, outliers also do not represent a major issue 
with these data. Each of my separate groups only has between one to three observations that 
register as potential outliers (i.e., an observation 1.5 times larger than the upper quartile or 1.5 
times smaller than the lower quartile) and the outliers themselves are not located close to the 
theoretical maximum or minimum range of the aggression index. Regardless, to ensure my 
results are not sensitive to this limited set of extreme values, I rerun my analyses again when 
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excluding these observations. As my findings do not change in any substantial way, I do not 
report these results but they can be made available upon request. 
 
The normality assumption is also met with these data. A visual examination of the normal 
probability plot for my interpersonal aggression index variable shows no serious violations of 
normality. Further, results from a Shapiro-Wilk test of normality indicate that I am unable to 
reject the null hypothesis that this variable is normally distributed (p = 0.607). Lastly, the 
aggression index variable for each of my three groups (i.e., territorial treatment, non-territorial 
treatment, and control) demonstrates equality of standard deviations. In particular, using 
Levene’s test for homogeneity of variances, I am unable to reject the null hypothesis that the 
variance of the aggression index differs significantly between each of the groups (i.e., p = 0.821 
[territory versus non-territory]; p = 0.861 [territory versus control]; p = 0.961 [non-territory 
versus control]). 
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 As mentioned in the research design chapter, the overall aggression index to test H1 is 
derived from four subtraits of aggression: Physical Aggression, Verbal Aggression, Anger, and 
Hostility. According to Buss & Perry (1992: 457), Physical and Verbal Aggression—due to the 
fact that they involve hurting or harming others—represents the instrumental or motor 
component of aggression. Anger, meanwhile, embodies the emotional or affective element of 
this behavior as it involves physiological arousal and preparation for aggression. Hostility, on the 
other hand—which consists of feelings of ill will and injustice—epitomizes the cognitive 
component of aggression. Based on the reactive/proactive typology of aggression first introduced 
in Chapter One (pp. 31–32), it could be said that Anger and Hostility fall within the reactive 
category, while Physical Aggression and Verbal Aggression fall under the proactive variety. 
Clearly, only Physical Aggression represents what would be referred to as “violence” as it is the 
only subtrait of aggression that specifically deals with physically harming another individual 
(again, see Chapter One). 
At this point in my dissertation, I have no a priori reason to suspect that the hypothesized 
prediction made in H1 should not apply to all of these subtraits. Thus, if the same overall pattern 
documented in Figure 2 also extends to each of the subtraits of aggression—namely, that those 
who receive the territorial treatment demonstrate greater levels of interpersonal aggression than 
those in the non-territorial treatment and the control—this would provide additional evidence in 
support of H1. Further, a test of this nature will allow me to determine if it is only one of the 
subtraits that are responsible for territorial threats prompting greater aggression than non-
territorial threats. If so, this would provide falsifying evidence of H1 as significant differences in 
only one subcategory could likely be due to chance or it could indicate that territorial infractions 
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only stimulate a very limited component of aggression and do not extend to a holistic conception 
of this behavior. 
  
To test this extension of H1, I thus conduct several batteries of t-tests that compare the 
mean of each subtrait aggression score of those in the territorial, non-territorial, and control 
groups to each other. The results are visually depicted in Figures 4 through 6. Figure 4 shows the 
results of all of the t-tests comparing the territorial vignette group to the non-territorial vignette 
group, Figure 5 displays my findings comparing the territorial vignette group to the control, 
while Figure 6 shows the group means of the non-territorial vignette group and the control group. 
Put succinctly, people in the territorial treatment group gave significantly more aggressive 
responses to each of the subtrait components of aggression than people in the non-territorial 
group (Figure 4) and to people in the control group (Figure 5), excluding the hostility 
component. While the non-territorial treatment group scored higher on hostility than the control 
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group (Figure 6, p < 0.10), there was not a significant difference in aggression levels for this 
subcomponent when comparing the two treatment groups or when comparing the territorial 
treatment group to the control. Thus while the territorial treatment consistently elicited more 
aggression in both of the proactive components of aggression (i.e., Physical Aggression and 
Verbal Aggression), the evidence was slightly more mixed in regards to the reactive aggression 
components, as the Hostility subtrait was not significant and the Anger subtrait was only 
significant at the 0.10 level when comparing the territorial treatment to the non-territorial 
treatment.48 On the other hand, while the non-territorial group had a significantly greater hostility 
score than those in the control group, none of the mean aggression scores for the other 
components were significantly different from one another (Figure 6). In sum, while the results 
were somewhat mixed in terms of the reactive aggression components, on the whole these results 
nevertheless provide additional support for H1 as the vast majority of the findings provide 
significant results in the appropriate direction. 
																																																								
48 When comparing the territorial treatment to the control condition, however, the mean Anger 
score achieved significance at the 0.05 level. 
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While it is essential to first demonstrate that the mean aggression levels between my 
territorial treatment and the non-territorial treatment/control groups are significantly different 
from one another, it is also important to determine if the territorial treatment actually exerts any 
meaningful or noticeable effects. In other words, even if the differences in means are statistically 
significant, it may still be the case that these differences are not substantively important. To 
examine this contingency I calculate the Cohen’s d for each of the t-test difference of means that 
I ran for Figures 2-6. The Cohen’s d score is simply the difference in means of two groups 
divided by the pooled standard deviation (i.e., the average of the two groups’ standard 
deviations).49 A Cohen’s d of 1.5 indicates that the means of group 1 and group 2 differ by one 
and a half pooled standard deviations, while a Cohen’s d of 0.3 implies that the means of the two 
																																																								
49 Put formally, 𝑑 = !!!!!
!!!""#$%





groups differ by about one-third of a pooled standard deviation. According to Cohen (1977), a d 
of 0.2 implies a small effect, 0.5 a medium effect, and 0.8 a large effect, though these cutoffs are 
meant only as a general rule of thumb. 
  
Figures 7 and 8 plot the Cohen’s d point estimates and 95 percent confidence intervals for 
the previously reported t-test difference of means. Whereas Figure 7 computes the Cohen’s d for 
the territorial treatment versus the non-territorial treatment t-tests, Figure 8 calculates this figure 
for the territorial treatment versus the control t-tests.50 In both of the figures, the Cohen’s d 95 
percent confidence interval for the combined aggression index and most of the separate subtraits 
																																																								
50 I have also plotted the Cohen’s d score for the t-tests comparing the non-territorial treatment to 
the control group. However, since all but the Hostility subtrait is statistically insignificant, this 
figure is excluded from my results but can be made available upon request. 
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(excluding Hostility) does not include zero, again demonstrating that the difference of means 
between the two groups is statistically significant for not only the combined aggression index but 
also for most of the aggression subcomponents. The Cohen’s d point estimates for the territory 
versus non-territory t-tests (Figure 7) range from a low of -0.16 (Hostility) to a high of 0.34 
(Physical Aggression) for the subtraits, whereas the combined aggression index has a Cohen’s d 
score of 0.32. Similarly, the Cohen’s d point estimates for the territory versus control t-tests 
(Figure 8) range from a low of 0.10 (Hostility) to a high of 0.36 (Physical Aggression) for the 
subtraits, yet receives a Cohen’s d of 0.50 for the combined index (i.e., the difference in means 
of the territorial treatment and the control is approximately one-half of a pooled standard 
deviation). Using Cohen’s own cutoffs, this indicates that the effect size of the territorial 
treatment is somewhere between the “low” and “medium” ranges. 
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In addition to giving these standardized effect sizes, for interpretation purposes it can also 
be useful to report Cohen’s U3 (Cohen 1977)51, also known as a measure of “non-overlap,” as 
well as the overlapping coefficient (OVL)52. Non-overlap is represented by “the percentage of 
the A population which the upper half of the cases of the B population exceeds” (Cohen 1977: 
21) or, in other words, the percentage of the treatment group that is above the mean of the 
control. With a Cohen’s d score of 0.32 for the interpersonal aggression index (territorial v. non-
territorial treatment), this translates into a Cohen’s U3 of approximately 63 percent, while a 
Cohen’s d of 0.50 for the combined aggression index (territorial v. control) equals a Cohen’s U3 
of 69 percent. In other words, this indicates that 63 percent of the people in the territorial 
treatment will have interpersonal aggression scores that are above the mean interpersonal 
aggression score of those in the non-territorial treatment. Likewise, approximately 69 percent of 
the respondents in the territorial treatment will have an interpersonal aggression score greater 
than the mean interpersonal aggression score of those in the control group. 
																																																								
51 𝑈! =  𝜙 𝛿  where ϕ is the cumulative distribution function of the standard normal 
distribution, and 𝛿 the population Cohen’s d. 
52	𝑂𝑉𝐿 = 2𝜙(− !
!
)	where, again, ϕ is the cumulative distribution function of the standard 
normal distribution, and 𝛿 the population Cohen’s d (Reiser and Faraggi 1999). 
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In terms of the OVL, when the Cohen’s d is 0.32, approximately 87 percent of the values 
of the aggression index for both the territorial and non-territorial groups will coincide. On the 
other hand, when the Cohen’s d is 0.50, about 80 percent of the territorial and control group 
values will coincide. Intuitively, OVL is a measure of the extent to which the distributions of two 
populations overlap on a given variable. To help visualize this overlap, Figure 9 gives a plot of 
the difference in means between two groups, one with a Cohen’s d score of 0.30 and another 
with a Cohen’s d score 0.50. These are thus analogous to the Cohen’s d scores recorded between, 
on the one hand, the territorial treatment and the non-territorial treatment and, on the other hand, 
the territorial treatment and the control group. The areas in which both of the distributions 
converge represent the extent of overlap for a given Cohen’s d value. Thus, as seen by 
comparing the distributions with a Cohen’s d score of 0.30 versus a Cohen’s d score of 0.50, as 





 One final way to interpret the magnitude of my territorial treatment intervention is 
through what is known as the “number needed to treat” (NNT). The NNT is an epidemiological 
measure commonly used to indicate the effectiveness of a health-care intervention on a given 
disease or medical disorder. This number represents the average number of people who need to 
be administered the drug/treatment to prevent one additional undesirable outcome. More 
precisely, the NNT is number of people who must be treated for one of them to realize a benefit 
compared with a control who receive no treatment. As the NNT increases the treatment is 
considered less effective, as more and more people need to be treated in order to notice an 
improvement. The ideal NNT is thus 1 as everyone who is treated improves while no one 
improves with the control (Laupacis, Sackett, & Roberts 1988). The NNT is defined through the 
formula, !
!!!!!
 where pb represents the probability of those in the control who do not “improve” 
and who thus still have the disease, while pa gives the probability of those who do not “improve” 
despite receiving the treatment. 
To calculate this measure, one must first define what it means exactly to “improve.” In a 
clinical trial this might be specified as the number of people who, for example, have a remission 
in cancer or the number of people who quit smoking after taking a certain drug. However, the 
interpretation of the NNT in the context of my study is slightly different as compared to its 
utilization in epidemiological studies. Instead of indicating the average number of respondents 
who would need to be treated in order to have a more favorable medical diagnosis, in my study 
the NNT will denote the average number of respondents who would need to treated with the 
territorial scenario for us to see one individual who displays a certain greater amount of 
interpersonal aggression as compared to people who receive the non-territorial treatment. In the 
context of my dissertation, I define “improvement” as the number of people in the territorial and 
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non-territorial treatment groups who have an interpersonal aggression score that is one half of a 
standard deviation above the territorial group mean (i.e., the number of people who have an 
interpersonal aggression score that is 0.5 SDs above the territorial treatment’s mean aggression 
score).53  
In this wave of my study, those in the territorial group have a mean interpersonal 
aggression score of 69.93 with a standard deviation of 9.40. I must thus calculate the number of 
people in both the territorial and non-territorial treatment groups who have an interpersonal 
aggression score of 74.63 or greater (i.e., 69.93 + 4.7). Of the 109 respondents in the non-
territorial group, there are 23 individuals who have a mean interpersonal aggression score of this 
magnitude or above. This number represents 21.10 percent of the total 109 non-territorial 
respondents, thus giving us a pb value of 78.90 percent or a 0.789 probability of “no 
improvement” (i.e., 78.90 percent fail to have an interpersonal aggression score of 74.63 or 
greater). On the other hand, of the 117 people in the territorial treatment group, 37 have a 
combined interpersonal aggression score of 74.63 or greater. This figure represents 31.62 percent 
of the 117 total respondents, giving us a pa value of 68.38 percent or a 0.684 probability of “no 
improvement.” Using these numbers, the NNT for this wave of my study is thus 9.52, meaning 
that—after taking into account the effect of the non-territorial treatment—approximately nine 
																																																								
53 Obviously, this cut-off is arbitrary and could be defined in several ways. I chose a 0.50 SD 
increase as this cut-off sets a relatively high bar for indicating when either the territorial 
treatment or the non-territorial treatment can be said to have exhibited an effect. Notably, 
recalculating the NNT while using different SD cutoffs to denote “improvement” yielded similar 
results. 
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and a half respondents would need to be treated with the territorial scenario for us to see one of 
them have an interpersonal aggression score that is greater than or equal to 74.63. 
As mentioned in the previous chapter, I also test H1 using respondents from the Kentucky 
Survey. The vignettes used to test H1 in this sample are functionally identical to those used in the 
Subject Pool but, due to logistical concerns, the interpersonal aggression index is derived from a 
single question rather than an index from multiple interpersonal aggression questions. 
Importantly, the randomized nature of the Kentucky Survey helps ensure that my sample is not 
biased towards either systemically including or systemically excluding a particular type of 
individual. Do the results reported above persist despite using this different sample and despite 
using a different operationalization of interpersonal aggression? In particular, do those receiving 
the territorial treatment continue to give more aggressive responses than those in the non-
territorial treatment and those in the control group? 
In the aggregate, the average interpersonal aggression score across those in the territorial 
treatment, the non-territorial treatment, and the control was 4.38 with a standard deviation of 
1.64. Those in the territorial treatment had a mean score of 4.90 with a SD of 1.16 (N=82) while 
those in the non-territorial treatment had a mean of 4.05 and a SD of 2.17 (N=84). The control 
group had a mean aggression score of 4.22 and a SD of 1.29 (N=87). A t-test comparing the 
territorial treatment to the non-territorial treatment shows that the difference in mean 
interpersonal aggression scores between these groups is statistically significant at the 0.01 level 
(two-tailed). Likewise, the difference in means between the territorial treatment and the control 
also achieves significance at traditional levels (p < 0.01, two-tailed). On the other hand, I am 
unable to reject the null hypothesis that the mean interpersonal aggression score of those in the 
non-territorial group is different from the corresponding score in the control (p = 0.530, two-
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tailed). These results are displayed visually in Figure 10. Put simply, the results are strikingly 
similar to those uncovered in the Subject Pool survey experiments. On the one hand, the average 
interpersonal aggression score in the territorial treatment group is significantly larger than that in 
both the non-territorial treatment group and the control group. On the other hand, the 
interpersonal aggression scores of the non-territorial treatment and the control group are 
statistically insignificant and thus indistinguishable from one another. Both of these findings are 
identical to those reported in the Wave 1 of the Subject Pool results and are consistent with the 
theoretical logic laid out in Chapter Three, namely, that people should respond with greater 
interpersonal aggression to a territorial conflict of interest than to one which is non-territorial in 
nature. 
 
 In terms of the substantive impact as measured by the Cohen’s d score, the results from 
this survey experiment are also similar to those reported in Wave 1 of the Subject Pool results. In 
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particular, the Cohen’s d point estimate of the t-test comparing the territorial group to the non-
territorial group is 0.49 and the 95 percent confidence interval goes from 0.18 to 0.80 while the 
point estimate for the territorial v. control t-test is 0.56 with a 95 percent confidence interval of 
0.25 to 0.87. Using Cohen’s own cutoffs, the point estimates suggest that territorial treatment 
exerts an effect somewhere between the “low” and “medium” ranges. These results indicate that 
those who receive the territorial treatment tend to have interpersonal aggression scores that are 
approximately one-half of a pooled standard deviation greater than the interpersonal aggression 
scores in both the non-territorial and control groups. To be more precise, the interpersonal 
aggression scores of those in the territorial treatment will be, on average, 0.82 points higher than 
those recorded in the non-territorial group,54 while around 0.69 points higher than those recorded 
in the control group.55 Given that the range of the interpersonal aggression variable only goes 
from 1 to 7, this represents a fairly large substantial impact. 
It is also important to note that neither of these confidence intervals include zero, 
corroborating the statistical significance reported in the t-test difference of means results. In 
other words, if the confidence intervals were to include zero, it would suggest that the “true” 
Cohen’s d score could be either negative, zero, or positive. The fact that it only includes positive 
values again indicates that the reported effects are statistically significant. On the other hand, the 
Cohen’s d point estimate of the non-territorial/control t-test is -0.10 with a confidence interval 
spanning from -0.40 to 0.21, illustrating that the effect of the non-territorial treatment is both 
minimal and insignificant when compared to the control group. These results are depicted 
visually in Figure 11. 
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× 0.49 = 0.82	
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× 0.56 = 0.69 
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7.2 STATE-BASED CONFLICTS OF INTEREST AND INTERPERSONAL AGGRESSION 
Having now conducted tests examining whether a personal territorial threat stimulates 
greater aggression than a personal non-territorial threat, I can now move on to determine if this 
relationship persists when the threats in question revolve around interstate conflicts of interest. 
H2a thus builds upon H1 by examining whether respondents continue to provide more aggressive 
responses to the interpersonal aggression questions when the threats they confront are no longer 
personal in nature, but rather directed at the country in which they claim citizenry. For the next 
survey experiment I again use the interpersonal aggression items designed by Buss & Perry 
(1992) but now provide my respondents a vignette in which the US is engaged in a dispute with 
Canada over the Beaufort Sea (territorial treatment) or a vignette in which these two countries 
are embroiled in a serious trade disagreement (non-territorial treatment). As in my previous 
waves, I employ a battery of t-test difference of means to examine if the difference in mean 
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interpersonal aggression scores between the territorial versus non-territorial, territorial versus 
control, and non-territorial versus control groups differs significantly from zero. As mentioned in 
previous chapters, if such a relationship exists it would imply that an evolutionary mismatch 
situation of the misapprehension variety might be at work. In other words, if we continue to see 
humans demonstrate more aggression during territorial conflicts of interest—despite the fact that 
these territorial conflicts of interest now revolve interstate concerns rather than personal 
interests—it would show that our original EPM to react aggressively during personal territorial 
threats is also being activated in which the main protagonists are not individual humans, but 
rather nation-states. 
In this wave of the Subject Pool, I have a total of 293 observations and the overall mean 
of the interpersonal aggression index equals 65.24 and has a standard deviation of 9.18. In terms 
of the treatments and control, 95 individuals received the territorial vignette, 98 received the non-
territorial vignette, and 100 were placed in the control condition. In the territorial versus non-
territorial test, the territorial treatment has a mean interpersonal aggression score of 67.95 and a 
standard deviation of 9.10, while the mean and standard deviation of the non-territorial group is 
63.25 and 8.88, respectively. The t-test rejects the null hypothesis that the difference in means is 
zero, leading me to conclude that those in the territorial treatment responded with significantly 
more aggressive answers to these questions than those in the non-territorial treatment (p < 0.01, 
two-tailed). This same state of affairs persists when comparing the territorial treatment to the 
control group (mean=64.61, standard deviation=9.01); the null hypothesis is again rejected, with 
those in the territorial group providing more aggressive responses to the questionnaire than that 
given by the control (p < 0.05, two-tailed). My next t-test, however, fails to reject the null 
hypothesis that the difference in means between the non-territorial treatment and the control 
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group and significantly different from one another (p = 0.288, two-tailed). In line with the 
misapprehension mismatch logic, these tests demonstrate that territorial threats do not 
necessarily have to be personal in nature to elicit aggression, but that humans’ EPM for 
aggression can even become activated when the territorial possessions of one’s country are 
perceived to be in imminent danger. This finding, however, is not sustained for non-territorial 
disputes. My results show that people presented with threats of this variety respond with no more 
interpersonal aggression than those who receive no treatment at all. Consistent with the results 
from H1, this could again indicate that a malfunction mismatch scenario is in effect in which 
humans’ evolved psychological machinery to respond aggressively to conflicts of interest fails to 
become activated if the conflict lacks a territorial component. 
  
As in my tests of H1, I also divide my interpersonal aggression variable into its various 
subtraits (i.e., Physical Aggression, Verbal Aggression, Anger, and Hostility) to see if the 
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territorial versus non-territorial differences persist across each of the separate components of 
aggression. The results of these t-tests are depicted in Figures 13-15. While Figure 13 compares 
the territorial treatment to the non-territorial treatment, Figure 14 looks at the territorial treatment 
in relation to the control, and Figure 15 plots the means of the non-territorial treatment versus the 
control condition. Put simply, the results are very similar to those reported for H1, though with 
some caveats. For both of the proactive components of aggression (i.e., Physical Aggression and 
Verbal Aggression), the results are identical to those in H1, namely, those in the territorial 
treatment group score higher on these subtraits than those in either the non-territorial treatment 
group or those in the control. However, the results for H2a differ from H1 in regards to the 
reactive components of aggression (i.e., Anger and Hostility). Whereas there was not a 
significant difference between the territorial and non-territorial groups on the Hostility measure 
and a mildly significant difference for Anger (p < 0.10) in H1, these results are reversed for H2a. 
In particular, those in the territorial group now give slightly more aggressive answers to the 
Hostility questions (p < 0.10) than the non-territorial group, while no difference exists for the 
Anger measure (p = 0.807). 
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Similar relationships are documented when comparing the territorial group to the control 
condition (Figure 14), with the only differences now being that the control group has mildly 
more aggressive answers than the territorial treatment to the Anger subtrait questions (p < 0.10) 
and the difference in means for the Hostility measure reaches a higher level of significance (p < 
0.10 for territory v. non-territory [Figure 11] compared to p < 0.05 for territory v. control [Figure 
12]). Similar to my tests of H1, when I compare the non-territorial group to the control condition 
(Figure 15), none of the subtraits of aggression have significantly different mean levels from one 
another. On the whole, these results lead me to two main conclusions: 1) territorial threats tend to 
be the most salient for the proactive components of aggression, while being more mixed for the 
reactive components and 2) territorial conflicts of interest consistently spur higher levels of 
interpersonal aggression than either the non-territorial treatment or the control condition across a 





 In terms of the substantive significance of these results, it actually appears that the 
interstate territorial vignette elicits slightly greater aggression than the personal territorial 
vignette. For example, in the results for H1 the Cohen’s d of the t-test comparing the overall 
interpersonal aggression index for those in the personal territorial group to those in the personal 
non-territorial group had a point estimate of 0.32 and a 95 percent confidence interval from 0.06 
to 0.59. By contrast, the Cohen’s d of the t-test pitting the interstate territorial vignette against 
the interstate non-territorial vignette has a point estimate of 0.52 and a 95 percent confidence 
interval from 0.23 to 0.81. Most of the Cohen’s d point estimates and 95 percent confidence 
intervals for the individual subcomponents of the interpersonal aggression index are also greater 
in the interstate context, especially the proactive subtraits. For example, while Physical 
Aggression and Verbal Aggression had Cohen’s d point estimates of, respectively, 0.34 and 0.30 
within the personal territory versus non-territory t-tests the point estimates for these same 
subtraits equaled 0.44 and 0.43 in the interstate territory versus non-territory t-tests. A similar 
pattern in the substantive effect is seen when comparing the territorial vignette group to the 
control condition. In particular, while the Cohen’s d scores for Physical Aggression and Verbal 
Aggression in the t-tests comparing the territorial treatment to the control are 0.36 and 0.31 when 
the threat is personal in nature, these same subtraits have Cohen’s d scores of 0.38 and 0.33 when 
the threat depicts an interstate scenario. In sum, while the substantive significance of the 
interstate territorial treatment is not drastically larger than the personal interstate territorial 
treatment, it is still notable that the interstate territorial treatments elicit greater interpersonal 






7.3 FOREIGN POLICY AGGRESSION AND STATE-BASED CONFLICTS OF INTEREST 
Having now established that both personal and state-based territorial conflicts of interest 
lead people to have higher expressions of aggression towards other people, I next aim to 
determine if territorial threats can influence whether people respond aggressively to questions 
geared towards measuring the bellicosity of their foreign policy views. In other words, my next 
hypothesis (H2b) attempts to determine if territorial conflicts of interest not only increase one’s 
interpersonal aggression but their foreign policy aggression as well. To test this supposition, I 
retain the same set of vignettes used to test H2a but now replace the Buss & Perry (1992) measure 
with a foreign policy aggression variable described in the research design chapter. This variable 
is an additive index of 16 foreign policy aggression questions adapted from Sell, Tooby, and 
Cosmides (2009) and ranges from 37 to 91, has a mean of 59.20, and a standard deviation of 8.66 
across 309 respondents. 
 Despite the difference in the composition of my dependent variable, this wave of my 
study mirrors that of the previous waves in that it again uses difference of means t-tests to 
determine if mean foreign policy aggression varies across my three groups, while also using the 
same vignettes as in the previous survey experiment. When comparing the territorial treatment 
(mean=62.61, standard deviation=8.18) to the non-territorial treatment (mean=58.11, standard 
deviation=8.27), the difference of means t-test shows that respondents who read the territorial 
vignette have a significantly higher mean foreign aggression score than those who read the non-
territorial vignette, thus rejecting the null hypothesis of equal means between groups (p < 0.01, 
two-tailed). Likewise, the t-test comparing the territorial treatment with the control (mean=56.82, 
standard deviation=8.55) also shows that the null hypothesis of no difference in means is 
rejected, with the territorial group demonstrating a significantly higher foreign policy aggression 
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score than that recorded for the control group (p < 0.01, two-tailed). In contrast to these findings, 
the t-test comparing the non-territorial treatment to the control finds no significant difference in 
means between these groups (p = 0.271, two-tailed), again raising doubts that humans have an 
EPM that stimulates aggression in the face of conflicts of interest devoid of a territorial 
component. These results are depicted visually in Figure 18. 
 
As mentioned in the research design, I also ran a survey experiment where I exchanged 
the vignettes surrounding conflicts of interest between the US and Canada with alternative 
territorial and non-territorial vignettes revolving around the US and Mexico. For this survey 
experiment, the foreign policy aggression variable has an overall mean of 62.29 with a standard 
deviation of 8.55 across a total of 283 respondents. This experiment uses the same foreign policy 
aggression index as in H2b and generates similar results, but with some caveats. The territorial 
treatment again has a statistically larger mean foreign policy aggression score when compared to 
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both the non-territorial treatment and the control group. However, in this wave of my results the 
non-territorial treatment also has a greater mean foreign policy aggression score than that 
reported by the control. Thus while I can still show that those who receive the territorial 
treatment respond more aggressively than those in the other groups, the non-territorial treatment 
also stimulates its own aggression-inducing effect. This offers some limited support for the idea 
that humans may have both an EPM for aggression in territorial threat situations and an EPM for 
aggression in non-territorial situations. However, it could be the case that the greater aggression 
levels in the non-territorial scenario versus the control are due to the fact that Mexico and 
Mexican immigrants are commonly depicted in a negative light within the US media. As a result, 
any type of conflict of interest between these two countries may exacerbate feelings of foreign 
policy aggression within individuals from the US. 
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 As in the previous tests of my hypotheses, I also calculate the Cohen’s d scores of each of 
the t-tests in which the dependent variable is now foreign policy aggression. The results are 
visually depicted in Figure 20 and it appears that—for the survey experiment in which I describe 
disagreements between the US and Canada—the territorial treatments educe more foreign policy 
aggression than they did interpersonal aggression. While the Cohen’s d for the territorial versus 
non-territorial treatments is 0.52 when the dependent variable is interpersonal aggression (0.23 to 
0.81, 95 percent confidence interval), the Cohen’s d comparing the territorial to the non-
territorial vignettes is 0.55 when the DV is foreign policy aggression (0.27 to 0.82, 95 percent 
confidence interval). The territorial treatment tends to spur more foreign policy than 
interpersonal aggression when comparing it to the control condition as well. For example, the 
Cohen’s d in the t-test pitting the territorial vignette to the control is 0.37 when the DV is 
interpersonal aggression (0.08 to 0.65, 95 percent confidence interval), while the Cohen’s d for 
the t-test between these same groups is 0.69 when the DV is foreign policy aggression (0.41 to 
0.98, 95 percent confidence interval). 
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An alternate test of H2b is offered based on the data garnered from the Kentucky Survey. 
Although 243 of the 505 individuals taking part in the Kentucky Survey were put in treatment or 
control groups pertaining to H1, the remaining 252 were assigned to treatment and control groups 
meant to examine the respondents’ foreign policy aggression in the face of state-based (as 
opposed to personal) conflicts of interest. As in the corresponding wave of the Subject Pool, the 
vignettes for this segment of my dissertation use the same—albeit slightly truncated—versions of 
the US-Canada territorial and US-Canada trade disputes described previously. As in my test of 
H1 based off of Kentucky Survey data, my measure of aggression is no longer based on an index 
of multiple aggression-based questions, but is rather derived from the responses from a single 
foreign policy aggression question. 
The overall mean of my foreign policy aggression question across the two treatment 
groups and the control group is 2.56 with a standard deviation of 1.20. However, the mean 
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foreign policy aggression score of those in the territorial treatment is 2.78 (standard 
deviation=1.08), while only 2.43 in the non-territorial treatment group (standard deviation=1.22). 
Based on the results of a t-test difference of means, I can reject the null hypothesis that the mean 
foreign policy aggression score of the individuals in these two treatment groups is the same (p < 
0.05, two-tailed). A similar situation ensues when comparing the territorial treatment to the 
control. The control group in this sample has a foreign policy aggression score of 2.46 with a 
standard deviation of 1.22. The difference in means between the territorial group and the control 
is significant at the 0.10 level and just misses significance at the 0.05 level (p = 0.07, two-tailed). 
On the other hand—and as before when using interpersonal aggression as my dependent 
variable—I am unable to reject the null hypothesis of equality of means for the non-territorial 
group and the control (p = 0.902, two-tailed). 
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These findings paint an analogous picture to that depicted in the corresponding Subject 
Pool results. In particular, while the mean foreign policy aggression score in the territorial 
treatment is higher than that reported in the non-territorial treatment and the control group, the 
mean aggression scores of those in the non-territorial treatment and those in the control are not 
significantly different from one another. It again appears that those individuals who are presented 
with a scenario that depicts an interstate territorial disagreement between their country (in this 
case, the US) and another country (in this case, Canada) actually report more foreign policy 
bellicosity than those who are presented with a similar scenario that—although similar in form—
is framed more in terms of a non-territorial trade dispute. 
One relatively minor difference across the Subject Pool and Kentucky Survey results, 
however, lies in the substantive impact of the territorial treatment. In particular, the substantive 
impact of the territorial treatment (when compared to the non-territorial treatment) is slightly 
smaller here than that reported in the Subject Pool survey experiment dealing with foreign policy 
aggression and state-based conflicts of interest. While the Cohen’s d score for the t-test 
comparing the territorial treatment to the non-territorial treatment is 0.55 in the Subject Pool 
results, the Cohen’s d in the Kentucky Survey is 0.29 (i.e., those receiving the territorial 
treatment can expect to have a mean foreign policy aggression score that is approximately 0.3 
pooled standard deviations larger than the foreign policy aggression of those in the non-territorial 
treatment). The Cohen’s d of the t-test comparing the mean aggression scores between the 
territorial group and the control is also smaller, with it registering as 0.69 in the Subject Pool and 
0.28 in the Kentucky Survey. Although the magnitude of the effect of the territorial treatment is 
smaller in this version of this particular survey experiment, these Cohen’s d scores are 
nevertheless similar to those reported in my other waves and may simply be due to differences in 
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the operationalization of aggression. In other words, if respondents scored particularly high on 
some subset of the questions in the multiple-item measure of aggression in the Subject Pool 
surveys, then the single-item measure of aggression used in the Kentucky Survey is obviously 
going to register weaker results. 
 
7.4 CONCLUSION AND IMPLICATIONS 
In sum, the results so far bode well for the main predictions of my territorial deficiency 
theory of aggression. In particular, they show that humans demonstrate several different types of 
aggression (i.e., interpersonal and foreign policy related) during a variety of different kinds of 
territorial conflicts of interest (i.e., personal and state-based). More specifically, the human EPM 
to behave aggressively towards conspecifics during territorial conflicts of interest is not only 
activated when one’s personal territory is infringed upon but also when the territory of one’s 
country is under assault. Further, when territorial conflicts of interest such as these arise, we can 
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expect people to not only show an increase in aggression towards other individuals but also to 
demonstrate more bellicose foreign policy views. It is also important to note that this increase in 
aggression—while especially noticeable in regards to the proactive components of physical and 
verbal aggression—is also documented (albeit to a lesser degree) in the reactive subtraits of 
interpersonal aggression, i.e., anger and hostility. These results should not be understated. They 
demonstrate that by simply having respondents read (or have read to them) a scenario 
concerning a territorial infringement, these respondents will tend to report more aggressive 
interpersonal and foreign policy views than individuals who read non-territorial yet equally 
threatening scenarios. If the effects I have reported so far are accurate, the impact of territorial 
conflicts of interest on the human psyche are likely to be even greater when these conflicts of 
interest are no longer confined to imaginary vignettes but are exported into real-world 
conflagrations. It should also be stressed that these results were shown to persist despite using 
drastically different samples (i.e., Subject Pool versus Kentucky Survey), varying the content of 
the vignettes (i.e., US-Canada and US-Mexico), and employing different operationalizations of 
aggression (i.e., multiple-item indexes versus single-item measures; interpersonal aggression 
versus foreign policy aggression). 
These findings have important implications for scholars interested in how individuals can 
influence relations between states, as well as on what motivates people to engage in political 
violence. If territory does in fact lower individuals’ inhibitions on their willingness to use force 
abroad, this suggests that the public may be susceptible to frames that highlight territory as 
especially prominent during a given interstate dispute. Indeed, in the vignettes I use to test my 
hypotheses, the results are essentially capturing how aggression varies depending on the type of 
frame used to describe an interstate disagreement, with one frame being territorial and the other 
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non-territorial. In short, humans’ evolved predisposition to be sensitive to territorial 
infringements is likely to increase public support for international forays that stress a territorial 
component. Although more research is obviously needed, these results may also supply the 
theoretical rationale as to why some people choose to engage in individual uses of political 
violence such as terrorism. In other words, humans’ evolved sensitivity towards territorial 
trespasses may contribute to a given individuals’ willingness to resort to terrorist violence, a 
conclusion consonant with Pape’s (2003, 2005) findings regarding the use of suicide terrorism 
during territorial occupations by democracies. Lastly, the results reported above may also 
provide the microfoundations for why territorial disputes tend to last longer, produce more 
casualties, and escalate more often to war. In particular, by drawing on findings from biology, 
primatology, and evolutionary psychology, my results demonstrate why individual human beings 
are willing to fight more vehemently over these issues.  
While these findings do not necessarily paint a rosy picture regarding human behavior 
during territorial conflicts of interest, the news is not all bad. Somewhat ironically, the results 
also suggest that—all things being equal—disputes between states that do not possess a 
territorial component may have a difficult time rallying individuals around the potential conflict. 
In other words, as the EPM for aggression during territorial conflicts of interest is not activated 
during these non-territorial disputes, elites may have a more difficult time arousing enough 
public support to facilitate a foreign military campaign. In cases such as these, misapprehension 
mismatch implications may actually operate to dampen support for international applications of 
force. 
In contrast to a worldview based upon the tenets of realism, this evolutionary 
psychological approach paints a somewhat more optimistic picture of conflict and humans’ 
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ability to avoid interstate hostilities. Whereas most realists see war as unavoidable and pervasive 
(e.g., Morgenthau 1985; Waltz 1979; Mearsheimer 2001), the findings presented here indicate 
that humans’ predisposition to react aggressively to interstate conflicts of interest is informed by 
the nature of the dispute at hand. In particular, if interstate disputes can avoid being framed in a 
territorial manner, we may notice a significant decline in citizens’ willingness to participate in 
these disputes. In short, although my results do not necessarily suggest that humans are infinitely 
malleable and can learn to do away with war completely, there may be some simple measures we 
can take (e.g., avoiding territorial frames) to limit the public’s reaction to certain interstate 
disputes. 
In the chapter that follows I move away from examining if territorial conflicts of interest 
spur greater levels of aggression than non-territorial conflicts of interest, to investigating whether 
aggression during territorial conflicts of aggression in particular varies depending on the 
ontogenetic context and immediate situational input of the individuals who experience these 
territorial bones of contention. For instance, several of the hypotheses in the next chapter deal 
with predicted differences in aggression during offensive as opposed to defensive territorial 
conflicts of interest. The hypotheses in this section compare individuals based on their sex and 
their perceived strength, while also examining if different levels of numerical superiority are 
required for offensive versus defensive territorial disputes. Another portion tests the contention 
that the type of resource under dispute during a territorial disagreement will impact the amount 
of aggression that becomes expressed, with evolutionarily relevant resources spurring more 
aggression than resources that have only become important with modernity. Finally, the last 
section of the chapter moves away from tests using aggression as the dependent variable and, 
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instead, examines if territorial conflicts of interest are more likely to spur greater in-group trust 
and out-group suspicion than non-territorial conflicts of interest. 
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CHAPTER 8: ONTOGENETIC CONTEXT, IMMEDIATE SITUATIONAL INPUT, AND 
INTERPERSONAL TRUST DURING TERRITORIAL BONES OF CONTENTION 
 
The empirical strategy adopted in this chapter represents a considerable shift from that 
employed in Chapter Six. Whereas the last chapter was primarily concerned with comparing 
aggression levels during territorial conflicts of interest to aggression levels during those of the 
non-territorial variety, I now largely turn my attention towards testing the effect of a number of 
intervening variables upon individual expressions of territorial aggression. For instance, the first 
three sets of hypotheses in this chapter all deal with predicted differences during offensive and 
defensive territorial conflicts of interest. Whereas the tests of H3a and H3b compare the use of 
aggression between males and females during offensive and defensive territorial encounters, I 
assess H4a-H4c by examining how numerical superiority considerations can affect one’s decision 
to aggress in these different territorial milieus. Next, the tests for H5a and H5b go on to probe 
whether perceptions of individual strength impact one’s decision to behave aggressively during 
offensive and defensive territorial bones of contention. In a similar fashion, my evaluation of H6 
aims to determine if the nature of the territorial resource that is threatened (i.e., “ancestral” 
resources [water] versus “modern” resources [gold]) acts as a moderating variable upon one’s 
propensity to behave aggressively.  
Lastly, this chapter also extends the purview of my dependent variable from aggression-
related measures to encompass such concepts as trust and distrust. Rather than testing additional 
intervening influences on the expression of territorial aggression, this portion of the chapter 
pivots to examine if the dearth in available territory during humans’ evolution could have—in 
addition to prompting the outgrowth of territorial aggression—also spurred psychological 
mechanisms regulating in-group trust and out-group suspicion during conflicts of interest 
surrounding territory. In particular, the tests in this final part of the chapter compare individuals’ 
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expressions of in-group trust and out-group distrust during territorial and non-territorial conflicts 
of interest, with the thought that territorial conflicts should spur both greater in-group trust and 
out-group distrust than their non-territorial counterparts. 
As alluded to in Chapter Four, these batteries of tests are meant to both extend and 
reinforce my territorial deficiency theory of aggression. On the one hand, they extend my 
argument by evaluating hypotheses pertaining to the types of circumstances that are the most 
likely to experience territorial aggression as well as the type of people who are the most 
predisposed to utilize this form of aggression. In particular, they add more detail regarding the 
type of information humans’ evolved psychological mechanisms take in as input for the 
behavioral output of territorial aggression to be realized and, as such, pay much greater attention 
to the immediate situational inputs and ontogenetic contexts in which territorial aggression is the 
most likely to play out. This approach is similar to the way in which some of the territorial-
explanation-of-war literature has moved beyond demonstrating the conflict-exacerbating effects 
of territorial disputes in general, and has instead begun to examine what types of territorial 
disputes are the most dangerous (e.g., Huth 1996; Hensel et al. 2008; Bell 2017; Gibler 2017). 
On the other hand, they reinforce my previous arguments by testing hypotheses that 
should only find support if the underlying evolutionary psychological rationale I utilize is valid. 
Although the results from the previous chapter are consistent with the evolutionary psychological 
framework I put forward, by formulating and testing additional implications that are derived 
from the same theoretical rationale I can better triangulate whether an evolved psychological 
mechanism is in fact driving the patterns I see in the expression of territorial aggression. In other 
words, these hypotheses—if corroborated—help to guard against the possibility that the results, 
while consistent with the theory I have laid out, are in fact better explained by an alternative 
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theory. For example, one could potentially argue that the reason my respondents consistently 
gave more aggressive answers after the territorial treatments than after the non-territorial 
treatments is not because of an EPM for territorial aggression, but due to the fact that society has 
taught us that threats to territory need to be defended with force. Is not the globe itself the perfect 
example of how the world today is hyper-concerned with the notions of boundaries and territorial 
integrity? However, if the hypotheses tested in this chapter garner empirical support and we see 
sex-based differences in aggression during offensive and defensive conflicts of interest, or we 
see differences in aggression based on strength or perceived numerical superiority, or varying 
aggression levels due to the nature of the resources in a disputed territory, it becomes harder and 
harder to situate this diverse body findings under an “aggressive territoriality is learned” 
hypothesis. 
As the paragraphs below demonstrate, while the vast majority of the hypotheses I subject 
to empirical testing garner substantial support, some are inconsistent with my underlying 
theoretical rationale. On the one hand, the tests of my predictions regarding sex, numerical 
superiority, perceived physical strength, and resource type all provide results that are consonant 
with my territorial deficiency theory of human aggression. On the other hand, the tests of my in-
group trust and out-group trust hypotheses largely show that the type of conflict of interest in 
question has little effect on individuals’ trust of both people with the same nationality as 
themselves, as well as those from foreign countries. 
8.1 OFFENSIVE AND DEFENSIVE TERRITORIAL CONFLICTS OF INTEREST 
 As laid out in my research design, my first Subject Pool survey experiment dedicated to 
the influence of ontogenetic and immediate situational factors on the expression of territorial 
aggression employs two vignettes, one describing a territorial disagreement in which the 
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respondents’ country is portrayed as the aggressor and another where the respondents’ country is 
depicted as being on the defensive. My sex-based hypotheses posit that while we should see 
similar levels of foreign policy-based aggression between men and women during defensive 
territorial scenarios (H3a), men should demonstrate a greater level of aggression during offensive 
territorial encounters (H3b). To test these predictions I compare the mean levels of foreign policy 
aggression—operationalized via a 10-item index of foreign policy-related questions—of men and 
women within each treatment condition. For H3a to be supported, a difference of means t-test 
should be unable to reject the null hypothesis of no difference in means between men and 
women. On the other hand, H3b will be supported if the corresponding t-test rejects the null 
hypothesis of no difference and shows that men’s score on this measure exceeds that of the 
female respondents. 
 In this wave of my Subject Pool survey experiments I had a total of 327 respondents 
divided relatively equally into the defensive territorial treatment and the offensive territorial 
treatment. The defensive treatment has a total N of 154 participates of which 82 are female and 
72 male. The offensive treatment, by contrast, has a total N of 173 respondents of which 93 are 
female and 80 male. Overall, the mean foreign policy aggression score of those in the defensive 
vignette group is 29.80 with a standard deviation of 8.55 while the mean is 32.31 with a standard 
deviation of 8.95 for those in the offensive treatment. According to a difference in means t-test, 
there thus does appear to be significantly higher levels of overall aggression in the offensive 
group than in the defensive group (p < 0.05, two-tailed). 
While interesting, this preliminary finding does not necessarily help us verify or reject 
my sex-based hypotheses. For this task we must examine each treatment group in isolation and 
compare aggression levels between women and men in these different scenarios. An analysis of 
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this nature shows that women have a mean foreign policy aggression score of 28.79 when in the 
defensive treatment group, while men score slightly higher with a score of 30.96. However, a 
two-tailed difference of means t-test is unable to reject the null hypothesis that this difference is 
statistically significant (p = 0.118), thus offering support for H3a. In other words, there was no 
evidence that male and female foreign policy aggression scores differed significantly during the 
territorial vignette that was defensive in nature. Notably, this null finding does not persist when 
evaluating the offensive treatment group. When the respondents read the offensive territorial 
vignette, women display an average foreign policy aggression score of 30.92 while the average 
for men is 33.91. As opposed to the previous comparison, this difference in means is shown to be 
significant at the 0.05 level when using a two-tailed t-test, conferring support for H3b. In short—
and consistent with my theoretical expectations—these findings suggest that although men tend 
to register greater aggressive responses during offensive territorial encounters, males and females 




The substantive difference between male and female aggression scores is similar to that 
reported in my previous waves, though obviously more substantial in the offensive treatment 
group than in the defensive treatment. In particular, the Cohen’s d value for the male/female 
defensive t-test is 0.25 with a 95 percent confidence interval that spans from -0.07 to 0.57; by 
comparison, the point estimate for the male/female offensive t-test is 0.34 with a 95 percent 
confidence interval from 0.03 to 0.64. This implies that—for the offensive treatment group—the 
mean foreign policy aggression score will, on average, increase by about one-third of a pooled 
standard deviation (approximately 3 points on the foreign policy aggression scale) when the 
respondent is male as opposed to when the respondent is female. These results demonstrate that 
one’s ontogenetic context—in this case, one’s sex—has a significant and substantial influence on 
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the amount of aggression that a given individual displays during offensive versus defense 
territorial conflicts of interest.56 
 The next two sets of hypotheses tested in this wave of my survey experiments are 
concerned not with one’s ontogenetic context, but with immediate situational input that can 
factor into an individual’s decision to aggress during bones of contention over territory. The first 
immediate situational input pertains to numerical superiority concerns, namely, an external input 
relating to an aspect of an individual’s group. The core hypothesis surrounding numerical 
																																																								
56 I should note that although the normal probability plot of the foreign policy aggression 
variable shows no serious deviations from normality, a Shapiro-Wilk test of normality rejects the 
null hypothesis that this variable is drawn from a normal distribution (p < 0.05). However, this 
only applies during the offensive treatment; I am unable to reject the null hypothesis that the 
foreign policy aggression variable is normally distributed for the defensive treatment. In short, 
for the offensive treatment group there may be some concern that the data are not normally 
distributed and that one of the necessary assumptions of a t-test is thus violated. However, when 
the number of observations is large (i.e., N > 30) the Shapiro-Wilk test of normality is known to 
detect deviations from normality (i.e., reject the null hypothesis of normality of data) even when 
these deviations are relatively minimal. On the other hand, the foreign policy aggression index 
variable for both of my groups (i.e., offensive and defensive) demonstrates equality of standard 
deviations when comparing males’ aggression score to that of females. In particular, a Levene’s 
test for homogeneity of variances rejects the null hypothesis that the variance of the foreign 
policy aggression index differs significantly between males and females within either the 
offensive or defensive treatment (i.e., p = 0.442 [Offensive, male v. female]; p = 0.938 
[Defensive, male v. female]). 
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superiority (i.e., H4a) is the idea that individuals who receive an offensive territorial frame should 
desire a greater number of people on their side of the conflict before they aggress than the 
number of people desired by those reading the defensive territorial frame. To make this 
determination I present the respondents in the offensive territorial treatment a question asking 
how much stronger their country (Country A) should be before it attacks the opposing country 
(Country B). Those in the defensive territorial treatment, by contrast, get a question asking how 
much stronger they think their country (Country A) should be before it mounts a defense against 
the attacking country (Country B). These questions use a scale of: (1) 1:2 (your country’s 
military is half as strong as Country B’s military), (2) 1:1 (your country’s military is the same 
strength as Country B’s military), (3) 2:1 (your country’s military is twice as strong as Country 
B’s military), all the way to (7) 20:1 (your country’s military is twenty times as strong as 
Country B’s military) (See Appendix 2). 
For H4a to be corroborated, those in the offensive territorial treatment should, on average, 
give significantly greater responses to this numerical superiority question than those in the 
defensive territorial treatment. This is, in fact, what the results uncover. Individuals reading the 
offensive territorial frame record an average foreign policy aggression score of 3.68, while the 
foreign policy aggression score for those in the defensive territorial treatment is 3.42, a 
difference significant at the 0.10 level (two-tailed test). However, I should note that—in addition 
to attaining a rather low level of significance—the substantive effect of the offensive/defensive 
nature of the treatment is the smallest of the tests conducted up until this point. In particular, the 
Cohen’s d score for this t-test has a point estimate of merely 0.18 and a 95 percent confidence 
interval from -0.03 to 0.40. As such, while the offensive versus defensive context of a territorial 
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dispute has a significant impact upon the size one wants their military to be before attacking 
versus defending, the overall effect of this impact is somewhat small. 
Besides the core prediction that numerical superiority concerns will be more essential in 
spurring aggression for those who are on the offensive as opposed to those who are on the 
defensive during territorial disagreements, the theoretical rationale set forth in this section also 
identified some auxiliary hypotheses related to this argument. In particular, part of the reason 
that ensuring numerical superiority should not be as important to those who are on the defensive 
during territorial scenarios arises from the fact that territory tends to be more important to the 
defending rather than to the initiating group. Put simply, this territory—and the resources 
contained within it—is often more essential to the defending group’s survival than it is for the 
offensive group. For many species the defending individual/group is thus willing to expend more 
“units of fitness” defending a tract of land than the units of fitness an attacking individual/group 
is willing to incur (Parker 1974). When applying these insights to the foreign policy aggression 
realm, I hypothesized that those who are on the defensive side of an international territorial 
dispute should be willing to devote both more dollars (H4b) and more years (H4c) to this conflict 
than those who are in the aggressing group. In regards to the money query, respondents in both 
treatment groups were asked a Likert-scaled question in which higher responses corresponded to 
larger percentages of their country’s GDP that they would be willing to spend on the dispute; 
similarly, for the question pertaining to the time spent in the dispute, the respondents were asked 
how many years they would be ready to fight, with higher responses on the Likert scale 
indicating greater numbers of years. 
	 289 
 
Both of these hypotheses garner empirical support in my data. Respondents in the 
offensive treatment group, on average, registered a score of 2.45 on the GDP question (i.e., a ‘2’ 
on this scale corresponds to between 1 - 10% GDP while a ‘3’ is between 11 - 20% GDP), while 
those in the defensive treatment registered an average score of 3.60, a difference that is found to 
be significant at the 0.01 level. Likewise, the offensive treatment group reported a mean ‘years of 
conflict’ score of 2.72 (i.e., a ‘2’ on this scale equals 1 year and a ‘3’ equals 2 years), while the 
defensive treatment recorded a score of 4.16, a difference that is again significant at the p < 0.01 
level. In addition to attaining high levels of significance, the substantive effects of these 
differences in means are also substantial. The Cohen’s d score for the t-test relating to the GDP 
question has a point estimate of 0.93 with a 95 percent confidence interval from 0.70 to 1.16, 
while the corresponding point estimate for the ‘years of conflict’ t-test is 0.82 with a 95 percent 
confidence interval from 0.60 to 1.05. Using traditional cutoffs, these values illustrate rather 
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large substantive effects and are, in fact, the largest effects that my study has uncovered thus 
far.57 The Cohen’s d plots for these results and the others mentioned earlier in the chapter can be 
found in Figure 25. 
 
																																																								
57 Given that the Cohen’s d uses the pooled standard deviation (i.e., the average standard 
deviation between the two treatment groups for the variable in question) in its determination of 
effect size, variables that have comparably large standard deviations could unduly inflate the 
reported treatment effect as even small differences in means could sometimes constitute a 
significant portion of the pooled standard deviation. As the standard deviations for the GDP and 
‘years of conflict’ variables (when viewed as the percentage of the mean) are slightly higher than 
those reported for my other variables of interest in previous waves, this may partly explain the 
large effect sizes reported here. However, the standard deviations are still usually only around 
0.4 of the average, so this should not pose too much of an interpretation problem. 
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Taken as a whole, the findings reported above are generally supportive of my numerical 
superiority hypotheses, though with some caveats. On the one hand, not only are all of the results 
for H4a-H4c statistically significant at standard levels, but the effects are also in the correct 
direction and most are substantively large. On the other hand, however, the most compelling 
results are not derived from a direct test of my numerical superiority argument but, instead, the 
examination of resolve during offensive and defensive of territorial conflicts of interest. These 
latter sets of findings, while a direct implication of my numerical superiority hypothesis, are 
nevertheless somewhat tangential to the original argument. 
My last set of hypotheses tested in this wave examines differences in territorial 
aggression between physically strong and physically weak individuals during offensive and 
defensive conflicts of interest. Like my predictions regarding numerical superiority, these 
hypotheses also examine variations in humans’ immediate situational input but whereas the 
numerical superiority argument was more concerned with how an external input relating to 
characteristics of an individual’s group can impact expressions of aggression, this physical 
strength argument examines how internal input relating to one’s assessment of self can impact 
one’s aggressive tendencies. 
For this test I first ask my respondents several Likert-scaled questions pertaining to their 
levels of physical strength (i.e., operationalized via a ‘perceived strength’ variable and a ‘fighting 
ability’ variable). As laid out in the research design chapter, those who give answers that are 
above the modal values on these variables are placed in the High Perceived Strength (HPS) 
group while those in the modal group and below are placed in the Low Perceived Strength (LPS) 
group. For both the ‘perceived strength’ and ‘fighting ability’ variables the modal score is a ‘5’; 
as such, those who answered these questions with a ‘6’ or a ‘7’ are assigned to the HPS group (N 
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= 43 and 75 for, respectively, the ‘perceived strength’ and ‘fighting ability’ variables) while 
those who answered with a ‘5’ or below are assigned to the LPS group (N = 285 and 253, 
respectively). The distributions of both of these variables exhibit a fair amount of negative skew, 
with a fairly low percentage of individuals willing to place themselves on the upper end of the 
Likert scales.58 The correlation between the ‘perceived strength’ and ‘fighting ability’ variables 
is moderately high with a value of 0.621, suggesting that—for most respondents—the scores on 
these variables tend to increase (or decrease) in tandem. Frequency histograms of these variables 
can be found in Figure 26. 
 
Similar to the hypothesis pertaining to numerical superiority, my physical strength 
hypotheses predict that while those in the HPS group should exhibit greater aggression during 
																																																								
58 The exact distributions are: perceived strength (1) 20, (2) 29, (3) 67, (4) 74, (5) 95, (6) 29, (7) 
14; fighting ability (1) 18, (2) 27, (3) 46, (4) 70, (5) 92, (6) 44, (7) 31. 
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offensive territorial disagreements than those in the LPS group (H5a), when the territorial conflict 
of interest is defensive in nature, aggression levels across both of these groups should be 
relatively similar (H5b). Although H5a tends to garner support across both of the different 
operationalizations of physical strength (i.e., ‘perceived strength’ and ‘fighting ability’), the 
results are slightly more mixed when evaluating H5b. When the dependent variable is ‘perceived 
strength,’ HPS respondents in the offensive territorial group have a mean foreign policy 
aggression score of 32.65 while the mean score for those in the LPS group is 29.38, a difference 
in means significant at the 0.10 level. By contrast, when I compare the HPS and LPS respondents 
in the defensive territorial group, the former has a mean foreign policy aggression score of 33.91 
while that of the latter is 32.06. Unlike the offensive territorial treatment group, this difference in 
means fails to achieve significance. Thus, both H5a and H5b receive support when I use the 
‘perceived strength’ operationalization of physical strength. 
Given that physical strength can be measured in a number of different ways, I also 
employ an operationalization of this concept that is based on individuals’ self-reported fighting 
acumen. In this round of tests, I again find that HPS individuals in the offensive territorial group 
have a significantly greater foreign policy aggression score (i.e., 32.03) than LPS individuals 
(i.e., 29.10) (p < 0.10, two-tailed). However, the difference in means in foreign policy aggression 
is also significant in the defensive territorial group, with a score of 34.74 for HPS individuals and 
31.62 for LPS individuals (p < 0.10, two-tailed). These results indicate that stronger individuals 
are more aggression during both offensive and defensive territorial conflicts of interest.59 To be 
																																																								
59 As noted in the research design, to ensure my results are not overly sensitive to the various 
cutoff that I use for inclusion in the HPS and LPS groups, I reran these tests 1) when the HPS 
group consisted of responses of ‘5’ or above on the two physical strength variables (rather than 
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more precise, on the one hand, I find support for both H5a and H5b when I operationalize physical 
strength with a ‘perceived strength’ variable. On the other hand, when my ‘fighting ability’ 
variable is employed I continue to find support for H5a, but I am forced to reject H5b due to the 
fact that HPS individuals also demonstrate more aggression than LPS individuals during 
defensive disputes.60 Viewed holistically, it yet appears that H5a and H5b garner a fair degree of 
empirical support, in spite of the mixed evidence for the ‘fighting ability’ variable in the 
defensive territorial treatment group. Other than this t-test, all of the other tests produced 
significant results in the predicted directions. Further, the Cohen’s d effect sizes are similar to 
those reported in previous tests. Visual depictions of the t-test results can be found in Figure 27, 
while the Cohen’s d effect sizes are presented in Figure 28. 
																																																																																																																																																																																		
‘6’ or above in the main analysis) while the LPS group was composed of those individuals with 
scores of ‘4’ or below; and 2) where I compared the original HPS group (i.e., responses of ‘6’ or 
above) to a new LPS group which was composed solely of individuals with physical strength 
scores of ‘3’ or below. As the results from these tests do not deviate substantially from those 
discussed above, I do not present them here but they can be made available upon request. 
60 The disparate results between my ‘perceived strength’ and ‘fighting ability’ variables may 
indicate that these variables are unwittingly tapping into different concepts. In other words, it is 
conceivable that an individual may be endowed with high physical strength but nonetheless be a 
poor fighter (e.g., a “gentle giant”). Likewise, someone who is adept at fighting does not 
necessarily have to be physically strong. In fact, the correlation between these two variables is 







8.2 AGGRESSION DURING “ANCESTRAL” AND “MODERN” TERRITORIAL 
CONFLICTS OF INTEREST 
 
 Having uncovered a number of factors (both ontogenetic and immediate situational) that 
can influence individuals’ use of aggression during offensive and defensive territorial conflicts of 
interest, I now attempt to determine if the type of resources that are at stake during a territorial 
disagreement can also impact the expression of conspecific aggression. In particular, I 
hypothesize that we should see greater levels of aggression during territorial disputes with 
ancestrally relevant resources than during disputes over territory with resources that have only 
become valuable with the advent of modernity (i.e., H6). On the one hand, the testing of this 
hypothesis will allow me to evaluate a natural malfunction mismatch implication of my 
territorial deficiency theory of aggression. In particular, given that the posited human EPM to 
react aggressively over affronts to territory stems from the fact that this territory provided 
resources that aided in human survival, such an EPM should only be activated today when a 
threatened piece of territory has those same ancestrally relevant resources. Similar to the way in 
which humans today largely fail to fully appreciate modern threats to survival such as cars, guns, 
and electrical outlets (Öhman & Mineka 2001), our psychological machinery that tells us to use 
aggression when resources are threatened may “malfunction” when the threatened resources did 
not contribute to one’s fitness in the EEA. On the other hand, the results stemming from this 
hypothesis should also provide a valuable test of whether the findings I have accrued thus far are 
due to the evolutionary psychological rationale I put forward or an alternative theoretical 
approach. For example, while my evolutionary psychological theory and a learning- or 
socialization-based theory on the importance of territory would both posit that territorial disputes 
should generate more aggression than non-territorial disputes, the latter would most likely 
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predict that “ancestral” and “modern” territorial resources should generate comparable amounts 
of aggression. 
 To test this resource-based hypothesis, I conducted a survey experiment in which my 
respondents are placed either in an Ancestral Resource Treatment (ART) group or a Modern 
Resource Treatment (MRT) group. If placed in the former, they read a vignette in which their 
country is engaged in a dispute with another country over a large body of fresh water. Those in 
the latter group, on the other hand, read a vignette in which the resource under dispute is a large 
deposit of gold. For H6 to garner support, the individuals in the ART group should, on average, 
have a larger foreign policy aggression score than those individuals in the MRT group. As 
mentioned in my research design, I utilize three different foreign policy aggression variables. 
The first is a nine-item index of foreign policy questions similar in form to that used in my 
previous waves. The other two operationalizations are based on variations of the variables used 
in the Offense/Defense survey experiment pertaining to 1) the level of gross domestic product 
(percent of GDP) the respondent is comfortable having his/her country dedicate to this foreign 
conflict and 2) the number of years the respondent is willing to have his/her country participate 
in this dispute. 
 All three of these different measures of foreign policy aggression are significantly higher 
in the ART group than in the MRT group. When I use the nine-item index, the ART group has a 
mean foreign policy aggression score of 24.43 while this same score for the MRT group is 22.36, 
a difference significant at the 0.10 level. Similarly, the ‘GDP’ measure of foreign aggression is 
2.78 for the ART group and 2.43 for the MRT group, while the ‘Years’ measure registers as 3.15 
for the ART group and 2.69 for the MRT group. Both the ‘GDP’ and ‘Years’ t-tests comparing 
the ART to MRT group are significant at 0.05 level, rejecting the null hypothesis of no 
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difference in means between these variables. In short, the ‘water’ resource frame stimulates 
greater levels of aggression than the ‘gold’ resource frame for each different operationalization 
of foreign policy aggression. 
The substantive results of these tests are analogous to those reported in previous waves. 
The Cohen’s d score of the t-test where the nine-item index was used as the DV has a point 
estimate of 0.24 and a 95 percent confidence interval from -0.04 to 0.53. The point estimate for 
the ‘GDP’ t-test is 0.30 with a 95 percent confidence interval spanning from 0.02 to 0.59, while 
these values for the ‘Years’ t-test are 0.31 and 0.03 to 0.60, respectively. Put simply, the type of 
resource under dispute during a territorial conflict of interest has a significant and noticeable 
effect on the bellicosity of my respondents’ foreign policy views, with those presented with the 
‘ancestral’ resource frame responding more aggressively to a range of foreign policy questions 
than the respondents presented with the ‘modern’ resource frame. Despite the fact that the two 
vignettes are functionally identical in all but the particular type of resource that is at stake, this 
slight difference in framing appears to be sufficient to activate the territorial aggression EPM in 






8.3 THE EFFECT OF TERRITORIAL AND NON-TERRITORIAL DISPUTES ON IN-GROUP 
AND OUT-GROUP TRUST 
 
 My final survey experiment is designed to determine if the purported dearth in viable 
territory that was a hallmark of much of humans’ evolutionary history—in addition to spurring 
the development of an EPM to react aggressively over territorial infringements—also provided 
the genesis for an EPM which would aid in fostering trust towards an individual’s compatriots 
while also cultivating distrust towards those people outside the bounds of one’s immediate inner 
circle. To recap, the rationale for this territorial deficiency theory of trust was based on the idea 
that—for the individual aggression that is generated by territorial disagreements to ultimately 
culminate in expressions of group aggression—psychological mechanisms are needed to help 
individuals overcome the collective action problem of participating in intergroup conflict. Given 
that territory was so essential for human survival, I argue that in-group trust and out-group 
distrust provided this proximate mechanism whereby individual feelings of territorial aggression 
could collate into group expressions of territorial aggression. For example, the fostering of in-
group trust during territorial conflicts of interest could help individuals feel more confident that 
their compatriots would also participate in the dispute, while the cultivation of out-group distrust 
could create negative illusions that outsiders were inherently dangerous and needed to be met 
with a united front. 
In contrast to the survey experiments employed in the previous sections of this chapter, 
this current survey experiment moves away from examining differences in aggressive responses 
during territorial conflicts of interest in particular and, instead, returns back to the approach used 
in Chapter Six in which territorial conflicts of interest are contrasted against their non-territorial 
counterparts. As such, to test my in-group trust (H7a) and out-group distrust (H7b) hypotheses, I 
randomly assign my participants to a territorial treatment, a non-territorial treatment, or a control 
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group, and then ask them a battery of questions pertaining to their levels of trust towards both 
people residing in their own country and people from foreign lands. For H7a to garner support I 
should see greater levels of ‘national trust’ in those respondents who receive the territorial 
treatment than that reported by the non-territorial treatment. Likewise, empirical support for H7b 
would come in the form of greater ‘foreign distrust’ in the territorial treatment than in the non-
territorial treatment. 
As mentioned in my research design chapter, I operationalize the concepts of in-group 
trust and out-group distrust in a number of ways. For instance, I have a 1) ‘general trust’ index 
that is composed of questions pertaining to the participants’ trusting tendencies that is not tied to 
any specific group or nationality (e.g., “Generally speaking, I think that most people can be 
trusted.”), 2) a ‘national trust’ index that probes into how trusting the respondents are towards 
people with the same nationality as themselves (e.g., “I think most of my fellow citizens can be 
trusted.”), 3) a ‘foreign trust’ index that asks questions about the respondents’ level of trust 
towards people from different countries than themselves (e.g., “It is wise to be cautious towards 
people from other countries.”), 4) a battery of country-directed feeling thermometers asking the 
respondents how ‘favorably or ‘unfavorably’ they feel towards a handful of countries ranging 
from the US, to common US allies (e.g., UK, Canada), to common US rivals (e.g., Iran, North 
Korea), to countries that are neither common US allies nor common rivals (e.g., Iceland, 
Portugal), and 5) a battery of group-directed questions asking about my respondents’ general 
level of trust in groups commonly found in the US (e.g., black people, illegal immigrants, police 
officers).61 
																																																								
61 All of these indexes demonstrate fairly large degrees of internal consistency. For instance, the 
Cronbach’s alpha for the ‘general trust,’ ‘national trust,’ and ‘foreign trust’ indexes have values 
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Put succinctly, I largely fail to find any treatment effect stemming from my territorial and 
non-territorial vignettes on my respondents’ levels of either national trust or foreign distrust. In 
other words, for the vast majority of t-tests comparing the mean values of the trust indexes 
between the territorial vignette, the non-territorial vignette, and the control group, all three 
groups respond with national trust and foreign distrust scores that are—for the most part—
identical. However, I do find significant and substantial differences between the treatment groups 
and the control when general trust is used as the DV. 
In regards to national trust index, respondents in the territorial treatment have an average 
national trust score of 44.88, while those in the non-territorial group and those in the control have 
scores of 44.91 and 45.56, respectively. When comparing my respondents’ levels of foreign 
distrust, those in the territorial treatment have a mean foreign distrust score of 53.32, those in the 
non-territorial treatment have a score of 54.55, and those in the control have a score of 53.73. 
None of the t-tests comparing the territorial treatment to the non-territorial treatment, the 
territorial treatment to the control, or the non-territorial treatment to the control produce 
significant results in any of these trials. 
These same null results persist when I substitute the additive indexes of trust and distrust 
with feeling thermometer scores. For this round of t-tests, I compare the feeling thermometer 
additive indexes of the US ‘allied’ countries and US ‘rival’ countries readings between the 
territorial treatment, the non-territorial treatment, and the control group. For H7a and H7b to 
																																																																																																																																																																																		
of 0.77, 0.86, and 0.86, respectively. Likewise, the Cronbach’s alpha scores for the feeling 
thermometer indexes pertaining to ‘allied’ countries, ‘indifferent’ countries, and ‘rival’ countries 
are 0.88, 0.90, and 0.94, respectively. In short, it appears that—for each individual trust index—
the majority of the questions in each are tapping into the same underlying concept. 
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garner support, those receiving the territorial treatment should feel ‘warmer’ towards the group 
of US allied countries, but ‘cooler’ towards the group of US rival countries than those in both the 
non-territorial treatment and the control group.62 Neither of these predictions is borne out. The 
feeling thermometer scores across all three of my groups are functionally identical for both the 
‘allied’ countries and the ‘rival’ countries in all but two comparisons. The only time in which I 
detect significantly different feeling thermometer scores is when using the ‘rival’ country index. 
Here, although the territorial treatment and the non-territorial treatment scores are similar, both 
of these treatment groups have significantly lower thermometer readings than that recorded in 
the control (territory = 209.83, non-territory = 209.25, control = 244.91; p < 0.05, two-tailed). 
This may indicate that any threat—territorial or non-territorial—is enough to prompt people to 
view rival countries in a more negative light. 
The territorial, non-territorial, and control groups also do not vary in the amount of trust 
that they have towards groups commonly found in the US.63 These tests were meant to determine 
																																																								
62 For these tests I only include US respondents since the countries in the ‘allied’ and ‘rival’ 
indexes refer specifically to US allies and US rivals. I would expect that the levels of trust and/or 
distrust in the ‘allied’ and ‘rival’ measures would be different for individuals from non-US 
countries, as they are likely to have different relationships or perceptions of the countries 
included in the indexes. 
63 For the same rationale that I exclude non-US citizens when comparing feeling thermometer 
scores, I also exclude non-US citizens when comparing trust and distrust in these common US 
groups. In other words, since people from non-US countries will inherently have different 
opinions of these groups than US citizens, it would be unwise to use their responses when 
calculating these mean trust/distrust scores. 
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if—in addition to feeling more distrusting towards people from foreign countries—my 
respondents also felt less trust towards individuals that were not in there own domestic in-group. 
For all of the groups listed in the questionnaire (i.e., white people, black people, Hispanic people, 
Asian people, police officers, military personnel, legal immigrants, and illegal immigrants), in 
none of them did the two treatment groups or the control group record significantly different 
levels of mean trust. For example, white people were no more or less distrusting of 
blacks/Asians/immigrants/etc. and no more or less trusting of other whites when receiving the 
territorial treatment than when receiving the non-territorial treatment or the control condition. 
Likewise, Asian people were no more or less trusting of whites/blacks/immigrants/etc. and no 
more or less trusting of other Asians across the treatment and control conditions.64 A Cohen’s d 
plot of the effect sizes for the t-tests relating to the national trust, foreign trust, and feeling 
thermometer readings can be found in Figure 31. 
																																																								
64 Admittedly, these null results may in part be due to the fact that the number of respondents in 
some of these groups was rather small. In particular, there were relatively few blacks, Hispanics, 
and Asians in my sample, giving me little statistical power to accurately determine if their trust 
in other domestic groups varies depending on the treatment that they receive. 
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The only operationalization of trust in which I found consistently significant results was 
during the trials using the ‘general trust’ index. In the t-test comparing the territorial treatment to 
the non-territorial treatment, the former had a mean general trust score of 25.14, while that of the 
latter was 27.87, a difference significant at the 0.01 level. Likewise, a comparison of the 
territorial treatment to the control shows that the mean general trust of the former (i.e., 25.14) is 
significantly different from the latter’s score of 27.51 (p < 0.01, two-tailed). On the other hand, 
the mean general trust scores of the non-territorial group and the control are statistically 
indistinguishable from each other. The substantive results stemming from these tests are similar 
to those reported in prior waves. The Cohen’s d of the t-test comparing the territorial to the non-
territorial group is 0.41 with a 95 percent confidence interval ranging from 0.16 to 0.66, while 
the Cohen’s d score of the territorial v. control t-test is 0.36 with a 95 percent confidence interval 
spanning the values from 0.10 to 0.61. These results indicate that those who are presented with 
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the territorial vignette tend to report having a less overall trusting demeanor than either those 




In summary, the results presented above generally run counter to the predictions set forth 
in H7a and H7b. If the expectations contained in these hypotheses were borne out, those in the 
territorial treatment would have been more trusting of those in their in-group (e.g., compatriots, 
common US allies) and less trusting of those in their out-group (e.g., citizens of foreign 
countries, common US rivals) than those who received either the non-territorial treatment or the 
control condition. Instead, all of my participants—regardless as to whether they read the 
territorial vignette, the non-territorial vignette, or were placed in the control group—gave very 
similar answers to the national trust questions, the foreign trust questions, and the country-based 
feeling thermometers. In other words, when the questions I present explicitly ask my respondents 
to indicate the level of trust that have towards their compatriots, their own national government, 
or people from foreign lands, neither of the state-based conflict of interest vignettes have any 
effect upon their answers, either when comparing the treatment groups to each other or when 
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comparing them to the control. Likewise, when confining my sample to US citizens, these 
vignettes also do not seem to influence my participants’ general feelings of ‘warmness’ or 
coolness’ towards the US (i.e., the participants’ home country) or their feelings towards common 
US allies or common rivals. 
 On the other hand, when the questions I pose do not require my respondents to indicate 
their level of trust towards a particular group of people or a particular group of countries and, 
instead, merely inquire into their general levels of trust, there is a clear and substantial territorial 
treatment effect. In particular, when I ask about such things as whether most people, most of the 
time can be trusted or whether the respondent views himself/herself as a trusting person, those in 
the territorial treatment tend to report substantially lower levels of trust than people who receive 
the non-territorial treatment or the control condition. What do these results imply? Why would a 
territorial conflict of interest lower my respondents’ general level of trust, while at the same time 
have no effect when the trust questions inquire about a specific group? A potential answer to 
these queries may lay in that both the national trust and foreign trust indexes ask my respondents 
to essentially take a stand on some rather politically charged issues. In particular, for many of the 
questions in these indexes, a non-trusting answer could label a respondent as either unpatriotic 
(in the national trust questions) or xenophobic (in the foreign trust questions). If there was a 
desire across my respondents to avoid thinking of themselves in these terms, it could prompt 
them to inflate their self-reported levels of trust, regardless of which treatment group they found 
themselves within. On the other hand, since a low-trust response to the general trust questions 
does not create these same negative social labels, the general trust questions may avoid the 
inflation effect that was present in the national trust and foreign trust questions. If so, the trust-
	 309 
depressing effect of the territorial treatment would be easier to ascertain in the block of general 
trust questions, a finding that was indeed uncovered in the data. 
 Although I cannot provide a definitive empirical test to prove that the process laid out 
above is the reason for the null results in the national trust and foreign trust questions, it is 
interesting to note that—after standardizing the three trust indexes so that they all range from 0 
to 1—the mean general trust score is noticeably smaller than both the mean national trust and 
foreign trust indexes (general = 0.45, national = 0.54, foreign = 0.61). Even after removing those 
who receive the territorial treatment from the mean general trust score—since we know these 
respondents had lower general levels of trust from the previously reported t-tests—this value 
only increases to 0.47, still substantially smaller than the other two trust indexes. If the purported 
inflation effect I mentioned above is taking place, this is what we would expect to see when 
comparing the mean values of the three trust indexes. 
8.4 CONCLUSION AND IMPLICATIONS 
 As a whole, the empirical results contained within this chapter confer support for the vast 
majority of the hypotheses regarding the purported ontogenetic and immediate situational 
implications of my territorial deficiency theory of human aggression. Unlike my first empirical 
chapter, however, these results confine themselves more to the examination of how aggression 
can differ during territorial conflicts of interest in particular, rather than to the comparison of 
aggression during territorial and non-territorial disagreements. I began this chapter by comparing 
the foreign policy aggression of males and females during offensive and defensive territorial 
conflicts. As mentioned earlier, from an evolutionary psychological standpoint, sex-based 
differences in aggression are likely due to the effect of ontogenetic factors on the evolution of 
psychological mechanisms or, in other words, how differences in the development of organisms 
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of the same species can affect the EPMs with which they are endowed. Consistent with my 
evolutionary psychological rationale, while males tended to respond with greater foreign policy 
aggression than females during territorial disputes (H3a), the two sexes reported functionally 
identical levels of aggression when the territorial dispute was defensive in nature (H3b). 
 After exploring the effect of ontogenetic influences on the expression of aggression, I 
next moved to investigate whether differences in the immediate situational context of a territorial 
dispute can affect reported levels of aggression. To recap, the immediate situational context 
refers to how the proximate experiences an organism is confronted with—both internal and 
external—affect the ways in which a given EPM becomes expressed. This portion of my analysis 
took a number of forms. I first examined if the offensive or defensive context of the territorial 
conflict of interest affected my respondents’ attitudes towards the numerical superiority they 
believed their country should have before engaging in armed conflict. I hypothesized that those 
who received the offensive territorial vignette should express a desire for a greater numerical 
superiority ratio than those who received the defensive territorial vignette (H4a), a finding that 
was indeed uncovered in the data—albeit at a somewhat low level of significance. In a related 
vein, my analysis also showed that those who were placed in the defensive territorial treatment 
were willing to fight both harder (H4b)—as operationalized as the amount of GDP they were 
ready to dedicate to the conflict—and longer (H4c), as operationalized as the number of years 
they would be comfortable engaging in such a conflict.65 
																																																								
65 I should note that my very decision to frame the territorial conflicts of interest as either 
“offensive” and “defensive” is yet another example of creating variance in my respondents’ 
immediate situational inputs. 
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 I continued my examination of how differences in immediate situational input can affect 
aggression during territorial conflicts of interest by testing whether one’s physical strength has 
an impact upon reported levels of aggression. Whereas the numerical superiority hypothesis 
looked at an immediate situational input that was external to my respondents (i.e., it related to an 
aspect of my respondents’ group), my focus on one’s physical strength was more concerned with 
ascertaining how internal differences (i.e., a difference pertaining to a personal characteristic) in 
immediate situational context can influence aggression. The results from this section 
corroborated the predictions that I made in H5a and H5b, namely, that while stronger individuals 
should react more aggressively during territorial disagreements that are offensive in nature, there 
should not be any differences in aggression due to physical strength during defensive territorial 
disagreements. 
 My last hypothesis regarding immediate situational input took the form of varying the 
resource that was at stake during a territorial conflict of interest. One vignette described an 
international conflict brewing over a contested source of fresh water, while the other described a 
looming struggle over a piece of land rich in gold. As expected, those who received the water 
vignette gave more aggressive answers to my foreign policy questions than those who received 
the gold vignette (H6). These results persisted despite using both a multiple-item index of foreign 
policy questions, as well as two separate questions asking about how much money and how 
many years my respondents would be willing to dedicate to the dispute.  
Looked at holistically, the results from these waves show that there are a number of 
factors that can condition one’s use of aggression during territorial disputes, despite the fact that 
the purported EPM for aggression during territorial disputes is present within each and every 
individual. In other words, although every member of the human race is endowed with an EPM 
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for territorial aggression, a range of factors can influence when this EPM is expressed. 
Interestingly, this “range of factors” is not solely limited to just one category of influences. 
Instead, the results show that ontogenetic factors (i.e., sex), external immediate situational 
factors relating to one’s coalition (i.e., numerical superiority), internal immediate situational 
factors relating to one’s assessment of self (i.e., physical strength), and external immediate 
situational factors tied to the context of the territorial dispute itself (i.e., offensive v. defensive; 
‘ancestral’ v. ‘modern’ resources) all play a role in whether and how much aggression will 
materialize. 
Lastly, I concluded my empirical results by exploring whether the territorial or non-
territorial context of a conflict of interest influenced an individual’s levels of in-group trust and 
out-group suspicion. I hypothesized that we should see greater levels of both in-group trust (H7a) 
and out-group distrust (H7b) during territorial conflicts of interest than during non-territorial 
conflicts of interest. This shift from an examination of aggression to interpersonal trust was due 
to the theoretical necessity of identifying a psychological mechanism that had the capacity to 
translate the individual expressions of aggression that I had uncovered, to expressions of 
coalitional aggression. In other words, although my results have shown that a given individual 
may realize a personal increase in aggression when territory becomes threatened, it is also 
incumbent to demonstrate—amidst collective action and free-rider concerns—how coalitional 
aggression stemming from this territorial infringement could materialize. I hypothesized that the 
free-rider problem could be mitigated during territorial conflicts of interest via an EPM that 
endowed individuals with 1) greater levels of trust towards their compatriots and 2) greater levels 
of distrust towards outsiders. Greater in-group trust could cause one to believe that the costs of 
conflict would be spread relatively evenly, while greater out-group distrust could provide the 
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impetus for collective action by perpetuating the belief that outsiders were inherently dangerous 
and posed a risk to one’s personal safety. 
Most of the results from this section of my empirical analysis provided no support for the 
trust-based hypotheses. Despite operationalizing in-group and out-group trust/distrust in a 
number of ways (e.g., national trust, foreign trust, feeling thermometers), those in the territorial 
treatment gave essentially identical answers to the trust questions as respondents in both the non-
territorial treatment and the control. The one qualification to this general finding came in my 
battery of ‘general trust’ questions. Here, the territorial treatment group demonstrated a 
significantly lower level of trust than either the non-territorial treatment or the control group, 
while the general trust levels within the non-territorial treatment and the control were statistically 
indistinguishable. It thus appears that while territorial conflicts of interest tend to dampen my 
respondents’ perception of their level of general trust, territorial disputes have no effect on trust 
when the questions ask my respondents to list the amount of trust they have in a specific group or 
country. These contradictory results are surprising and, given that this incongruency may be the 
result of my respondents not wishing to be perceived or labeled as ‘unpatriotic’ or ‘xenophobic,’ 
necessitate further testing. In particular, rather than relying on self-reported measures of trust, 
future studies could benefit by capturing individuals’ trusting tendencies via more a behavioristic 
measure, possibly through an experiment such as the Trust Game (aka., “the investment game”). 
However, until then, the mechanism by which an individual’s propensity to react aggressively to 
a territorial infringement morphs into a propensity for coalitional aggression is still 
unsubstantiated. 
This one null finding regarding in-group trust and out-group distrust notwithstanding, the 
collective results from Chapter Six and Chapter Seven provide substantial evidence for my 
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territorial deficiency theory of human aggression. Despite numerous attempts at falsification—
both in the core idea that territorial disputes will elicit more aggression, as well as in other more 
nuanced, ontogenetic and immediate situational implications of my evolutionary psychological 
theory—the predictions set forth in my hypotheses have all, by and large, been upheld. The task 
of future work on the topics explored here will involve testing my hypotheses on more 
representative samples of respondents as well as moving away from survey experiments and, 






CHAPTER 9: CONCLUSION – LOOKING BACK AND GOING FORWARD 
 
The introductory chapter to this dissertation was entitled “The Ancestral Territorial 
Human?”. I ended this phrase with a question mark to illustrate that, although the contemporary 
world is still very much rife with territorial violence, it remains an open question as to whether 
today’s preoccupation with territorial integrity is derived from a human nature in which people 
are biologically predisposed towards using violence when the issue of territory is at stake. Many 
within the evolution of war literature argue, instead, that the human fixation upon territory is due 
to relatively recent historical and technological developments that gave humans the luxury of 
abandoning their hunter-gatherer ways for a more sedentary lifestyle. According to this view, it 
was only at this point in time that attachment to particular patches of territory became more 
pronounced (see Turney-High 1949; Nettleship, Givens, & Nettleship 1975; Kelly 2000; Fry 
2007). Determining which of these two potential answers is correct has important and far-
reaching implications for the nature of warfare in the contemporary world. If the former, it 
suggests that humans may be forever doomed to engage in armed combat over territory and the 
resources it contains. The latter perspective, on the other hand, is more sanguine in its predictions 
and insinuates that territorial violence is essentially a human invention and, like other inventions 
such as dueling, can be discarded once a better solution to the underlying problem is uncovered 
or when it has outlived its usefulness (Mead 1940).  
Although my dissertation admittedly adheres more closely to the first of these potential 
answers than it does to the second, I would yet not go so far as to say that territorial conflict is 
genetically predetermined to be ubiquitous in nature. Indeed, while my dissertation demonstrates 
a myriad of ways in which territory is of continued prominence within the human psyche, it also 
takes pains to show how this preoccupation with territory is contingent upon a wide array of 
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ontogenetic and immediate situational inputs. To conduct such an analysis I utilized an 
evolutionary psychological approach to describe the process by which the human tendency to 
react aggressively over territorial issues is likely due to an evolved psychological mechanism for 
aggressive territoriality that has been passed down from our genetic forbearers, but which only 
becomes activated when the requisite environmental and internal factors are in place. Some of 
the factors highlighted in my dissertation in this regard include one’s sex, numerical superiority 
considerations, perceived physical strength, and the offensive or defensive context of the dispute 
in question. 
The execution of this analysis proceeded via a series of steps. Consistent with an 
evolutionary psychological examination, I began my analysis by elucidating a particularly 
intransigent “problem of survival” that humans likely faced with within their environment of 
evolutionary adaptedness, namely, a periodic shortage in territory. By drawing on such fields as 
geology, volcanology, climatology, and primatology, to name just a few, Chapter Two explains 
why territory would have been in such short supply for much of humans’ evolutionary history. In 
addition to having to subsist in a much harsher environment where global temperatures were 
much lower than they are today, there were also a number of severe geological events that made 
many portions of the globe uninhabitable, the most notable of which being the Toba super-
eruption. Further, since complex agricultural and irrigation systems had not yet been developed, 
the environmental carrying capacity of any given piece of land was far more circumscribed than 
it is today, making the most productive territory an especially valuable prize. This chapter also 
pointed out that, without modern transportation networks, the mobility of human populations was 
also limited. Despite the fact that the speciation of anatomically modern humans dates back to 
roughly 300,000 years ago (Finlayson 2005), the lasting spread of modern humans throughout 
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the world took approximately 230,000 years to achieve, a process commonly referred to as the 
“out of Africa” theory or the “recent African origin model” (e.g., Stringer 2003; Liu et al. 2006). 
Indeed, although there were a number of migrations that took place relatively soon after the 
emergence of anatomically modern humans—with some hypothesizing that humans first left 
Africa around 270,000 years ago (Posth et al. 2017)—these early waves appear to have mostly 
died out or retreated and ultimately did not contribute to the gene pool of present-day humans 
(Liu et al. 2015). Put succinctly, the fact that humans were largely limited to the confines of 
Africa for the majority of their evolutionary history suggests that the pool of territory they had to 
draw upon was relatively limited.  
The dearth in territory that humans faced was also likely due to their own activities and 
was not limited to environmental or technological considerations beyond their control. In 
particular, the hunting practices of early human populations are a prime suspect in leading to 
territorial shortages. It is common among much of the world’s hunter-gatherer societies to 
overhunt the largest animals in a given territory, often to the point of extinction, a practice 
scholars have dubbed a “rate maximization” strategy (Vickers 1991; Alvard 1993, 1994, 1995). 
Several lines of evidence suggest that this “rate maximization” strategy eventually forces humans 
to relocate to new areas in which local prey is more abundant, starting the whole cycle all over 
again. As a whole, this chapter demonstrates that, rather than having unadulterated access to 
large swaths of unoccupied territory, early humans likely were subject to a range of 
environmental and man-made pressures which truncated the amount of land upon which they 
could subside. 
After having identified the adaptive problem of territorial shortages in Chapter Two, 
Chapter Three transitions to the elucidation of the adaptive solution, namely, an evolved 
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psychological mechanism for aggression in the face of territorial conflicts of interest. This 
chapter puts forward my territorial shortages theory of human aggression and posits that, due to 
the fact that territory provided most if not all of the resources humans required for their day-to-
day survival, the utilization of interpersonal aggression would have been a valuable strategy in 
the defense of one’s territory as well as during attempts to commandeer another group’s 
territorial holdings. This insight draws heavily upon the work of Parker (1974) who contends that 
selection for aggression becomes more intense when the resource under consideration has a high 
yield in terms of its “fitness gain parameter,” namely, the extent to which this resource is 
indispensable for the organism’s survival. One of the reasons that the aggression stemming from 
the high fitness gain parameter component of territory is largely conspecific in nature is likely 
due to what Alexander (1989, 1990) has called the “ecological dominance” of humans, or our 
success in becoming apex predators in all the environments we inhabited. According to this 
ecological dominance idea, as humans began to master the environments in which they lived, the 
extrinsic forces of nature gradually weakened such that the primary selection pressure acting on 
our species was not parasites, predators, or diseases, but other humans. When applied to the issue 
of territory, this “runaway social competition” would have the effect of priming the human 
psyche to be especially wary of outside groups that could pose a threat to one’s territorial 
control, a threat only exacerbated due to the importance of territory to the possessor’s continued 
survival. 
The remainder of this chapter goes on to explain other evolutionary advantageous 
properties that control over territory would have bestowed, why other strategies for retaining 
access to territory would have been largely lacking and/or ineffective, and how an EPM for 
aggressive territoriality that originated in small, hunter-gatherer groups could also be manifested 
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in world dominated by relations between nation-states. First, in addition to providing most of 
humans’ immediate survival necessities such as food, water, and shelter, access to territory also 
often has a reproductive benefit, especially for male members of a group. Based on observations 
of both contemporary hunter-gatherer groups as well as chimpanzee communities, scholars have 
observed that as one group expands the size of its territory—often at the expense of another 
group—males often experience improved reproductive prospects as the possession of greater 
resources can make them appear to be more attractive mates and, in the case of chimpanzees, 
having access to larger swaths of territory can entice females from other communities to join the 
ranks of the victorious group (see Goodall 1986; van der Dennen 1995; Ghiglieri 1999; Gat 
2000a; Pandit et al. 2016).  
Second, although the application of aggression in pursuit of territorial defense and/or 
aggrandizement carries with it some potential costs, most notably injury or death, ancestral 
humans were unlikely to have many other good alternatives. A system of trade that could 
accommodate large-scale land transfers was not yet in existence and the option of simply moving 
to a new locale afforded its own set of risks, such as the dangers inherent in a long migration, not 
to mention the possibility of coming in contact with groups not too keen on having a new group 
encroach on their own territorial holdings. I also explain that the necessity to secure essential 
resources can even spur individuals with relatively low resource holding potential (RHP) (Parker 
1974) to utilize territorial aggression given that certain asymmetries can sometimes tilt the 
advantage to their side. For example, given that the resources contained in a piece of territory are 
necessary for a group’s survival, the holders of territory—even if they are weaker—should be 
willing to expend more “units of fitness” on its defense. Further, the sheer fact of holding a 
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parcel of territory can provide such strategic advantages as knowledge of the terrain, giving the 
defenders an advantage even if numerically weaker. 
Third, although the differences between the hunter-gatherer way of life and the mode of 
existence for those in contemporary societies are impossible to deny, I go on to argue that these 
forms of social organizations share some key demographic, social, and cultural characteristics. In 
particular, these two systems share similarities in regards to their residential patterns, the 
composition of social networks, as well as important cultural rituals such as marriage. When 
these facts are coupled with the strong psychological attachment to national identity that most 
people harbor today, the triggering of the hunter-gatherer-based territorial aggression EPM to 
interstate disagreements is likely to ensue. As a whole, the theoretical rationale put forward in 
this chapter leads me to hypothesize that 1) people should exhibit greater interpersonal 
aggression when their personal territory is threatened compared to when their non-territorial 
assets are in jeopardy (H1) and 2) greater interpersonal (H2a) and foreign policy aggression (H2b) 
will be exhibited during state-based territorial conflicts of interest as compared to state-based 
conflicts of interest lacking a territorial component. 
Chapter Four represents my second theoretical chapter and extends my territorial 
deficiency theory of human aggression by examining the ontogenetic and immediate situational 
input that can condition the expression of aggression during territorial bones of contention. As 
such, rather than elucidating why aggression is especially liable to provoke aggression as 
compared to other potential conflicts of interest, this chapter is concerned with understanding 
what factors can make territorial aggression more or less likely to occur. For example, I argue 
that since males are the ones who are more likely to experience a reproductive benefit from 
offensive territorial aggression, males should demonstrate higher levels of aggression than 
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females when a territorial conflict of interest is portrayed in an offensive light (H3a). Conversely, 
since both men and women realize a fitness advantage from successfully defending territory, 
levels of aggression between the sexes should be relatively similar in these circumstances (H3b). 
These predictions relate to how one’s ontogenetic context (i.e., the developmental history of an 
organism) can affect whether and under what circumstances the territorial aggression EPM 
becomes triggered. 
 The offensive or defensive nature of territorial conflicts of interest is also predicted to 
affect how numerical superiority considerations condition the manifestation of territorial 
aggression. In regards to the offensive component, I begin by drawing off of the work by 
Johnson & MacKay (2015) who argue that humans have developed a Squared Law heuristic in 
which a group will usually only initiate an attack when it has an overwhelming numerical 
advantage. On the other hand, numerical superiority will be less important in defensive situations 
since, according to Parker (1974), individuals should be willing to fight harder and longer for 
their territory as the resources it provides makes it a high fitness gain parameter. The main 
hypothesis stemming from this discussion is that greater numerical superiority will be needed to 
initiate offensive territorial aggression than is needed for defensive territorial aggression (H4a). 
Subsequent hypotheses test some of the underlying theoretical rationales by predicting that 
individuals on the defensive will be more willing to fight harder (H4b) and longer (H4c) than 
individuals who are on the offensive. 
One’s level of physical strength represents another moderating influence on the 
expression of the territorial aggression EPM. During offensive territorial encounters, physical 
strength is hypothesized to be particularly important since it both increases the probability of 
victory while also decreasing the chance that the individual will be injured in the process. In a 
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similar way to which humans may have developed an evolved heuristic to only initiate an attack 
when their numbers insinuated a significant advantage, there may have also developed an 
evolved heuristic to initiate an offensive attack only when perceived fighting ability was high. 
On the other hand, even those with low self-assessments of strength may be willing to utilize 
aggression in defensive territorial scenarios since survival was often contingent on the continued 
possession of this territory. I go on to argue that since the benefits from offensive territoriality—
especially those revolving around reproduction—tend to be distributed asymmetrically, those 
who engage in such an activity will be the ones who will be able to monopolize these benefits, 
namely, those with above-average levels of physical strength. Defensive territoriality, however, 
more often results in non-excludable benefits such as continued access to the material properties 
of a territory, thus making it much more of a collective good. Although the collective good facet 
of defensive territoriality makes it prone to the collective action problem, this can be overcome 
due to the high degree of mutualism that is inherent in territorial defense. Mutualism refers to 
instances in which the costs of defecting—in this case, not participating in territorial defense—
are greater than the cost of cooperation—in this case, participating in territorial defense. In other 
words, retaining possession of territory is so essential that it should spur both high and low 
physical strength individuals to contribute to its defense, leading me to hypothesize that while 
people with greater physical strength will react more aggressively to offensive territorial 
conflicts of interest (H5a), there will be no strength-based differences in aggression during 
defensive territorial conflicts of interest (H5b). My hypotheses concerning both numerical 
superiority and physical strength represent the immediate situational input components of my 
argument in that they predict that the EPM for aggression only becomes activated when the 
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requisite environmental/external (i.e., numerical superiority) and internal (i.e., physical strength) 
stimuli are present. 
The last sections of this chapter put forth hypotheses regarding predicted levels of 
aggression over territory endowed with different types of resources, as well as hypotheses 
concerning differences in in-group trust and out-group suspicion during territorial and non-
territorial conflicts of interest. In regards to resource-based section, I hypothesize that since 
water was a territorial resource that ancestral humans would have relied upon for survival, 
conflicts of interest concerning water should still elicit aggression when they arise today. On the 
other hand, since a resource such as gold had no value to early humans, we should see less 
aggression when these conflicts of interest materialize (H6). For the in-group and out-group 
trust/distrust section, I go on to explain that while much of my previous theoretical rationale 
elucidates the personal decision behind why one would engage in territorial aggression, a 
mechanism is still needed that can turn this individual penchant for territorial aggression into 
coalition territorial aggression. I argue that an EPM for in-group trust during territorial conflicts 
of interest can provide this mechanism by generating positive illusions that one’s group members 
will participate in the conflict, that the costs will be shared, and that the benefits will be 
distributed relatively equally. An EPM for out-group distrust, on the other hand, could spawn 
negative illusions that an outside group is especially dangerous, again making one believe that 
the others in his/her group will likely participate in parrying the threat. I go on to argue that the 
EPM for in-group trust and out-group distrust is less likely to be activated during non-territorial 
conflicts of interest as these types of conflicts of interest were relatively uncommon in humans’ 
EEA. These insights ultimately lead me to hypothesize that people will show both greater levels 
of trust towards individuals with the same nationality as themselves (H7a) as well as greater 
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levels of distrust towards individuals with different nationalities (H7b) during territorial conflicts 
of interest as compared to non-territorial conflicts of interest. 
After having specified the hypotheses pertaining to my territorial deficiency theory of 
human aggression in Chapters Three and Four, Chapter Five outlines the research design used to 
test these predictions. Regardless of the hypothesis being tested, I utilize a range of survey 
experiments in which vignettes are used as the treatment. These vignettes take a number of 
different forms. For my hypotheses pertaining to aggression during territorial versus non-
territorial conflicts of interest, the vignettes describe personal conflicts of interest such as home 
burglaries (territorial) and bank account hacking (non-territorial) as well as state-based conflicts 
of interest regarding disputes over the ownership of land in the Beaufort Sea (territorial) and 
trade dispute concerning food and lumber (non-territorial), to name a few. For the hypotheses 
regarding aggression during territorial conflicts in particular, I differentiate the territorial 
vignettes by imbuing them with either offensive or defensive overtones or by highlighting 
different resources that are at stake (i.e., water versus gold). Depending on the hypothesis being 
tested, I also use different measures of aggression. While one is meant to operationalize 
interpersonal aggression, the other is fashioned around the concept of foreign policy aggression. 
Although many of my respondents for these survey experiments are drawn from the University 
of Illinois’ Subject Pool, I also utilize a random sample of Kentucky residents who agreed to take 
part in the telephone-based Kentucky Survey. 
Chapters Six and Seven represent the empirical chapters of my dissertation. While 
Chapter Six limits itself to comparing aggression during territorial versus non-territorial conflicts 
on interest, Chapter Seven examines the various ontogenetic and immediate situational 
moderating influences on the expression of humans’ EPM for territorial aggression. Using 
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differences of means t-tests, I find empirical support for the vast majority of my hypotheses. In 
particular, the results of these tests show that my respondents react more aggressively to both 
personal and state-based conflicts of interest surrounding territory than conflicts of interest 
devoid of a territorial component. These results persist regardless as to whether I use an 
interpersonal measure of aggression or one based on my respondents’ foreign policy beliefs and 
regardless as to whether my respondents come from the University of Illinois Subject Pool or the 
telephone-based Kentucky Survey. 
Most of the tests of my ontogenetic and immediate situational hypotheses are also 
significant and in the correct direction. Consistent with H3a and H3b, I find that while men tend to 
display greater aggression during offensive territorial conflicts of interest, this sex-based 
difference in aggression disappears during defensive territorial conflicts of interest. Likewise, 
those who receive the offensive vignette tend to want greater numerical superiority before they 
are comfortable with the use of force than those who read the defensive vignette (H4a) and those 
receiving the defensive vignette report being willing to devote both greater resources (H4b) and 
more time (H4c) to the conflict than those reading the offensive vignette. The hypotheses 
surrounding perceptions of physical strength are also largely corroborated, though with some 
inconsistencies. In particular, when I measure physical strength by asking my respondents how 
strong they are on a scale from 1 to 7, those with above-average levels of perceived strength 
display more aggression during the offensive vignette than the below-average strength 
individuals (H5a). As expected, this strength-based difference in aggression disappears when the 
vignette is defensive in nature (H5b). When I replace the perceived strength measure with one 
that taps into my respondents’ reported fighting ability, however, the above-average strength 
individuals display greater aggression after both the offensive and defensive territorial vignettes. 
	 326 
My resource-based hypothesis also garners empirical support, with those reading the state-based 
water vignette reporting higher levels of aggression than those who received the gold vignette 
(H6). 
The one set of hypotheses that failed to find any empirical support revolved around those 
looking at in-group trust and out-group distrust during territorial and non-territorial conflicts of 
interest (H7a and H7b). Although I measured in-group and out-group trust/distrust in a variety of 
ways (e.g., national trust, foreign trust, feeling thermometers), the only circumstance in which 
those who received the territorial vignette gave significantly different answers to the trust 
questions were in the battery of ‘general trust’ questions. In this circumstance, those in the 
territorial treatment gave significantly lower responses to the trust questions than either those in 
the non-territorial treatment group or the control. When the questions probed into my 
respondents’ trust of specific groups or their trust in people from different countries, those in the 
territorial and non-territorial treatment groups gave essentially the same answers. I surmised that 
this incongruous finding might be the result of individuals not wanting to appear either 
‘unpatriotic’ or ‘xenophobic,’ leading them to artificially inflate their trust scores when the 
questions asked about specific groups/foreigners. When the trust questions were phrased in more 
general terms, however, the respondents no longer felt the same need to mask their true trusting 
tendencies. 
Overall, the results summarized above bode well for my territorial deficiency theory of 
human aggression. Most importantly, the foundational hypotheses relating to differences in 
aggression during territorial versus non-territorial conflicts of interest failed to be falsified. 
Despite using different samples (Subject Pool versus Kentucky Survey), different measures of 
aggression (interpersonal versus foreign policy), and different sets of vignettes (personal 
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conflicts of interest versus state-based conflicts of interest), in every circumstance those who 
received the territorial vignette responded with greater aggression than both those who received 
the non-territorial vignette and those in the control group. The empirical support of my 
subsequent hypotheses regarding the ontogenetic and immediate situational input of territorial 
aggression demonstrate that aggressive territoriality is not a blind instinct, but operates according 
to evolutionary cues which inform the individual when aggression may be apropos. Further, my 
failure to falsify these hypotheses also gives support to the underlying evolutionary 
psychological rationale, as many of these hypotheses would not be predicted by other theoretical 
approaches purporting to explain why territorial aggression is so prominent (e.g., culture, 
socialization, rational-choice). 
The largest setback to my theory and an area in which many of my future research efforts 
will be directed is in regards to the mechanism by which individual expressions of aggression 
collate into coalitionary expressions of aggression. As mentioned, many of my predictions laid 
out the evolutionary reasoning as to why, for example, an individual would react more 
aggressively to territorial than to non-territorial conflicts of interest or why a stronger individual 
would be more likely to display offensive aggression than their lower strength compatriots. 
While these components are essential to my overall theory, they yet do not explain how group 
aggression could materialize from these individual territorial aggression impetuses. Given that 
the in-group trust and out-group distrust mechanisms that purported to provide this transition to 
coalitionary aggression failed to materialize in my data, whether and how this transition occurs is 
still underspecified. As noted, it could be the case that the way I tested the trust/distrust 
hypotheses were flawed and that an alternative research design would garner results more 
consistent with my expectations. Alternatively, my null findings may be due to the possibility 
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that a mechanism distinct from the in-group trust and out-group distrust rationale provides the 
leap from individual to coalitionary aggression. If further tests of the in-group trust and out-
group distrust hypotheses continue to garner null results, this possibility will deserve greater 
attention. 
While the results of my survey experiments provide empirical evidence that humans do 
indeed respond especially aggressively to territorial conflicts of interest, the most significant 
impact of my dissertation arguably lies in its theoretical contributions. First, this dissertation has 
been a comprehensively interdisciplinary enterprise. Rather than giving mere lip service to the 
necessity of drawing from a variety of disciplines, my dissertation has demonstrated that a 
thorough incorporation of insights from fields as diverse as primatology, to geology, to 
anthropology, to climatology, to psychology, to biology, can—when combined—provide 
interesting theoretical insights to topics that political scientists, and IR scholars in particular, 
deem important.  
Second, my territorial deficiency theory of aggression provides one of the first 
explanations for territorial aggression that is firmly rooted in an evolutionary theoretical 
framework. As such, it provides the potential microfoundations behind why humans have 
periodically found themselves in conflict over this resource. While I would not yet venture to 
make the claim that the theory I put forward unambiguously elucidates why states fight over 
territory, it does provide an explanation for why individual humans are often willing to fight over 
this resource. As such, my territorial deficiency theory human aggression could help explain the 
motivations behind a wide range of violent behavior that takes place below the level of the state. 
For example, it has implications regarding under which situations—namely, situations involving 
territory—individuals may be the most willing to resort to terrorist violence, participate in civil 
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war, or join the armed forces of their country. Further, given that the theoretical rationale of 
much of the territorial explanation of war literature rests on the notion that state leaders find it 
easier to engage in interstate disputes over territory since the public is especially supportive of 
these international forays, the theoretical insights offered in these pages helps explain why 
individuals would be supportive of these actions, thus filling the theory/findings gap that has 
dogged this literature. 
Third, and in contrast to prior theories on aggression, the approach adopted in my 
dissertation avoids conceptualizing this aggression as an innate drive or instinct. Instead, it 
conceives of territorial aggression as contingent on a range of moderating variables that makes 
its expression more or less likely. In addition to suggesting that territorial aggression can be 
mitigated under the right circumstances, it also provides a potential profile of those most likely to 
undertake acts of territorial violence. In particular, males who perceive themselves as a member 
of a relatively large group, who believe that they are physically formidable, and who consider 
themselves fighting for a resource that contributed to survival in humans’ EEA should be those 
most likely to either support offensive territorial aggrandizement or actually engage in it 
themselves. In short, by recognizing that participation in territorial aggression is subject to a 
variety of ontogenetic and immediate situational input for its expression, my theory is able to 
make more nuanced predictions regarding the types of individuals who are the most at risk of 
engaging in this behavior. 
In addition to these theoretical contributions, my dissertation also demonstrates novelty in 
regards to its research design, particularly when compared to prior IR scholarship using an 
experimental approach. While my study is certainly not the first to use experiments within IR, 
much of the previous IR experimental literature relies primarily on student participants and/or 
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limits its analysis to a single sample of respondents. While the use of students in experimental 
studies has a long pedigree, this practice can have negative implications that go beyond the 
obvious external validity concerns. In particular, IR experimental studies often ask students to 
play the role of real-world national security policymakers so as to better understand how actual 
leaders may behave under similar circumstances (see McDermott & Cowden 2001; McDermott 
et al. 2007). Given that IR scholars often aspire to understand the actions of individuals capable 
of influencing interstate relations, the incentive to have students play the role of national leaders 
is obvious. However, subsequent research has shown that student participants commonly make 
different decisions than those made by elites. For example, the study by Mintz, Redd, & Vedlitz 
(2006) demonstrates that students participating in an experimental counterterrorism scenario 
were much more willing to take no action than a group of military officers who overwhelming 
opted to take at least some action. Given that my study was not inherently interested in 
extrapolating my results to national security policymakers and since it also utilized a random 
sample of Kentucky residents rather than solely relying on the student population from the 
Subject Pool, it was able to largely avoid this potential pitfall. Another benefit of my survey 
experiments arises from the fact that the findings are drawn from multiple samples of 
respondents. In particular, I conducted seven separate survey experiments through the Subject 
Pool, each one with a completely different pool of respondents. In addition to the Subject Pool 
experiments, I was also able to test my predictions on a randomized telephone survey conducted 
in Kentucky. These diverse samples of participants help ensure the robustness of my results by 
demonstrating that the findings are not simply due to an unusual sample. Given both time and 
funding concerns, other experimental studies are rarely able to utilize as many independent 
samples. 
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In conclusion, I would like to end my dissertation with a discussion of my plans for 
future research. One of my first goals is to supplement my survey experiment results with tests 
from laboratory experiments utilizing the Hot Sauce Experiment. The purpose of the Hot Sauce 
experiment is to measure participants’ level of aggression after a portion of a prize they have 
won is stolen/taken from them. Variations of this experiment are relatively common in 
psychology research and are considered one of the better alternatives when researchers are trying 
to study and measure aggression within subjects (McGregor et al. 1998; Lieberman et al 1999; 
McDermott et al. 2009; Beier 2012). For this experiment I first tell each participant that they will 
be given a sum of money at the end of the experiment that amounts to one dollar for every 10 
points. I then award them with one of two types of prizes: one associated with winning a track of 
land and another associated with winning a lottery ticket. Each of these two different kinds of 
prizes will be worth the same number of points. After the participant randomly chooses a prize, a 
fictional opponent will have a choice to take 0%, 20% or 80% of the points associated with the 
participant’s prize. In actuality, however, I will manipulate the amount taken at a single level, 
80% (i.e., the “high take” situation). The participant will then be given ten servings of hot sauce 
that he can administer to his “opponent” in retaliation for this offense. He can give as much or as 
little hot sauce as he chooses. If he decides not to administer all of his servings of hot sauce, the 
participant can trade his remaining servings in for 5 points each. The participant is told that if his 
participant refuses to or is unable to consume all of the servings of hot sauce that he will win 
back the prize that was taken from him. If humans are predisposed to act more aggressively over 
territory than over non-territorial issues, participants should administer more hot sauce to their 
opponent in the territory scenarios than in the lottery scenarios. 
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In addition to the laboratory extension of my survey experiment results, I also want to 
examine the profiling utility of my territorial deficiency theory of human aggression. In 
particular and as mentioned earlier, the theory and findings generated in the above pages suggest 
that territorial violence is most likely to be perpetrated by certain types of individuals (e.g., males 
that are part of a larger group and who are above-average in physical strength). What personal 
characteristics do people possess who actually go through with these types of attacks? 
Additionally, what immediate situational inputs were present at the time of the violent encounter 
and are these consistent with the evolutionary psychological explanation of aggression put 
forward in these pages? I would also like to extend the theoretical insights generated here to the 
realm of conflict management. In particular, I am interested in the efficacy of conflict 
management efforts after territorial and non-territorial conflagrations. Do mediation 
interventions targeting individuals work equally well for territorial and non-territorial disputes 
alike or are people more recalcitrant after territorial threats? If the latter, which types of people 
are more likely to de-escalate after a territorial encounter and which continue to exhibit 
aggressive tendencies? In short, rather than focusing exclusively on territorial aggression, it is 
also essential to understand the prospects for an evolutionary rationale surrounding territorial 
reconciliation. As a whole, however, the bulk of my future research agenda will be devoted to 
uncovering the myriad of ways in which humans’ evolutionary heritage continues to affect how 






Adams, Eldridge. 1990. “Boundary Disputes in the Territorial Ant Azteca trigona: Effects of 
Asymmetries in Colony Size.” Animal Behavior 39 (2): 321–328. 
Adams, Karen Ruth. 2004. “Attack and Conquer? International Anarchy and the Offense-
Defense-Deterrence Balance.” International Security 28 (3): 45–83. 
Alcock, John. 1975a. Animal Behavior: An Evolutionary Approach. Sunderland, MA: Sinauer 
Associates. 
														. 1975b. “Territorial Behavior by Males of Philanthus mutimaculatus (Hymenoptera: 
Sphecidae) with a Review of Territoriality in Male Sphecids.” Animal Behaviour 23 (4): 
892–895. 
														. 1979. “The Behavioural Consequences of Size Variation Among Males of the 
Territorial Wasp Hemipepsis Ust Ulata (Hymenoptera: Pompilidae).” Behaviour 71 (3): 
322–335. 
Alexander, Richard. 1989. “Evolution of the Human Psyche.” In Paul Mellars and Chris Stringer, 
eds., The Human Revolution: Behavioural and Biological Perspectives on the Origins of 
Modern Humans. Princeton, NJ: Princeton University Press. pp. 455–513. 
														. 1990. “How Did Humans Evolve? Reflections on the Uniquely Unique Species.” In 
Museum of Zoology, Special Publication No. 1. Ann Arbor, MI: University of Michigan. 
Alley, Richard. 2000. “Ice-Core Evidence of Abrupt Climate Changes.” Proceedings of the 
National Academy of Sciences of the United States of America 97 (4): 1331–1334. 
Alvard, Michael. 1993. “Testing the ‘Ecologically Noble Savage’ Hypothesis: Interspecific Prey 
Choice by Piro Hunters of Amazonian Peru.” Human Ecology 21 (4): 355–387.  
	 334 
														. 1994. “Conservation by Native Peoples: Prey Choice in a Depleted Habitat.” Human 
Nature 5 (2): 127–154.  
														. 1995. “Intraspecific Prey Choice by Amazonian Hunters.” Current Anthropology 36 
(5): 789–818. 
Ambrose, Stanley. 1998. “Late Pleistocene Human Population Bottlenecks, Volcanic Winter, 
and Differentiation of Modern Humans.” Journal of Human Evolution 34 (6): 623–651. 
Amsler, Sylvia. 2010. “Energetic Costs of Territorial Boundary Patrols by Wild Chimpanzees.” 
American Journal of Primatology 72 (2): 93–103.  
Anderson, Benedict. 1983. Imagined Communities: Reflections on the Origin and Spread of 
Nationalism. London, UK: Verso. 
Anderton, Charles. 1992. “Toward a Mathematical Theory of the Offensive/Defensive Balance.” 
International Studies Quarterly 36 (1): 75–99. 
Angell, Norman. 1933. The Great Illusion. New York, NY: Putnam Press. 
Apicella, Coren, Frank Marlowe, James Fowler, and Nicholas Christakis. 2012. “Social 
Networks and Cooperation in Hunter-Gatherers.” Nature 481 (7382): 497–501. 
Archer, John. 1988. The Behavioural Biology of Aggression. Cambridge, UK: Cambridge 
University Press. 
Ardrey Robert. 1961. African Genesis: A Personal Investigation into the Animal Origins and 
Nature of Man. New York, NY: Atheneum. 
														. 1966. The Territorial Imperative: A Personal Inquiry into the Animal Origins of 
Property and Nations. New York, NY: Atheneum. 
Armstrong, Michael and Steven Sodergren. 2015. “Refighting Pickett’s Charge: Mathematical 
Modeling of the Civil War Battlefield.” Social Science Quarterly 96 (4): 1153–1168. 
	 335 
Arnott, Gareth and Robert Wood. 2009. “Assessment of Fighting Ability in Animal Contests.” 
Animal Behavior 77 (5): 991–1004. 
Bailey, Robert, Genevieve Head, Mark Jenike, Bruce Owen, Robert Rechtman, and Elzbieta 
Zechenter. 1989. “Hunting and Gathering in the Tropical Rainforest: Is It Possible?” 
American Anthropologist 91 (1): 59–82. 
Balter, Michael. 2011. “Was North Africa the Launch Pad for Modern Human Migrations?” 
Science 331 (6013): 20–23. 
Bandura, Albert. 1983. “Self-Efficacy Determinants of Anticipated Fears and Calamities.” 
Journal of Personality and Social Psychology 45 (2): 464–468. 
Barker, Graeme. 2002. “A Tale of Two Deserts: Contrasting Desertification Histories on Rome’s 
Desert Frontiers.” World Archaeology 33 (3): 488–507. 
Baron, Robert and Deborah Richardson. 1977. Human Aggression. New York, NY: Plenum 
Press. 
Barrett, H. Clark and Richard Kurzban. 2006. “Modularity in Cognition: Framing the Debate.” 
Psychological Review 113 (3): 628–647. 
Barton, Robert, Andrew Whiten, Shirley Strum, Richard Byrne, and Adrian Simpson. 1992. 
“Habitat Use and Resource Availability in Baboons.” Animal Behaviour 43 (5): 831–844. 
Bar-Yosef, Ofer and Anna Belfer-Cohen. 2001. “From Africa to Eurasia—Early Dispersals.” 
Quaternary International 75 (1): 19–28. 
Bell, Curtis and Scott Wolford. “Oil Discoveries, Shifting Power, and Civil Conflict.” 
International Studies Quarterly 59 (3): 517–530. 
Bell, Duncan. 2006. “Beware of False Prophets: Biology, Human Nature and the Future of 
International Relations Theory.” International Affairs 82 (3): 493–510. 
	 336 
Bell, Duncan and Paul MacDonald. 2001. “Correspondence: Start the Evolution without Us.” 
International Security 26 (1): 187–194. 
Belsky, Jay, Laurence Steinberg, and Patricia Draper. 1991. “Childhood Experience, 
Interpersonal Development, and Reproductive Strategy: An Evolutionary Theory of 
Socialization.” Child Development 62 (4): 647–670.  
Bennett, Scott and Allan Stam. 2000. “Research Design and Estimator Choices in the Analysis of 
Interstate Dyads.” Journal of Conflict Resolution 44 (5): 653–685. 
Berkowitz, Leonard. 1989. “Frustration-Aggression Hypothesis: Examination and 
Reformulation.” Psychological Bulletin 106 (1): 59–73. 
														. 1993. Aggression: Its Causes, Consequences, and Control. New York, NY: McGraw-
Hill.  
Berman, Nicolas, Mathieu Couttenier, Dominic Rohner, and Mathias Thoenig. 2017. “This Mine 
is Mine! How Minerals Fuel Conflicts in Africa.” American Economic Review 107 (6): 
1564–1610. 
Bernauer, Thomas and Tobias Siegfried. 2012. “Climate Change and International Water 
Conflict in Central Asia.” Journal of Peace Research 49 (1): 227–239. 
Bernauer, Thomas, Tobias Böhmelt, Halvard Buhaug, Nils Gleditsch, Theresa Tribaldos, Eivind 
Weibust, and Gerdis Wischnath. 2012. “Water-Related Intrastate Conflict and 
Cooperation (WARICC): A New Event Dataset.” International Interactions 38 (4): 529–
545. 
Bettinger, Robert, Raven Garvey, and Shannon Tushingham. 2015. Hunter-Gatherers: 
Archaeological and Evolutionary Theory, Second Edition. New York, NY: Springer 
Press. 
	 337 
Bigelow, Robert. 1975. “The Role of Competition and Cooperation in Human Evolution.” In 
Martin Nettleship, Dale Givens, and Anderson Nettleship, eds., War, Its Causes and 
Correlates. The Hague, Paris: Mouton Publishers. pp. 235–262. 
Binford, Lewis. 1968. “Post-Pleistocene Adaptations.” In Sally Binford and Lewis Binford, 
eds., New Perspectives in Archaeology. Chicago, IL: Aldine Publishing Company. 
pp. 313–342. 
Bjorklund, David and Anthony Pellegrini. 2002. The Origins of Human Nature: Evolutionary 
Developmental Psychology. Washington, DC: American Psychological Association. 
Bodley, John. 2008. Victims of Progress, Fifth Edition. Plymouth, UK: AltaMira Press. 
Boehm, Christopher. 1982. “The Evolutionary Development of Morality as an Effect of 
Dominance Behavior and Conflict Interference.” Journal of Social and Biological 
Structures 5 (4): 413–421. 
Boesch, Christophe and Hedwige Boesch-Achermann. 2000. The Chimpanzees of the Taï Forest: 
Behavioral Ecology and Evolution. Oxford, UK: Oxford University Press. 
Bond, Gerard, William Showers, Mary Elliot, Michael Evans, Rusty Lotti, Irka Hajdas, Georges 
Bonani, and Sigfus Johnson. 1999. “The North Atlantic’s 1-2 Kyr Climate Rhythm: 
Relation to Heinrich Events, Dansgaard/Oeschger Cycles and the Little Ice Age.” In Peter 
Clark, Robert Webb, and Lloyd Keigwin, eds., Mechanisms of Global Climate Change at 
Millennial Time Scales. Washington, DC: American Geophysical Union. pp. 59–76. 
Boulding, Kenneth. 1962. Conflict and Defense: A General Theory. New York, NY: Harper & 
Row. 
Bowlby, John. 1969. Attachment and Loss. New York, NY: Basic Books. 
	 338 
Bowles, Samuel. 2006. “Group Competition, Reproductive Leveling, and the Evolution of 
Human Altruism.” Science 314 (5805): 1569–1572. 
														. 2009. “Did Warfare Among Ancestral Hunter-Gathers Affect the Evolution of Human 
Social Behaviors?” Science 324 (5932): 1293–1298. 
Bowles, Samuel, Jung-Kyoo Choi, and Astrid Hopfensitz. 2003. “The Co-Evolution of 
Individual Behaviors and Social Institutions.” Journal of Theoretical Biology 223 (2): 
135–147. 
Bremer, Stuart. 1992. “Dangerous Dyads: Conditions Affecting the Likelihood of Interstate War, 
1816-1965.” Journal of Conflict Resolution 36 (2): 309–341. 
Broughton, Jack. 2002. “Prey Spatial Structure and Behavior Affect Archaeological Tests of 
Optimal Foraging Models: Examples from the Emeryville Shellmound Vertebrate 
Fauna.” World Archaeology 34 (1): 60–83. 
Brues, Alice. 1959. “The Spearman and the Archer—An Essay on Selection in Body Build.” 
American Anthropologist 61 (3): 457–469. 
Buchanan, James. 1965. “An Economic Theory of Clubs.” Economica 32 (125): 1–14. 
Bueno de Mesquita, Bruce. 1980. “An Expected Utility Theory of International Conflict.” 
American Political Science Review 74 (4): 917–932. 
Burney, David. 1993. “Recent Animal Extinctions: Recipes for Disaster.” American Scientist 81 
(6): 530–541. 
Burt, William. 1943. “Territoriality and Home Range Concepts as Applied to Mammals.” 
Journal of Mammalogy 24 (3): 346–352. 
	 339 
Buss, Arnold and Mark Perry. 1992. “Personal Processes and Individual Differences: The 
Aggression Questionnaire.” Journal of Personality and Social Psychology 63 (3): 452–
459. 
Buss, David. 1989. “Sex Differences in Human Mate Preferences: Evolutionary Hypotheses 
Tested in 37 Cultures.” Behavioral and Brain Sciences 12 (1): 1–49.  
														. 1995. “Evolutionary Psychology: A New Paradigm for Psychological Science.” 
Psychological Inquiry 6 (1): 1–30. 
														. 2005. The Handbook of Evolutionary Psychology. Hoboken, NJ: Wiley. 
														. 2011. Evolutionary Psychology: The New Science of the Mind. New York, NY: 
Pearson. 
Buss, David and David Schmitt. 1993. “Sexual Strategies Theory - An Evolutionary Perspective 
on Human Mating.” Psychological Review 100 (2): 204–232. 
Buss, David and Todd Shackelford. 1997. “Human Aggression in Evolutionary Psychological 
Perspective.” Clinical Psychology Review 17 (6): 605–619. 
Buzatto, Bruno and Glauco Machado. 2008. “Resource Defense Polygyny Shifts to Female 
Defense Polygyny Over the Course of the Reproductive Season of a Neotropical 
Harvestman.” Behavioral Ecology and Sociobiology 63 (1): 85–94. 
Byman, Daniel and Kenneth Pollack. 2001. “Let Us Now Praise Great Men: Bringing the 
Statesman Back In.” International Security 25 (4): 107–146. 
Calhoun, Craig. 1993. “Nationalism and Ethnicity.” Annual Review of Sociology 19: 211–239. 
Campbell, Anne. 2005. “Aggression.” In David Buss, ed., The Handbook of Evolutionary 
Psychology. Hoboken, NJ: Wiley Press. pp. 628–652. 
	 340 
Carter, David and Hein Goemans. 2011. “The Making of the Territorial Order: New Borders and 
the Emergence of Interstate Conflict.” International Organization 65 (2): 275–309. 
Cashdan, Elizabeth. 1983. “Territoriality among Human Foragers: Ecological Models and an 
Application to Four Bushman Groups.” Current Anthropology 24 (1): 47–66. 
Cashdan, Elizabeth and Stephen Downes. 2012. “Evolutionary Perspectives on Human 
Aggression: Introduction to the Special Issue.” Human Nature 23 (1): 1–4. 
Centeno, Miguel Angel. 2002. Blood and Debt: War and the Nation-State in Latin America. 
University Park, PA: Pennsylvania State University Press. 
Center for Disease Control. 2016. “Long-term Trends in Diabetes.” CDC’s Division of Diabetes 
Translation. Accessed from: 
<https://www.cdc.gov/diabetes/statistics/slides/long_term_trends.pdf>. 
Cerling, Thure, John Harris, Bruce MacFadden, Meave Leakey, Jay Quade, Vera Eisenmann, 
and James Erleringer. 1997. “Global Vegetation Change Through the Miocene/Pliocene 
Boundary.” Nature 389 (6647): 153–158. 
Chagnon, Napoleon. 1968. Yanomamo: The Fierce People. New York, NY: Holt, Rinehart, and 
Winston. 
														. 1979. “Male Competition, Favoring Close Kin, and Village Fissioning Among the 
Yanomamo Indians.” In Napoleon Chagnon and William Irons, eds., Evolutionary 
Biology and Human Social Behavior: An Anthropological Perspective. North Scituate, 
MA: Duxbury Press. 
														. 1988. “Life Histories, Blood Revenge, and Warfare in a Tribal Population.” Science 239 
(4843): 985–992. 
	 341 
Chapais, Bernard. 2009. Primeval Kinship: How Pair-Bonding Gave Birth to Human Society. 
Cambridge, MA: Cambridge University Press. 
														. 2010. “The Deep Structure of Human Society: Primate Origins and Evolution.” In Peter 
Kappeler and Joan Silk, eds., Mind the Gap: Tracing the Origins of Human Universals. 
Heidelberg, Berlin: Springer. pp. 19–51. 
Chiappe, Dan and Kevin MacDonald. 2005. “The Evolution of Domain-General Mechanisms in 
Intelligence and Learning.” The Journal of General Psychology 132 (1): 5–40. 
Clausewitz, Carl von. 1978. On War. Translated by Michael Howard and Peter Paret. Princeton, 
NJ: Princeton University Press. Originally published 1832. 
Clutton-Brock, Tim. 1977. “Some Aspects of Intraspecific Variation in Feeding and Ranging 
Behavior in Primates.” In Tim Clutton-Brock, ed., Primate Ecology. New York, NY: 
Academic Press. pp. 539–556. 
Clutton-Brock, Time and Steve Albon. 1979. “The Roaring of Red Deer and the Evolution of 
Honest Advertisement.” Behaviour 69 (3): 145–170. 
Cohen, Jacob. 1977. Statistical Power Analysis for the Behavioral Sciences. Routledge.  
														. 1992. “A Power Primer.” Psychological Bulletin 112 (1): 155–159. 
Cohn, D’Vera and Rich Morin. 2008. “American Mobility: Who Moves? Who Stays Put? 
Where’s Home?” Pew Research Center. Accessed from:  
<http://assets.pewresearch.org/wp-content/uploads/sites/3/2011/04/American-Mobility-
Report-updated-12-29-08.pdf>. 
Colegrove, De Forest. 2005. “Steadfastly European? German (Supra)national Identity in a 
Rapidly Changing Europe.” In Richard Robyn, ed., The Changing Face of European 
	 342 
Identity: A Seven-Nation Study of (Supra)National Attachments. New York, NY: 
Routledge. pp. 115–139. 
Confer, Jaime, Judith Easton, Diana Fleischman, Cari Goetz, David Lewis, Carin Perilloux, and 
David Buss. 2010. “Evolutionary Psychology: Controversies, Questions, Prospects, and 
Limitations.” American Psychologist 65 (2): 110–126. 
Corning, Peter. 1971. “The Biological Bases of Behavior and Some Implications for Political 
Science.” World Politics 23 (3): 321–370. 
Cosmides, Leda and John Tooby. 1987. “From Evolution to Behavior: Evolutionary Psychology 
as the Missing Link.” In John Dupre, ed., The Latest on the Best: Essays on Evolution 
and Optimality. Cambridge, MA: MIT Press. pp. 276–306. 
														. 1992. “Cognitive Adaptations for Social Exchange.” In Jerome Barkow, Leda 
Cosmides, and John Tooby, eds., The Adapted Mind: Evolutionary Psychology and the 
Generation of Culture. New York, NY: Oxford University Press. pp. 163–228. 
														. 2005. “Neurocognitive Adaptations Designed for Social Exchange.” In David Buss, ed., 
The Handbook of Evolutionary Psychology. Hoboken, NJ: Wiley. pp. 584–627. 
Daly, Martin and Margo Wilson. 1983. Sex, Evolution, and Behavior. Boston, MA: Willard 
Grant Press. 
														. 1988. Homicide. New York, NY: Aldine de Gruyter. 
Darwin, Charles. 1871. The Descent of Man, and Selection in Relation to Sex. London, UK: John 
Murray. 
Davies, Nicholas. 1978. “Territorial Defence in the Speckled Wood Butterfly (Pararge aegeria): 
The Resident Always Wins.” Animal Behavior 26 (1): 138–147. 
	 343 
Davies, Nicholas and Tim Halliday. 1978. “Deep Croaks and Fighting Assessment in Toads Bufo 
bufo.” Nature 274 (5672): 683–685. 
Dawkins, Richard. 1976. The Selfish Gene. Oxford, UK: Oxford University Press. 
														. 1983. The Extended Phenotype: The Long Reach of the Gene. Oxford, UK: Oxford 
University Press. 
de Catanzaro, Denys. 1981. Suicide and Self-Damaging Behavior: A Sociobiological 
Perspective. London, UK: Academic Press. 
Denton, Michael. 1985. Evolution: A Theory in Crisis. London, UK: Adler & Adler. 
														. 1998. Nature’s Destiny: How the Laws of Biology Reveal Purpose in the Universe. New 
York, NY: Free Press. 
Department of Wildlife Ecology and Conservation. 2016. “Frequently Asked Questions about 
Venomous Snakes.” Accessed from: 
<http://ufwildlife.ifas.ufl.edu/venomous_snake_faqs.shtml>.	
DeScioli, Peter and Bart Wilson. 2011. “The Territorial Foundations of Human Property.” 
Evolution and Human Behavior 32 (5): 297–304.	
Diamond, Jared. 1987. “The Worst Mistake in the History of the Human Race.” Discoverer 8 
(5): 64–66. 
Dieckmann, Ulf and Johan Metz. 2006. “Surprising Evolutionary Predictions from Enhanced 
Ecological Realism.” Theoretical Population Biology 69 (3): 263–281. 
Ditlevsen, Peter, Katrine Andersen, and Anders Svensson. 2007. “The DO-Climate Events are 
Probably Noise Induced: Statistical Investigation of the Claimed 1470 Years Cycle.” 
Climate of the Past 3 (1): 129–134. 
	 344 
Draper, Patricia and Henry Harpending. 1982. “Father Absence and Reproductive Strategy: An 
Evolutionary Perspective.” Journal of Anthropological Research 38 (3): 255–273.  
Draper, Patricia and Jay Belsky. 1990. “Personality Development in Evolutionary Perspective.” 
Journal of Personality 58 (1): 141–163.  
Drucker, Philip. 1951. The Northern and Central Nootkan Tribes. Washington, DC: Smithsonian 
Institution. 
Dugatkin, Lee. 1997. Cooperation among Animals: An Evolutionary Perspective. Oxford, UK: 
Oxford University Press – Monographs in Ecology and Evolution. 
Dunbar, Robin. 1991. “Comments to Manson and Wrangham: Intergroup Aggression in 
Chimpanzees and Humans.” Current Anthropology 32 (4): 378–379. 
Dzurek, Daniel. 2005. “What Makes Territory Important: Tangible and Intangible Dimensions.” 
GeoJournal 64 (4): 263–274. 
Eaton, S. Boyd, Melvin Konner, and Marjorie Shostak. 1988. “Stone Agers in the Fast Lane: 
Chronic Degenerative Diseases in Evolutionary Perspective.” The American Journal of 
Medicine 84 (4): 739–749. 
Ebersole, John. 1977. “The Adaptive Significance of Interspecific Territoriality in the Reef Fish 
Eupomacentrus leucostictus.” Ecology 58 (4): 914–920. 
Eens, Marcel and Rianne Pinxten. 2000. “Sex-Role Reversal in Vertebrates: Behavioral and 
Endocrinological Accounts.” Behavioural Processes 51 (1-3): 135–147. 
Eibl-Eibesfeldt, Irenaeus. 1979. The Biology of Peace and War: Man, Animals and Aggression. 
New York: Viking Press. 
														. 1982. “Warfare, Man’s Indoctrinability and Group Selection.” Ethology: International 
Journal of Behavioral Biology 60 (3): 177–198. 
	 345 
Elliot, Kyle, Robert Ricklefs, Anthony Gaston, Scott Hatch, John Speakman, and Gail Davoren. 
2013. “High Flight Costs, but Low Dive Costs, in Auks Support the Biomechanical 
Hypothesis for Flightlessness in Penguins.” Proceedings of the National Academy of 
Sciences of the United States of America. 110 (23): 9380–9384. 
Ember, Carol and Melvin Ember. 1992. “Resource Unpredictability, Mistrust, and War: A Cross-
Cultural Study.” Journal of Conflict Resolution 36 (2): 242–262. 
Ember, Melvin. 1982. “Statistical Evidence for an Ecological Explanation of Warfare.” 
American Anthropologist 84 (3): 645–649. 
Ember, Melvin and Carol Ember. 1971. “The Conditions Favoring Matrilocal versus Patrilocal 
Residence.” American Anthropologist 73 (3): 571–594. 
Emlen, Steven and Lewis Oring. 1977. “Ecology, Sexual Selection, and the Evolution of Mating 
Systems.” Science 197 (4300): 215–223. 
Emlen, Steven and Peter Wrege. 2004. “Sex Dimorphism, Intrasexual Competition and Sexual 
Selection in Wattled Jacana (Jacana Jacana), A Sex Role Reversed Shore Bird in 
Panama.” The Auk 121 (2): 391–403. 
“Falklands Islands: Imperial Pride.” The Guardian, 18 February 2010. Accessed from: 
<https://www.theguardian.com/commentisfree/2010/feb/19/falkland-islands-editorial>. 
Falster, Daniel and Mark Westoby. 2003. “Plant Height and Evolutionary Games.” Trends in 
Ecology and Evolution 18 (7): 337–343. 
Fearon, James. 1994. “Domestic Political Audiences and the Escalation of International 
Disputes.” American Political Science Review 88 (3): 577–592. 
														. 1995. “Rationalist Explanations for War.” International Organization 49 (3): 379–414. 
	 346 
Feldman, Lloyd. 2006. “Office of the Secretary of Defense Testimony Before the Subcommittee 
on Tactical Air and Land Warfare.” Armed Services Committee United States House of 
Representatives. September 21. 
Fink, Julius and George Kukla. 1977. “Pleistocene Climates in Central Europe: At Least 17 
Interglacials After the Olduvai Event.” Quaternary Research 7 (3): 363–371. 
Fisher, Ronald. 1958. The Genetical Theory of Natural Selection, 2nd Revised Edition. New 
York, NY: Dover. 
Flinn, Mark, Davide Ponzi, and Michael Muehlenbein. 2012. “Hormonal Mechanisms for 
Regulation of Aggression in Human Coalitions.” Human Nature 23 (1): 68–88. 
Fowler, James, Peter Loewen, Jaime Settle, and Christopher Dawes. 2011. “Genes, Games, and 
Political Participation.” In Peter Hatemi and Rose McDermott, eds., Man is by Nature a 
Political Animal. Chicago, IL: University of Chicago Press. pp. 207–223. 
Frederick, Bryan, Paul Hensel, and Christopher Macaulay. 2017. “The Issue Correlates of War 
Territorial Claims Data, 1816-2001.” Journal of Peace Research 54 (1): 99–108. 
Freud, Sigmund. 1920. Beyond the Pleasure Principle. London, UK: The International Psycho-
Analytical Press. 
														. 1962 [1923]. The Ego and the Id. New York, NY: W. W. Norton and Co. 
Furukawa, Toshi and Stefan Leucht. 2011. “How to Obtain NNT from Cohen’s d: Comparison 
of Two Methods.” PloS one 6 (4). 
Gartner, Scott and Randolph Siverson. 1996. “War Expansion and War Outcome.” Journal of 
Conflict Resolution 40 (1): 4–15. 
Gartzke, Erik. 2004. “The Capitalist Peace.” American Journal of Political Science 51 (1): 166–
191. 
	 347 
Gartzke, Erik, Quan Li, and Charles Boehmer. 2001. “Investing in the Peace: Economic 
Interdependence and International Conflict.” International Organization 55 (2): 391–438. 
Gat, Azar. 2000a. “The Human Motivational Complex: Evolutionary Theory and the Causes of 
Hunter-Gatherer Fighting. Part I. Primary Somatic and Reproductive Causes.” 
Anthropological Quarterly 73 (1): 20–34. 
														. 2000b. “The Human Motivational Complex: Evolutionary Theory and the Causes of 
Hunter-Gatherer Fighting, Part II. Proximate, Subordinate, and Derivative Causes.” 
Anthropological Quarterly 73 (2): 74–88. 
														. 2006. War in Human Civilization. New York, NY: Oxford University Press. 
Gazzaniga, Michael. 1991. Cognitive Neuroscience: A Reader. Malden, MA: Wiley-Blackwell. 
Geller, Daniel. 1993. “Power Differentials and War in Rival Dyads.” International Studies 
Quarterly 37 (2): 173–193. 
Gelpi, Christopher. 1997. “Democratic Diversions: Governmental Structure and the 
Externalization of Domestic Conflict.” Journal of Conflict Resolution 41 (2): 255–282. 
Ghiglieri, Michael. 1987. “Sociobiology of the Great Apes and the Hominid Ancestor.” Journal 
of Human Evolution 16 (4): 319–357. 
														. 1999. The Dark Side of Man: Tracing the Origins of Male Violence. New York, NY: 
Basic Books. 
Gibler, Douglas. 1996. “Alliances that Never Balance: The Territorial Settlement Treaty.” 
Conflict Management and Peace Science 15 (1): 75–97. 
														. 2007. “Bordering on Peace: Democracy, Territorial Issues, and Conflict.” International 
Studies Quarterly 51 (3): 509–532. 
	 348 
														. 2014. “Contiguous States, Stable Borders, and the Peace between Democracies.” 
International Studies Quarterly 58 (1): 126–129. 
Gibler, Douglas and Jaroslav Tir. 2014. “Territorial Peace and Democratic Clustering.” Journal 
of Politics 76 (1): 27–40. 
Gilpin, Robert. 1981. War and Change in World Politics. Cambridge, UK: Cambridge 
University Press. 
Gilula, Marshall and David Daniels. 1969. “Violence and Man's Struggle to Adapt.” Science 164 
(3878): 396–405. 
Giordano, Meredith, Mark Giordano, and Aaron Wolf. 2002. “The Geography of Water Conflict 
and Cooperation: Internal Pressures and International Manifestations.” The Geographical 
Journal 168 (4): 293–312. 
Glaser, Charles and Chaim Kaufmann. 1998. “What Is the Offense-Defense Balance and Can We 
Measure It?” International Security 22 (4): 44–82. 
Gleditsch, Nils, Lene Christiansen, and Havard Hegre. 2004. “Democratic Jihad? Military 
Intervention and Democracy.” Paper prepared for the 45th Annual Convention of the 
International Studies Association. Assessed from: 
<http://siteresources.worldbank.org/INTCONFLICT/Resources/DemocraticJihadFinal.pd
f> 
Gleditsch, Nils, Peter Wallensteen, Mikael Eriksson, Margareta Sollenberg, and Håvard Strand. 
2002 “Armed Conflict 1946-2001: A New Dataset.” Journal of Peace Research 39 (5): 
615–637. 
Glendon, A. Ian and Sharon Clarke. 2015. Human Safety and Risk Management: A 
Psychological Perspective, Third Edition. CRC Press. 
	 349 
Gneezy, Ayelet, and Daniel Fessler. 2011. “Conflict, Sticks and Carrots: War Increases Prosocial 
Punishments and Rewards.” Proceedings of the Royal Society B: Biological Sciences 279 
(1727): 219–223. 
Goertz, Garry and Paul Diehl. 1992. Territorial Changes and International Conflict. London, 
UK. Routledge. 
Goodall, Jane. 1986. The Chimpanzees of Gombe: Patterns of Behavior. Cambridge, MA: 
Harvard University Press. 
Gordan, Adam. 2006. “Scaling of Size and Dimorphism in Primates II: Macroevolution.” 
International Journal of Primatology 27 (1): 63–105. 
Gortzak, Yoav, Yoram Haftel, and Kevin Sweeney. 2005. “Offense-Defense Theory: An 
Empirical Assessment.” Journal of Conflict Resolution 49 (1): 67–89. 
Gould, Shuna. “Ancient Diseases of Human Ancestors.” Scientific American, 12 May 2012. 
Accessed from: <http://blogs.scientificamerican.com/lab-rat/ancient-diseases-of-human-
ancestors/>. 
Gould, Stephen Jay. 1974. “The Origin and Function of ‘Bizarre’ Structures: Antler Size and 
Skull Size in the ‘Irish Elk,’ Megaloceros giganteus.” Evolution 28 (2): 191–220. 
Gurnell, John. 1984. “Home Range, Territoriality, Caching Behavior and Food Supply of the 
Red Squirrel (Tamiasciurus hudsonicus fremonti) in a Subalpine Lodgepole Pine Forest.” 
Animal Behavior 32 (4): 1119–1131. 
Gursky, Sharon. 2000. “Effect of Seasonality on the Behavior of an Insectivorous Primate.” 
Tarsius spectrum. International Journal of Primatology 21 (3): 477–495. 
	 350 
Hagen, Edward and Peter Hammerstein. 2005. “Game Theory and Human Evolution: A Critique 
of Some Recent Interpretations of Experimental Games.” Theoretical Population Biology 
69 (3): 339–348. 
Hames, Raymond and William Vickers. 1982. “Optimal Diet Breadth Theory as a Model to 
Explain Variability in Amazonian Hunting.” American Ethnologist 9 (2): 358–378. 
Hamilton, William. 1966. “The Moulding of Senescence by Natural Selection.” Journal of 
Theoretical Biology 12 (1): 12–45. 
Hardouin, Loïc, David Reby, Christian Bavoux, Guy Burneleau, and Vincent Bretagnolle. 2007. 
“Communication of Male Quality in Owl Hoots.” The American Naturalist 169 (4): 552–
562. 
Harris, David. 1987. “Aboriginal Subsistence in a Tropical Rain Forest Environment: Food 
Procurement, Cannibalism, and Population Regulation in Northeastern Australia.” In 
Melvin Harris and Eric Ross, eds., Food and Evolution: Toward a Theory of Human 
Food Habits. Philadelphia, PA: Temple University Press. pp. 357–385. 
Harris, Tara, Colin Chapman, and Steven Monfort. 2010. “Small Folivorous Primate Groups 
Exhibit Behavioral and Physiological Effects of Food Scarcity.” Behavioral Ecology 21 
(1): 46–56. 
Hart, Basil Liddell. 1932. “Aggression and the Problem of Weapons.” The English Review 55 (): 
71-78. 
Harvey, Paul, Michael Kavanagh, and Tim Clutton-Brock. 1978. “Sexual Dimorphism in 
Primate Teeth.” Journal of Zoology London 186 (4): 474–485. 
	 351 
Hatemi, Peter and Rose McDermott. 2012a. “A Neurobiological Approach to Foreign Policy 
Analysis: Identifying Individual Differences in Political Violence.” Foreign Policy 
Analysis 8 (2): 111–129. 
Havranek, Tomas, Roman Horvath, and Ayaz Zenynalov. 2016. “Natural Resources and 
Economic Growth: A Meta-Analysis.” World Development 88: 134–151. 
Hawks, John, Keith Hunley, Sang-Hee Lee, and Milford Wolpoff. 2000. “Population Bottlenecks 
and Pleistocene Human Evolution.” Molecular Biology and Evolution 17 (1): 2–22. 
Haynes, Gary. 2002. “The Catastrophic Extinction of North American Mammoths and 
Mastodonts.” World Archeology 33 (3): 391–416. 
Headland, Thomas and Harry Greene. 2011. “Hunter-Gatherers and Other Primates as Prey, 
Predators, and Competitors of Snakes.” Proceedings of the National Academy of Science 
of the United States of America 108 (52): E1470–E1474. 
Headland, Thomas and Laurence Reid. 1989. “Hunter-Gatherers and Their Neighbors from 
Prehistory to the Present.” Current Anthropology 30 (1): 43–66. 
Heape, Walter. 1931. Emigration, Migration, and Nomadism. Cambridge, UK: W. Heffer and 
Son Ltd. 
Helm, June. 1968. “The Nature of Dogrib Socioterritorial Groups.” In Richard Lee and Irven 
DeVore, eds., Man the Hunter. Chicago, IL: Aldine. pp. 118–125. 
Hendrix, Cullen. 2017. “Oil Prices and Interstate Conflict.” Conflict Management and Peace 
Science 34 (6): 575–596. 
Hensel, Paul. 1996. “Charting a Course to Conflict: Territorial Issues and Interstate Conflict, 
1816-1992.” Conflict Management and Peace Science 15 (1): 43–74. 
	 352 
														. 2000. “Territory: Theory and Evidence on Geography and Conflict.” In John Vasquez, 
ed., What Do We Know about War?. Lanham, MD: Rowman and Littlefield. pp. 57–84. 
														. 2001. “Contentious Issues and World Politics: The Management of Territorial Claims in 
the America, 1816-1992.” International Studies Quarterly 45 (1): 81–109. 
Hensel, Paul and Sara Mitchell. 2005. “Issue Indivisibility and Territorial Claims.” GeoJournal 
64 (4): 275–285. 
Hensel, Paul, Sara Mitchell, and Thomas Sowers II. 2006. “Conflict Management of Riparian 
Disputes.” Political Geography 25 (4): 383–411. 
Hensel, Paul, Sara Mitchell, Thomas Sowers II, and Clayton Thyne. 2008. “Bones of Contention: 
Comparing Territorial, Maritime, and River Issues.” Journal of Conflict Resolution 52 
(1): 117–143. 
Herz, John. 1950. “Idealist Internationalism and the Security Dilemma.” World Politics 2 (2): 
157–180. 
Hill, Kim and A. Magdalena Hurtado. 1996. Ache Life History: The Ecology and Demography of 
a Foraging People. New York, Hawthorne: Aldine de Gruyter. 
Hill, Kim, A. Magdalena Hurtado, and Robert Walker. 2007. “High Adult Mortality Among 
Hiwi Hunter-Gatherers: Implications for Human Evolution.” Journal of Human Evolution 
52 (4): 443–454. 
Hill, Kim, Robert Walker, Miran Božičević, James Eder, Thomas Headland, Barry Hewlett, A. 
Magdalena Hurtado, Frank Marlowe, Polly Wiessner, and Brian Wood. 2011. “Co-
Residence Patterns in Hunter-Gatherer Societies Show Unique Human Social Structure.” 
Science 331 (6022): 1286–1289. 
	 353 
Hiraiwa-Hasegawa, Mariko, Toshika Hasegawa, and Toshisada Nishida. 1984. “Demographic 
Study of a Large-Sized Unit Group of Chimpanzees in the Mahale Mountains, Tanzania: 
A Preliminary Report.” Primates 25 (4): 401–413. 
Hobsbawm, Eric. 1990. Nations and Nationalism Since 1780: Programme, Myth, Reality. 
Cambridge, UK: Cambridge University Press. 
Hölldobler, Bert and Charles Lumsden. 1980. “Territorial Strategies in Ants.” Science 210 
(4471): 732–739. 
Holliday, Robin. 1996. “The Evolution of Human Longevity.” Perspectives in Biology and 
Medicine 40 (1): 100–107. 
														. 2005. “Evolution of Human Longevity, Population Pressure and the Origins of 
Warfare.” Biogerontology 6 (5): 363–368. 
Horn, Henry. 1968. “The Adaptive Significance of Colonial Nesting in the Brewer Blackbird 
(Euphagus cyanocephalus).” Ecology 49 (4): 682–694. 
Horowitz, Michael, Rose McDermott, and Allan Stam. 2005. “Leader Age, Regime Type, and 
Violent International Relations.” Journal of Conflict Resolution 49 (5): 661–685. 
Hudson, Valerie. 2005. “Foreign Policy Analysis: Actor-Specific Theory and the Ground of 
International Relations.” Foreign Policy Analysis 1 (1): 1–30. 
Hurtado, A. Magdalena., Ines Hurtado, and Kim Hill. 2003. “Public Health and Adaptive 
Immunity Among Natives of South America.” In Francisco Salzano and A. Magdalena 
Hurtado, eds., Lost Paradises and the Ethics of Research and Publication. New York, 
NY: Oxford University Press. pp. 164–192. 
Hutchison, Marc and Douglas Gibler. 2007. “Political Tolerance and Territorial Threat: A Cross-
national Study.” Journal of Politics 69 (1): 128–142. 
	 354 
Huth, Paul. 1996. Standing Your Ground. Ann Arbor, MI: University of Michigan Press. 
Immelmann, Klaus and Colin Beer. 1989. A Dictionary of Ethology. Cambridge, MA: Harvard 
University Press. 
James, Patrick and John Oneal. 1991. “The Influence of Domestic and International Politics on 
the President’s Use of Force.” Journal of Conflict Resolution 35 (2): 307–332. 
Jervis, Robert. 1978. “Cooperation Under the Security Dilemma.” World Politics 30 (2) 167–
214. 
Johnson, Dominic and James Fowler. 2011. “The Evolution of Overconfidence.” Nature 477 
(7364): 317–320. 
Johnson, Dominic and Monica Duffy Toft. 2014. “Grounds for War: The Evolution of Territorial 
Conflict.” International Security 38 (3): 7–38. 
Johnson, Dominic and Niall MacKay. 2015. “Fight the Power: Lanchester’s Laws of Combat in 
Human Evolution.” Evolution and Human Behavior 36 (2): 152–163. 
Johnson, Dominic, Rose McDermott, Emily Barrett, Jonathan Cowden, Richard Wrangham, 
Matthew McIntyre, and Stephen Rosen. 2006. “Overconfidence in Wargames: 
Experimental Evidence on Expectations, Aggression, Gender, and Testosterone.” 
Proceedings: Biological Sciences 273 (1600): 2513–2520. 
Jones, Owen and Sarah Brosnan. 2008. “An Evolutionary Perspective on the Endowment 
Effect.” William and Mary Law Review 49: 1935–1990. 
Kahneman, Daniel, Jack Knetsch, and Richard Thaler. 1990. “Experimental Tests of the 
Endowment Effect and the Coase Theorem.” Journal of Political Economy 98 (6): 1325–
1348. 
	 355 
Kanazawa, Satoshi. 2009. “Evolutionary Psychological Foundations of Civil War.” Journal of 
Peace Research 71 (1): 25–34. 
Keeley, Lawrence. 1988. “Hunter-Gatherer Economic Complexity and ‘Population Pressure’: A 
Cross-Cultural Analysis.” Journal of Anthropological Archaeology 7 (4): 373–411. 
														. 1996. War Before Civilization. New York, NY: Oxford University Press. 
Kelly, Robert. 2013. The Foraging Spectrum: Diversity in Hunter-Gatherer Lifeways, Second 
Edition. New York, NY: Cambridge University Press. 
Key, Catherine and Caroline Ross. 1999. “Sex Differences in Energy Expenditure in Non-
Human Primates.” Proceedings of the Royal Society of London B 266 (1437): 2479–2485. 
Kim, Inwook and Jackson Woods. 2016. “Gas on the Fire: Great Power Alliances and Petrostate 
Aggression.” International Studies Perspectives 17 (3): 231–249. 
Kim, Woosang. 1991. “Alliance Transitions and Great Power War.” American Journal of 
Political Science 35 (4): 833–850. 
														. 1996. “Power Parity, Alliance, and War from 1648 to 1975.” In Jacek Kugler and 
Douglas Lemke, eds., Parity and War: Evaluations and Extensions of The War Ledger. 
Ann Arbor, MI: University of Michigan Press. pp. 93–105. 
Kimber, Richard. 1990. “Hunter-Gatherer Demography: The Recent Past in Central Australia.” 
In Betty Meehand and Neville White, eds., Hunter-Gatherer Demography. Sydney, 
Australia: University of Sydney Press. pp. 160–170. 
Kocs, Stephen. 1995. “Territorial Disputes and Interstate War, 1945-1987.” Journal of Politics 
57 (1): 159–175. 
Kundzewicz, Zbigniew and Piotr Kowalczak. 2009. “The Potential for Water Conflict is on the 
Increase.” Nature 459 (7243): 282–283. 
	 356 
Kurzban, Robert. 2002. “Alas Poor Evolutionary Psychology: Unfairly Accused, Unjustly 
Condemned.” The Human Nature Review 2: 99–109. 
Lai, Brian and Dan Slater. 2006. “Institutions of the Offensive: Domestic Sources of Dispute 
Initiation in Authoritarian Regimes, 1950-1992.” American Journal of Political Science 
50 (1): 113–126. 
Lamark, Jean-Baptiste. 1809. Zoological Philosophy: Exposition with Regard to the Natural 
History of Animals. France: Museum d’Histoire Naturelle. 
Lanchester, Frederick. 1916. Aircraft in Warfare: The Dawn of the Fourth Arm. London, UK: 
Constable and Co. 
Laupacis, Andreas, David Sackett, and Robin Roberts. 1988. “An Assessment of Clinically 
Useful Measures of the Consequences of Treatment.” The New England Journal of 
Medicine 318 (26): 1728–1733. 
Laws, Richard. 1956. “The Elephant Seal (Mirounga Leonia Linn.): II. General, Social and 
Reproductive Behavior.” London, UK: Falkland Island Dependencies Survey Scientific 
Reports, 13. 
LeBlanc, Steven and Katherine Register. 2003. Constant Battles: The Myth of the Peaceful, 
Noble Savage. New York, NY: St. Martin’s Press. 
Le Boeuf, Burney and Joanne Reiter. 1988. “Lifetime Reproductive Success in Northern 
Elephant Seals.” In Tim Clutton-Brock, ed., Reproductive Success: Studies of Individual 
Variation in Contrasting Breeding Systems. Chicago, IL: University of Chicago Press, 
pp. 344–362. 
	 357 
Lee, Phyllis and Marc Hauser. 1998. “Long-Term Consequences of changes in territory quality 
on Feeding and Reproductive Strategies of Vervet Monkeys.” Journal of Animal Ecology 
67 (3): 347–358. 
Levy, Jack. 1984. “The Offensive/Defensive Balance of Military Technology. A Theoretical and 
Historical Analysis.” International Studies Quarterly 28 (2): 219–238. 
Levy, Jack. 1993. “The Diversionary Theory of War: A Critique.” In Manus Midlarsky, ed., 
Handbook of War Studies. Ann Arbor, MI: University of Michigan Press. pp. 259–288. 
Lewis, Bernard. 1975. History: Remembered, Recovered, Invented. Princeton, NJ: Princeton 
University Press. 
Liddle, James, Todd Shackelford, and Viviana Weekes-Shackelford. 2012. “Evolutionary 
Perspectives on Violence, Homicide, and War.” In Todd Shackelford and Viviana 
Weekes-Shackelford, eds., The Oxford Handbook of Evolutionary Perspectives on 
Violence, Homicide, and War. Oxford, UK: University of Oxford Press. pp. 3–22. 
Lieber, Keir. 2000. “Grasping the Technological Peace: The Offense-Defense Balance and 
International Security.” International Security 25 (1): 71–104. 
Lindenfors, Patrik. 2002. “Sexually Antagonistic Selection on Primate Size.” Journal of 
Evolutionary Biology 15 (4): 595–607. 
Lopez, Anthony. 2010. “Evolution, Coalitional Psychology, and War.” In Rose McDermott and 
Peter Hatemi, eds., Biology and Security. H-Diplo. ISSF Roundtable 1 (1). pp. 35–52. 
														. 2012. The Risk Contract of War: Offense and Defense in the Adapted Mind (Doctoral 
Dissertation). Retrieved from 
<https://repository.library.brown.edu/studio/item/bdr:297727/PDF/>. 
	 358 
Lopez, Anthony and Rose McDermott. 2012. “Adaptation, Heritability, and the Emergence of 
Evolutionary Political Science.” Political Psychology 33 (3): 343–362. 
Lopez, Anthony, Rose McDermott, and Michael Petersen. 2011. “States in Mind: Evolution, 
Coalitional Psychology, and International Politics.” International Security 36 (2): 48–83. 
Lorenz, Konrad. 1966. On Aggression. London, UK: Methuen. 
Low, Richard. 1971. “Interspecific Territoriality in a Pomacentrid Reef Fish, Pomacentrus 
Flavicauda Whitley.” Ecology 52 (4): 648–654. 
MacKay Niall and Christopher Price. 2011. “Safety in Numbers: Ideas of Concentration in Royal 
Air Force Fighter Defence from Lanchester to the Battle of Britain.” History 96 (323): 
304–325. 
Mager III, John, Charles Walcott, and Walter Piper. 2007. “Male Common Loons, Gavia immer, 
Communicate Body Mass and Condition Through Dominant Frequencies of Territorial 
Vodels.” Animal Behaviour 73 (4): 683–690. 
Mandel, Robert. 1980. “Roots of the Modern Interstate Border Dispute.” Journal of Conflict 
Resolution 24 (3): 427–454. 
Manson, Joseph and Richard Wrangham. 1991. “Intergroup Aggression in Chimpanzees and 
Humans.” Current Anthropology 32 (4): 369–390. 
Maoz, Zeev and Nasrin Abdolali. 1989. “Regime Types and International Conflict, 1816-1976.” 
Journal of Conflict Resolution 33 (1): 3–35. 
Marean, Curtis. 1989. “Sabertooth Cats and their Relevance for Early Hominid Diet and 
Evolution.” Journal of Human Evolution 18 (6): 559–558. 
Marks, Isaac.1987. Fears, Phobias, and Rituals. New York, NY: Oxford University Press. 
	 359 
Marlow, Frank. 2010. The Hadza: Hunter-Gatherers of Tanzania. Berkley, CA: University of 
California Press. 
Marsh, Helene, A.N.M. Harris, and Ivan Lawler. 1997. “The Sustainability of the Indigenous 
Dugong Fishery in Torres Strait, Australia/Papua New Guinea.” Conservation Biology 11 
(6): 1375–1386. 
Martin, Debra and Ryan Harrod. 2015. “Bioarchaeological Contribution to the Study of 
Violence.” American Journal of Physical Anthropology 156 (S59): 116–145. 
Maslow, Abraham. 1954. “The Instinctoid Nature of Basic Needs.” Journal of Personality 22 
(3): 326–347. 
Maynard Smith, John. 1993. The Theory of Evolution. Cambridge, UK: Cambridge University 
Press. 
Maynard Smith, John and George Price. 1973. “The Logic of Animal Conflict.” Nature 246 
(5427): 15–18. 
Mayr, Ernst. 1978. “Evolution.” Scientific American 239 (3): 39-47. 
														. 1983. “How to Carry Out the Adaptationist Program?” The American Naturalist 121 
(3): 324–334. 
McCartney, Peter and James Helmer. 1989. “Marine and Terrestrial Mammals in High Arctic 
Paleoeconomy.” Archaeozoologia 3 (1-2): 143–160. 
McClellan, James and Harrold Dorn. 2006. Science and Technology in World History: An 
Introduction, 2nd ed. Baltimore, MD: John Hopkins University Press. 
McDermott, Rose and Jonathan Cowden. 2001. “The Effects of Uncertainty and Sex in a Crisis 
Simulation Game.” International Interactions 27 (4): 353–380. 
	 360 
McDermott, Rose, Chris Dawes, Elizabeth Prom-Wormley, Lindon Eaves, and Peter Hatemi. 
2013. “MAOA and Aggression: A Gene-Environment Interaction in Two Populations.” 
Journal of Conflict Resolution 57 (6): 1043–1064. 
McDermott, Rose, Dominic Johnson, Jonathan Cowden, and Stephen Rose. 2007. “Testosterone 
and Aggression in a Simulated Crisis Game.” The Annals of the American Academy of 
Political and Social Science 614 (1): 15–33. 
McDougall, Ian, Francis Brown, and John Fleagle. 2005. “Stratigraphic Placement and Age of 
Modern Humans from Kibish, Ethiopia.” Nature 433 (7027): 733–736. 
Mead, Margaret. 1940. “Warfare Is Only an Invention—Not a Biological Necessity.” Asia XL: 
402–405. 
Mearsheimer, John. 2001. The Tragedy of Great Power Politics. New York, NY: W.W. Norton. 
Mech, L. David. 1994. “Buffer Zone of Territories of Gray Wolves as Regions of Intraspecfic 
Strife.” Journal of Mammalogy 75 (1): 199–202. 
Medawar, Peter. 1959. “The Future of Man.” The BBC Reith Lectures. London, UK: Methuen. 
Meindl, Richard. 1992. “Human Populations Before Agriculture.” The Cambridge Encyclopedia 
of Human Evolution. Cambridge, UK: Cambridge University Press. pp. 406–410. 
Miller, Steven. 2015. “Individual-Level Expectations of Executive Authority Under Territorial 
Threat.” Forthcoming at Conflict Management and Peace Science. 
Milton, Katharine. 1980. The Foraging Strategy of Howler Monkeys: A Study in Primate 
Economics. New York, NY: Columbia University Press. 
Mitani, John, David Watts, and Sylvia Amsler. 2010. “Lethal Intergroup Aggression Leads to 
Territorial Expansion in Wild Chimpanzees.” Current Biology 20 (12): 507–508. 
	 361 
Mitchell, Gregory, Philip Tetlock, Daniel Newman, and Jennifer Lerner. 2003. “Experiments 
Behind the Veil: Structural Influences on Judgments of Social Justice.” Political 
Psychology 24 (3): 519–547. 
Mitchell, Sara and Brandon Prins. 1999. “Beyond Territorial Contiguity: Issues at Stake in 
Democratic Militarized Interstate Disputes.” International Studies Quarterly 43 (1): 169–
183. 
Mitchell, Sara and Brandon Prins. 2004. “Rivalry and Diversionary Uses of Force.” Journal of 
Conflict Resolution 48 (6): 937–961. 
Mitchell, Sara and Clayton Thyne. 2010. “Contentious Issues as Opportunities for Diversionary 
Behavior.” Conflict Management and Peace Science 27 (5): 461–485. 
Montagu, Ashley. 1968. Man and Aggression. New York, NY: Oxford University Press. 
Morgenthau, Hans. 1985. The Struggle for Power and Peace. Revised by Kenneth Thompson. 
New York, NY: Knopf. 
Most, Benjamin and Harvey Starr. 1989. Inquiry, Logic and International Politics. Columbia, 
SC: University of South Carolina Press. 
Moul, William. 1988. “Balance of Power and the Escalation of Serious Disputes among 
European Great Powers, 1815-1939: Some Evidence.” American Journal of Political 
Science 32 (2): 241–275. 
Mousseau, Michael. 2009. “The Social Market Roots of Democratic Peace.” International 
Security 33 (4): 52-86. 
National Highway Traffic Safety Administration. 2016. “Fatality Analysis Reporting System.” 
Accessed from: <http://www-fars.nhtsa.dot.gov/Main/index.aspx>. 
	 362 
National Institute of Diabetes and Digestive and Kidney Diseases. 2016. “Overweight and 
Obesity Statistics.” National Institute for Health. Accessed from: 	
<https://www.niddk.nih.gov/health-information/health-statistics/Pages/overweight-
obesity-statistics.aspx>. 
Nishida, Toshisada. 1991. “Comments to Manson and Wrangham: Intergroup Aggression in 
Chimpanzees and Humans.” Current Anthropology 32 (4): 381–382. 
North Greenland Ice Core Members. 2004. “High-Resolution Record of Northern Hemisphere 
Climate Extending into the Last Interglacial Period.” Nature 431 (7005): 147–151. 
Nunn, Charles. 2000. “Collective Benefits, Free-Riders, and Male Extra-Group Conflict.” In 
Peter Kappeler, ed., Primate Males: Causes and Consequences of Variation in Group 
Composition. Cambridge, UK: Cambridge University Press. pp. 192–204. 
Öhman, Arne and Mineka, Susan. 2001. “Fears, Phobias, and Preparedness: Toward an Evolved 
Module of Fear and Fear Learning.” Psychological Review 108 (2): 483–522. 
Oneal, John and Bruce Russett. 1997. “The Classical Liberals Were Right: Democracy, 
Interdependence, and Conflict, 1950–1985.” International Studies Quarterly 41 (2): 267–
293. 
              . 1999a. “Assessing the Liberal Peace with Alternative Specifications: Trade Still 
Reduces Conflict.” Journal of Peace Research 36 (4): 423–442. 
              . 1999b. “The Kantian Peace: The Pacific Benefits of Democracy, Interdependence, and 
International Organization, 1885–1992.” World Politics 52 (1): 1–37. 
Oneal, John and James Lee Ray. 1997. “New Tests of the Democratic Peace: Controlling for 
Economic Interdependence, 1950–85.” Political Research Quarterly 50 (4): 751–775. 
	 363 
Oppenheimer, Clive. 2002. “Limited Global Change Due to Largest Known Quaternary 
Eruption, Toba ≈74 kyr BP?” Quaternary Science Reviews 21 (14-15): 1593–1609. 
Oppenheimer, Stephen. 2004. The Real Eve: Modern Man's Journey Out of Africa. New York, 
NY: Carroll & Graf. 
Organski, Abramo. 1968. World Politics. New York, NY: Knopf. 
Organski, Abramo and Jacek Kugler. 1980. The War Ledge. Chicago, IL: The University of 
Chicago Press. 
Otterbein, Keith. 1997. “The Origins of War.” Critical Review: A Journal of Politics and Society 
11 (2): 251–277. 
Overdorff, Deborah. 1993. “Similarities, Differences and Seasonal Patterns in the diet of 
Eulemur rubriventer and Eulemur fulvus rufus in the Ranomafana National Park, 
Madagascar.” International Journal of Primatology 14 (5): 721–753. 
Owen-Smith, Norman. 1987. “Pleistocene Extinctions: The Pivotal Role of Megaherbivores.” 
Paleobiology 13 (3): 351–362. 
Owens, Lawrence. 2007. “Craniofacial Trauma in the Prehispanic Canary Islands.” International 
Journal of Osteoarchaeology 17 (5): 465–478. 
Paine, Robert, Domenico Mancinelli, M. Ruggieri, and Alfredo Coppa. 2007. “Cranial Trauma 
in Iron Age Samnite Agriculturists, Alfedena, Italy: Implications for Biocultural and 
Economic Stress.” American Journal of Physical Anthropology 132 (1): 48–58. 
Palmer, Glenn, Vito D’Orazio, Michael Kenwick, and Matthew Lane. 2015. “The MID4 Data 
Set: Procedures, Coding Rules, and Description.” Conflict Management and Peace 
Science 32 (2): 222–242. 
	 364 
Pandit, Sagar, Gauri Pradhan, Hennadii Balashov, and Carel Van Schaik. 2016. “The Conditions 
Favoring Between-Community Raiding in Chimpanzees, Bonobos, and Human 
Foragers.” Human Nature 27 (2): 141–159. 
Pape, Robert. 2003. “The Strategic Logic of Suicide Terrorism.” American Political Science 
Review 97 (3): 343–361. 
														. 2005. Dying to Win: The Strategic Logic of Suicide Terrorism. New York: Random 
House. 
														. 2006. Dying to Win: Why Suicide Terrorists do it. London, UK: Gibson Square Books. 
Parker, Geoff. 1974. “Assessment Strategy and the Evolution of Fighting Behaviour.” Journal of 
Theoretical Biology 47 (1): 223–243. 
Peceny, Mark and Carolne Beer. 2003. “Peaceful Parties and Puzzling Personalists.” American 
Political Science Review 97 (2): 339–342. 
Peceny, Mark and Christopher Butler. 2004. “The Conflict Behavior of Authoritarian Regimes.” 
International Politics 41 (4): 565–581. 
Petersen, Michael. 2010. “Towards a Folk Psychology of Security: Insights from Evolutionary 
Psychology?” In Rose McDermott and Peter Hatemi, eds., Biology and Security. H-
Diplo. ISSF Roundtable 1 (1). pp. 57–63. 
Peterson, Larry, Gerald Haug, Konrad Hughen, and Ursula Röhl. 2000. “Rapid Changes in the 
Hydrologic Cycle of the Tropical Atlantic During the Last Glacial.” Science 290 (5498): 
1947–1951. 
Petraglia, Michael, Ravi Korisettar, Nicole Boivin, Christopher Clarkson, Peter Ditchfield, Sacha 
Jones, Jinu Koshy, Marta Lahr, Clive Oppenheimer, David Pyle, Richard Roberts, Jean-
Luc Schwenninger, Lee Arnold, and Kevin White. 2009. “Middle Paleolithic 
	 365 
Assemblages from the Indian Subcontinent Before and After the Toba Super-Eruption.” 
Science 317 (5834): 114–116. 
Pew Research Center. 2010. “The Return of the Multi-Generational Family Household.” Pew 
Research Center. Accessed from: <	http://assets.pewresearch.org/wp-
content/uploads/sites/3/2010/10/752-multi-generational-families.pdf>. 
Pickering, Jeffrey and Emizet Kisangani. 2005. “Democracy and Diversionary Military 
Intervention: Reassessing Regime Type and the Diversionary Hypothesis.” International 
Studies Quarterly 49 (1): 23–44. 
Plavcan, Michael. 2012. “Sexual Size Dimorphism, Canine Dimorphism, and Male-Male 
Competition in Primates: Where Do Humans Fit In?” Human Nature 23 (1): 45–67. 
Plotkin, Henry. 2004 Evolutionary Thought in Psychology: A Brief History. Malden, MA: Wiley-
Blackwell. 
Population Reference Bureau. 2016. 2016 World Population Data Sheet. Washington, DC. 
Accessed from: <http://www.prb.org/pdf16/prb-wpds2016-web-2016.pdf>. 
Potts, Richard. 1996. “Evolution and Climate Variability.” Science 273 (5277): 922–923. 
Price, Michael, Jinsheng Kang, James Dunn, and Sian Hopkins. 2011. “Muscularity and 
Attractiveness as Predictors of Human Egalitarianism.” Personality and Individual 
Differences 50 (5): 636–640. 
Price, Michael, Leda Cosmides, and John Tooby. 2002. “Punitive Sentiment as an Anti-Free 
Rider Psychological Device.” Evolution and Human Behavior 23 (3): 203–231. 
Proctor, Darby and Sarah Brosnan. 2011. “Political Primates: What Other Primates Can Tell Us 
about the Evolutionary Roots of Our Own Behavior.” In Peter Hatemi and Rose 
McDermott, eds., Man is by Nature a Political Animal. Chicago, IL: University of 
Chicago Press. pp. 47–71. 
	 366 
Pruetz, Jill and Pace Bertolani. 2009. “Chimpanzee (Pan troglodytes verus) Behavioral 
Responses to Stresses Associated With Living in a Savanna-Mosaic Environment: 
Implications for Hominin Adaptations to Open Habitats.” PaleoAnthropology 252–262. 
Putnam, Robert. 1988. “Diplomacy and Domestic Politics: The Logic of Two-Level 
Games.” International Organization 42 (3): 427–460. 
Puts, David. 2010. “Beauty and the Beast: Mechanisms of Sexual Selection in Humans.” 
Evolution and Human Behavior 31 (3): 157–175. 
Quackenbush, Stephen and Michael Rudy. 2009. “Evaluating the Monadic Democratic Peace.” 
Conflict Management and Peace Science 26 (3): 268–285. 
Quester, George. 1977. Offense and Defense in the International System. New York, NY: John 
Wiley. 
Rahmstorf, Stefan. 2003. “Time of Abrupt Climate Change: A Precise Clock.” Geophysical 
Research Letters 30 (10): 17-1–17-4. 
Raleigh, Clionadh, Adrew Linke, Håvard Hegre, and Joakim Karlsen. 2010. “Introducing 
ACLED: An Armed Conflict Location and Event Dataset.” Journal of Peace Research 47 
(5): 651–660. 
Ralls, Katherine. 1976. “Mammals in Which Females are Larger Than Males.” Quarterly Review 
of Biology 51 (2): 245–276. 
Ramankutty, Navin, Amato Evan, Chad Monfreda, and Jonathan Foley. 2008. “Farming the 
Planet: 1. Geographic Distribution of Global Agricultural Lands in the Year 2000.” 
Global Biogeochemical Cycles 22 (1): 1–19. 
Rampino, Michael and Stephen Self. 1992. “Volcanic Winter and Accelerated Glaciation 
following the Toba Super-eruption.” Nature 359 (6390): 50–52.  
	 367 
Redford, Kent. 1992. “The Empty Forest.” BioScience 42 (6): 412–422. 
Reiter, Dan and Allan Stam. 2003. “Identifying the Culprit: Democracy, Dictatorship, and 
Dispute Initiation.” American Political Science Review 97 (2): 333–337. 
Reiser, Benjamin and David Faraggi. 1999. “Confidence Intervals for the Overlapping 
Coefficient: The Normal Equal Variance Case.” Journal of the Royal Statistical Society 
48 (3): 413–418. 
Richerson, Peter, Robert Boyd, and Robert Bettinger. 2001. “Was Agriculture Impossible during 
the Pleistocene but Mandatory during the Holocene? A Climate Change Hypothesis.” 
American Antiquity 66 (3): 387–411. 
Ritter, Dominik and Mike Eslea. 2005. “Hot Sauce, Toy Guns, and Graffiti: A Critical Account 
of Current Laboratory Aggression Paradigms.” Aggressive Behavior 31 (5): 407–419. 
Robock, Alan, Caspar Ammann, Luke Oman, Drew Shindell, Samuel Levis, and Georgiy 
Stenchikov. 2009. “Did the Toba Volcanic Eruption of ~74 ka B.P. Produce Widespread 
Glaciation?” Journal of Geophysical Research 114 (D10): 1–9. 
Robyn, Richard. 2005. “Supranational Identity Emerging in France: Nationalism Submergent.” 
In Richard Robyn, ed., The Changing Face of European Identity: A Seven-Nation Study 
of (Supra)National Attachments. New York, NY: Routledge. pp. 91–114. 
Rose, Hilary. 2001. “Colonizing the Social Sciences.” In Hilary Rose and Steven Rose, eds., 
Alas, Poor Darwin: Arguments against Evolutionary Psychology. New York, NY: 
Harmony Books. pp. 127–153. 
Rosman, Abraham and Paula Rubel. 1971. Feasting with the Enemy: Rank and Exchange Among 
Northwest Coast Societies. New York, NY: Columbia University Press. 
	 368 
Ross, Michael. 1999. “The Political Economy lf the Resource Curse.” World Politics 51 (2): 
297–322. 
														. 2001. “Does Oil Hinder Democracy?” World Politics 53 (3): 325–361. 
														. 2004. “What Do We Know about Natural Resources and Civil War?” Journal of Peace 
Research 41 (3): 337–356. 
														. 2015. “What Have We Learned about the Resource Curse?” Annual Review of Political 
Science 18: 239–259. 
Rubenstein, Daniel and Mace Hack. 1992. “Horse Signals: The Sounds and Scents of Fury.” 
Evolutionary Ecology 6 (3): 254–260. 
Russett, Bruce. 1990. “Economic Decline, Electoral Pressure,a nd the Initiation of International 
Conflict.” In Charles Gochman and Alan Sabrosky, eds., The Prisoners of War. 
Lexington, MA: D.C. Heath. pp. 123–140. 
Sachs, Jeffrey and Andrew Warner. 1995. “Natural Resource Abundance and Economic 
Growth.” NBER Working Paper (5398). Accessed from: 
<http://www.nber.org/papers/w5398.pdf> 
Sarkees, Meredith and Frank Wayman. 2010. Resort to War: 1816 - 2007. Washington, DC: CQ 
Press. 
Sauer, Carl. 1952. Agricultural Origins and Dispersals. Cambridge, MA: MIT Press. 
Savelle, James and Arthur Dyke. 2002. “Variability in Palaeoeskimo Occupation on South-
Western Victoria Island, Arctic Canada: Causes and Consequences.” World Archeology 
33 (3): 508–522. 
	 369 
Schultz, Kenneth. 1999. “Do Democratic Institutions Constrain or Inform? Contrasting Two 
Institutional Perspectives on Democracy and War.” International Organizations 53 (2): 
233–266. 
Schulz, Michael. 2002. “On the 1470-Year Pacing of Dansgaard-Oeschger Warm Events.” 
Paleoceanography 17 (2): 4-1–4-9. 
Schulz, Harmut, Ulrich von Rad, and Helmut Erienkeuser. 1998. “Correlation between Arabian 
Sea and Greenland Climate Oscillations for the Past 110,000 years.” Nature 393 (6680): 
54–57. 
Sefcek, Jon, Barbara Brumbach, Geneva Vasquez, and Geoffrey Miller. 2007. “The Evolutionary 
Psychology of Human Mate Choice: How Ecology, Genes, Fertility, and Fashion 
Influence Mating Behavior.” Journal of Psychology and Human Sexuality 18 (2-3): 125–
182. 
Self, Stephen and Stephen Blake. 2008. “Consequences of Explosive Supereruptions.” Elements 
4 (1): 41–46. 
Sell, Aaron. 2005. Regulating Welfare Tradeoff Ratios: Three Tests of an Evolutionary-
Computational Model of Human Anger (Doctoral Dissertation). Retrieved from 
<https://pdfs.semanticscholar.org/cf2b/3107715e9ddee7e1839dc3525feefad42fb0.pdf>. 
Sell, Aaron, Gregory Bryant, Leda Cosmides, John Tooby, Daniel Sznycer, Christopher von 
Reuden, Andre Krauss, and Michael Gurven. 2010. “Adaptations in Humans for 
Assessing Physical Strength from the Voice.” Proceedings of the Royal Society B: 
Biological Sciences 277 (1699): 3509–3518. 
	 370 
Sell, Aaron, John Tooby, and Leda Cosmides. 2009. “Formidability and the Logic of Human 
Anger.” Proceedings of the National Academy of Sciences of the United States of 
America 106 (35): 15073–15078. 
Sell, Aaron, Gregory Bryant, Leda Cosmides, John Tooby, Daniel Sznycer, Christopher von 
Rueden, Andre Krauss, and Michael Gurven. 2010. “Adaptations in Humans for 
Assessing Physical Strength from the Voice.” Proceeding of the Royal Society of London 
Series B-Biological Sciences 277 (1699): 3509–3518. 
Sell, Aaron, Leda Cosmides, John Tooby, Daniel Sznycer, Christopher von Rueden, and Michael 
Gurven. 2009. “Human Adaptations for the Visual Assessment of Strength and Fighting 
Ability from the Body and Face.” Proceedings of the Royal Society of London Series B-
Biological Sciences 276 (1656): 575–584. 
Sell, Aaron, Liana Hone, and Nicholas Pound. 2012. “The Importance of Physical Strength to 
Human Males.” Human Nature 23 (1): 30–44. 
Sell, Aaron, Manuel Eisner, and Denis Ribeaud. 2016. “Bargaining Power and Adolescent 
Aggression: The Role of Fighting Ability, Coalitional Strength, and Mate Value.” 
Evolution and Human Behavior 37 (2): 105–116. 
Senese, Paul. 1996. “Geographic Proximity and Issue Salience: Their Effects on the Escalation 
of Militarized Interstate Conflict.” Conflict Management and Peace Science 15 (2): 133–
161. 
Senese, Paul and John Vasquez. 2003. “A Unified Explanation of Territorial Conflict: Testing 
the Impact of Sampling Bias, 1919-1992.” International Studies Quarterly 47 (2): 275–
298. 
	 371 
														. 2005. “Assessing the Steps to War.” British Journal of Political Science 35 (4): 607–
633. 
														. 2008. The Steps to War: An Empirical Study. Princeton, NJ: Princeton University Press. 
Service, Elman. 1962. Primitive Social Organization: An Evolutionary Perspective. New York, 
NY: Random House. 
Shackelford, Todd and Viviana Weekes-Shackelford. 2012. The Oxford Handbook of 
Evolutionary Perspectives on Violence, Homicide, and War. Oxford, UK: Oxford 
University Press. 
Sherrow, Hogan. 2012. “Violence Across Animals and Within Early Hominins.” In Todd 
Shackelford and Viviana Weekes-Shackelford, eds., The Oxford Handbook of 
Evolutionary Perspectives on Violence, Homicide, and War. Oxford, UK: Oxford 
University Press. pp. 23–40. 
Shostack, Marjorie. 1981. Nisa: The Life and Words of a !Kung Woman. Cambridge, MA: 
Harvard University Press. 
Shuster, Stephen and Michael Wade. 2003. Mating Systems and Strategies. Princeton, NJ: 
Princeton University Press. 
Silander, Daniel and Charlotte Wallin. 2005. “Being a Swede in a Transforming Euopean 
Setting: The Structures of an Emerging Swedish Supranational Identity in the Twenty-
First Century.” In Richard Robyn, ed., The Changing Face of European Identity: A 
Seven-Nation Study of (Supra)National Attachments. New York, NY: Routledge. pp. 
207–226. 
Sillero-Zubiri, Claudio and David Macdonald. 1998. “Scent-Marking and Territorial Behavior of 
Ethiopian Wolves Canis simensis.” Journal of Zoology 245 (3): 351–361. 
	 372 
Silverberg, James, and J. Patrick Gray. 1992. Aggression and Peacefulness in Humans and Other 
Primates. New York, NY: Oxford University Press. 
Siverson, Randolph and Michael Tennefoss. 1984. “Power, Alliance, and the Escalation of 
International Conflict, 1815-1965.” American Political Science Review 78 (4): 1057–
1069. 
Smith, Christopher. 1968. “The Adaptive Nature of Social Organization in the Genus of Tree 
Squirrels Tamiascirius.” Ecological Monographs 38 (1): 31–64. 
Smith, Tanya, Paul Tafforeau, Donald Reid, Rainer Grun, Stephen Eggins, Mohamed 
Boutakiout, and Jean-Jacques Hublin. 2007. “Earliest Evidence of Modern Human Life 
History in North African Early Home sapiens.” Proceedings of the National Academy of 
Sciences of the United States of America 104 (15): 6128–6133. 
Smith, Tom, Peter Marsden, Michael Hout, and Jibum Kim. 2015. General Social Surveys, 1972-
2012: Cumulative Codebook. Chicago, IL: National Opinion Research Center. 
Snyder, Glenn. 1984. “The Security Dilemma in Alliance Politics.” World Politics 36 (4): 461–
495. 
Snyder, Jack. 1978. “Rationality at the Brink: The Role of Cognitive Processes in Failures of 
Deterrence.” World Politics 30 (3): 345–365. 
Soares, Pedro, Luca Ermini, Noel Thomson, Maru Mormina, Teresa Rito, Arne Röhl, Antonio 
Salas, Stephen Oppenheimer, Vincent Macaulay, and Martin Richards. “Correcting for 
Purifying Selection: An Improved Human Mitochondrial Molecular Clock.” American 
Journal of Human Genetics 84 (6): 740–759. 
Somit, Albert. 1990. “Humans, Chimps, and Bonobos: The Biological Bases of Aggression, 
War, and Peacemaking (Review Essay).” Journal of Conflict Resolution 34 (3): 553–582. 
	 373 
Stiles, Daniel. 1992. “The Hunter-Gatherer ‘Revisionist’ Debate.” Anthropology Today 8 (2): 
13–17. 
Sundberg, Ralph, and Erik Melander. 2013. “Introducing the UCDP Georeferenced Event 
Dataset.” Journal of Peace Research 50 (4): 523–532. 
Symons, Donald. 1979. The Evolution of Human Sexuality. New York, NY: Oxford University 
Press. 
														. 1992. “On the Use and Misuse of Darwinism in the Study of Human Behavior.” In 
Jerome Barkow, Leda Cosmides, and John Tooby, eds., The Adapted Mind: Evolutionary 
Psychology and the Generation of Culture. Oxford, UK: Oxford University Press. pp. 
137–160. 
Thayer, Bradley. 2000. “Bringing in Darwin: Evolutionary Theory, Darwin, and International 
Politics.” International Security 25 (2): 124–151. 
Thomas, Melissa, Christine Payne-Makrisâ, Andrew Suarez, Neil Tsutsui, and David Holway. 
2006. “When Supercolonies Collide: Territorial Aggression in an Invasive and 
Unicolonial Social Insect.” Molecular Ecology 15 (14): 4303–4315. 
Thorp, Robbin. 1979. “Structural, Behavioral, and Physiological Adaptations of Bees (Apoidea) 
for Collecting Pollen.” Annals of the Missouri Botanical Garden 66 (4): 788–812. 
Tilly, Charles. 1994. “States and Nationalism in Europe 1492- 1992.” Theory and Society 23 (1): 
131–146. 
Tir, Jaroslav. 2009. “Territorial Diversion: Diversionary Theory of War and Territorial Conflict.” 
Journal of Politics 72 (2): 413–425. 
Tir, Jaroslav and Douglas Stinnett. 2012. “Weather Climate Change: Can Institutions Mitigate 
International Water Conflict.” Journal of Peace Research 49 (1): 211–225. 
	 374 
Tir, Jaroslav, Philip Schafer, Paul Diehl, and Gary Goertz. 1998. “Territorial Changes, 1816-
1996: Procedures and Data.” Conflict Management and Peace Science 16 (1): 89–97. 
Toft, Monica Duffy. 2003. “Indivisible Territory, Geographic Concentration, and Ethnic War.” 
Security Studies 12 (2): 82–119. 
Tooby, John and Leda Cosmides. 1988. “The Evolution of War and its Cognitive Foundations.” 
Technical Report, No. 88-1. Santa Barbara: Institute for Evolutionary Studies, University 
of California, Santa Barbara. 
														. 1990. “The Past Explains the Present: Emotional Adaptations and the Structure of 
Ancestral Environments.” Ethology and Sociobiology 11 (4): 375–424. 
														. 1992. “The Psychological Foundations of Culture.” In Jerome Barkow, Leda Cosmides, 
and John Tooby, eds., The Adapted Mind: Evolutionary Psychology and the Generation 
of Culture. New York, NY: Oxford University Press. pp. 19–136. 
														. 2005. “Conceptual Foundations of Evolutionary Psychology.” In David Buss, ed., The 
Handbook of Evolutionary Psychology. Hoboken, NJ: Wiley. pp. 5–67. 
Tooby, John, Leda Cosmides, Aaron Sell, Debra Lieberman, and Daniel Sznycer. 2008. “Internal 
Regulatory Variables and the Design of Human Motivation: A Computational and 
Evolutionary Approach.” In Adnrew Elliot, ed., Handbook of Approach and Avoidance 
Motivation. Mahwah, NJ: Lawrence Erlbaum Associates. pp. 251–271. 
Trivers, Robert. 1972. “Parental Investment and Sexual Selection.” In Bernard Campbell, ed., 
Sexual Selection and the Descent of Man. Chicago, IL: Aldine Publishing. pp. 136–179. 
														. 1985. Social Evolution. Menlo Park, CA: Benjamin/Cummings. 
														. 2000. “The Elements of a Scientific Theory of Self-Deception.” Annals of the New York 
Academy of Sciences 907 (1): 114–131. 
	 375 
														. 2011. The Folly of Fools: The Logic of Deceit and Self-Deception in Human Life. New 
York, NY: Basic Books. 
Ulfelder, Jay. 2007. “Natural-Resource Wealth and the Survival of Autocracy.” Comparative 
Political Studies 40 (8): 995–1018. 
United Nations. “Indigenous Peoples, Indigenous Voices: Factsheet.” United National 
Permanent Forum on Indigenous Issues. Accessed from: 
<http://www.un.org/esa/socdev/unpfii/documents/5session_factsheet1.pdf>. 
van der Dennen, Johan. 1995. The Origin of War: The Evolution of a Male-Coalitional 
Reproductive Strategy. Gronigen, The Netherlands: Origin Press. 
Vasquez, John. 1993. The War Puzzle. Cambridge, UK: Cambridge University Press. 
														. 1995. “Why do Neighbors Fight? Proximity, Interactions, or Territoriality.” Journal of 
Peace Research 32 (3): 277–293. 
														. 2001. “Mapping the Probability of War and Analyzing the Possibility of Peace: The 
Role of Territorial Disputes.” Conflict Management and Peace Science 18 (2): 145–174. 
Vasquez, John and Christopher Leskiw. 2001. “The Origins of War Proneness of Interstate 
Rivalries.” Annual Review of Political Science 4: 295–316. 
Vasquez, John and Marie Henehan. 2001. “Territorial Disputes and the Probability of War, 
1816-1992.” Journal of Peace Research 38 (2): 123–138. 
Vickers, William. 1991. “Hunting Yields and Game Composition Over Ten Years in an Amazon 
Indian Territory.” In John Robinson and Kent Redford, eds. Neotropical Wildlife Use and 
Conservation. Chicago, IL: University of Chicago Press. pp. 53–81. 
	 376 
Vincent, Amanda, Ingrid Ahnesjö, Anders Berglund, Gunilla Rosenqvist. 1992. “Pipefishes and 
Seahorses: Are They All Sex Role Reversed?” Trends in Ecology and Evolution 7 (7): 
237–241. 
Walker, Phillip. 1997. “Wife Beating, Boxing, and Broken Noses: Skeletal Evidence for the 
Cultural Patterning of Violence.” In Debra Martin and David Frayer, eds., Violence and 
Warfare in the Past. London, UK: Gordon and Breach. pp. 145–175. 
Walker, Robert, Kim Hill, Mark Flinn, and Ryan Ellsworth. 2011. “Evolutionary History of 
Hunter-Gatherer Marriage Practices.” PLOS One 6 (4): e19066. Accessed from: 
<http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0019066>. 
Walter, Barbara. 2003. “Explaining the Intractability of Territorial Conflict.” International 
Studies Review 5 (4): 137–153.  
Waltz, Kenneth. 1979. Theory of International Relations. New York, NY: McGrall Hill. 
Wang, Y.J., Henyi Cheng, R. Lawrence Edwards, Zhisheng An, J.Y. Wu, C.-C. Shen, J.A. 
Dorale. 2001. “A High-Resolution Absolute-Dated Late Pleistocene Monsoon Record 
from Hulu Cave, China.” Science 294 (5550): 2345–2348. 
Wauters, Luc and André Dhondt. 1992. “Spacing Behavior of Red Squirrel, Sciurus vulgaris: 
Variation between Habitats and the Sexes.” Animal Behavior 43 (2): 297–311. 
West, Lindy. 2012. “You Can Tell Evolutionary Psychology Isn’t True Because It’s Not True.” 
Jezebel. Accessed from: <	https://jezebel.com/5941433/you-can-tell-evolutionary-
psychology-isnt-true-because-its-not-true>. 
Whallon, Robert. 2006. “Social Networks and Information: Non-“Utilitarian” Mobility Among 
Hunter-Gatherers.” Journal of Anthropological Archaeology 25 (2): 259–270. 
	 377 
Wheller, Gerald. 1910. The Tribe and Intertribal Relations in Australia. London, UK: John 
Murray. 
Whitehouse, David. “When Humans Faced Extinction.” BBC News, 9 June 2003. Accessed 
from: <http://news.bbc.co.uk/2/hi/science/nature/2975862.stm>. 
Williams, George. 1966. Adaptation and Natural Selection: A Critique of Some Current 
Evolutionary Thought. Princeton, NJ: Princeton University Press. 
Williams, Jennifer, Hsien-Yang Liu, and Anne Pusey. 2002. “Cost and Benefits of Grouping for 
Female Chimpanzees at Gombe.” In Christophe Boesch, Gottfried Hohmann, and Linda 
Marchant, eds., Behavioral Diversity in Chimpanzees and Bonobos. Cambridge, UK: 
Cambridge University Press. pp. 192–203. 
Williams, Martin, Stanley Ambrose, Sander van der Kaars, Carsten Ruehlemann, Umesh 
Chattopadhyaya, Jagannath Pal, and Parth Chauhan. 2009. “Environmental Impact of the 
73 ka Toba Super-Eruption in South Asia.” Palaeogeography, Palaeoclimatology, and 
Palaeoecology 284 (3-4): 295–314. 
Williams, Michael. 2003. Deforesting the Earth: From Prehistory to Global Crisis. Chicago, IL: 
University of Chicago Press. 
Willems, Erik, Barbara Hellriegel, and Carel van Schaik. 2013. “The Collective Action Problem 
in Primate Territory Economics.” Proceedings of the Royal Society of London B: 
Biological Sciences 280 (1759): 1–7. 
Wilson, Edward. 1975. Sociobiology: The New Synthesis. Cambridge, MA: Belknap Press. 
														. 1978. On Human Nature. Cambridge, MA: Harvard University Press. 
Wilson, Margo and Martin Daly. 1992. “The Man who Mistook his Wife for a Chattel.” In 
Jerome Barkow, Leda Cosmides, and John Tooby, eds., The Adapted Mind: Evolutionary 
	 378 
Psychology and the Generation of Culture. New York, NY: Oxford University Press. pp. 
289–322. 
Wilson, Michael and Richard Wrangham. 2003. “Intergroup Relations in Chimpanzees.” Annual 
Review of Anthropology 32: 363–392. 
Wilson, Michael, Christophe Boesch, Barbara Fruth, Takeshi Furuichi, Ian Gilby, Chie 
Hashimoto, Catherine Hobaiter, Gottfried Hohmann, Noriko Itoh, Kathelijne Koops, Julia 
Lloyd, Tetsuro Matsuzawa, John Mitani, Deus Mjungu, David Morgan, Martin Muller, 
Roger Mundry, Michio Nakamura, Jill Pruetz, Anne Pusey, Julia Riedel, Crickette Sanz, 
Anne Schel, Nicole Simmons, Michel Waller, David Watts, Frances White, Roman 
Wittig, Klaus Zuberbuhler, and Richard Wrangham. 2014. “Lethal Aggression in Pan is 
Better Explained by Adaptive Strategies than Human Impacts.” Nature 513 (7518): 414–
417. 
Wilson, Michael, Marc Hauser, and Richard Wrangham. 2001. “Does Participation in Intergroup 
Conflict Depend on Numerical Assessment, Range Location, or Rank for Wild 
Chimpanzees?” Animal Behavior 61 (6): 1203–1216. 
Wilson, Woodrow. Wilson’s Fourteen Points. Speech. January 8, 1918. 
Winterhalder, Bruce and Flora Lu. 1997. “A Forager-Resource Population Ecology Model and 
Implication for Indigenous Conservation.” Conservation Biology 11 (6): 1354–1364. 
Wolf, Aaron. 1999. “The Transboundary Freshwater Dispute Database Project.” Water 
International 24 (2): 160–163. 
Wolfers, Arnold. 1962. Discord and Collaboration: Essays on International Politics. Baltimore, 
MD: The Johns Hopkins Press. 
	 379 
World Bank. 2009. World Development Report 2009: Reshaping Economic Geography. 
Washington, DC: The World Bank. 
World Values Survey. 2015. World Values Survey 1981-2014 Longitudinal Aggregate 
v.20150418. World Values Survey Association (www.worldvaluessurvey.org). Aggregate 
File Producer: JDSystems Data Archive, Madrid Spain. 
Wrangham, Richard. 1999a. “Evolutionary of Coalitionary Killing.” American Journal of 
Physical Anthropology 42 (S29): 1–30. 
														. 1999b. “Is Military Incompetence Adaptive?” Evolution and Human Behavior 20 (1): 
3–17. 
Wrangham, Richard, and Dale Peterson. 1996. Demonic Males: Apes and the Origins of Human 
Violence. Boston, MA: Houghton Mifflin. 
Wrangham, Richard and Luke Glowacki. 2012. “Intergroup Aggression in Chimpanzees and 
War in Nomadic Hunter-Gathers.” Human Nature 23 (1): 5–29. 
Wrangham, Richard, Michael Wilson, and Martin Muller. 2006. “Comparative Rates of Violence 
in Chimpanzees and Humans.” Primates 47 (1): 14–26. 
Wright, Joseph, Erica Frantz, and Barbara Geddes. 2015. “Oil and Autocratic Regime Survival.” 
British Journal of Political Science 45 (2): 287–306. 
Wright, Quincy. 1965. A Study of War. Chicago, IL: University of Chicago Press. 
Wright, Robert. 1995. The Moral Animal: Evolutionary Psychology and Everyday Life. New 
York, NY: Vintage Books. 
Wright, Thorin and Paul Diehl. 2016. “Unpacking Territorial Disputes: Domestic Political 
Influences and War.” Journal of Conflict Resolution 60 (4): 645–669. 
	 380 
Yoffe, Shira, Greg Fiske, Mark Giordano, Meredith Giordano, Kelli Larson, Kerstin Stahl, and 
Aaron Wolf. 2004. “Geography of International Water Conflicts and Cooperation: Data 
Sets and Applications.” Water Resources Research 40 (5): 1–12. 
Zielinski, G.A., Paul Mayewski, L.D. Meeker, S. Whitlow, M.S. Twickler, and K. Taylor. 1996. 
“Potential Atmospheric Impact of the Toba Mega-Eruption ~71,000 Years Ago.” 
Geophysical Research Letters 23 (8): 837–840. 
Zou, Yawen. 2014. “Charles Darwin’s Theory of Pangenesis.” The Embryo Project at Arizona 







APPENDIX A: TERRITORIAL AND NON-TERRITORIAL VIGNETTES 
 
Personal Territory Vignette 
As you may know, burglaries and home invasions are relatively common in Champaign-
Urbana. In fact, according to the Champaign News Gazette, in the last year alone there 
has been a 75% increase in these types of crimes. Imagine that the police have just 
notified you that there has been a break-in at your home. The perpetrators have not been 
caught and they managed to steal $1,000 worth of your money and property. 
 
Personal Non-Territory Vignette 
As you may know, bank accounts are frequently compromised in Champaign-Urbana. In 
fact, according to the Champaign News Gazette, in the last year alone there has been a 
75% increase in these types of crimes. Imagine that the police have just notified you that 
your bank account has been hacked. The perpetrators have not been caught and they 




State-Based Territory Vignette (v1) 
As you may have heard, tensions have been rising recently between the US and Canada 
regarding a piece of disputed territory in the Beaufort Sea. In fact, the dispute has become 
so heated that both countries have mobilized troops in the area. The passage below comes 
from New York Times reporter Ian Austen: 
 
“The border between the US and Canada, known as the International Boundary, is 
commonly referred to as the world’s longest undefended border. Although the two 
countries have disagreed in the past over the exact placement of certain parts of the 
International Boundary, these disagreements have never resulted in a military 
confrontation between the two states. The current US-Canada territorial dispute in the 
Beaufort Sea may be changing this state of affairs. Yesterday, President Obama sent 300 
troops, four Cruisers, and one Aircraft Carrier to the northeastern portion of Alaska, the 
area in which the dispute is playing out. A similar level of deployment was exercised by 
the Canadian military….” 
 
State-Based Non-Territory Vignette (v1) 
As you may have heard, tensions have been rising recently between the United States and 
Canada due to the emergence of numerous bilateral trading disputes. In fact, the 
disagreements are so extensive that both countries have issued warnings that, if not 
heeded, promise actual military retaliation. The passage below comes from New York 
Times reporter Ian Austen: 
 
“The United States and Canada have the largest trading relationship in the world. 
Approximately $1.8 billion worth of goods and services cross the border every day. 
However, this bilaterally promising trading relationship has been damaged with the 
continuation and deepening disputes over beef, tomatoes, prescription drugs, and 
especially softwood lumber... Although trade disputes between the two countries have not 
	 382 
been uncommon, they have always been able to settle these issues diplomatically. Events 
on Wednesday changed this state of affairs as the heads of state of both of these countries 
issues warnings that if the other side did not concede to their demands regarding the 




State-Based Territory Vignette (v2) 
As you may have heard, tensions have been rising recently between the United States and 
Mexico regarding a piece of disputed territory along the US-Mexico border. In fact, the 
dispute has become so heated that both countries have mobilized troops in the area. The 
passage below comes from New York Times reporter Louise Story: 
 
The border between the US and Mexico spans more than 1,900 miles, much of it 
determined by the course of the Rio Grande River. However, rivers are not monolithic 
and unchanging; their trajectories shift over time and the Rio Grande is no exception. The 
changing nature of the US-Mexico border has recently led to a border conflict over 
approximately 600 acres between El Paso, Texas, and Ciudad Juarez, Chihuahua known 
as the Chamizal dispute. Although the two countries have disagreed in the past over the 
placement of certain parts of the border, the last time these disagreements led to a 
military confrontation between the two states was during the Mexican-American War of 
1846. The Chamizal territorial dispute may be changing this state of affairs. Yesterday, 
President Obama sent 300 troops to El Paso, Texas, the area in which the dispute is 
playing out on the US side of the border. A similar level of deployment was exercised by 
the Mexican military…. 
 
State-Based Non-Territory Vignette (v2) 
As you may have heard, tensions have been rising recently between the United States and 
Mexico due to the emergence of numerous bilateral trading disputes. In fact, the 
disagreements are so extensive that both countries have issued warnings that, if not 
heeded, promise actual military retaliation. The passage below comes from New York 
Times reporter Louise Story: 
 
The United States and Mexico have one of the largest trading relationships in the world. 
In fact, the US is Mexico’s largest trading partner. For the US, Mexico is the third largest 
trading partner after only Canada and China. Slightly more than $1 billion worth of goods 
and services cross the border every day. However, this bilaterally promising trading 
relationship has been damaged with the continuation and deepening disputes over beef, 
tomatoes, and “dolphin-safe” tuna, as well as the United States’ resistance towards 
allowing Mexican trucking companies from operating in the US... Although trade 
disputes between the two countries have not been uncommon, they have always been able 
to settle these issues diplomatically. Events on Wednesday changed this state of affairs as 
the heads of state of both of these countries issued warnings that if the other side did not 
concede to their demands on at least some of these issues that the use of military force 





Offensive Territory Vignette 
You are a citizen of Country A. Country A and Country B share an international border 
with each other and tensions have been rising over the disputed ownership of a large 
piece of territory rich in natural resource wealth. This is the third time in fifteen years that 
Country B has contested your country’s ownership of this territory. It has been reported 
that the leader of your country intends on preemptively attacking Country B to secure 
your country’s ownership over this parcel of land. Country B has thus far been attempting 
diplomatic solutions and has made public statements that its military will only be used for 
defensive purposes. 
 
Defensive Territory Vignette 
You are a citizen of Country A. Country A and Country B share an international border 
with each other and tensions have been rising over the disputed ownership of a large 
piece of territory rich in natural resource wealth. This is the third time in fifteen years that 
Country B has contested your country’s ownership of this territory. It has been reported 
that the leader of Country B intends on preemptively invading your country in order to 
incorporate this piece of land into its own borders. The leader of your country has thus far 
been attempting diplomatic solutions and has made public statements that your country’s 




Water Dispute Vignette 
You are a citizen of Country A. Country A and Country B share an international border 
with each other and tensions have been rising over the disputed ownership of a large 
body of fresh water. This is the third time in fifteen years that Country B has contested 
your country’s ownership of this resource. Leaders of both countries believe that the 
possession of this resource is essential for the wellbeing of their citizens, the stability of 
their governments, and the health of their economies. 
 
Gold Dispute Vignette 
You are a citizen of Country A. Country A and Country B share an international border 
with each other and tensions have been rising over the disputed ownership of a large 
deposit of gold. This is the third time in fifteen years that Country B has contested your 
country’s ownership of this resource. Leaders of both countries believe that the 
possession of this resource is essential for the wellbeing of their citizens, the stability of 




Territorial Dispute Vignette, Testing Trust/Distrust 
You are a citizen of Country A. Country A and Country B share an international border 
with each other and tensions have been rising over the disputed ownership of a large 
piece of territory rich in natural resource wealth. Each day it looks more and more likely 
	 384 
that conflict is going to break out. Trade is coming to a standstill, immigration between 
the two countries has halted, and both countries’ militaries are beginning to mobilize. 
Although diplomacy at first appeared to defuse the situation, talks between the heads of 
state very quickly broke down. Soon afterward the bullets began to fly. We are at war. 
 
Non-Territorial Dispute Vignette, Testing Trust/Distrust 
You are a citizen of Country A. Country A and Country B share an international border 
with each other and tensions have been rising over the increasingly authoritarian nature 
of Country B and its hostility towards democratic governments like your own. Each day 
it looks more and more likely that conflict is going to break out. Trade is coming to a 
standstill, immigration between the two countries has halted, and both countries’ 
militaries are beginning to mobilize. Although diplomacy at first appeared to defuse the 
situation, talks between the heads of state very quickly broke down. Soon afterward the 




Kentucky Survey, Personal Territory Vignette 
As you may know, burglaries and home invasions have been on the rise in Kentucky. 
Imagine that the police have just notified you that there has been a break-in at your home. 
The perpetrators have not been caught and they managed to steal $1,000 worth of your 
money and property. 
 
Kentucky Survey, Personal Non-Territory Vignette 
As you may know, the hacking of online bank accounts has been on the rise in Kentucky. 
Imagine that the police have just notified you that your bank account has been hacked. 
The perpetrators have not been caught and they managed to steal $1,000 worth of your 




Kentucky Survey, State-Based Territory Vignette 
As you may have heard, tensions have been rising recently between the US and Canada 
regarding a piece of disputed territory in the Beaufort Sea. The passage below comes 
from New York Times reporter Ian Austen: 
 
“The border between the US and Canada has historically been the world’s longest 
undefended border. The current US-Canada territorial dispute in the Beaufort Sea may be 
changing this state of affairs. Last Wednesday the President sent 300 troops and four 
Cruisers to the area in which the dispute is playing out. A similar level of deployment 
was exercised by the Canadian military.” 
 
Kentucky Survey, State-Based Non-Territory Vignette 
As you may have heard, tensions have been rising recently between the US and Canada 
due to the emergence of numerous trade disputes. The passage below comes from New 
York Times reporter Ian Austen: 
	 385 
 
“The US and Canada have the largest trading relationship in the world. This promising 
trading relationship has been damaged, however, due to disagreements over beef, 
tomatoes, prescription drugs, and softwood lumber. Last Wednesday the heads of state of 
both of these countries issued warnings that the disputes might escalate and that the use 
of military force was a strong possibility.” 
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APPENDIX B: INTERPERSONAL AND FOREIGN POLICY AGGRESSION 
SURVEY QUESTIONS 
 
Interpersonal Aggression Questionnaire, Buss & Perry (1992) 
 
 
Extremely uncharacteristic Extremely characteristic 
 of me of me    
1                     2                     3                     4                     5                     6                     7 
 
1) Once in a while I can't control the urge to strike another person. 
2) Given enough provocation, I may hit another person. 
3) If somebody hits me, I hit back. 
4) I get into fights a little more than the average person. 
5) If I have to resort to violence to protect my rights, I will. 
6) There are people who pushed me so far that we came to blows. 
7) I can think of no good reason for ever hitting a person. 
8) I have threatened people I know. 
9) I have become so mad that I have broken things. 
10) I tell my friends openly when I disagree with them. 
11) I often find myself disagreeing with people. 
12) When people annoy me, I may tell them what I think of them. 
13) I can't help getting into arguments when people disagree with me. 
14) My friends say that I'm somewhat argumentative. 
15) I flare up quickly but get over it quickly. 
16) When frustrated, I let my irritation show. 
17) I sometimes feel like a powder keg ready to explode. 
18) I am an even-tempered person. 
19) Some of my friends think I'm a hothead. 
20) Sometimes I fly off the handle for no good reason. 
21) I have trouble controlling my temper. 
22) I am sometimes eaten up with jealousy. 
23) At times I feel I have gotten a raw deal out of life. 
24) Other people always seem to get the breaks. 
25) I wonder why sometimes I feel so bitter about things. 
26) I know that "friends" talk about me behind my back. 
27) I am suspicious of overly friendly strangers. 
28) I sometimes feel that people are laughing at me behind me back. 
29) When people are especially nice, I wonder what they want. 
 




Foreign Policy Aggression Questionnaire, adapted from Sell, Tooby, & Cosmides (2009) 
 
 
Strongly disagree              Strongly Agree 
1                     2                     3                     4                     5                     6                     7 
 
1) I think my country spends too much on the military. 
2) When countries respond to force with force it only causes more problems in the long run. 
3) In most cases I agree with the phrase, “Peace not War.” 
4) When it comes to international conflicts, violence never solves anything. 
5) The military can solve problems for our country. 
6) To deter violence, a country needs a strong military. 
7) Going to war is always wrong. 
8) War can be necessary if the national territory of my country is threatened. 
9) Our military should be used to acquire the lands of my country’s enemies. 
10) The construction of a wall would be useful to protect the national borders of my country. 
11) To deter others from invading my country, a strong military is required. 
12) The acquisition of new territory should be a top foreign policy goal of my country. 
13) I would be willing to fight for my country if another state was threatening to invade it. 
14) I would be willing to fight for my country if another state invaded it militarily. 
15) I would be supportive if my children (or future children) fought in a war to defend the 
territory of my country. 
16) I would be supportive if my children (or future children) fought in a war to expand the 









Strongly disagree               Strongly Agree 
1                     2                     3                     4                     5                     6                     7 
 
1) Country A should under no circumstance use its military to secure its claim to this piece of 
land. 
2) Before using its military to resolve ownership over this land, Country A should try to engage 
in diplomatic talks with Country B. 
3) Country A should propose a resource-sharing agreement with Country B over this land. 
4) Country A should allow the United Nations to decide which country is the rightful owner of 
this land. 
5) If leaders of other countries in the international community believe Country B is the rightful 
owner of this land, Country A should give up its claim over this territory. 
6) The use of military force is the only way ownership over this land will be resolved. 
7) I would be willing to join the fight against Country B to secure this territory. 
8) I would be supportive if my children or future children chose to fight against Country B to 
secure this territory. 
9a) If your country invaded Country B, the use of chemical or biological weapons is an 
appropriate strategy to win the war and secure the contested territory. (Only Treatment A Group) 
9b) If Country B invaded your country, the use of chemical or biological weapons is an 
appropriate strategy to win the war secure the contested territory. (Only Treatment B Group) 
10a) If your country invaded Country B, the use of nuclear weapons is an appropriate strategy to 
win the war and secure the contested territory. (Only Treatment A Group) 
10b) If Country B invaded your country, the use of nuclear weapons is an appropriate strategy to 
win the war and secure the contested territory. (Only Treatment B Group) 
11a) In your opinion, how much stronger should your country’s military be before it considers 
attacking Country B? (Only Treatment A Group) 
1. 1:2 (your country’s military is half as strong as Country B’s military) 
2. 1:1 (your country’s military is the same strength as Country B’s military) 
3. 2:1 (your country’s military is twice as strong as Country B’s military) 




11b) In your opinion, how much stronger should your country’s military be before it considers 
mounting a defense against Country B? (Only Treatment B Group) 
1. 1:2 (your country’s military is half as strong as Country B’s military) 
2. 1:1 (your country’s military is the same strength as Country B’s military) 
3. 2:1 (your country’s military is twice as strong as Country B’s military) 





12a) As a percent of your country’s gross domestic product, how much money would you be 
comfortable spending to invade Country B and gain control of this land? (Only Treatment A 
Group) 
1. 0% 
2. 1 - 10% 
3. 11 - 20% 
4. 21 - 30% 
5. 31 - 40% 
6. 41 - 50% 
7. > 50% 
12b) As a percent of your country’s gross domestic product, how much money would you be 
comfortable spending to mount a military defense against Country B if it attempted to invade 
your country and take over this territory? (Only Treatment B Group) 
1. 0% 
2. 1 - 10% 
3. 11 - 20% 
4. 21 - 30% 
5. 31 - 40% 
6. 41 - 50% 
7. > 50% 
13a) How many years would you be willing to attack and invade Country B to obtain this land? 
(Only Treatment A Group) 
1. 0 years 
2. 1 year 
3. 2 years 
4. 3 years 
5. 4 years 
6. 5 years 
7. 6 + years 
13b) How many years would you be willing to defend against Country B if they tried to invade 
your country and take over this land? (Only Treatment B Group) 
1. 0 years 
2. 1 year 
3. 2 years 
4. 3 years 
5. 4 years 
6. 5 years 








Strongly disagree              Strongly Agree 
1                     2                     3                     4                     5                     6                     7 
 
1) Before using its military to resolve ownership over this resource, Country A should try to 
engage in diplomatic talks with Country B. 
2) Country A should propose a resource-sharing agreement with Country B over this resource. 
3) If leaders of other countries in the international community believe Country B is the rightful 
owner of this resource, Country A should give up its claim over this resource. 
4) Country A should only use its military to obtain this resource if attacked by Country B. 
5) The use of chemical or biological weapons is an appropriate strategy for Country A to secure 
this resource. 
6) The use of nuclear weapons is an appropriate strategy for Country A to secure this resource. 
7) The use of military force is the only way ownership over this resource will be resolved. 
8) I would be willing to join the fight against Country B to secure this resource. 
9) I would be supportive if my children or future children chose to fight against Country B to 
secure this resource. 
10) As a percent of Country A’s gross domestic product, how much money would you be 
comfortable spending on the fight against Country B for this resource? 
1. 0% 
2. 1 - 10% 
3. 11 - 20% 
4. 21 - 30% 
5. 31 - 40% 
6. 41 - 50% 
7. > 50% 
11) How many years would you be willing to be engaged in war with Country B to obtain this 
resource? 
1. 0 years 
2. 1 year 
3. 2 years 
4. 3 years 
5. 4 years 
6. 5 years 








Strongly disagree             Strongly Agree 
1                     2                     3                     4                     5                     6                     7 
 
General Trust 
1) Generally speaking, I think that most people can be trusted. 
2) It is important to be careful in whom I place my trust. 
3) These days a person doesn't really know whom he/she can count on. 
4) Most people don't really care what happens to the next person. 
5) I view myself as a very trusting person. 
6) There are only a few people I can trust completely. 
7) Most of the time you can be sure other people want the best for you. 
8) If you are not careful, other people will take advantage of you. 
 
National Trust 
9) I think most of my fellow citizens can be trusted. 
10) In times of national emergencies, it is important for the nation to stand united. 
11) I don’t feel much solidarity towards other citizens of my country. 
12) I have a tremendous amount of pride in my country. 
13) Fostering nationalism should be an important goal for my country. 
14) I consider myself a patriot. 
15) When it comes to foreign threats, I trust that the leader of my country will look out for our 
best interests. 
16) I can trust that my country will only use military force when it is necessary. 
17) Most public officials in my country (people in public office) cannot be trusted. 
18) I trust my country’s armed services to keep me safe. 
19) Most government administrators can be trusted to do what is best for the country. 
 
Foreign Trust 
20) It is wise to be cautious towards people from other countries. 
21) When my country is at war, we need to be careful whom we let into this country. 
22) I get nervous when I am in a foreign country. 
23) We should not trust the United Nations to have the best interests of our country in mind. 
24) People from other countries are just as trustworthy as anyone else. 
25) I would consider dating someone from another country. 
26) I would consider dating someone from another country even if my country was at war with 
his or her country. 
27) I think most people from other countries can be trusted. 
28) When I travel abroad I sometimes fear for my safety. 
29) It annoys me when everyone around me begins to speak in a foreign language. 




Attitudes Towards People from Foreign Countries, Feeling Thermometer (0 – 100 degrees) 
United States Brazil North Korea 
United Kingdom Mexico Iran 
Canada Iceland Iraq 
Japan Portugal Russia 




High trust                     High Distrust 
1                                  2                                  3                                  4                                  5                                           
 
Please tell me your general level of trust in the following groups of people often found in the 
United States: 
31) White people 
32) Black people 
33) Hispanic people 
34) Asian people 
35) Illegal immigrants 
36) Legal immigrants 
37) Police officers 
38) Military personnel 
 
How many of the people you trust are…  
39) Police officers?  
40) Armed forces? 
41) Asian or Asian-American? 
42) Black or African-American? 
43) Hispanic? 
44) White? 
Response Options: 0, 1, 2-5, 6-10, more than 10 
 
45) Are the people that you trust… 
1. Almost all the same race as you 
2. Mostly the same race as you  
3. About evenly divided between the same race as you and other races  
4. Mostly a different race than you  





Kentucky Survey Questionnaire 
 
 
Strongly disagree                    Strongly Agree 
1                                 2                                 3                                 4                                 5 
 
1) If somebody hits me, I hit back. 
 Administered to those in the Personal Territory Treatment, the Personal Non-Territory 
Treatment, and Control Group 1. 
 
 
2) I think the United States spends too much on the military. 
 Administered to those in the State-Based Territory Treatment, the State-Based Non-
Territory Treatment, and Control Group 2. 
 
