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1. INTRODUCTION 
Let R be the set of real numbers and H be the set of quaternions of the form o + pi + yj + 6k 
where a, 0, y, S E R, and 
i* = j* = k* = ijk = -1. 
For a = Q + pi + yj + bk, let zi = Q - pi - yj - 6k be the conjugate of a, ]a] = 6 = 
\/$+P*+y*+6*, Rea = (a+a)/2 = cu,andIma=a-Rea=pi+d+bk. Fora,bEH, 
we say that a is similar to b if there is a nonzero q E H such that a = q-‘bq or equivalently, 
Rea = Re b and )a/* = lb)*. For the basics of quaternions, see [I]. 
In this paper, we are interested in explicit formulas for computing the roots of a quadratic 
polynomial of the form 
x2 + bx + c, 
where b,c E H. Let 5 = xo+a:ii+~:zj+~sk, b = bo+ bli+b,j+b,k, and c = cc+cii+czj+cgk. 
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Then z2 + bx + c = 0 becomes the real system of nonlinear equations 
xi - x; - x; - x; + box0 - blxl - bzx2 - b3x3 + co = 0, 
2x021 + boxI + blxo + bzx3 - b3x2 + cl = 0, 
2x022 + box:2 + bzxo - blx3 + b3x1 + c2 = 0, 
2x0x3 + box3 + b3xo + blx:! - b2xl + c3 = 0. 
It is not obvious at all that this nonlinear system will have an explicit solution. Nonetheless, there 
are several attempts in the literature. In [2], Zhang and Mu proposed to compute some roots of 
a quadratic polynomial by solving a real linear system. However, they did not discuss how to 
find all the roots. In [3], Porter reduced solving a quadratic polynomial to a linear polynomial 
of the form px + xq + r provided a root of the given quadratic polynomial is already known. 
However, he did not discuss how to find such root. In [4], Niven determined how many roots 
a quadratic polynomial can have, but he did not give the explicit formulas for computing the 
roots. In Section 2, we adopt the idea of Niven to compute the roots of a quadratic polynomial 
using explicit formulas in terms of its coefficients (see Theorem 2.3). Then, we discuss some 
consequences and two applications of the quaternionic quadratic formulas. 
2. QUATERNIONIC QUADRATIC FORMULAS 
In this section, we solve the manic standard quadratic equation 
x2 + bx + c = 0, 
where b, c E H. We begin with two lemmas on solutions of some special real polynomials, their 
proofs are left as routine exercises. 
LEMMA 2.1. Let B, E, and D be real numbers such that 
(i) D # 0, and 
(ii) B < 0 implies B2 < 4E. 
Then the cubic equation 
y3+2By2+(B2-4E)y-D2=0 
has exactly one positive solution y. 
LEMMA 2.2. Let B, E, and D be real numbers such that 
(i) E > 0, and 
(ii) B < 0 implies B2 < 4E. 
Then the real system 
N2-(B+T2)N+E=0, 
T3+(B-2N)T+D=O, 
has at most two solutions (T, N) satisfying T E R and N > 0 as follows. 
(a) T = 0, N = (B f d-)/2 provided that D = 0, B2 14E. 
(b) T = 1dm, N = &!? provided that D = 0, B2 < 4E. 
(c) T = i&, N = (T3 + BT + D)/2T p rovided that D # 0 and z is the unique positive 
root of the real polynomial z3 + 2B.z’ + (B’ - 4E)z - D2. 
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THEOREM 2.3. The solutions of the quadratic equation x2 + bx + c = 0 can be obtained by 
formulas according to the following cases. 
CASE 1. If b, c E R and b2 < 4c, then 
z = 1 (-b + /3i + yj + 6k) , 
where/32+Y2+62=4c-b2andp,r,6ER. 
CASE 2. If b, c E R and b2 2 4c, then 
-bztv’= 
x= 
2 . 
CASE 3. If b E R and c # R, then 
-b p ~1. ~2. ~3 
x=,+,Tpl?pJfpk, 
where c = CO + cli + czj + csk and P = (b2 - 4co + &b2 - 4~0)~ + 16(4 + c; + c3)/2. 
CASE 4. If b @ R, then 
z = F - (b’ + T)-‘(c’ - N), 
where b’= b-Reb= Imb, c’= c- ((Reb)/2)(b- (Reb)/2), and (T,N) is chosen as follows. 
1. T = 0, N = (B + Jm)/2 provided that D = 0, B2 2 4E. 
2. T = +Jm, N = v’% provided that D = 0, B2 < 4E. 
3. T = &@, N = (T3 + BT + D)/2T provided that D # 0 and z is the unique positive 
root of the real polynomial .z3 + 2Bz2 + (B2 - 4E)z - D2, 
where B = /b/l2 + 2Rec’, E = lc’12, and D = 2Reb’c’. 
PROOF. 
CASE 1. b, c E R AND b2 < 4c. Note that x0 is a solution if and only if q-‘xoq is also a solution 
for q # 0, and there are at least two complex solutions 
-b*dm i 
2 
Hence, the solution set is 
4 
_,--b+m iqIqfO 
2 
f (-b + pi + yj + 6k) : p2 + y2 + b2 = 4c - b” 
CASE 2. b, c, E R AND b2 > 4c. Note that zo is a solution if and only if q-‘xoq is also a solution 
for q # 0, and hence, there are at most two solutions, both are real 
CASE 3. b E R AND c @ R. Let 5 = 50 + zli + zzj + x3k and c = c~ + qi + c2j + c3k. Then 
x2 + bx + c = 0 becomes the real system 
b2 - xT - x; - x; = - - co 
4 ’ 
(2x0 + b)xl = --cl, 
(2x0 + b)x2 = -c2, 
(2x0 + b)x3 = -c3. 
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Since c is nonreal, 2x0 + b is nonzero and so x1, x2, x3 can be expressed in terms of zra and be 
substituted into the first equation to obtain 
(2x0 + b)4 - (b2 - 4~0) (2x0 + b)2 - 4 (c: + c; + c;) = 0. 
It follows that 2x0 + b = &J(b2 - 4c0 f d(b2 - 4~0)~ + 16(cy + cz + cz))/2 and so zo = (l/2) 
(-b & p), where p = J(b2 - 4~ + J(b2 - 4~0)~ + 16(cf + ci + ci))/2 # 0 since c @ R. Finally, 
Cl _i- 
x=xo - 2x0 + b 
=~*$~~i~%j~~k, 
CASE 4. b @ R. Rewrite the equation x2 + bx + c = 0 as 
y2 + b’y + c’ = 0, 
where y = x + (Reb)/2, b’ = b - Reb $ R, and c’ = c - ((Reb)/2)(b - (Reb)/2). Following the 
idea of Niven [4], we observe that the solution of the quadratic equation y2 + b’y + c’ = 0 also 
satisfies 
y2-Ty+N=O, 
where N = yy 2 0 and T = y + jj E R. Hence, (b’ + T)y + (c’ - N) = 0, and so 
y = -(b’ + T)-‘(c’ - N) 
because T E R and b’ # R implies that b’ + T # 0. To solve for T and N, we substitute y back 
into the definitions T = y + g and N = yy and simplify to obtain the real system 
N2-(B+T2)N+E=0, 
T3+(B-2N)T+D=O, 
where B = b’b’+c’+E’ = lb’12+2 Ret’, E = c’z’ = Ic’12, D = b’c’+Zb’ = 2 Re5’c’ are real numbers. 
Note that E = lc’l2 2 0. If B < 0, then c’+.? < 0 and B2-4E = Ib’12B+(b’12(c’+c’)+(c’-c’)z < 0 
because of the fact that (c’- Z’)2 5 0. It follows that B” -4E < 0, otherwise B2 -4E = 0 and so 
lb’12B = lb’12(c’+c’) = (c’-L?‘)~ = 0, i.e., b’ = 0 E R, a contradiction. Hence, by Lemma 2.2, such 
system can be solved explicitly as claimed. Consequently, 5 = (- Re b)/2 - (b’ + T)-l (c’ - N). 1 
COROLLARY 2.4. The quadratic equation x2 + bx + c = 0 has infinitely many solutions if and 
only if b, c E R and b2 < 4~. 
EXAMPLE 2.5. Consider the quadratic equation x2 + 1 = 0, i.e., b = 0 and c = 1. This belongs 
to Case 1 in Theorem 2.3. Then x = (1/2)(pi + yj + bk) where p2 + y2 + h2 = 4. Consequently, 
the infinite solutions are x = xii + x2j + xsk, where XT + xg + xi = 1. 
COROLLARY 2.6. The quadratic equation x2 + bx + c = 0 has a unique solution if and only if 
either 
(i) b,c E R and b2 - 4c = 0, or 
(ii) b $ R and D = 0 = B2 - 4E. 
EXAMPLE 2.7. Consider the quadratic equation x2 - 2x + 1 = 0, i.e., b = -2 and c = 1. This 
belongs to Case ‘2 in Theorem 2.3. Then the unique solution is x = 1. 
EXAMPLE 2.8. Consider the quadratic equation x2 + ix + (1/2)j = 0, i.e., b = i and c = (1/2)j. 
This belongs to Case 4 in Theorem 2.3. Then b’ = i and c’ = (1/2)j. Moreover, B = 1, E = l/4, 
and D = 0. It is Subcase 1 in Case 4. Hence, T = 0 and N = l/2. Consequently, 3: = (1/2)(k-i) 
is the unique solution. 
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COROLLARY 2.9. Tire quadratic equation 2’ + Bx + c = 0 has exactly distinct solutions 
and only 
(i) b, E R b2 - > 0, or 
(ii) b E R c $ or 
(iii) @ D = B2 - # 0, or 
(iv) b $?L R D # 
EXAMPLE quadratic - 5x + 4 = i.e., b = and c = 
belongs to Case 2 in Theorem 2.3. Then two are x = 1 z = 
EXAMPLE quadratic - z + k = i.e., b = and c = 
belongs to Case 3 in Theorem 2.3. Then cc = = c2 = ca = and p = 
Consequently, the two solutions are z = (1 + p)/2 - k/p and 2 = (1 - p)/2 + k/p. 
EXAI\IPLE 2.12. Consider the quadratic equation x2 + iz + (1 + j) = 0, i.e., b = i and c = I + j. 
This belongs to Case 4 in Theorem 2.3. Then b’ = i and c’ = 1 +j. Moreover, B = 3. E = 2, and 
D = 0. It is Subcsse 1 in Case 4. Hence, T = 0, N = 2 or 1. Consequently, the two solutions are 
x = k - i and x = k. 
EXAMPLE 2.13. Consider the quadratic equation x2 + ix + j = 0, i.e., b = i and c = j. This 
belongs to Case 4 in Theorem 2.3. Then b’ = i and c’ = j. Moreover, B = 1, E = 1, and D = 0. 
It is Subcase 2 in Case 4. Hence, T = fl and N = 1. Consequently, the two solutions are 
x = (i + l)-‘(1 -j) = (l/2)(1 - i-j + k) and x = (i - l)-‘(1 -j) = (1/2)(-l - i + j + k). 
EXAMPLE 2.14. Consider the quadratic equation x2+ix+(l+i+j) = 0, i.e., b = i and c = l+i+j. 
This belongs to Case 4 in Theorem 2.3. Then b’ = i and c’ = 1 + i + j. Moreover, B = 3, E = 3, 
and D = 2. It is Subcase 3 in Case 4. Now the unique positive roots of z3 + 6z2 - 32 - 4 is I, 
and hence, T = 1 and N = 3, or T = -1 and N = 1. Consequently, the two solutions are 
.c = (l/2)(1 - 3i -j + k) and 5 = (1/2)(-l + i + j + k). 
THEOREM 2.15. If the quadratic equation x2 + bx + c = 0 has exactly two distinct solutions xi 
and ~2, then x1 + b/2 and -(x2 + b/2) are similar. Indeed, there exists nonzero cy E H such that 
bcu = ctb and o(x1 + b/2)a-’ = -(x2 + b/2). 
PROOF. By Corollary 2.9, we have several cases to deal with. 
(i) If b, c E R and b2- 4c > 0, by Case 2 in Theorem 2.3, it is clear that x1+b/2 = -(x2+b/2). 
(ii) If b E R and c $ R, by Case 3 in Theorem 2.3, it is clear that z1 + b/2 = -(x2 + b/2). 
(iii) 
(a) If b $ R, D = 0, and B2 - 4E > 0, then by Subcase 1 in Case 4 of Theorem 2.3, we 
have 
-Beb _ b/-i xi = - 
2 
Thus, it is easy to see that 
b 
x1 + z = -b’-1 Imc’ - 
for i = 1,2. 
dP-zz 
2 
and 
b 
22 + z = -b’-’ Imc’+ 
X/m VP-ZE 
2 
2 
Clearly, Be(zr + b/2) = W-(x2 + b/2)) = 0 and 1x1 + b/212 = 1 - (x2 + b/a)]“, thus, 
~1 + b/2 and -(x2 + b/2) are similar, and xi + b/2 and x2 + b/2 are also similar. Since 
~2 <b/2 = -(x2 + b/2), it is easy to see that 
b’(,,+;)b’-‘=-(x2+;). 
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(b) If b $ R, D = 0, and B2 - 4E < 0, then by Subcase 2 in Case 4 of Theorem 2.3, we 
have 
Thus, 
51,2 = F- (b’*\liZ\i%i)-l(c’-@). 
b b’ 
x1+2==2- 
-b’ + d- 
2 (a - Ret’) 
(cl- &) 
b’ 
=-+ 
-b’ + /m 
2 2 ( ) 
dxi (-b’ + m) Imc’ 
= 
2 - . 2 fi-Ret’ 
( > 
Similarly, we have 
Thus, it is clear that 
Re(xl+i) =Re(-(x2+;)) = T 
and 
thus, xi + b/2 and -(x2 + b/2) are similar. Since 
Im(xi+-$ =--(b’+dz)-‘Irnc’ 
and 
Im[-(x2+:)] =(Imc’)(bi+~~)W1, 
note that Im[-(32 + b/2)] = Im(x2 + b/2), it is easy to prove that 
(b’+dK)Im(xi+i) =Im[-(x2+:)] (h’+JZ\/F-B). 
Thus, we have 
(b’+&%) (xl+;) (b’+V/2\&=f)-1=-(x2+;). 
(iv) If b 6 R and D # 0, f rom Theorem 2.3, Case 4, Subcase 3, we have 
x1 = -y - (b’+T)-’ 
T3+BT+D 
2T 1 
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and 
x2+!_(b’-T)-1 c’_T3+;g-D 
[ I ) 
where T = fi and z is the unique positive solution of the cubic equation z3 + 2Bz2 + 
(B2 - 4E)z - D2 = 0. Using the fact that b’ = Im b and B = lb’12 + 2 Ret’, we have 
b T (T-b’) 
z1 + 2 = T - T2 + lb’]2 (Imc!-g), 
and also the fact that D = 2 Re b’c’, we have 
Re{(T-b’) (Imc’-$)} =O. 
Hence, Re(sr + b/2) = T/2 and 
-’ {(T-b’)(Imc’-g)}. 
T2 + lb/j2 
Similarly, we have 
Re {-(x2 + b/2)} = T/2 and 
Clearly, we have 1x1 + b/212 = 1 - (~2 + b/2)j2, th us zrr + b/2 and -(x2 + b/2) are similar. 
Consequently, (T + b’)(xl + b/2) = -(x2 + b/2)(T + b’). I 
REMARK 2.16. If the quadratic equation x2 + bx + c = 0 has only two distinct solutions x1 
and x2, then by Theorem 2.15, there exists 0 # cy E H such that bcu = ab and cy(xr + b/2)0-l = 
-(.x2 + b/2). Thus, we have ozrc~-~ + 22 = -b and CYZ~O-~ 2 = c, which resemble the sum and 
product formulas for solutions of complex quadratic equations. 
Finally, we mention two applications of these results. While computing left eigenvalues of 2 x 2 
quaternionic matrices [5], it is required to solve quadratic equations of the form x2 + xb + c = 0: 
with b, c E H, whose solutions can be obtained as follows. 
l The equation x2+xb+c = 0 is equivalent to y2+by+C = 0 where y = z:. Now Theorem 2.3 
can be used to solve for y and then x = g. 
While characterizing fixed points of the quaternionic linear fractional transformations T(x) = 
-(bx + d)(ax + c)-l [3,6], it is required to consider quadratic equations of the form xax + bx + 
xc + d = 0 with a # 0. It can be solved as follows. 
l Since a # 0, the equation xax + bx + xc + d = 0 is equivalent to y2 + (aba-’ - c)y + 
(ad - aba-‘c) = 0 with y = ax + c. Now Theorem 2.3 can be used to solve for y and then 
5 = a-‘(y - c). 
From Corollaries 2.4, 2.6, and 2.9, we observe that the set 
{(b,c):x2+bx+c= 0 has exactly two solutions} 
is the complement of a union of two closed sets. Hence, it is an open set. Consequently, the set 
{(a, b, c, d) : xaz + bx + xc + d = 0 has exactly two solutions} 
is also open. This provides another proof for the conjecture posed at the end of [3]. 
540 L. HUANG AND w. so 
REFERENCES 
1. F. Zhang, Quaternions and matrices of quaternion, Linear Algebra and Its Application 251, 21-57, (1997). 
2. S.Z. Zhang and D.L. Mu, Quadratic equations over noncommutative division rings, J. Math. Res. &position 
14, 260-264, (1994). 
3. R. Michael Porter, Quaternionic linear and quadratic equations, Journal of Natural Geometry 11, 101-106, 
(1997). 
4. I. Niven, Equations in quaternions, American Math. Monthly 48, 654-661, (1941). 
5. L. Huang and W. So, On left eigenvalues of quaternionic matrices, Linear Algebra and 1ts Application 323, 
105-116, (2001). 
6. R. Heidrich and G. Jank, On the iteration of quaternionic Moebius transformations, Complex Variables 
Theory Application 29, 313-318, (1996). 
