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3D-Bildanalyse mit Scene Flow-Algorithmen
Silvio Tristram1 & Ralf Reulke
Im Bereich der Bewegungsanalyse werden Verfahren angewandt, die neben dem Optical Flow auch den Scene Flow ermitteln können. Dieser setzt sich aus einer dreidimensionalen Beschreibung der Bewegung in einer Szene zusammen. Die dabei eingesetzten Verfahren zur Erzeugung der einzelnen Bewegungsvektoren basieren zumeist auf der Nutzung einer Stereokamera und sind somit nur eingeschränkt einsetzbar.
Im Rahmen dieses Beitrages soll ein Ansatz präsentiert werden, der eine Abwandlung des ICP-Algorithmus darstellt. Die Schätzung des Scene Flows wird somit auf Grundlage von 3D-Punktwolken durchgeführt und ist daher weitgehend unabhängig vom Aufnahmesystem.
Der ICP-Algorithmus wird normalerweise zum Stitching mehrerer Punktwolken verwendet. Deshalb wurde er speziell dahingehend modifiziert, dass er auch die Bewegung von nicht-starren Objekten ermöglicht. Ein besonderer Aspekt liegt auf der Erkennung der Körperbewegungen von Menschen. Bei der Umsetzung wurde speziell die Performanz durch die Nutzung von Multithreading und eines eigens implementierten OcTrees berücksichtigt.
1	Einleitung
Die Analyse von Bewegungen auf Grundlage zweidimensionaler Bilddaten ermöglicht die Erfassung der Handlungen in einer Szene. Der resultierende optische Fluss kann in unterschiedlichen Anwendungsfällen, wie der autonomen Navigation computergestützter Systeme oder Motion Capturing-Verfahren, genutzt werden.
Der optische Fluss hat jedoch den Nachteil, dass er lediglich eine zweidimensionale Beschreibung der Bewegung aus Sicht der Kamera wiederspiegelt und der perspektivischen Verzerrung unterliegt. Aus diesem Grund wurde dieser Ansatz dahingehend erweitert, dass die geschätzten Bewegungsvektoren dreidimensional sind und somit auch eine Bewegung in der Tiefe beinhalten. Da dadurch eine Beschreibung der gesamten Szene folgt, wird das Ergebnis als Scene Flow bezeichnet.
Häufig wird dabei der Einsatz einer Stereokamera vorausgesetzt, da viele Ansätze auf dieser Technik basieren. Jedoch existieren weitere Möglichkeiten wie Lichtschnittverfahren und Laserscanner, die eine alternative Akquirierung dreidimensionaler Bilddaten ermöglichen.
Im Folgenden wird daher eine Abwandlung des ICP-Algorithmus vorgestellt, der direkt auf Punktwolken arbeitet. Somit ist der vorgestellte Ansatz unabhängig von der eingesetzten Aufnahmetechnik.
2	Problemstellung
Das Ziel des hier vorgestellten Ansatzes soll die Schätzung der Bewegung einzelner Punkte einer Punktwolke PC sein. Es soll somit eine Aussage darüber getroffen werden, wohin sich ein Punkt vom Zeitpunkt t zu Zeitpunkt t+1 bewegt hat. Dabei wird speziell darauf Wert gelegt, dass auch die Bewegung von Menschen, also nicht-starren Körpern, ermöglicht wird. Im Folgenden werden die zugrunde liegenden Algorithmen auszugsweise vorgestellt und auf Ihre Probleme eingegangen.
2.1	ICP-Algorithmus
Der Iterative Closest Point-Algorithmus (BESL & MCKAY) kann verwendet werden, um eine Bewegungsschätzung durchzuführen. Das Verfahren setzt voraus, dass es sich um einen starren Körper handelt und dieser zu beiden Zeitpunkten vollständig erfasst wurde.
Während der Ausführung findet eine iterative stetige Annäherung statt, in der die Bewegung durch einen Translationsvektor 𝑡 = (𝑡x, 𝑡𝑦, 𝑡𝑧)T und einer Rotationsmatrix R (gebildet aus den Rotationen α𝑥, α𝑦, α𝑧) beschrieben wird. In einer Schleife werden dabei nacheinander mehrere Schritte ausgeführt.
Zunächst wird bei einem Matching - auf Grundlage der aktuell geschätzten Bewegung - eine Zuordnung der Punkte aus den unterschiedlichen Zeitpunkten auf Basis ihrer Distanz getroffen. Als nächstes wird diese genutzt um eine Schätzung der Bewegung unter dem Aspekt der Minimierung des Abstandes der gefundenen Matches zu berechnen. Diese wird anschließend verwendet um die Schätzung der Gesamtbewegung zu verbessern.

Pseudocode:
	𝑡x = 𝑡𝑦 = 𝑡𝑧 = α𝑥 = α𝑦 = α𝑧 = 0
	𝒘𝒉𝒊𝒍𝒆 𝑛𝑜 𝑏𝑟𝑒𝑎𝑘 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑓𝑢𝑙𝑙 𝑓𝑖𝑙𝑙𝑒𝑑 𝒅𝒐
		𝑀 = 𝑀𝑎𝑡𝑐ℎ𝑖𝑛𝑔(𝑃𝐶𝑡, 𝑃𝐶𝑡+1, 𝑡𝑥, 𝑡𝑦, 𝑡𝑧, α𝑥, α𝑦, α𝑧 )
		𝑐𝑜𝑚𝑝𝑢𝑡𝑒 𝑡′𝑥, 𝑡′𝑦, 𝑡′𝑧, α′𝑥, α′𝑦, α′𝑧 𝑏𝑦 𝑀 𝑤.𝑟.𝑡. 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 point cloud distance
		𝑢𝑝𝑑𝑎𝑡𝑒 𝑡𝑥, 𝑡𝑦, 𝑡𝑧, αx, α𝑦, α𝑧 by 𝑡′𝑥, 𝑡′𝑦, 𝑡′𝑧, α′𝑥, α′𝑦, α′𝑧
	𝒆𝒏𝒅 𝒘𝒉𝒊𝒍𝒆
	𝒓𝒆𝒕𝒖𝒓𝒏 𝑡𝑥, 𝑡𝑦, 𝑡𝑧, α𝑥, α𝑦, α𝑧

Somit resultiert ein einziger Parametersatz zur Beschreibung der Bewegung für die gesamte Punktwolke.
2.2	TrICP-Algorithmus
Wie bereits erwähnt, setzt der ICP-Algorithmus voraus, dass die Objekte, deren Bewegung geschätzt werden soll, vollständig sein müssen. Die Punktewolken müssen also deckungsgleich sein. Dies ist in der Praxis jedoch häufig nicht gegeben, weshalb in solchen Fällen der Trimmed Iterative Closest Point-Algorithmus (Chetverikov, Svirko, Stepanov & Krsek) eingesetzt werden kann.




	𝑡x = 𝑡𝑦 = 𝑡𝑧 = α𝑥 = α𝑦 = α𝑧 = 0
	𝒘𝒉𝒊𝒍𝒆 𝑛𝑜 𝑏𝑟𝑒𝑎𝑘 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑓𝑢𝑙𝑙 𝑓𝑖𝑙𝑙𝑒𝑑 𝒅𝒐
		𝑀 = 𝑀𝑎𝑡𝑐ℎ𝑖𝑛𝑔(𝑃𝐶𝑡, 𝑃𝐶𝑡+1, 𝑡𝑥, 𝑡𝑦, 𝑡𝑧, α𝑥, α𝑦, α𝑧 )
		𝑠𝑜𝑟𝑡 𝑀 𝑏𝑦 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
		𝑑𝑖𝑠𝑐𝑎𝑟𝑑 𝑀𝑎𝑡𝑐ℎ𝑖𝑛𝑔𝑠 𝑤𝑖𝑡ℎ ℎ𝑖𝑔ℎ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
		𝑐𝑜𝑚𝑝𝑢𝑡𝑒 𝑡′𝑥, 𝑡′𝑦, 𝑡′𝑧, α′𝑥, α′𝑦, α′𝑧 𝑏𝑦 𝑀 𝑤.𝑟.𝑡. 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 point cloud distance
		𝑢𝑝𝑑𝑎𝑡𝑒 𝑡𝑥, 𝑡𝑦, 𝑡𝑧, αx, α𝑦, α𝑧 by 𝑡′𝑥, 𝑡′𝑦, 𝑡′𝑧, α′𝑥, α′𝑦, α′𝑧
	𝒆𝒏𝒅 𝒘𝒉𝒊𝒍𝒆
	𝒓𝒆𝒕𝒖𝒓𝒏 𝑡𝑥, 𝑡𝑦, 𝑡𝑧, α𝑥, α𝑦, α𝑧

Durch diese Veränderung ist es möglich die Bewegung auch dann zu schätzen, wenn die erfassten Punktwolken aufgrund von Sichtschatten nicht deckungsgleich sind. Jedoch bleibt nach wie vor das Problem, dass nur eine einzige Bewegung für die gesamte Punktwolke berechnet wird.
3	Flexible ICP
Zur Realisierung einer Bewegungsanalyse nicht-starrer Körper ist es erforderlich, eine separierte Schätzung durchzuführen. Die im Folgenden geschilderten Modifikationen sollen es ermöglichen, dass der ICP- bzw. TrICP-Algorithmus eine Bewegungsanalyse nicht-starrer Körper durchführt. Aufgrund dieser Unabhängigkeit wird die Bezeichnung Flexible ICP verwendet.
Im Folgenden werden zur besseren Visualisierung anstelle von Punktwolken zweidimensionale Kurven verwendet. Dies dient lediglich der besseren Veranschaulichung und stellt keine Einschränkung dar. Als Grundannahme wird zunächst angenommen, dass die Bewegung eines starren Körpers vorliegt.
In Abbildung 1 ist anhand einer Kurve exemplarisch die Bewegung und Verformung dargestellt. Die schwarze Kurve stellt dabei den Zustand vom Zeitpunkt t dar und die rote Kurve den Zustand vom Zeitpunkt t + 1. Nach einigen Iterationen resultiert eine grobe Schätzung der Bewegung, die je nach Wahl des Algorithmus ein abweichendes Ergebnis liefert (vgl. Abb. 2 und Abb. 3). Diese geschätzten Positionen werden sich nun nicht mehr gravierend ändern.
		
Abb. 1: Ausgangszustand	Abb. 2: Resultat beim ICP	Abb. 3: Resultat beim TrICP
Zur Verbesserung dieser Schätzung soll nun eine Unterteilung durchgeführt werden. Zur Umsetzung wird für jeden Punkt aus der Punktwolke PCt in jeder Iteration gespeichert, mit welchem Punkt aus Punktwolke PCt + 1 er gematcht wurde.
Nach einer zuvor festgelegten Anzahl n an Iterationen wird in jedem Schleifendurchlauf nach dem Matching-Schritt geprüft, ob die aktuelle Zuordnung in den vergangenen m Iterationen mindestens r-mal aufgetreten ist. Sollte dies der Fall sein und der Abstand der zugeordneten Punkte gering ausfallen, so wird für diese Punkte (Fixpunkte) die aktuelle Schätzung der Bewegung fest zugewiesen und sie fallen aus der weiteren Analyse aus. Diese Kriterien treten in Bereichen von Überschneidungen auf (vgl. Abb. 4 und Abb. 5).
	
Abb. 4: Gefundene Fixpunkte beim ICP	Abb. 5: Gefundene Fixpunkte beim TrICP
Da die Fixpunkte wegfallen, entstehen an diesen Stellen Lücken. Nach deren Bestimmung wird eine Segmentierung der Punktwolke durchgeführt, wodurch die Punktwolke an diesen Stellen aufgeteilt wird. Die Bewegungsanalyse wird anschließend auf den Bruchstücken getrennt voneinander fortgesetzt, wodurch eine separate Schätzung folgt (vgl. Abb. 6 und Abb. 7).
	
Abb. 6: Segmentierung und Annäherung
(ICP-Kern)	Abb. 7: Segmentierung und Annäherung
(TrICP-Kern)
Durch wiederholte Durchführung dieses Vorgehens wird die Punktwolke zu immer kleineren Bruchstücken zerlegt, wodurch eine stetige Abstandsreduzierung der Punkte folgt.

Pseudocode:
	𝑡x = 𝑡𝑦 = 𝑡𝑧 = α𝑥 = α𝑦 = α𝑧 = 0
	𝒘𝒉𝒊𝒍𝒆 𝑛𝑜 𝑏𝑟𝑒𝑎𝑘 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑓𝑢𝑙𝑙 𝑓𝑖𝑙𝑙𝑒𝑑 𝒅𝒐
		𝑀 = 𝑀𝑎𝑡𝑐ℎ𝑖𝑛𝑔(𝑃𝐶𝑡, 𝑃𝐶𝑡+1, 𝑡𝑥, 𝑡𝑦, 𝑡𝑧, α𝑥, α𝑦, α𝑧 )




		[𝑠𝑜𝑟𝑡 𝑀 𝑏𝑦 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒]
		[𝑑𝑖𝑠𝑐𝑎𝑟𝑑 𝑀𝑎𝑡𝑐ℎ𝑖𝑛𝑔𝑠 𝑤𝑖𝑡ℎ ℎ𝑖𝑔ℎ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒]
		𝑐𝑜𝑚𝑝𝑢𝑡𝑒 𝑡′𝑥, 𝑡′𝑦, 𝑡′𝑧, α′𝑥, α′𝑦, α′𝑧 𝑏𝑦 𝑀 𝑤.𝑟.𝑡. 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 point cloud distance
		𝑢𝑝𝑑𝑎𝑡𝑒 𝑡𝑥, 𝑡𝑦, 𝑡𝑧, αx, α𝑦, α𝑧 by 𝑡′𝑥, 𝑡′𝑦, 𝑡′𝑧, α′𝑥, α′𝑦, α′𝑧
	𝒆𝒏𝒅 𝒘𝒉𝒊𝒍𝒆




In der praktischen Umsetzung wurde Wert darauf gelegt, dass die Abarbeitung des Algorithmus möglichst schnell erfolgt. Das Aufwändigste ist die Ermittlung des Matches und die Durchführung der Segmentierung. Dabei wird zum einen der nächste Nachbar ermittelt, zum anderen werden Bereichsabfragen durchgeführt.
Beide Aufgaben können mit Hilfe einer räumlichen Datenstruktur effizient durchgeführt werden. Zum Einsatz kam dabei eine eigens implementierte OcTree-Datenstruktur. Es hat sich dabei gezeigt, dass eine vollständige Aufspaltung des Raumes nicht der optimalen Lösung entspricht. Dies ist darauf zurückzuführen, dass die Navigation durch den Baum ebenfalls zeitliche Kosten erzeugt.
Stattdessen wurden in den Blättern mehrere Punkte in einer unsortierten Liste verwaltet. Zu einer Aufteilung der Blattknoten kam es, wenn eine festgelegte Größe überschritten wird. Da auf beiden Punktwolken unterschiedliche Operationen durchgeführt wurden (in PCt werden Bereichsabfragen durchgeführt, während in PCt+1 nächste Nachbarn ermittelt werden), war das optimale Limit abweichend (PCt: 60 Punkte, PCt+1: 100 Punkte).
Eine weitere Beschleunigung wurde durch eine Parallelisierung der Matching-Operation erreicht. Bei der Umsetzung wurde diese Teilaufgabe durch Multithreading auf die zur Verfügung stehenden CPU-Kerne verteilt, um diese bestmöglich auszulasten.
5	Resultate
Zur Überprüfung der Funktionalität des Flexible ICP-Ansatzes wurden verschiedene Punktwolken verwendet. Dabei wurden zur Akquirierung der Bilddaten das Kinect System und Stereokameras (Die Tiefenkarte wurde mit dem Semi Global Matcher ([Hirschmuller]) ermittelt) genutzt.
In Abbildung 8 und 9 sind exemplarisch dazu zwei Punktwolken vom Zeitpunkt t und t + 1 dargestellt.
	
Abb. 8: Punktwolke vom Zeitpunkt t	Abb. 9: Punktwolke vom Zeitpunkt t + 1
Bei der Ausführung des Algorithmus hat sich gezeigt, dass die geschätzten Zielpositionen nahe bei einander liegender Punkte aus PCt aufgrund der separierten Betrachtung leicht schwanken. Jedoch wird davon ausgegangen, dass sie tatsächlich einen ähnlichen Verlauf aufweisen. Daher wurde zusätzlich eine Angleichung benachbarter Bewegungsvektoren durch eine Mittelung durchgeführt. Das Resultat des Flexible ICP-Algorithmus mit TrICP-Kern ist in Abbildung 10 dargestellt (Parameterwahl: n = 6, m = 6, r = 3).

Abb. 10: Dichtes Vektorfeld
In der Darstellung werden die Bewegungsvektoren durch Linien dargestellt. Die grünen Enden kennzeichnen dabei den Ausganspunkt und die roten Enden die geschätzten Zielpositionen. Sowohl die Bewegung der Arme als auch die Drehung des Kopfes wurden erfasst.
6	Future Work
Trotz der Modifikationen unterliegt auch diese Variante des ICP-Algorithmus dem Problem der lokalen Tiefpunkte. So können zu große Bewegungen zu Fehlern bei der Schätzung der Bewegung führen.
Zur Reduzierung der Fehler empfiehlt sich der Einsatz von Skelettmodellen. Dadurch können aufgenommene Punktwolken vor dem Start der Bewegungsanalyse bereits in verschiedene Partien untergliedert und dann passend gematcht werden. Ein weiterer Vorteil dieses Vorgehens ist eine Reduzierung des Rechenaufwandes.
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