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Abstract. In this paper we introduce a notion of planarity for graphs that are pre-
sented in a streaming fashion. A streamed graph is a stream of edges e1, e2, . . . , em
on a vertex set V . A streamed graph is ω-stream planar with respect to a positive
integer window size ω if there exists a sequence of planar topological drawings
Γi of the graphs Gi = (V, {ej | i ≤ j < i + ω}) such that the common graph
Gi∩ = Gi ∩ Gi+1 is drawn the same in Γi and in Γi+1, for 1 ≤ i < m − ω.
The STREAM PLANARITY Problem with window size ω asks whether a given
streamed graph is ω-stream planar. We also consider a generalization, where there
is an additional backbone graph whose edges have to be present during each time
step. These problems are related to several well-studied planarity problems.
We show that the STREAM PLANARITY Problem is NP-complete even when
the window size is a constant and that the variant with a backbone graph is
NP-complete for all ω ≥ 2. On the positive side, we provide O(n+ ωm)-time
algorithms for (i) the case ω = 1 and (ii) all values of ω provided the back-
bone graph consists of one 2-connected component plus isolated vertices and no
stream edge connects two isolated vertices. Our results improve on the Hanani-
Tutte-style O((nm)3)-time algorithm proposed by Schaefer [GD’14] for ω = 1.
1 Introduction
In this work we consider the following problem concerning the drawing of evolving
networks. We are given a stream of edges e1, e2 . . . , em with their endpoints in a vertex
set V and an integer window size ω > 0. Intuitively, edges of the stream are assigned
a fixed “lifetime” of ω time intervals. Namely, for 1 ≤ i < |V | − ω, edge ei will
appear at the i-th time instant and disappear at the (i + ω)-th time instant. We aim at
finding a sequence of drawings Γi of the graphs Gi = (V, {ej | i ≤ j < i + ω}), for
1 ≤ i < |V | − ω, showing the vertex set and the subset of the edges of the stream that
are “alive” at each time instant i, with the following two properties: (i) each drawing Γi
is planar and (ii) the drawing of the common graphs Gi∩ = Gi ∩Gi+1 is the same in Γi
and in Γi+1. We call such a sequence of drawings an ω-streamed drawing (ω-SD).
The introduced problem, which we call STREAMED PLANARITY (SP, for short),
captures the practical need of displaying evolving relationships on the same set of en-
tities. As large changes in consecutive drawings might negatively affect the ability of
the user to effectively cope with the evolution of the dataset to maintain his/her mental
map, in this model only one edge is allowed to enter the visualization and only one edge
is allowed to exit the visualization at each time instant, visible edges are represented by
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the same curve during their lifetime, and each vertex is represented by the same distinct
point. Thus, the amount of relational information displayed at any time stays constant.
However, the magnitude of information to be simultaneously presented to the user may
significantly depend on the specific application as well as on the nature of the input
data. Hence, an interactive visualization system would benefit from the possibility of
selecting different time windows. On the other hand, it seems generally reasonable to
consider time windows whose size is fixed during the whole animation.
To widen the application scenarios, we consider the possibility of specifying por-
tions of a streamed graph that are alive during the whole animation. These could be,
e.g., context-related substructures of the input graph, like the backbone network of the
Internet (where edges not in the backbone disappear due to faults or congestion and are
later replaced by new ones), or sets of edges directly specified by the user. We call this
variant of the problem STREAMED PLANARITY WITH BACKBONE (SPB, for short)
and the sought sequence of drawings an ω-streamed drawing with backbone (ω-SDB).
RelatedWork. The problem is similar to on-line planarity testing [8], where one is pre-
sented a stream of edge insertions and deletions and has to answer queries whether the
current graph is planar. Brandes et al. [6] study the closely related problem of comput-
ing planar straight-line grid drawings of trees whose edges have a fixed lifetime under
the assumption that the edges are presented one at a time and according to an Eulerian
tour of the tree. The main difference, besides using topological rather than straight-line
drawings, is that in our model the sequence of edges determining the streamed graph is
known in advance and no assumption is made on the nature of the stream.
It is worth noting that the SP Problem can be conveniently interpreted as a variant of
the much studied SIMULTANEOUS EMBEDDING WITH FIXED EDGES (SEFE) Prob-
lem (see [4] for a recent survey). In short, an instance of SEFE consists of a sequence of
graphs G1, . . . , Gk, sharing some vertices and edges, and the task is to find a sequence
of planar drawings Γi of Gi such that Γi and Γj coincide on Gi ∩ Gj . It is not hard to
see that deciding whether a streamed graph is ω-stream planar is equivalent to deciding
whether the graphs induced by the edges of the stream that are simultaneously present
at each time instant admit a SEFE. Unfortunately, positive results on SEFE mostly con-
centrate on the variant with k = 2, whose complexity is still open, and the problem is
NP-hard for k ≥ 3 [9]. However, while the SEFE problem allows the edge sets of the
input graphs to significantly differ from each other, in our model only small changes
in the subsets of the edges of the stream displayed at consecutive time instants are per-
mitted. In this sense, the problems we study can be seen as an attempt to overcome the
hardness of SEFE for k ≥ 3 to enable visualization of graph sequences consisting of
several steps, when any two consecutive graphs exhibit a strong similarity.
We note that the ω-stream planarity of the stream e1, . . . , em on vertex set V and
backbone edges S is equivalent to the existence of a drawing of the (multi)graph p =
(V, {e1, . . . , em} ∪ S) such that (i) two edges cross only if neither of them is in S and
(ii) if ei and ej cross, then |i−j| ≥ ω. As such the problem is easily seen to be a special
case of the WEAK REALIZABILITY Problem, which given a graph G = (V,E) and a
symmetric relation R ⊆ E × E asks whether there exists a topological drawing of G
such that no pair of edges in R crosses. It follows that SP and SPB are contained in
NP [11]. For ω = 1, the problem amounts to finding a drawing of un, where a subset
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of the edges, namely the edges of S, are not crossed. This problem has recently been
studied under the name PARTIAL PLANARITY [1,10]. Angelini et al. [1] mostly focus
on straight-line drawings, but they also note that the topological variant can be solved
efficiently if the non-crossing edges form a 2-connected graph. Recently Schaefer [10]
gave anO((nm)3)-time testing algorithm for the general case of PARTIAL PLANARITY
via a Hanani-Tutte style approach. He further suggests to view the relation R of an
instance of WEAK REALIZABILITY as a conflict graph on the edges of the input graph
and to study the complexity subject to structural constraints on this conflict graph.
Our Contributions. In this work, we study the complexity of the SP and SPB Prob-
lems. In particular, we show the following results.
1. SPB is NP-complete for all ω ≥ 2 when the backbone graph is a spanning tree.
2. There is a constant ω0 such that SP with window size ω0 is NP-complete.
3. We give an efficient algorithm with running time O(n + ωm) for SPB when the
backbone graph consists of one 2-connected component plus, possibly, isolated
vertices and no stream edge connects two isolated vertices.
4. We give an efficient algorithm for SPB with running time O(n+m) for ω = 1.
It is worth pointing out that the second hardness result shows that WEAK REALIZ-
ABILITY is NP-complete even if the conflict graph describing the non-crossing pairs
of edges has bounded degree, i.e., every edge may not be crossed only by a constant
number of other edges. In particular, this rules out the existence of FPT algorithms with
respect to the maximum degree of the conflict graph unless P = NP .
For the positive results, note that the structural restrictions on the variant for arbi-
trary values of ω are necessary to overcome the two hardness results and are hence, in
a sense, best possible. Moreover, the algorithm for ω = 1 improves the previously best
algorithm for PARTIAL PLANARITY by Schaefer [10] (with running time O((nm)3)-
time) to linear. Again, since the problem is hard for all ω ≥ 2, this result is tight.
2 Preliminaries
For standard terminology about graphs, drawings, and embeddings refer to [7].
Given a (k − 1)-connected graph G with k ≥ 1, we denote by k(G) the number
of its maximal k-connected subgraphs. The maximal 2-connected subgraphs are called
blocks. Also, a k-connected component is trivial if it consists of a single vertex. Further,
given a simply connected graph G, that is 1(G) = 1, the block-cutvertex tree T of G is
the tree whose nodes are the cutvertices and the blocks of G, and whose edges connect
nodes representing cutvertices with nodes representing the blocks they belong to.
Contracting an edge (u, v) in a graph G is the operation of first removing (u, v)
from G, then identifying u and v to a new vertex w, and finally removing multi-edges.
Let G be a planar graph and let E be a planar embedding of G. Further, let H be a
subgraph of G. We denote by E|H the embedding of H determined by E .
Let 〈Gi(V,Ei)〉ki=1 be k planar graphs on the same set V of vertices. A simultane-
ous embedding with fixed edges (SEFE) of graphs 〈G(V,Ei)〉ki=1 consists of k planar
embeddings 〈Ei〉ki=1 such that Ei|Gij = Ej |Gij , with Gij = (V,Ei ∩Ej) for i 6= j. The
SEFE Problem corresponds to the problem of deciding whether the k input graphs ad-
mit a SEFE. Further, if all graphs share the same set of edges (sunflower intersection),
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Fig. 1: Illustration of an instance 〈G(V, S), E, Ψ〉 of SPB with ω = 2, where G is a
2-connected graph, E = {ei : 1 ≤ i ≤ 5}, and Ψ(ei) = i. Solid edges belong to G. (a)
and (b) show different embeddings of G and assignments of the edges in E to the faces
of such embeddings. (a) determines a 2-SDB of 〈G(V, S), E, Ψ〉, while (b) does not.
that is, the graph G∩ = (V,Ei ∩Ej) is the same for every i and j, with 1 ≤ i < j ≤ k,
the problem is called SUNFLOWER SEFE and graph G∩ is the common graph.
In the following, we denote a streamed graph by a triple 〈G(V, S), E, Ψ〉 such that
G(V, S) is a planar graph, called backbone graph, E ⊆ V 2 \ S is the set of edges of a
stream e1, e2, . . . , em, and Ψ : E ↔ {1, . . . ,m} is a bijective function that encodes the
ordering of the edges of the stream.
Given an instance I = 〈G(V, S), E, Ψ〉, we call graph G∪ = (V, S ∪ E) the union
graph of I . Observe that, if G∪ has k connected components, then I can be efficiently
decomposed into k independent smaller instances, whose Streamed Planarity can be
tested independently. Hence, in the following we will only consider streamed graphs
with connected union graph. Also, we denote by Q the set of isolated vertices of G.
Note that, an obvious necessary condition for a streamed graph 〈G(V, S), E, Ψ〉 to
admit an ω-SDB is the existence of a planar combinatorial embedding E of the backbone
graph G such that the endpoints of each edge of the stream lie on the boundary of the
same face of E , as otherwise a crossing between an edge of the stream and an edge ofG
would occur. However, since each edge of the stream must be represented by the same
curve at each time, this condition is generally not sufficient, unless ω = 1; see Fig. 1.
3 Complexity
In the following we study the computational complexity of testing planarity of streamed
graphs with and without a backbone graph. First, we show that SPB is NP-complete,
even when the backbone graph is a spanning tree and ω = 2. This implies that SUN-
FLOWER SEFE isNP-complete for an arbitrary number of input graphs, even if every
graph contains at most ξ = 2 exclusive edges. Second, we show that SP isNP-complete
even for a constant window size ω. This also has connections to the fundamental WEAK
REALIZABILITY Problem. Namely, Theorem 2 implies theNP-completeness of WEAK
REALIZABILITY even for instances 〈G(V,E), R〉 such that the maximum number of
occurrences θ of each edge of E in the pairs of edges in R is bounded by a constant,
i.e., for each edge there is only a constant number θ of other edges it may not cross.
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Fig. 2: Illustration for the proof of Theorem 1. (a) Instance 〈Gi(V,Ei)〉3i=1. (b) Partial
representation of instance 〈G(V, S), E, Ψ〉 containing the edges of G and the edges of
the stream constructed starting from pairs of edges of E3. Edges of T and G are black,
edges of G1, G2, and G3 are solid red, dashed blue, and dotted green, respectively.
These results imply that, unless P=NP, no FPT algorithm with respect to ω, to ξ,
or to θ exists for STREAMED PLANARITY (WITH BACKBONE), SEFE, and WEAK
REALIZABILITY Problems, respectively.
Theorem 1. SPB is NP-complete for ω ≥ 2, even when the backbone graph is a tree
and the edges of the stream form a matching.
Proof. The membership in NP follows from [11]. The NP-hardness is proved by
means of a polynomial-time reduction from problem SUNFLOWER SEFE, which has
been proved NP-complete for k = 3 graphs, even when the common graph is a tree T
and the exclusive edges of each graph only connect leaves of the tree [2].
Given an instance 〈Gi(V,Ei)〉3i=1 of SUNFLOWER SEFE, we construct a streamed
graph 〈G(V, S), E, Ψ〉 that admits an ω-SDB for ω = 2 if and only if 〈Gi(V,Ei)〉3i=1 is
a positive instance of SUNFLOWER SEFE, as follows. To simplify the construction, we
first replace instance 〈Gi(V,Ei)〉3i=1 of SUNFLOWER SEFE with an equivalent instance
in which the exclusive edges inE1∪E2∪E3 form a matching, by applying the technique
described in [3]. Then, we perform the reduction starting from such a new instance.
Refer to Fig. 2.
First, setG = T . Then, for i = 1, 2, 3 and for each edge e = (u, v) ∈ Ei, add toG a
star graph1 S(ue) with leaves u1e, . . . , u
q
e and a star graph S(ve) with leaves v
1
e , . . . , v
q
e
with q = |Ei| − 1, and identify the center of S(ue) with u and the center of S(ve) with
v, respectively. Also, consider the vertex ρ of G corresponding to any internal node of
T , add to G vertices si, for i = 1, . . . , 6 (sentinel leaves), and connect each of such
vertices to ρ. Observe that, by construction, G is a tree and T ⊂ G. The sentinel edges
will serve as endpoints of edges of the stream, called sentinel edges, used to split the
stream in three substreams in such a way that no edge of one substream is alive together
with an edge of a different substream.
1 A star graph is a tree with one internal node, called the central vertex of the star, and k leaves.
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Further, set E can be constructed as follows. For i = 1, 2, 3 and for each pair 〈l,m〉
of edges in Ei, add to E an edge lm = (ual , v
a
l ) between a leaf of S(ul) and a leaf
of S(vl) and an edge ml = (ubm, v
b
m) between a leaf of S(um) and a leaf of S(vm),
respectively, for some a, b ∈ 1, 2, . . . , |Ei| − 1, in such a way that no two edges in E
are incident to the same leaf ofG. Observe that, by construction, E is a matching. Also,
add to E edges (s1, s2), (s3, s4), and (s5, s6) (sentinel edges).
Function Ψ can be defined as follows. First, we construct an auxiliary ordering
σ = eh, . . . , eg of the edges in E, then we just set Ψ(e) = σ(e), for any edge e ∈ E,
where σ(e) denotes the position of e in σ. To obtain σ, we consider sets E1, E2, and
E3 in this order and perform the following two steps. STEP 1: for each pair 〈l,m〉
of edges in Ei, add to σ edge lm and edge ml. STEP 2: add to σ the sentinel edge
(v2(i−1)+1, u2(i−1)+2). Observe that, by construction, each common graphGi∩ contains
the edges ofG plus at most two edges lm andml of the stream with l,m ∈ Ei, for some
i ∈ {1, 2, 3}.
Observe that, the reduction can be easily performed in polynomial time.
We now shot that 〈Gi(V,Ei)〉3i=1 admits a SEFE if and only if instance 〈G(V, S), E, Ψ〉
admits an ω-SDB for ω = 2.
Suppose that 〈Gi(V,Ei)〉3i=1 admits a SEFE 〈Ei〉3i=1. Let H be the embedding of
the common graph T in 〈Ei〉3i=1, that is, H = E1|T = E2|T = E3|T . We construct a
planar embedding E of G by defining the rotation scheme of each non-leaf vertex of G,
as follows.
If v is not a leaf of T , then the rotation scheme of v in E is equal to the rotation
scheme of v in H. If v = ul (v = vl) is the unique neighbor of of any leaf vertex of G,
then the rotation scheme of ul (vl) can be chosen in such a way that the ordering of the
leaves of G that are adjacent to ul (vl) is the reverse of the ordering of the leaves of G
that are adjacent to vl (ul), where the the leaves ofG that are adjacent to ul (vl) and to vl
(ul) are identified by the corresponding apex. We claim that the constructed embedding
E of G yields an ω-SDB of 〈G(V, S), E, Ψ〉 for ω = 2. Let O be the circular ordering
of the leaves of T determined by an Eulerian tour of T inH. Also, letO′ be the circular
ordering of the leaves ofG determined by an Eulerian tour ofG in E . Suppose that there
exist two edges xy and yx with |Ψ(xy) − Ψ(yx)| < ω = 2 such that the endpoints uix
and vix of edge xy and the endpoints u
j
y and v
j
y of edge yx alternate in O′. This implies
that the unique neighbors ux of uix, vx of v
i
x, uy of u
j
y , and vy of v
j
y in T alternate inO.
This, in turn, implies a crossing between the two edges x and y of some set Ei. Hence,
contradicting the fact that 〈Ei〉3i=1 is a SEFE.
Suppose that 〈G(V, S), E, Ψ〉 admits an ω-SDB for ω = 2. Let E be the planar
embedding of G in any ω-SDB of 〈G(V, S), E, Ψ〉. Let O be the ordering of the leaves
of G in an Eulerian tour of G in E . Also, let O′ of the ordering of the leaves of T in
an Eulerian tour of T in the embedding H = E|T . We claim that H yields a SEFE of
〈Gi(V,Ei)〉3i=1. Suppose that there exist two edges x = (ux, vx) and y = (uy, vy) of
some set Ei whose endpoints alternate in O′. Consider the two edges xy = (upx, vpx)
and yx = (uqy, v
q
y) of E, with 1 ≤ p ≤ |E∗i |−1 and 1 ≤ q ≤ |E∗i |−1. Since the sets of
leaves of S(ux), S(vx), S(uy), and S(vy) appear inO in the same order as the vertices
ux, vx, uy , and vy appear in O′, the endpoints of xy and yx alternate in O′. Further,
by construction, it holds that either Ψ(xy) = Ψ(yx) + 1 or Ψ(yx) = Ψ(xy) + 1, that
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is, either edge xy immediately precedes edge yx in the stream or edge yx immediately
precedes edge xy in the stream. The above facts then imply a crossing between edge xy
and yx of the stream. Hence, contradicting the hypothesis that 〈G(V, S), E, Ψ〉 admits
an ω-SDB for ω = 2.
The above discussion proves the statement for ω = 2. To extend the theorem to any
value of ω ≥ 2 it suffices to augment 〈G(V, S), E, Ψ〉 with additional sentinel leaves
and sentinel edges. This concludes the proof of the theorem. uunionsq
Theorem 2. There is a constant ω0 such that deciding whether a given streamed graph
is ω0-stream planar is NP-complete.
Proof. The membership in NP follows from [11]. In the following we describe a re-
duction that, given a 3-SAT formula ϕ, produces a streamed graph that is ω0-stream
planar if and only if ϕ is satisfiable.
To make things simple, we do not describe the stream, but rather important keyframes.
Our construction has the property that edges have a FIFO behavior, i.e., if edge e ap-
pears before edge f , then also e disappears before f . This, together with the fact that in
each key frame only O(1) edges are visible ensures that the construction can indeed be
encoded as a stream with window size O(1). The value ω0 we use is simply the maxi-
mum number of visible edges in any of the key frames. We do not take steps to further
minimize ω0, but even without this, the value produced by the reduction is certainly
less than 120, as we estimate at the end of the proof. Sometimes, we wish to wait until
a certain set of edges has disappeared. In this case we insert sufficiently many isolated
edges into the stream, which does not change the ω0-planarity of the stream.
We now sketch the construction. It consists of two main pieces. The first is a cage
providing two faces called cells, one for vertices representing satisfied literals and one
for vertices representing unsatisfied literals. We then present a clause stream for each
clause of ϕ. It contains one literal vertex for each literal occurring in the clause and it
ensures that these literal vertices are distributed to the two cells of the cage such that
at least one goes in the cell for satisfied literals. Throughout we ensure that none of the
previously distributed vertices leaves the respective cell.
Second, we present a sequence of edges that is ω0-stream planar if and only if the
previously chosen distribution of the literal vertices forms a truth assignment. This is
the case if and only if any two vertices representing the same literal are in the same cell
and any two vertices representing complementary literals of one variable are in distinct
cells.
It is clear that, if the constructions work as described, then the resulting streamed
graph is ω0-stream planar if and only if ϕ is satisfiable. The first part of the stream
ensure that from each clause one of the literals must be assigned to the cell containing
satisfied literals (i.e. the literal receives the value true). The second part ensures that
these choices are consistent over all literals, i.e., these choices actually correspond to a
truth assignment of the variables.
Our first step will be the construction of the cage containing the two cells. Since
the cage needs to persist throughout the whole sequence, it must be constructed in such
a way that it can be “kept alive” over time by presenting new edges. Note that it does
not suffice to repeatedly present edges that are parallel to existing ones, as they may
7
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Fig. 3: Cycle C (solid and dashed edges) contains vertex x in its interior. The dashed
edges leave the sliding window soon. Presenting a new path (dotted) parallel to the old
path does not ensure that x ends up in the interior of the resulting cycle C ′ (solid and
dotted edges).
be embedded differently, and hence over time allow isolated vertices to move through
obstacles; see Fig. 3. We first present a construction that behaves like an edge that can
be “renewed” without changing its drawing too much. We call it persistent edge.
Let u and v be two vertices. A persistent edge between u and v consists of the
four vertices a, b, c, d, each lying on a path of length 2 from u to v. Additionally, a is
connected to b and b is connected to c. Initially, we also have insert the edge b, c to
enforce a unique planar embedding. However, once it leaves the sliding window it does
not get replaced. Figure 4a shows a persistent edge where the thickness of the edge
visualizes the time until an edge leaves the sliding window. The thicker the edge the
longer it stays. Once the edge bc has been removed, but before any of the other edges
disappear, we present in the stream the edges ub′, vb′ and bb′ as well as uc′, vc′ and
cc′, where b′ and c′ are new vertices; see Fig. 4b. Note that there is a unique way to
embed them into the given drawing. After the edges ua, av leave the sliding window,
b takes over the role of a and b′ takes over the role of b. Similarly, after the edges
ud and dv leave the sliding window, c takes over the role of d and c′ takes over the
role of c; see Fig. 4c. By presenting six new edges in regular intervals, the persistent
edge essentially keeps its structure. In particular, we know at any point in time which
vertices are incident to the inner and outer face. For simplicity we will not describe
in detail when to perform this book keeping. Rather, we just assume that the sliding
window is sufficiently large to allow regular book keeping. For example, before each
of the steps described later, we might first update all persistent edges, then present the
gadget performing one of the steps, then update the persistent edges gain, and finally
wait for the gadget edges to be removed from the sliding window again.
Next, we describe the cage. Conceptually, it consists of two cycles of length 4, on
vertices a, b, c, v+ and a, b, c, v−, respectively. However, the edges are actually persis-
tent edges; see Fig. 5a. The interior faces f+ and f− of the two cycles are the positive
and negative literal faces, respectively. Note that at any point in time only a constant
number of edges are necessary for the cage.
Before we describe the clause gadget, which is the most involved part of the con-
struction, we briefly show how to perform the test for the end of sequence. Namely,
assume that we have a set V ′ ⊆ V of literal vertices, and each of them is contained in
8
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Fig. 4: A persistent edge. The thickness of the edges indicates how long the edge stays
in the sliding window. The thinner the edge the earlier it leaves the window. (a) The
initial configuration; the dashed edge bc dissolves first. It is used only once to initially
enforce a unique planar embedding. (b) New vertices b′ and c′ with neighbors u, b, v and
u, c, v, respectively, are introduced. Starting from the embedding in (a) the embedding
is uniquely defined. (c) After the edges incident to a and d disappear, the drawing has
again the same structure as in (a). Repeating this cycle hence preserves the edge. Since
edges are embedded only in the interior of the gadget vertices that are embedded outside
the persistent edge cannot traverse it.
one of the two literal faces. More formally, for each clause ci ∈ ϕ and for each Boolean
variable x, set V ′ contains a literal vertex xi, if x ∈ ci, or a literal vertex xi, if x ∈ ci.
To check whether two literal vertices xi and xj corresponding to a variable x are in the
same face, it suffices to present an edge between them in the stream, then wait until
that edge leaves the sliding window, and continue with the next pair; see Fig 5b. Of
course, in the meantime we may have to refresh the persistent edges. Similarly, if we
wish to check that literal vertices xi and xj are in distinct faces, we make use of the
fact that the two cycles forming the cage share two edges, and hence three vertices a, b
and c. We present in the stream the complete bipartite graph on the vertices {xi, xj}
and {a, b, c}. Clearly, this can be drawn in a planar way if and only if xi and xj are in
distinct faces; see Fig. 5c. Again, it may be necessary to wait until these edges leave the
sliding window before the next test can be performed.
Finally, we describe our clause gadget; see Fig. 6 for an illustration. First, we present
the clause gadget as it is shown in Fig. 6a. The literal vertices are large and solid, their
corresponding indicator vertices are represented by large empty disks. The edges are
ordered in the stream such that the three edges connecting a literal vertex to its indicator
are presented first, i.e., they also leave the sliding window first. The remaining three
edges incident to the literals are drawn last so that they remain present longest. Observe
that the embedding of the clause without the literal and indicator vertices is unique; we
call this part of the clause the frame. Each literal vertex may choose among two possible
faces of the frame where it can be embedded. Either close to the center or close to the
9
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Fig. 5: (a) The cage, the thick gray edges are persistent edges and are refreshed at reg-
ular intervals. After presenting all clause sequences, the faces f+ and f− will contain
the literal vertices corresponding to satisfied and unsatisfied literal vertices, respectively.
(b) Edges used to check whether two literal vertices xi and xj are in the same face. (c)
Edges used to check whether literal vertices xi and xj are in distinct faces.
boundary. The faces in the center are shaded light gray, the faces on the boundary are
shaded or tiled in a darker gray in Fig. 6a.
We now first wait until the edges between literal vertices and their indicators leave
the sliding window. Now the following things happen. First, the thin dotted and dashed
edges leave the sliding window. Immediately afterwards, we present in the stream paths
of length 2 that replace these edges, so the frame essentially remains as it is shown.
However, after this step, the indicator vertex of any literal that was embedded in the
face close to the center may be in any of the faces shaded in light gray in Fig. 6b. Now,
first the thick dotted edges leave the sliding window and are immediately replaced by
parallel paths. Afterwards, the thick dashed edges leave the sliding window and are im-
mediately replaced by parallel paths. Again, the frame remains essentially present. This
allows the indicator vertices of literals that were embedded on the outer face to traverse
into the faces indicated in Fig. 6c. Note that, if all literal vertices were embedded in
the face close the boundary, then there is no face of the frame that can simultaneously
contain them at this point. If however, at least one of them was embedded in the face
close to the center, then there is at least one face of the frame that can contain all the
vertices simultaneously. We now include in the stream a triangle on the three indicator
vertices. This triangle can be drawn without crossing edges of the frame if and only
if the three vertices can meet in one face, which is the case if and only if at least one
indicator vertex, and hence also its corresponding literal vertex, was embedded close to
the center. Now we wait until the edges of the clause, except for those incident to the
literal vertices and the paths that were renewed have vanished; see Fig. 6d.
Let now p be a new vertex, and denote the neighbors of the literal vertex x by αx, βx
and γx, and similarly for y and z. We now connect v to the cage by present the edges
v−v and v+v as well as edges forming a path from c to p that, starting from p, first
visits αx, βx, γx, then αy, βy, γy , and finally αz, βz, γz . Observe that the fact that p
has disjoint paths to v−, v+ and v containing the αh, βh and γh, with h ∈ {x, y, z},
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Fig. 6: Illustration of the clause sequence. (a) Initial embedding of the clause. (b), (c)
faces indicator vertices can reach if they are embedded in the face close to the center
and close to the boundary, respectively. (d), separating the vertices corresponding to
satisfied and unsatisfied literals into two distinct faces. (e) Integrating the now separated
literal vertices into the corresponding faces of the cage.
ensures that, what remains of the clause gadget must be (and hence must have been all
the time) embedded in the outer face of the cage. We assume without loss of generality
that the path containing the αh, βh and γh, with h ∈ {x, y, z}, is not incident to the
outer face. Again, we consider the edges incident to the literal vertices not as part of the
construction. Then the path is incident to precisely two faces, which are adjacent to the
literal faces of the cage. Denote the one incident to f+ by f ′+ and the one incident to f−
by f ′−; see Fig. 6d. Due to the traversal, we have that a literal vertex v is contained in f
′
+
if and only if it was embedded in the face close to the center in the clause, which means
that the corresponding literal was satisfied. Otherwise, it is embedded in f ′−. It now
remains to enclose the literal vertices into the corresponding face of the cage without
letting escape any of the literal vertices already embedded there.
First, we wait until all edges incident to the literal vertices have left the sliding
window, i.e., they become isolated. Then, we present two new persistent edges parallel
to the existing persistent edges v+c and v−c, respectively; see Fig. 6e, where the new
persistent edges are shaded dark gray. To ensure that the embedded is indeed as shown
in Fig. 6e, we one boundary vertex of each new persistent edge to a vertex on the
outer boundary of the persistent edge it is parallel to (dashed lines in Fig. 6e). The new
parallel edges replace the old persistent edges of the cage, and we wait until they have
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dissolved. Clearly, no vertex from an internal face of the cage can escape as the new
persistent edges are embedded in the outer face of the cage. To ensure that the literal
vertices must indeed be embedded in the literal faces, we present the edges bx, by and
bz. Finally, we wait until these edges vanish again. Then we are ready for the next clause
sequence or for the final checking sequence.
The above description produces for a given 3SAT formula ϕ produces, for a suf-
ficiently large (but constant!) ω0 a stream Sϕ one some vertex set Vϕ such that ϕ is
satisfiable if and only if Sϕ is ω0-stream planar. In the first part of the stream, in any
sequence of corresponding planar embedding, the literals of each clause, represented
by vertices, are transferred to two interior faces of the cage such that for each clause
at least one literal vertex is transferred to the face representing satisfied literals. This
models the fact that each clause must contain at least one satisfied literal. In the second
part, a sequence of edges is presented that is ω0-planar if and only if the previously
produced distribution of literals to the positive and negative faces of the cage corre-
sponds to a truth assignment of the underlying variables. The construction can clearly
be performed in polynomial time.
We now briefly estimate the window size ω0. The largest number of edges that are
simultaneously important in our construction occurs when presenting a clause gadget. A
clause gadget has 48 edges, and it is simultaneously visible with four persistent edges,
each of which may use up to 16 edges immediately after they have refreshed. Hence a
window size of ω0 = 112 suffices for the construction. uunionsq
4 Algorithms for ω-Stream Drawings with Backbone
In this section, we describe a polynomial-time decision algorithm for the case that the
backbone graph consists of a 2-connected component plus, possibly, isolated vertices
with no edge of the stream connecting two isolated vertices. We call instances satisfying
these properties star instances, as the isolated vertices are the centers of edge disjoint
star subgraphs of the union graph (see Section 4.1). Observe that, the requirement of the
absence of edges of the stream between the isolated vertices of a star instance seems to
be quite a natural restriction. In fact, as proved in Theorem 2, dropping this restriction
makes the STREAMED PLANARITY Problem computationally tough. This algorithm
will also serve as a subprocedure to solve the SPB Problem for ω = 1 with no restric-
tions on the backbone graph (see Section 4.2).
4.1 Star Instances
In this section we describe an efficient algorithm to test the existence of an ω-SDB for
star instances (see Fig. 7(a)). The problem is equivalent to finding an embedding E of
the unique non-trivial 2-connected component β of G and an assignment of the edges
of the stream and of the isolated vertices of G to the faces of E that yield a ω-SDB.
Lemma 1. Let 〈G(V, S), E, Ψ〉 be a star instance of SPB and let ω be a positive inte-
ger window size. There exists an equivalent instance 〈Gi(V,Ei)〉m+1i=1 of SUNFLOWER
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v4(e2)
Fig. 7: (a) A star instance with stream edges E = {ei : 1 ≤ i ≤ 4}, Ψ(ei) = i, and
ω = 3. (b) A SEFE of the instance of SUNFLOWER SEFE obtained as described in
Lemma 1 where G∪ is drawn with thick solid black edges, exclusive edges of Gi are
drawn with the same style as edge ei and exclusive edges of Gm+1 = G5 are drawn as
yellow solid curves. Vertices in D(e2) = {v2(e2), v3(e2), v4(e2)} are also shown.
SEFE such that the common graph G∩ consists of disjoint 2-connected components.
Further, instance 〈Gi(V,Ei)〉m+1i=1 can be constructed in O(n+ ωm) time.
Proof. Given a star instance 〈G(V, S), E, Ψ〉 of SPB we construct an instance 〈Gi(V,Ei)〉m+1i=1
of SUNFLOWER SEFE that admits a SEFE if and only if 〈G(V, S), E, Ψ〉 admits an ω-
SDB, as follows. Refer to Figs 7(a) and 7(b) for an example of the construction.
Initialize graph G∩ to the backbone graph G. Also, for every edge e ∈ E, add to
G∩ a set of vertices D(e) = {vi(e) | Ψ(e) ≤ i < min(Ψ(e) + ω,m + 1)}. Observe
that, since 〈G(V, S), E, Ψ〉 is a star instance, graph G∩ contains a single non-trivial 2-
connected component β, plus a set of trivial 2-connected components consisting of the
isolated vertices in Q∪⋃e∈E D(e).
For i = 1, . . . ,m, graph Gi contains all the edges and the vertices of G∩ plus a set
of edges defines as follows. For each edge e = (u, v) ∈ E such that 0 ≤ i−Ψ(e) < ω,
add to E(Gi) edges (u, vi(e)) and (vi(e), v). From a high-level view, graphs Gi, with
i = 1, . . . ,m, are defined in such a way to enforce the same constraints on the possible
embeddings of the common graph as the constraints enforced by the edges of the stream
on the possible embeddings of the backbone graph.
Finally, graph Gm+1 contains all the edges and the vertices of G∩ plus a set of
edges defined as follows. For each edge e ∈ E, add to Em+1 edges (vΨ(e)(e), vk(e)),
with Ψ(e) < k < min(Ψ(e)+ω,m+1). Observe that, in any planar drawing Γm+1 of
Gm+1, vertices vk(e) lie inside the same face of Γm+1, for any edge e ∈ E. The aim of
graph Gm+1 is to combine the constrains imposed on the embedding of the backbone
graph by each graph Gi, with i = 1, . . . ,m, in such a way that, for each edge e ∈ E,
the edges of set D(e) are embedded in the same face of the backbone graph.
Hereinafter, given a positive instance 〈Gi(V,Ei)〉m+1i=1 of SEFE with the above prop-
erties, we denote the corresponding SEFE 〈Γi〉m+1i=1 by 〈Ei, Ai〉m+1i=1 , where Ei represents
the embedding of β in Γi and AEi represents the assignment of the isolated vertices and
of the exclusive edges of graph Gi in Γi to the faces of Ei, for i = 1, . . . ,m+ 1. Simi-
larly, given a positive star instance 〈G(V, S), E, Ψ〉 of SPB we denote the correspond-
ing ω-SDB Γ by 〈E , AE〉, where E represents the embedding of the unique non-trivial
2-connected component β of G in Γ and AE represents the assignment of the isolated
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vertices of G and of the edges of the stream to the faces of E in Γ . More formally,
AE : E ∪Q → F (E), where F (E) denotes the set of facial cycles of E .
Suppose that 〈Gi(V,Ei)〉m+1i=1 is a positive instance of SEFE, that is, 〈Gi(V,Ei)〉m+1i=1
admits a SEFE 〈Ei, Ai〉m+1i=1 . We show how to construct a solution 〈E , AE〉 of 〈G(V, S), E, Ψ〉.
Since 〈Ei, Ai〉m+1i=1 is a SEFE and β ∈ G∩, we have that Ei = Ej , with 1 ≤ i < j ≤
m+ 1. We set the embedding E of β to E1.
Further, for every edge e ∈ E, we set AE(e) to the face of E1 vertex vΨ(e)(e)
is placed inside in Γ1, that is, AE(e) = AE1(vΨ(e)(e)). Similarly, for every isolated
vertex v ∈ Q, we set AE(v) to the face of E1 vertex v is placed inside in Γ1, that is,
AE(v) = AE1(v).
We need to prove that E is a planar embedding of β and that no crossing occurs
neither between an edge in E and an edge in β nor between two edges ei ∈ E and
ej ∈ E, with i < j and Ψ(ej) − Ψ(ei) < ω. Observe that, since 〈Ei, Ai〉m+1i=1 is a
SEFE, the embedding Ei of β in Γi is planar. As E coincides with E1, it follows that E
is also planar. Assume that there exists a crossing between an edge e ∈ E and an edge
of β. This implies that there exists in ΓΨ(e) a path p∗ = (u, vΨ(e)(e), v) connecting two
vertices of u and v of β that are incident to different faces of EΨ(e). Further, assume
that there exists a crossing between an edge ei ∈ E and an edge ej ∈ E with Ψ(ei) <
Ψ(ej) such that Ψ(ej) − Ψ(ei) < ω inside the same face f of E . This implies that
there exists in GΨ(ei) a crossing between a path p
′ = (a, . . . , vΨ(ei)(ei), . . . , b) and
p′′ = (c, . . . , vΨ(ei)(ej), . . . , d) only containing exclusive edges of GΨ(ei) such that
a, c, b, and d apper in this order in the face of EΨ(ei) corresponding to f . Thus, both
assumptions contradict the fact that 〈G(V, S), E, Ψ〉 admits an ω-SDB.
Suppose that 〈G(V, S), E, Ψ〉 admits an ω-SDB, that is, there exist a planar embed-
ding E of β and an assignment function AE : E ∪ Q → F (E) such that, for any two
paths p′ = (a, . . . , b) and p′′ = (c, . . . , d) with {a, b, c, d} ∈ β and Ψ(ej)−Ψ(ei) < ω,
for every edge ei ∈ p′ and ej ∈ p′′ with i < j, it holds thatAE(ei) 6= AE(ej). We show
how to construct a SEFE 〈Ei, Ai〉m+1i=1 of 〈Gi(V,Ei)〉m+1i=1 .
For i = 1, . . . ,m + 1, we set the embedding Ei of β to E . For i = 1, . . . ,m +
1 and for each edge e ∈ E, we assign each vertex vk(e) ∈ D(e) to the face of Ei
that corresponds to the face of E edge e is assigned to, that is, AEi(vk(e)) = AE(e).
Also, for each edge e = (u, v) ∈ E, we assign edges (u, vk(e)) and (vk(e), v) to
face AEk(vk(e)), with Ψ(e) ≤ k < min(Ψ(e) + ω,m + 1). Further, for each edge
e = (u, v) ∈ E, we assign edges (vΨ(e), vk(e)) to face AEm+1(vk(e)), with Ψ(e) <
k < min(Ψ(e) + ω,m+ 1). Finally, for i = 1, . . . ,m+ 1 and for each vertex v ∈ Q,
we set AEi(v) = AE(v).
In order to prove that 〈Ei, Ai〉m+1i=1 is a SEFE of 〈Gi(V,Ei)〉m+1i=1 we show that (i)
Ei is a planar embedding of β ∈ Gi (ii) all embeddings Ei coincide, (ii) there exists no
crossing in Γi involving the exclusive edges of any graphGi, and (iv) each isolated ver-
tex v of G∩ is such that AEi(v) = AEj (v), with i 6= j. Since E is planar by hypothesis
and since Ei = E , condition (i) is trivially verified. Further, by construction, conditions
(ii) and (iv), are also satisfied. Assume that condition (iii) does not hold. In this case,
either an exclusive edge (vi(e), w) of Gi crosses an edge of β or there exists a crossing
between two exclusive edges (vi(e1), p) and (vi(e2), q) of Gi inside the same face of
Ei. In the former case, there must exists in Gi a path p0 = (a, vi(e), b) composed of
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exclusive edges of Gi connecting two vertices a, b ∈ β (not necessarily different from
w) that lie on the boundary of different faces of Ei. However, this would imply that
G∪ contains a path p∗0 = (a, . . . , b) containing edge e and only consisting of edges ek
with 0 ≤ i − Ψ(ek) < ω, whose endpoints a and b lie on different faces of E . In the
latter case, there must exist two vertex-disjoint paths p1 = (a, . . . , vi(e1), . . . , b) and
p2 = (c, . . . , vi(e2), . . . , d) of exclusive edges of Gi contained in a face f of Ei con-
necting vertices a, b ∈ f and c, d ∈ f , respectively, such that a, c, b, and d appear in this
order along f . However, this would imply that G∪ contains two paths p∗1 = (a, . . . , b)
and p∗2 = (c, . . . , d) with endpoints in β containing edges e1 and e2, respectively, and
only containing edges ek in E with 0 ≤ i− Ψ(ek) < ω that lie inside the face f∗ of E
corresponding to face f of Ei and whose endpoints alternate along the boundary of f∗.
Thus, both assumptions contradict the fact that 〈G(V, S), E, Ψ〉 admits an ω-SDB.
It is easy to see that instance 〈Gi(V,Ei)〉m+1i=1 can be constructed in timeO(n+ωm).
In fact, the construction of the common graph G∩ takes O(n)-time, since the backbone
graph G is planar. Also, each graph Gi can be encoded as the union of a pointer to
the encoding of G∩ and of the encoding of its exclusive edges. Further, each graph Gi,
with i = 1, . . . ,m, has at most ω exclusive edges, and graph Gm+1 has at most ωm
exclusive edges. This concludes the proof of the lemma. uunionsq
Lemma 1 provides a straight-forward technique to decide whether a star istance
〈G(V, S), E, Ψ〉 of SPB admits a ω-SDB. First, transform instance 〈G(V, S), E, Ψ〉 into
an equivalent instance 〈Gi(V,Ei)〉m+1i=1 of SEFE of m+ 1 graphs with sunflower inter-
section and such that the common graph consists of disjoint 2-connected components,
by applying the reduction described in the proof of Lemma 1. Then, apply to instance
〈Gi(V,Ei)〉m+1i=1 the algorithm by Bläsius et al. [5] that tests instances of SEFE with
the above properties in linear time. Thus, we obtain the following theorem.
Theorem 3. Let 〈G(V, S), E, Ψ〉 be an star instance of SPB. There exists an O(n +
ωm)-time algorithm to decide whether 〈G(V, S), E, Ψ〉 admits an ω-SDB.
4.2 Unit window size
In this section we describe a polynomial-time algorithm to test whether an instance
〈G(V, S), E, Ψ〉 of SPB admits an ω-SDB for ω = 1. Observe that, in the case in which
ω = 1, the SPB Problem equals to the problem of deciding whether an embedding of
the backbone graph exists such that the endpoints of each edge of the stream lie on the
boundary of the same face of such an embedding.
Let G1, . . . ,G1(G) be the connected components of the backbone graph G. Given an
embedding E ofG, we define the set F (E) of facial cycles of E as the union of the facial
cycles of the embeddings Ei = E|Gi of each connected component Gi of G in E . We
first prove an auxiliary lemma which allows us to focus our attention only on instances
whose backbone graph contains at most one non-trivial connected component.
Lemma 2. Let 〈G(V, S), E, Ψ〉 be an instance of SPB. There exists a set of instances
〈G(Vi, Si), Ei, Ψi〉 whose backbone graph G(Vi, Si) contains at most one non-trivial
connected component Gi such that 〈G(V, S), E, Ψ〉 admits a ω-SDB with ω = 1 if
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and only if all instances 〈G(Vi, Si), Ei, Ψi〉 admit a ω-SDB with ω = 1. Further, such
instances can be constructed in O(n+m) time.
Proof. We construct instances 〈G(Vi, Si), Ei, Ψi〉 starting from G∪ in two steps. To
ease the description, we assume that each vertex v ∈ V is initially associated with
an index l(v) corresponding to the connected component of G vertex v belongs to,
that is, l(v) = i if v ∈ V (Gi). First, we recursively contract each edge (u, v) of G∪
with {u, v} ⊆ V (Gi) to a single vertex w and set l(w) = i, for i = 1, . . . , 1(G).
Thus, obtaining an auxiliary graph H on 1(G) vertices. Then, we obtain instances
〈G(Vi, Si), Ei, Ψi〉 from H by recursively uncontracting each vertex w with l(w) = i,
for i = 1, . . . , 1(G). Note that, by construction, Gi ⊆ G(Vi, Si).
Observe that, the construction of H requires O(n+m) time. Further, the construc-
tion of each instance 〈G(Vi, Si), Ei, Ψi〉 can be performed in O(ni +mi) time, where
ni = |V (Gi)| and mi is the number of edges in E that are incident to a vertex of Gi,
which sums up to O(n + m) time in total for all 1 ≤ i ≤ 1(G). Thus, proving the
O(n+m) running time of the construction.
The necessity is trivial. In order to prove the sufficiency, assume that all instances
〈G(Vi, Si), Ei, Ψi〉 admit a ω-SDB for ω = 1. Intuitively, a 1-SDB Γ of the original
instance can be obtained, starting from a 1-SDB Γi of any 〈G(Vi, Si), Ei, Ψi〉, by re-
cursively replacing the drawing of each isolated vertex vj ∈ Qi with the 1-SDB Γj of
〈G(Vj , Sj), Ej , Ψj〉 (after, possibly, promoting a different face to be the outer face of
Γj) . For a complete example, see Fig. 9. The fact that Γ is a 1-SDB of 〈G(V, S), E, Ψ〉
derives from the fact that each Γi is a 1-SDB of 〈G(Vi, Si), Ei, Ψi〉, that in a 1-SDB
crossings among edges in E do not matter, and that, by the connectivity of the union
graph, the assignment of the isolated vertices in Qi to the faces of the embedding Ei of
Gi in Γi must be such that any two isolated vertices connected by a path of edges of the
stream Ei lie inside the same face of Ei. In the following, we prove this direction more
formally.
We denote by (Ei, CEi) the solution of instance 〈G(Vi, Si), Ei, Ψi〉, where Ei is a
planar embedding of Gi and CEi : F (Ei) → 2Qi is an assignment of the set of isolated
vertices Qi of G(Vi, Si) to the set of faces of Ei, denoted by F (Ei). We now show how
to extend the solutions (Ei, CEi) of instances 〈G(Vi, Si), Ei, Ψi〉, with i = 1, . . . , 1(G),
to a solution 〈E , CE〉 of instance 〈G(V, S), E, Ψ〉, where E is a planar embedding of G
defining the set of facial cycles and CE : F (E) → 2{1,...,1(G)} is an assignment of the
connected components of G to the faces of E .
To obtain E , we set the rotation scheme of each vertex v of G in E to the rotation
scheme of v in the embedding Ei of the component Gi of the backbone graph G con-
taining v. Clearly, the set of facial cycles F (E) of E is equal to the union of the set of
facial cycles of each Ei, that is, for each face f ∈ E , we have that f belongs to Ei for
some 1 ≤ i ≤ 1(G).
The assignment function CE can be defined as follows. Initialize CE(f) = ∅, for
each facial cycle f in F (E). Then, consider each pair of connected components Gi and
Gj of the backbone graph and, for each facial cycle f in F (E) ∩ F (Ej), set CE(f) =
CE(f) ∪ i if i ∈ CEj (f).
We now prove that (E , CE) is a solution for 〈G(V, S), E, Ψ〉. Since each Ei is a
planar embedding, then E is also planar. We just need to prove that for every two
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faces f ′ and f ′′ of E either (i) CE(f ′) ⊆ CE(f ′′), or (ii) CE(f ′′) ⊆ CE(f ′), or (iii)
CE(f ′) ∩ CE(f ′′) = ∅. Clearly, if f ′, f ′′ ∈ Ei for some i, exactly one of (i), (ii), and
(iii) must hold, as otherwise (Ei, CEi)would not be a solution of 〈G(Vi, Si), Ei, Ψi〉. We
prove that there exist no f ′ ∈ Ei and f ′′ ∈ Ej with i 6= j such that neither (i), (ii), or (iii)
holds. We distinguish three cases according to whether j ∈ CEi(f ′), or i ∈ CEj (f ′′),
or j /∈ CEi(f ′) ∧ i /∈ CEj (f ′′). By the connectivity of the union graphs of each in-
stance and by the fact that (Ei, CEi) and (Ej , CEj ) are ω-SDB of 〈G(Vi, Si), Ei, Ψi〉
and 〈G(Vj , Sj), Ej , Ψj〉, respectively, we have that: (i) must hold, if i ∈ CEj (f ′′); (ii)
must hold, if j ∈ CEi(f ′); and (iii) must hold, if j /∈ CEi(f ′) ∧ i /∈ CEj (f ′′). This
concludes the proof of the lemma. uunionsq
By Lemma 2, in the following we only consider the case in which the backbone
graph consists of a single non-trivial connected component plus, possibly, isolated ver-
tices. We now present a simple recursive algorithm to test instances with this property.
Algorithm ALGOCON.
◦ INPUT: an instace I = 〈G(V, S), E, Ψ〉 of the SPB Problem with ω = 1 with union
graph G∪ such that G contains at most one non-trivial connected component.
◦ OUTPUT: YES, if 〈G(V, S), E, Ψ〉 is positive, or NO, otherwise.
BASE CASE 1: instance I is such that 2(G) = 0, that is, every connected com-
ponent of G is an isolated vertex. Return YES, as instances of this kind are trivially
positive.
BASE CASE 2: instance I is such that (i) 2(G) = 1, that is, the backbone graph G
consists of a single 2-connected component plus, possibly, isolated vertices and (ii) no
edge of the stream connects any two isolated vertices. In this case, apply the algorithm
of Theorem 3 to decide I and return YES, if the test succeeds, or NO, otherwise.
RECURSIVE STEP: instance I is such that either (CASE R1) 2(G) = 1 and there
exists edges of the stream between pairs of isolated vertices or (CASE R2) 2(G) > 1.
First, replace instance I with two smaller instances I = 〈G(V, S), E, Ψ〉 and
I◦ = 〈G(V◦, S◦), E◦, Ψ◦〉, as described below. Then, return YES, ifALGOCON(I) =
ALGOCON(I◦) = YES, or NO, otherwise.
CASE R1. Instance I is obtained from I by recursively contracting every edge (u, v)
of G∪ with {u, v} * V (G). Instance I◦ is obtained from I by recursively contract-
ing every edge (u, v) of G∪ with {u, v} ⊆ V (G).
CASE R2. Let G be the unique non-trivial connected component of G, let T be the
block-cutvertex tree of G rooted at any block, and let β be any leaf block in T . Also,
let v be the parent cutvertex of β in T . We first construct an auxiliary equivalent
instance I∗ = 〈G(V∗, S∗), E∗, Ψ∗〉 starting from I and then obtain instances I and
I◦ from I∗, as follows. See Fig. 8 for an illustration of the construction of instance
I∗. Initialize I∗ to I . Replace vertex v in V∗ with two vertices v′ and v′′ and make (i)
v′ adjacent to all the vertices of β vertex v used to be adjacent to and (ii) v′′ adjacent
to all the vertices in V (G)\V (β) vertex v used to be adjacent to. Then, replace each
edge (v, x) of E∗ with edge (v′, x), if x ∈ V (β) or if x ∈ Q∗ and there exists a
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Fig. 8: (a) Instance I and (b) instance I∗ obtained in CASE R2 of Algorithm ALGO-
CON. Edges of the backbone graph are black thick curves; edge of the stream are green
thin curves; and edges of the stream incident to v′ and v′′ in I∗ are blue dashed curves.
path composed of edges of the stream connecting x to a vertex y 6= v ∈ V (β), and
edge (v′′, x), if x ∈ V (G) \ V (β) or if x ∈ Q∗ and there exists a path composed
of edges of the stream connecting x to a vertex y 6= v ∈ V (G) \ V (β). Finally, add
edge (v′, v′′) to E∗. It is easy to see that instances I and I∗ are equivalent.
Instance I is obtained from I∗ by recursively contracting every edge (u, v) of G∗∪
with u, v * V (β), where G∗∪ is the union graph of I∗. Instance I◦ is obtained from
I∗ by recursively contracting every edge (u, v) of G∗∪ with {u, v} ⊆ V (β).
Theorem 4. Let 〈G(V, S), E, Ψ〉 be an instance of SPB. There exists anO(n+m)-time
algorithm to decide whether 〈G(V, S), E, Ψ〉 admits an ω-SDB for ω = 1.
Proof. The algorithm runs in two steps, as follows.
– STEP 1 applies the reduction illustrated in the proof of Lemma 2 to 〈G(V, S), E, Ψ〉
to construct 1(G) instances 〈G(Vi, Si), Ei, Ψi〉 such that the backbone graphsG(Vi, Si)
contain at most one non-trivial connected component.
– STEP 2 applies Algorithm ALGOCON to every instance 〈G(Vi, Si), Ei, Ψi〉 and
return YES, if all such instances are positive, or NO, otherwise.
Observe that, the correctness of the presented algorithm follows from the correct-
ness of Lemma 2, of Theorem 3, and of Algorithm ALGOCON. We now prove the
correctness for Algorithm ALGOCON. Obviously, the fact that instances I and I◦
constructed in CASE R1 and CASE R2 are both positive is a necessary and sufficient
condition for instance I to be positive. We prove termination by induction on the num-
ber 2(G) of blocks of the backbone graphG of instance I , primarily, and on the number
of edges of the stream connecting isolated vertices of the backbone graph, secondarily.
(i) If 2(G) = 0, then BASE CASE 1 applies and the algorithm stops; (ii) if 2(G) = 1
and no two isolated vertices of the backbone graph are connected by an edge of the
stream, then BASE CASE 2 applies and the algorithm stops; (iii) if 2(G) = 1 and
there exist edges of the stream between any two isolated vertices of the backbone graph
G, then, by CASE R1, instance I is split into (a) an instance I with 2(G(V, E)) = 1
and no edges of the stream connecting any two isolated vertices of the backbone graph
G(V, E), and (b) an instance I◦ with 2(G(V◦, E◦)) = 0; (iv) finally, if 2(G) > 1,
then, by CASE R2, instance I is split into (a) an instance I◦ with 2(G(V, E)) = 1
and (b) an instance I◦ with 2(G(V◦, E◦)) = 2(G)− 1.
18
The running time easily derives from the fact that all instances 〈G(Vi, Si), Ei, Ψi〉
can be constructed inO(n+m)-time and that the algorithm for star instances described
in the proof of Theorem 3 runs in O(n+ ωm)-time. This concludes the proof. uunionsq
Acknowledgments. Giordano Da Lozzo was supported by the MIUR project AMANDA
“Algorithmics for MAssive and Networked DAta”, prot. 2012C4E3KT_001. Ignaz Rutter
was supported by a fellowship within the Postdoc-Program of the German Academic
Exchange Service (DAAD). This work was done while the authors where visiting the
Department of Applied Mathematics at Charles University in Prague.
19
G1
G2 G3
G4
I
(a)
I1
G1
G2 G3
G4
(b)
Γ1
G2
G1 G4
G3
(c)
I2
G3
G1
G2
G4
(d)
Γ2
G2
G1
G3
G4
(e)
I3
G2
G1
G3G4
(f)
Γ3
G4 G3
G1
G2
(g)
I4 G1
G2
G4
G3
(h)
Γ4
G4
G1
G3
G2
(i)
Γ12 G2
G4G1
G3
(j)
Γ123
G3
G2
G4
G1
(k)
Γ1234 G2
G1 G4 G3
(l)
Fig. 9: (a) Instance I = 〈G(V, S), E, Ψ〉 of SPB with ω = 1, where G consists of 4
connected components G1, G2, G3, and G4. Edges of the backbone graph are black thick
curves. Edges of the stream are green thin curves. Instances I1 (b), I2 (d), I3 (f), and I4
(h) obtained by applying the procedure described in the proof of Lemma 2 to instance
I . 1-SDB Γ1 (c), Γ2 (e), I3 (g), and I4 (i) of instances I1, I2, I3, and I4, respectively.
(j) 1-SDB Γ 12 obtained by replacing the drawing of G2 in Γ1 with Γ2. (k) 1-SDB Γ 123
obtained by replacing the drawing of G3 in Γ 12 with Γ 3. (l) 1-SDB Γ 1234 obtained by
replacing the drawing of G4 in Γ 123 with Γ4.
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