Abstract-Being able to measure 3-D flow velocity and volumetric flow rate effectively in the cardiovascular system is valuable but remains a significant challenge in both clinical practice and research. Currently, there has not been an effective and practical solution to the measurement of volume flow using ultrasound imaging systems due to challenges in existing 3-D imaging techniques and high system cost. In this study, a new technique for quantifying volumetric flow rate from the crosssectional imaging plane of the blood vessel was developed by using speckle decorrelation (SDC), 2-D high-frame-rate imaging with a standard 1-D array transducer, microbubble contrast agents, and ultrasound imaging velocimetry (UIV). Through SDC analysis of microbubble signals acquired with a very high frame rate and by using UIV to estimate the two in-plane flow velocity components, the third and out-of-plane velocity component can be obtained over time and integrated to estimate volume flow. The proposed technique was evaluated on a wallless flow phantom in both steady and pulsatile flow. UIV in the longitudinal direction was conducted as a reference. The influences of frame rate, mechanical index (MI), orientation of imaging plane, and compounding on velocity estimation were also studied. In addition, an in vivo trial on the abdominal aorta of a rabbit was conducted. The results show that the new system can estimate volume flow with an averaged error of 3.65% ± 2.37% at a flow rate of 360 mL/min and a peak velocity of 0.45 m/s, and an error of 5.03% ± 2.73% at a flow rate of 723 mL/min and a peak velocity of 0.8 m/s. The accuracy of the flow velocity and volumetric flow rate estimation directly depend on the imaging frame rate. With a frame rate of 6000 Hz, a velocity up to 0.8 m/s can be correctly estimated. A higher mechanical index (MI = 0.42) is shown to produce greater errors (up to 21.78 ± 0.49%, compared to 3.65 ± 2.37% at MI = 0.19). An in vivo trial, where velocities up to 1 m/s were correctly measured, demonstrated the potential of the technique in clinical applications.
I. INTRODUCTION
V OLUMETRIC flow rate is an important indicator for diagnosing many diseases, such as heart failure, carotid stenosis, and renal failure [1] , [2] ; it is also useful for monitoring the changes caused by aging, remodeling, and surgical or pharmacological interventions [3] , [4] . Ultrasound imaging, especially Doppler ultrasound, is currently the most common noninvasive modality for volumetric flow measurement, both in clinical practice and in research. Other techniques, such as ultrasound imaging velocimetry, vector Doppler, transverse oscillation beamforming, and variants of these [5] - [8] , have also been widely investigated in the past two decades. Most of these techniques estimate only the 1-D or 2-D velocities in the scanning plane, also called "in-plane," from which the volumetric flow is derived by assuming the blood vessels have a circular cross section with symmetric flow profiles. This assumption can be far from true in the cardiovascular system.
A method to measure the out-of-plane velocity based on Doppler imaging and its intrinsic spectral broadening was introduced [9] , but it still requires knowledge of the angle between the flow and the elevational direction of the transducer, which is hard to obtain in practice. In recent years, many studies have endeavored to develop 3-D flow imaging methods with a 2-D-array ultrasound probe [10] , [11] . The challenges for 3-D ultrasound imaging are the huge amount of data and the demanding hardware and computational requirements, which make it difficult and costly to implement [12] .
One solution that might be able to overcome these limitations is to characterize the time-varying speckle patterns of scattered signals while scanning arteries in the transverse plane (cross-sectional view of the vessel). The acoustic beam generated by the imaging system has a thickness in the elevational direction, and this allows the estimation of motion parallel to the vessel axis if the transducer is positioned to have a transverse view, as this motion will cause speckle decorrelation (SDC) in the images. Although there have been many studies of SDC methods for 3-D ultrasound imaging [13] , [14] , blood flow estimation [15] - [18] , and the investigation of elastic tissue properties [19] , [20] , only a few of them focused on estimating the flow velocity or flow rate in the out-of-plane direction [17] , [21] , [22] . Furthermore, previous SDC studies used only conventional, focused ultrasound; consequently, This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see ht. tp://creativecommons.org/licenses/by/3.0/ the maximum measurable velocity can only be about 0.2 m/s, which is more than an order of magnitude lower than peak physiological velocities in the cardiovascular system [21] . The reason is that in conventional, focused ultrasound, the frame rate can only reach a few hundreds per second, and can be much lower if the scanning region is deep. At low frame rates, speckle patterns from two consecutive frames totally decorrelate, or decorrelate to the noise level, if the flow velocity is high. The low frame rate in previous studies hindered the clinical use of the SDC method for volumetric flow rate estimation.
In the last decade, the emergence of plane-wave ultrasound techniques, which can increase the frame rate by up to two orders of magnitude, has greatly expanded the capability of medical ultrasound imaging [23] , [24] . High-frame-rate data acquisition is of particular interest for blood flow imaging because it allows the analysis of peak flows with a high temporal resolution.
Here, we investigate the hypothesis that high-frame-rate plane-wave imaging can overcome the limitation imposed by conventional, focused ultrasound when using the SDC method to measure high velocity flow in the out-of-plane direction. The feasibility of this method was investigated using microbubble contrast agent and a transverse view of the vessel. Measuring in-plane velocity vectors using the UIV method allowed compensation for decorrelation caused by in-plane motions. Factors that may influence the proposed technique were investigated in experiments on a straight, wall-less flow phantom, and an in vivo trial of the rabbit aorta was conducted to demonstrate the potential of the technique for future clinical applications.
II. THEORY
In medical ultrasound, the displayed image is the result of phase-sensitive detection of backscattered echoes from a roughly ellipsoidal volume known as the resolution cell. Each pixel in the image corresponds to backscattered echoes from the resolution cell. A specific B-mode image may be considered as a speckle pattern. When the scatterers in the resolution cell move, the speckle pattern will change.
When the number of scatterers within the resolution cell is large and the magnitude and phase of each scattering echo are independent of each other, this type of speckle is defined as fully developed. For fully developed speckle, the decorrelation rate caused by scatterer movements follows a Gaussian curve if the resolution cell of the imaging system is approximated as a Gaussian shape. Those movements may come from different directions (axial, lateral, and elevational), all leading to decorrelation of the obtained images. By assuming the image formation is separable into factors arising from the three orthogonal directions, the decorrelation rate can then be derived individually for each direction [17] , [25] . Here, the derivation of decorrelation rate in the elevational direction is summarized and it can be extended to other directions.
For fully developed speckle, the following relation between the autocorrelation function of the echo signal intensities in the elevational direction (as the object moves relative to the Fig. 1 . Intensity values between a series of patches (marked with white boxes) from B-mode frames in the elevational direction (frame 1 to frame n) decorrelate and the decorrelation rate follows a Gaussian curve.
probe in the elevational direction) and the imaging system characteristics has been derived as follows [14] , as in:
where R I ( r ) is the autocorrelation of echo signal intensities in the elevational direction with spatial distance r (this can be changed to lag in time when the transducer or scatterer is moving over time), I d is the mean diffuse intensity which is constant with position [23] , [24] , and ρ( r ) 2 is the normalized coherence factor which is related to the system point spread function and ranges from 0 to 1 [25] , [26] . As I d is constant with position, the relation between R I ( r ) and ρ( r ) 2 can be regarded as proportional. If the correlation of echo signal intensities R I ( r ) is normalized, the following relation can be obtained, as in:
where C I ( r ) is the normalized R I ( r ) and it can also be calculated as the linear correlation coefficient between two 2-D images (or corresponding 2-D patches of the images) with a distance of r in the elevational direction [25] , [26] .
The ρ( r ) 2 term in (1) and (2) is the normalized coherence factor determined by the shape of the sound beam at different positions. More specifically, it is dependent on the corresponding point spread function [14] , [25] . For an array transducer, it has been shown that the normalized coherence factor in the Fraunhofer region of the acoustic field can be approximated as a Gaussian curve [14] , [27] , as in
From (2) and (3), it is seen that the normalized correlation function of echo signal intensities in the elevational direction for fully developed speckle objects would follow a specific Gaussian curve. The basic concept of this relationship is illustrated in Fig. 1 .
The Gaussian curve is position and transducer setting specific. If the transducer settings are fixed, the corresponding curves at different positions can be obtained by calibration with a speckle phantom using the equation, as in
where C I _cali (n) is the correlation coefficient between B-mode frames from the speckle phantom within the region of interest, n is the frame number, and d is the displacement of the phantom between two consecutive frames. With curve fitting, σ y can be obtained for each specific position. σ y is also called the beam correlation width (BCW) in the elevational direction. This relation in the elevational direction can be extended to the axial and lateral directions [17] , [25] , [26] , and their corresponding BCWs σ x and σ z can also be obtained by the calibration with a speckle phantom. In blood flow estimation, scatterers moving in three directions (axial, lateral, and elevational) would contribute to the decorrelation of the image signal when the transducer is fixed at a position. If the point spread function is assumed to have a Gaussian shape in three directions, the overall decorrelation rate also follows a Gaussian shape [17] , as in
where C I _flow (n) is the correlation coefficient between B-mode frames from flow imaging, v is the overall velocity, n is the frame number, and t is the reciprocal of the ultrasound frame rate and D = v/σ . D is called as the decorrelation value. In this case, D is the overall decorrelation value caused by movements in three directions, and it can be obtained from the B-mode image data by curve fitting. The relation between the overall decorrelation value D, velocity components, and BCWs may be represented by the following equation [17] , [22] :
In this paper, the transducer is placed to have a transverse view of the vessel which means the majority of flow is in the elevational direction (out-of-plane direction). However, there will still be some flow movements in the imaging plane contributing to the overall decorrelation D. To compensate the decorrelation from in-plane movements, V x and V z will be tracked by the UIV method with the same image data that is used for estimating the decorrelation value D. In this way, the out-of-plane velocity V y can then be estimated in (6) and the flow rate calculated by integrating over the luminal area.
The UIV algorithm, also known as echo-particle imaging velocimetry (PIV), is a modification of the conventional PIV algorithm which is based on the 2-D cross correlation of the flow images [29] . In this study, the UIV method was implemented in the same way as it was in [5] and [30] where some improvements were adopted, including a multiple iterative algorithm, subpixel method, filtering, and spurious vector elimination [31] .
Microbubbles were used in this study as a contrast agent to enhance the signal-to-noise ratio for the decorrelation method. Microbubbles can be destroyed by the high-intensity acoustic wave from the transducer. The destruction of microbubbles will cause decorrelation of the signal and theoretical models for describing this kind of decorrelation have been reported in studies related to Doppler methods [32] , [33] . In this study, Transducer moving over a speckle phantom in the elevational direction.
theoretical models for bubble destruction were not investigated, but low MI was used to minimize bubble destruction and high MI was also applied to demonstrate the influence of bubble destruction on the results.
III. MATERIALS AND METHODS
In this section, a general description of speckle calibration in a speckle phantom is given, followed by flow measurements in flow phantom experiments, a preliminary in vivo trial, and an explanation of data processing for the decorrelation method.
A. Calibration of Gaussian Curves
To implement the SDC method, parameter σ in the decorrelation curve must be calibrated for different positions with a speckle phantom [13] , [14] , [17] . Different imaging settings should be involved in this study. Only a general procedure for calibrating the BCW σ y for the elevational direction is described in this section; calibrations for σ x and σ z in lateral and axial directions follow a similar procedure.
A speckle phantom was manufactured from 3% agar (W201201, Sigma-Aldrich, United Kingdom) and 1% glass beads (45-90 μm in diameter, Potters Ballotini Ltd., Barnsley, United Kingdom) in de-ionized water. With a clinical ultrasound system (AplioXG, Toshiba Medical Systems, Otawara, Japan), the true speed of sound of this phantom was derived from the measured and known thicknesses.
To calibrate σ y , the ultrasound probe was clamped to a 3-D motorized stage system which moved perpendicular to the scanning plane with a distance of 50 μm between consecutive frames. Fifty B-mode image frames, covering about 2.5 mm in the elevational direction, were obtained. The B-mode images were generated by plane-wave imaging. The calibration was performed along the imaging depth, assuming the planewave beam profile in the lateral direction to be unchanged. Adjacent square patches (10×10 wavelengths) were defined to calibrate the decorrelation curves at different depths, as shown in Fig. 2 . For each depth, there were 50 patches from 50 frames (one from each) in the elevational direction. Those patches contained the same number of pixels and the correlation coefficients between patches at each position were calculated as follows:
where N is the number of pixels in each square patch, i and j are the frame numbers, I i,k and I j,k are the signal intensities of B-mode pixel values, and I i,mean and I j,mean are the mean intensity values within the patch. Correlation coefficient C I (n) in (4) was obtained by averaging all coefficients C I (i, j ) whose frame lag number was n (i.e., when |i − j | = n).
In this study, a threshold was chosen so that only correlation coefficients greater than 0.3 were used in the Gaussian curve fitting to avoid the influence of noise in the calculation of decorrelations [34] . The calibration was repeated five times, and average values were used. These BCW values were fitted to a second-order polynomial with respect to imaging depth. The same procedure was followed to calibrate the BCW curve in axial and lateral directions (in-plane directions). It should be noted that the results are transducer and imaging setting specific and recalibration is required if image settings change.
B. Flow Estimation Within a Straight Wall-Less Flow Phantom
An in-house designed polyvinyl alcohol-cryogel (PVA-c)-based wall-less phantom fabricated in a box was used to mimic a straight blood vessel with a diameter of 5.2 ±0.1 mm (Fig. 3) . The PVA-c phantom (15% PVA and 85% water by mass) was made from three freeze-thaw cycles of the PVA solution, reported to give tissue-like acoustic properties (speed of sound and attenuation) [35] , [36] . The speed of sound of this phantom was calibrated as above. Constant flow was obtained with a gravity feed, and pulsatile flow was generated by a piston pump (Harvard Apparatus, Kent, U.K.). The maximum Reynold's number of the flow in in vitro experiments was 178. The working fluid was water mixed with decafluorobutane microbubbles prepared according to a published procedure [37] . The microbubble solution made in this way has a concentration of about 5 × 10 9 microbubbles per milliliter [37] . In this study, the microbubble solution was diluted in gas-equilibrated water to 2 × 10 5 microbubbles per milliliter [38] , a clinically relevant concentration used in [39] . The Vantage 128 research platform (Verasonics, Redmond, WA, USA) with an L12-3 array probe transmitting at a central frequency of 8 MHz was used to collect the high-frame-rate plane-wave images from the flow phantom. Except in the mechanical index (MI) study, a MI of 0.19 (calibrated in water) was used in all phantom experiments. Each measurement was repeated three times.
First, the feasibility of the proposed technique was demonstrated in the flow phantom with steady flow. Second, the effects of a number of imaging variables were investigated, including frame rate, MI, and coherent compounding. Third, the performance of the proposed method under pulsatile flow was studied. In all these experiments, the UIV technique, which has already been well validated [5] , [30] , was adopted to provide the reference velocity profile in the longitudinal view. For the flow rate, the ground truth was obtained by collecting the effluent over a timed interval.
1) Demonstration of Feasibility:
Given the limited length of the phantom, a slow flow with peak velocity at about 0.2 m/s was used in order to achieve a well-developed flow at the site of measurement. The L12-3 transducer was positioned to have a transverse view of the vessel and single angle planewave imaging at 6000 frames/s was used for 75 ms to collect 450 B-mode frames for the decorrelation method. Under the same flow condition, the transducer was turned by 90°to have a longitudinal view of the vessel at the same site, to acquire the UIV reference data. The velocity and flow rate estimated by the decorrelation method were compared with the UIV result and the timed-collection result, respectively. The UIV and timed-collection methods were also used in the following phantom experiments.
2) Impact of Frame Rate: To evaluate the impact of imaging frame rate, the same procedures as in the feasibility demonstration were used, but with frame rates ranging from 2000 to 8000 frames/s to measure a peak velocity of about 0.8 m/s in the phantom.
3) Impact of Mechanical Index (MI): Microbubble contrast agents can be disrupted by ultrasound scanning if a high MI is used [40] . The destruction of microbubbles, and/or any additional displacement due to the acoustic radiation force, could change the speckle pattern in the images and lead to decorrelation that is not caused by flow, reducing the accuracy of the decorrelation method in flow estimation. Two MI values (0.19 and 0.42, both calibrated in water) were used to investigate this influence. The flow in the phantom was tuned to have a peak velocity of about 0.45 m/s and the 75-ms single angle plane-wave data were obtained with a frame rate of 3600 frames/s.
4) Impact of Coherent Compounding:
Coherent compounding in plane-wave imaging can greatly improve the spatial resolution of B-mode images [23] . However, it is not certain whether this would also impact the performance of the decorrelation method. The influence of compounding techniques was studied under steady flow with a peak velocity of about 0.45 m/s. Plane waves were transmitted and received in Fig. 4 . In vivo experiment on the rabbit abdominal aorta.
three angles (−5°, 0°, and 5°) to form one frame of the compounded image, and the pulse firing rate of 10.8 kHz gave a frame rate of 3600 frames/s. The single angle images were formed from the same data for the compounding but by only taking the zero-angle firing for a fair comparison. Data were collected for 75 ms and used to reconstruct two types of image: a compounded plane-wave image from three angles and a single angle plane-wave image from the zero angle. The same decorrelation method was applied to both types of image.
5) Pulsatile Flow:
A piston pump (Harvard Apparatus 1405 pulsatile blood pump; Harvard Apparatus, Kent, U.K.) was used to generate pulsatile flow with a frequency of 65 strokes/min. Single angle plane-wave data were acquired at a frame rate of 10 000 frames/s for 2 s.
C. In Vivo Rabbit Trial
An in vivo experiment was conducted on a male New Zealand White rabbit aged around 10 weeks (2.3 kg; Envigo, U.K.). All procedures complied with the Animals (Scientific Procedures) Act 1989 and were approved by the Animal Welfare and Ethical Review Body of Imperial College London. The rabbit was anesthetized with Acepromazine (0.5 mg/kg, im), Hypnorm (0.3 mL/kg plus 0.1 mL/kg every 45 min, im) and Midazolam (approximately 0.1 mL/kg every 45 min, iv). The animal was ventilated via a tracheostomy tube at 40 breaths per minute and body temperature was maintained with a warming plate.
A L11-4v ultrasound probe connected to the Verasonics system was used to obtain a transverse view of the abdominal aorta of the rabbit with an acoustic frequency of 9 MHz. Fur was removed from the scanning sight to improve image quality. Microbubbles (0.05-0.1 mL) were injected into the marginal ear vein and the contrast-enhanced ultrasound (CEUS) data were collected at 10k frames/s with an MI of 0.09. Speed of sound was assumed to be 1540 m/s. CEUS data were also obtained by turning the transducer to a longitudinal view, to permit UIV estimation of the reference flow velocity. A singular value decomposition filter was applied to remove the clutter signals in the images in the UIV tracking algorithm [41] . An invasive catheter (Volcano ComboWire XT, Phillips, USA) comprising a forward-facing Doppler ultrasound probe mounted at the tip of a fine wire was inserted via the femoral artery after topical local anesthesia with 1-mL Lidocaine and advanced just distal to the imaging site to give another reference velocity (Fig. 4) . 
D. Data Processing for Flow Estimation in the Decorrelation Method
The lumen was manually identified in the first frame, and automatically segmented in subsequent frames by dynamically tracking the vessel wall with a localized region-based active contour segmentation algorithm [42] . Decorrelation was estimated only within the lumen. A grid consisting of patches with dimensions of 2 × 2 wavelengths and with 50% overlap (spatial resolution: 192.5×192.5 μm 2 with a central frequency of 8 MHz) was defined within the lumen in each frame. The correlation coefficients between corresponding patches over a certain number of frame pairs (N) were calculated using (7), and then Gaussian curves were fitted for each patch with (5) to estimate the decorrelation value D. This decorrelation value is the average over N frame pairs. For steady flow, N was equal to the duration of collected data multiplied by the frame rate. For pulsatile flow, N was chosen to give a temporal resolution of 200 Hz. It should be noted that the clutter filter is expected to have impact on flow velocity estimation. In this study, no clutter filter has been applied to B-mode image.
The same data were also used with the UIV technique for estimating the in-plane velocity vectors V x and V z in (6). Together with the calibrated BCW σ x , σ y , and σ z , the outof-plane velocity V y was calculated for each patch position using (6) . The volumetric flow rate was obtained by integrating estimated out-of-plane velocities over the dynamically segmented luminal area. While in this study, 3-D velocity vectors were only available on a single plane, based on such vectors, the 3-D (volumetric) flow rate can be estimated.
IV. RESULTS

A. Example of a Calibrated BCW Curve From the Speckle Phantom
An example BCW-depth curve for the elevational direction is shown in Fig. 5 . It was acquired using the L12-3 probe transmitting single angle plane waves at a central frequency of 8 MHz with MI = 0.19. Values of BCW ranged between approximately 200 and 500 μm and increased linearly with depth even though the L12-3 probe has an elevational focal at 20 mm. Similar calibrated BCW curves have been found in [21] and [34] . When the depth is over 35 mm, the calibrated BCW values start to fluctuate, which is caused by the low signal-to-noise ratio (SNR) in the deeper area and the incoherence of the beam [34] .
B. Flow Estimation in the Wall-Less Flow Phantom 1) Feasibility:
The feasibility of using decorrelation to estimate blood flow in the out-of-plane direction is demonstrated in Fig. 6 . Fig. 6(a) shows that the out-of-plane 2-D velocity profile has a shape close to a parabola, as expected from the entrance length. Fig. 6(b) compares the axial velocity profiles at the center of the vessel from both UIV and SDC methods. They match well, with a root squared mean error of 0.013 (see Table I ). In addition, volumetric flow rate calculated with the new approach had an error of only 0.73 ± 1.92% compared with the timed-collection method (see Table I ).
2) Impact of Frame Rate: Having a sufficient imaging frame rate was shown to be crucial for accurately estimating the flow velocity when using the new method. When the flow velocity in the phantom was about 0.8 m/s, frame rates of 2000 and 4000 frames/s both failed to give a correct estimate [ Fig. 7(a) and (b) ], compared to the reference UIV measurements. At higher frame rates of 6000 and 8000 frames/s, the velocity profiles from the SDC and UIV methods matched very well [ Fig. 7(c) and (d) ] with RMSEs of 0.037 and 0.043 (see Table I ). When the imaging frame rate is 6000 frames/s, Fig. 8 shows the Gaussian fitting of the decorrelation curve (with the L12-3 probe transmitted at 8 MHz) within a patched area (2 × 2 wavelengths) near the center of the vessels where their flow rates are different. It takes longer for the pixel intensity values within the patch to decorrelate to a level below Fig. 8 . Gaussian curve fitting within a patched area (2 × 2 wavelengths) near the center of the vessels at two different flow rates corresponding to the two cases in Table I . (Low flow rate is the demo case, and high flow rate is the 6000-Hz frame rate case.) Imaging frame rates at the two cases are both 6000 Hz. A threshold was used to remove correlation coefficient lower than 0.3 in the curve fitting. CC represents correlation coefficient. a threshold of 0.3 when the flow rate is lower. Estimated volumetric flow rates under the four different frame rates are also compared with the timed-collection measurements in Table I . When frame rate was sufficiently high, the flow rate estimated by the SDC method had less than 6% error.
3) Impact of MI: High MI can cause bubble disruption, and could consequently affect decorrelation signals and the flow velocity estimation. This is shown in Fig. 9 , where a lower MI of 0.19 correctly estimated the flow in the out-of-plane direction, whereas a large overestimation was found when the MI was increased to 0.42. As a result, volumetric flow rate estimated from the high MI data was also 21.78%±0.49% higher than the reference value from the timed-collection method.
4) Compound Imaging Versus Single Angle Imaging:
Although the compounding technique in high-frame-rate planewave imaging can greatly improve image spatial resolution, Fig. 10 shows compounding the image had little impact on velocity estimation. Flow rates estimated in these two situations were also not too dissimilar (see Table I ). The noncompounded image is, therefore, preferable for the SDC Fig. 10 . Flow estimation by SDC using compound imaging or single angle imaging, compared to the reference UIV result. UIV, SDC-m, and SDC-s were calculated as explained for Fig. 6 . UIV represents ultrasound imaging velocimetry; SDC represents speckle decorrelation. method since it can provide higher frame rates and estimate higher flow velocities.
5) Pulsatile Flow:
The pulsatile flow included reverse flow during the diastolic phase, as shown by the UIV results. Velocity waveforms at the center of the vessel are compared with the UIV data for two cycles in Fig. 11 . While the SDC method was able to estimate the magnitude of the flow velocity well compared to the UIV results, it was not able to detect the direction of the flow. This is a limitation of the current SDC method because decorrelation can be caused by scatterer movement in either direction. The movie illustrating the 2-D velocity profile in the transverse view within one cycle is provided in Supplementary file 1 .
C. In Vivo Trial on Rabbit
The CEUS B-mode image of the rabbit's abdominal aorta in the transverse view and the in-plane velocity vectors estimated by UIV at the systolic part of the cycle are shown in Fig. 12 . Fig. 13 gives the measured velocity waveforms at the center of the vessel by the SDC method, by the UIV method from the longitudinal view, and by the intravascular catheter. It shows that the SDC method can estimate the flow velocity in vivo with a clear and repeatable pulsatile curve that follows the result from both the catheter and UIV very well. A movie is also provided in Supplementary file 2 to illustrate the 2-D velocity profile in the transverse view of the aorta within two cycles.
V. DISCUSSION
Effective estimation of 3-D flow velocity and volumetric flow would be of great value to clinical practice but is technically challenging. The 3-D ultrasound imaging technologies are available but significant compromises exist in terms of spatial and temporal resolution, with very high system and probe cost. This study is the first to address that challenge by combining SDC, 2-D high-frame-rate plane-wave ultrasound, and microbubble contrast agents. Experiments in the flow phantom and the in vivo study of a rabbit aorta show not only that the new approach can accurately estimate flow but also that it substantially extends the upper limit of the measurable flow velocity, to above 1 m/s, compared to the 0.2 m/s obtained in previous studies that employed SDC with conventional ultrasound techniques [21] . Such capability enables the technique to be used for measuring physiological flows in arteries.
Another novelty of the proposed technique is the use of UIV to estimate the in-plane velocity vectors in the transverse plane, which could be caused by complex vessel geometry and acoustic radiation, with the same data set as that being used for the out-of-plane velocity. In this way, only one scan acquisition is required for estimating all the velocity components required in (6) , and the in-plane and out-of-plane velocities are obtained at the same time and location. This is more practical and inherently more accurate than the methods where Doppler techniques are used separately to obtain the in-plane velocities [17] , [22] .
A key advantage of the proposed technique is that it can be used with any standard ultrasound 1-D array probe, without the requirement of 3-D sampling in order to calculate the flux through a vessel. This means that as long as the frame rate is sufficiently high, no expensive 3-D probes or additional hardware is required. Other key advantages of the approach include that it is also angle independent, flow profile independent except for reverse flow, and vessel geometry independent, making it more practicable for clinical applications. One advantage of using microbubbles is that they are spherical, whereas red blood cells are disc shape. Disc-shaped RBCs can stack on top of each other, especially in areas of low shear stress [43] . This phenomenon is known as rouleaux [15] , [44] , and it can potentially alter the speckle statistics and hence the decorrelation rate.
A sufficiently high frame rate is needed to ensure that the flow is estimated correctly (Figs. 7 and 8 ). The required rate is largely determined by the BCW in the elevational direction, which in this case is only a few hundred micrometers (Fig. 5) . In the wall-less phantom, the vessel is centered at a depth of about 25 mm, where the BCW is about 350 μm. It can be assumed that in this case the speckle pattern will be completely decorrelated after scatterers in the sample volume move by a distance of about 700 μm. (The BCW is standard deviation of the Gaussian curve as shown in Fig. 1 and it is about half of the curve width.) For our velocity of 0.8 m/s, all scatterers move out of the sample volume in about 1 ms, corresponding to a frame rate of 1000 frames/s. In order to obtain at least a few measurement points for calculating the Gaussian curve, the frame rate has to be multiplied by the number of points needed. We found that when the frame rate is increased to 4000 frames/s, giving about four points for the curve fitting, the flow velocity is still underestimated [ Fig. 7(b) ]. When the frame rate is 6000 frames/s or above, the velocity can be accurately estimated. Based on the results in this study, the frame rate for the SDC method should be 5-6 times the base frame rate estimated from the reciprocal of the time for all scatterers to pass through the sample volume.
Micobubbles offer significant signal enhancement and are valuable for accurate estimation of velocities, especially in deep tissue and at the lower frequencies used in clinical practice [45] , where blood cells are not efficient scatterers. However, the microbubbles are sensitive to MI and can be disrupted. Any disruption of bubbles will add further decorrelation, on top of that produced by flow, and consequently can cause the overestimation of the flow, as shown in Fig. 9 . The MI should therefore be set as low as is compatible with achieving a sufficient SNR. The feasibility of using blood cells as the scatterers in this method has not been tested. In principle, it could apply to blood cells but we anticipate that the SNR of the blood signal would be much lower. A higher MI value would give a better SNR but is limited by safety issues.
While better spatial resolution can be achieved by coherently compounding images, Fig. 10 shows that such compounding may have a negative impact on velocity estimation. This impact could be caused by the large motion of the scatterers during the compounding scan sequence; the compounding method assumes that the imaged object is not moving. Effects caused by flow motion in the compounding method have been reported in [30] and [46] . This is actually an advantage for the SDC method because higher frame rates can be achieved without compounding, extending the maximum flow velocity that can be estimated. The frame rate of single angle planewave imaging can easily reach 10k for a depth of 35 mm. This means that the flow velocity up to 1.4 m/s can be estimated, based on the discussion in the previous paragraph. However, in Table I , the flow rate estimated from the compounded data seemed to be more accurate than that from the single angle data. The reason for this is that better segmentation of the lumen area can be achieved due to the better resolution of the compounded images. The segmentation will affect the flow rate estimation since it is directly related to the lumen area.
The volumetric flow rates calculated from the transverse 2-D velocity profiles in the constant flow cases showed excellent agreement with the timed-collection measurements (see Table I ). Given appropriate frame rates and MI, the errors were all within 6%. Larger errors occurred at higher flow rates even when the velocities were correctly estimated. This could be caused by error in the segmentation of the luminal area. If the near-wall region is not well distinguished by the segmentation algorithm, larger errors in flow rate estimation will happen at higher flow rates, where the velocity profile is blunter. In addition, the decorrelation algorithm calculated velocities in patches of finite size. When patches cross the wall boundary, decorrelations will still happen even if only a small portion of the patch is located within the lumen, which could cause nonzero velocity being estimated outside the lumen area. More work is required to better segment the luminal area in signal angle plane-wave images, and to tackle the issue of finite patch size in the algorithm. One possible solution to the segmentation would be to generate a high-resolution multiangle compounded image of the vessel first to better segment the cross-sectional lumen area, before taking the single angle plane-wave imaging to estimate the velocity.
To some extent, the overestimation of volumetric flow rate caused by poor segmentation and the patch-based decorrelation algorithm could compensate for the underestimation [ Fig. 7(a) and (b) ] of velocity at low frame rates.
This may explain why the absolute percentage error at 4000 Hz (-3.7% ± 0.6%) was smaller than at 6000 (5.03% ± 2.73%) and 8000 Hz (5.90% ± 0.56%) (see Table I ).
Another issue arising from using the finite size patch is the spatial velocity gradient which will also cause SDC [47] . This extra decorrelation will cause overestimation of velocity in each patch. Although this effect can be mitigated by using high frame rate, as in this study, it cannot be completely removed. Further investigation of this issue is required.
The pulsatile flow used in this study included reverse flow during the diastolic phase of the cycle. However, the SDC method is not able to detect whether flow is forward or backward within each of the three directions, but only flow magnitude. This is a current limitation of the decorrelation-based method; it will be most accurate in those arteries that have the least reverse flow. However, when it is the volume flow that is of interest, an area without reverse flow could be chosen to conduct the measurement since the mass flow is conserved in the vessel.
In the in vivo trial, the pulsatile blood flow velocities in the center of the rabbit aorta estimated with the proposed SDC method were in good agreement with measurements from UIV and catheter. This also proved that the SDC method is capable of accurately detecting flow velocities over 1 m/s with an imaging frame rate of 10 000 frames/s. The velocity waveform from UIV appeared to be slightly lower than the SDC curve, and they were not in phase to some extent. One possibility is that the vessel was squashed while trying to get a good transverse view during scanning, which could lead to a higher velocity. In this case, the estimation of volumetric flow would not be affected. A second possibility is that the discrepancies could be caused by the fact that the data for SDC and UIV were not collected at the same time, and the true blood flow velocity may therefore have varied. This view is supported by the observation that the velocity curve from the invasive catheter matched very well with the SDC curve and these two methods were applied at the same time.
In this study, the transducer was placed to give an imaging plane perpendicular to the vessel axis. In practice, it might not be easy to always achieve this in vivo. A trial showed that the estimated volumetric flow is indeed affected by the angle deviation from being perpendicular to the flow. The flow rate was increasingly overestimated as the deviation increases, although the error remains below 10% if the deviation is less than 30° (Fig. 14) . This result is consistent with a previous study where conventional focused ultrasound imaging was used [17] . One potential reason for the overestimations could be the increased velocity gradient when the flow is not perpendicular to the imaging plane [47] . As pointed out in the last paragraph, spatial velocity gradient will cause extra decorrelation [47] which consequently leads to overestimation of flow velocity and flow rate. It should be achievable to have an angle deviation smaller than 30°in clinical applications to minimize this error.
Finally, we note that our SDC method relies on the derived model presented in (5) and (6), which do not take imaging aberrations into consideration, so artifacts in the ultrasound imaging, such as clutter signal from the surrounding tissues and variations in the speed of sound, will affect its accuracy. Consequently, the method could be improved if measures, such as clutter filtering, were taken to tackle these artifacts.
VI. CONCLUSION
A new method using high-frame-rate plane-wave imaging, microbubble contrast agents, UIV, and decorrelation analysis was shown to accurately estimate out-of-plane flow velocity and volumetric flow rate both in vitro and in vivo using a 1-D imaging probe. Imaging frame rate and MI both had significant impact on accuracy. It is also necessary to have the ultrasound imaging plane nearly perpendicular to the blood vessel axis while using this method. The technique has a range of potential clinical applications.
