Positive semidefinite intervals for matrix pencils. by Song, Huiming
University of Windsor 
Scholarship at UWindsor 
Electronic Theses and Dissertations Theses, Dissertations, and Major Papers 
1-1-2004 
Positive semidefinite intervals for matrix pencils. 
Huiming Song 
University of Windsor 
Follow this and additional works at: https://scholar.uwindsor.ca/etd 
Recommended Citation 
Song, Huiming, "Positive semidefinite intervals for matrix pencils." (2004). Electronic Theses and 
Dissertations. 7159. 
https://scholar.uwindsor.ca/etd/7159 
This online database contains the full-text of PhD dissertations and Masters’ theses of University of Windsor 
students from 1954 forward. These documents are made available for personal study and research purposes only, 
in accordance with the Canadian Copyright Act and the Creative Commons license—CC BY-NC-ND (Attribution, 
Non-Commercial, No Derivative Works). Under this license, works must always be attributed to the copyright holder 
(original author), cannot be used for any commercial purposes, and may not be altered. Any other use would 
require the permission of the copyright holder. Students may inquire about withdrawing their dissertation and/or 
thesis from this database. For additional inquiries, please contact the repository administrator via email 
(scholarship@uwindsor.ca) or by telephone at 519-253-3000ext. 3208. 
Positive Semidefinite Intervals for Matrix Pencils 
by 
Huiming Song 
A Thesis 
Submitted to the Faculty of Graduate Studies and Research 
through the Department of Mathematics and Statistics 
in Partial Fulfillment of the Requirements for 
the Degree of Master of Science at the 
University of Windsor 
Windsor, Ontario, Canada 
© 2004 Huiming Song 
1*1 Library and Archives Canada 
Published Heritage 
Branch 
395 Wellington Street 
OttawaONK1A0N4 
Canada 
Bibliotheque et 
Archives Canada 
Direction du 
Patrimoine de I'edition 
395, rue Wellington 
Ottawa ON K1A 0N4 
Canada 
Your file Votre reference 
ISBN: 978-0-494-57557-4 
Our file Notre re'fe'rence 
ISBN: 978-0-494-57557-4 
NOTICE: AVIS: 
The author has granted a non-
exclusive license allowing Library and 
Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non-
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 
L'auteur a accorde une licence non exclusive 
permettant a la Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par I'lnternet, prefer, 
distribuer et vendre des theses partout dans le 
monde, a des fins commerciales ou autres, sur 
support microforme, papier, electronique et/ou 
autres formats. 
The author retains copyright 
ownership and moral rights in this 
thesis. Neither the thesis nor 
substantial extracts from it may be 
printed or otherwise reproduced 
without the author's permission. 
L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these. Ni 
la these ni des extraits substantiels de celle-ci 
ne doivent etre imprimes ou autrement 
reproduits sans son autorisation. 
In compliance with the Canadian 
Privacy Act some supporting forms 
may have been removed from this 
thesis. 
Conformement a la loi canadienne sur la 
protection de la vie privee, quelques 
formulaires secondaires ont ete enleves de 
cette these. 
While these forms may be included 
in the document page count, their 
removal does not represent any loss 
of content from the thesis. 
Bien que ces formulaires aient inclus dans 
la pagination, il n'y aura aucun contenu 
manquant. 
1*1 
Canada 
ABSTRACT 
HI 
In this thesis we are concerned with the determination of the 
values of t for which the resulting matrix A + tE is positive semi-
definite. That is, we want to find the positive semidefinite interval 
for the matrix pencil A + tE. We first present a new point of view 
for the case that A is positive definite to obtain the same results 
as in [Car88] and then use this point of view to determine the 
positive semidefinite interval for the case that A is negative def-
inite. In both of these cases, the positive semidefinite interval is 
determined from the eigenvalues of the matrix A~lE. We then 
show how to combine our results to obtain the positive semidefi-
nite interval for the case that A is nonsingular but indefinite, and 
for the case when A is singular and R(E) C R(A). Examples and 
remarks on implementation are also provided. 
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1 
1. INTRODUCTION 
Let A and E be real symmetric n x n matrices. The (linear) 
matrix pencil A + tE is the function 
t*-*A + tE (t€M). 
We consider the problem of determining the set T such that for 
t e T, A + tE is positive semidefinite. [Recall that a symmetric 
matrix is positive (negative) semidefnite if all of its eigenvalues 
are non-negative (non-positive), is positive (negative) definite if 
all of its eigenvalues are positive (negative), and is indefinite if 
it has both positive and negative eigenvalues.] Since the set of 
positive semidefinite matrices is a closed convex cone in the space 
o f n x n matrices, T is a closed (possibly unbounded) interval. 
We call T the positive semidefinite interval. 
One source of interest in this problem is its connection to math-
ematical programming. Consider first the parametric quadratic 
program problem ([BC86], [Rit67], [Val85]) 
mm{(c(t))Tx + -xTC{t)x\(ai(t))Tx < bi(t),i = 1, • • •, m}. 
If C{t) = A + tE, then the quadratic programming is convex if 
and only if A + tE is positive semidefinite. The positive semidef-
inite interval gives the values of t for which the critical points of 
the quadratic programming problem are guaranteed to be global 
minimizers. 
Consider also the area of semidefinite programming ([WSVOO], 
[VB96]) where the contraints can be written as the system of 
2 
linear matrix inequalities 
n 
F*(x) := F0(j) + ^ x ^ >: 0, j = 1, • • • ,q 
i=i 
where FQ and iy7 are symmetric matrices, and where F^(x) >z 0 
means that F^(x) is positive semidefinite. An application of the 
Coordinate Directions (CD) hit-and-run algorithm (introduced 
by Telgen [Tel79] and published in [Bon83]) for finding necessary 
constraints in the system of LMI requires the determination of T. 
In this thesis we are concerned with the computation of the 
endpoints of T. Chapter 2 gives some background material, in-
cluding Caron and Gould's results for A positive semidefinite and 
E of rank one or two ([CG86]), Valiaho's results for determining 
the inertia (number of positive, negative,and zero eigenvalues) of 
the matrix pencil as a function oft ([Val88]) and Caron's results 
for A positive semidefinite ([Car88]). Chapter 3 discusses the case 
when A is nonsingular. Explicit expressions of the endpoints of 
the positive semidefinite interval are given when A is positive 
definite and when A is negative definite. In these cases, the end-
points are determined from the eigenvalues of A~lE. Then we can 
combine these results to obtain the positive semidefinite interval 
when A is nonsingular but indefinite. Chapter 4 discusses the 
case when A is singular. Chapter 5 presents remarks on imple-
mentation and includes examples. Concluding remarks are given 
in Chapter 6. 
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2. BACKGROUND 
2.1. Preliminaries. 
Throughout this paper, we shall denote the range space of a 
matrix M by R(M), its null space by N(M), and its rank by 
r(M). For a real symmetric nxn matrix M, we say M is positive 
definite (and denote it by M >- 0) if for all x e Rn, x ^ 0, 
x
TMx > 0. 
We say M is positive semidefinite (and denote it by M >z 0) if 
for all xeW1 
x
TMx > 0. 
It is well known that M is positive definite if and only if all 
eigenvalues of M are positive and M is positive semidefinite if 
and only if all eigenvalues of M are nonnegative. 
Given a real symmetric nxn matrix M, the Schur decomposi-
tion ([GVL83], [HJ90]) of M provides an orthogonal nxn matrix 
Q such that 
Q^MQ = ( ^ [J ) , (1) 
where D\ is diagonal and nonsingular, and hence r(D\) = r{M). 
The inertia of a real symmetric matrix M is an ordered triple 
consisting of the numbers of positive, negative and zero eigenval-
ues of the matrix, i.e. the inertia of M is the triple 
In(M) = (<K(M),V(M),8(M)), 
where TT(M),V(M),5(M) denote the numbers of positive, nega-
tive and zero eigenvalues, respectively, of M. Note that ([Hoh73]) 
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if L is nonsingular, then 
In(LMLT) = In(M). 
The Schur complement ([Cot74]) M of the nonzero element rrihk 
in a matrix M with row index set 7 and column index set J, is 
M = ShkM = [ray - ] , 
where i ^ h, j ^ k. Note that M is an (n— 1) x (n—1) matrix with 
rows and columns indexed by 7 \ {/i} and J \ {A;}, respectively. 
Here the operator Shk is called the pivotal condensation with the 
pivot rrihk- Note that 
Skh{ShkM) = Shk{SkhM) 
provided that both sides are defined. By means of pivotal con-
densations it is possible to determine the inertia of any real sym-
metric matrix. If M is of rank r, then, independent of the order 
of the pivots, it is possible to perform on M exactly r successive 
pivotal condensations ([ZA66]). Thus, we can compute In(M) by 
the following algorithm. 
Algorithm 2.1. ([Cot74]) Computing the inertia of a real sym-
metric n x n matrix M. 
Step 0. Set C = M, p = q = 0. 
Step 1. If C = 0 (possibly vacuous), go to Step 2. Otherwise, 
(i) Select, if possible, a Chh ¥" 0- Set C <— ShhC, and set 
p +- p + 1, if chh > 0; q <- q + 1, if chh < 0. 
(ii) If every diagonal entry is zero, select a Chk ^ 0. Set 
C <-- SkhShkC, and set p <- p + 1, q <- q + 1. 
(hi) Go to Step 1. 
Step 2. In(M) = (p,q,n- p - q). 
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Throughout the above algorithm, we have 
In(M) = (p,g,0) + In(C). 
Given two real symmetric n x n matrices A and E, because of 
continuity of the eigenvalues (Lemma 2.3), if there exists a t for 
which A + tE is nonsingular, the solutions of the equation 
det(A + tE) = 0 
divide the real line into open intervals in which the matrix pencil 
has constant inertia. We refer to these as intervals of constant 
inertia. The inertia for each interval is the inertia of A+tE where 
i is in the interval. When A is nonsingular, if det(A + tE) = 0 
then 
det{--I-A~1E) = 0; 
so —\ is an eigenvalue of A~lE. On the other hand, when E is 
nonsingular, the solutions of the equation det(^l + tE) = 0 are 
eigenvalues of —AE~l. This gives us two points of view for the 
determination of T. 
The continuity of eigenvalues of A + tE is crucial in the follow-
ing chapters. We shall state the more general Wielandt-Hoffman 
Theorem ([Wil65], page 104), from which one can deduce the 
continuity of eigenvalues of A + tE. 
Theorem 2.2. If C = A-\- B, where A, J5, C are symmetric ma-
trices having eigenvalues ai,Pi,ji, respectively, arranged in non-
increasing order, then 
n n 
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For each t, let Aj(£) (1 < i < n) be the eigenvalues of A + tE 
arranged in non-increasing order. 
Lemma 2.3. For each i = 1, • • • , n, the function \ is continuous. 
Proof. Let \f (1 < i < n) be the eigenvalues of E arranged in 
non-increasing order. By Theorem 2.2, we have 
n n 
£(A^)-A^0))2<(t-to)2£(Af)2 
i=\ %=\ 
Hence for every z, A^  is continuous. • 
The following Theorem and Corollary give a necessary and suf-
ficient condition to guarantee that a block symmetric matrix is 
positive semidefinite. 
Theorem 2.4. f[Hay68]j Suppose that A is nonsingular and 
*, ( A B \ M
=UT c)' 
Then 
In(M) = In(A) + In(C - BTA~lB). 
Corollary 2.5. Suppose that A >- 0. Then 
if and only if 
C-BTA~lByO. 
We are now ready to present some of the known results. 
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2.2. Caron and Gould's results for A positive semidefinite 
and E of rank one or two. 
If A is positive semidefinite and E is of rank one or two, then 
explicit expressions for the endpoints of T, and a numerically 
stable method for computing them, are given in [CG86]. We will 
summarize these results. A symmetric matrix of rank one or two 
can be written as 
±(uuT +-\vvT) 
where u and v are linearly independent n-vectors and A = 1, 0 or 
— 1. However, if A + tE is positive semidefinite for t £ [a, b], then 
A + t{—E) is positive semidefinite for t £ [—6, —a]. Therefore, we 
can assume without loss of generality that 
E = uuT + XvvT. 
Let the positive semidefinite interval for A+tE be T = [t, t]1. The 
expressions for t and t are derived for different cases according to 
the choice of E (A = 1, 0 or — 1) and the relationship between A, 
u, and v. 
(1) A = 0 or 1. In this case, 
(a) if u G R(A) and v € R(A), then 
2 
t = — = = ^ = 
—u
T
x — vTy — y/(uTx — vTy)2 + 4(uTy)2 
t — +oo, 
where z ,«/GR n are such that Ax = u and Ay = v. 
(b) if u i R{A) or v <£ R(A), then 
t = 0, £ = +oo. 
Here, and in the sequel, we will use [a, 6] for {t € K : a < t < b}. For example, if 
a = —oo and b £ R, then [a, b] = (—00,6]. 
(2) A = — 1. In this case, 
(a) if u G R(A) and v G R(A), then 
2 
t = 
—u
T
x + vTy — y/(uTx + vTy)2 — 4(vTx)2 
2 
t = , 
—u
T
x -f v Ty + y{uTx + vTy)2 — 4(i>Tx)2 
where a ; , j / 6 l " are such that Ax = it and Ay = v. 
(b) if u G R{A) and v £ R(A), then 
t = — — , t = 0, 
u' x 
where x G Rn is such that Ax = u. 
(c) if w ^  #(A) and v G i?(A), then 
n - 1 £ = 0, £ = 
vTy'' 
where y G Rn is such that Ay = v. 
(d) if w ^ i?(A) and v £ R(A), but v G R (A u), where 
(A it) denotes the matrix A augmented by u, let x G 
Rn and a G R satisfy Ax + au = v. Then, 
1 - a2 = 0 = > t = t == 0; 
1 - Q2 > 0 = > t = 0 and 
1 - a 2 
t = (vT — au T )x : 
1 - a 2 
1 — a2 < 0 =>• t = -r-== =— and (i>' — au1 )x 
t = 0 . 
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(e) if u £ R(A), v £ R{A) and v £ R (A u), then 
t = t = 0. 
2.3. Valiaho's results for determining the inertia of the 
matrix pencil as a function of the parameter. 
Valiaho ([Val88]) extended the results in [CG86] by present-
ing a method to determine the inertia of A + tE as a function 
of the parameter t. He first observed that if E is nonsingu-
lar, the inertia change points are the values of t equal to the 
eigenvalues of —AE^1. Then, using Algorithm 2.1, he evaluated 
In (.A + tE), for one value t interior to each interval of constant 
inertia. The positive semidefmite interval is the interval with 
inertia (TT(M),0,6(M)). 
If E is singular, the problem is reduced to a nonsingular case of 
lower dimension. As a preliminary step, by using the Lagrange's 
reduction ([Hoh73]), we put E into the form 
where L is nonsingular and D is nonsingular and diagonal. D is 
of order r(E) and 
In(D) = (ir(E)ME),0). (2) 
Rewrite L as L = (P Q) so that 
Note that P is an n x r(E) matrix of full rank. Also, we have 
([MS75]) 
R(A E) = R{A) + R(E) = R(A) + R(P) = R(A P) . 
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So 
rank (A E) = rank (A P) , 
which will be denoted by r. 
The basic idea is to compute the inertia of the matrix (of order 
n + r{E)) 
P(t) =[pT _ r l £ ) - l J • 
Theorem 2.4 gives us that 
In(C(£)) = In(-r1D-1)+lji{A + P(tD)PT) 
= In(-tD) + ln{A + tE). 
From (2), we have 
) = Uv(E),n(E),0) + ln(A + tE), if t > 0; 
U[ [))
 \{ir(E),v(E),0) + In{A + tE), if t < 0. 
Thus, 
hi(A + tE) = lMC{t))~{v{E)'*{E)'0)' lf t>0] { }
 \ln{C{t))-(ir(E),v{E),0), if t < 0, 
So, in order to compute In(A + t ^ ) , it is sufficient to compute 
In(C(t)). We perform Algorithm 2.1 (Schur complement) on C(t) 
in two phases to obtain In(C(t)). 
Phase 1: We perform Algorithm 2.1 on C(t), using elements 
(h,k), h,k < n, as pivots as long as possible. The number of 
possible operations is r(A). At the end of this phase, we have 
P = TT(A), q = v(A): 
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and C of the form 
Cl(t)= f^pT p2_t-lD-lJ> 
where the zero block is of order n — r(A). 
Phase 2: We continue performing Algorithm 2.1 on Ci(i), ap-
plying double operations SkhShk with h < n, k > n, as long as 
possible. The number of possible double operations is r(Pi). So 
at the end of this phase, we have 
p = ir{A) + r(P1), q = v{A) + r(P1), 
and C of the form 
CM =
 { 0 E.+t-'A, ) = *_1 ( 0 tEh + Ai)' 
where Ai and E\ are of order r{E) — r{P\) and the zero block on 
the main diagonal is of order n — r(A) — r{P\). 
Since the total number of operations in Phase 1 and Phase 2 is 
r(A) + r(P\), we have 
r(A) + r(Pi) = rank (A P) = rank (A E) = r. 
So, 
r(Pl) = r-r(A). 
Therefore, 
p = 7r(A) + r(Pi) = r - v(A), 
q = v(A) + r(Pi) = r - 7r(A). 
Moreover, Ai and E\ are of order r(A) + r(E) — r and the zero 
block on the main diagonal of C*2(t) is of order n — r. 
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Now we have 
In(C(*)) = In(C2(*)) + (p,<Z,0) 
f l n ^ i + ^ i ) + ( p , g , n - r ) , if t > 0; 
| l n ( - ( A i + ^ i ) ) + ( p , g , n - r ) , if i < 0. 
Therefore, when t > 0, 
In(A + *£) = In(Ai + tEx) + (p - t>(£), g - ir(E), n-r) 
= In(Ai + ^ i ) 
+ (r - ^(A) - v(E),r - ir(A) - ir{E),n - r); 
when t < 0, 
In(4 + ££) = In(- (Ai + tEi)) + (p - TT(£),
 g - u (£) , n - r) 
= I n ( - ( A 1 + ^ 1 ) ) 
+ (r - I>(J4) - 7r(E),r - ir(A) - v(E),n - r). 
Then we only need to compute In(^4i + tE\). Note that the 
matrix pencil A\ + tE\ is of order r(A) + r(E) — r. When E is 
singular, 
r(A) + r (£ ) —r<n. 
Thus, we have reduced the dimension of the problem. If E\ is 
singular, we repeat the process. 
While Valiaho's method can indeed determine the positive semi-
definite interval, in all cases, it is a consequence of having deter-
mined all intervals of constant inertia and the inertia of the matrix 
pencil for some t within each interval. 
However, if we are only concerned with finding when the matrix 
pencil is positive semidefinite, Valiaho's algorithm is more than 
what is necessary, because we are not interested in the matrix 
13 
inertia. Note that this is the case in the analysis of linear matrix 
inequality constraints sets in semidefmite programming problems. 
In the next section we show how the results in [CG86] can 
be extended more directly, focussing on the positive semidefintie 
interval alone. 
2.4. Caron's results for A positive semidefmite. 
In the technical report [Car88], Caron extended the results 
in [CG86] to general E, with A positive semidefmite. In case 
R{E) C R(A), the positive semidefmite interval is obtained from 
the eigenvalues of the n x n matrix X satisfying AX = E and 
R(X) C R(A). In particular, if A is positive definite, then it 
follows that R(E) C R(A) and X = A~lE. We summarize this 
result in the following theorem. 
Theorem 2.6. Suppose that R(E) C R(A). Let X be an n x n 
matrix satisfying AX = E and R(X) C R(A). Let 5n be the 
largest eigenvalue of X and 5\, the smallest. Then A + tE is 
positive semidefinite if and only if' t G [t, t\ where 
if5n>0 
otherwise 
if5!<0 
otherwise. 
[Car88] also discussed the case R(E) <£ R(A). The results, 
however, are incorrect and we will present a counterexample. To 
state the claim, we need some notation. 
t = 
t = 
—oo, 
+oo, 
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The Schur decomposition of E provides an orthogonal matrix 
Q such that 
/ A o o \ 
QTEQ = 0 0 0 
V 0 0 -D3 J 
where D\ and D3 are diagonal positive definite matrices. 
Define the n x n matrices U and V by 
/ D i 0 0 \ / 0 0 0 \ 
U= \ 0 0 0 and y = 0 0 0 . 
\ 0 0 0 / \ 0 0 D3 / 
Let B = Q AQ. Then A + ££? is positive semidefinite if and only 
if B + t(f/ - V) is positive semidefinite. Since R(E) % R{A), 
then R(U - V) £ R{B) and therefore, either R(U) % R{B) or 
R(V) % R(B). 
Now we can state the claim as in Theorem 4.1 of |Car88]: If 
R{U) £ R{B) and R(V) C # ( £ ) , then T = [0, tv] where fo is as 
given in Theorem 2.6, with A replaced by B and E replaced by 
-V. 
Example 2.7. Let 
B 
U 
V 
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Then B is positive semidefinite, R(U) £ R(B), and R(V) C 
R(B). We have 
/ 1 0 0 
B + ([/ - V) = 0 4 1 
\ 0 1 1/4 
and 
/ 0 0 0 \ 
B-V = 0 2 1 . 
\ 0 1 1 / 4 / 
So B + (t/ — y ) is positive semidefinite, but B — V is not. 
Let the positive semidefinite intervals for B+{U — V) and B — V 
be T and T, respectively. According to Theorem 4.1 in [Car88], 
T = T. However, in this example, we have 1 G T but 1 ^ T. 
For the case R(U) C # ( £ ) and i?(F) g i2(B), we can get a 
similar counterexample. 
In the next chapter we present new results. 
16 
3. T H E POSITIVE SEMIDEFINITE INTERVAL WHEN A is 
NONSINGULAR 
In this chapter we assume that A is nonsingular. In this case, 
det(A-\-tE) is a polynomial in t and is not identically zero. There-
fore, the equation 
det(A + tE) = 0 (3) 
has finitely many solutions. We present the results in three sec-
tions, according to whether A is positive definite, negative defi-
nite, and indefinite. 
3.1. A is posit ive definite. 
This case has already been solved in [Car88] and summarized 
in our Theorem 2.6. We shall present a new point of view that 
will help us present new results. 
When A is positive definite, the right endpoint i of T is strictly 
positive. Thus, if i ^ +oo, then A + iE >z 0 and it follows 
that all eigenvalues of A + iE are nonnegative. Moreover, one of 
them must be zero. Otherwise, the continuity of the eigenvalues 
would imply the existance of a 5 > 0 with A + (i + S)E >~ 0, 
contradicting the fact that t is the right endpoint. It then follows 
that det(^4 -f iE) = 0. So, i must be a positive solution for (3). 
In other words, if (3) has no positive solutions, then i = +oo. 
Similarly, if (3) has no negative solutions, then t = —oo. 
Lemma 3.1. If A is positive definite and equation (3) has positive 
solutions, then the smallest one is the right endpoint i of the 
positive semidefinite interval T for A + tE. Otherwise, i = +oo. 
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Proof. We have already shown that if (3) has no positive solutions 
then i = +00. Let tmin be the smallest positive solution to (3). 
We will will first show that A + tminE >z 0. 
Indeed, if A + tminE is not positive semidefinite, then it must 
have a negative eigenvalue. Let Xi(i) (1 < i < n) be eigenvalues 
of A + tE arranged in non-increasing order. Without loss of 
generality, assume that \\(tmin) < 0. Since A >- 0, Ai(0) > 0. By 
continuity of eigenvalues, there must be some to G (0, tmin) such 
that Ai(£0) = 0. So 
det(A + t0E) = 0. 
This is a contradiction, because tmin is the smallest positive so-
lution for (3). Therefore, A -I- tm%nE >_ 0. 
We now show that A + tE >- 0, for t G (0,tm;n). Indeed, for 
A + tE = t{-A + E) 
= t[(7]-A + E) + (1--^-)A} 
= t[-—{A + tminE) + ( - - —)A] >- 0. 
train ^ tmin 
It now remains to show that A-\-tE is not positive semidefinite, 
for t > tmin. Since det(A + tminE) = 0 there exists y G Kn, y ^ 0, 
such that yT(y4 + £mini?)2/ = 0. It then follows that yTEy < 0. So 
for t > tmin, yT{A + tE)y = yT(A + tminE)y + (t-tmin)yTEy < 0. 
Therefore, A + tE is not positive semidefinite, for t > tmin-
• 
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The next lemma presents the analogous result when equation 
(3) has negative solutions. 
Lemma 3.2. If A is positive definite and equation (3) has neg-
ative solutions, then the largest one is the left endpoint t of the 
positive semidefinite interval T for A + tE. Otherwise, £ = — oo. 
Recall that if det(A + tE) = 0, then i / 0 and -1/t is an 
eigenvalue for A~*E. The following theorem follows from Lemma 
3.1 and Lemma 3.2. It is the special case of Theorem 2.6 when 
A is positive definite, since X = A~lE. 
Theorem 3.3. Suppose that A is positive definite. Let Sn (5\) be 
the largest (smallest) eigenvalue of A"lE. The positive semidefi-
nite interval for A + tE is T = [t, t\ where 
if5n>0 
otherwise 
if6i<0 
otherwise. 
3.2. A is negative definite. 
We first show that if E is singular or indefinite the interval is 
empty. 
Lemma 3.4. Suppose that A is negative definite. If det(E) = 0 
or E is indefinite, then T = 0. 
Proof If det(£') = 0, then there exists y G Rn, y ^ 0, such that 
yTEy = 0. 
t = 
-oo, 
t = 
+oo, 
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It then follows that for any t, 
yT(A + tE)y<0. 
Therefore, when det(E') = 0, A + tE is not positive semidefinite 
for any t. 
If E is indefinite, then there exist u, v G Rn, such that 
u
TEu > 0, 
vTEv < 0. 
It then follows that for t < 0, 
u
T{A + tE)u < 0; 
and for £ > 0, 
vT(A + tE)v < 0 . 
Since A + 0 £ = A is negative definite, T = 0. • 
The next result shows that when A is negative definite and E 
is positive definite, then A + tE is positive definite for sufficiently 
large t. 
Lemma 3.5. Suppose that A is negative definite and E is positive 
definite. If 
max xT(—A)x 
x llx||=l 
t > min x1Ex 
1x11=1 
then A + tE y0. 
Here, the numerator is the largest eigenvalue of —A and the 
denominator is the smallest eigenvalue of E. It is easy to see this 
by using the diagonalization of a symmetric matrix. 
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Proof. For any x G Rn, \\x\\ = 1, E y 0 implies :rTi?:E > 0. Then 
for 
max xT(—A)x 
t > \\x\\=i 
min xTEx 
\\x\\=l 
we have 
z
T(j4 + £E)a; = -xT(-A)x + txTEx 
max :cT(—A)x 
II M -I ^ ' 
> - : T T ( - , 4 ) : E + — =——x T ^x 
mm a:' Ex 
> — £T(—A)x + max xT(—A)x 
ll*ll=i 
> 0. 
Therefore, A + tEyQ. • 
We can now determine the interval T. 
Lemma 3.6. Suppose that A is negative definite and E is positive 
definite. Let tmax be the largest positive solution for equation (3). 
Then the positive semidefinite interval for A-\-tE is 
Proof We first show that A -f tmaxE y 0. Indeed, if A + tmaxE is 
not positive semidefinite, then it must have a negative eigenvalue. 
By Lemma 3.5, A + tE is positive definite for sufficiently large t. 
So, there exists some t\ G (tmax, +oo) such that det(yl + t\E) = 
0. This is a contradiction, because tmax is the largest positive 
solution for equation (3). Therefore, 
A + tmaxE y 0. 
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We.now show that A + tE >- 0, for t € (tmax, +00). For t € 
(*moa;,+oo), we have 
= ( [ (J -A + E) + (7 - T ^ - M ] 
= t[- (4 + t m a ^) + (- - )4] >- 0. 
tmax t ^max 
Finally, we show that A + tE is not positive semidefinite, for 
t < tmax- Since det(A + tmaxE) = 0, there exists ?/ G Kn, 2/ 7^  0, 
such that 
Note that E y 0 implies 
2/T#2/ > 0. 
So, for £ < tmax, we have 
T/T(A + tE)y = yT{A + t m a ^ ) | / + (t - tmax)yTEy < 0, 
and so A + tE is not positive semidefinite for t < tmax. 
D 
The next lemma gives the corresponding result for the case that 
E is negative definite. 
Lemma 3.7. Suppose that A is negative definite and E is nega-
tive definite. Let tmin be the smallest negative solution for equa-
tion (3). Then the positive semidefinite interval for A-\-tE is 
OO, Vmin, 
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The following theorem gives T for the case of A negative defi-
nite. 
Theorem 3.8. Suppose that A is negative definite. Let Sn (5\) 
be the largest (smallest) eigenvalue of A~lE. Then the positive 
semidefinite interval T for A + tE is given as follows. 
(1) T = 0 if A~lE has a zero eigenvalue. 
(2)T = ®if51<0<5n. 
(3)T=[-£}+oo) if5n<0. 
. (4) T =(-£),-£].*/<*! >0. 
Proof. 
(1) Since A~*E has a zero eigenvalue, we have det(A -1£') = 0. 
Hence det(E) = 0. By Lemma 3.4, T = 0. 
(2) Let u,v G Mn be eigenvectors corresponding to 5\, Sn. So 
A~lEu = 6iu, 
A~lEv = 6nv. 
Then, 
u
TEu = 5iuTAu > 0, 
vT£7v = 5nvTAv < 0. 
Therefore, E is indefinite. By Lemma 3.4, T — 0. 
(3) Since £n < 0, all eigenvalues of A~XE are negative. Hence 
the equation 
det(>l + t£ ) = 0 
has no negative solutions. It then follows from A is negative 
definite, that for all £ < 0, A + tE -< 0. That is, for any 
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x eRn,x^O, and any t < 0, xT(A + tE)x < 0. Thus, for 
any t < 0, 
/•y ' £A Of* T __ X -TlX 
a; Ea; > -
Letting £ —>• — oo, we have for any a; G Kn, x ^ 0, 
£T£:r > 0. 
That is, £ ^ 0. 
On the other hand, 8n < 0 implies A~lE has no zero 
eigenvalue and hence det(j4-1.E) ^ 0. Thus det(i?) ^ 0. 
Therefore, E y 0. By Lemma 3.6, 
T = [ - i +oo). 
(4) The proof is similar to (3) and follows from Lemma 3.7. 
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3.3. A is nonsingular and indefinite. 
We now combine the results in Section 3.1 and Section 3.2 to ob-
tain the positive semidefinite interval when A is nonsingular but 
indefinite. The Schur decomposition of A provides an orthogonal 
n x n matrix Q such that 
QTW = ( ? \ ) • (4) 
where D l 5 D2 are diagonal and positive definite. 
Let 
«
T B
« = ( 5 S ) -
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Then 
Q^A
 + tE)Q=(*t+EP _D[EltE2). 
By Theorem 3.3 and Theorem 3.8, we can determine the posi-
tive semidefinite intervals for D\-\rtEi and —D2 + tE2- We denote 
them by T\ and T2, respectively. Let 81, • • • ,8k be the nonzero 
eigenvalues of A~lE and U = —j-, i = 1, • • • , k. Define 
To = {ti\l <i<k, A + UEh 0}. 
Clearly, T0 C T C T ^ T j . 
Theorem 3.9. When A is nonsingular and indefinite, the posi-
tive semidefinite interval T for A + tE is given as follows. 
(1) Suppose that T0 = 0. Then T = 0. 
(2) Suppose that T$ is a singleton {to}. 
(a) J/Ti n T2 = {to}, then T = {to}. 
(b) IfTi n T2 = [a, b], then T = {t0}. 
(c) IfT1C\T2 = [a, +00) and/or some t* > t0, A + t*£ b 0, 
t/ien T = [to, +00). 
(d) If T\ n T2 = [a, +00) and /or some t* > t0, A + £*# is 
not positive semidefinite, then T = {to}. 
(e) IfTiC\T2 = (-00,6] and for some t* < t0, A + t*E± 0, 
t/ien T = (—00, to]. 
(f) / / Ti n T2 = (-00, b] and for some t* <t0, A + t*E is 
not positive semidefinite, then T — {to}-
(3) Suppose that To has more than one point, say tj15 • • • ,Ur, 
where r > 1 and t^ < • • • < Ur. 
(a) / / T\ n T2 = [a, b], then T = [th, tir]. 
(b) IfT1C\T2 = [a, +00) and for some t* > tir, A + t*E >z 0, 
t/ien T = [tj15 +00). 
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(c) / / T\ n T2 = [a, +00) and for some t* > tir, A + t*E is 
not positive semidefinite, then T = [ t ^ , ^ ] . 
(d) IfT1HT2 = (-00,6] and for some t* < th, A+t*E >z 0, 
then T = (—oo,tir\. 
(e) IfTi n T2 = (-00, b] and for some t* < th, A + t*E is 
not positive semidefinite, then T = [t^, £$r]. 
Proof. The above results are straightforward. For example, we 
will prove 3(b). 
Let T = [t,t\. In this case, if t < +00, then det(A + tE) = 0 
and ,4 + t S >: 0. Thus t G T0. Since A + t*E b 0 and t is the right 
endpoint of the positive semidefinite interval, we have t > t*. It 
then follows from t* > Ur that t > Ur. This is a contradiction, 
because Ur is the largest element in To. Therefore, t = +00. 
On the other hand, since T C T\ fl T2, we have t > — 00. So 
det(>l + ££) = 0 and A + £E h 0. Thus f e T 0 and hence t > th. 
Since A + t^E y 0 and t is the left endpoint of the positive 
semidefinite interval, we have that t < t^. So t — t^. 
Therefore, T = [t^, +00). 
D 
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4. T H E POSITIVE SEMIDEFINITE INTERVAL WHEN A is 
SINGULAR 
In this chapter, we are concerned with the positive semidefinite 
interval for the matrix pencil A + tE when A is singular. 
The Schur decomposition of A provides an orthogonal n x n 
matrix Q such that 
QTAQ=(DJ ° ) , (5) 
where D\ is diagonal and nonsingular. 
Let 
oT^=(|g). 
Then 
where £ i has the dimensions of D\. 
Since D\ is nonsingular, the positive semidefinite interval for 
the matrix pencil D\ + tE\, which we denote by T\, can be found 
using Theorem 3.3, Theorem 3.8, or Theorem 3.9. 
Let T% denote the positive semidefinite interval for the matrix 
pencil tEi- Then, 
(1) E2 = 0 =* T2 = R. 
(2) £ 2 >: 0, £ 2 ^ 0 =» T2 = [0, +00). 
(3) E 2 ^ 0 , E 2 ^ 0 ^ T 2 = (-co,0] . 
(4) £ 2 is indefinite =>• T2 = {0}. 
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Note that if A + tE is positive semidefinite, then both D\ + tE\ 
and tE2 are positive semidefinite. However, in general, T\ H T2 is 
not the positive semidefinite interval for A + tE. 
Example 4.1. Let A = I ) and E = ( ). Then 
the positive semidefinite interval for A + tE is T = {0}. But 
Ti = T2 = (—oo,+oo). 
In the following, let's consider the case R(E) C i?(A), which is 
equivalent to N(A) C JV(£). 
Given the Schur decomposition of A in (5), for any nxn matrix 
W, let 
Lemma 4.2. i?(W) C i?(^) z/ and only ifW2 = 0 and W3 = 0. 
Proof. Note that i?(W) C R(A) if and only if for some X, 
AX = W, 
i.e. 
QTAQQTXQ = QTWQ. 
Let 
«
T
* « - ( * * ) -
Then #(W) C fl(A) if and only if 
/ A 0 \ / X, X4\ = [W1 WA\ 
\ o oj\x3x2J- \w3 w2J-' 
l o o r \w3 w2 r 
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Therefore, R(W) C R(A) if and only if W2 = 0 and W3 = 0. D 
In Lemma 4.2, if W is symmetric, then W4 = W3" = 0. 
By Lemma 4.2, we have for the case R{E) C i?(A), that 
Hence, 
0 ^
 + t W = ( ^ V B l o ) -
Since A + tE hOif and only if D i + t ^ b O , we have 
Theorem 4.3. Let the positive semidefinite interval for D\+tE\ 
be T\. Then the positive semidefinite interval for A+tE isT = T\. 
Since D\ is nonsingular, we can use Theorem 3.3, Theorem 3.8, 
or Theorem 3.9 to determine T\. 
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5. IMPLEMENTATION AND EXAMPLES 
When A is positive semidefinite, it is necessary to determine 
whether or not R(E) C R(A). This can be done by checking the 
consistency of AX = E. One approach is to first determine a 
decomposition of A using Choleski factorization with symmetric 
pivoting ([DMBS79]). If r(A) = r, there exists a nonunique per-
mutation matrix P and a triangular matrix R (unique for a given 
P) such that PTAP = RTR, where 
D / Rn R12 \ 
R
={ 0 0 J ' 
and where Rn is a nonsingular upper triangular r x r matrix and 
#12 is an r x (n - r) matrix. Let XP = PTXP and EP = PTEP. 
Now, AX = E is equivalent to RTRXP = EP. Set Y = RXP. 
We first solve RTY = EP for the matrix Y. This is done as 
follows. Set 
7
 YX y 4 A 
*3 Y2 
Y = 
and 
£^PI Ep 4 
EP2, EP2 
EP = 
Then we can rewrite RTY — EP as 
Since R\\ is nonsingular, Y\ and I4 are uniquely determined by 
Rj^ = EP1 and 
RnY4 = EP4. 
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But Y3 and Y2 are undetermined. Furthermore, the equation 
AX = E 
has a solution only if Y\ and Y4 satisfy 
Rj2Yi = EP3 and Rj2Y4 = EP2. 
Next we solve Y = RXp. Let 
X — ( Xpi Xp4 \ 
\ Xp3 Xp2 J 
Then Y — RXp can be rewritten as 
( Rn R12 \ ( XP1 XP4\ f Fi YA \ 
\ 0 0 J \ XP3 XP2 J \Y3 Y2J-
This implies that Y3 = 0 and Y2 = 0. Also, Xp% and Xp2 are 
arbitrary; and Xp\ and Xp± are the unique solutions to 
RnXpi = Y\ — RnXpz 
RiiXp^ = Y4 — R\2Xp2, 
respectively. We choose Xp$ = 0 and Xp2 — 0. The resulting 
matrix is 
X = P ( Xpi XpA ^] PT 
\ Xps Xp2 J 
We can use Householder reduction and the QR method ([GVL83]) 
to compute eigenvalues of the matrix X. The Householder matrix 
is of the form 
H = I — -—^uuT, 
IMI 
where / is the identity matrix of order n and u G Rn. Note that 
H is symmetric and orthogonal. 
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Suppose that r(X) = r. Then there exist Householder matrices 
H\, • • • , Hr such that 
Hr • • • H\X = R, 
where R is upper triangular. So 
X = QR, 
where Q is orthogonal. 
Let X\ = RQ. By Householder reduction, 
X\ = QiRi, 
where Q\ is orthogonal and R\ is upper triangular. 
Let X2 = R\Q\- By Householder reduction, 
X2 = Q2R2, 
where Q2 is orthogonal and R2 is upper triangular. 
In general, suppose that we have Xk = QkRk, where Qk is 
orthogonal and Rk is upper triangular. Let Xk+i = RkQk- By 
Householder reduction, 
Xk+i = Qk+iRk+i, 
where Qk+i is orthogonal and Rk+i is upper triangular. 
Since 
Xk+l = RkQk = Qk^kQk, 
all Xk have the same eigenvalues as X. 
Also, as &•—» +00, Xk tends to an upper triangular matrix. So, 
for sufficiently large k, the diagonal elements of Xk are approxi-
mate values of the eigenvalues of X. 
Example 5.1. Let 
A = 
and 
1 0 0 
E= I 0 - 1 0 
0 0 0 
The Choleski decomposition of A is 
PTAP=RTR 
with 
2 0 
0 3 
0 0 
and 
R=(RQ1 R*2) = I o 3 
p = 
We see that 
and 
Then 
EP = PlEP 
7? - I 2 ° 
Rn
 ~ [ 0 3 
J*12 = (
 0 
T 
First we solve the equation 
RTY = EP 
which is 
to get 
and 
Since both 
and 
Y! = 
1/2 0 
0 - 1 / 3 
MS 
Rj2Yx = 0 
Rj2YA = 0, 
we have # ( £ ) C i?(A). Set Y3 = 0 and F2 = 0. 
Next we solve the equation 
Y = RXP 
i.e., 
Setting Xp3 and Xp2 to zero, we get 
A p i
 - I 0 -1/9 
and 
' 0 
0 
Xp4 — 
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The resulting matrix X is 
1/4 0 0 
X = PXPPT = | 0 - 1 / 9 0 
0 0 0 
Finally, the eigenvalues of X are 1/4, —1/9, and 0. Therefore, 
the positive semidefinite interval is [—4, 9]. 
In case A is negative semidefinite, —A is positive semidefinite 
and the above procedure applies. 
The next example shows how Theorem 3.9 can be used in the 
case when A is indefinite. 
Example 5.2. Let 
The matrix pencils 
*+**=(; ! ) + ' (S-°0 
and 
-D2 + tE2 = {-l) + t{2) 
have positive semidefinite intervals T\ = [—1,1] and T2 — [1/2, +oo), 
yielding 
TxnT2 = [1/2,1]. 
The eigenvalues of A lE are: 
So 
do = 
2
 2 2 
1 ^ 5 (5, = - -
2 2 
2
 £2 2 2 
1 1 v^ 
Then 
T0 = {^|| = 1,2,3 and A + UE±0} = {1, 
Therefore, the positive semidefinite interval for 
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6. CONCLUSION AND F U T U R E W O R K 
In this thesis, we present a summary of overview of the results 
on the positive semideflnite interval of the matrix pencil A + tE. 
Also, for the case that A is positive definite, we present a new 
point of view (Lemma 3.1 and Lemma 3.2) to get the same result 
as in [Car88]. 
For the case that A is negative definite, Theorem 3.8 shows how 
to determine the positive semideflnite interval from the eigenval-
ues of the matrix A~lE. For the case that A is nonsingular but 
indefinite, we can use Theorem 3.9 to determine the positive semi-
definite interval. 
For the case that A is singular and R(E) C R(A), the Schur 
decomposition of A provides an orthogonal matrix Q such that 
QT{A + tE)Q — f l
 n
 l
 „ J, where D\ is diagonal and non-
singular. Then the positive semideflnite interval for A + tE is 
exactly the positive semideflnite interval for D\ + tE\. 
We summarize the results with the following table. 
A 
PSD 
PSD 
PD 
ND 
indef. nonsing. 
singular 
E 
rank 1 or 2 
R(E) C R(A) 
arbitrary 
arbitrary 
arbitrary 
R(E) C R(A) 
PSD interval for A + tE 
[CG86] 
[Car88] 
Th3.3 
Th3.8 
Th3.9 
Th 4.3 
Answers to the following questions require further research. 
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(1) How do we determine the positive semidefmite interval when 
A is singular and R(E) <Z R{A)1 
(2) How do we solve the equation det(A + tE) — 0 when both 
A and E are singular? In this case det(^4 + tE) may be 
identically zero. 
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