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Bloch oscillations originate from the translational symmetry of crystals. These oscillations occur
with a fundamental period that a semiclassical wavepacket takes to traverse a Brillouin-zone loop.
We introduce a new type of Bloch oscillations whose periodicity is an integer (µ>1) multiple of
the fundamental period. The period multiplier µ is a topological invariant protected by the space
groups of crystals, which include more than just translational symmetries. For example, µ divides
n for crystals with an n-fold rotational or screw symmetry; with a reflection, inversion or glide sym-
metry, µ equals two. We identify the commonality underlying all period-multiplied oscillations: the
multi-band Berry-Zak phases, which encode the holonomy of adiabatic transport of Bloch functions
in quasimomentum space, differ pairwise by integer multiples of 2pi/µ. For a class of multi-band
subspaces whose projected-position operators commute, period multiplication has a complementary
explanation through the real space distribution of Wannier functions. This complementarity follows
from a one-to-one correspondence between Berry-Zak phases and the centers of Wannier functions.
A Wannier description of period multiplication does not always exist, as we exemplify with band sub-
spaces with either a nonzero Chern number or Z2 Kane-Mele topological order. In the former case,
we present general constraints between Berry-Zak phases and Chern numbers, as well as introduce a
recipe to construct nontrivial Chern bands – by splitting elementary band representations. To help
identify band subspaces with µ>1, a general theorem is presented that outputs Zak phases that are
symmetry-protected to integer multiples of 2pi/n, given the point-group symmetry representation
of any gapped band subspace. A cold-atomic experiment that has observed period-multiplied Bloch
oscillations is discussed, and directions are provided for future experiments.
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3I. INTRODUCTION
The highly-anticipated discovery of Bloch oscillations
in superlattices1,2 was a crowning achievement of early
solid-state physics.3,4 Bloch oscillations essentially rely
on the periodicity of crystal quasimomentum (k), as
well as the existence of an energy gap – both are
basic features of a quantum theory of solids. From a
semiclassical perspective, Bloch oscillations originate
from the dynamics of a wavepacket formed from a single
band. The fundamental period (TB) of this oscillation
is the time taken by a wavepacket in traversing a
loop across the Brillouin torus; by the acceleration
theorem,5 TB=~|G|/|F |, with G the smallest reciprocal
vector parallel to a time-independent driving force F .
Fundamental Bloch oscillations may equivalently be
understood as coherent Bragg reflection originating from
the discrete translational symmetry of the lattice.6
However, translational symmetry does not exhaust
the manifold symmetries of crystals, which are classified
by 230 space groups in three spatial dimensions.7
Occurring ubiquitously in crystals are the symmetries
of rotations, reflections, inversions, screw rotations and
glide reflections. All such elements of a space group G
(which are not purely lattice translations) are nontrivial
elements of the point group P of G. For crystals with a
nontrivial point group, we will demonstrate how Bloch
oscillations arise with an integer (µ∈N) multiple of the
fundamental period TB .
This period multiplication occurs only in the dynamics
of multi-band wavepackets, i.e., wavepackets that are
linear combinations8 of (N>1) independent Bloch waves
at each wavevector. To clarify, µ characterizes a finite
set of bands (numbering N) that are separated from
all other bands by energy gaps – above and below –
at each wavevector (k) in the Brillouin torus.9 One
characteristic feature of multi-band dynamics is that
the expectation value 〈O〉 (t) of an observable O evolves
quasiperiodically. That is to say, all frequencies of the
Fourier peaks are generated additively by N frequencies;
the generating frequencies are generically incommensu-
rate if the point group is trivial. Generally, the smallest
generating frequency that is expressible as 2pi/(µTB),
with µ a positive integer, defines the period multiplier µ
for continuous-time Bloch oscillations.
Translational symmetry guarantees that 2pi/TB is
always a generating frequency, so µ is minimally one. A
nontrivial point-group element g may result in µ>1, for
certain field orientations relative to a crystallographic
axis associated to g. Generally, µ divides the order (n)
of g, where n is defined as the smallest integer such
that the repeated transformation gn is a translation
by an integer (p) multiple of a primitive lattice vector
(a). If µ>1, commensuration with 2pi/TB leads to
fewer-than-N independent generating frequencies.
FIG. 1. (a) Screw-symmetric chain with lattice period a and
four sites per unit cell. (b) The corresponding energy bands
(E(k)) are four-fold connected. Each energy band can be
labeled by one of four symmetry eigenvalues,20 as indicated
by the different characters of the lines. (c) The unit cell of a
honeycomb lattice contains two sites at coordinates $1 and
$2. (d) Brillouin zone corresponding to the honeycomb; the
loop C3 (violet) intersects the C3,z-invariant wavevectors Γ
and K.
µ=1 Bloch oscillations describe an alternating cur-
rent in the presence of a static electric field, owing
to the periodicity of the band velocity (dE/dk) in
k.6 In contrast, µ>1 is not generally explainable
by the energy-momentum dispersion (E(k)), but is
intrinsically a geometric property of the band wavefunc-
tions – precisely, µ can be formulated equivalently as
quantized differences in the Berry-Zak phases10–12 of
wavefunctions. From this perspective, µ may broadly
be applied to band systems of any particle statis-
tics – bosonic or fermionic. Applying µ to bands of
bosonic particles turns out to be particularly fruitful
– some of the most realistic experiments to observe
period-multiplied Bloch oscillations involve bosonic cold
atoms in optical lattices, as have been performed by T.
Li et al. in Ref. 13 and will be discussed in greater detail.
µ is insensitive to slight variations of experimental
parameters that preserve the space group, as well as
both energy gaps (above and below). That is to say, µ is
a space-group-protected topological invariant for a fixed
number of bands.14
From a broader perspective, not all topological invari-
ants in band systems have been linked to definitive sig-
natures in transport experiments.15,16 By ‘transport’, we
mean to induce dynamics in k-space by applying electro-
magnetic fields (or generalized forces in cold-atomic sys-
tems). A celebrated example is the Thouless-Kohmoto-
Nightingale-den Nijs invariant17 which is linked to a
quantization of the Hall conductance; this invariant is
protected by the symmetry of charge conservation, and
has become the paradigm for a topological phase of mat-
ter. Recently, a notion of space-group-protected topo-
logical invariants has been formulated (by one of us) for
magnetotransport,18 which is measurable in the phase off-
set of quantum oscillations.19 In contrast, the present
work represents the first formulation of a space-group-
protected topological invariant (µ) in electric transport.
4II. SUMMARY AND ORGANIZATION
Let us summarize our key results and the organization
of this work. We consider two classes of Bloch oscil-
lations, which are geometrically distinguished by the
direction of the field relative to certain crystallographic
axes. To summarize this geometric distinction, we
associate the first class of Bloch oscillations to a ‖-field,
and the second to a ⊥-field; often we will employ ⊥ vs.
‖ as subscripts on various quantities (e.g. µ) to remind
the reader of the different contexts.
The first class of Bloch oscillations occurs only for
space groups with a nonsymmorphic element (g), as
exemplified by screw rotations and glide reflections (in
short, screws and glides). A nonsymmorphic element
involves a translation by a rational fraction of a primitive
lattice vector: pa/n; a lies along the screw axis (for
g a screw), or lies in the glide plane (for g a glide).
We may always choose a representative for g such that
0<p<n.7,21 Fig. 1(a) exemplifies a screw-symmetric
lattice with n=4 and p=1. Period-multiplied Bloch
oscillations occur when we align the field parallel to
the reciprocal vector (G) dual to a. In all of our case
studies, G is also parallel to a.
The second class of Bloch oscillations is applicable
to any space group with a nontrivial point group P.
Precisely, we mean that the quotient group P=G/T ,
of the space group G with its translational subgroup
T , is not a trivial group. Included are space groups
with nonsymmorphic elements (glides and screws, as
discussed above), as well as space groups with sym-
morphic elements (e.g. rotations and reflections). For
symmorphic g, a spatial origin exists for which g involves
no fractional translations (p=0). In the second class of
Bloch oscillations, we align the field perpendicular to the
screw/rotational axis (for g a screw/rotation) or to the
glide/reflection plane (for g a glide/reflection).
Throughout this work, we will employ the same sym-
bol g to denote a space-group element that is not purely
translational, i.e., g represents a nontrivial element in
P. In most contexts, g refers to a single symmetry
(symmorphic or nonsymmorphic) which should be
deducible from the context. For any space group G,
P=G/T is isomorphic to a group comprising isometries
of a lattice that fix a point in space.21 Point groups are
sometimes defined as point-fixing isometries. However,
for this work, a ‘point group’ (P) should be understood
as the quotient group G/T unless specified otherwise.
For nonsymmorphic space groups, it is possible that
elements in P (such as a screw or glide) do not preserve
a spatial point.
With a ‖-field, Bloch oscillations occur with period
multiplier
µ‖ = ngcd(p,n) (1)
with gcd = greatest common divisor; µ‖=4 for the lattice
of Fig. 1(a). There are two complementary perspectives
– from real and quasimomentum spaces – to understand
how period multiplication occurs.
(A) In the real-space perspective, bands are represented
by exponentially-localized Wannier functions with
well-defined average positions $ (henceforth referred
to as Wannier centers). The nonsymmorphic symmetry
g results in Wannier functions coming in µ‖-plets per
unit cell, and their corresponding Wannier centers are
mapped by symmetry as G·$→G·$+2pi/µ‖. In other
words, the translational period between Wannier centers
is 1/µ‖ times the Bravais lattice period, hence the
Bloch-oscillatory period is multiplied by µ‖, as further
elaborated in Sec. III B.
(B) In the quasimomentum space (k-space) perspective,
the nonsymmorphic symmetry representations of energy
bands are permuted as k is advanced by the primitive
reciprocal vector G.20 The failure of the representation
of g to be single-valued – known as monodromy – results
in bands being connected as a graph, as illustrated
in Fig. 1(b). This monodromy is also imprinted on
the adiabatic transport of Bloch functions within each
connected component – specifically on the geometric
component of the adiabatic transport, which encodes
the multi-band, non-Abelian holonomy12 of noncon-
tractible Brillouin-zone loops.11,22 The eigenvalues of
the holonomy matrix, as defined for transport over a
single fundamental period TB , are known as the Zak
phase factors (eiφ). One of our key results is that, owing
to the monodromy of symmetry representations, the set
of φ has the translational property: φ→φ+2pi/µ‖. Only
after µ‖ fundamental periods do all pairwise Zak phase
differences equal an integer multiple of 2pi. This provides
a complementary explanation for period multiplication
that we further develop in Sec. III C.
The similar translational properties in (A-B) are not
accidental, but reflect a one-to-one correspondence
between Wannier centers and Zak phases: G·$=φ
for a multi-band subspace. Such a correspondence
is already known for a single band;11 in subsequent
work, Kingsmith and Vanderbilt have shown that the
sum of all Zak phases is related to the total polar-
ization of a multi-band subspace.23 Our contribution
– for nonsymmorphic space groups – is to relate in-
dividual Zak phases to the polarization of individual
Wannier functions. Such correspondences will hence-
forth be referred to as multi-band Zak-Wannier relations.
Let us next consider Bloch-oscillatory phenomena
under a ⊥-field, with the corresponding period-multiplier
µ⊥. In two-dimensional crystals, µ⊥>1 occurs only for
5certain multi-band subspaces, which can be character-
ized from two complementary perspectives.
(A’) In the real-space perspective, we are interested in
multi-band subspaces whose Wannier functions are so
strongly localized (in 2D space) as to resemble point
charges. Such band subspaces are not generic for the
following reason: while the bare position operators (x
and y) commute according to basic quantum-mechanical
principles, position operators that are projected to
a multi-band subspace (by the operator P ) do not
generally commute, no matter the space-time symmetry
of P . However, by combining a symmetry condition
with a condition on the tunneling strength between
spatially-separated Wannier functions, we have iden-
tified a class of multi-band subspaces for which the
projected-position operators PxP and PyP commute to
exponential accuracy. Such subspaces will be referred
to as ‘strong elementary band representations’, and
they are exhaustively identified by us for all 2D space
groups in Sec. IV B. Our nomenclature builds upon the
theory of elementary band representations (EBRs),24–28
which are representations of a space group on locally-
symmetric Wannier functions that cannot be split into
smaller representations on locally-symmetric Wannier
functions. By ‘locally-symmetric’, we mean that for any
spatial position r, all Wannier functions centered on
r form a representation of the site-stabilizer of r (i.e.,
the subgroup of the space group that preserves r).29
The description ‘strong’ alludes to the just-mentioned
commutation, which implies that Wannier functions are
strongly localized.
Given that the Wannier centers ($) are uniquely
defined as simultaneous eigenvalues of both projected
position operators, we further particularize (in Sec.
IV B) to a subclass of strong EBRs for which a nearest-
neighbor pair of Wannier centers ($1,$2) satisfies
|G·($1−$2)|=2pi/µ⊥ for µ⊥>1 and G a primitive re-
ciprocal vector. 2pi/µ⊥ may be viewed as the dynamical
phase difference acquired by two Wannier functions
over one fundamental period, in the presence of a
field F that integrates to G=
∫ TB
0
F dt/~. Only after
µ⊥ fundamental periods do pairwise phase differences
acquired by Wannier functions return to an integer
multiple of 2pi. For illustration, we consider a two-band
subspace which comprises two s-orbitals centered on a
honeycomb lattice, as illustrated in Fig. 1(c). Since each
honeycomb vertex is invariant under three-fold rotation
(modulo lattice translations), |G·($1−$2)|=2pi/3,
leads to period-tripled Bloch oscillations.
(B’) In the k-space perspective, [PxP, PyP ]=0 is
equivalent30 to the condition that the multi-band,
non-Abelian Berry curvature vanishes at each k. The
k-space analog of the dynamical phase condition for
Wannier functions is that the geometric Zak phases φ
(associated to g-symmetric k-space loops, e.g. C3 illus-
trated in Fig. 1(d)) differ pairwise by integer multiples
2pi/µ⊥; in particular, one pair of Zak phases must differ
exactly by 2pi/µ⊥. One other key finding of this work is
a theorem in Sec. IV D that aids us in identifying band
subspaces whose Zak phases satisfy the just-mentioned
conditions. For any g-symmetric band subspace, this
theorem inputs the symmetry representations of g at
g-invariant k-points, and outputs the Zak phases which
are symmetry-protected to the n’th roots of unity. By a
‘symmetry-protected’ quantity, we mean a quantity (the
Zak phase, in the present context) that is invariant under
deformations of the Hamiltonian that preserve the sym-
metry g as well as both energy gaps (above and below
the N -band subspace). To recapitulate, the theorem is
a means to systematically calculate symmetry-protected
Zak phases, given the representation of Bloch functions
at high-symmetry wavevectors; these representations
can easily be determined from tight-binding models.22
Differences in Zak phases not only determine the period
of Bloch oscillations (as elaborated in Sec. IV B), but
they are in principle also measurable by generalized
Ramsey interferometry in cold-atom experiments.31,32 A
limited form of the present theorem already exists for g
being a spatial-inversion symmetry;22 this work provides
the generalization to any space-group symmetry, includ-
ing rotations, reflections, screws and glides.
In Sec. IV D 3, we propose another Zak-Wannier relation
which underlies the similarities between (A’) and (B’).
We remark that Zak-Wannier relations have previously
been formulated for Wannier functions which are max-
imally localized30 in one direction,11,22,23 but do not
necessarily have any symmetry. In comparison, Sec.
IV D 3 describes a novel symmetry-based Zak-Wannier
relation for locally-symmetric Wannier functions that
are localized in two independent directions, but such
localization need not be maximal. A general formulation
of symmetry-based multi-band Zak-Wannier relations
(with applications going beyond strong EBRs) is pre-
sented in Sec. V.
Finally, we discuss the possibility of period multi-
plication (in a ⊥-field) for band subspaces that have
no symmetry-based Zak-Wannier relation. These are
topologically nontrivial band subspaces with symmetry-
protected Zak phases differing by 2pi/µ⊥, but with no
locally-g-symmetric representation on Wannier func-
tions:
(C’) Time-reversal-asymmetric band subspaces – in
Wigner-Dyson symmetry33–35 class A – are classified
by a Chern number; band subspaces with a nonzero
Chern number (in short, Chern bands) do not admit a
representation by Wannier functions.36 Our case study of
Chern bands in Sec. VI demonstrates that quantum fluc-
tuations – with respect to the noncommuting projected
position operators – can produce a classically-forbidden
symmetry-protected Zak phase (cf. Eqs. (29-32)). This
6suggests the possibility of a classically-forbidden period
multiplier µ⊥, for which we have constructed a model
as proof of principle (in Sec. VI B 2). In constructing
this model, we have utilized a novel recipe to generally
obtain Chern bands by splitting a multi-band EBR into
multiple fewer-band subspaces. Our recipe provides a
direct roadmap toward model realizations and concrete
materializations of Chern bands.
(D’) Time-reversal-symmetric band subspaces – in
Wigner-Dyson symmetry class33–35 AII – are character-
ized by a Z2 Kane-Mele invariant.37 The paradigmatic
example of Z2 topological order is the Kane-Mele
honeycomb model38 which realizes Bloch oscillations
with multiplier µ⊥=3, as we demonstrate in Sec. VII.
While the Chern and Kane-Mele invariants were first
studied in the context of band insulators, these same
invariants may more generally be used to characterize
band wavefunctions – independent of the statistics of the
particles that fill these bands. Our proposal for Bloch
oscillations does not apply to band insulators,6 but may
in principle apply to band metals. Realistically, Bloch
oscillations are measurable in cold-atomic experiments:
Sec. VIII F describes an existing experimental setup13
that simulates Fig. 1(c) with bosonic 87Rb atoms in
an optical honeycomb lattice. We further explain
how reported measurements13 may be interpreted as
period-tripled Bloch oscillations, and provide directions
for future cold-atomic experiments. The experimental
feasibility of period-multiplied Bloch oscillations is
discussed more generally in Sec. VIII, where we address
the validity of the adiabatic assumption, as well as the
effect of finite relaxation time.
We conclude in Sec. IX by summarizing the unify-
ing themes of this work, with additional elaboration on
Zak-Wannier relations and the role of hybrid Wannier
functions.39 An outlook is provided for future investiga-
tions.
III. BLOCH OSCILLATIONS IN A ‖-FIELD
A. Motivational example on a screw-symmetric
chain
We begin with a Gedankenexperiment to motivate
period multiplication in a ‖-field (F ) that is aligned
parallel to the fractional translation of a nonsymmorphic
symmetry. Consider a one-dimensional chain with
primitive lattice period a′, as illustrated in Fig. 2(a).
This chain is described by a translation-invariant,
single-particle Hamiltonian H0; for simplicity we assume
only translational symmetry, so the eigenvalues of H0
are nondegenerate at each k, as exemplified in Fig.
2(b). A field applied parallel to the chain adds to the
Hamiltonian a term −Fz, with z the position operator
FIG. 2. Three 1D lattices with the following symmetries:
(a-c) trivial point group and a primitive translation period
a′=a/4, (d-f) g4,2-symmetry, and (g-i) g2,1-symmetry. (a,d,g)
illustrate the real-space distribution of Wannier functions
(grey spheres indicate s-orbitals, red-blue dumbbells px+ipy-
orbitals), (b,e,h) the corresponding energy bands (E(k))
at zero field (F=0), (c,f,i) the ladder-like spectra (ε) of
P (H0−Fz)P at nonzero field, in units of Fa. The Wannier
functions in (g) are Kramers degenerate, as indicated by two
arrows per sphere; each energy level in (i) is Kramers degen-
erate.
along the chain. Adiabatic evolution of a wavepacket in
a nondegenerate band results in Bloch oscillations with
the fundamental oscillation period 2pi~/(Fa′).
Suppose we deform the straight lattice into the helix of
Fig. 1(a) with new lattice period a=4a′. The standard ar-
gument for Bloch oscillations (protected by translational
symmetry) would predict a quarter reduction of the os-
cillation period to TB=2pi~/(Fa). However, we propose
that the oscillation period persists at 2pi~/(Fa′)=4TB ,
owing to a new kind of Bloch oscillation that is protected
by a nonsymmorphic symmetry of the deformed lattice,
as we explain in the next section.
B. Bloch oscillations with µ‖>1 from the
perspective of Wannier functions
The persistence of the oscillation period in the
Gedankenexperiment may be understood from the fol-
lowing symmetry analysis. Any symmetry (g) of a space
group (G) is composed of a component gˇ that leaves
the spatial origin invariant, as well as a translation by
t; notationally, g=(gˇ|t). A nonsymmorphic symmetry
is a symmetry that involves a translation by a rational
fraction of a primitive lattice vector; such a symmetry
may be represented in a particular coordinate system as
gn,p = (gˇn|paez/n) with 0<p<n.7,21 This is exemplified
in Fig. 1(a) by a screw, which is the composition of a
four-fold rotation about the crystal-axis with a trans-
7lation by a/4 along it; notationally, gn,p=(C4,z|aez/4)
with n=4 and p=1, where Cn,j denotes an n-fold
rotation about the jth coordinate axis (with unit vector
ej).
Let us consider a low-energy, N -band subspace that is
energetically separated from other bands, and comprises
N Bloch functions {ψj,k}Nj=1 at each k. In the adiabatic
approximation,40 field-induced dynamics within this low-
energy subspace is described by the effective Hamiltonian
H = P (H0 − Fz)P, with P =
∑
k
N∑
j=1
|ψj,k〉 〈ψj,k| (2)
a projector to the N -band subspace, where
∑
k is a
short-hand for a sum over the Brillouin zone. The
eigenstates of H are Wannier functions which are
exponentially-localized in z, and long-lived in the
sense of a resonance;40 the corresponding spectrum is
well-known to have the structure of a Wannier-Stark
ladder3,4 owing to translational symmetry, i.e., for any
eigenvalue ε, there exists another at ε+Fa due to the
invariance of P and H0 under z→z−a.
From this perspective, it is quite natural that gn,p,
which involves a fractional translation, generates a ladder
with a fractional spacing:
ε→ ε+Fap/n. (3)
In the g4,1-symmetric example of Fig. 1(a), we therefore
find that adjacent levels are separated by Fa/4, as
illustrated in Fig. 2(c).
Let us then consider the quantum expectation
value of an observable 〈O〉 (t), for a generic state
that linearly combines the eigenfunctions of H. The
generically-allowable frequencies in 〈O〉 (t) are, up
to a proportionality constant of ~, equal to pairwise
differences in the eigenvalues of H. In particular,
the smallest energy difference between adjacent (i.e.,
nearest-neighbor) levels in the spectrum of H determines
the smallest frequency in 〈O〉 (t); in the example of Fig.
1(a), the nearest-neighbor spacing of Fa/4 determines
that 2pi/(4TB) is the smallest allowable frequency,
leading to period-quadrupled, continuous-time Bloch
oscillations (cf. Sec. I).
Generally, for any gn,p-symmetric lattice, we would like
to determine the period multiplier for continuous-time
Bloch oscillations, as defined in Sec. I. By combining
Eq. (3) and Bezout’s identity,41 we obtain that the
nearest-neighbor spacing within one ladder is simply
Fa/µ‖, with µ‖ defined in Eq. (1) and identified with
the period multiplier.42
Thus far, we have only discussed examples with the
minimal number of Wannier functions allowable by
gn,p-symmetry alone – namely, µ‖ Wannier functions
per unit cell. In general, the total number (N) of
Wannier functions per unit cell may exceed µ‖; we
may further show that N is always an integer multiple
(J) of µ‖.43 In the absence of any other symmetry
beyond gn,p, there would then be J non-degenerate
ladders in the spectrum of H. A simple example of
N=4, µ‖=2, J=2 is illustrated in Fig. 2(d), with two
s- and two d-orbitals in the primitive unit cell of a
g4,2-symmetric lattice; then, the Fourier peaks of 〈O〉 (t)
lie at frequencies generated additively by 2pi/(µ‖TB)
and the frequency offset (∆γ/(µ‖TB)) between the two
ladders, as illustrated in Fig. 2(f); these two generators
are generically incommensurate.
In contrast, for half-integer-spin systems that respect
time-reversal and glide (g2,1) symmetries, the Kramers
degeneracy of each rung (as illustrated in Fig. 2(g-i)) en-
sures there is only one generating frequency (2pi/(µ‖TB)
with µ‖=2) in the Fourier spectrum. The above two ex-
amples with J>1 demonstrate that: (a) a nonsymmor-
phic symmetry gn,p guarantees that 2pi/(µ‖TB) is always
a generating frequency, but (b) the presence of other in-
dependent generating frequencies depends on symmetries
other than gn,p. A general symmetry-based criterion to
determine the degeneracy of Wannier-Stark ladders, for
arbitrary J , is presented in App. C 3.
C. Bloch oscillations with µ‖>1 from the
perspective of Bloch functions
One subtlety in the above proof is that the position
operator only has a well-defined action on spatially-
localized states (precisely, functions in the domain
of z).44 However, a natural basis to describe band
subspaces are spatially-extended Bloch functions ψj,k,
owing to their forming a representation of translational
symmetry. We are therefore motivated to derive period
multiplication from a complementary perspective with
Bloch functions as initial states.
Let us then consider the time evolution of Bloch func-
tions that are initially restricted to a single wavevec-
tor k0; let {ψj,k0}Nj=1 span the low-energy subspace at
wavevector k0. In the adiabatic limit, the time-evolution
propagator is the unitary generated by H over one fun-
damental Bloch period; this propagator can be expressed
in the basis of {ψj,k0}Nj=1 as the time-ordered exponential
(denoted by exp)
U(TB) = exp
[
i
∫ TB
0
(
F A
(
k(t)
)− E(k(t)) )dt/~], (4)
with the non-Abelian Berry connection10,12
Aj,j′(k) = 〈uj,k|i∂k|uj′,k〉cell , (5)
8and the energy matrix
Ej,j′(k) = 〈uj,k|e−ikxH0eikx|uj′,k〉cell ; (6)
uj,k is the cell-periodic component of ψj,k, and 〈f |g〉cell
denotes the inner product over one unit cell.
Subsequently, we will exploit symmetry to deduce
spectral constraints on the propagator over one fun-
damental period (cf. Eq. (4)). Therefore, it is useful
to have a definition of period multiplication for the
stroboscopic time-evolution of the quantum expectation
value {〈O〉 (t=jTB)}j∈Z≥0 of a translation-invariant ob-
servable O; this definition would be different but closely
analogous to our previous definition for continuous-time
evolution (cf. Sec. I and Sec. III B).
Definition 1. Fourier transform {〈O〉 (t=jTB)}j∈Z≥0 ,
and identify the Fourier peak lying at the smallest
rational multiple of the fundamental frequency 2pi/TB .
The rational multiplier is of the form 1/µ, with µ a
positive integer that is defined as the period multiplier
for stroboscopic Bloch oscillations.
Defining {eiϕj}Nj=1 as the eigenvalues of U(TB),
pairwise differences in the adiabatic phase (ϕj−ϕj′)
manifest as Fourier peaks in the stroboscopic time
evolution. The goal of this section is to prove that the
spectrum has a ladder-like structure: ϕ→ϕ+2pi/µ‖.
That is, for every ϕj , there exists a ϕj′=ϕj+2pi/µ‖
mod 2pi. For a state initialized as a Bloch function,
stroboscopic Bloch oscillations therefore occur with
multiplier µ‖. This complements our previous result
for the adiabatic time-evolution of a spatially-localized
initial state, for which continuous Bloch oscillations
occur with multiplier µ‖.
What is the origin of this ladder structure? A clue to
its origin arises from the following observation: the lad-
der structure exists even in the purely-geometric compo-
nent of the adiabatic propagator, but not in the purely-
dynamical component. To elaborate, let us define W as
equal to U(TB) with a zero energy matrix;W is an N -by-
N matrix representation of holonomy, and is expressible
as a path-ordered exponential (also denoted exp) of the
non-Abelian Berry connection:10,12
W = exp[i ∫ G
0
A(k)dk
]
, (7)
with G=
∫ TB
0
Fdt/~ a primitive reciprocal vector.
Defining {eiφj}Nj=1 as the eigenvalues of W, then the
Zak phases φj satisfy the same translational property:
φ→φ+2pi/µ‖.
Let us explain this ladder for the screw-symmetric
(g4,1) four-band subspace illustrated in Fig. 1(a-b);
N=µ‖=4. Since (g4,1)4 is a lattice translation that
is represented on Bloch functions as e−ika, the eigen-
values of g4,1 fall into four k-dependent branches:
{ije−ika/4}4j=1. When k is advanced by a primitive
reciprocal period G, the representation indexed by j
is permuted to j−1 in the reduced-zone scheme; only
after four periods does the representation recur: j−4≡j,
implying that bands are connected minimally in sets of
four, as illustrated in Fig. 1(b). This symmetry permu-
tation during adiabatic transport is imprinted on W,
which encodes how the wavefunction evolves as a func-
tion of k; note that the connection (cf. Eq. (5)) involves
derivatives of the cell-periodic function with respect to k.
Precisely, W is equivalent (modulo a band-independent
phase) to a µ‖-cycle, i.e., W cyclically permutes all
µ‖ basis vectors. The ladder structure arises because
such a permutation matrix has eigenvalues {e2piij/µ‖}µ‖j=1.
It is instructive to compare the Zak phase ladder
to the Wannier-Stark ladder described in Sec. III B. A
comparison can be made by utilizing the known spectral
equivalence between the projected position operator
PzP and −ilogW:22 namely, for any eigenvalue $j of
PzP , there exists a Zak phase such that φj=G$j mod
2pi. This equivalence shows that the ladder structures
of φ and PzP are complementary – the latter is a
simple consequence of Wannier functions being related
by a nonsymmorphic symmetry (cf. Sec. III B). The
above spectral equivalence is the first appearance of a
multi-band Zak-Wannier relation, which is a one-to-one
correspondence between Zak phases (defined modulo
2pi) and Wannier centers (defined modulo lattice trans-
lations).
The ladder structure of φ persists when dynamical
contributions are included, i.e., the adiabatic phase ϕ
(inclusive of geometric and dynamical contributions)
also has a ladder structure, as proven in App. C. Let
us first consider the simplest cases with the minimal
number of bands allowable by gn,p and time-reversal
symmetries: N=µ‖ bands for integer-spin representa-
tions (as exemplified by the four-fold-screw-symmetric
chain in Fig. 1(a-b)), or N=2µ‖ bands for half-integer-
spin representations (exemplified by a glide-symmetric
chain with the hourglass dispersion of Fig. 2(c)). In
these cases, {ϕj}Nj=1 and {φj}Nj=1 differ only by a
constant offset (modulo 2pi). The general structure of
the eigenvalues and -vectors of U(TB) for possibly more
than one connected component, is detailed in App. C.
We remark that a ladder-like structure (with µ‖ =
2) for the Zak phase φ has been previously noted in
a glide-symmetric generalization of the Su-Schrieffer-
Heeger model,45 however it was not appreciated therein
that the complete adiabatic phase ϕ would have the same
ladder structure. The proposed realization of this ‘two-
leg’ Su-Schrieffer-Heeger model by ultracold atoms45 of-
fers an experimental test of period-doubled Bloch oscil-
9lations.
D. Generalization to three dimensions
The above discussion is simply generalized to higher-
dimensional Bravais lattices with a nonsymmorphic sym-
metry gn,p=(gˇn|pa/n) (we remind the reader of the defi-
nitions of gn,p, gˇn, p, n,a in Table III). Stroboscopic Bloch
oscillations with µ‖>1 occur if: (i) the force is directed
parallel to a primitive reciprocal vector G dual to a, and
(ii) the initial state is a linear combination of Bloch func-
tions with gn,p-invariant wavevectors, i.e., wavevectors
which satisfy gˇnk0=k0 modulo reciprocal vectors. For
screw (resp. glide) symmetry, the gn,p-invariant wavevec-
tors form a line (resp. a plane) in the 3D Brillouin-zone
(BZ).
IV. BLOCH OSCILLATIONS IN A ⊥-FIELD
A. Motivational example on a honeycomb lattice
Let us begin with the conceptually-simplest example
of period-multiplied Bloch oscillations in a ⊥-field; this
example has been realized experimentally with ultra-
cold atoms in optical lattices, as we elaborate in Sec.
VIII F. In real space, the band subspace is represented
by spatially-localized Wannier functions (s-orbitals,
for simplicity) centered on the honeycomb lattice, as
illustrated in Fig. 1(c). Denoting the coordinates of two
nearest-neighbor Wannier centers as $1 and $2, all
other Wannier centers are obtained by lattice transla-
tions. The spatial distribution of all Wannier centers is
invariant under the space group G=p6m, whose point
group is generated by a six-fold rotation and a reflection.
We align a field F perpendicular to the rotational
axis (hence the name ⊥-field) and parallel to a prim-
itive reciprocal vector G; we assume that the field
induces transport that is adiabatic with respect to the
above-mentioned band subspace.46 Let us demonstrate
that this band subspace realizes three-fold period
multiplication. Field-induced dynamics of Wannier
functions can heuristically be modelled by the dynamics
of point charges on the honeycomb lattice; we will
justify this heuristic model in the next section. The
field couples to a point charge with coordinate $ as
a scalar potential −F ·$, and the dynamical phase
acquired by this charge over one fundamental Bloch
period is − ∫ TB
0
F ·$dt=−G·$. In particular, due to
$1 and $2 being related by a six-fold rotation, the
dynamical phase difference acquired by nearest-neighbor
point charges over TB is G·($1−$2)=2pi/3 mod 2pi.
Only after three fundamental periods do all pairwise
phase differences become integer multiples of 2pi, hence
returning the point charges to their initial state (modulo
a global phase) at time zero. The previously-mentioned
ultracold-atomic experiment has measured this three-
fold multiplication, as we elaborate further in Sec. VIII F.
To what extent is this classical description by point
charges valid? This description is classical in the sense
that the coordinates of Wannier centers are simultaneous
eigenvalues of the projected position operators PxP
and PyP , with P projecting to the above-mentioned
band subspace. It is not a priori obvious that these two
operators commute. A famous counter-example where
strong quantum fluctuations (with respect to PxP and
PyP ) are topologically quantized is a band subspace
with a nonzero Chern number,17 as we further explore
in Sec. VI. Since such Chern bands break time-reversal
symmetry, one may hope that imposing time-reversal
symmetry guarantees the above commutation. This
expectation is correct for single-band subspaces, if we
further impose a spatial point group symmetry – that
of spatial inversion.30 In general, no symmetry enforces
[PxP, PyP ]=0 for multi-band subspaces such as that of
Fig. 1(c); we remind the reader that period-multiplied
Bloch oscillations only occur in multi-band subspaces.
We are therefore motivated to formulate criteria –
going beyond group-theoretic criteria – that identify
multi-band subspaces with commuting projected posi-
tion operators, i.e., subspaces whose dynamics can be
described by classical point charges. Such subspaces are
referred to as strong elementary band representations
(strong EBRs). Then by imposing symmetry restrictions
on the positions of these point charges (just as six-fold
symmetry related $1 and $2 within one unit cell in the
above example), we identify a subclass of strong EBRs
which exhibit period multiplication. This program is
carried out exhaustively for the 2D space groups (known
as wallpaper groups) in Sec. IV B.
Spatially-extended functions such as Bloch functions
represent the opposite extreme to classical point charges.
Yet period multiplication may also be understood from
the complementary perspective of adiabatic transport of
Bloch functions. In the honeycomb example, we consider
transport along the bent loop C3, as illustrated in Fig.
1(d); this loop was chosen to exploit the point group
symmetry of the honeycomb: half the loop is mapped
to the other half by three-fold rotation. The analog
of two nearest-neighbor Wannier functions acquiring a
dynamical phase difference of 2pi/3 is that the Bloch
functions acquire a geometric Zak phase difference of
2pi/3 along C3. This is elaborated in Sec. IV D, where we
also present a general theorem that identifies symmetry-
protected Zak phases in space-group-symmetric band
subspaces.
The culmination of this analogy between real- and k-
space perspectives is our derivation of a one-to-one corre-
spondence between symmetry-protected Zak phases and
symmetry-protected Wannier centers. Such multi-band
Zak-Wannier relations are developed in Sec. IV C-IV D 3
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for strong EBRs, and more generally for band represen-
tations in Sec. V.
B. Bloch oscillations with µ⊥>1 from the
perspective of Wannier functions
To simplify the presentation in the remainder of this
work, we specialize to a field that is perpendicular to
a rotational axis or a reflection plane. Both rotations
and reflections involve no fractional lattice translations
(p=0), and are classified as symmorphic symmetries.
Hence, we may just as well drop the second subscript in
gn,p (the definitions of gn,p, p and n are summarized in
Table III). Essentially the same physics occurs for a field
that is perpendicular to a nonsymmorphic screw axis or
glide plane.47
Our motivational example on a honeycomb lattice be-
longs to a broader class of band subspaces which form a
representation of a space group G on Wannier functions
(in short, a Wannier representation of G). The Wannier
functions are centered on a 2D lattice (illustrated in
Fig. 3), where each lattice site ($) is invariant under
an order-n point group symmetry (gn) that is tabulated
in Table I. For example, the honeycomb lattice has the
space group G=p6m and the point group P'C6v ('
denotes a group isomorphism); the latter is generated
by a six-fold rotation and a reflection. Each honeycomb
vertex is invariant under a three-fold rotation g3=C3,z.
We shall further particularize to band subspaces whose
Wannier functions are locally-symmetric. Such band sub-
spaces are known as band representations (BRs) and have
been introduced in Sec. II; here we would provide a more
precise formulation. Central to the formulation of BRs is
the notion of a Wyckoff position. Given a space group G,
a Wyckoff position $ is simply a point in space with an
associated symmetry: the subgroup of G that preserves
$. This subgroup is defined as the stabilizer of $ and
denoted by P$⊂G; each g∈P$ has a trivial action on
$: g◦$=$. Any stabilizer is by construction a point
group, however it need not be isomorphic to the point
group P=G/T of G. For example, if $ is a generic po-
sition, then P$ is the trivial group. In the motivational
example of Sec. IV A illustrated in Fig. 1(c), a honey-
comb vertex $1 (denoted as 2b in the International Ta-
bles for Crystallography48) is invariant under three-fold
rotation and reflection (as indicated by the dotted line
in the corresponding entry of Fig. 3) – these symmetries
generate the point group P$'C3v, which is a subgroup
of the point group P'C6v of G=p6m. In comparison,
the center of the honeycomb plaquette has a stabilizer
that is isomorphic to P. To recapitulate,
Definition 2. A Wyckoff position $ of a d-dimensional
space group G is defined as a point in Rd with an as-
sociated stabilizer P$⊂P; for points in Rd obtained by
FIG. 3. Examples of strong elementary band representations
(EBRs) which manifest period-multiplied Bloch oscillations;
the corresponding period multipliers are listed in Table I.
Each EBR is specified by a wallpaper group (first column),
a Wyckoff position (second column, left), and the symmetry
representation of Wannier functions centered on this Wyckoff
position. Each Wannier function is illustrated as a blob over
the real-space Wigner-Seitz unit cell (second column, right).
The shape of the blob indicates the local symmetry of the
Wannier function: circles stand for four-fold rotations, tri-
angles for three-fold rotations, and ellipses either for two-
fold rotations or reflections; same-colored blobs are related
by lattice translations, different-colored blobs by point-group
operations. Dotted (resp. long-dashed) lines indicate mirror-
invariant (resp. glide-invariant) lines. In the corresponding
Brillouin zones (third column), we illustrate the loops (Cn,
violet lines) and the gn-invariant wavevectors (Γ and Kn, vi-
olet dots).
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action of G on $ (denoted g◦$ for g∈G), the corre-
sponding stabilizers are conjugate to P$. For symme-
tries h∈P/P$ that do not stabilize $, h◦$ is called a
different representative of $.
A useful characterization of a Wyckoff position is its
multiplicity, which counts the number of distinct but
symmetry-related positions in the primitive unit cell.49
Definition 3. If g◦$−$ is a Bravais lattice vector for
all g∈G, then we say that$ has unit multiplicity. Gener-
ally, the multiplicity M$ of a Wyckoff position $ (with
associated space group G, point group P of space group,
and stabilizer P$) is equal to M$=|P|/|P$|.
Here, |H| denotes the order of a group H. For the honey-
comb example, M$1=2 because $1 is mapped onto the
different representative $2 by C6∈P/P$. We are ready
to define a BR:
Definition 4. A band representation (BR) of G is a
Wannier representation of G that satisfies a local sym-
metry condition: for each Wyckoff position $, all Wan-
nier functions centered at $ form a unitary, finite-
dimensional representation (V$) of the stabilizer P$.
V$ shall be referred to as the on-site representation
of P$. In the honeycomb example, the single s-like
Wannier function centered on $1 forms a trivial rep-
resentation (E) of C3v, hence this example may be
identified as a BR of G=p6m with the identifying data
($=2b, V$=E). A BR of G is fully specified by the
data {($, V$)}$ for all symmetry-unrelated $. An
equivalent50 definition of BRs (by induced representa-
tions) is also available in the literature.24–26 In general,
not all Wannier representations of G are BRs of G; a
counter-example is the Kane-Mele model explored in
Sec. VII.
All illustrated band subspaces in Fig. 3 are BRs that
exhibit period-multipied Bloch oscillations (with a mul-
tiplier µ⊥>1 that divides n) in their atomic limit.
Definition 5. Suppose a BR of a space group G is spec-
ified by the data {($, V$)}$. The atomic limit of this
BR (in short, atomic BR) is defined as a G-symmetric
separation of all its Wannier centers, i.e., the separations
|g ◦$−g′ ◦$′|→∞ for all g, g′∈G and for any pair of
Wannier centers $,$′, while fixing ratios of (distinct)
Wannier separations.52
There is a less general but operationally useful definition
of an atomic BR. This definition applies only to BRs
{($, V$)}$ that are energy bands of a tight-binding
Hamiltonian; it is further supposed that the tight-
binding basis functions are centered on {$}$. Then the
atomic limit of a BR, defined with respect to this set of
$, is obtained by symmetrically tuning all tight-binding
matrix elements (i.e., hopping amplitudes) between dif-
ferent $ to zero. Since large Wannier separations imply
exponentially-weak hopping amplitudes, we expect that
G $ gn P$ h∈P/P$ χ⊥
pmg (2a, 2b, 2c) (C2, C2, Mx) (C2, C2, Cs) (gy, gy, gy) (2, 2, 2)
pgg (2a, 2b) (C2, C2) (C2, C2) (gx, gx) (2, 2)
cmm 4c C2 C2 Mx 2
p4 2c C2 C2 C4 2
p4m 2c C2 C2v C4 2
p4g (2a, 2b, 4c) (C4, C2, Mx+y) (C4, C2v, Cs) (gx, C4, C4) (2, 2, 2)
p31m 2b C3 C3 Mx 3
p6 (2b,3c) (C3,C2) (C3,C2) (C6,C6) (3,2)
p6m (2b,3c) (C3,C2) (C3v,C2v) (C6,C6) (3,2)
TABLE I. Data of Fig. 3; cf. Table III for summary of sym-
bols; we follow standard notation to denote point groups;51
for both P and P$ isomorphic point groups are listed. For
the point group elements gn, h, we denote a 2pi/n-rotation
about an axis perpendicular to the plane by Cn, a reflection
that inverts the coordinate a by Ma, a reflection that maps
(x, y)→(y, x) by Mx+y, and a glide composed of Ma with
half a lattice translation by ga. h∈P/P$ is a symmetry that
relates distinct gn-invariant Wyckoff positions. Wyckoff posi-
tions ($) are labeled as Mq, with multiplicity M>1, and q a
label for points in the unit cell (following the notation of the
International Tables for Crystallography48).
both definitions should coincide within a tight-binding
formalism. From the perspective of transport exper-
iments, the atomic BR well approximates dynamics
under a field F if the characteristic hopping strength
(or characteristic energy splitting within the BR) is
much smaller than Fa, with a a lattice constant; this is
elaborated in Sec. VIII E. We will demonstrate (in Sec.
IV C) that the atomic BR is a realistic approximation
of cold atoms trapped in optical lattices (with deep,
well-separated troughs).13 In principle, the atomic
EBR may also be a good description of some organic
solids.53,54
Let us first expand upon the heuristic discussion of
continuous-time Bloch oscillations for the honeycomb
lattice in Sec. IV A. This discussion applies more gen-
erally to all BRs illustrated in Fig. 3. We assume that
each of these BRs is a low-energy band subspace of a
translation-invariant Hamiltonian H0; this subspace is
projected by the operator P=
∑
R
∑M
j=1 Pj,R, where
R is summed over the Bravais lattice, and Pj,R is the
projection operator to Wannier functions centered at
$j+R, with j=1, . . .,M$ labeling all different Wannier
centers within one primitive unit cell. For the honey-
comb lattice illustrated in Fig. 1(c), Pj,0 projects onto a
single s-orbital centered at site $j for j=1, 2.
In the presence of a field, we assume that dynamics
is adiabatic within the low-energy subspace projected by
P . In the atomic limit, Wannier functions centered on
different coordinates are decoupled, hence the adiabatic
propagator factorizes multiplicatively as
Uˆatomic(TB) = e
−iE0TB/~
∑
j,R
eiGn·$jPj,R. (8)
E0 is the degenerate energy of the spectrally-flattened
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bands; this flattening originates from the absence of hy-
bridization between spatially-separated, exponentially-
localized Wannier functions.6 The reciprocal vector
Gn=
∫ TB
0
F (t)dt/~ is chosen for gn-symmetric lattices as
Gn = gˇnKn −Kn, (9)
where Kn is a gn-invariant wavevector on the boundary
of the first BZ.
All BRs in Fig. 3 satisfy that nearest-neighbor, gn-
invariant Wannier centers ($j′ ,$j) are unrelated by a
lattice translation, but are instead related by a point-
group transformation h (possibly composed with a lattice
translation). h is necessarily distinct from gn, since each
of$j′ and$j is gn-invariant; formally, we say h∈P/P$j
with gn∈P$j . In the honeycomb example, we have al-
ready noticed that a six-fold rotation (h) relates nearest-
neighbor Wannier centers. For all lattices in Fig. 3, the
dynamical phase difference acquired over one fundamen-
tal period (cf. Eq. (8)), for a h-related Wannier pair,
equals
|Gn·($j′ −$j)| = 2piχ⊥ mod 2pi, (χ⊥>1) divides n.
(10)
More generally, for any pair of Wannier functions sepa-
rated by $j+R−$j′ ,
eiχ⊥Gn·($j+R−$j′ )=1, (10’)
for all lattice vectors R. χ⊥=3 for the honeycomb
lattice; the data {gn, h, χ⊥} for the other lattices in Fig.
3 is tabulated in Table I.
Example of χ⊥=2. Consider G=pmg, $=2a and
gn=C2,z (Table I): the two C2,z-symmetric Wannier
functions per unit cell (cf. Fig. 3) are mapped onto
each other by a glide (h=gy) which inverts the y-
coordinate and translates by half a lattice constant in
the x-direction; the two Wannier centers are therefore
separated by half a lattice constant in the x-direction,
thus χ⊥=2.
The combination of Eq. (8) and Eq. (10’) implies that
stroboscopic expectation values 〈O〉 (jTB) of an observ-
able O only have Fourier peaks at integer multiples of
2pi/(χ⊥TB). We have thus established an identity be-
tween, χ⊥, a property of the real space Wyckoff positions
of bands, and µ⊥, the period multiplier in the strobo-
scopic Bloch oscillations (cf. Definition 1):
For atomic BRs, χ⊥ = µ⊥. (11)
We have claimed that Fig. 3 represents a subclass of
BRs which satisfy Eqs. (8-10’) (and hence realize period-
multiplied Bloch oscillations). Eqs. (8-10’) hold because
of three characteristic properties of this subclass. These
properties will be stated and exemplified in the subse-
quent three subsections (Sec. IV B 1 to Sec. IV B 3), be-
fore we prove that they sufficiently lead to Eqs. (8-10’)
(cf. Sec. IV B 4).
1. First property: elementary band representations
The first characteristic is that the BRs are elementary.
Definition 6. An elementary band representation
(EBR) of G is a BR of G that cannot be split into smaller
BRs of G. An EBR is specified by a single Wyckoff po-
sition $, as well as a unitary irreducible representation
V$ of the stabilizer P$.55 A BR that is not elementary
is defined to be composite.
For an EBR of G with data ($, V$) and associated
multiplicity M$ of $, the total number of Wan-
nier functions in one primitive unit cell is equal to
N=M$ dimV$; this is equivalently the number of inde-
pendent Bloch functions at each wavevector. EBRs may
be viewed as the building blocks of composite BRs (i.e.,
non-elementary BRs), in analogy with how irreducible
representations of finite groups are the building blocks
of reducible representation.56
Example of an EBR in a reflection-asymmetric
checkerboard lattice. We consider an EBR of the
space group G=p4 and Wyckoff position $=2c (Ta-
ble I). The real space unit cell contains M$=2 s-like
Wannier functions (or simply, s-orbitals) centered at $1
(red blobs in the corresponding row of Fig. 3) and $2
(blue blobs). These two centers are individually invari-
ant under g2=C2,z; $1 and $2 are mutually related by
h=C4,z∈P/P$. This implies that the s-orbitals are indi-
vidually C2,z-invariant and are mapped onto each other
(or each others translate) by C4,z.
2. Second property: strong band representations
A second characteristic of the subclass is that their
Wannier functions are strongly localized.
Definition 7. Let a BR of space group G be specified by
the data {($, V$)}$ and P be the projection operator
for this BR. This BR is strong if G enforces that PxP
and PyP commute in the atomic limit (defined with re-
spect to {$}$ in Definition 5). Equivalently,30 a BR is
strong ifG enforces that the non-Abelian Berry curvature
Fxy(k), defined as ∂kyAx(k)−∂kxAy(k)+i[Ay(k), Ax(k)]
(cf. A in Eq. (5)), vanishes in the atomic limit.
The above definition applies to both elementary and com-
posite BRs. A BR that is not strong is defined to be weak.
In Sec. IV B 5, we propose a sufficient symmetry criterion
to identify strong BRs.
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3. Third property: conditions on the Wyckoff position
The third and last characteristic of the subclass are a
set of conditions on the Wyckoff position $.
(i) gn∈P$ : gn is an on-site symmetry of order n>1.
Such $ is also referred to as nongeneric Wyckoff
position.
(ii) M$>1: The multiplicity of the Wyckoff position
is greater than one.
(iii) At least two different representatives ($j , $j′) of
$ lie on spatially-separated gn-invariant points for
gn a rotation (resp. g2-invariant lines for g2 a reflec-
tion) which are not related by lattice translations.
Condition (ii) rules out 1D space groups. All three condi-
tions are only satisfied for Wyckoff positions in nine out
of seventeen wallpaper groups, which are all illustrated
in Fig. 3 and summarized in Table I. If gn is a mirror,
two-fold or four-fold rotational symmetry (n=2, 4), there
exists an additional mirror, glide, two-fold or four-fold
rotational symmetry which results in χ⊥=2; if gn is a
three-fold rotational symmetry (n=3), a mirror or six-
fold rotational symmetry signifies χ⊥=3; no case exists
with gn being C6,z or glide. One may verify that in
the previous reflection-asymmetric checkerboard exam-
ple (Sec. IV B 1), conditions (i-iii) are satisfied, therefore
Eqs. (9-10’) hold for n=2 and χ⊥=2.
4. The three properties sufficiently lead to Eqs. (8-10’)
Composite BRs are less favored to realize period-
multiplied Bloch oscillations due to the following reason:
a composite BR may split into multiple EBRs which
have different on-site energies in the atomic limit – this
would invalidate the factorization of Eq. (8). Let us
presently focus on the Bloch-oscillatory phenomena of
EBRs, and postpone a discussion of composite BRs to
Sec. V.
In the atomic limit of a strong EBR, its Wannier
functions simultaneously diagonalize PxP and PyP ;
in this sense do Wannier functions resemble classical
point charges that simultaneously diagonalize x and y.
The spectrum of PrP is generated from $ by action
of G. Further utilizing the exponential-localization36,57
of these Wannier functions, together with the spectral-
flattening of bands in the atomic limit, we derive Eq. (8).
In App. E 2, we prove that (i-iii) (in Sec. IV B 3) are
necessary and sufficient conditions on the Wyckoff posi-
tion $ such that Eqs. (10-10’) are satisfied. This com-
pletes the proof.
FIG. 4. (a) Venn diagram of the possible types of band rep-
resentations (BRs) of wallpaper groups: strong (red back-
ground) vs. weak (purple), elementary (plain) vs. composite
(dotted). (b-e) illustrate the real-space unit cells of four BRs;
these four examples represent three of the four categories in
(a). The Wigner-Seitz unit cell is delineated by a solid white
line, and mirror-invariant lines are dashed. Wannier func-
tions are illustrated schematically as circular blobs (for s-like
orbitals) and cross-like blobs (for px- and py-orbitals). The
center of (d) illustrates three Wannier functions (s,px, py) lo-
calized on the same site. For the BRs illustrated in (d-e),
their corresponding symmetry eigenvalues (at high-symmetry
wavevectors) and Zak phase factors are summarized in Table
II with the same labels: (d-e).
5. Sufficient symmetry criterion for strong BRs
Let us propose a sufficient symmetry criterion to iden-
tify strong BRs. Equivalently stated, it is a sufficient
symmetry criterion for the vanishing of the non-abelian
curvature Fxy for band representations in their atomic
limit.
It is tempting to believe that EBRs, being in some
sense the simplest types of gapped subspaces, should
all have vanishing curvature in the atomic limit. We
provide a counter-example in Fig. 4(b), which illustrates
px, py-orbitals on each vertex of a honeycomb lattice.
Under application of an in-plane field, the p-orbitals on
each vertex generically hybridize and split away from the
honeycomb vertex; this reflects the non-commutativity
of PxP and PyP . This exemplifies an EBR that is
weak, as we further elaborate in the Example below.
This motivates a precise symmetry criterion that
distinguishes between BRs which are elementary vs.
composite (not elementary), and strong vs. weak (not
strong); a Venn diagram is illustrated in Fig. 4(a). To
clarify, an EBR consists of a single-particle Hilbert
space spanned by Bloch functions at each k; the Hilbert
space of a composite BR which consists of two EBRs is
the direct sum of the Hilbert spaces of the individual
EBRs at each k. We will further refer to such a
composite BR as being obtained by ‘stacking’ of the two
EBRs. Examples of stacking are illustrated in Fig. 4(c-e).
14
We propose a sufficient criterion for 2D strong BRs,
which utilizes the simplification of
[PxP, PyP ]
atomic limit−−−−−−−−→
∑
j,R
[Pj,RxPj,R, Pj,RyPj,R],
(12)
owing to the exponential-localization of Wannier func-
tions. The right-hand side of Eq. (12) vanishes for Pj,R
of rank one; this is the case for all examples shown in
Fig. 3, including the reflection-asymmetric checkerboard
example introduced in Sec. IV B 1. However, for Pj,R of
rank larger than one, this need not be the case, as has
been exemplified by the px- and py-orbitals in a honey-
comb lattice. A sufficient condition for commutativity of
the locally-projected position operators is that the on-
site symmetry (P$j+R) enforces
Pj,R (r · vj) Pj,R = ($j +R) · vj Pj,R, (13)
for at least one unit vector vj in the 2D plane; generally,
vj is allowed to depend on the Wannier center labeled
by j. The advantage of formulating Eq. (13) is that Eq.
(13) follows directly from matrix-element selection rules
that are detailed in App. D in full generality. To give
a flavor of the more general result, we offer one appli-
cation of these rules to identify a strong and a weak EBR.
Example of a strong and weak EBR. Let us consider
EBRs for which symmetry enforces that
Pj,RxPj,R = Pj,RyPj,R = 0, (14)
for a spatial origin that is fixed to the Wannier center;
these EBRs are necessarily strong, since Eq. (13) is
satisfied trivially. A case in point is a two-band EBR (of
the wallpaper group G=p4m) which comprises pairs of
px, py-orbitals centered on the vertices of a square lattice.
Each pair transforms in a two-dimensional irreducible
vector-representation (X) of the on-site symmetry group
C4v, which is generated by a four-fold rotation and
a mirror symmetry. Moreover, the two-dimensional
position operator r=(x, y) also transforms in the vector
representation X. Applying a matrix-element selection
rule,51 Eq. (14) is satisfied if X∗⊗X⊗X, with X∗ the
complex-conjugate representation of X, does not contain
the trivial representation. Indeed, from X∗=X and
inspection of the character table for C4v,
51 we derive
that X∗⊗X⊗X=4X, which proves the claim. On the
other hand, for pairs of px, py-orbitals centered on
the vertices of a honeycomb lattice (wallpaper group
G=p6m), the on-site symmetry group (C3v) is generated
by a three-fold rotation and a reflection. For X that is
the vector, irreducible representation of C3v, X
∗⊗X⊗X
contains the trivial representation, hence Eq. (14) is
generically not satisfied. Further arguments in App. D 4
demonstrate that Pj,RxPj,R and Pj,RyPj,R generically
do not commute, hence this is an example of a weak EBR.
Other than the selection rules detailed in App. D, we
are not aware of any other group-theoretic rules that
ensure the commutativity of Pj,RxPj,R and Pj,RyPj,R.
Therefore, it is possible to adopt an operationally more
useful definition of a strong BR: a BR of a space group
G is strong if the symmetries in G enforce that Eq. (13)
is satisfied for all Wannier centers. We believe this defi-
nition is equivalent to that in Definition 7.
C. Zak phases of strong, atomic EBRs
Period-multiplied Bloch oscillations for strong, atomic
EBRs can alternatively be described by quantized
differences in Zak phases. This dual perspective exists
owing to a multi-band Zak-Wannier relation that we
propose here. This relation describes, for the first time,
a one-to-one correspondence between Zak phases and the
centers of Wannier functions (which are localized in all
spatial directions). For further motivation, differences
in Zak phases are directly measurable in cold-atomic
experiments.13,32
Let us first review how Zak phases appear in adia-
batic transport.11 We consider the adiabatic transport of
a Bloch function ψj′,Kn (the definition of Kn may be
recalled from Table III) along an arbitrary loop C that
wraps around the Brillouin torus in the direction of a
primitive reciprocal vector G[C]. The geometric com-
ponent (W) of the adiabatic propagator (cf. Eq. (4)) is
expressible as a path-ordered exponential (denoted exp)
of the non-Abelian Berry connection A (cf. Eq. (5)):10,12
W[C] = exp[i∮
C
A(k) · dk]. (15)
This is a simple generalization of Eq. (7) to loops in
higher-dimensional k-space. W, also known as the Wil-
son loop or holonomy matrix, is related to the projected
position operator as
〈ψj,kf |exp
[
i
∮
C
PrP ·dk]|ψj′,Kn〉 =
δ(kf−Kn−G)W[C]j,j′ ; (16)
we prove this equality in App. L.
Applying Eq. (16) and the defining properties of
strong, atomic EBRs, we prove in App. F 2 that
For strong, atomic EBRs with data ($, V$),
φj [C] = G ·$j mod 2pi, j = 1, . . . , N (17)
where {eiφj}Nj=1 are the eigenvalues ofW[C], and$j (the
Wannier centers) lie on different representatives of the
Wyckoff position $. The above Zak-Wannier relation
applies to strong, atomic of EBRs of any (magnetic)
space group, and in any spatial dimension d. The Zak
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phase φj [C] is independent of continuous deformations
of the path C in k-space. Precisely, φj [C] depends only
on G (which specifies the homotopy class of loops in
the Brillouin torus) but not on specific local-in-k details
of the trajectory. This robustness of φj exemplifies
a more general statement in bundle theory: that the
holonomy of vector bundles with zero non-Abelian cur-
vature depends only on the homotopy class of the loop.58
We are ready to rederive stroboscopic Bloch os-
cillations for the strong, atomic EBRs which satisfy
conditions (i-iii) in Sec. IV B 3. Owing to the triviality of
the dynamical phase in the atomic limit, it is sufficient
to consider the geometric Zak phase. In particular, we
consider the Zak phases for special loops C for which
G[C] satisfies Eq. (9). Combining Eq. (17) with Eqs.
(10-10’), we derive that all Zak phase factors are n’th
roots of unity; in particular, a pair of Zak phases differ
by 2piχ⊥ with µ⊥=χ⊥>1. Only after µ⊥ fundamental
periods do all pairwise Zak-phase differences equal an
integer multiple of 2pi, which completes the rederivation.
Application of Zak-Wannier relation to strong,
atomic EBR on the honeycomb lattice. The exam-
ple introduced in Sec. IV A is a strong, atomic EBR of
wallpaper group G=p6m, with Wyckoff position 2b and
a trivial on-site representation (one s-orbital per honey-
comb vertex). Let us utilize Eq. (17) to determine the
Zak phases for the bent loop C3 (cf. Fig. 1(d)), i.e., we in-
put the Wannier centers ($1 and $2 illustrated in Fig.
1(c)) and the reciprocal vector G (Fig. 1(d)). For any
choice of real-space origin that is three-fold symmetric
(e.g. the center of the honeycomb plaquette), φ1,2[C3] are
integer multiples of 2pi/3. For any choice of origin (sym-
metric or generic), |φ1[C3]−φ2[C3]|=2pi/3. This quantized
difference in Zak phase is responsible for the three-fold
period multiplication that was alternatively derived in
Sec. V A. The non-uniqueness of individual Zak phases is
discussed from a more general perspective in point (ii) of
Sec. IV D 1. The invariance of φj (under continuous de-
formations of the loop) implies that φj [C2]=φj [C3], where
C2 is the straight loop drawn in Fig. 3. It is remarkable
that |φ1[C2]−φ2[C2]|=2.06(3)pi/3 has been measured13 for
a cold-atomic realization of this EBR, as elaborated in
Sec. VIII F – we view this as evidence that the atomic
EBR, despite being an idealization, can nevertheless be
a useful description of experimental systems.
D. Relating symmetry-protected Zak phases to
point group representations and Wannier centers
What may be said about adiabatic transport of
strong EBRs (which satisfy conditions (i-iii) in Sec.
IV B 3) when we deviate from the idealized atomic limit?
Due to tunneling between finitely-separated Wannier
functions, energy bands (at zero field) would no longer
be flat and degenerate. A nontrivial energy-momentum
dispersion would introduce a dynamical correction to the
time-evolution propagator [cf. Eq. (8)], and ultimately
disrupts period-multiplied Bloch oscillations. The nature
of this disruption is elaborated and quantified in Sec.
VIII E.
In spite of this disruption, we will demonstrate that a
sharp signature persists in the geometric component (cf.
Eq. (15)) of the adiabatic evolution. To recapitulate the
main result of Sec. IV C, we have derived the spectrum
of the Wilson loop W[C] for the above-stated EBRs in
their atomic limit: the eigenvalues of W[C] are fixed to
n’th roots of unity, and are insensitive to continuous
deformations of the loop C. For finite Wannier separa-
tions, we will demonstrate that the eigenvalues of W[C]
remain fixed to n’th roots of unity, if we impose an
additional symmetry restriction on C: namely, C must
intersect two distinct gn-invariant wavevectors (the BZ
center Γ and Kn), such that half of the loop is mapped
to the other half by gn. Such symmetry-restricted loops
will be denoted by an additional subscript: Cn. Note
that the reciprocal lattice vector G[Cn] automatically
satisfies Eq. (9). Various examples of Cn (with gn an
n-fold rotation) are illustrated in the last column of Fig.
3.
The robustness of the Zak phases (over Cn) is justified
by a theorem which will first be presented in Sec. IV D 1.
In Sec. IV D 3 we will apply the theorem to answer the
question that has been posed here.
1. Theorem on symmetry-protected Zak phases
Briefly stated, the theorem inputs the gn-symmetry
representation of the N -dimensional gapped subspace
at gn-invariant wavevectors, and outputs eigenvalues of
W[Cn] that are robustly fixed to n’th roots of unity.
Specifically, the input are the eigenvalues of the matrix
representation at the two gn-invariant wavevectors K=Γ
or =Kn which are intersected by Cn.
To elaborate, a symmetry gn=(gˇn|t) acts on Bloch
functions ψk(r) as gˆnψk(r)=ψk(gˇ
−1
n r−t); for half-
integer-spin representations, there is an additional action
on the spinor component of the Bloch function.21,51 For
an N -band subspace, the N×N matrix representation of
gn on the cell-periodic component of ψk is derived from
the above action to be
[ρn(K)]j,j′ = e
−iFpi/n〈uj,gˇnK |gˆn|uj′,K〉cell, (18)
where F=0 (resp. =1) for integer-spin (resp. half-
integer-spin) representations; we remind the reader of
the definitions of gˆ, gˇ in Table III. All eigenvalues of
ρn(K) are n’th roots of unity, owing to the assumed
periodicity of ψj,K in reciprocal translations, as well
as gˆnn=e
iFpi (composed with a lattice translation if
gn is nonsymmorphic). The output of the theorem is
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(a) σ
(
ρ4(Γ)
)
σ
(
ρ4(M)
)
σ˜
(W[C4]) σ(ρ2(Γ)) σ(ρ2(X)) σ˜(W[C2])
{1,−1} {i,−i} ∅ {1, 1} {1,−1} {1,−1}
(b) σ
(
ρ3(Γ)
)
σ
(
ρ3(K)
)
σ˜
(W[C3]) σ(ρ2(Γ)) σ(ρ2(X)) σ˜(W[C2])
{1, 1} {ω, ω¯} {ω, ω¯} {1,−1} {1,−1} ∅
(c) σ
(
ρ3(Γ)
)
σ
(
ρ3(K)
)
σ˜
(W[C3]) σ(ρ2(Γ)) σ(ρ2(X)) σ˜(W[C2])
{1, ω, ω¯} {1, ω, ω¯} ∅ {1, 1, 1} {1,−1,−1} {1,−1,−1}
(d) σ
(
ρ4(Γ)
)
σ
(
ρ4(M)
)
σ˜
(W[C4]) σ(ρx(Γ)) σ(ρx(X)) σ˜(W[C2])
{1, 1,−1, {1, i, i, ∅ {1, 1, 1, {1, 1, 1, {1, 1,−1}
i,−i} −i,−i} ∅ 1,−1} −1,−1,−1}
(e) σ
(
ρ3(Γ)
)
σ
(
ρ3(K)
)
σ˜
(W[C3]) σ(ρ2(Γ)) σ(ρ2(X)) σ˜(W[C2])
{1, 1, 1} {1, ω, ω¯} {1, ω, ω¯} {1, 1,−1} {1, 1,−1} {1}
(f) σ
(
ρ3(Γ)
)
σ
(
ρ3(K)
)
σ˜
(W[C3]) σ(ρ2(Γ)) σ(ρ2(M)) σ˜(W[C2])
S+1 {1} {ω¯} {ω¯} {1} {−1} {−1}
S−1 {ω} {ω¯} {ω} {−1} {1} {−1}
TABLE II. (a-f) label various case studies of gapped band sub-
spaces: (a-e) refer to band representations with integer-spin
on-site representations. The wallpaper groups and Wyck-
off positions for (a-e) are respectively (p4, 2c), (p6m, 2b),
(p6, 3c) (illustrated in Fig. 3), and (p4m, 1a)⊕(p4m, 2c),
(p6m, 1a)⊕(p6m, 2b) (illustrated in Fig. 4(d-e)), where ⊕
refers to the stacking of the corresponding subspaces. (f) de-
scribes a two-band subspace in the inversion-symmetric Kane-
Mele model; this two-band subspace is splittable into two
one-band subspaces S+1 and S
−
1 , as explained in Sec. VII.
Second, third, fifth and sixth columns: for each case study,
we display the eigenvalues (σ(ρn)) of the matrix represen-
tations (ρn) of gn-symmetry at gn-invariant wavevectors (Γ
and one of X,K,M); ρx in (d) represents reflection symme-
try which inverts x but not y. Fourth and seventh columns:
we display the gn-protected Zak phase factors (σ˜(W)) which
diagonalize the Wilson loop W for a k-space loop Cn. We
use ω=e2pii/3, ω¯=e−2pii/3, while ρn, W and Cn are defined in
Table III.
a (possibly empty) subset of the W-spectrum whose
elements are also n’th roots of unity. This subset is
robust to perturbations of the Hamiltonian H0 that
preserve the spectral gap as well as the symmetries of
discrete translations and gn – in short, we say that the
subset is gn-protected.
Before we state the theorem, let us define
ml(K)∈{0, ..., N} as the number of eigenvalues of
ρn(K) that equal e
2piil/n for K∈{Γ,Kn}. We denote
by k∗∈{Γ,Kn} the wavevector at which ρn(k∗) has the
largest degeneracy (ml∗(k∗)) among all symmetry eigen-
values. That is, for l∗∈{0, ..., n−1}, we define ml∗(k∗)
as the degeneracy that satisfies ml∗(k∗)≥ml(K) for
all l and for both K∈{Γ,Kn}. The other gn-invariant
wavevector that is not k∗ is labeled as ks.
Theorem. If rl[Cn]=ml(ks)+ml∗(k∗)−N>0 for any of
l=0, ..., n−1, there exist exactly rl[Cn] number of Zak
phases that are gn-protected to φ[Cn]=±2pi(l−l∗)/n,
where + and − respectively applies for k∗=Γ and Kn.
Application of theorem to strong EBR on the
honeycomb lattice. Let us return to the example
introduced in Sec. IV A. We will apply our theorem
to calculate the Zak phases for the loops C3 and C2,
as illustrated in the last rows of Fig. 3. From Table
II(b), we obtain the required input for the theorem: the
eigenvalues of the matrix representations (ρn;n=2, 3) at
gn-invariant wavevectors: Γ, K and M .
Let us first evaluate the Zak phases for the bent loop C3,
which is restricted by three-fold rotational symmetry:
g3=C3,z. ρ3(Γ) is the identity matrix, while ρ3(K)
has eigenvalues e±2pii/3. Hence, m0(Γ)=2, m1(Γ)=0,
m2(Γ)=0 and m0(K)=0, m1(K)=1, m2(K)=1. The
highest degeneracy is attained at k∗=Γ for l∗=0; ks=K.
Applying the theorem, we deduce the degeneracies
of the C3,z-protected Zak phases: r0[C3]=0+2−2=0
(for φ[C3]=0), r1[C3]=1+2−2=1 (for φ[C3]=2pi/3),
r2[C3]=1+2−2=1 (for φ[C3]=4pi/3); this result is sum-
marized in the column ‘σ˜
(W[C3])’ of Table II(b). The
same Zak phases were obtained consistently through a
Zak-Wannier relation that is explained in Sec. IV C.
Next we evaluate the Zak phases for the straight
loop C2, which is restricted by two-fold rota-
tional symmetry: g2=C2,z. The eigenvalues of ρ2
(at both Γ and M) are ±1, which implies that
m0(Γ)=m1(Γ)=m0(M)=m1(M)=1. We may pick k∗=Γ
and l∗=0; in all cases, rl[C2]≤0, i.e., there are no
C2,z-protected Zak phases. It is instructive to compare
this result with our conclusion [derived in Sec. IV C] that
|φ1[C2]−φ2[C2]|=2pi/3; the latter result is strictly valid
only in the atomic limit. For finite Wannier separations,
the present analysis shows there is no symmetry-based
reason for the robustness of |φ1[C2]−φ2[C2]|.
The proof of the theorem is sketched in Sec. IV D 2 and
detailed in App. G 1. Several remarks are in order:
(i) Let us define 2pi/ξ⊥ as the smallest absolute
difference between two gn-protected Zak phases;
ξ⊥ is a positive integer that divides n. Where
there exists none or only one gn-protected Zak
phase, we set ξ⊥=1, which simply reflects the
2pi-ambiguity in the definition of a phase. ξ⊥=3
in the honeycomb example just above. Since ξ⊥
is invariant under symmetry- and gap-preserving
deformations of the Hamiltonian, it may be viewed
as a gn-protected topological invariant.
For N -band subspaces whose energy function
E(k) is N -fold degenerate at each k along Cn,
the adiabatic propagator (cf. Eq. (4)) equals
e−iE0TB/~W[Cn] (cf. Eq. (15)), where E0 is pro-
portional to the average of E(k) over Cn. For such
band subspaces, we may identify ξ⊥ with the period
multiplier µ⊥ of stroboscopic Bloch oscillations, as
defined in Definition 1, i.e.,
ξ⊥ = µ⊥ for energy-degenerate subspaces. (19)
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(ii) In claiming that a gn-protected Zak phase is an
n’th root of unity, we have presupposed a natu-
ral choice for the spatial origin – that it lies at a
gn-invariant point. As is evident from Eq. (16),
a translation of the origin by δr modifies the Zak
phases by a j-independent phase: φj→φj+Gn·δr;
in particular, a different choice of a gn-invariant ori-
gin modifies φj by an integer multiple of 2pi/n, but
does not change the number of gn-protected Zak
phases. Moreover, since differences of Zak phases
are origin-independent, so is ξ⊥; we explain in Sec.
VIII how differences in Zak phases can be experi-
mentally measured.
(iii) For band subspaces for which the largest symmetry
degeneracy (ml∗(k∗)) is not unique, the multiple
possible choices for (l∗,k∗) all lead to the same gn-
protected Zak phases.
(iv) This mapping of symmetry to holonomy eigenval-
ues includes the known case of n=2,22 and fur-
ther extends it to n=3, 4. The inclusion of other
point group symmetry may result in additional
symmetry-protected Zak phases that are not cov-
ered by this theorem.59 Alternatively stated, if a
magnetic space group has gn-symmetry, the above
theorem sets a lower bound on the number of
symmetry-protected Zak phases.
(v) The theorem does not just apply to EBRs, but more
generally to any gapped subspace that is invari-
ant under G. As exemplified in Sec. V below, gn-
protected Zak phases also occur for composite BRs.
The theorem also applies to gapped topologically-
nontrivial subspaces, such as subspaces with no
representation on Wannier functions (Sec. VI), or
BRs which have certain restrictions for the allowed
symmetries in the stabilizers (P$) of the Wannier
centers (Sec. VII). The theorem also applies to en-
ergy subspaces that are gapped over Cn but not
necessarily over the full Brillouin torus, e.g. there
may exist point degeneracies (Dirac points) in the
energy spectrum away from Cn.
(vi) The noncontractible loop Cn does not need to in-
tersect the Brillouin center; the theorem also ap-
plies to Cn that intersects any two, inequivalent gn-
invariant wavevectors, with the constraint that half
the loop is mapped to the other half by gn.
We derive two corollaries from the theorem, which we
prove in App. G 2.
Corollaries. (I) Since ml(ks)≤ml∗(k∗), a necessary but
insufficient condition for the existence of gn-protected
Zak phases is that ml∗(k∗)>N/2. (II) All N Zak
phases are gn-protected if and only if ml∗(k∗)=N , or
equivalently, ρn(k∗) is proportional to the identity. In
particular, for N=1 (a single band), the lone Zak phase
is always gn-protected.
Application of corollaries to strong EBR on the
honeycomb lattice. Let us return to the motivational
example of Sec. IV A and demonstrate the utility of the
above corollaries. For the loop C3, ml∗(k∗)=2=N implies
that all Zak phases φ[C3] are C3,z-protected (corollary
(II)); while for C2, ml∗(k∗)=1=N/2 implies that no Zak
phase φ[C2] is C2,z-protected (corollary (I)).
2. Intuition behind the theorem
To prove the theorem, we would first relate W to the
matrix representations ρn(K). Observe that Cn is de-
composable into the two gn-related paths: C1n and C2n,
such that (a) C1n has base point Kn and end point Γ,
and (b) C2n=−gn◦C1n, with the minus sign indicating a
reversal in orientation. Analogously, we may decompose
W[Cn] into two Wilson lines:
W[Cn] =W[C2n]W[C1n] = ρn(Kn)W[C1n]†ρn(Γ)†W[C1n],
(20)
where in the last equality we employed the symmetry
transformation of Wilson lines.22,59 Eq. (20) manifests
the Wilson loop as the product of two generically
noncommuting unitaries (each of order n). Exploiting
the U(N) gauge freedom in the gapped subspace, we
may simultaneously diagonalize both ρn in Eq. (20); in
this basis, we may view W[C1n] as a basis transformation
between the eigenbases of ρn. The gn-protected eigen-
values of W[Cn] are precisely those eigenvalues which are
independent of W[C1n].
Eq. (20) is a useful intermediate relation to prove
the theorem. In the simple case where ρn(Γ)=λ∗1N
(1N is the N×N unit matrix), we may always choose
k∗=Γ. Then Eq. (20) implies that W[Cn]=λ¯∗ρn(Kn) is
completely fixed by symmetry, where λ¯∗ is the complex-
conjugate of λ∗. The same conclusion may be obtained
from the theorem: since ml∗(Γ)=N , all Zak phases are
gn-protected, i.e., rl[Cn]=ml(Kn) for all l. Similarly, if
ρn(Kn)=λ∗1N , then W[C1n]W[Cn]W[C1n]†=λ∗ρn(Γ)† is
again fixed by symmetry and has the same eigenvalues
as W[Cn] because W[C1n] is unitary. That all Zak phases
of W[Cn] are gn-protected, is another application of the
theorem.
In the case where neither ρn(Γ) nor ρn(Kn) equals
to λ∗1N , then not all of the eigenvalues of W[Cn] are
gn-protected, according to corollary (II). gn-protected
eigenvalues exist if and only if the maximally-degenerate
eigenspace of ρn(k∗) (with eigenvalue e2piil∗/n) robustly
intersects any of the eigenspaces of ρn(ks), as shown in
App. G 1.
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3. Application of the theorem to strong EBRs:
symmetry-based Zak-Wannier relation
Let us apply the theorem to the strong EBRs of
wallpaper groups which satisfy conditions (i-iii) in Sec.
IV B 3; these are the EBRs that manifest period multipli-
cation (in their atomic limit). Our goal is to answer the
question that motivated Sec. IV D (cf. first paragraph of
Sec. IV D). We will show that for this subclass of strong
EBRs, a signature of their nontriviality persists away
from the atomic limit – in the symmetry-protection of
their Zak phases.
This result follows from a one-to-one correspondence
between gn-symmetric Wannier centers (defined modulo
lattice translations) and gn-protected Zak phases (de-
fined modulo 2pi):
For strong EBRs which satisfy conditions (i-iii),
φj [Cn] = Gn ·$j mod 2pi; j = 1, . . . ,M$. (21)
As a reminder, ‘gn-protected’ quantities are invariant
under continuous deformations of the M$-band sub-
space that preserve the energy gaps (above and below)
and the symmetries of gn and discrete translations.
Like Eq. (17), Eq. (21) is a multi-band Zak-Wannier
relation for Wannier functions that are localized in
two independent directions. However, Eq. (21) extends
Eq. (17) to the more realistic regime of finite Wannier
separations. Moreover, while Eq. (17) holds for any BZ
loop, Eq. (21) only holds for loops Cn which satisfy the
symmetry restriction described at the end of Sec. IV D.60
We will first provide a heuristic argument for Eq.
(21), and postpone a proof to the next paragraph.
Let us consider a strong EBR (satisfying conditions
(i-iii)) in the atomic limit, where Eq. (17) was proven
to hold. We then perform the thought experiment of
contracting all Wannier separations while preserving the
wallpaper group; in particular, the symmetries of gn
and discrete translations are preserved. Let us suppose
that the Zak phases of all strong EBRs are gn-protected
(as will be proven below using our theorem). Since all
gn-protected quantities are invariant under contraction,
the left-hand-side of Eq. (17) is invariant. The right-
hand-side of Eq. (17), given by Gn·$j , is also invariant,
since gn-symmetry remains a symmetry of each Wannier
center throughout the contraction.61 We conclude that,
owing to the gn-protection of the Zak phase and the
gn-symmetry of the Wannier center, both sides of Eq.
(17) retain their values regardless of the separation of
Wannier centers; this is exactly the meaning of Eq.
(21). This argument emphasizes the essential role of
symmetry in (non-atomic) Zak-Wannier relations; Eq.
(21) is therefore termed a symmetry-based Zak-Wannier
relation. Such symmetry-based relations are studied in
a broader context in Sec. V.
Proof of Eq. (21). For the strong EBRs of wallpaper
groups which satisfy conditions (i-iii) in Sec. IV B 3 (their
Wyckoff positions are listed in Table I), the on-site sym-
metry representation (V$) of P$ is one dimensional,
i.e., V$(gn) is just a phase factor. This is because all
but one of the stabilizers P$ listed in Table I only ad-
mit one-dimensional irreducible representations V$; the
sole exception (G=p6m, $=2b, P$=C3v) has one two-
dimensional irreducible (vector) representation; however
the corresponding EBR is weak, as proven in App. D 4.
Note that the present discussion excludes half-integer-
spin EBRs of magnetic wallpaper groups which include
time-reversal symmetry. The representation of gn on cell-
periodic functions at Γ is simply a direct sum of V$(gn) –
one direct summand for each of the M$ Wannier centers
$j in one unit cell. To prove this, we linearly combine
the M$ Wannier functions of one unit cell, and their
Bravais lattice translates, to obtain a set of M$ Bloch
functions:
ψj,k =
1√V
∑
R
eik·RWj,R, (22)
with R a Bravais lattice vector and V the volume of
the Brillouin zone. Note that each Wannier function is
weighted by the coefficient eiKn·(R+$j), where R+$j is
the coordinate of the Wannier center. Then by applying
the symmetry operation gˆn on the cell-periodic compo-
nent of these Bloch functions at k = Γ andKn, we derive
the M$×M$ matrix representations (cf. Eq. (18)):
[ρn(Γ)]j,j′ = δj,j′V$(gn),
[ρn(Kn)]j,j′ = δj,j′V$(gn)e
iGn·$j . (23)
The additional phase factor eiGn·$j in the second line
is nontrivial whenever gn maps a Wannier center $j to
a Wannier center gˇn$j in a distinct unit cell; this in-
duces an additional phase factor eigˇnk·($j−gˇn$j) due to
the plane-wave coefficients in Eq. (22). This phase is
trivial for k=Γ, but for k=Kn,
gˇnKn·($j − gˇn$j) = (gˇnKn −Kn)·$j = Gn ·$j ,
where in the last equality we applied Eq. (9). Inserting
Eq. (23) for ρn into Eq. (20), we derive the desired result.
The theorem in Sec. IV D 1 further implies that all M$
Zak phases are gn-protected. 2
V. SYMMETRY-BASED ZAK-WANNIER
RELATIONS FOR BAND REPRESENTATIONS
A. Motivational example: composite band
representations of 1D space groups
In the previous Sec. IV, we have identified a class of
strong EBRs which manifest period-multiplied Bloch
oscillations; this multiplication can be explained through
the adiabatic transport of either Bloch or Wannier
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FIG. 5. (a-c) Composite band representations of a 1D space
group with inversion symmetry. Crosses denote inversion-
symmetric points ($1,2). s (p)-orbitals are illustrated by red
(blue) blobs; the s−p hybrid orbital is colored pink. (d) A
square lattice with four-fold rotational symmetry. Wannier
functions are centered on the centers and vertices of square
plaquettes. (e) Brillouin zone corresponding to the square
lattice, with C2-loop indicated in violet.
functions – this complementarity is summed up in a
Zak-Wannier relation (cf. Eq. (21)). In this section
we investigate the Bloch oscillations and Zak-Wannier
relations of a broader class of BRs which include the
composite (i.e., non-elementary) BRs.
Precisely, a composite band representation (CBR) is
defined as a stack of multiple EBRs, and may therefore
be specified by specifying the data that labels all EBRs
labeled by ν, namely the Wyckoff position $ν and
the corresponding irreducible representation V ν of the
on-site symmetry group P$ν (e.g. Table I). It is possible
that $ν for different ν are equal.
Let us illustrate these notions for the simplest non-
trivial space group in 1D; the point group is generated
solely by spatial inversion (g2), an order-two symmetry.
There are only four inequivalent EBRs, as exemplified by
s- (i.e., inversion-even) and p- (inversion-odd) orbitals lo-
calized on either of the two inequivalent inversion centers
$1, $2; $1 and $2 are separated by half of the lattice
period a. Fixing the spatial origin to $1, the inversion
eigenvalues at high-symmetry wavevectors (0 and pi/a)
are derived from Eq. (23) to be:
($, orbital) ρ2(0) ρ2(pi/a)
($1, s) +1 +1
($1, p) −1 −1
($2, s) +1 −1
($2, p) −1 +1
for the four inequivalent EBRs. The possible two-band
CBRs are obtained from stacking any two of the
four EBRs. We illustrate in Fig. 5: (a) the stack-
ing of s and p on the same $=$1 , (b) s and s on
the same $=$1, and (c) s and p on the different $1, $2.
These three simple examples already give a good
representation of the possible Bloch oscillations and
Zak-Wannier relations for CBRs. In Fig. 5(a), s (colored
red) and p (blue) orbitals may mutually hybridize (pink)
and split equidistantly away from $1, hence none of
the Wannier centers are g2-fixed. Neither are the Zak
phases,22 as one may confirm from application of corol-
lary (I) on the inversion eigenvalues ρ2(0), ρ2(pi/a)=±1.
The Wannier centers and Zak phases in Fig. 5(b-c) are
g2-fixed, but only in case (c) is the Zak phase difference
of pi equal to G2($
2 −$1) (hence ξ⊥=χ⊥=2).
In Sec. IV we found for certain atomic BRs that
symmetry-protected Zak phase differences of 2pi/ξ⊥
(with ξ⊥>1) lead to Bloch oscillations with multiplier
ξ⊥. However, the atomic limit of case (c) does not
necessarily exhibit period doubling, because the s and p
orbitals, being unrelated by symmetry, do not necessarily
have the same on-site energies: Es and Ep (cf. the be-
ginning of Sec. IV B 1); recall that period multiplication
in a ⊥-field requires that bands are energy-degenerate
at all k (cf. remark (i) in Sec. IV D 1). Nevertheless,
since only one parameter need be tuned for Es=Ep, it is
plausible that this degeneracy may arise experimentally
– especially in the well-controlled setting of ultracold
atoms in optical lattices, as elaborated in Sec. VIII F.
Furthermore, if the deviation from degeneracy |Es−Ep|
is small compared to the Wannier-Stark ladder spacing
Fa, then the Bloch-oscillatory behavior is essentially
indistinguishable from that of period doubling (as
elaborated in Sec. VIII E). For these reasons, we are
motivated to identify band subspaces with ξ⊥>1.
In principle, the theorem of Sec. IV D 1 should allow
us to compute ξ⊥ for any band subspace, and ξ⊥>1 is
expressible as a condition on the symmetry eigenvalues
at high-symmetry wavevectors. In practice, knowing the
symmetry eigenvalues (or constraints thereof) does not
directly indicate how one would physically realize this
band subspace, e.g., in a tight-binding model or in ex-
periments. On the other hand, if we knew that a ξ⊥>1
band subspace is a CBR of a space group, then the Wan-
nier functions of this CBR naturally form a localized ba-
sis for a tight-binding model. It is therefore desirable to
first establish a Zak-Wannier relation for CBRs (cf. Sec.
V B), so that one may translate ξ⊥>1 to a condition on
the tight-binding Wannier centers (cf. Sec. V C).
B. Definition and application of the
symmetry-based Zak-Wannier relation
In this section we would formulate generalized
Zak-Wannier relations for CBRs. Generally, a Zak-
Wannier relation is a one-to-one correspondence between
Zak phases and Wannier centers. Wannier functions
{Wn,R}Nn=1 can always be viewed as Fourier transforms
of Bloch functions {ψn,k}Nn=1 which are analytic in
k. Wannier functions only exist for band subspaces
with vanishing Chern number,36 and these functions
are exponentially-localized in real space due to the
20
analyticity of the Bloch functions.57
There remains however an ambiguity in the definition
of Wannier functions, owing to an arbitrariness in how we
choose Bloch functions at each k; we refer to the freedom
in performing unitary transformations
ψn,k →
N∑
m=1
ψm,kSm,n(k), with S(k) ∈ U(N) (24)
and analytic in the wavevector k, as a gauge ambiguity.30
Consequently, individual Wannier centers $ (defined as
the quantum expectation value of the position operator
wrt. the Wannier functions) are gauge-dependent; the
sum of Wannier centers, however, is uniquely defined
modulo a Bravais lattice vector.23 On the other hand,
Zak phases are gauge-invariant modulo 2pi.22 To have
any correspondence between Zak phases and Wannier
centers in multi-band subspaces, it is therefore nec-
essary that restrictions are imposed on the gauge so
that an individual Wannier center is not completely
arbitrary. Ideally, these gauge restrictions would be
physically motivated. For example, if we impose that
Wannier functions are maximally localized in 1D real
space (equivalently, that they are eigenstates of the 1D
projected position operator),30 their Wannier centers
indeed have a one-to-one correspondence with Zak
phases.22 To formulate a novel Zak-Wannier relation
between gn-protected Zak phases and the centers of
Wannier functions that are localized over 2D real space,
we propose that gauge restrictions by symmetry affords
us a Zak-Wannier relation.
Let us state the Zak-Wannier relations first, then sub-
sequently elaborate on the gauge restrictions, examples
and proofs. Not all CBRs satisfy a Zak-Wannier rela-
tion. Let us consider a class of CBRs (each characterized
by the data {($ν , V ν)}ν of the constituent EBRs) that
satisfy:
(a) All Wyckoff positions $ν of the constituent EBRs
are gn-invariant, i.e., gn∈P$ν for all ν.
(b) A symmetry condition on the little groups in
k-space: all the Bloch functions – at wavevector
k∗=Γ or Kn (or both) – transform under the same
1D representation of gn.
These CBRs satisfy the Zak-Wannier relation:
φνjν ,αν [Cn] = Gn·$νjν , (25)
which holds for all ν, all integers jν running from 1
to the multiplicity Mν of $
ν , and all αν from 1 to
dimV ν (φ, Cn,Gn,$νjν ,Mν are all defined in Table III).
Eq. (25) especially says that the Zak phases φνjν ,αν are
independent of αν , i.e., the minimal degeneracy of φ
ν
jν
is
dimV ν . The degeneracy is greater in cases where φνjν
are equal for different ν or jν .
The decomposition of a CBR into its constituent
EBRs is not always unique.62 This is another manifes-
tation of the gauge ambiguity of Wannier and Bloch
functions (cf. Eq. (24)); choosing a different gauge, we
might decompose the same subspace into a different
set of EBRs. However, Eq. (25) is agnostic to this
arbitrariness, i.e., we will see that the proof is equally
valid for any choice of decomposition. On the other
hand, we remind the reader that Zak phases are gauge
invariant modulo 2pi.22 The combined implication is
that the Zak-Wannier relation Eq. (25) applies to any
decomposition into EBRs.
The gauge ambiguity is actually larger than was al-
luded to in the previous paragraph. Where previously
we only considered decomposing a CBR into multiple
EBRs, actually the same CBR can be split into mul-
tiple subspaces that are not EBRs. Indeed, if we be-
gin with a decomposition into EBRs and then perform
an arbitrary unitary transformation (cf. Eq. (24)) that
mixes together different EBRs – the resultant set of Wan-
nier functions are generically asymmetric, and do not lie
on gn-invariant Wyckoff positions. From the perspec-
tive of numerically constructing Wannier functions by
Fourier transformation of Bloch functions (obtained from
tight-binding models or an ab initio calculations), asym-
metric Wannier functions are the norm, rather than the
exception; one typically has to do more work to con-
struct symmetric Wannier functions.63 To recapitulate,
the Zak-Wannier correspondence of Eq. (25) applies to a
gn-symmetric gauge for the Wannier functions, which we
now carefully define.
Definition 8. An N -band subspace (N≥1) satisfies a
symmetry-based Zak-Wannier relation, if it is a direct
sum of EBRs with the following properties: (a) the Wan-
nier functions of each EBR lie on gn-invariant Wyckoff
positions $, i.e., gn∈P$. In total there are N Wannier
functions which are not related by lattice translations,
and correspondingly N translation-inequivalent Wannier
centers {$j}Nj=1. (b) There is a one-to-one correspon-
dence between these Wannier centers (defined modulo
lattice translations) and the Zak phases (defined modulo
2pi): G·$j=φj mod 2pi for all j=1, . . ., N . This corre-
spondence holds for all N Zak phases that encode the N -
band holonomy of a loop that wraps the Brillouin torus
in the direction of G, a primitive reciprocal vector.
Eq. (25) is an example of a symmetry-based Zak-
Wannier relation. In comparison, a previously-known
multi-band Zak-Wannier relation22,23,64 is based on the
gauge condition of maximal-localization in one spatial
direction;30 this condition is agnostic to the symmetry of
the band subspace. The multi-band Zak-Wannier rela-
tion discussed in Sec. III C is of the maximal-localization
type, since eigenstates of the projected position operator
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PzP are maximally localized in the z-direction.30
Proof of Eq. (25). Let us consider a CBR which satisfies
(a,b). If ρn(k∗) is proportional to the identity (condi-
tion (b)), then Eq. (20) implies that W[Cn] is unitarily
equivalent to ρn(Kn)ρn(Γ)
† (cf. ρn,W in Table III). The
representation ρn of gn for the CBR is a direct sum of
representations ρνn of gn for the EBRs labeled by ν. If
condition (a) holds, then ρνn is given by (cf. Eq. (23))
[ρνn(Γ)]
αν ,βν
jν ,lν
= δjν ,lν [V
ν(gn)]αν ,βν ,
[ρνn(Kn)]
αν ,βν
jν ,lν
= δjν ,lν [V
ν(gn)]αν ,βν e
iGn·$νjν , (26)
where the integer indices lν , jν run from 1 to the multi-
plicity of $ν and αν , βν run from 1 to dimV
ν . Applying
the unitarity of V ν(gn),[
ρνn(Kn)ρ
ν
n(Γ)
†]αν ,βν
jν ,lν
=δjν ,lν δαν ,βν e
iGn·$νjν , (27)
which is unitarily equivalent to W[Cn]. Further applying
that unitarily-equivalent matrices have the same spec-
trum, we derive Eq. (25). 2
Example of symmetry-based Zak-Wannier rela-
tion. We consider a lattice that is composed of
a triangular and a honeycomb sublattice; the N=3
s-orbitals per unit cell are localized at the C3,z-
invariant Wyckoff positions $1=1a (triangular sublat-
tice), $2=2b and $22=C6,z◦$2 (honeycomb sublat-
tice), illustrated in Fig. 4(e) by a green, red and blue
blob, respectively. Table II(e) summarizes the rep-
resentations of C3,z (ρ3) at high-symmetry wavevec-
tors: The maximal degeneracy is ml∗(k∗)=3 at k∗=Γ
for the eigenvalue 1 (l∗=0), i.e., ρ3(Γ) is the identity
matrix (cf. ml, l∗ in Table III). Therefore, (a,b) ap-
ply and Eq. (25) provides the following C3,z-fixed Zak
phases: φ11,1[C3]=G·$22,1=0, φ21,1[C3]=G·$2=2pi/3 and
φ22,1[C3]=G·$22=−2pi/3, where G is a reciprocal vector
directed along the horizontal axis, as shown in Fig. 2(d).
Taking differences of these Zak phases, we also find that
ξ⊥=3.
1. Symmetry-based Zak-Wannier relations for subspaces
with a single Wyckoff position
Let us particularize Sec. V B to a subclass of CBRs
which satisfy conditions (a,b), for which we can rephrase
condition (b) as a condition on the on-site symmetries.
The additional conditions are:
(c) $ν=$ for all ν and $ has unit multiplicity,
(d) $ν=$ for all ν and $ satisfies conditions (i-iii)
in Sec. IV B 3. Note that condition (a) of Sec. V B
and (i) of Sec. IV B 3 are equivalent.
For CBRs satisfying (a,b,c), we find that (b) – a con-
dition on the symmetry representations in k-space – is
equivalent to the following condition on symmetry repre-
sentations in real space:
(b’) V ν(gn) is proportional to the identity with propor-
tionality constant independent of ν, i.e., all Wan-
nier functions transform under the same 1D repre-
sentation of gn (which is an on-site symmetry).
This equivalence implies that the Zak-Wannier relation
(Eq. (25)) holds, in a special case, for CBRs satisfying
(a,b’,c).
For the class of CBRs that satisfy (a) and (c), we
would now prove that conditions (b) and (b’) are equiv-
alent. Given (b’) and Eq. (23), we derive that ρn(Γ) is
proportional to the identity, hence (b) is satisfied. Let
us further show that (b) implies (b’). First, condition
(c) implies that jν is an unnecessary index, which we
henceforth neglect, and that eiGn·$
ν
=eiGn·$ does
not depend on ν. If k∗=Γ, combining condition (b)
with Eq. (23) gives [V ν(gn)]
αν ,βν=λ∗δαν ,βν for some
λ∗∈U(1) that is independent of ν, hence (b’) is satisfied.
For k∗=Kn, combining (b) with Eq. (23) imposes
[V ν(gn)]
αν ,βν=e−iGn·$λ∗δαν ,βν for all ν, hence (b’)
holds.
For CBRs satisfying (a,b,d), we find that necessarily
k∗=Γ in condition (b); (b) with k∗=Γ is also equivalent
to (b’). Let us show this. The set {eiGn·$jν }Mνjν=1 has
at least two distinct elements; this is due to Eq. (10)
which holds because of conditions (i-iii) of Sec. IV B 3, as
proven in App. E 1. Consequently, ρνn(Kn) in Eq. (23)
cannot be proportional to the identity, hence (b) cannot
be satisfied with k∗=Kn. The equivalence of (b’) and
(b) with k∗=Γ can be derived in close analogy with the
previous paragraph.
For CBRs which satisfy (a,c) or (a,d), the on-site rep-
resentation is reducible, i.e., V= ⊕ν V ν , and corollaries
(I-II) in Sec. IV D simplify to: (I’) the necessary condi-
tion for the existence of gn-protected Zak phases is that
v∗>dimV/2, where v∗≤ dimV is the dimension of the
maximal eigenspace of V (gn). (II’) All Zak phases are
symmetry-protected if and only if V (gn) is proportional
to the identity (v∗= dimV ).
2. Symmetry-based Zak-Wannier relations for elementary
band representations
Definition 8 also applies to N -band subspaces which
are themselves EBRs, in which case the ‘direct sum of
EBRs’ should be interpreted trivially.
The statements in Sec. V B and Sec. V B 1 also ap-
ply to EBRs if we simply substitute ‘CBR’ with ‘EBR’
and remove the unnecessary index ν. The class of
EBRs that satisfy such a modified symmetry-based Zak-
Wannier relation include the strong EBRs discussed in
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Sec. IV D 3 (cf. Eq. (21)), as well as strong EBRs with
unit-multiplicity Wyckoff positions. Note that all single-
band EBRs fall into the latter category.
3. Band representations without symmetry-based
Zak-Wannier relations
To juxtapose against the CBRs considered in Sec. V B
and Sec. V B 1, we remind the reader of Fig. 5(a), which
describes a CBR that is a stack of two single-band EBRs.
Single-band EBRs individually have symmetry-protected
Zak phases and satisfy a symmetry-based Zak-Wannier
relation according to Sec. V B 2, whereas the two-band
CBR does not.
The general criterion for a two-band CBR to have
symmetry-protected Zak phases (which is necessary for
the existence of a Zak-Wannier relation) is as follows:
Consider a two-band CBR that is made from stacking two
single-band EBRs (($1, V 1), and ($2, V 2)). This two-
band subspace does not have gn-protected Zak phases
(as defined for parallel transport within two bands), if
the subspace can be split into two single-band subspaces
(S1, S2), whose single-band Zak phases (defined individu-
ally for each of S1, S2) are distinct from those of ($
1, V 1)
and ($2, V 2).
C. Application of symmetry-based Zak-Wannier
relation to identify subspaces with ξ⊥>1
Combining the condition ξ⊥>1 with the Zak-Wannier
relation Eq. (25), we derive that
|Gn·($νjν −$ν
′
j′ν
)| = 2pi
ξ⊥
, ξ⊥ > 1 (28)
for at least one set of {ν, ν′, jν , j′ν′}. ν=ν′ and jν 6=j′ν
label two gn-invariant Wannier centers which are related
by a point-group symmetry other than gn; this case was
essentially described in Sec. IV B and can be generalized
to strong CBRs.
The case ν 6=ν′ labels two gn-invariant Wannier centers
belonging to distinct EBRs, as we have exemplified by
case (c) in Sec. V A (cf. Fig. 5). A 2D generalization of
case (c) is a two-band CBR with s-orbitals centered at
two inequivalent four-fold-invariant Wyckoff positions, as
illustrated in Fig. 5(d). The Zak phases associated to the
C2-loop (illustrated in Fig. 5(e)) differ by pi, hence ξ⊥=2.
VI. PERIOD MULTIPLICATION IN
TIME-REVERSAL-ASYMMETRIC CHERN
BANDS
In this section we discuss the possibility of period
multiplication for Chern bands (band subspaces with
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FIG. 6. Contractible loops (violet lines) in BZs with C2, C4,
C3 and C6 symmetry respectively; these loops are used to de-
termine the Chern number mod n (n=2, 4, 3, 6, respectively).
nonzero Chern number), which belong to class A in
the Wigner-Dyson symmetry classification.34,35 Our
discussion is split into two parts:
(A) Our previous study of Zak-Wannier relations have
demonstrated that symmetry-protected Zak phases
can be directly related to symmetry-protected Wan-
nier centers; in essence, we have found that certain
band subspaces may be modelled by classical point
charges. However, Chern bands admit no such classical
description due to unavoidable quantum fluctuations
with respect to the noncommuting projected position
operators, i.e., there exists no representation of Chern
bands on Wannier functions. Nevertheless, the existence
of Bloch functions (which are non-analytic over the
Brillouin torus) allows for their characterization by
Zak phases – which can be symmetry-protected. Our
study in Sec. VI A demonstrates that Chern bands can
realize classically-forbidden Zak phases, that is, Zak
phases which are impossible to realize in any classically-
localizable band subspace with zero Chern number.
(B) The discussion of (A) suggests the possibility of a
classically-forbidden period multiplier for Chern bands.
As proof of principle, we construct a C6,z-symmetric
Chern band that exhibits stroboscopic oscillations with
the classically-forbidden multiplier µ⊥=2. Our construc-
tion of this model utilizes a novel and generally applica-
ble approach to obtaining Chern bands – from splitting
a multi-band EBR into multiple fewer-band subspaces.
A. Zak-Chern relations and classically-forbidden
Zak phases
In a C4,z-symmetric crystal, the Chern number (C) of
a single band is determined modulo four by the Cn,z-fixed
Zak phases φ[Cn] for n=2, 4 as
C4,z : C = 2
φ[C2]− φ[C4]
pi
mod 4, (29)
as we prove in App. H 1. Here, C2 intersects Γ and X, and
C4 intersects Γ and M , as illustrated in Fig. 6(b). One
consequence of Eq. (29) is that C=−2φ[C4]/pi mod 2,
since φ[C2]∈{0, pi} from the theorem (in Sec. IV D 1). In
other words, φ[C4] = ±pi/2 are two classically-forbidden
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values that would imply a nonzero Chern number.
For Cn,z-symmetric crystals with n∈{2, 3, 6}, there ex-
ist analogous constraints that relate the Chern number
to symmetry-protected Zak phases:
C2,z : C =
φ[C2]− φ[C′2]
pi
mod 2, (30)
C3,z : C =
3
2
φ[C3]− φ[C′3]
pi
mod 3, (31)
C6,z : C = 3
φ[C2]− φ[C3]
pi
mod 6, (32)
where the Cn and C′n are loops illustrated in Fig. 6. The
proofs of Eqs. (30-32) are closely analogous to the C4,z
case in App. H 1. Eq. (32) implies for a C6,z-symmetric
band that φ[C2]=pi is classically forbidden, and also
either of φ[C3] = ±2pi/3.
All of Eqs. (29-32) may be generalized to constraints
on the Chern number of an N -band gapped subspace,
if we replace φ[Cn] by the phase of detW[Cn], with
W the N×N matrix representation of holonomy (cf.
Eq. (15)). These constraints between gn-protected Zak
phases and Chern numbers provide a complementary per-
spective to previously-developed constraints that relate
gn-eigenvalues to Chern numbers.
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B. Chern bands with classically-forbidden period
multipliers
The identification of classically-forbidden Zak phases
in Sec. VI A implies the existence of classically-forbidden
period multipliers in Bloch oscillations. For example,
the classically-forbidden φ[C2]=pi (resp. φ[C3]=±2pi/3)
in C6,z-symmetric band subspaces implies that µ⊥=2
(resp. µ⊥=3) is forbidden for the C2 (resp. C3) loop; this
follows from the relation between Zak phase differences
and µ⊥ that is described in remark (i) of Sec. IV D 1.
One motivation of this section is to construct, as proof
of principle, a Chern band with a forbidden multiplier.
Before this specific construction [detailed in Sec.
VI B 2], let us discuss some generalities about the
construction of Chern bands from tight-binding models.
A band representation (BR), elementary or composite,
defines a set of spatially-localized functions which may
be used as a basis in a tight-binding model. The net
Chern number of any EBR (and hence of any BR)
vanishes; this follows from Bloch functions of an EBR
(cf. Eq. (22)) being analytic and periodic over the
BZ.36,57 There are therefore only two ways to obtain
Chern bands: from ‘band inversion’ between distinct
EBRs, and from ‘splitting’ a single, multi-band EBR. By
‘band inversion,’ we refer to the well-known process of a
gap closing between two EBRs, with an accompanying
transfer of topological ‘charge,’ which in this case is
the Chern number. By ‘splitting’ an EBR into two
subspaces, we mean to decompose this EBR (having
N>1 bands) into two subspaces S1 and S2 (having
dimensions N1 and N2 which sum to N at each k),
such that each of S1, S2 individually transforms in a
representation of G. This implies that S1 and S2 can be
separated energetically at all k.
The splitting of EBRs into Chern bands is a novel con-
struction that we elaborate upon in Sec. VI B 1. In Sec.
VI B 2, we apply this construction to obtain a Chern band
with a classically-forbidden multiplier.
1. Obtaining Chern bands from splitting elementary band
representations
Let us propose a general recipe to obtain nontrivial
Chern bands by splitting EBRs of certain nonmagnetic
wallpaper groups (G) that we specify below. By ‘non-
magnetic’, we mean that no element of G involves time
reversal (T ). Our recipe may be viewed as sure-fire
instructions to cook up models of Chern bands: a split-
table EBR defines a tight-binding basis, and completely
generic G-symmetric matrix elements will split the EBR
into nontrivial Chern bands. Our recipe also helps to
identify the wallpaper groups for which splittable EBRs
may be found, which provides guidance to the concrete
materialization of Chern bands. Our EBR-to-Chern
recipe is the class-A analog of a recent proposal to obtain
nontrivial Z2 topological insulators in class AII from
splitting half-integer-spin EBRs of magnetic wallpaper
groups.27
To recapitulate, an EBR is a BR that is not splittable
into a direct sum of BR’s. Most EBRs are BRs that each
satisfy: (i) the Wyckoff position $ is nongeneric, with
an on-site symmetry group P$ that is maximal, i.e., P$
is not a subgroup of any other on-site symmetry group
P$′ , (ii) the on-site symmetry representation V of P$
is irreducible. (i-ii), combined with: (iii) the BR is not
an exception listed in Ref. 28 and 55, might be viewed
as an equivalent definition an EBR that is operationally
more useful for identification.
When an EBR is split into m subspaces (S1, S2, ...,
Sm), it must be that at least one of them, say S1, is not
a representation of G on Wannier functions; this follows
immediately from the first definition of an EBR. The
absence of a Wannier representation of G is a topological
obstruction;27,67,68 if S1 is a single band, then the
topological obstruction must correspond to a nontrivial
Chern number. The orthogonal subspace ⊕mi=2Si must
then have a nonzero Chern number of opposite sign, so
that the net Chern number of the EBR vanishes.
Example of splitting an EBR into Chern bands.
We consider the reflection-asymmetric checkerboard lat-
tice discussed in Sec. IV B 1 and split the two-band EBR
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which comprises two s-orbitals in each unit cell. There
are in principle four possible splittings into single bands
(S1, S2) from different combinations of C4,z-eigenvalues
at the C4,z-invariant wavevector M with C2,z-eigenvalues
at the C2,z-invariant wavevector X, which are tabulated
in Table II(a); in all splittings, neither S1 nor S2 can be
time-reversal-invariant, because the Bloch functions at
M transform in a 2D complex-conjugate representation
(with eigenvalues ±i under C4,z) that is irreducible
in the presence of T symmetry. That time-reversal
symmetry must be broken suggests that S1 and S2 have
nonzero and canceling Chern numbers; we confirm this
prediction by a Zak phase analysis of S1, combined
with the general relation between Zak phases and Chern
numbers in Eq. (29). From the C4,z eigenvalues at Γ
and M (cf. Table II(a)), we deduce, via the theorem,
that φ[C4]=±pi/2 attains a classically-forbidden value –
Eq. (29) then informs us that C must be odd, and hence
nonzero.
More examples of such splittings are provided in
App. H 2, including: (i) the splitting of a two-band
EBR on a honeycomb lattice (with wallpaper group
p6 and Wyckoff position 2b, illustrated in Fig. 3) into
two Chern bands, and (ii) the splitting of a three-band
EBR on a Kagome lattice (wallpaper group p6 and
Wyckoff position 3c, also illustrated in Fig. 3) into three
one-band subspaces, with at least two of them carrying
nonzero Chern numbers. (ii) is elaborated upon in Sec.
VI B 2 using a tight-binding model.
Generally, if an N -band EBR is split into N single-
band subspaces, then at least two of N subspaces must
carry nontrivial Chern numbers. This may be proven –
on a case-by-case basis – by a Zak phase analysis (as we
have done above for the checkerboard EBR). In fact the
statement is generally true, as we prove in Ref. 50.
Not all nonmagnetic wallpaper groups allow for the
splitting of N -band EBRs into N single-band subspaces.
This splitting is forbidden in wallpaper groups (G)
which constrain the Chern number of any gapped
subspace to vanish. All such G may be identified from
the known symmetry transformation of the U(1) Berry
curvature under a wallpaper element g.65 For example,
a reflection symmetry Mx that inverts x constrains the
curvature as TrFxy(−kx, ky)=−TrFxy(kx, ky) (cf. F
in Table III), which guarantees that the Chern number
vanishes. Consequently, the EBRs of all wallpaper
groups with reflection symmetry (e.g. cmm, p4m, p31m,
p6m) are unsplittable into single bands. This argument
may be supported by analysis of the little groups
at high-symmetry wavevectors, where the reflection
symmetry enhances the energy degeneracy. In simple
words, robust band touchings that originate (in part)
from reflection symmetry prevent an EBR from splitting.
Example of an unsplittable EBR. A case in point
is the reflection-symmetric checkerboard lattice with s-
orbitals – this is an EBR of the wallpaper group p4m,
which differs from a previously-discussed EBR on the
reflection-asymmetric checkerboard lattice (group p4); cf.
Fig. 3. The little group of the C4,z-invariant wavevector
M is now the point group C4v (in contrast to C4 previ-
ously), and the complex-conjugate representation ρ4(M)
(cf. ρ4 in Table III) with eigenvalues ±i is irreducible
owing to the additional reflection symmetry.
2. Example of Chern band with classically-forbidden
multiplier
We construct a tight-binding model on a Kagome
lattice with wallpaper group p6. Each of the M=3 Wan-
nier functions in each unit cell transform as s-orbitals,
and they are centered on sites which are invariant under
g2=C2,z, i.e., with Wyckoff position 3c (cf. Fig. 3). The
corresponding three-band space is a strong EBR (cf.
Definition 7); we shall demonstrate that a two-band
subspace of it has a classically-forbidden multiplier
µ⊥=2.
For a complex nearest-neighbor hopping, all three
bands are generically split in energy. The correspond-
ing symmetry eigenvalues (ρ3, ρ2; cf. Eq. (18)) at
high-symmetry wavevectors, the single-band Zak phases
(φ[C3], φ[C2]), as well as the Chern number (C) of each
band are listed here:
ρ3(Γ) ρ3(K) φ[C3] ρ2(Γ) ρ2(M) φ[C2] C
e2pii/3 e−2pii/3 2pi/3 1 −1 pi 1
1 1 0 1 1 0 0
e−2pii/3 e2pii/3 −2pi/3 1 −1 pi −1
.
One may verify that this table is consistent with the
theorem in Sec. IV D 1, as well as the Zak-Chern rela-
tions of Eqs. (30-32).
Let us consider adiabatic transport along C2 in the
top two bands with net Chern number 1. Applying the
relation between Zak phases and Bloch oscillations (cf.
remark (i) of Sec. IV D 1), the Zak phase difference of
pi leads to a classically-forbidden multiplier of µ⊥=2,
assuming that both energy bands are fine-tuned to
degeneracy at each k.
Generally for integer-spin representations of space
groups, we expect that no spatial symmetry enforces the
energy-degeneracy of multiple bands for all k along a
line. Finite-energy splitting leads to a deviation of the
Fourier peak (of the stroboscopic time evolution) away
from 2pi/(µ⊥TB), as discussed further in Sec. VIII E. In
Sec. VII, we will demonstrate that period multiplication
can manifest in time-reversal-symmetric bands which are
topologically nontrivial; this multiplication does not re-
quire any fine-tuning, because the energy degeneracy at
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each k can be guaranteed by space-time inversion sym-
metry.
VII. PERIOD MULTIPLICATION IN
TOPOLOGICAL BAND SUBSPACES WITH
TIME-REVERSAL SYMMETRY
The Kane-Mele model on a honeycomb lattice is the
paradigmatic example of a Z2 topological band subspace
with time-reversal symmetry (Wigner-Dyson symmetry
class AII).37 This model is potentially realizable in ul-
tracold atoms in optical lattices, where microwave driv-
ing and lattice shaking can artificially induce spin-orbit
coupling.69,70 Here, we will demonstrate that this model
realizes stroboscopic Bloch oscillations with multiplier
µ⊥=3. This period multiplication may be understood
from the perspective of symmetry-protected Zak phases
(Sec. VII A), but not from the perspective of symmetry-
protected Wannier functions, as elaborated in Sec. VII B.
A. Zak phase analysis of Kane-Mele model
The Kane-Mele model is obtainable from splitting a
half-integer-spin EBR of the magnetic wallpaper group
which combines p6m with time-reversal symmetry T .27
This EBR is characterized by the Wyckoff position
$=2b (in Table I), with Kramers-degenerate pz-orbitals
on each Wannier center. Following Ref. 27, we split
this four-band EBR into two two-band subspaces
(S1 and S2), and for S1 we collect in Table II(f) the
C2,z and C3,z eigenvalues at high-symmetry wavevectors.
We would now demonstrate these symmetry eigen-
values imply a nontrivial Z2 Kane-Mele invariant. This
demonstration is simplified by imposing an additional
3D-spatial-inversion (I) symmetry which lies outside
p6m (a 2D space group); even if I symmetry is not a
symmetry of the Hamiltonian, S1 may be adiabatically
deformed to have this additional symmetry. We may
then split S1 into two single-band subspaces (S
±
1 ) which
transform in orthogonal representations of the reflection
IC2,z. The Cn,z eigenvalues and Zak phases of S±1 are
listed in Table II(f); the Zak phases may be obtained
from the symmetry eigenvalues by application of our
theorem in Sec. IV D 1. Applying the Zak-Chern relation
(Eq. (32)), we then determine the Chern number (C±) in
each single-band subspace (also known as a mirror Chern
number71) as C±=±1 mod 6. The proof is completed
by utilizing the well-known equivalence between an odd
mirror Chern number and a nontrivial Z2-invariant.71
Note in particular that the Zak phases over C3 are
g3-fixed to φ∓[C3]=±2pi/3 (cf. φ, Cn in Table III).
This implies that stroboscopic Bloch oscillations (along
C3) occur with multiplier µ⊥=3, assuming that both
bands in S1 are energy-degenerate at all k ∈ C3. This
degeneracy condition is guaranteed – without fine-tuning
– if the band subspace is additionally symmetric under
spatial inversion I.
From a broader perspective of the Kane-Mele model,
we might ask what Cn,z-fixed Zak phases are possible
in gapped two-band subspaces which are both T - and
I-invariant, as well as transform in a half-integer-spin
representation. To have Cn,z-fixed Zak phases, our the-
orem limits the possible representations of Cn,z at Cn,z-
invariant wavevectors (K). At the same time, TI com-
mutes with Cn,z and is also in the little group of K – this
implies that eigenvalues of eiFpi/nρn(K) form complex-
conjugate pairs at each K (cf. ρn, F in Table III). If
none of the eigenvalues is real, corollary (I) guarantees
that there are no Cn,z-fixed Zak phases. Consequently, a
necessary condition for Cn,z-fixed phases is the existence
of real eigenvalues of eiFpi/nρn(K) – this can only occur
for n=3, which may be deduced from the observation that
all eigenvalues of eiFpi/nρn(K) are n’th roots of −1 for
half-integer-spin representations (F=1). Particularizing
now to two-band, half-integer-spin subspaces with C6,z,
T and I symmetry, we find that ξ⊥=3 is equivalent to a
nonzero mirror Chern number, as we prove in App. H 3.
A particular case of this is the I-symmetric Kane-Mele
model.
B. Wannier-function analysis of Kane-Mele model
In the real space perspective, we begin with an EBR
that is composed of Kramers-degenerate pz-orbitals cen-
tered on a honeycomb lattice. The splitting of this EBR
into S1 and S2 amounts to separating the Kramers pair
on each honeycomb vertex.67,68 That is, one may choose
the Wannier functions of S1 to lie on C3,z-invariant $,
but each Wannier function – having no on-site Kramers
partner – cannot individually form a representation of
time-reversal symmetry. This obstruction is intrinsic to
to the Z2-topological phase.67,72
Despite being centered on a C3,z-invariant Wyckoff
position, we point out that the Wannier function also
does not form a representation of C3,z.
73 This is sup-
ported by numerical constructions of Wannier functions
in various works,27,67,68 which agree that the spin
expectation value of the Wannier function cannot be
parallel to ez. These works demonstrate that a Wannier
representation of a (magnetic) space group G need not
form a band representation of G.
Let us discuss the implications for a hypothetical Zak-
Wannier relation in the Kane-Mele phase. Any multi-
band Zak-Wannier relation requires a prescription to
reduce the gauge ambiguity of Wannier functions; our
symmetry-based prescription of Sec. V evidently does not
work, because each Wannier function does not locally
form a representation of g3=C3,z. Alternatively stated,
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the Kane-Mele phase exhibits symmetry-protected Zak
phases and period multiplier, but not a symmetry-based
Zak-Wannier relation (cf. Definition 8).
VIII. EXPERIMENTAL FEASIBILITY OF
PERIOD-MULTIPLIED BLOCH OSCILLATIONS
Let us discuss physical parameters which determine
if period multiplication is observable – given a N -band
subspace, a field F and the shortest reciprocal lattice
vector G in the direction of F . For simplicity, we shall
assume that this subspace is lowest in energy;74 every
other band is said to belong to the high-energy subspace,
and EG is defined as the energy gap that separates
low- and high-energy subspaces. Precisely, EG is the
difference between the lowest energy of the high-energy
bands and the highest energy of the low-energy bands,
as illustrated in Fig. 7. Period multiplication can only
occur for a low-energy subspace that comprises multiple
bands; for simplicity, we assume there are two bands
with corresponding energy functions E1(k) and E2(k),
and Eg is defined as the gap that separates these two
bands (cf. Fig. 7(a)); Eg=0 if both bands are connected
as a graph, e.g., due to a nonsymmorphic symmetry (cf.
Fig. 2(b), Sec. III). The energy width ∆E is defined as
the maximum over k of E2(k)−E1(k).
Beside these three energy scales, the other rele-
vant parameters are the magnitude of the field (F ),
the magnitude of the reciprocal lattice vector (G),
the mass (m) of the particle, a relaxation time (τ)
induced by many-body or impurity-induced scatter-
ing, as well as the maximum over position r of the
energy width of the translation-invariant potential
∆V= supr |V (r)|− infr |V (r)|<∞.
In the following subsections, we discuss: A. a con-
straint on the parameters (F,G,m,∆V,EG) which justify
the adiabatic approximation for the low-energy subspace,
B. a condition on (F,G,m,∆V,Eg) which encourages all
bands in the low-energy subspace to participate in trans-
port, and C. a constraint on (F,G, τ) which guarantees
that Bloch oscillations are not smeared out by many-
body or impurity-induced scattering. A subtlety about
transport along bent loops is discussed in Sec. VIII D.
In Sec. VIII E, we discuss and bound deviations from in-
teger period multiplication in ⊥-fields; these deviations
originate from the dynamical component of the adiabatic
propagator. We remind the reader that, in contrast,
there are no analogous deviations for ‖-fields. Cold atoms
in optical lattices allow for parameter ranges that are op-
timal to observe period multiplication; in Sec. VIII F we
summarize the experimental setup and techniques used
in a recent cold-atom experiment13 that is directly rele-
vant to our theory.
FIG. 7. (a) Illustration of the energy gap (EG), energy sepa-
ration (Eg) and energy width (∆E). (b) Possible loops in the
Brillouin zone of the honeycomb lattice.
A. Bounding leakage by the adiabatic theorem
To observe Bloch oscillations, it is necessary that
an initial state in the low-energy subspace remains (to
good approximation) in said subspace on time scales
much larger than the oscillatory period (µTB ; with µ
and TB defined in Table III). Defining the leakage L(t)
as the probability that an initial state is found in the
higher-energy subspace at a later time t, we would like
L(µTB)1.
For a tightly-bound particle (EG∆V ), we apply the
adiabatic theorems developed by A. and G. Nenciu,5,40,75
to bound the leakage as
L(µTB) ≤ 2piF
G
EV
E2G
(
α+ µβ
EV
EG
)
, (33)
to lowest order in F , with β=(1+8/pi)16/pi≈9, and α=0
(resp. =4/pi) for the ‖-field (resp. ⊥-field).76 In the sim-
plest case of a one-dimensional crystal, 2piF/G=Fa is the
potential difference (due to a field F ) between Wannier
functions displaced by the Bravais lattice period a (cf.
Sec. IV B).77 The leakage depends not only on the obvi-
ous energy scales: 2piF/G and the gap EG; it depends
also on a third scale EV =
(
~G/2
)√
2∆V/m formed by
(G,m,∆V ).78 Combining L1 with the upper bound in
Eq. (33), we derive a condition on the force:
F  2pi
G
E2G
EV
(
α+ µβ
EV
EG
)−1
. (34)
For the general form of L(t) which applies beyond the
tight-binding regime (EG∆V ), we refer the interested
reader to the Supplemental Material.43
B. Condition for multi-band transport in the
low-energy subspace
For multi-band transport within the low-energy sub-
space, we would transport to be non-adiabatic with re-
spect to any of the two bands in this subspace. Equiv-
alently, we would like the leakage from any of the two
bands to be large. A conservative estimate for favorable
parameters is provided by inverting the inequality of Eq.
27
(34) (with EG replaced by Eg):
F  2pi
G
E2g
EV
(
α+ µβ
EV
Eg
)−1
(35)
with constants as discussed after Eq. (33).
C. Relaxation time
Thus far, we have not yet discussed the presence
of impurities, lattice excitations (phonons) or electron-
electron (or particle-particle) interactions. Indeed, scat-
tering is the main limiting process of coherent electronic
phenomena like Bloch oscillations; period-multiplied
Bloch oscillations can only be observed if
F  µ~G
τ
, (36)
with µ the period multiplier. For solids, realistic pa-
rameters are 2piG ≈0.1−0.5 nm and τ≈10−16−10−13 s,6
thus the necessary forces to observe at least one Bloch
period are large, i.e., F≈1−4000 MeV/cm. Lattices
with large lattice constants include semiconductor su-
perlattices ( 2piG ≈10 nm)2 and cold atoms in optical lat-
tices (2piG ≈1 µm);13 the latter also have longer relaxation
times.
D. Bounding leakage by the sudden approximation
for bent loops
Let us consider transport along the bent loops C3 and
C4 (with µ⊥=3 and =2, respectively; cf. Cn in Fig. 6,
Table III). The kink in either loop corresponds to an in-
stantaneous switch in the direction of F (t) (the ⊥-field)
after every half period (TB/2). At this kink, the Hamilto-
nian is continuous but not first-order differentiable with
respect to time.79 Since the adiabatic theorem discussed
in Sec. VIII A applies only to first-order differentiable
Hamiltonians, the theorem can be used to bound the
leakage everywhere on the loop except at the kinks. The
leakage at the kink is instead bound by the sudden ap-
proximation, i.e., the leakage vanishes in the limit F is
modified instantaneously. More realistically, if δ is the
time needed to switch the direction of F (t), then the
leakage at the kink is of order O(δ2).80
E. Transport signatures for
quasi-energy-degenerate bands
Period multiplication in a ⊥-field only occurs for band
subspaces with exactly degenerate energies (cf. remark
(i) of Sec. IV D 1). Such degeneracy is either symmetry-
imposed (cf. Sec. VII), or originates from an atomic limit
(cf. Sec. IV B), or otherwise requires fine-tuning (cf.
Sec. V A and Sec. VI B 2). In the latter two categories,
we are motivated to study transport signatures of band
subspaces whose energies are quasi-degenerate at each
k.
For brevity of presentation, we would only discuss
the case of strong, atomic EBRs with period multiplier
µ⊥=χ⊥>1 (cf. Sec. IV B); similar arguments can be ap-
plied to other quasi-degenerate subspaces. For finite
Wannier center separations, bands generically split in en-
ergy (on a scale ∆E) due to tunneling between Wannier
centers. A Fourier peak in the stroboscopic expectation
value of an observable then deviates from the frequency
2pi/(µ⊥TB) by a quantity of order ∆E/~, as derived in
App. I. Moreover, the ratio of the deviation of the peak
over 2pi/(µ⊥TB) is of order ∆ETB/(2pi~)=∆EG/(2piF ).
We see that dynamics is well-approximated by an atomic
BR if the energy splitting ∆E (induced by tunneling) is
much smaller than the spacing (2piF/G) between adja-
cent rungs of the Wannier-Stark ladder.
F. Experimental realization with cold atoms in
optical lattices
A three-fold-periodic Bloch oscillation of a band
population was recently measured by T. Li et al.13 for
cold bosonic atoms (87Rb) in an optical honeycomb
lattice. In this section, we summarize their experimental
setup to stimulate further experimental investigations.
Li performed near-adiabatic transport within a two-
band subspace that may be identified with the strong
EBR discussed in Sec. IV A. The lattice (with period
2pi
G ≈500 nm) was created by interfering three laser
beams of wavelength λl=755 nm.
81 Let us introduce
the convenient energy scale Er=~2/2mλ2l≈16.6 peV,
which may be interpreted as the zero-point energy of
a 87Rb atom confined to one wavelength of the laser.
The following parameters are obtained from Ref. 13:
the lowest two energy bands are nearly degenerate
(∆E≈0.75Er) and separated from higher-energy bands
by a gap EG≈3.7Er; the potential width is ∆V≈62Er.
The parameters suggest that the low-energy subspace
is well-approximated by an atomic EBR. As explained
in Sec. IV A, such an atomic EBR manifests Bloch
oscillations with multiplier µ⊥=3.
Trapped bosonic atoms were first condensed into
the lowest-energy, single-particle Bloch function at
zero wavevector (Γ).82,83 This macroscopically-occupied
Bloch state was then driven along the straight path C2
(illustrated in Fig. 6(d)) by acceleration of the optical
lattice. The acceleration is accomplished by linearly
sweeping the frequency of the laser beams. Independent
control of the sweep rates of two laser beams allows
one to vary the magnitude and direction of F (t);13 this
allows one to drive a Bloch state along a kinked loop, as
exemplified by C3 in Fig. 7(b).84 For a time-independent
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force F≈2 µeV/cm, µ⊥TB≈200 µs is just smaller than
the exponential decay time ≈400 µs of the measured
oscillations.85
An example of an oscillatory observable is the band
operator, defined by Ok(t)=
∑N
j=1 |uj,k〉 j 〈uj,k| for
energy eigenstates uj,k; k(t) is determined by the
acceleration theorem, and N=2 in the current context.
The time-dependent expectation value of the band
operator was obtained in Li’s experiment by repeated,
time-delayed measurements of band populations in the
low-energy subspace. Though it was not the motivation
of Li’s experiment to measure period-multiplied Bloch
oscillations, µ⊥=3 can be inferred from a recurrence
of the lowest-energy band population after three fun-
damental periods; cf. Figure 3B in Ref. 13. Li’s main
motivation was to measure Zak-phase differences by gen-
eralized Ramsey interferometry,82,83and their measured
∆φ=2.06(3)pi/3 compares favorably with the theoretical
value of ∆φ=2pi/3 (as calculated in Sec. IV C).
We now present two physical implications of our the-
ory, that go beyond what has been measured in Ref. 13.
(i) In a band subspace with zero non-Abelian Berry cur-
vature, the Zak phase depends only on how the loop
wraps the Brillouin torus, and is insensitive to local-in-k
details of the loop, as explained in Sec. IV C. This may
be compared with a well-known phenomenon in electro-
magnetism: the Aharonov-Bohm phase is insensitive to
continuous deformations of the trajectory in regions with
zero magnetic field; the field is the Abelian U(1) curva-
ture for the electromagnetic vector potential in real space.
The Aharonov-Bohm phase depends only on the number
of times the trajectory winds around magnetic flux tubes.
In contrast, the experimental setup in Ref. 13 describes
a band subspace with zero non-Abelian U(2) Berry cur-
vature in k-space. One implication is that a continuous
deformation of the loop C2 (e.g. to C′2 or C3 in Fig. 7(b))
would not change ∆φ=2pi/3. On the other hand, ∆φ=0
for the loop parallel to G′+G′′ (illustrated in Fig. 7(b)),
which is homotopically inequivalent to C2.
(ii) The non-Abelian curvature acquires finite value away
from the atomic limit. This may be accomplished by re-
ducing the potential barrier that separates honeycomb
vertices, so as to allow for inter-vertex tunneling. One
implication would be an increased sensitivity of ∆φ to
continuous deformations of the loop, e.g. ∆φ for C2 and
C′2 generically deviates from 2pi/3; however, it is remark-
able that ∆φ=2pi/3 remains quantized for the C3 loop,
for which half the loop is mapped to the other half by a
three-fold rotation. Indeed, the Zak phase difference as-
sociated to C3 may be viewed as a topological invariant
protected by three-fold rotational symmetry, as explained
in the example of Sec. IV D 1. A further implication is
that ∆φ=2pi/3 remains quantized under a perturbation
(e.g. a sublattice-dependent potential) that breaks six-
fold but preserves three-fold rotational symmetry.
IX. DISCUSSION AND OUTLOOK
The topological classification of band systems
continues to be an active field that is enriched by
K-theory34,86–94, the theory of vector bundles,95,96
and the theory of band representations.27,28,50,97,98
Some classification schemes can provide model (Dirac)
Hamiltonians99–101 and topological invariants which are
calculable in tight-binding models.22,35,39,90,91,102–106
Only some of these topological invariants have been
associated to experimental signatures – the majority
of these signatures rely on identifying the energy-
momentum dispersions of edge or bulk states,107 either
through photoemission108 or tunneling spectroscopy.109
Far fewer invariants have been connected with transport
experiments,15–17,19 and this work represents an attempt
to bridge this gap.
Let us summarize some of our results from a different
perspective than has been presented. We considered
the adiabatic transport of Bloch waves, and focused on
oscillatory observables which are translation-invariant,
as exemplified by the band operator. For all multi-
band subspaces that exhibit Bloch oscillations with
period multiplier µ>1, a unifying property is that their
multi-band Zak phases (φ) differ pairwise by integer
multiples of 2pi/µ, owing to the point group of the
crystal. Generally µ divides n, which is the order of a
point group element g. The robustness of the Zak phases
only occurs for certain orientations of the driving field
with respect to a crystallographic axis characteristic of
g. For example, if g is a screw rotation, two distinct
types of Bloch oscillations may arise when we align the
field parallel (‖) or perpendicular (⊥) to the screw axis.
It is not a priori obvious that a Zak phase difference
of 2pi/µ leads to Bloch oscillations with multiplier µ.
More directly, Bloch oscillations originate from pairwise
phase differences (ϕj−ϕj′) in the spectrum of the
adiabatic propagator (cf. Eq. (4)), where ϕj includes
both geometric and dynamical contributions. If a ‖-field
is applied to a nonsymmorphic crystal, we have found
that ϕ always has the same ladder structure as φ, hence
period multiplication is guaranteed. In the case of the
⊥-field, pairwise phase differences in φ only equal that
of ϕ if bands are energy-degenerate at all points on the
k-space loop. This degeneracy is naturally realized by
symmetry (as exemplified by the Kane-Mele model with
period multiplier µ=3), or by taking the atomic limit
of a band representation (as exemplified by µ>1 strong
elementary band representations).
While period-multiplied Bloch oscillations can always
be understood from the perspective of Zak phases, a
complementary, real-space explanation through Wannier
functions is not always attainable – owing to a topologi-
cal obstruction. A case in point are bands with nontrivial
Chern number; these bands are not representable by
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Wannier functions,36,110 but may nevertheless be asso-
ciated to a classically-forbidden multiplier µ>1 (cf. Sec.
VI). We have also studied the Kane-Mele model for Z2
topological order; though locally three-fold symmetric
Wannier functions cannot exist,67 this model exhibits a
three-fold period multiplication (cf. Sec. VII).
A real-space perspective exists for all our other case
studies. For d-dimensional crystals in a ‖-field, this
perspective is attained by Wannier functions that are
localized in the direction of the field and extended as
a Bloch function in the other d−1 direction(s). For
d-dimensional crystals in a ⊥-field, we consider (hybrid)
Wannier functions that are localized in the plane per-
pendicular to the field, and otherwise extended in d−2
direction(s).
Underlying the complementary perspectives on Bloch
oscillations, is a multi-band Zak-Wannier relation for
N -band subspaces, i.e., a one-to-one correspondence
between all N Wannier centers and all N Zak phases. (i)
For the ‖-field, the Zak-Wannier relation exists for (hy-
brid) Wannier functions which are maximally localized22
in the direction of the field. (ii) For the ⊥-field,
the Zak-Wannier relation exists for (hybrid) Wannier
functions satisfying a newly-formulated symmetry con-
dition – namely, that they correspond to g-symmetric
elementary band representations. Such symmetry-based
Zak-Wannier relations are introduced by us in this work.
More generally, a one-to-one correspondence may hold
between a subset of the N Zak phases and a subset of
the N Wannier centers; such correspondences would
be referred to as incomplete. Band subspaces with
an incomplete Zak-Wannier correspondence may still
manifest Bloch oscillations with multiplier µ>1 – if
at least two g-protected Zak phases differ by 2pi/µ;
this is left to future investigations. Band subspaces
with g-protected Zak phases (having either a complete
or incomplete Zak-Wannier correspondence) should
be identifiable by application of our theorem (cf. Sec.
IV D 1). This theorem inputs, for any band subspace,
the representation of g at high-symmetry wavevectors,
and outputs the subset of Zak phases which are fixed to
integer multiples of 2pi/n with n the order of g.
Though µ≥1 Bloch oscillations do not occur for band
insulators,6 they may in principle occur for band met-
als, and more realistically for bosonic cold atoms in opti-
cal lattices (cf. Sec. VIII F). Underlying this broad range
of applications is that µ, when formulated as a quan-
tized difference in Zak phases, is a topological invari-
ant that characterizes band wavefunctions – indepen-
dent of the filling or particle statistics. From this per-
spective, we may compare µ with other space-group-
protected topological invariants that characterize the
filled bands of insulators.22,27,28,37,66,90,91,94,103,104,111–126
In stable34,87,88,90,91,94,99–101,104 classifications of topo-
logical insulators, the corresponding topological invari-
ants are invariant against symmetric deformations of the
Hamiltonian that preserve a single gap – the gap that
separates filled and empty bands. Such stable topological
invariants do not change upon addition of trivial (filled
or empty) bands.127 In contrast, µ may change under the
addition of trivial bands. That is to say, if we evaluate µ
for two band subspaces (that differ only by an addition
of trivial bands), we may arrive at distinct values for µ.
In this sense, µ is more closely analogous to invariants of
fragile topological insulators.128
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Appendix A: Organization of the appendix
We start the appendix with a table to summarize the
symbols that were used throughout the main text; for a
symbol that appears in the main text but not in this ta-
ble, its definition ought to be nearby. In App. C we derive
the spectrum of the adiabatic propagator within a sub-
space with nonsymmorphic symmetry, under the applica-
tion of a ‖-field; we also describe a symmetry criterion for
orbital splitting in the Wannier-Stark effect. A symme-
try criterion to obtain strong band representations is pre-
sented in App. D. Then, the sufficiency and necessity of
conditions (i-iii) in Sec. IV B 3, to satisfy Eqs. (10-10’) for
at least one Gn of the form of Eq. (9), is proven in App.
E. We relate the Wilson loop to the projected position
operator in App. L, i.e., we derive Eq. (16), and derive the
Zak-Wannier relation for strong, atomic EBRs (Eq. (17)).
We then prove the theorem and the corollaries of Sec.
IV D 1 in App. G. Next, we detail on several case stud-
ies: In App. H 1, we prove the Zak-Chern relation for the
reflection-asymmetric checkerboard lattice, stated in Sec.
VI B 1; in App. H 2, we present a general analysis of split
subspaces in the hexagonal and Kagome lattices from a
more general perspective than presented in Sec. VI B 2;
in App. H 3, we prove the claim that µ⊥=3 if and only
if the mirror Chern number is nonzero for systems such
as the Kane-Mele model studied in Sec. VII A. At last,
App. I derives corrections to the frequency 2pi/(µ⊥TB)
occurring in the Bloch oscillation for a ⊥-field applied to
a nearly-degenerate band subspace characterized by µ⊥.
Appendix B: Conventions
The chapters are self-contained if no explicit reference
to other chapters is made. We use the following conven-
tions:
• We sum over repeated indices (Einstein’s summing
convention); if the sum is only over some of the
repeated indices, we explicitly write the sum.
• For an index j = 0, ..., N − 1 we write j ∈ ZN .
• ‘Translation-invariant’ is a shorthand for invariance
under discrete translations in real space.
• The identity operator in a Hilbert space is denoted
by 1; if the Hilbert space is of finite dimension N ,
we denote the identity operator by 1N .
• Unitarily conjugate operators or matrices A,B are
denoted by A ∼= B, whereas for groups G,H, G ∼=
H means that there exists a group isomorphism
between G and H.
• Complex conjugation of a complex number z is de-
noted by z¯ while the adjoint of an operator A is
A†.
Appendix C: Adiabatic evolution under a ‖-field
In crystals with a nonsymmorphic symmetry gn,p (cf.
Table III for the definition of gn,p), energy bands divide
into subspaces with minimal dimension of µ‖ (given by
Eq. (1)) per wavevector, such that within each subspace
all energy bands are connected (as a graph)20 over the
BZ (cf. Fig. 1(b), Fig. 2(e,h)). This is because the
Bloch wavefunctions which describe energy bands along
gn,p-invariant lines, can be chosen as eigenstates of gˆn,p
(cf. Table III). We will show that, related to the division
of energy bands into subspaces of minimal dimension
µ‖, is that the adiabatic propagator U(TB)
(
defined in
Eq. (4)
)
describes a permutation of order µ‖; from this
we will then derive the ladder structure of the spectrum
of U(TB).
The ladder structure of U(TB) is valid for any energy
matrix, including the zero energy matrix. This gives us
an alternate proof for the ladder structure of the Zak
phases (φ). The proof is presented separately for µ‖=n
and for µ‖<n. For µ‖<n, we further distinguish between
two cases: U(TB) either describes a single µ‖-cycle or
multiple µ‖-cycles; for µ‖=n, only single µ‖-cycles exist.
A µ‖-cycle is a cyclic permutation of order µ‖ where no
element is mapped to itself when permuted less than µ‖
times. U(TB) describes multiple µ‖-cycles if there exist
symmetry-eigenvalues which are not mapped onto each
other by any multiple of U(TB). For u labeling different
µ‖-cycles, the degeneracy Ju of the u’th cycle is the
dimension of a symmetry-eigenspace in the u’th cycle.
The total degeneracy J=
∑
u Ju equals the number of
orbitals in 1/µ‖ of the primitive unit cell; J also equals
the number of Wannier-Stark ladders.
For J Wannier-Stark ladders, we may ask if the ladders
are all degenerate. To every Wannier-Stark ladder (in-
dexed by ιu=1, . . ., Ju) we associate a phase γ
(ιu); then
the offset between the ιu’th and the ι
′
u′ ’th Wannier-Stark
ladder is
∆γιu,ι′u′ = γ
(ιu) − γ(ι′u′ ). (C1)
For a single cycle of degeneracy J , we will show that
{eiγ(ι)}Jι=1 = σ
(
U(µ‖TB)0,0
)
, (C2)
where σ denotes the spectrum of a matrix and
U(µ‖TB)0,0 is the J×J matrix that describes adiabatic
transport for µ‖TB of a symmetry-degenerate eigenspace;
the spectrum is independent of the choice of eigenspace.
For multiple cycles, the u’th cycle is associated with
phases {γ(ιu)}Juιu=1 which are determined by an equation
analogous to Eq. (C2) but with U(µ‖TB)0,0 restricted
to the u’th cycle. This restriction is possible due to a
block-diagonal form of U(TB) wrt. the different cycles,as
we elaborate in Sec. C 2.
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Symbol(s) Description
k,k0 wavevector, with subscript: initial wavevector
r position operator or position vector
a,a lattice constant, primitive lattice vector
F,F magnitude of force, force vector
TB Bloch period
µ, µ‖, µ⊥∈Z>0 integer in period multiplication (of TB), subscript specifies direction of F relative to some symmetry axis
N∈Z>0 number of bands, number of atoms per unit cell
O arbitrary operator (in Bloch representation: assumed to be translation-invariant)
P projection operator onto N -dimensional subspace
ψk Bloch function in the subspace projected by P
uk cell-periodic component of ψk
A(k) Berry connection
Fxy(k) Berry curvature in 2D or for a plane in 3D
H0 translation-invariant, free-particle Hamiltonian
H effective Hamiltonian of N -dimensional subspace
U propagator generated by H, expressed in Bloch basis at k0 in P
exp time- or path-ordered exponential
J∈Z>0 number of Wannier-Stark ladders
G space group
P point group
g=(gˇ|t)∈G symmetry element, gˇ leaves the spatial origin invariant, t is a translation
gn,p, gn∈G symmetry of order n: (gˇn,p)n, (gˇn)n=e (identity), (gn,p)n is a translation by p primitive lattice vectors
n∈Z≥0 order of gn,p, gn
p∈Z≥0 determines fractional translation of gn,p
Cn,j , Cn∈G n-fold rotation about axis with unit vector ej or ez (if unspecified)
Mj∈G reflection that inverts the jth coordinate
$,$ν Wyckoff position; superscript labels an EBR
$j ,$
ν
jν symmetry-related Wyckoff positions (to $,$
ν , respectively)
Pj,R projection operator to Wannier functions localized at $j+R
M$,Mν∈Z>0 multiplicity of a Wyckoff position $,$ν , respectively: number of symmetry-related Wannier centers per unit cell
P$,P$ν on-site symmetry group (stabilizer) of P$,P$ν , respectively
V$, V
ν on-site symmetry representation of P$,P$ν , respectively
K,Kn,Γ high-symmetry, or gn-invariant, wavevector; Γ denotes the origin of the BZ
G,Gn reciprocal vector, with subscript: satisfies Eq. (9)
χ⊥∈Z>0 2pi/χ⊥ is the smallest difference in Wannier centers times Gn
C, Cn noncontractible loop in the BZ, with subscript: goes through Γ, maps half of the loop to other half by gn
W Wilson loop or matrix representation of holonomy
φ Zak phase: eiφ is an eigenvalue of W
ξ⊥∈Z>0 2pi/ξ⊥ is the smallest difference in Zak phases
gˆ regular representation of g∈G on Bloch or Wannier functions
F∈Z2 F=0 for spinless or integer-spin representations, F=1 for half-integer spin representations
ρn(k) N -dimensional matrix representation on Bloch functions at k of gˆn
ml(k)∈ZN degeneracy of eigenvalue e2piil/n in ρn(k), l∈Zn
k∗ wavevector for which ml(K) is maximal among K∈{Γ,Kn}
l∗∈Zn eigenvalue e2piil∗/n for which ml∗(k∗) is maximal
C ∈ Z (first) Chern number of N -dimensional subspace over the BZ
TABLE III. Summary and description of symbols used throughout the main text.
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An example of a single 4-cycle is shown in Fig. 1(a-b)
for g4,1 a four-fold screw (µ‖=n=4); Fig. 2(d-e) shows
a single 2-cycle of symmetry degeneracy J=2 for g4,2 a
four-fold screw (µ‖=2 while n=4).
1. µ‖=n
If µ‖=n, then the spectrum of the matrix representa-
tion ρn,p(k) of gn,p
(
ρn,p(k) is defined as in Eq. (18)
)
has
to comprise all the eigenvalues {ωj,n=e2piijp/n}j∈Zµ‖ ,43
where each eigenvalue has equal degeneracy J . Assuming
first that U(TB) cyclically permutes all n eigenspaces
of gˆn,p, or more precisely, U(TB) describes a µ‖-cycle
wrt. the eigenspaces of gˆn,p, we now outline how
this permutation results in a ladder structure of the
spectrum of U(TB) (details below): For a µ‖-cycle,
concatenating µ‖ permutations gives no permutation at
all. Therefore, U(µ‖TB) is block-diagonal, where each
block has dimension J×J . Each of these µ‖ blocks
is unitarily equivalent to every other block, and may
be viewed as the unitary representing the adiabatic
evolution of an initial state in one (J-dimensional)
eigenspace of gˆn,p over a µ‖-fold-expanded BZ, as shown
Fig. 1(b). Let us denote the eigenvalues of each block as
{eiγ(ι)}Jι=1, with γ(ι) ∈ [0, 2pi). The spectrum of U(TB)
is then obtained from U(µ‖TB) by, loosely speaking,
taking the µ‖’th root of U(µ‖TB). The spectrum of
U(TB) can thus be organized into J sets of order µ‖.
Each set, labeled by ι=1, . . . , J , has the ladder structure:
{eiγ(ι)/µ‖e2piil/µ‖}µ‖−1l=0 (illustrated in Fig. 2(c,f,i)), with
e2piil/µ‖ originating from the diagonalization of the
order-µ‖ permutation matrix.
Proof. Let us first explain what it means for U(TB) to
describe a µ‖-cycle wrt. the eigenspaces of gˆn,p. We
denote the eigenstates of ρn,p(k) by {|uαj,k〉cell}j∈Zµ‖ ,α∈ZJ
with j labeling the symmetry representation and α the
basis states which span a degenerate eigenspace. We will
further assume that these states are energy eigenstates.
We will show that in the basis B={|uαj,k0〉cell}α∈ZJ ,j∈Zµ‖
chosen at the base point k0, U(TB) takes the form
U(TB)
β,α
j,j′ =B δj,j′−1D
β,α
(j′). (C3)
Here, the subscript B reminds us of the spe-
cial basis choice, and δj,j′−1 is a unitary and
faithful matrix representation of the µ‖-cycle that
maps {|uαj,k0〉cell}α→{|uαj−1,k0〉cell}α for all j∈Zµ‖ with|uα0,k0〉cell≡ |uαµ‖,k0〉cell. Explicitly, the matrix reads as
U(TB) =B

0 D(1) 0 ... 0
0 0 D(2) ... 0
0 0 0
. . . 0
0 0 0 ... D(µ‖−1)
D(0) 0 0 ... 0

,
where D(j′) are unitary J×J matrices indexed by j′∈Zµ‖
and with matrix elements labeled by α, β∈ZJ (no sum
over j′):
Dβ,α(j′) = 〈uβj′−1,k0 |eiG·r|uνj′,k0+G〉cell(
ei
∫ TB
0
[
A(k(t′))·F (t′)−E(k(t′))
]
dt′/~
)ν,α
j′,j′
. (C4)
The non-Abelian Berry connection A is defined as in Eq.
(5) wrt. the symmetric basis {|uαj,k〉cell}α∈ZJ ,j∈Zµ‖ , F is
the driving force, and E the energy matrix
(
defined in
Eq. (6)
)
. The matrix D(j′) describes adiabatic evolution
over the loop Cn : k0→k0+G within the eigenspace
{|uαj′,k〉cell}α∈ZJ .
To prove Eq. (C3), we use that 〈uj,kf | = eiG·r 〈uj,k0 |,
and that eiG·r |uνj+1,k0+G〉cell and |uνj,k0〉cell belong to the
same representation of gˆ, because e−ipG·a/nωj+1,n=ωj,n.
Then Eq. (4) reads as (no sum over j, j′)
U(TB)
β,α
j,j′ =B 〈uβj,k0 |eiG·r|uνj+1,k0+G〉cell
×
(
ei
∫ TB
0
[
A(k(t′))·F (t′)−E(k(t′))
]
dt′/~
)ν,α
j+1,j′
= δj+1,j′ 〈uβj′−1,k0 |eiG·r|uνj′,k0+G〉cell
×
(
ei
∫ TB
0
[
A(k(t′))·F (t′)−E(k(t′))
]
dt′/~
)ν,α
j′,j′
. (C5)
The δj+1,j′ -factor comes from the following two observa-
tions: first, Eq. (6) reads as
〈uβj,k|e−ik·rH0eik·r|uαj′,k〉cell = δj,j′
[
E(k)
]β,α
j,j
(C6)
by our assumption that the states |uαj,k〉cell are simulta-
neously energy and symmetry eigenstates. Secondly, the
non-Abelian Berry connection satisfies
A(k)β,αj,j′ = 〈uβj,k|i∇k|uαj′,k〉cell
= ωjω¯j′ 〈uβj,k|gˆ†i∇kgˆ|uαj′,k〉cell
= ωjω¯j′A(k)
β,α
j,j′ , (C7)
using gˆ†i∇kgˆ=i∇k. This implies that the non-Abelian
Berry connection is also block-diagonal wrt. j, i.e., for
all j′ 6=j and all α, β∈ZJ : A(k)β,αj,j′=0. Therefore, Eq.
(C5) proves Eqs. (C3-C4).
We now calculate the eigenstates {f l,ι}l∈Zµ‖ ,ι∈ZJ and
-values {µl,ι}l∈Zµ‖ ,ι∈ZJ of U(TB), which satisfy∑
j′∈Zµ‖ ,β∈ZJ
(
U(TB)
α,β
j,j′ − µl,ιδj,j′δα,β
)
f l,ιj′,β =B 0 (C8)
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for j, l∈Zµ‖ , α, ι∈ZJ . We will show that
µl,ι = ei(γ
(ι)+2pil)/µ‖ , f l,ι =
1√
µ‖
ei(γ
(ι)+2pil)j/µ‖ v¯j,ι,
(C9)
for γ(ι) ∈ [0, 2pi) generically independent of each other
and v¯j,ι∈Cµ‖ ⊗ CJ ∼= CN an orthonormal basis. For
a fixed ι∈ZJ , each set {µl,ι}l∈Zµ‖ corresponds to one
Stark-Wannier ladder.
In the simplest case of a spinless system with J=1, we
can neglect the indices α, β, ι. Then D(j)=e
iθj for some
θj∈[0, 2pi). Let
f lj =
1√
µ‖
ei(γ+2pil)j/µ‖ v¯j , v¯jj′ = δj,j′e
−i∑0≤j′′≤j θj′′
(C10)
with γ=
∑
j∈Zµ‖ θj , then
∑
j′∈Zµ‖
U(TB)j,j′f
l
j′
=B
1√
µ‖
∑
j′∈Zµ‖
δj+1,j′e
iθj′ ei(γ+2pil)j
′/µ‖−i
∑
0≤j′′≤j′ θj′′
=
1√
µ‖
ei(γ+2pil)(j+1)/µ‖−i
∑
0≤j′′≤j θj′′ = µlf lj (C11)
where µl=ei(γ+2pil)/µ‖ satisfies the eigenvalue Eq. (C8).
We now prove that in the general case of J>1
U(TB) =B¯ diag


0 1 0 ... 0
0 0 1 ... 0
. . .
0 0 0 ... 1
eiθ
(0)
0 0 ... 0
 , ... ,

0 1 0 ... 0
0 0 1 ... 0
. . .
0 0 0 ... 1
eiθ
(J−1)
0 0 ... 0


where each block has dimension µ‖. U(TB) is expressed in the orthonormal basis
B¯ = {v¯j,ιj′,α |uαj′,k0〉cell}j∈Zµ‖ ,ι∈ZJ , (C12)
of CN , where the vectors v¯j,ι are as in Eq. (C9). We note that the reducible representation of the µ‖-cycle in
the basis B (see above Eq. (C4)) has been decomposed into J irreducible µ‖-cycles in B¯. The eigenvalues of
U(TB) consist of the eigenvalues of each of its µ‖×µ‖ blocks. Using the result from J=1 studied above (particular-
ized to θ1=θ2=...=θµ‖−1=0 and θ0=θ
(ι)), then γ(ι)=θ(ι) and we obtain the eigenvalues and -vectors stated in Eq. (C9).
We first notice that
(
U(TB)
)µ‖
=B

D(1)D(2)...D(µ‖−1)D(0)
D(2)D(3)...D(0)D(1)
. . .
D(0)D(1)...D(µ‖−2)D(µ‖−1)
 ,
is block-diagonal, with all blocks on the diagonal being unitarily equivalent. The j’th block (j∈Zµ‖) corresponds to
adiabatic transport with initial symmetry-degenerate states {|uαj,k0〉cell}α∈ZJ for µ‖ BZ’s. Especially, the eigenvalues
of different blocks, corresponding to different initial symmetry eigenvalues, are the same. Let {vι, eiθ(ι)}ι∈ZJ be the
normalized eigenvectors and -values of the last block D(0)D(1)...D(µ‖−2)D(µ‖−1), i.e., (in the basis B)
∑
α∈ZJ
((
U(TB)
)µ‖)β,α
j′,µ‖−1
vια =B δj′,µ‖−1e
iθ(ι)vιβ . (C13)
Absent any other symmetries, the different phases θ(ι)∈[0, 2pi) are generically independent. We now define the ordered
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basis
{v¯0,0, v¯1,0, ..., v¯Λ−1,0, v¯0,1, ..., v¯Λ−1,1, ..., ..., v¯0,J−1, ..., v¯Λ−1,J−1} :
v¯Λ−1,ιj′,α =B δj′,Λ−1v
ι
α, v¯
j,ι =B
(
U(TB)
)Λ−j−1
v¯Λ−1,ι (C14)
for j, j′∈Zµ‖ , α, ι∈ZJ . The left-right ordering of this basis corresponds to the top-down and left-right ordering of the
row and column indices of U(TB) in B¯, respectively. The basis B¯ is normalized because it is constructed from the
iterative application of a unitary U(TB) to a normalized vector v¯
µ‖−1,ι. States in B¯ are orthogonal wrt. ι because
of the orthogonality of {vι}ι∈ZJ in CJ . States in B¯ are orthogonal wrt. j because
(
U(TB)
)l
changes a state with
symmetry eigenvalue ωj,n(k0) to a state with symmetry eigenvalue ωj−l,n(k0)6=ωj,n(k0) for all l=1, ..., µ‖−1. By
construction, application of U(TB) on each basis element of B¯ gives
v¯l−1,ι =B U(TB)v¯l,ι, U(TB)v¯0,ι =B
(
U(TB)
)µ‖ v¯µ‖−1,ι = eiθ(ι) v¯µ‖−1,ι; (C15)
hence U(TB) expressed in the basis B¯ is indeed as stated above. We have found that the phases {γ(ι)}Jι=1 in Eq. (C9)
equal the eigen-phases of the last, or equivalently, first, block of
(
U(TB)
)µ‖
; this proves Eq. (C2). 2
2. µ‖<n
For µ‖<n, the spectrum of ρn,p has two possible
forms: either there exists a single (possibly symmetry-
degenerate) µ‖-cycle or there exist multiple (possibly
symmetry-degenerate) µ‖-cycles. In either case, the
spectrum does not have to contain all the eigenvalues
{ωj0,n}j0∈Zn . The case of a single µ‖-cycle is analogous
to the discussion in App. C 1. All that is left to study is
adiabatic transport in a subspace with multiple µ‖-cycles.
We begin the study with an example of monodromy
of the energy bands for µ‖=2<n=6, p=3. If the sym-
metry eigenvalues of ρn,p are {1,−1} for one cycle with
no symmetry degeneracy (J1=1), and for the other cy-
cle {ω,−ω} (ω=e2pii/3) with degeneracy two (J2=2); the
total number of bands is (J1+J2)µ‖=3×2=6. In this ex-
ample, the propagator can be block-diagonalized to two
2-cycles with J1=1 and J2=2:
U(TB) =

0 D(0,1)
D(0,0) 0
0
0
0 D(−1,1)
D(−1,0) 0
 .
Here, D(0,0), D(0,1)∈U(1) and D(−1,0), D(−1,1)∈U(2).
We see that U(TB) is block-diagonal wrt. to different
µ‖-cycles; this reduces the problem back to single
µ‖-cycles.
Proof. Let U(TB) consist of multiple µ‖-cycles (labeled
by index u∈Zgcd(p,n)), then we show that U(TB) is
block-diagonal wrt. u, i.e., U(TB)
αj0 ,βu′
u,j;u′,j′=0 for all u6=u′.
We denote the simultaneous eigenstates of the Bloch
Hamiltonian and the symmetry by {|uαuu,j,k〉cell}u,αu,j
where αu labels different eigenstates with the same
eigenvalue e2piiu/nωj,n, similar to before, and j∈Zµ‖ .
We proved in Eqs. (C6-C7) that the Bloch Hamiltonian
and the non-Abelian Berry connection are diagonal in
such a basis. Therefore, Eq. (C5) still holds with the
replacements j′ → (u′, j′), j → (u, j), β → βu′ , α → αu.
Because of this block-diagonal form of U(TB) in different
cycles, its eigenvalues and -vectors consist of the eigen-
values and -vectors of U(TB) restricted to each single
(possibly degenerate) cycle, i.e., they are all of the form
of Eq. (C9), but with possibly different degeneracies Ju.
2
3. Orbital splitting by the Wannier-Stark effect
For J>1 orbitals localized on the same real space
center ($), we may ask in what situations are the
Wannier-Stark ladders nondegenerate. We will see that
a driving force F cannot split a Kramers degeneracy
in a Wannier-Stark ladder, though it might split other
degeneracies. We will formulate symmetry-based criteria
to determine when degeneracies remain in the presence
of a ‖-field.
The orbitals form a representation of a 2D (magnetic)
on-site symmetry group Q, which is the subgroup of G
that remains a symmetry in the presence of the field; for
a 1D chain embedded in 3D space, as exemplified in Fig.
1(a) and Fig. 2(a,d,g), G is generally a line group.129
In the simplest case of the force directed parallel to the
chain (along ez), Q is the subgroup of G that preserves
the z-coordinate.
Since time-reversal symmetry (T ) acts locally in space,
T is not spoilt upon application of a force. We may
therefore expect for half-integer-spin representations
of T that (i) J∈2Z due to spin-doubling, and (ii) the
spectrum of H is Kramers-degenerate.130 As an example,
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we apply (i-ii) to a glide-symmetric (g2,1) crystal with
two atoms per unit cell, and a Kramers-degenerate
orbital (J=2) localized on each atom (cf. Fig. 2(g));
its band structure and degenerate ladder spectrum are
illustrated in Fig. 2(h-i). The Kramers degeneracy of
the spectrum of H, combined with its ladder structure,
results in period doubling (µ‖=2).
Though a driving force F cannot split a Kramers
degeneracy, it may yet split a degeneracy originating
from the orbital degree of freedom – this orbital splitting
due to the Wannier-Stark effect is an analog of spin
splitting due to the Zeeman effect. Owing to a symmetry
reduction in the presence of an electric field, the degener-
acy in the Wannier-Stark spectrum may be less than the
number of orbitals J – we refer to this as orbital splitting.
For a band representation with Wyckoff position $
and on-site representation V , application of a field F
reduces the on-site symmetry group P$ to a subgroup
Q. The symmetry-based criterion for orbital splitting
is that orbital splitting generically occurs if the unitary
representation V is reducible under Q.
Let us exemplify such a splitting for a 1D chain
embedded in 3D. For a band representation having
a single Wannier center $ per unit cell, we consider
an irreducible vector representation V (e.g. px±ipy
orbitals) of P$=C4v, which is generated by four-fold
rotation about ez (parallel to the 1D chain) and a
reflection (My) that inverts y. If the field is oriented in
the xz-plane and has a nonzero component in ex, then
Q={e,My}; Q only has 1D irreducible representations.
This implies that the two Wannier-Stark ladders are
generically nondegenerate, i.e., orbital splitting occurs.
Similarly, we might consider a one-dimensional lattice
with point group generated by My and g6,3 (a sixfold-
screw with half a lattice translation along ez); then, en-
ergy bands are (µ‖=2)-fold connected according to Eq.
(1) and the discussion in Sec. III C. A px±ipy-orbital
forms a two-dimensional irreducible representation of the
on-site symmetry group P$={e, C3,z,My, C3,zMy}. For
a field as described above, the reduced symmetry group is
Q={e,My}, which results in orbital splitting. If we con-
sider an additional s-orbital localized at another Wyckoff
position, the corresponding Wannier-Stark ladders with
ladder spacing 2piµ‖=pi are generically nondegenerate: One
offset ∆γ(1) 6=0 exists between the Wannier-Stark lad-
ders corresponding to the p-orbitals, and another one,
∆γ(2) 6=0, between a Wannier-Stark ladder from a p-
orbital and one from the s-orbital.
Appendix D: Sufficient symmetry criteria for strong
band representations
As described in Sec. IV B 5, a sufficient symmetry
criteria for strong band representations (BRs) is that
Eq. (13) is satisfied for each Wannier center $j . The
goal of this section is to formulate sufficient symmetry
criteria for Eq. (13).
These criteria are formulated for each Wannier cen-
ter individually. By choosing the spatial origin to lie at
$j+R, Eq. (D1) simplifies to
Pj,R (r · vj) Pj,R = 0 (D1)
for some unit-magnitude two-vector vj . Two possi-
bilities emerge: either (a’) symmetry constrains both
Pj,RxPj,R=Pj,RyPj,R=0, or (b’) symmetry constrains
only one component (corresponding to vj) of the pro-
jected position operator to vanish. We expect that the
isotropic condition (a’) occurs only for nongeneric Wyck-
off positions at isolated high-symmetry points, while the
anisotropic condition (b’) occurs for nongeneric Wyck-
off positions that is movable along a high-symmetry line.
Let us utilize known matrix-element selection rules51 to
formulate sufficient criteria for (a’) and (b’), as detailed
in Sec. D 1 and Sec. D 2 respectively. Examples of weak
BRs which do not satisfy these criteria are provided in
Sec. D 3 and Sec. D 4.
1. Sufficient criterion for isotropic, strong EBRs
We denote the on-site symmetry group at $j+R by
Pj , as a short-hand for P$j+R. Xj is its 2D vector
representation, and Vj its (possibly reducible) on-site
representation on Wannier functions; X∗j and V
∗
j are
their respective conjugate representations. Applying
a matrix-element selection rule,51a sufficient condition
for (a’) is that (a) (Vj)
∗ ⊗ Xj ⊗ Vj , when decomposed
into unitary irreducible representations of Pj , does not
contain the trivial representation. An example of an
isotropic strong EBR has been described at the end of
Sec. IV B 5; here we exemplify an isotropic strong CBR:
Example of isotropic strong CBRs. A case in point
are BRs of wallpaper groups which are characterized by:
(i) a single Wyckoff position ($) with multiplicity M$
being unity or greater, (ii) an on-site symmetry group
P$ that is neither trivial nor Cs (Cs is generated only
by reflection51), and (iii) the on-site representation V$
of P$ is a direct sum of the same one-dimensional irre-
ducible representations. First note that the tensor prod-
uct V ∗$⊗V$, with V ∗$ the complex conjugate represen-
tation of V$, is just the trivial representation. This
implies that V ∗$⊗X⊗V$=(dimV$)2X, with X the two-
dimensional vector representation of P$. Condition (ii)
implies that P$ is one of the Cn or Cnv groups, for which
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the vector representation X does not contain the trivial
representation.
2. Sufficient criterion for anisotropic, strong EBRs
For a 2D unit vector vj , we define the 1D on-site sym-
metry group Pvjj as consisting of symmetries in Pj that
map vj to ±vj . In wallpaper groups, Pvjj must therefore
be a subgroup of C2v, i.e., equal to the trivial group, C2,
Cs or C2v; Pvjj is necessarily Abelian for integer-spin
representations, which we assume henceforth. All the
unitary irreducible representations of an Abelian group
are 1D. For example, if (i) Pj={e, C2,z}=C2 then
Pvjj =C2; similarly if (ii) Pj has a reflection that inverts
vj , then Pvjj also inherits it. For Pvjj we denote the
corresponding 1D vector representation by X
vj
j ; for a
given representation Vj of Pj , we define V vjj as the
restricted representation of Pvjj . In example (i) above
and vj=ex, X
ex
j is the (unique) nontrivial 1D unitary
irreducible representation of Pexj =C2; if Vj represents a
py-orbital, then V
ex
j is the trivial representation of C2;
on the other hand, if Vj represents a px-orbital, then
V exj ≡Xexj .
Then, a sufficient condition for (b’) is that (b)
(V
vj
j )
∗⊗Xvjj ⊗ V vjj , when decomposed into into unitary
irreducible representations of Pvjj , does not contain the
trivial representation.
Example of anisotropic strong EBRs. Let us con-
sider the wallpaper group G=pmg and the Wyckoff po-
sition $j=2c (cf. Fig. 3), which is invariant un-
der Pj=Cs={e,Mx} where e is the trivial element and
Mx is the reflection that inverts x and leaves y invari-
ant. For a single orbital with representation Vj local-
ized at $j , (Vj)
∗⊗Vj=A1 is the trivial representation
of Pj . The vector representation Xj of Pj is A1⊕A2
where A2 is the nontrivial 1D irreducible representation
of Cs. Hence, (Vj)
∗⊗Xj⊗Vj=A1⊕A2 contains the triv-
ial representation, i.e., criterion (a) is not satisfied. We
now show that criterion (b) holds for vj=ex but not for
vj=ey: The reduced on-site symmetry group remains
Pexj =Pj with on-site symmetry representation V exj =Vj ;
however, the reduced position operator (x) corresponds
to the one-dimensional representation Xexj =A2. Then
(V
vj
j )
∗⊗Xvjj ⊗V vjj =A2 does not contain the trivial rep-
resentation, i.e., criterion (b) holds. In the y-direction,
Peyj ={e} implies that all representations are trivial, thus
(b) cannot be satisfied for vj=ey.
3. Examples of weak and composite BRs
Consider composite BRs of the space group with a
trivial point group. A subset of these composite BRs
have reducible on-site representations on at least one
Wannier center (indexed by j). Since the stabilizer Pj
is trivial, a reducible, integer-spin representations is
necessarily at least two-dimensional. In the absence of
any on-site symmetry, the direct product of any repre-
sentation is always the trivial representation; physically
stated, in the absence of any on-site symmetry, Wannier
functions can hybridize and split away from $j . Such
BRs are weak.
Similarly, we might consider composite BRs of a space
group with a nontrivial point group. A subset of these
composite BRs have a reducible on-site representation
on at least one generic Wyckoff position, i.e., a Wannier
center with a trivial stabilizer. The same argument as in
the previous paragraph leads to the conclusion that such
BRs are weak.
4. Examples of weak and elementary BRs
By exhausting all EBRs for integer-spin represen-
tations of wallpaper groups, we have found a single
example of a weak and elementary BR. For future
investigation, we believe that more examples may be
uncovered in half-integer-spin EBRs of wallpaper groups,
and EBRs of 3D space groups.
Let us consider px±ipy-orbitals on the vertices of a
honeycomb lattice (with Wyckoff position $); they form
the two-dimensional irreducible (vector) representation
V$=X of the on-site symmetry group P$=C3v, which
is generated by My and C3. For convenience, we place
the origin in $.
Let us argue, in two steps, that generically PxP and
PyP do not commute. In the first step, we observe
that PxP and PyP are generically nonzero because
X∗⊗X⊗X contains the trivial representation, i.e.,
condition (a) is not satisfied. To elaborate, let us denote
the trivial representation of C3v by A1, the nontrival 1D
irreducible representation by A2 and the 2D irreducible
representation by E; the vector representation falls into
the latter category: X=E. Then X⊗X=A1⊕A2⊕E.
Since X∗=X, it follows that X∗⊗X⊗X contains X⊗X,
which contains A1, the trivial representation.
In the second step, we would argue that PxP and PyP
do not commute. Indeed, the only nonzero matrix ele-
ments in both operators can be derived from knowing
the only C3v-invariant function that is cubic in powers
of x and y: x3−3xy2;51 we have assumed here that C3v
includes a mirror that inverts y. Consequently,
PxP = |px〉 〈px|x|px〉 〈px|+ |py〉 〈py|x|py〉 〈py| ,
PyP = |px〉 〈px|y|py〉 〈py|+ |py〉 〈py|y|px〉 〈px| . (D2)
In the basis of |px〉 and |py〉, we observe that PxP is a
diagonal matrix with generically different diagonal ele-
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ments, and PyP is off-diagonal – therefore they do not
commute, for the same reason that the Pauli matrices σ3
and σ1 do not commute.
Appendix E: χ>1 for EBRs
We show first that criteria (i-iii) in Sec. IV B 3 are suf-
ficient to prove Eqs. (10-10’) (χ>1) for at least one Gn of
the form of Eq. (9). Next, we exhaust all EBRs of wallpa-
per groups, to show that criteria (i-iii) in Sec. IV B 3 are
actually equivalent to Eq. (10’). We notice that Eq. (9)
rules out gˇn=C6,z, because there exists no C6,z-invariant
wavevector on the first-BZ boundary. Moreover, by con-
dition (i) in Sec. IV B 3, gn cannot be a glide reflection.
1. Conditions (i-iii) in Sec. IV B 3 ⇒ Eq. (10’)
Since $j+R is generated from $j by R∈T , eiGn·$j
is independent of the representative Wannier center of
$j+R. Moreover, we may infer e
inGn·$j=1 from the
following demonstration: consider a plane wave with
2D wavevector Kn and with coordinates restricted to
$j+R; by condition (ii), such a discrete plane wave
forms a scalar representation of gn, i.e., gn maps e
iGn·$j
as
gn : e
iKn·$j → eiKn·gˇ−1n $j = eiGn·$jeiKn·$j , (E1)
with eiGn·$j an n’th root of unity, owing to the triviality
of gnn . By condition (iii), $j′ and $j are related by
an element in P that is not in P$, and therefore
∆$=$j′−$j cannot be a Bravais lattice vector. It
follows that if ∆$ and Gn are not orthogonal, e
iGn·∆$
must equal a nontrivial root of unity.
We address the possibility that Gn·∆$=0 for gn
a reflection or rotation. In the former case, this is
impossible owing to (a) $j′ and $j lying on distinct,
parallel mirror lines, due to condition (iii), and (b)
Gn being orthogonal to both mirror lines, due to Eq.
(9). For gn a rotation of order 2, 3 or 4, and supposing
Gn·∆$=0, there exists a linearly-independent G′n
which also satisfies Eq. (9) for a distinct wavevector K ′n
on the BZ boundary – this is a well-known property of
rotationally-invariant points.51 It follows that G′n·∆$ is
neither zero, nor an integer multiple of 2pi; eiG
′
n·∆$ must
therefore be a nontrivial root of unity. This completes
the proof that Eq. (10) is satisfied.
At last, we show that all other pairs of gn-invariant
Wannier separations ∆$′ are (possibly trivial) multiples
of 2pi/µ⊥, i.e. Eq. (10’) is satisfied. We first notice that
eiGn·∆$
′
is an n’th root of unity, as shown above; thus
Gn·∆$′ is a multiple of 2pi/n. For n=2, 3, 4, all divisors
that are not one, are either equal to n, or divide an-
other divisor (in which case µ⊥ is the largest divisor for
which Eq. (10) is satisfied). More explicitly, for n=2, 3,
µ⊥=n, thus if Gn·∆$′ is not zero, it is trivially a mul-
tiple of 2pi/µ⊥; for n=4 and Gn·∆$′ nonzero, either
µ⊥=4, or µ⊥=2, such that Gn·∆$′ also being an n’th
root of unity, must be a multiple of 2pi/µ⊥. This com-
pletes the proof that under conditions (i-iii), Eqs. (10-10’)
are satisfied. 2
2. Wallpaper groups: Conditions (i-iii) in Sec.
IV B 3 ⇔ Eq. (10’)
In 2D, we went through all Wyckoff positions of the
17 wallpaper groups to study when conditions (i-iii) in
Sec. IV B 3 and Eq. (10’) are independently satisfied.
We found that they are simultaneously satisfied for
16 Wyckoff positions in 9 wallpaper groups, while for
all other Wyckoff position, neither of them hold. We
therefore conclude that in 2D, conditions (i-iii) and Eq.
(10’) are equivalent.
There are several ways in which a Wyckoff position of
a wallpaper group fails to satisfy conditions (i-iii) in Sec.
IV B 3, as well as Eq. (10’):
• The Wyckoff position is nongeneric (condition (i)
is not satisfied); equivalently, G·$j are not fixed
by symmetry to any special value, i.e., Eq. (10’) is
generically not satisfied.
• If M$=1, condition (ii), as well as Eq. (10), are not
satisfied.
• 2a in cm, (2a, 2b) in cmm: Here, 2a and 2b in the
International Table of Crystallographie48 refer to
multiplicity two with a centered unit cell, whereas
we define M$ wrt. primitive unit cells; M$=1 and
condition (ii), as well as Eq. (10), are not satisfied.
• (4d, 4e) in cmm, (2e, 2f , 2g, 2h) in pmm, (4d,
4e, 4f) in p4m, 3d in p3m1, 3c in p31m, (6d, 6e)
in p6m: the non-trivial symmetry in P$ is a re-
flection; these Wyckoff positions lie on a reflection-
invariant line (rather than a point, as for rotational
symmetries), hence G·$j is not fixed to symmetry
by any special value, i.e., Eq. (10’) is generically
not satisfied. Though M$>1, all symmetry-related
Wannier centers lie on non-parallel lines, and con-
dition (iii) is not satisfied.
Appendix F: Relations between the projected
position operator and the Wilson loop
The first part of this appendix proves Eq. (16). The
second part proves the atomic Zak-Wannier relation (Eq.
(17)) for strong, atomic EBRs of a space group G. For
notational simplicity, let us drop the subscript n of G in
Eq. (16).
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1. Proof of Eq. (16)
The integral on the left-hand side of Eq. (16) may be
reparametrized by a time variable dt as
〈ψj,kf | ei
∫ TB
0 PF (t)·rPdt |ψj′,k0〉 , (F1)
with a time-dependent force satisfying F (t)=~dk/dt, and
TB is the time taken to complete the loop C. Eq. (F1)
is equivalent to the problem of a Bloch function (ψj′,k0
being the initial state) evolving under a time-dependent
field F (t). The role of P in Eq. (F1) is to restrict the
field-induced dynamics to a low-energy subspace spanned
by N Bloch functions at each wavevector in the Brillouin
zone; this restriction is physically justified by the adi-
abatic approximation, which holds for sufficiently large
TB .
131 By the acceleration theorem,5 the wavevector of
the initial Bloch function evolves in accordance with
dk/dt=F (t)/~ and k0=k(0) as the initial condition. We
may therefore replace P in Eq. (F1) by P (C) ⊂ P , where
P (C) is the line integral of P (k)=∑Nn=1 |ψn,k〉 〈ψn,k| over
the loop k∈C. Eq. (16) is then equivalent to the identity:
δ(kf − k0 −G)W[C]j,j′
= 〈ψj,kf | ei
∮
C P (C)rP (C)·dk |ψj′,k0〉 . (F2)
For a reminder of the definitions of various symbols, we
refer the reader to Table III.
We begin by deriving an analog of Eq. (L9) for an in-
finitesimal path in k-space, with the eventual goal of con-
catenating infinitesimal paths into a finite loop C. The
infinitesimal analog is (writing out sums explicitly)
lim|δk|→0
∫
C
N∑
j,j′=1
|ψj,k+δk〉
(
eiA(k)·δk
)
j,j′ 〈ψj′,k|dk
= lim|δk|→0 eiP (C)rP (C)·δkP (C). (F3)
The left-hand-side of Eq. (F3) is the operator that
induces parallel transport from k → k + δk for any k
and k + δk ∈ C.
We start the proof of Eq. (F3) by applying the idempo-
tency of P (C), such that the right-hand-side of Eq. (F3)
becomes
eiP (C)rP (C)·δkP (C)
=
[
I + iP (C)rP (C) · δk +O(|δk|2)
]
P (C)
= P (C)
[
I + ir · δk +O(|δk|2)
]
P (C)
= P (C) eir·δk P (C) +O(|δk|2).
By definition of P (C)
P (C) eir·δk P (C)
=
N∑
j,j′=1
∫
C
∫
C
|ψj,k〉 〈ψj,k|eir·δk|ψj′,k′〉 〈ψj′,k′ |dkdk′
and using〈
ψj,k
∣∣eir·δk∣∣ψj′,k′〉 = δ(k − k′ − δk)〈uj,k∣∣jn′,k′〉cell
= δ(k − k′ − δk)(eiA(k′)·δk)
j,j′ ,
the infinitesimal version is proven.
To relate Eq. (F3) to Eq. (L9), it is useful to decompose
C into the path-ordered product CK+1 . . . C2C1, where K
is number of kinks (possibly zero) in C, and each of the
Ci is an oriented straight path beginning at wavevector
ki−1 and ending at ki. Let δki by an infinitesimal vector
parallel to Ci. Then by path-ordered concatenation of
Eq. (F3) over the path Ci, we derive
δ(ki − ki−1 − δki)W[Ci]j,j′
= δ(ki − ki−1 − δki)
(
e
i
∫
Ci A(k)·dk
)
j,j′
=
〈
ψj,ki
∣∣ei ∫Ci P (C)rP (C)·dk∣∣ψj′,ki−1〉,
and finally
δ(kK+1 − k0 −G)W[C]j,j′
= δ(kK+1 − k0 −G)
(W[CK+1] . . . W[C2]W[C1])j,j′
=
〈
ψj,kK+1
∣∣ei ∮C P (C)rP (C)·dk∣∣ψj′,k0〉.
2
2. Zak-Wannier relation for strong, atomic BRs
The atomic Zak-Wannier relation (Eq. (17)) says that
the eigenvalues of W are equal to {eiG·$j}Nj=1, where
{$j}Nj=1 are different representatives of the Wyckoff
position $1 (cf. Definition 2) of the strong, atomic EBR.
Let us begin from the just-proven identity (Eq. (16)),
which applies generally to any N -band subspace pro-
jected by P . We then particularize to strong BRs, which
satisfy the defining property that PxP and PyP com-
mute in the atomic limit. That is to say, there exists a
set of Wannier functions Wj,R (projected by Pj,R) that
are eigenstates of PrP with eigenvalues $j+R. Con-
sequently, the operator on the left-hand-side of Eq. (16)
may be expressed as
ei
∮
C PrP ·dk =
∑
j,R
eiG·$jPj,R, (F4)
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where G is the primitive reciprocal vector that connects
C across the Brillouin zone. In deriving the above
expression, we have used that [PxP, PyP ]=0 for every
k∈C, hence the path-ordering may be ignored, and PrP
may be replaced by directly by its spectral decomposi-
tion
∑
j,R($j+R)Pj,R.
The Fourier transform of Wj,R (cf. Eq. (22)) defines a
set of Bloch functions ψj,k which satisfy∑
R
〈ψj,kf |Pl,R|ψj′,k0〉 = δ(kf − k0 −G)δj,j′δj,l. (F5)
It follows from Eq. (F4) and Eq. (F5) that
〈ψj,kf |ei
∮
C PrP ·dk|ψj′,k0〉
= δ(kf − k0 −G)δj,j′eiG·$j . (F6)
Combining the above equation with Eq. (16), we derive
W[C]j,j′ = δj,j′eiG·$j . (F7)
This equality is valid in the basis of Bloch func-
tions that are the Fourier transforms of projected-
position eigenstates. In a more general basis given by
ψα,k=
∑N
j=1 ψj,kSj,α(k) with unitary S, the Wilson loopW need not be diagonal. Independent of basis, we may
identify the eigenphase of W[C] (i.e., the Zak phase) as
φj [C]=G·$j mod 2pi, which proves our claim. 2
Appendix G: Theorem for symmetry-protected Zak
phases
Here we provide the proof for the theorem and its corol-
laries stated in Sec. IV D 1.
1. Proof of the theorem
We first notice that we can write the loop
Cn=gˇnKn−Kn as the concatenation of the two lines:
C1n=Γ−Kn and C2n=gˇnKn−Γ. Wilson lines at symmetry-
related wavevectors satisfy22,59
W[gˇnk′ ← gˇnk] = ρn(k′)W[k′ ← k]ρn(k)† (G1)
(this was shown in terms of the sewing matrix but can
equivalently be shown for ρn).
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Let W[C1n] be the Wilson line with base point Kn and
end point Γ=gˇnΓ, then using the above relation, we find
W[Cn] =W[gˇnKn ←Kn] =W[gˇnKn ← gˇnΓ]W[Γ←Kn]
= g˘n(Kn)W [Kn ← Γ]g˘n(Γ)†W[Γ←Kn]
= g˘n(Kn)Z
†g˘n(Γ)†Z = ρn(Kn)Z†ρn(Γ)†Z.
(G2)
The unitary Wilson line Z=W[C1n] conjugates the uni-
tary matrix ρn(Γ)
†, but does not change its eigenvalues.
Varying parameters in the Hamiltonian that preserve
the symmetry gn, Z can be any element of U(N)
(assuming no other symmetries); the gn-protected Zak
phase factors exactly correspond to the eigenvalues of
W[Cn] that are independent of Z.
We use the spectral decomposition of ρn(Kn) and
Z†ρn(Γ)†Z to obtain a spectral decomposition of W[Cn].
Let P∗ be the projection operator onto the eigenspace of
Z†ρn(Γ)†Z with eigenvalue λ¯∗=e−2piil∗/n; Q∗=1N−P∗
projects to its orthogonal complement. Let Pl be the
projection operator onto the eigenspace of ρn(Kn) with
eigenvalue e2piil/n. Decomposing the Wilson loop as
W[Cn] =
∑
l
e2pii(l−l∗)/nPlP∗
+
∑
l
e2piil/nPlQ∗Z†ρn(Γ)†ZQ∗, (G3)
we find that the rank of the projection PlP∗ varies with
Z. If the rank ml(Kn) of Pl is larger than the rank
N−ml∗(k∗) of Q∗, then PlP∗ must have positive rank.
This means that there exists a subspace of minimal rank
rl[Cn]=ml(Kn)−(N−ml∗(k∗)), independent of Z, which
projects to the Wilson loop eigenvalue e2pii(l−l∗)/n. If we
try to apply the same reasoning to PlQ∗, we find that
ml(ks) cannot be larger than ml∗(k∗), by assumption.
Therefore PlQ∗ has no Z-independent subspace.
In the case where k∗=Kn, we first notice that
ZW[Cn]Z†=Zρn(Kn)Z†ρn(Γ)† andW[Cn] are spectrally
equivalent. Then we can apply a similar reasoning as for
k∗=Γ. This proves the theorem. 2
2. Proof of corollaries (I-II)
To prove corollary (I), we notice that ml(ks)≤ml∗(k∗),
therefore rl[Cn]≤2ml∗(k∗)−N is bigger than zero if and
only if ml∗(k∗)>N/2.
For corollary (II), we observe that all Zak phases
are gn-protected if and only if rl[Cn]=ml(ks), which is
equivalent to N=ml∗(k∗).
At last, we prove that even for non-unique (l∗,k∗),
(l′∗,k
′
∗), i.e., ml∗(k∗)=ml′∗(k
′
∗), the output of the the-
orem is unique. We distinguish two scenarios: (i)
If k∗=k′∗ but l∗ 6=l′∗ then ml∗(k∗)=ml′∗(k′∗)≤N/2. By
corollary (I), there can be no symmetry-protected Zak
phases. (ii) If l∗=l′∗ but k∗ 6=k′∗, then for all l 6=l∗ holds
that ml(k∗)≤N−ml∗(k∗) and thus rl[Cn]≤0. There-
fore, the only symmetry-protected Zak phases arise for
l=l∗, for which rl[Cn]=2ml∗(k∗)−N Zak phases are gn-
protected to ±2pi(l∗−l′∗)/n, where + (resp. −) applies
for k∗=Γ,k′∗=Kn (resp. k∗=Kn,k
′
∗=Γ). Interchanging
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the roles of (l∗,k∗) and (l′∗,k
′
∗) leads to the same gn-
protected Zak phases. 2
Appendix H: Case studies with topologically
nontrivial subspaces in class A/AII
1. Zak-Chern relation in C4,z-symmetric lattices
To prove Eq. (29), we concatenate C4 with −C2 (the
minus sign indicates a reversal in orientation) to form
the contractible loop C′ which bounds a quarter of the
the Brillouin torus. Due to the periodicity of the Bloch
functions on a torus, the Berry phase of C′ satisfies
φ[C′]=φ[C4]−φ[C2]. Moreover, via Stoke’s theorem, φ[C′]
equals a quarter of the total integrated curvature, mod-
ulo 2pi; the latter equals −2piC/4, hence we obtain Eq.
(29). The mod-four arbitrariness in Eq. (29) originates
from the mod-2pi ambiguity in the Berry phase. 2
2. Class A: honeycomb and Kagome lattices
An example of splitting an EBR into Chern insulators
is given by the honeycomb lattice with s-orbitals at the
Wyckoff positions 2b (cf. Table I); here we consider the
wallpaper group p6 in contrast to p6m used in the main
text. The corresponding eigenvalues of C3,z (ρ3) and
C2,z (ρ2) are also listed in Table II(b) (p6 is a subgroup
of p6m). There are four ways to split the EBR into
two single bands, depending on the combination of C3,z
and C2,z eigenvalues at the high-symmetry wavevectors.
One single band has Zak phase 2pi/3 for the C3-loop,
while the other band has Zak phase −2pi/3. Using Eq.
(31), we also find that the Chern numbers of the two
single bands must be equal to ±1 modulo 3 for all four
splittings.
We now consider splitting the EBR of the Kagome
lattice with s-orbitals at the Wyckoff position 3c (cf.
Table I). We have seen an explicit tight-binding model
in Sec. VI B 2, while here we discuss what are all the
possible splittings in general. From Table II(c) we infer
that the three-band C2-Wilson loop results in µ⊥=2,
while the C3-loop has no symmetry-protected Zak phases
(µ⊥=1). There are in principle 72 possible splittings
of the three-band subspace into three single-band sub-
spaces. The C2-Wilson loop after the splitting results in
three C2,z-fixed Zak phases, with two of them differing
by pi; there are many different possibilities for the
three C3,z-fixed Zak phases and therefore for the Zak
phases of the C3-Wilson loop. For each splitting, we
calculate the three single-band Chern number modulo
6 using Eq. (32) and combine them into an unordered
triple: each component corresponds to the Chern
number of a single band. These triples are of the form
(0, 1,−1), (0, 3,−3), (1, 1,−2), (−1,−1, 2), (1, 2,−3).
The three Chern numbers must sum to zero, because
the three-band subspace is an EBR (which has zero
three-band Chern number). We notice that the triples
(0, 2,−2), (2, 2, 2) do not appear in the above combi-
nations, which is equivalent to say that not all Chern
numbers can be even (indeed, two single-band Chern
numbers are odd and one is even).
3. Proof of equivalence of µ⊥=3 and nonzero mirror
Chern number in class AII
We prove that for the set of two-band subspaces with
half-integer spin representation, as well as time-reversal
T , six-fold rotation C6,z, and inversion I symmetry,
holds: µ⊥=3 if and only if the mirror Chern number C±
is nonzero.
Due to TI symmetry, all C3,z eigenvalues (of ρ3) in
the two-band subspace come in pairs of only two kinds:
{e2pii/3, e2pii/3} and {1, e−2pii/3}. This is because the
spectrum of eiFpi/nρn must be invariant under complex-
conjugation. Let us exhaust all possible combinations
of C3,z eigenvalues that would give rise to µ⊥=3. If
only C3,z symmetry existed, the theorem (in Sec. IV D 1)
states that either
(a)σ
(
ρ3(Γ)
)
= {e2pii/3, e2pii/3}, σ(ρ3(K)) = {1, e−2pii/3},
(b)σ
(
ρ3(Γ)
)
= {1, e−2pii/3}, σ(ρ3(K)) = {e2pii/3, e2pii/3}.
(H1)
Since Mz=C2,zI is a symmetry by assumption, and com-
mutes with C6,z, for any single-band subspace of Mz,
the C3,z eigenvalues at K and K
′ are identical. Let us
apply Chen-Gilbert-Bernevig’s criterion65 which relates
the Chern number modulo three to the C3,z eigenvalues;
applying the criterion within each mirror subspace, we
determine the mirror Chern number modulo three, but
not its parity. When we restrict to a single band that
transforms in one representation of Mz,
e−2piiC/3 = ρ3(Γ)ρ3(K)ρ3(K ′) = ρ3(Γ)
(
ρ3(K)
)2
. (H2)
In case (a), the product of eigenvalues within one
Mz subspace equals either of ρ3(Γ)
(
ρ3(K)
)2
=e2pii/3
or =e−2pii/3, which implies that the mirror Chern
number is nonzero. This is also the case for (b):
ρ3(Γ)
(
ρ3(K)
)2
=e−2pii/3 or =e2pii/3.
We have not yet exhausted all cases with µ⊥=3. Since
Mz symmetry allows us to split the two-band subspace
into two single-band subspaces, we should apply the the-
orem within each single band. To obtain a Berry phase
of ±2pi/3 (where the + occurs for one Mz subspace and
− for the other), we could also pair up 1 (at one invariant
wavevector) with e−2pii/3 (at the other invariant wavevec-
tor). Then ρ3(Γ)
(
ρ3(K)
)2
=e+2pii/3 or =e−2pii/3 implies
that the mirror Chern number is nonzero. 2
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Appendix I: Applying a ⊥-field to a
nearly-degenerate band subspace
The atomic limit of crystals describes a scenario where
bands are not dispersive. We have identified band sub-
spaces which Bloch oscillate with frequency 2pi/(µ⊥TB)
in the atomic limit. In the vicinity of the atomic limit,
bands have a small but finite energy dispersion, i.e., the
band width at each k is
∆E(k) = max
i,j=1,...,N
| 〈ui,k|H0(k)|ui,k〉cell
− 〈uj,k|H0(k)|uj,k〉cell | > 0, (I1)
where |uj,k〉cell span the N -dimensional subspace at
each k∈Cn, and H0(k)=e−ik·rH0eik·r is the Bloch
Hamiltonian. The overall band width is defined by
∆E= maxk∈Cn ∆E(k)>0. We will show that the shift in
the frequency (δω) from 2pi/(µ⊥TB) is bounded by
|δω| ≤ 1
~TB
∫ TB
0
‖∆E
(
k(t)
)‖dt ≤ ∆E
~
(I2)
where k(t) describes the parametrization along the loop
Cn with base point k0∈Cn and which wraps around the
BZ in the direction of the reciprocal vector Gn (defined
in Eq. (9)).
The time-ordered integral in U(TB) (U(TB) is de-
fined in Eq. (4)) can be expressed explicitly by dis-
cretizing time TB=(L+1)δt for L∈N large and δt>0
small, and therefore also discretizing the wavevector
kl=k(lδt) for l=0, .., L such that kL=k0+Gn with incre-
ment δkl=kl−kl−1 for all l=1, ..., L. Eventually, we will
take the continuum limit δt→0, L→∞ with (L+1)δt≡TB
constant. Let us first express the infinitesimal propagator
U(δt) to first order in δt as
U(δt)i,j =
(
1N − i~E(kl)δt+ iA(kl) · δkl
)
i,j
= δi,j − i~Ei,j(kl)δt− 〈ui,kl |∇k|uj,kl〉cell · δkl
= 〈ui,kl |uj,kl〉cell −
i
~
Ei,j(kl)δt+ 〈∇kui,kl |uj,kl〉cell · δkl
= 〈ui,kl+1 |e−iH0(kl)δt/~|uj,kl〉cell , (I3)
where E is the energy matrix, defined in Eq. (6), and A
the non-Abelian Berry connection (Eq. (5)). We write
the projection operator on cell-periodic functions as
P(k) =
∑
j∈ZN
|uj,k〉 〈uj,k|cell . (I4)
The adiabatic evolution operator U(TB) in discrete time,
U(TB)=
∏L−1
l=0 U(δt), is then
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U(TB)i,j = 〈ui,k0+G|
( L−1∏
Cn:l=0
P(kl+1)e
−iH0(kl)δt/~)|uj,k0〉
cell
where the notation
∏L−1
Cn:l=0 clarifies that the product
is path-ordered along the loop Cn. Note that the
discretization error is now of order O(Lδt2)=O(δt),
while expanding the exponential to first order in δt gives
a contribution of order O(Lδt)=O(1).
In the energy-degenerate case where
Ei,j(kl)=δi,jE0(kl), the discretized propagator U(TB)
simplifies to
Uatomic(TB)i,j = e
−i∑Ll=1 E0(kl)δt/~
×〈ui,k0+G|
( L∏
Cn:l=1
P(kl)
)|uj,k0〉
cell
+O(δt). (I5)
Away from that limit, the energy matrix is not pro-
portional to the identity, so let
Ei,j(k) = E0(k)δi,j + δEi,j(k)
with E0(k)=
1
N trE(k) and δEj,i(k)=δEi,j(k) a Hermi-
tian, traceless N×N matrix (for a complex num-
ber z, we denote by z¯ its complex conjugate),
which is bounded by the band width ∆E(k) at
each k. Then Eq. (I3) together with the equali-
ties H0(k)=E0(k)P(k)+
(
H0(k)−E0(k)P(k)
)
and
P2(k)=P(k), gives to zeroth order in δt:
U(TB)i,j = e
−i∑Ll=1 E0(kl)δt/~ 〈ui,k0+G|
L−1∏
Cn:l=0
(
1−
iδt
~
(
H0(kl)− E0(kl)
)
+P(kl+1)
)
P(kl) |uj,k0〉cell
= Uatomic(TB)i,j − iδt~ e
−i∑Ll=1 E0(kl)δt/~ 〈ui,k0+G|
L−1∑
l′=0
(∏
l>l′
P(kl)
(
H0(kl′)− E0(kl′)P(kl′)
) ∏
l′′<l′
P(kl′′)
)
|uj,k0〉cell
where in the last equation δt~ δE(k) appears exactly once
at each position kl in the path-ordered product. This is
the discretized version (to first order in λ) of the well-
known identity
e¯
∫ t
0
(
A+λB
)
dt′ = e¯
∫ t
0
Adt′ e¯
∫ t
0
(
e¯−
∫ t′
0 AdsλB e¯
∫ t′
0 Ads
)
dt′ .
Using the triangle and Cauchy-Schwartz inequalities sev-
eral times, as well as ‖P(k)‖=1 for all k∈Cn, we obtain
for the operator norm
‖U(TB)− Uatomic(TB)‖ ≤ δt~
L∑
l′=1
‖δE(kl′)‖+O(δt)
≤ δt
~
L∑
l′=1
∆E(kl′) +O(δt). (I6)
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To relate ‖U(TB)− Uatomic(TB)‖ to the shift in oscil-
lation frequency, we consider the eigenvalues and (nor-
malized) -vectors {eiϕm , |ψm,k0〉}m∈ZN of Uatomic(TB)
(Eq. (I5)); in this basis, we denote matrix elements
by U˜atomic(TB)m,l=δm,le
iϕm . Since the right-hand-side
of Eq. (I6) is small, we can use a first order pertur-
bation to find U˜(TB)m,l=δm,le
i(ϕm+m) + O(∆2E) where
O(m) = O(∆E) for all m∈ZN . For simplicity, we as-
sumed that ϕm 6=ϕl for m6=l, but degeneracies can be
treated analogously using standard methods of degener-
ate perturbation theory; the result, Eq. (I2), is the same.
The operator norm ‖ . ‖ can then be bounded from below
as follows: for all m∈ZN
‖U(TB)− Uatomic(TB)‖2 = ‖U˜(TB)− U˜atomic(TB)‖2
≥
∑
l∈ZN
(
U˜(TB)−U˜atomic(TB)
)†
m,l
(
U˜(TB)−U˜atomic(TB)
)
l,m
= |1− eim +O(∆2E)|2 = |m|2 +O(∆3E); (I7)
especially, ‖U(TB)−Uatomic(TB)‖≥maxm |m|.
In the atomic limit, the Bloch oscillation fre-
quency is obtained from the phases {ϕm}m∈ZN as
1
TB
minm6=0 |ϕm−ϕ0|; because of the dependency of the
phases {ϕm}m∈ZN on the choice of origin, as elaborated
in Sec. IV D 1, we can assume without loss of generality
that ϕ0=0. The shift in oscillation frequency is therefore
|δω| = 1
TB
min
m 6=0
|m| ≤ 1
TB
max
m 6=0
|m|
≤ 1
TB
‖U(TB)−Uatomic(TB)‖
≤ 1
~TB
∫ TB
0
‖∆E
(
k(t)
)‖dt,
where we took the continuum limit of Eq. (I6) for the
last equality. This proves Eq. (I2). 2
Appendix J: Organization of the supplementary material
This supplementary material provides helpful tools for the beginner to understand the main text. Much of the
material is available from various sources in the literature, and collected here for pedagogy. In the preliminaries, we
first review Bloch theory
(
Sec. K 1
)
, different electromagnetic gauge choices
(
Sec. K 2
)
, basics about (magnetic) space
groups
(
Sec. K 3
)
and its representation on Bloch functions. A detailed introduction to band representations is given
in Sec. K 4, followed by basics on Wilson loops and its gauge-invariant formulation – the Kato Hamiltonian
(
Sec. K 5
)
.
In Sec. L we prove a relation between the adiabatic propagator (which includes PrP in its generator) and the Wilson
loop. In Sec. M we provide two alternative derivations of the Zak-Wannier relation (Eq. (21) in the main text) for
strong EBRs in the atomic limit. At last, in Sec. N, we give an extended derivation of the adiabatic theorem and its
leakage, following closely A. Nenciu’s thesis.75
Appendix K: Preliminaries
1. Review of the Bloch Hamiltonian
We review the theory of Bloch states: They are eigenstates under translation and reduce the study of translation-
invariant systems to a unit cell.
To describe (i) electronic materials with light elements and consequently weak spin-orbit coupling, or (ii) bosons in
a crystalline lattice, we apply the field-free Schro¨dinger Hamiltonian, defined as
H0 =
p2
2m
+ V (r); (K1)
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otherwise, we apply the Pauli Hamiltonian
H0 =
1
2m
(
p+
~
4mc2
σ ×∇V
)2
+ V (r). (K2)
We define the lattice potential V (r) = V (r+R) that is invariant under Bravais-lattice translations R; σ is the vector
of Pauli matrices. We use the same symbol H0 for both Hamiltonians and we assume that expressions with H0 apply
to both types of Hamiltonians. Each eigenstate of H0 can be labeled by an integer j and has the form of a Bloch wave
ψj,k = e
ik·ruj,k, (K3)
where uj,k = uj,k(r) in the Schrodinger case, and = uj,k(r, s) with additional spin index s in the Pauli case. In both
cases, uj,k is periodic with respect to Bravais-lattice translations r → r +R, and shall henceforth be referred to as
cell-periodic functions; they form an orthonormal set for each k which is complete with respect to periodic functions.
The Hamiltonian acts on cell-periodic functions as
H0(k) = e
−ik·rH0eik·r; (K4)
we will refer to H0 as the Hamiltonian, and H0(k) as the Bloch Hamiltonian.
A cell-periodic function can be expanded as
〈α|uj,k〉cell = uj,k(α), |uj,k〉cell =
∑
α
uj,k(α) |α〉cell ,
〈uj,k|α〉cell = u¯nk(α), 〈uj,k|cell =
∑
α
u¯nk(α) 〈α|cell , (K5)
where α is a shorthand for either t or (t, s) in the Pauli, with s a spin index, and t the cell-periodic position coordinate
that is defined with the equivalence t ∼ t+R (R being a Bravais-lattice vector). We define ∑α =V ∫unit cell dt, where
V is the volume of the BZ,132 and there is an additional sum over the spin index s for spinor wavefunctions. The
inner product over one unit cell is then defined as
〈u|u′〉cell =
∑
α
u¯(α)u′(α), 〈α|β〉cell = δαβ , (K6)
where δαβ is a shorthand for the product of a Dirac delta function in real space and a Kronecker delta function in
spin space, if present. We remark that we can also interpret α as a discrete label for a basis of Lo¨wdin orbitals in
tight-binding models.133,134
2. Electromagnetic gauge freedom
A particle in a crystalline potential V and in a spatially homogeneous electric field E(t) satisfies the Schro¨dinger
equation with Hamiltonian
H(t) =
1
2m
(
p− eA(r, t))2 + V (r). (K7)
This Hamiltonian is in the temporal gauge, so called because the vector potential A(t) = − ∫
t
E(t′)dt′ is time-
dependent and the scalar potential is zero. The Hamiltonian in the scalar gauge reads as
H ′(t) =
p2
2m
+ V (r)− eE(t) · r, (K8)
which can be obtained from Eq. (K7) by a gauge transformation G(r, t) = e−ieA(t)·r. When we discuss systems with
spin-orbit coupling, p is replaced by p+ ~4mc2σ×∇V
(
see Eq. (K2)
)
. We assumed the term |F |c2 is negligible,
135 then
spin-orbit coupling does not break spatial symmetries.
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3. Symmetries in the Bloch Hamiltonian
In addition to translational invariance, a solid can have point-group symmetries as well as symmetries that reverse
time. Let us discuss how they act on Bloch functions and then specialize to nonsymmorphic symmetries.
a. Generalities about space groups
The set of all symmetries of a solid is defined as the (magnetic) space group G. Any spatial symmetry
g ∈ G has the form g = (gˇ|t) where gˇ is the point group component of g and t is a translation. For applica-
tion to half-integer spin representations, we define e¯ as a 2pi-rotation that is not equal to the identity, e¯ 6= e, but e¯2 = e.
Lattice translations in d = 1, 2, 3 dimensions are denoted by T ∼= Zd and all other symmetries are elements of the
point group P = G/T = {[g1], ..., [gM ]} with [gn] = gnT a coset. P is isomorphic to another point group, which
consists of symmetries that leave a point in space invariant. In our definition, point group symmetries are more
generally representatives gn in P, which can contain fractional, or even full lattice translations. A space group G is
symmorphic if there exists an origin that is preserved by all point group elements, otherwise it is called nonsymmorphic.
The noncommutative multiplication rule for two elements g1 = (gˇ1|t1), g2 = (gˇ2|t2) ∈ G and the inverse of g1 are
given by
g1g2 = (gˇ1|t1)(gˇ2|t2) = (gˇ1gˇ2|gˇ1t2 + t1), (K9)
g−11 = (gˇ
−1
1 | − gˇ−11 t1). (K10)
For magnetic space groups we also consider g that reverses time. The time reversal operation g = T acts trivially
on space (gˇ = e, t = 0), and is represented by Tˆ = UTK, with UT a unitary transformation and K the complex
conjugation operation; Tˆ 2 = (−1)F , where F = 0 for integer-spin representations (UT = e), and F = 1 for half-
integer-spin representations (UT = −iσy in spinor space). It is useful to introduce a Z2-index s that distinguishes
between transformations which are purely spatial (and therefore have a unitary representation gˆ), and transformations
which involve time reversal, possibly composed with a spatial operation (in which case gˆ is antiunitary):
s(g) =
0, gˆ unitary,1, gˆ antiunitary . (K11)
For a space group element g = (gˇ|t) ∈ G its representation in real space is21
(g ◦ r)i = gˇijrj + ti, gˇ-1 = gˇT ∈ R, (K12)
for all i = 1, ..., d, which we shorten notationally as g ◦ r = gˇr+ t. The linear representation of G on scalar functions
f(r) of r is defined by
gˆf(r) = f(g−1 ◦ r), gˆ = (̂gˇ|t), gˆ1gˆ2 = ĝ1g2 (K13)
for g, g1, g2 ∈ G. We denote the group element obtained by the group multiplication of g1 with g2 by g1g2, as defined
in Eq. (K9). For example, the representation of g = (gˇ|t) ∈ G on a plane waves is
gˆeik·r = e[(−1)
s(g)i]k·[gˇ−1(r−t)] = ei[(−1)
s(g)gˇk]·(r−t). (K14)
Consequently, a Bloch wave at wavevector k, when operated upon by g, transforms with a possibly distinct wavevector
k′ ≡ (−1)s(g)gˇk, ∂k
′
α
∂kβ
= (−1)s(g)gˇαβ , (K15)
as can be ascertained from
(
Eq. (K3)
)
gˆeik·ruk(r) = eik
′·r gˆ(k)uk(r). (K16)
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Here, we have combined gˆ and the phase factor in Eq. (K14) into
gˆ(k) ≡ e−i(−1)s(g)[gˇk]·tgˆ. (K17)
If we are interested in how gˆ acts on |uk〉 (without the k-dependent phase factor), we set t = 0.
If g is a symmetry of the Hamiltonian, meaning that gˆH0gˆ
−1 = H0, then, applying Eq. (K4), Eq. (K14) and Eq.
(K16) gives the equalities
gˆ(k)H0(k)gˆ(k)
−1 =
(
e−ik
′·r gˆeik·r
)(
e−ik·rH0eik·r
)(
e−ik·r gˆ−1e−ik
′·r) = e−ik′·r gˆH0gˆ−1e−ik′·r
= e−ik
′·rH0eik
′·r = H0(k′) = H0
(
(−1)s(g)gˇk). (K18)
This implies that if |uk〉 is an eigenstate of H0(k) with eigenvalue E(k), then gˆ(k) |uk〉Ks(g) is an eigenstate of
H0
(
(−1)s(g)gˇk) with the same eigenvalue E(k).
b. Sewing matrix
For a subspace spanned by a quasi-periodic basis {|uj,k〉cell}Nj=1, for which uj,k+G(r) = e−iG·ruj,k(r) for all re-
ciprocal lattice vectors G, and that is closed under the action of g = (gˇ|t) ∈ G, its unitary matrix representation
is
g˘(k)i,j = 〈ui,(−1)s(g)gˇk|gˆ(k)|uj,k〉cellK
s(g). (K19)
We refer to this unitary matrix colloquially as the sewing matrix,136 owing to its function in ‘sewing’ together the
cell-periodic functions by symmetry. The corresponding Bloch basis
(
Eq. (K3)
)
and the sewing matrix are both
periodic in k. At k which is gˇ-invariant, defined as gˇk = k+G for a reciprocal lattice vector G, the eigenvalues of g˘(k)
are invariant under basis transformation of quasi-k-periodic bases. In the main text we defined ρn(k) := e
−iFpi/ng˘n(0)
for gn with ν(gn) = 1; its advantage compared to g˘ is that the set of possible eigenvalues of ρn does not depend on
F (discussed in the paragraph after next).
For each gn ∈ P that is not in [(e|0)] = T , we define the order of gn as the smallest integer n such that
gnn =
(
e¯ν(gn)|R(gn)
)
, R(gn) = pa (K20)
with a the shortest primitive Bravais lattice vector such that the translational part of gn is parallel to a, p ∈ Zn and
ν(gn) a Z2-index. For example, ν(Cn) = 1 for an n-fold rotation Cn, ν(M) = 1 for a reflection M and ν(I) = 0 for
inversion I. For symmorphic transformations there exists an origin such that p = 0 and gˇna = a. For nonsymmorphic
transformations p 6= 0 for any choice of origin; there exists an origin such that R(gn) is parallel to the axis of rotation
if gn is a screw, or lies in the plane of reflection if gn is a glide (
137, Chapter 3.1.5). Our convention is that ‘screw’
is short-hand for screw rotation and ‘glide’ for glide reflection; we use ‘rotation’ to mean a screwless rotation, and
‘reflection’ a glideless reflection.
The eigenvalues of g˘n(k) at a gˇn-invariant k have the form
ωj,n(k) = e
−ipk·a/neipiν(gn)F/nωj,n = e−ipk·a/neipi(ν(gn)F+2jp)/n (K21)
for some j = 0, ..., n − 1 and ωj,n = e2piijp/n. This follows from g˘nn(k) = (−1)ν(gn)F e−ipk·a. If we do not specify the
order n of g, we write ωj(k); if F = 0, ωj,n(0) = ωj,n are the possible eigenvalues of ρn.
c. Nonsymmorphic symmetries
For all nonsymmorphic symmetries g there exists an origin, such that a in Eq. (K20) is one of the primitive lattice
vectors. There always exists a g-invariant line (or plane), wherein each wavevector is invariant under the screw (or
glide) g: let a1 := a and b1 be the primitive dual vector to a1, which we believe is either parallel to a1 (for g a
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screw) or lies in the glide plane (for g a glide). Then the line k(t) = k0 + tb1 with t ∈ [0, 1] is g-invariant for any
g-invariant k0. Our belief originates from the following observation: given a primitive basis {ai}i, the primitive
dual basis {bj}j is uniquely defined through bj · ai = 2piδi,j . Since b1 is primitive, also gˇ−1b1 is primitive, thus
2pi = b1 · a1 = [gˇb1] · [gˇa1] = [gˇb1] · a1 (the second equality uses that gˇ does not change the scalar product); this
implies that gˇb1 = b1 + n2b2 + n3b3 where n2, n3 ∈ {0,±1}. In all cases with screw symmetry that we studied, one
can choose a2,a3 orthogonal to a1, thus n2 = n3 = 0; for glide, we could always choose a3 orthogonal to a1 and a2,
thus n3 = 0 but in general n2 6= 0, which can be seen from the following example. For the glide reflection (n = 2)
with a = a1 + a2 and a1,a2 primitive, we note that also a and a1 are primitive. The dual vector to a is b = b2,
which is invariant under reflections, but not parallel to a.
For the nonsymmorphic symmetry g characterized by n and p (as in Eq. (K20)), the possible eigenvalues ωj(k)(
defined in Eq. (K21)
)
of g˘(k) are continuous in k and cannot be made periodic/single-valued over one BZ:
ωj(k + b) = e
−ib·ap/nωj(k) = e−2piip/nωj(k) = ωj−1(k) 6= ωj(k). (K22)
Consequently, every eigenvalue in {e2piij0/nω0(k − jb) = e2piij0/nωj(k)}N−1j=0 must have the same degeneracy, and its
eigenfunctions {|uαj0j0,j,k〉cell}αj0 cannot be periodic over one BZ. This is captured by a J × J unitary transformation
c
j′0,βj′0
;j0,αj0
(j) ∈ C that relates {u
αj0
j0,j,k+b
(r)}αj0 to {e−ib·ru
αj0
j0,j−1,k(r)}αj0 and satisfies
∑
j0,j′0,αj0 ,βj′0
|cj
′
0,βj′0
;j0,αj0
(j) |2 = 1
for all j ∈ Zn; equivalently stated, there exists a transition matrix
〈uβj′0j′0,j′,k0 |e
iG·r|uαj0j0,j,k0+b〉cell = δj′,j−1c
j′0,βj′0
;j0,αj0
(j) , c
†
(j) = c
−1
(j). (K23)
Along the g-invariant line, there exist simultaneous eigenstates |uαj0j0,j,k〉cell of the sewing matrix g˘(k) and the Bloch
Hamiltonian H0(k). Consequently, Eq. (K22) also implies permutations of energy bands along the g-invariant line.
This example of monodromy has been formulated for elementary band representations,20 but we point out that it
applies more generally to g-invariant subspaces which are gapped over the entire g-invariant line.
For a g-invariant subspace that is gapped and of dimension N for each k over the entire g-invariant line, each
eigenvalue ωj0−j(k), and therefore also the corresponding functions |ψαj0j0,j,k〉 (related to |u
αj0
j0,j,k
〉
cell
by Eq. (K3)), are
periodic over Λ BZ’s where
Λ =
n
gcd(p, n)
. (K24)
If Λ = n then all symmetry eigenvalues of a subspace at k are given by {ω−j(k)}j∈ZΛ , thus all its Λ energy bands
are necessarily connected. If Λ < n, the subspace may contain another symmetry eigenvalue e2piij0/nω0(k) that is not
contained in this set, but then the subspace must also contain the eigenvalues {e2piij0/nω−j(k)}j∈ZΛ . This shows that
for a subspace with N bands,
∃J ∈ N : N = JΛ. (K25)
Its N symmetry eigenvalues are of the form {e2piij0/nω−j(k)}j0,j for some j0 ∈ Zp and all j ∈ ZΛ.
We prove that ωj(k) is periodic over Λ BZ’s by finding that the smallest integer m such that
p
nm ∈ N is given by
m = Λ.
Proof. The greatest common divisor of p and n, gcd(p, n), satisfies p = gcd(p, n)m1, n = gcd(p, n)m2 with m1,m2 ∈ N
and gcd(m1,m2) = 1. Then we rewrite
p
nm =
m1
m2
m; this can only be an integer if m divides m2. The smallest such
integer is indeed m = ngcd(p,n) = Λ. 2
Next, we prove that for every symmetry-eigenbasis {|uαj0j0,j,k0〉cell}j0,αj0 ,j over the base point k0, their parallel-
transported states |uˆαj0j0,j,k〉cell are orthogonal at each k and are eigenstates of the sewing matrix with eigenvalue
e2piij0/nωj(k). The parallel-transported states are defined by
22
|uˆαj0j0,j,k〉cell = Wˆ(k← k0) |u
αj0
j0,j,k0
〉
cell
(K26)
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with unitary Wˆ(k ← k0) that is the path-ordered product of projection operators P(k)
(
P(k) is given explicitly in
Eq. (K51)
)
Wˆ(k← k0) =
∏
q : k←k0
P(q). (K27)
Proof. |uˆαj0j0,j,k〉cell is continuously differentiable in k, hence its eigenvalue e2piij0/nωj(k) cannot discontinuously change
to a different e2piij
′
0/nωj′(k) by varying k. Parallel-transported states with different eigenvalues are automatically or-
thogonal, because states in different eigenspaces are orthogonal. Within the same eigenspace, the parallel-transported
states |uˆαj0j0,j,k〉cell , |uˆ
βj′0
j′0,j,k
〉
cell
are also orthogonal:
〈uˆβj′0j′0,j,k|uˆ
αj0
j0,j,k
〉
cell
= 〈uβj′0j′0,j,k0 |Wˆ
†(k← k0)Wˆ(k← k0)|uαj0j0,j,k0〉cell = 〈u
βj′0
j′0,j,k0
|uαj0j0,j,k0〉cell = 0, (K28)
where we used the unitarity of Wˆ(k← k0). 2
For a subspace with N = JΛ bands, additional symmetries might increase the number of connected bands from Λ to
a multiple of Λ. We now prove that for half-integer spin representations with time-reversal symmetry the connectivity
is always 2Λ instead of Λ; we will refer to this as J even in Eq. (K25).
Proof. Irreducible representations at time reversal-invariant points, i.e., −k∗ = k∗ +G for a reciprocal lattice vector
G, are real and even-dimensional (Kramers pairs), hence the total number of bands must be even, N = 2N ′. Along
the gˇ-invariant line there exists at least one time reversal-invariant point k∗, which we set to be the base point
k0 = k∗ for parallel transport. The statement follows from the claim that Eq. (K25) holds for N ′, i.e., N ′ = J ′Λ for
a J ′ ∈ N. To show this, we first apply Eq. (K25) to N , i.e., N = JΛ for a J ∈ N. For all k on the g-invariant line, let
{|uˆαj0j0,j,k〉cell}j0,αj0 ,j
(
defined in Eq. (K26)
)
be the symmetry-eigenbasis obtained from parallel-transport. Then we
can iteratively construct a new orthonormal symmetry-eigenbasis {|uˆ′αj0j0,j,k〉cell , |uˆ
′αj0
j¯0,j,k
〉
cell
}j0,αj0 ,j , where the number
of different j0’s and αj0 ’s is J
′ = J/2, as follows: let |uˆ′α11,j,k〉cell = |uˆ
α1
1,j,k〉cell and define |u
α1
1¯,j,k∗
〉
cell
= Tˆ |uα11,j,k∗〉cell,
such that 〈uα1
1¯,j,k∗
|uα11,j,k∗〉cell = 0. Its parallel-transported state |uˆ
′α1
1¯,j,k
〉
cell
is orthogonal to |uˆ′α11,j,k〉cell because of a
similar calculation to Eq. (K28). Secondly, if there exists a α2, using 〈uα21,j,k∗ |uα11,j,k∗〉cell = 0, and Gram-Schmidt
orthogonalization for |uα21,j,k∗〉cell, result in a |u
′α2
1,j,k∗〉cell that is also orthogonal to |u
α1
1¯,j,k∗
〉
cell
. Similarly, we define
the parallel-transported states |uˆ′α21,j,k〉cell , |uˆ
′α2
1¯,j,k
〉
cell
by first Gram-Schmidt orthogonalizing them, and then using Eq.
(K26). The construction of |uˆ′αj0j0,j,k〉cell for j0 > 1 works exactly the same way. This results in the desired basis after
a finite number of steps and finishes the proof. 2
4. Review of Wannier functions, Bloch functions and band representations
Wannier functions are commonly used as a spatially-localized basis for (i) tight-binding models, as well as for (ii)
trivial energy subspaces that are gapped over the entire BZ, and are trivial in the sense of having vanishing Chern
number. Both (i) and (ii) correspond to a (complex) vector space spanned by Wannier functions {wαnn,R}n,αn,R that
are localized at the Wannier centers
$n +R = 〈wαnn,R|r|wαnn,R〉 =
∫
Rd
r|wαnn,R|2dr, (K29)
where n labels the different Wannier centers in one unit cell, αn labels different Wannier functions localized at $n
(in general, the number of Wannier functions localized at $n varies with n), R is a Bravais lattice vector and d is
the spatial dimension. Equivalently, (i) and (ii) is spanned by Bloch functions, defined by
ψ˜αnn,k(r) =
1√V
∑
R
eik·Rwαnn,R(r), (K30)
which are periodic and smooth in k ∈ BZ, and where V is the volume of the BZ. The tight-binding basis or the
trivial gapped energy subspace is a band representation, or colloquially an atomic band insulator, if for all n,R the
Wannier functions {wαnn,R}αn form a representation of the little group of $n + R (defined in the next paragraph);
48
this little group may include time-reversal symmetry.
Band representations describe concisely how Wannier and Bloch functions transform under symmetries of a space
group G: at a single position $ within one unit cell, we specify the symmetry representation V of the little group
P$ on Wannier functions {wα1,0}dim(V )α=1 , and then deduce how symmetries act on Bloch functions at all k in the BZ.
The little group (or stabilizer subgroup) P$ consists of all h ∈ G that leave $ invariant, h ◦$ = $
(
this action
was defined in Eq. (K12)
)
. The little group P$ can have less symmetries than the point group P = G/T (where
T = {(e|R);R is a Bravais lattice vector} is the group of translations), in which case the multiplicity, defined as the
index of P$ in P
M =
|P|
|P$|, (K31)
is bigger than one. The construction of the band representation is summarized as follows: utilizing representatives
gn ∈ P of the set of left cosets,
P/P$=0 = {[g1 = (e|0)], ..., [gM ]}, P = ∪Mn=1gnP$=0 (K32)
with [gn] = gnP$=0, and Bravais lattice translations (e|R) ∈ T , define symmetry-related Wannier functions
wαn,0(r) = gˆnw
α
1,0(r) = w
α
1,0(g
−1
n ◦ r), wαn,R(r) = (̂e|R)wαn,0(r) = wαn,0(r −R) (K33)
that are centered at $n = gn◦$ and $n+R, respectively, for all α = 1, ...,dim(V ). We use the convention g1 = (e|0)
such that $1 = $. Eq. (K29) follows from this construction, but 〈wβn′,R′ |r|wαn,R〉 is generally nonzero for n 6= n′
or α 6= β. A symmetry g = (gˇ|t) ∈ G (using the notation of Eq. (K12)) maps a Wannier function wαn,R localized
at $n +R onto a Wannier function w
α
n′,gˇR+Rn′,n(g)
localized at $n′ + gˇR +Rn′,n(g) with a Bravais lattice vector
Rn′,n(g) defined by
Rn′,n(g) = g ◦$n −$n′ = gˇ$n + t−$n′ = Rn′,n(gˇ) + t. (K34)
The Wannier functions transform under a space group symmetry g ∈ G as
gˆ |wαn,R〉 = |wβn′,gˇR+Rn′,n(g)〉V (gˇ
−1
n′ gˇgˇn)β,α, (K35)
as derived in App. K 4 d. Equivalently,
V (gˇ−1n′ gˇgˇn)β,α = 〈wβn′,gˇR+Rn′,n(g)|gˆ|w
α
n,R〉 . (K36)
The symmetry g acts on Bloch functions by
gˆ |ψ˜αn,k〉 = e−i[gˇk]·Rn′,n(g) |ψ˜βn′,gˇk〉V (gˇ−1n′ gˇgˇn)β,α, (K37)
therefore the sewing matrix
(
Eq. (K19)
)
reads as
g˘(k)β,αn′,n = e
−i[gˇk]·Rn′,n(g)V (gˇ−1n′ gˇgˇn)β,α. (K38)
a. Equivalent band representations
Two band representations with Wannier functions {wαn,R}n,α,R, {W βm,R′}m,β,R′ are equivalent (or isomorphic rep-
resentations) if there exists a unitary transformation T , a Bravais lattice vector S and n,m with Nn = Nm such that
for all Bravais lattice vectors R
|wαnn,R〉 =
∑
βm
Tαn,βmn,m;S |W βmm,R−S〉 (K39)
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(we write the sum over βm explicitly to clarify that there is no sum over m and S). The transformation T describes
combinations of the following three operations: (i) on-site basis transformations, (ii) a different choice of ‘equivalent’
initial Wannier center $ (defined shortly as a Wyckoff position) resulting in permuted labels n,m, and (iii) a
different choice of unit cell such that the Wannier functions are all shifted by a Bravais lattice vector S. It is
important to notice that our definition of equivalence is for infinite crystals and different from the one used for finite
crystals with Born-von Karman boundary conditions.55 For the space group F222 (No. 22) it was observed that if
two band representations are inequivalent for a finite crystal, then they are inequivalent for an infinite crystal, but
not necessarily the other way around.138
In terms of the corresponding Bloch functions {ψ˜αnn,k}n,αn,k, {Ψ˜βmm,k′}m,βm,k′ , equivalence means that there exists a
unitary transformation T (k) and some n,m with Nn = Nm such that for all k ∈ BZ
|ψ˜αnn,k〉 =
∑
βm
Tαn,βmn,m (k) |Ψ˜βmm,k〉 , Tαn,βmn,m (k) = eik·STαn,βmn,m;S , (K40)
hence by definition T (k) is periodic and analytic in k ∈ BZ. Therefore, equivalent band representations describe
systems in the same symmetry-protected topological phase: there exists an analytic interpolation T (k) that preserves
all spatial symmetries. On the other hand, for two inequivalent band representations, no such T (k) exists, thus
the two systems are in different symmetry-protected topological phases. We conclude that a symmetry-protected
topological phase of an atomic band insulator is equal to an equivalence class of a band representation. We note
that there are other symmetry-protected topological phases that are not band representations, for example Chern
insulators.
b. Wyckoff positions
An important concept to find equivalence classes of band representations are Wyckoff positions. A Wyckoff
position [$] is a set (more precisely, an equivalence class) of points in real space that all have conjugate (in G; not
only isomorphic) little groups P$. Every Wyckoff position consists of infinitely many points because of translational
symmetry, hence we can restrict (representatives of) Wyckoff positions to the Wigner-Seitz torus. The simplest
example of a Wyckoff position is the generic one, which consists of all points that have the identity element in their
little group- that is almost every point, or more topologically, a dense and open set in the Wigner-Seitz torus (with
the standard topology). A less trivial example can be found in the wallpaper group p4 that has two Wyckoff positions
with little groups isomorphic to the point group C4, but they are conjugate by a fractional translation that does not
lie in G, so they are inequivalent Wyckoff positions.
All elements of a crystallographic orbit of a point $, defined by the set G ◦ $ = {g ◦ $; g ∈ G}, have
conjugate little groups and therefore they all belong to the same Wyckoff position [$]. If a Wyckoff position varies
with a parameter, it consists of infinitely many crystallographic orbits. Two representatives $,$′ of the same
Wyckoff position [$] induce equivalent sets of band representations because conjugate little groups have equivalent
sets of unitary irreducible representations. Non-generic Wyckoff positions [$] are closed as sets; they can be
zero-dimensional, i.e., inversion-symmetric or rotationally-invariant points, one-dimensional, i.e., reflection-invariant
or rotationally-invariant lines, or two-dimensional, i.e., mirror planes. From now on, we will lighten and abuse nota-
tion by referring to $, a representative of a Wyckoff position [$] in the Wigner-Seitz torus, as Wyckoff position itself.
c. Elementary band representations
An elementary band representation is a band representation that cannot be decomposed into band representation,
and all band representations are obtained from elementary ones (by direct summation). It was shown in55 that band
representations induced from nongeneric Wyckoff positions and unitary irreducible representations are elementary,
except for 40 special cases that are listed in a table for integer-spin representations (they are real two-dimensional
irreducible of four different point groups); this list has recently been extended to half-integer spin representations.27,28
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FIG. 8. Demonstration of the decomposition of gˆ acting on wn,R, i.e., gˆwn,R = ̂
(
e|gˇR+Rn′,n(g)
)
gˆn′ hˆgˆ
−1
n
̂(e| −R)wn,R, on
the checkerboard lattice with g = (C2, ex), gn = gn′ = g2 = (C4|0), h = (C2|ey) and R = (0|ey)
(
grey arrow in (0)
)
. The space
group is G = T o C4v, with N = 1 orbital per Wannier center. The blobs indicate C2-symmetric Wannier functions. (0) The
origin (red cross) has the full P = C4v point group symmetry. The Wyckoff position $ lies at the blue cross in the enlarged
blue blob and has little group P$ = {e, (C2|ey)}; there are M = 2
(
defined in Eq. (K31)
)
symmetry-related Wannier functions
per unit cell, indicated by the blue and green blobs. We decompose the transformation of the Wannier function w2,R under
g = (C2|ex), given by the arrow from (0) to (4), in four steps (in each step the orange arrow points to the transformed Wannier
function): (1) rotate and translate w2,R to w1,0 , (2) apply the little group element h to w1,0, (3) rotate the resulting Wannier
function back, (4) translate the Wannier function to the final position.
d. Construction of elementary band representations
Here we give more details in the construction of an elementary band representation and derive Eqs. (K35-K37) for
any choice of origin.25
Proof. First, pick a Wyckoff position $ in the Wigner-Seitz unit cell and note that elements of its little group are
generally of the form h = (hˇ|sh) ∈ P$ with hˇ centered at the origin, and the translation
sh = $ − hˇ$ (K41)
is a Bravais lattice vector if the origin is a h-invariant point. A h-invariant point x is invariant under h modulo
Bravais lattice translations. Then for a h-invariant origin and h ∈ P$: h ◦ 0 = sh must be a Bravais lattice vector.
In the particular case that $ = 0 then sh = 0, and P$ assumes the canonical form P$=0 = {(hˇ|0); (hˇ|sh) ∈ P$}.
From a unitary irreducible representation V of P$=0 with orthonormal basis {wα}Nα=1, we define a unitary irreducible
representation of P$ for a general choice of origin such that $ need not be 0: for the orthonormal basis wα1 (r) =
wα(r −$) we define the representation of h ∈ P$ by
hˆwα1 (r) = w
α
1 (r)(h
−1 ◦ r) = wα1 (r)
(
hˇ−1(r − sh)
)
= wα1 (r)
(
hˇ−1(r −$ + hˇ$))
= wα1 (r)
(
hˇ−1(r −$) +$)) = wα(hˇ−1(r −$)) = wβ(r −$)V (hˇ)β,α
= wβ1 (r)V (hˇ)β,α. (K42)
Equivalently,
V (hˇ)β,α =
∫
w¯β1 (r)hˆw
α
1 (r)dr (K43)
for all α, β = 1, ...,M . Note that V only depends on the point-group component hˇ of h and not on sh. By construction,
the Wannier functions wα1 are centered at the Wyckoff position $,
〈wα|r|wα〉 = 0, 〈wα1 |r|wα1 〉 = $. (K44)
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Next, generate more Wannier functions utilizing representatives gn ∈ P defined in Eq. (K32), which we choose such
that all $n = gn ·$ lie in the Wigner-Seitz unit cell. With the definition of Eq. (K33):
wαn(r) = gˆnw
α
1 (r) = w
α
1 (g
−1
n ◦ r) = wα(g−1n ◦ r −$) = wα
(
g−1n ◦ (r − gn ◦$)
)
(K45)
for all α = 1, ..., N , we find that these Wannier functions are indeed centered at $n (we made the choice g1 = (e|0)
such that $1 = $ is consistent with our notation). Translation by Bravais-lattice vectors gives additional Wannier
functions wαn,R(r) = w
α
n(r−R) centered at$n+R and finishes the construction of the elementary band representation.
The transformation of a Wannier function wαn,R for an element g = (gˇ|t) ∈ G given in Eq. (K35) is obtained as
follows
(
demonstrated in Fig. 8
)
: for a Bravais lattice vector R′ we can use the coset-decomposition Eq. (K32) for
(e| −R′)ggn ∈ ∪Mn′=1gn′P$, hence there exists a gn′ and a h = (hˇ|s) ∈ P$ such that
(e| −R′)ggn = gn′h, gˇgˇn = gˇn′ hˇ. (K46)
Using gn = (gˇn|tn), gn′ = (gˇn′ |tn′), Eq. (K9) and Eq. (K41), we identify R′ = Rn′,n(g) as defined in Eq. (K34). We
obtain the representation of g on wαn,R, that is Eq. (K35) for hˇ = gˇ
−1
n′ gˇgˇn, through
gˆwαn(r −R)
(K33)
= gˆ(̂e|R)wαn(r)
(K33)
= ĝ(e|R)gˆnwα1 (r)
(K9),(K13)
= (̂e|gˇR)gˆgˆnwα1 (r)
(K46)
= (̂e|gˇR) ̂(e|Rn′,n(g))gn′hwα1 (r) (K42)= ̂(e|gˇR+Rn′,n(g))gˆn′wβ1 (r)V (hˇ)β,α
(K33)
= ̂
(
e|gˇR+Rn′,n(g)
)
wβn′(r)V (hˇ)β,α
(K42)
= wβn′
(
r − gˇR−Rn′,n(g)
)
V (hˇ)β,α. (K47)
From Eq. (K46) follows hˇ = gˇ−1n′ gˇgˇn, such that the last equation is indeed equal to Eq. (K35). Note that multiplication
with w¯βn′
(
r − gˇR −Rn′,n(g)
)
and integration over r gives Eq. (K36)
(
in comparison to Eq. (K43)
)
. We emphasize
that the representation gˆ only maps Wannier functions wαn,R onto w
α
n′,R′ if their symmetries gn and gn′ are related
through Eq. (K46). The representation on Bloch functions, given by Eq. (K37), is derived as follows
gˆψ˜αn,k(r) =
1√V
∑
R
eik·Rgˆwαn,R(r) =
1√V
∑
R
eik·Rwβn′
(
r − gˇR−Rn′,n(g)
)
V (hˇ)β,α
=
1√V e
−i[gˇk]·Rn′,n(g)
∑
R′
ei[gˇk]·R
′
wβn′(r −R′)V (hˇ)β,α = e−i[gˇk]·Rn′,n(g)ψ˜βn′,gˇk(r)V (hˇ)β,α. (K48)
2
5. Projection operators and Wilson loops
An energy subspace is gapped in a region D ⊂ BZ if: (i) there exist projection operators P (k), Q(k) of constant
rank for all k ∈ D such that P (k)⊕Q(k) = 1, and (ii) the minimal gap, defined by
EG = inf{| 〈ψn,k|H0|ψn,k〉 − 〈ψn¯,k|H0|ψn¯,k〉 |;k ∈ D, |ψn,k〉 in P (k), |ψn¯,k〉 in Q(k)}, (K49)
is a positive real number. An N -dimensional gapped energy subspace, is projected by
P (D) =
∫
D
P (k)dk =
∫
D
N∑
n=1
|ψn,k〉 〈ψn,k|dk; (K50)
where {|ψn,k〉}Nn=1 are Bloch functions.. In the case D = BZ we write P (BZ) ≡ P . The projection onto the
cell-periodic functions {|un,k〉cell}Nn=1 in the gapped subspace
(
Eq. (K3)
)
is denoted by
P(k) =
N∑
n=1
|un,k〉 〈un,k|cell , P(D) =
∫
D
P(k)dk, P(BZ) ≡ P. (K51)
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The inner product 〈um,k|un,k〉cell = 1V δn,m should be understood as
∑
α u¯m,k(α)un,k(α) with α summing/integrating
over one unit cell
(
as already discussed below Eq. (K5)
)
, while 〈ψm,k|ψn,k′〉 = δm,nδ(k − k′) is a distinct inner
product over Rd (d is the spatial dimension), tensored with spin space.
We often deal with U(N) basis transformations in the cell-periodic functions in P(k):
|un,k〉cell →
N∑
m=1
|um,k〉cell Tm,n(k), T -1 = T †. (K52)
We will refer to this as a gauge transformation within P. With respect to this transformation, certain quantities
are invariant (such as the projection P itself); other quantities transform covariantly, i.e., they change only in being
conjugated by the unitary T (e.g. the Wilson loop); even others have a more complicated transformation rule, e.g.
the Berry connection transforms as12
A→ T−1AT + iT−1∇kT. (K53)
Wilson loops for loops C in the BZ are a generalization of the Berry and Zak phases10,11 for parallel transport
in gapped energy subspaces with dimension N > 1 at each wavevector k. In the presence of an electric field, the
wavevector k depends on time t through5
k(t) = k0 +
∫ t
0
F (t′)dt′/~. (K54)
In its gauge-invariant formulation, parallel transport within P(k) is generated by the Kato Hamiltonian139,140
A(t) = i[P(k(t)),dtP(k(t))], Wn′,n(t) = 〈un′,k(t)|ei ∫ t0 A(t′)dt′ |un,k(0)〉cell (K55)
for all n = 1, ..., N where e denotes the time-ordered exponential. An equivalent definition of the Wilson line can be
given with the non-Abelian Berry connection
A(k)n′,n = 〈un′,k|i∇k|un,k〉cell , Wn′,n(t) =
(
ei
∫ t
0
A
(
k(t′)
)
·k˙(t′)dt′)
n′,n. (K56)
It is important to note that the non-Abelian Berry connection is defined wrt. to a differentiable (in k) basis
{|un,k〉cell}n. On the other hand, the Kato Hamiltonian does not depend on the choice of basis and assumes only
that the projection operator P(k) is differentiable in k.
The parametrization {k(t)}t∈[0,TB ] describes a loop C ∈ BZ if there exists a time t = TB such that k(TB) = k(0)+G
withG being a reciprocal lattice vector (possibly zero). Non-contractible loops (G 6= 0) exist because the fundamental
group of the Brillouin-torus is non-trivial. Quasi-k-periodicity of the basis {|un,k〉cell}n ensures that the Wilson loop
W(TB) transforms covariantly under gauge transformations, hence we assume un,k(TB)(r) = e−iG·run,k(0)(r). The
remaining gauge ambiguity in the choice of basis {|un,k(0)〉cell}n at the base point k(0), as expressed in Eq. (K52) for
k→ k(0), does not affect the eigenvalues of W(TB). Consequently, the Wilson loop may be expanded as
W[C]n′,n ≡ W(TB)n′,n = 〈un′,k(0)|eiG·rei
∫
C Aa(k)dka |un,k(0)〉cell =
(
e
i
∫ k(0)+G
k(0)
Aa(k)dka
)
n′,n (K57)
where e is now the path-ordered exponential. In the last step, we also usedA(t) = Aa(k)k˙a = i[P
(
k(t)
)
, ∂kaP
(
k(t)
)
]k˙a
and k˙adt = dka. The Wilson loop is ‘geometric’ in the sense that it only depends on the loop C and not on the Bloch
period TB .
Appendix L: Weak-field dynamics
We consider dynamics induced by a class of time-dependent fields F (t) satisfying the following properties: (i) the
direction of F (t) may switch instantaneously at isolated times, but is otherwise constant. (ii) The magnitude of F
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may slowly depend on time within the time intervals where the direction of F is constant. To reiterate (i-ii), we may
express F (t) = |F0|n(t)g(Ωt) such that: n(t) is a unit vector whose direction possibly switches at isolated times; g
is a smooth, dimensionless, scalar function; Ω is a characteristic frequency of the field. This class of fields includes
the simplest case of a time-independent field, as well as the time-dependent fields that produce bent loops that we
consider in the main text.
Let us consider an initial state
Ψ(r, t = 0) =
N∑
n=1
fn(0)ψn,k0(r) (L1)
in the N -dimensional subspace projected by P (k0) for a base point k0; the acceleration theorem informs us that at
later times the state will have wavevector k(t) given in Eq. (K54). We define the curve traced out by k(t) on the
Brillouin torus as C(t); by assumption, C(t) is straight except possibly at isolated wavevectors– we shall refer to these
wavevectors (if they exist) as the kinks of C. In our examples discussed in the main text, we define the Bloch period
TB as the time when C(TB) noncontractibly wraps around the torus exactly once; in general, we need not assume
that C(t) forms a loop. We claim that in the limits of |F0| and Ω → 0, Ψ(r, t) belongs in the subspace projected by
P (k(t)):
Ψ(r, t)→
N∑
n=1
fn(t)ψn,k(t)(r), fn(t) =
N∑
n′=1
U(t)n,n′fn′(0), (L2)
with {fn(t)} related to {fn(0)} by the unitary propagator:
U(t)n,n′ = δ
(
k − k(t))(exp[i ∫ t
0
[
A(k(t′)) · F (t′)− E(k(t′)) ]dt′/~])
n,n′
(L3)
= 〈ψn,k|exp[i
∫ t
0
(
F (t′) · P (C)rP (C)− P (k(t′))H0P (k(t′))
)
dt′/~]|ψn′,k0〉 , (L4)
exp denotes the time-ordered exponential, A the non-Abelian Berry connection
(
Eq. (K56)
)
, P (C) the integral of
P (k) over k ∈ C (defined in Eq. (K50)), and E(k) an N ×N matrix defined by
E(k)n,n′ = 〈un,k|H0(k)|un′,k〉cell . (L5)
Here, the inner product is defined over the unit cell, and the Bloch Hamiltonian is defined in Eq. (K4). The propagator
in Eq. (L3) differs by U(TB) defined in the main text by δ
(
k − k(t)), which can be seen as a consequence of the
acceleration theorem.5 The propagator of Eq. (L3) is defined with a basis of Bloch functions which are first-order-
differentiable with respect to k ∈ C, except possibly at isolated wavevectors where C is kinked; at these isolated
wavevectors, we only impose that ψn,k is continuous across the kink.
As in Eq. (K57), U(TB) can be written such that it only depends on the choice of gauge at the base point k0:
U(TB)n,n′ = δ(kf − k0 −G) 〈un,k0 |eiG·rexp[i
∫ TB
0
(
A(t′)−P(k(t′))H0(k(t′))P(k(t′)))dt′/~]|un′,k0〉
cell
(L6)
= δ(kf − k0 −G) 〈un,k0 |eiG·rexp[i
∫ TB
0
(
F (t′) ·P(C)rP(C)−P(k(t′))H0(k(t′))P(k(t′))
)
dt′/~]|un′,k0〉
cell
.
(L7)
Eq. (L4) may be particularized to the case where C is a noncontractible loop, and P (C) projects to bands with the
N -fold-degenerate dispersion E0(k); the propagator over the Bloch period TB is then
Uatomic(TB) = δ
(
k − k(TB)
)
e−i
∫ TB
0 E0(k(t
′))dt′/~W(C), (L8)
where the Wilson-loop matrix
(
defined in Eq. (K57)
)
can be written as
W[C]n,n′ = 〈un,k0 |eiG·rexp[i
∮
C
P(C)rP(C) · dk]|un′,k0〉
cell
, (L9)
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as shown in appendix F of the main text.
We prove the equality of Eqs. (L3-L4) by employing the time-dependent Schro¨dinger equation and the adiabatic
theorem. However, we should emphasize that Eqs. (L3-L4) are equal as matrix operators; we provide in Sec. L 2 a
more direct proof of their equality that de-emphasizes their application to adiabatic dynamics. Our assumptions on
F (t) and the energy dispersion merely relate W to the propagator of electric transport.
1. Using the adiabatic theorem
That Ψ(r, t) remains in P (k(t)) (thus justifying the ansatz of Eq. (L2)) follows from two observations: (i) on parts
of C where the force direction is constant, we apply the well-known adiabatic approximation in the limit |F0| → 05,141;
we remark that a generalization of the adiabatic theorem exists for fields whose magnitudes are slowly-varying in time
(Ω → 0)142. Transitions between P and Q lead to corrections to the adiabatic approximation; these corrections are
bound in App. N in the case of time-independent fields. (ii) The adiabatic approximation is not valid at the kink(s);
here, the sudden approximation guarantees that the state remains in P (C). In a future publication, we estimate
corrections to the sudden approximation (corresponding to transitions to Q) as
||QUswitch(δ)P || ≤
( δ2
2m
∆0(p · V¯ )
)2
+O(δ5) (L10)
where Uswitch(δ) describes the evolution during switching the field, δ is the switching time, V¯ =
1
δ
∫ δ
0
Fδ(t
′)dt′/~ is
the average velocity in k-space and ∆0(p·V¯ ) is the standard deviation of the momentum operator p projected along V¯ .
Given that dynamics occurs within P (C) (owing to the above argument), Eq. (L3) is derived by inserting Eq. (L2)
into the time-dependent Schro¨dinger equation
i~dtΨ(r, t) = (H0 − F (t) · r)Ψ(r, t). (L11)
The left-hand-side is calculated as
i~dtΨ(r, t) = eik(t)·r
N∑
n′=1
((
i~dtfn′(t)
)
un′,k(t)(r)− fn′(t)F (t) · run′,k(t)(r) + ifn′(t)
(∇kun′,k(t)(r) · F (t)))
where we used that ~dtk(t) = F (t). The second term on the right-hand-side of Eq. (L12) cancels with the term
F (t) · rΨ on the right-hand-side of Eq. (L11). Next, we apply 〈ψn,k(t)| to this equation and use the orthonormality
of the Bloch basis, to obtain the equation of motion for the wavefunction fn(t)
i~dtfn(t) =
N∑
n′=1
(
En,n′
(
k(t)
)− F (t) ·An,n′(k(t)))fn′(t), (L12)
from which follows Eq. (L3).
Eq. (L4) simply describes Hamiltonian dynamics within the restricted subspace P (C). It is derived by considering
the formal, exact solution to Eq. (L11):
Ψ(r, t) = e−i
∫ t
0
(H0−F (t′)·r)dt′/~Ψ(r, 0), (L13)
and restricting the dynamics as
Ψ(r, t) ≈ e−i
∫ t
0
P (C)(H0−F (t′)·r)P (C) dt′Ψ(r, 0). (L14)
The translational invariance of H0 implies that we can replace P (C)H0P (C) → P (k(t′))H0P (k(t′)) under the
time-ordering sign. Finally, applying 〈ψn,k(t)| to the above equation, we derive Eq. (L4). 2
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2. Direct proof
We begin by deriving an analog of Eqs. (L3-L4) for an infinitesimal path in k-space:
lim|δk|→0 δ(k′ − k − δk)( eiA(k)·δk−iE(k)δt )
n,n′ = lim|δk|→0 〈ψn,k′ | eiP (C)rP (C)·δk−iP (k)H0P (k)δt |ψn′,k〉 , (L15)
with δk defined by F δt. To prove the above equation, we express the right-hand-side as
〈ψn,k′ | eiP (C)rP (C)·δk−iP (k)H0P (k)δt |ψn′,k〉
= 〈ψn,k′ | eiP (C)rP (C)·δke−iP (k)H0P (k)δt |ψn′,k〉
=
N∑
m=1
〈ψn,k′ | eiP (C)rP (C)·δk
∣∣ψmk〉〈ψm,k∣∣e−iP (k)H0P (k)δt |ψn′,k〉
= δ(k′ − k − δk)
N∑
m=1
(
eiA(k)·δk
)
n,m
(
e−iE(k)δt
)
m,n′ = δ(k
′ − k − δk)(eiA(k)·δk−iE(k)δt)
n,n′ . (L16)
In the above expressions, all quantities that are second order in δk are ignored; in the third equality we employed the
identity (F2) in the appendix of the main text. We may derive the equality of Eqs. (L3-L4) by a path-ordered con-
catenation of Eq. (L15) over the finite loop C, in close analogy to the proof of Eq. (L9) in appendix F of the main text.2
Appendix M: Alternative derivation of Zak-Wannier relation for strong, atomic elementary band
representations
Here we rederive the Zak-Wannier relation
(
Eq. (17) in the main text
)
for strong EBRs in the atomic limit. A proof
using a real-space perspective, was provided in Appendix F.2 of the main text; here, we use a k-space perspective
instead.
Proof. The cell-periodic functions are related to Wannier functions as
u
αj
j,k(r) =
1√V
∑
R
eik·(R−r)Wαjj,R(r), (M1)
where V is the volume of the BZ.132 For Wannier functions {|Wαjj,R〉}j,αj ,R that are eigenfunctions of PrP with
eigenvalues {$j+R}j,R in the atomic limit (which exist for strong EBRs only), the non-Abelian Berry connection(
defined in Eq. (K56)
)
reads as
A(k)
α′
j′ ,αj
j′,j = 〈u
α′
j′
j′,k|i∇k|uαjj,k〉cell =
1
V
∑
R,R′
eik·(R−R
′) 〈Wα
′
j′
j′,R′ |r −R|Wαjj,R〉 =
∑
R′′
e−ik·R
′′ 〈Wα
′
j′
j′,R′′ |r|Wαjj,0 〉
=
∑
R′′
e−ik·R
′′
δj,j′δα′
j′ ,αj
δR′′,0$j = δj,j′δα′
j′ ,αj
$j , (M2)
thus the N -band Wilson loop
(
which is defined in Eq. (K57)
)
simplifies to
W[Cn]α
′
j′ ,αj
j′,j =
(
ei
∫
Cn A(k)·dk
)α′
j′ ,αj
j′,j = δj′,jδα′j′ ,αje
iGn·$j . (M3)
We remark that, while Eq. (M3) has been derived in a particular basis, the eigenvalues of W[Cn] are basis
independent.22 2
Appendix N: Estimate of leakage for adiabatic approximation
In the adiabatic approximation, a state remains in a gapped energy subspace
(
projected by P , as defined in Eq.
(K50)
)
upon application of a spatially homogeneous time-independent electric force F . The discussion for time-
dependent ⊥-fields (as defined in the main text), can be reduced to time-independent forces, as we discuss at the
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beginning of App. L. In the scalar gauge
(
reviewed in Eq. (K8)
)
the potential F · r is an unbounded operator that is
neither translation-invariant nor bounded; for solids the inclusion of this term to the translation-invariant Hamiltonian
H0
(
defined in Eq. (K1)
)
makes the spectrum of H ′ = H0−F ·r absolutely continuous143. Therefore it is questionable
whether dynamics occurs within the energy subspace projected by P only. The aim of this section is to quantify how
much overlap an initial state in P has with states in Q = 1− P , the orthogonal subspace to P , after time t; we call
this the leakage
L(t) = ‖Qexp(−iH ′t/~)P‖op ≤ 1. (N1)
The operator norm for operators acting on the Hilbert space L2(Rd,ddr) (d = 1, 2, 3) is defined by
‖A‖op = supψ∈L2;‖ψ‖2=1 ‖Aψ‖2 where the L2 norm is ‖ψ‖2 =
( ∫
Rd |ψ(r)|2dr
)1/2
; we henceforth omit the
subscripts on ‖.‖op, ‖.‖2 and ask the reader to infer the right norm contextually.
A simple expression for the leakage can be given in the limit where the potential width ∆V = supr |V (r)| −
infr |V (r)| <∞ is much bigger than the energy gap EG:
∆V  EG. (N2)
In contrast, in the nearly-free limit, the gap is of order of the potential width, therefore we interpret Eq. (N2) loosely
as corresponding to the opposite, tight-binding limit. If the magnitude of the force F is small enough, the leakage
out of P under evolution is bounded as
L(t) ≤ αEV 2piF/G
E2G
+
β
2pi
(2piF/G
EG
)2E2V |t|/~
EG
+ ξ(t), (N3)
ξ(t) = O
(
(
EV 2piF/G
E2G
)2,
EV |t|
~
2piF/G
EG
(
EV 2piF/G
E2G
)2
)
with reciprocal lattice vector G = FTB/~ of magnitude G, characteristic energy EV = ~G2
√
2∆V
m , particle mass m
and the dimensionless quantities α = 4pi , β =
128
pi2 +
16
pi ≈ 9. Note that in one-dimension G = 2pi/a and therefore
2piF/G = Fa. Eq. (N3) holds in three-dimensions for all Bravais lattices, using the estimate G · a ≤ Ga. This will
be explicitly used in Eq. (N19).
Since our main interest is to estimate the leakage at times t = µTB = µ
~G
F , we keep terms of order F, F
2t and drop
terms of order F 2, F 3t. Bloch oscillations are only observable if the leakage is small over µ Bloch periods, L(µTB) 1.
This gives a condition on the force to be small:
2pi
F
G
 E
2
G
αEV
1
1 + µβα
EV
EG
. (N4)
The condition simplifies in the following two limits
2pi
F
G

EGµβ (EGEV )2 ,if 14µEVEG  1,E2G
αEV
,if 14µEVEG  1.
(N5)
General expressions, not assuming Eq. (N2), are long and therefore not explicitly spelled out here. But the interested
reader can collect them as follows: for the general condition on the force use Eq. (N9), Eq. (N33) and Eq. (N37), and
for the general expression for the leakage L use Eq. (N20) and Eqs. (N36-N39).
The projection operator P is defined at zero field and therefore has all point-group symmetries of the solid. We
review in App. N 1 a refined adiabatic approximation which bounds the leakage from field-deformed band subspaces
(explicitly, we will study the first-order deformed band projection operator P1) which approach P in the limit of zero
field. P1 is the projection to the (assumed) gapped subspace of H1 := H0 − (F · PrQ+ h.c.), where Q = 1− P . We
point out that H1 is translational-invariant (just like H0), respects the nonsymmorphic gn,p symmetry for the ‖-field,
but does not respect the point-group symmetry gn for the ⊥-field. This difference originates from the symmetry
transformation of F · PrQ. Therefore, to observe Bloch oscillations in the ⊥-field, we would like the leakage from P
to be small, while for the ‖-field, we impose a weaker condition that the leakage from P1 is small. A bound on the
leakage from P is given in Eq. (N3), and that from P1 is given by
L1(t) ≤ β
(2piF/G
EG
)2E2V |t|/~
EG
+ ξ1(t), ξ1(t) = O
(
EV |t|
~
2piF/G
EG
(
EV 2piF/G
E2G
)2
)
; (N6)
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FIG. 9. Gapped energy subspace (red) in the energy range [E−, E+] is separated from high energies (blue) and low energies
(green) by energy gaps d+, d− > 0, respectively. The yellow arrow L− symbolizes leakage from the lowest energy subspace to
higher energy subspaces, while L+ stands for the leakage from the subspace of energies lower than E+ to energies higher than
E+ + d+.
we will see in the derivation why this bound on L1(t) exactly equals the second term in Eq. (N3).
For the proof, we follow closely A. Nenciu’s thesis75 and do not claim any originality; one advantage we offer is a
more general and explicit derivation in English, with the clarification of some technical steps.
The estimate Eq. (N3) applies to the case where P projects to bands having the lowest energy in the spectrum of
H0. If we consider a gapped energy subspace that is sandwiched between other energy bands, as shown in Fig. 9, we
can obtain the corresponding leakage as follows: The estimate Eq. (N3) applies to (i) L+: the leakage from energies
E ≤ E+ to higher energies E ≥ E+ +d+ (shown by the purple arrow), and (ii) L−: the leakage from energies E ≤ E−
to higher energies E ≥ E− + d− (shown by the yellow arrow). We show next that the estimate on L− is equal to
the estimate on the leakage from higher energies E ≥ E− + d− to lower energies E ≤ E− because of the following
equalities
‖P−U(t)(1− P−)‖ = ‖(1− P−)U(t)†P−‖ = ‖(1− P−)U(−t)P−‖ = L−(−t).
Since Eq. (N3) does not depend on the sign of time, the estimates are indeed equal. Consequently, the sum of (i) and
(ii), L+ +L−, gives an upper bound on the total leakage of the gapped energy subspace into higher and lower energies.
1. Review of deformed-band construction
The usual perturbation theory can only handle Hamiltonians that have finite-dimensional degenerate energy
subspaces before and after the perturbation. An electric field (in the scalar gauge) is a singular perturbation
in that it changes the spectrum of the Bloch Hamiltonian from continuous and gapped to absolutely continuous
(no gaps). To handle such a singular perturbation, a more advanced perturbation theory, called deformed-band
construction, was introduced40. The perturbation parameter is the magnitude of the force F . The idea is that we
approximate the projection operator of the low-energy subspace P by a series of deformed-band projection operators
Pn that (i) converge to P in the limit F → 0, (ii) commute with H0 − F (x − Bn) where Bn is a bounded operator
with decreasing norm for increasing order in deformation, i.e., ‖Bn‖ = O(Fn), and (iii) form an asymptotic series in F .
The projection operators Pn are themselves obtained from corresponding deformed translation-invariant Hamilto-
nians Hn with continuous and gapped spectra. The technical assumptions for the nth-order construction are that the
resolvent
(
defined in Eq. (N15)
)
of the Hamiltonian e−iF ·rt/~H ′eiF ·rt/~
(
H ′ is defined in Eq. (K7)
)
is (n+ 1)-times
differentiable in t, and the deformed Hamiltonian Hn is gapped. We also assume that (i) the gap does not close
throughout the interpolation from Hn and Hn+1, and (ii) there exists a single, fixed energy −Ec that lies in the gap
throughout this same interpolation. Condition (ii) is needed to employ the analytic techniques that are used in this
section.
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(a)
(b)
σ0 σ(H)\σ0 0
σ1 σ(H)\σ1 1
Γ1
Γ0
Γ 8
(c)
σ0 σ(H)\σ0 0
Im(z)=u
Re(z)=E-Ec
-Ec
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FIG. 10. Spectra of H0 (red and blue) and loops (green) around them in complex-energy space z = E+ iu ∈ C. (a) The zeroth
order gapped energy spectrum σ0 (red) is separated from its complement σ(H0)\σ0 (blue) by a gap of size EG, the center of the
gap is denoted by −Ec. We consider a loop Γ0 (green) that encircles σ0 and goes through −Ec. (b) First order gapped energy
spectrum σ1 (red) can be thought as deformation of σ0 in (a). The gap is smaller but does not close. The loop Γ1 (green) can
be chosen to be equal to Γ0. (c) We show that all line integrals can be reformulated as line integrals along the vertical loop
Γ∞ (green) that crosses the real axis at −Ec.
Let us be more explicit about the first-order deformed-band construction. Without loss of generality, we take the
force to be along the x-direction, F = Fex and F > 0. The x-component of the off-diagonal position operator is
defined by
B0 = PxQ+QxP = (Q− P )[x, P ]. (N7)
B0 is used to define the first-order deformed band Hamiltonian H1 = H0 − FB0. We call an operator A off-diagonal
wrt. Pn if PnAPn = QnAQn = 0, and diagonal if PnAQn = QnAPn = 0. We can analogously define a reduced
off-diagonal (wrt. P1) position operator
B1 = P1x1Q1 +Q1x1P1 = (Q1 − P1)[x1, P1] (N8)
where x1 = x−B0 is diagonal wrt. P .
Condition (ii), mentioned above, is satisfied for the energy −Ec that lies in the center of the gap of H0
(
Fig. 10
(a)
)
, if we impose the following conservative condition on the force F and the energy gap EG > 0 of H0:
F <
piEG
√
m∆V/2
4~
(
1 +
1
2
√
1 + (
4∆V
EG
)2atan(
4∆V
EG
)
)−1
. (N9)
This condition is derived from the observation that the energies in σ1 are perturbations of the energies in σ0, and the
perturbation can shift an energy by at most F‖B0‖. To ensure that the gap does not close in the interpolation from
H0 to H1, we impose the condition F‖B0‖ < EG/2. The bound on the norm of B0
(
that we will find later in Eq.
(N33), Eq. (N37)
)
is exactly
‖B0‖ ≤ 2~
pi
√
m∆V/2
(
1 +
1
2
√
1 + (
4∆V
EG
)2atan(
4∆V
EG
)
)
. (N10)
In the limit given by Eq. (N2), the condition in Eq. (N9) reads F < G
E2G
2piαEV
; we did not explicitly state it before
because it is implied in the condition given by Eq. (N3).
2. Leakage from deformed bands
In the construction of deformed bands, the operators Bn play the important role of removing off-diagonal elements
of the position operator from the Hamiltonian, order by order in the electric force F . As a consequence, higher order
deformed-band projection operators Pn lead to less leakage under exact evolution U(t) = e
−iH′t/~,
Ln(t) = ‖(1− Pn)U(t)Pn‖ = O(Fnt), (N11)
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than the projection operator P at zeroth-order. A bound on Ln and ‖Pn − P‖ can then be used to obtain a better
bound on L, utilizing the following inequality:
L(t) = ‖(1− P )U(t)P‖ = ‖(Pn − P )U(t)P + (1− Pn)U(t)(P − Pn) + (1− Pn)U(t)Pn‖
≤ 2‖Pn − P‖+ ‖(1− Pn)U(t)Pn‖ = 2‖Pn − P‖+ Ln(t). (N12)
Here and elsewhere, we frequently utilize the Cauchy-Schwarz inequality, as well as ‖Pn‖ = ‖1 − Pn‖ = ‖U(t)‖ = 1.
It gets increasingly complicated to calculate the leakage at higher orders and we will only calculate the first order.
Some relations hold at all orders n ∈ N0, for example Eq. (N12), but we will only use them for n = 0, 1 in this appendix.
We show next that the leakage out of the nth order deformed subspace Pn after evolution for time t is
Ln(t) = ‖(1− Pn)e−iH′t/~Pn‖ = ‖Qne−i(H′+FBn)t/~Pn +Qn iF~
∫ t
0
e−i(H
′+FBn)(t−s)/~Bne−iH
′s/~dsPn‖
≤ ‖Bn‖F |t|~ (N13)
where we used that H ′ + FBn is diagonal wrt. Pn.
Proof. The first equality uses
e−iH
′t/~ = e−i(H
′+FBn)t/~ +
iF
~
∫ t
0
e−i(H
′+FBn)(t−s)/~Bne−iH
′s/~ds. (N14)
We prove this by showing that
A(t) = e−i(H
′+FBn)t/~ − e−iH′t/~ + iF
~
∫ t
0
e−i(H
′+FBn)(t−s)/~Bne−iH
′s/~ds
is zero for all times t. Note that A(0) = 0 and therefore the first-order differential equation
d
dt
A(t) =
i
~
H ′e−iH
′t/~ − i
~
(H ′ + FBn)e−i(H
′+FBn)t/~(1 + iF
~
∫ t
0
ei(H
′+FBn)s/~Bne
−iH′s/~ds
)
+
i
~
FBne
−iH′t/~ = − i
~
(H ′ + FBn)A(t)
has the unique solution A(t) = A(0)e−i(H
′+FBn)t/~ = 0. 2
Using Eq. (N13) for n = 0 we could directly find a bound on the leakage for zeroth order L(t) ≤ ‖B0‖Ft~ . The
bound on ‖B0‖
(
Eq. (N10)
)
is independent of F , consequently, leakage at zeroth order over one Bloch period is
bounded from above by a field-independent constant, L(TB) ≤ G‖B0‖. Such an estimate is not ideal because no
improvement on the leakage can be predicted for smaller forces, as one would physically expect. This expectation
is however met when we use Eq. (N12) to get Eq. (N3), therefore it is necessary to find the estimate through the
first-order-deformed band quantities ‖P1 − P‖ and ‖B1‖.
3. Resolvent technique and integrals Il,q
We employ the resolvent technique to find bounds on the norm of operators. The nth order projection operator
can be rewritten as a Cauchy integral
Pn = − 1
2pii
∮
Γn
Rn(z)dz, Rn(z) =
(
Hn − z
)−1
(N15)
where Γn is a counter-clockwise loop in the complex-energy plane z = E + iu ∈ C that encircles the energy interval
σn and Rn(z) is the resolvent. Note that the spectrum of self-adjoint operators is confined to the real line. Fig. 10
(a) is a sketch of the energy spectrum of H0; the low energies (red) are energetically separated from the high energies
(blue) by a gap EG > 0 and −Ec < 0 denotes the center of the energy gap. In the sketch of the energy spectrum of
H1, Fig. 10 (b), the electric force F is assumed to be small enough
(
Eq. (N9)
)
such that the energy −Ec still lies in
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FIG. 11. (a) Deformation of the loop Γ0 from Fig. 10 (a) to the loop formed by Γr and γr. The vertical line Γr crosses the
real axis at the center of the gap −Ed between σ0 (red) and its complement σ(H0)\σ0 (blue). (b) For an energy −E0 < 0 in
σ0 (red) the angles θ
r
0, θ
−r
0 are used to show that depending on if they are the endpoints of the line γr or Γr we have to choose
two different branches of the complex logarithm. For an energy E′0 > 0 in σ(H0)\σ0 (blue) the angles θrc , θrc to the endpoints
of the line γr or Γr do not require two different choices of the branch of the complex logarithm.
the energy gap. By assumption, both P and P1 project onto gapped energy subspaces and the energy interval σ1 is
obtained from a continuous deformation of σ0, therefore we can choose the same loop Γ = Γ0 = Γ1 to encircle σ0 and
σ1
(
green loop in Fig. 10 (a), (b)
)
.
The projection operator P can also be written as a line integral over the infinite vertical loop Γ∞
(
Fig. 10 (c)
)
P = − 1
ipi
∫
Γ∞
PR0(z)dz. (N16)
For powers of the resolvent R0 times an operator A times R0, the line integral over Γ equals the line integral over
Γ∞ under the following conditions: there exists a constant M > 0 such that either (a) ‖A‖ is bounded by M or (b)
‖AR0(z)‖ is bounded by M for all z ∈ C. Then∮
Γ
(
R0(z)
)l
AR0(z)dz =
∫
Γ∞
(
R0(z)
)l
AR0(z)dz (N17)
holds in case (a) for all l > 0, in case (b) for all l > 1. We postpone the proof of Eqs. (N16-N17) to App. N 6 and
only comment on them here. Eq. (N16) goes beyond the expectation that one can simply replace Γ by Γ∞ in Eq.
(N15). The origin of the additional factor of 2 can be understood from a simpler example: The standard line integral
1
2pii
∮
dz
z = 1 can be split into two integrals over semicircles that both give
1
2 and sum up to 1. In this analogy, Γ∞ is
one of the semicircles and is only equal to half of the full loop integral
(
Eq. (N15)
)
. The additional projection operator
P appears because R0 has further singularities on the real line. Eq. (N17) will be used extensively to calculate the
estimate on the leakage. One advantage of using Γ∞ over Γ is that we can bound ‖T 1/2R0(z)‖ for all z ∈ Γ∞ as
‖T 1/2R0(z)‖ ≤
√
1 + (4∆V/EG)2
∆V
. (N18)
This bound will be found later in Eqs. (N49-N50), Eqs. (N52-N53), whereas we do not know how to find such an
estimate for z ∈ Γ.
Using Eq. (N17), we can reduce the bounds on ‖P1 − P‖ and ‖B1‖ to integrals of the form
Il,q =
1
2pi
∫
Γ∞
‖R0(z)‖l‖T 1/2R0(z)‖q|dz| (N19)
for l, q ∈ N with l + q/2 > 1 (this condition is to ensure convergence, as will be explicit in Eq. (N51)) where T = p22m
is the kinetic energy operator. We will express the leakage with these integrals Il,q as
L(t) ≤ 2~
√
2
m
FI1,1I2,0 +
~
m
F 2|t|(4I2,1I1,1 + I2,0I1,2 + 1
4
(I2,0)
2 + I2,0(I1,1)
2
)
+ ξ(t) (N20)
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where ξ(t) > 0 for all t and ξ(TB) = O(F 2).
Proof. We prove Eq. (N20) by using Eqs. (N12-N13) for n = 1, i.e., by finding bounds on ‖P1 − P‖ and ‖B1‖.
4. Reduction of estimates of leakage to Il,q
We start by showing that
‖P1 − P‖ ≤ F‖B0‖I2,0 + ξ′, ξ′ = F 2‖B0‖2I3,0 +O(F 3) > 0. (N21)
Let us first notice that
R1(z) =
(
1 + FR1(z)B0
)
R0(z) (N22)
⇔(1 + FR1(z)B0)−1R1(z) = R0(z)
⇔R−11 (z)
(
1 + FR1(z)B0
)
= R−10 (z)
⇔(H1 − z) + FB0 = (H0 − z)
where the last equality holds by definition of H1. Then we can rewrite the first-order deformed projection operator as
P1 = − 1
2pii
∮
Γ
R1(z)dz = − 1
2pii
∮
Γ
R0(z)dz − F
2pii
∮
Γ
R1(z)B0R0(z)dz
= − 1
2pii
∮
Γ
R0(z)dz − F
2pii
∮
Γ
R0(z)B0R0(z)dz + Ξ
′ = P − F
2pii
∫
Γ∞
R0(z)B0R0(z)dz + Ξ
′ (N23)
where
Ξ′ = − F
2
2pii
∫
Γ∞
R0(z)
(
B0R0(z)
)2
dz +O(F 3) (N24)
and we used Eq. (N17), case (a), to replace the integral over Γ with an integral over Γ∞. The justification for this
replacement is postponed to App. N 6. Then we find that
‖P1 − P‖ ≤ F
2pi
‖B0‖
∫
Γ∞
‖R0(z)‖2|dz|+ ξ′ ≤ F‖B0‖I2,0 + ξ′.
with ξ′ = ‖Ξ′‖ ≤ F 2‖B0‖2I3,0 +O(F 3).
The reduction of ‖B1‖ to the integrals Il,q is more complicated; we will show that it is given by
‖B1‖ ≤ F 4~
2
m
(
I2,1I1,1 + I2,0I1,2 +
1
4
(I2,0)
2 + I2,0(I1,1)
2
)
+ ξ′′ (N25)
where
ξ′′ = O
(F 2~3
m3/2
(I1,1)
2I3,1,
F 2~3
m3/2
I1,1I3,0
(
I1,2 +
1
4
I2,0 + (I1,1)
2
))
. (N26)
The proof of this inequality will be aided by three relations:
1. For normal, bounded operators A the norm is equal to the supremum of the absolute value of its eigenvalues,
i.e., ‖A‖ = sup{|a|; a ∈ σ(A)}. For example, Q1 − P1 is a normal, bounded operator with ‖Q1 − P1‖ = 1,
2. the reduced position operator x1 = PxP +QxQ is diagonal wrt. P ,
3. from 2., P +Q = 1, the triangle inequality and the Cauchy-Schwarz inequality, we find144
‖[x1, R0(z)]‖ ≤ ‖[x,R0(z)]‖. (N27)
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With the definition of B1
(
given in Eq. (N8)
)
, Eq. (N23), and relation 2., we get
B1 = −(Q1 − P1)[x1, P1]
= − F
2pii
(Q1 − P1)
∮
Γ
(
[x1, R1(z)]B0R0(z) +R1(z)[x1, B0]R0(z) +R1(z)B0[x1, R0(z)]
)
dz
= − F
2pii
(Q1 − P1)
∮
Γ
(
[x1, R0(z)]B0R0(z) +R0(z)[x,B0]R0(z) +R0(z)B0[x1, R0(z)]
)
dz + Ξ′′
= − F
2pii
(Q1 − P1)
∫
Γ∞
(
[x1, R0(z)]B0R0(z) +R0(z)[x,B0]R0(z) +R0(z)B0[x1, R0(z)]
)
dz + Ξ′′ (N28)
with Ξ′′ an operator of order F 2. For the second line we also employed that x1 = x−B0 therefore [x1, B0] = [x,B0];
we justify later in App. N 6 why we can replace
∮
Γ
dz by
∫
Γ∞
dz. Using Eq. (N27) we find
‖B1‖ ≤ F
2pi
∫
Γ∞
(
2‖[x,R0(z)]‖‖B0‖‖R0(z)‖+ ‖[x,B0]‖‖R0(z)‖2
)|dz|+ ξ′′ (N29)
with ξ′′ = ‖Ξ′′‖. What remains is to relate (i) ‖[x,R0(z)]‖, (ii) ‖B0‖ and (iii) ‖[x,B0]‖ to Il,q
(
Eq. (N19)
)
. Relation
(i) is aided by the following identity
R−10 (z)[x,R0(z)]R
−1
0 (z) = [R
−1
0 (z), x] = [H0, x]
⇔ [x,R0(z)] = R0(z)[H0, x]R0(z) = − i~
m
R0(z)pxR0(z). (N30)
For the last equality we used the Schro¨dinger Hamiltonian
(
Eq. (K1)
)
with velocity pxm proportional to the canonical
momentum. Further employing
‖pxR0(z)‖ ≤ ‖|p|R0(z)‖ =
√
2m‖T 1/2R0(z)‖ (N31)
we are lead to
‖[x,R0(z)]‖ ≤ ~
√
2
m
‖R0(z)‖‖T 1/2R0(z)‖. (N32)
For (ii) we use Eq. (N7), Eq. (N15) and Eq. (N32) and find
‖B0‖ = ‖[P, x]‖ ≤ ~
√
2
m
1
2pi
∫
Γ
‖R0(z)‖‖T 1/2R0(z)‖|dz| = ~
√
2
m
1
2pi
∫
Γ∞
‖R0(z)‖‖T 1/2R0(z)‖|dz|
= ~
√
2
m
I1,1. (N33)
The proof for the replacement of Γ with Γ∞ is shown in App. N 6. The first step to obtain relation (iii) is to apply
the definition of B0
(
Eq. (N7)
)
to derive
[x,B0] = (Q− P )[[P, x], x]− 2([P, x])2 (N34)
with the estimate ‖[P, x]‖ = ~
√
2
mI1,1
(
as in Eq. (N33)
)
. Writing P again in terms of R0 leads to
[[P, x], x] = − 1
2pii
∮
Γ
(
2R0(z)
(
[x,H0]R0(z)
)2
+R0(z)[[x,H0], x]R0(z)
)
dz
= − 1
2pii
∫
Γ∞
(
2R0(z)
(
[x,H0]R0(z)
)2
+R0(z)[[x,H0], x]R0(z)
)
dz,
where we defer to App. N 6 for the argument to replace Γ with Γ∞. Employing Eq. (N31) results in
‖[[P, x], x]‖ ≤ 1
2pi
∫
Γ∞
(4~2
m
‖R0(z)‖‖T 1/2R0(z)‖2 + ~
2
m
‖R0(z)‖2
)
|dz| = 4~
2
m
I1,2 +
~2
m
I2,0.
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From Eq. (N34) and this last equation follows
‖[x,B0]‖ ≤ ‖[[P, x], x]‖+ 2‖[P, x]‖2 ≤ 4~
2
m
I1,2 +
~2
m
I2,0 +
4~2
m
I21,1. (N35)
Inserting this equation with Eq. (N32) and Eq. (N33) into Eq. (N29) gives the claimed bound on ||B1||
(
Eq. (N25)
)
.
Using the derived estimates and explicitly writing out Ξ′′, one can now find a bound for ξ′′ = ‖Ξ′′‖ which will lead to
Eq. (N26). Finally, collecting equations Eq. (N12), Eq. (N13), Eq. (N33) and Eq. (N25) leads to the claimed bound
on the leakage L
(
Eq. (N20)
)
with ξ(t) = 2ξ′ + F |t|~ ξ
′′. 2
5. Calculation of Il,q
All that is left to finish the proof of Eq. (N3) is to calculate the integrals I2,0, I1,1, I2,1, I1,2
(
Eq. (N19)
)
in Eq. (N20)
explicitly, and for the estimates also I3,0, I3,1. We will find
I2,0 =
1
2pi∆V
(
1 +
4∆V
EG
atan(
4∆V
EG
)
)
, (N36)
I1,1 =
2
pi
√
∆V
(
1 +
1
2
√
1 + (
4∆V
EG
)2atan(
4∆V
EG
)
)
(N37)
I2,1 =
1
2pi(∆V )3/2
(2
3
+ (
4∆V
EG
)2
)
, (N38)
I1,2 =
1
pi∆V
(
1 +
4∆V
EG
√
1 + (
4∆V
EG
)2
)
, (N39)
I3,0 =
1
8pi(∆V )2
+
16∆V
piE3G
√
1 + ( 4∆VEG )
2
, (N40)
I3,1 =
1
2
√
∆V
( 1
5pi(∆V )2
+
1
piEG∆V
1√
1 + ( 4∆VEG )
2
+
4
piE2G
√
1 + (
4∆V
EG
)2atan(
4∆V
EG
)
)
(N41)
which simplify under the assumption ∆V  EG to
I2,0 =
1
EG
, (N42)
I1,1 =
2
√
∆V
EG
,
I2,1 =
8
√
∆V
piE2G
,
I1,2 =
16∆V
piE2G
,
I3,0 =
4
piE2G
,
I3,1 =
4
√
∆V
E3G
.
Proof. To calculate the integrals Il,q, we find the norm of the residuum by using a standard formula from functional
analysis
‖Rn(z)‖ =
(
inf
E∈σ(Hn)
|E − z|
)−1
=
(
inf
E∈σ(Hn)
√
(Ec + E)2 + u2
)−1
=
1√
(EG/2)2 + u2
≤ 1
u
(N43)
for z = −Ec + iu ∈ Γ∞ and σ(Hn) is the spectrum of Hn. To find an estimate on the norm of T 1/2R0(z) is more
problematic because the kinetic energy operator T is unbounded. This norm can only be bounded if the lattice
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potential is well-behaved. For example, if the lattice potential satisfies ‖V ‖ ≤ ∆V <∞ (setting the zero of energy to
be equal to the infimum of σ(H0)\σ0
)
then it follows from the semi-positive definiteness of T that
‖V (T − z)−1‖ ≤ ‖V ‖‖(T − z)−1‖ ≤ ∆V
u
≤ 1
2
(N44)
for all u = Im(z) > 2∆V . A more general condition on V to satisfy Eq. (N44) can be found in a paper by Avron145.
Since the integrands are positive for all Il,q, the integrals from u = −i∞ to u = 0 and from u = 0 to u = i∞ are
equal. Moreover, we split the integrals as
Il,q =
1
2pi
∫
Γ∞
‖R0(z)‖l‖T 1/2R0(z)‖q|dz| = I1l,q + I2l,q (N45)
where
I1l,q =
1
pi
( ∫ ∞
2∆V
‖R0(z)‖l‖T 1/2R0(z)‖qdu, (N46)
I2l,q =
∫ 2∆V
0
‖R0(z)‖l‖T 1/2R0(z)‖qdu (N47)
for z = −Ec + iu ∈ Γ, such that Eq. (N44) is satisfied for all z in the integration range of the first integral, I1l,q.
For the first integral I1l,q we use
(T + V − z)R0(z) = 1⇔ (T − z)R0(z) + V R0(z) = 1⇔ R0(z) = (T − z)−1
(
1− V R0(z)
)
(N48)
together with Eq. (N44) to find
‖T 1/2R0(z)‖ ≤ ‖T 1/2(T − z)−1‖+ ‖T 1/2(T − z)−1‖‖V R0(z)‖
≤ ‖T 1/2(T − z)−1‖
(
1 + ‖V (T − z)−1‖+ ‖V (T − z)−1V R0(z)‖
)
≤ ‖T 1/2(T − z)−1‖
∞∑
n=0
1
2n
= 2‖T 1/2(T − z)−1‖ (N49)
for all u = Im(z) > 2∆V . The last expression can now be calculated directly
‖T 1/2(T − z)−1‖2 = 2m sup
p≥0
| p
p2 − 2mz |
2 = 2m sup
p≥0
p2
(p2 + 2mEc)2 + (2mu)2
=
√
E2c + u
2(√
E2c + u
2 + Ec
)2
+ u2
≤ 1
2u
(N50)
where we used that the maximum of the norm is attained at p2 = 2m
√
E2c + u
2. This inequality together with
‖R0(z)‖ ≤ 1u
(
Eq. (N43)
)
gives a bound on the first integral
I1l,q ≤
1
pi
∫ ∞
2∆V
u−l(
2
u
)q/2du =
2q/2
pi(l + q/2− 1)(2∆V )
−(l+q/2−1). (N51)
Convergence of this integral is assured by the assumption that l + q/2 > 1. Explicit calculation gives the first term
in each of Eq. (N36)-(N39).
For the second integral we have to be a bit more careful to prevent it from blowing up at u = Im(z) = 0 and we
cannot use Eq. (N44) anymore. The idea is to find an intermediate complex number z0 to bound T
1/2R0(z) using the
Cauchy-Schwarz inequality
‖T 1/2R0(z)‖ = ‖T 1/2R0(z0)(H0 − z0)R0(z)‖ ≤ ‖T 1/2R0(z0)‖‖(H0 − z0)R0(z)‖. (N52)
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We choose z0 = Ec + 2i∆V with Eb ≥ −Ec in order to obtain an integrable estimate:
‖(H0 − z0)R0(z)‖2 = sup
E∈σ(H0)
(E − Eb)2 + (2∆V )2
(E + Ec)2 + u2
=
(EG/2− Ec − Eb)2 + (2∆V )2
(EG/2)2 + u2
≤ (EG/2)
2 + (2∆V )2
(EG/2)2 + u2
(N53)
where the maximum of the norm is attained at E = EG2 − Ec. From ‖(T − z0)−1‖ =
(
infz∈[0,∞ |z − z0|
)−1 ≤ 12∆V
it follows that ‖V (T − z)−1‖ ≤ ∆V2∆V = 12 , hence Eq. (N44) is still satisfied. Following the same steps as before,
‖T 1/2R0(z0)‖ ≤ 1√∆V . Combining the above equations with Eq. (N43), we get (extracting also an extra factor 4∆V )
I2l,q ≤
(4∆V )q/2
pi
(
1 + (
EG
4∆V
)2
)q/2 ∫ 2∆V
0
((EG/2)
2 + u2)−(l+q)/2du. (N54)
This gives the second term in Eq. (N36)-(N39).
Plugging Eq. (N42) back into Eq. (N20) we finally come to the main result, Eq. (N3), of this section
L(t) ≤ 4~
√
2∆V
m
F
E2G
+
4~
m
F 2|t|(16∆V
piE3G
+
16∆V
piE3G
+
1
4E2G
+
4∆V
E3G
) + ξ(t)
= 4~
√
2∆V
m
F
E2G
+
2~
m
F 2|t|(64
pi
+ 8)
∆V
E3G
+
~
mE2G
F 2|t|+ ξ(t)
= α
EV 2piF/G
E2G
+
β
2pi
(2piF/G
EG
)2E2V |t|/~
EG
+
~
mE2G
F 2|t|+ ξ(t) (N55)
with α = 4pi , β =
128
pi2 +
16
pi , EV =
~G
2
√
2∆V
m and ξ(t) = 2ξ
′ + F |t|~ ξ
′′ where
ξ′ ≤ F 2‖B0‖2I3,0 +O(F 3) = O
(
(
2piF/GEV
E2G
)2
)
and
ξ′′ = O(F 2~3
m3/2
I21,1I3,1,
F 2~3
m3/2
I1,1I3,0(I1,2 +
1
4
I2,0 + I
2
1,1)
)
= O(EV
EG
(
2piF/GEV
E2G
)2
)
.
When neglecting the last term in Eq. (N55), we arrive at Eq. (N3). 2
6. Proof for using the loop Γ∞
We start by proving Eqs. (N16-N17), and then confirm the applicability of Eq. (N17) to a number of examples
that we have encountered when finding the estimate of the leakage.
For the first part of the proof, Eq. (N16), we note first that the resolvent R0 is holomorphic away from the spectrum
of H0, therefore we can deform Γ without changing the line integral Eq. (N15), so long as the deformed Γ does not
cross the spectrum. In particular, we can deform Γ to the concatenation of the vertical line Γr and the semicircle γr;
the radius (r > 0) of the semicircle is chosen such that it does not cross the spectrum
(
Fig. 11 (a)
)
. For analytic
convenience, we define the zero in energy to lie at the lower bound of σ(H0)\σ0, i.e., the u-axis in Fig. 11 (a), and
−Ec < 0 to be the point on the real line at distance EG/2 from both σ0 and σ(H0)\σ0. We prove Eq. (N16) by
showing that
lim
r→∞
1
2pii
∮
γr
R0(z)dz = −1
2
1, lim
r→∞
1
2pii
∮
Γr
R0(z)dz =
1
2
(Q− P ). (N56)
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We start by using the completeness of Bloch functions {ψn,k}n≥1,k, i.e., 1 =
∑
n≥1
∫ |ψn,k〉 〈ψn,k|dk, therefore
R0(z) =
∑
n≥1
∫
(En,k − z)−1 |ψn,k〉 〈ψn,k|dk, (N57)
and then calculate the line integral for fixed En,k, i.e.∮
Γ
(En,k − z)−1dz =
∫
Γr
(En,k − z)−1dz +
∫
γr
(En,k − z)−1dz = − ln(z − En,k)|12 − ln(z − En,k)|21 (N58)
where the endpoints 1 and 2 of the lines Γr and γr are indicated in Fig. 11 (a), (b) in dark green. For each of the line
integrals, the logarithm of the radius |z−En,k| cancels, and we are left with the difference in the phase of z−En,k at
the endpoints 1 and 2. These angles are demonstrated in Fig. 11 (b). We note that depending on whether the energy
En,k is in σ0 or in σ(H0)\σ0, we choose a corresponding branch of the logarithm that avoids crossing the branch cut.
We denote the principal branch of arctangent by atan. Concretely, let En,k = −E0 ∈ σ0 with E0 > 0, then for the
integral over Γr we choose the branch θ˜ ∈ [−pi, pi) such that θ˜20 = −θ˜10 = −atan( rE0 )∫
Γr
(E0 − z)−1dz = iθ˜20 − iθ˜10 = −2iatan(
r
E0
). (N59)
For γr we choose the branch θ ∈ [0, 2pi) such that θ20 = 2pi − θ10 gives∫
γr
(E0 − z)−1dz = iθ10 − iθ20 = 2iatan(
r
E0
)− 2pii. (N60)
Therefore, for En,k ∈ σ0 ∮
Γ
(En,k − z)−1dz = −2pii, (N61)
which justifies the resolvent expression for the projection operator P
(
Eq. (N15)
)
. On the other hand, let En,k = E
′
0 ∈
σ(H0)\σ0. Now for both Γr and γr we choose the branch θ ∈ [0, 2pi) such that θ1c = pi− atan( rE′0 ), θ
2
c = pi+ atan(
r
E′0
)
leads to ∫
Γr
(E′0 − z)−1dz = iθ2c − iθ1c = 2iatan(
r
E′0
), (N62)∫
γr
(E′0 − z)−1dz = iθ1c − iθ2c = −2iatan(
r
E′0
). (N63)
So the line integral for En,k ∈ σ(H0)\σ0 is ∮
Γr
(En,k − z)−1dz = 0. (N64)
Now, we employ Eq. (N59), Eq. (N62) and the completeness of Bloch functions to evaluate
− 1
2pii
∫
Γr
R0(z)dz =
1
pi
N∑
n=1
∫
atan(
r
En,k
) |ψn,k〉 〈ψn,k|dk − 1
pi
∑
n≥N
∫
atan(
r
En,k
) |ψn,k〉 〈ψn,k|dk
r→∞−−−→ 1
2
(P −Q) (N65)
where N is the dimension of the gapped energy subspace at each k. The limit r → ∞ can be exchanged with
the integral
∫
dk because of a slight generalization to parametrized functions of Lebesgue’s Dominated Convergence
Theorem: For all n,k the energy En,k < ∞ is a possibly large but finite number and the r-parametrized functions
atan( rEn,k ) are bounded by
pi
2 for all r. Since the integral
∫
pi
2 |ψn,k〉 〈ψn,k|dk is finite, the theorem allows us to move
the limit r →∞ across the integral, i.e.
lim
r→∞
∫
atan(
r
En,k
) |ψn,k〉 〈ψn,k|dk =
∫
lim
r→∞ atan(
r
En,k
) |ψn,k〉 〈ψn,k|dk = pi
2
∫
|ψn,k〉 〈ψn,k|dk. (N66)
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Employing Eq. (N60) and Eq. (N63), we find
− 1
2pii
∫
γr
R0(z)dz = − 1
pi
N∑
n=1
∫ (
atan(
r
En,k
)− pi) |ψn,k〉 〈ψn,k|dk
+
1
pi
∑
n≥N
∫
atan(
r
En,k
) |ψn,k〉 〈ψn,k|dk r→∞−−−→ 1
2
1.
To prove Eq. (N17), we use Eq. (N43) and that the distance between the curve γr and σ(H0) is bounded from
below by r − Ec − ρ, where ρ is a lower bound on the spectrum of H0
(
Fig. 11 (a)
)
. This gives ‖R0(z)‖ ≤ 1r−Ec−ρ
which we then use in
‖
∫
γr
(
R0(z)
)l
AR0(z)dz‖ ≤
∫ 3pi/2
pi/2
‖R0(z)‖l‖AR0(z)‖rdθ ≤M(r − Ec)pi(r − Ec − ρ)−l r→∞−−−→ 0. (N67)
This proves case (b) for all l > 1. To prove case (a) we use ‖AR0(z)‖ ≤ ‖A‖‖R0(z)‖ ≤M‖R0(z)‖ such that now
‖
∫
γr
(
R0(z)
)l
AR0(z)dz‖ ≤
∫ 3pi/2
pi/2
‖R0(z)‖l+1‖A‖rdθ ≤M(r − Ec)pi(r − Ec − ρ)−l−1 r→∞−−−→ 0 (N68)
for all l > 0. If the norm of a quantity converges to zero in a certain limit, the quantity itself converges to zero which
in our case leaves us with Eq. (N17) where Γ∞ = limr→∞ Γr. 2
Now, let us check how Eq. (N17) applies to certain cases that we have encountered in App. N 4, for all of which
l = 1.
• Eq. (N23): ∮
Γ
R0(z)B0R0(z)dz, A = B0, M is given by Eq. (N10); therefore case (a) applies,
• Eq. (N24): ∮
Γ
R0(z)
(
B0R0(z)
)2
dz +O(F 3), A = B0R0(z)B0, M = 2~2m I1,1I2,1 from an estimate similar to Eq.
(N33); therefore case (a) applies,
• Eq. (N28): We split the expression into four integrals
–
∮
Γ
R0(z)T
1/2R0(z)B0R0(z)dz, A = T
1/2R0(z)B0, M is given by Eq. (N18) times Eq. (N10); therefore case
(a) applies,
–
∮
Γ
R0(z)B0R0(z)T
1/2R0(z)dz, A = B0R0(z)T
1/2, M is given by Eq. (N18) times Eq. (N10); therefore case
(a) applies,
–
∮
Γ
R0(z)[P, x]
2R0(z)dz, A = [P, x]
2, M is given by Eq. (N33); therefore case (a) applies,
–
∮
Γ
R0(z)[[P, x], x]R0(z)dz, A = [[P, x], x], M is given by Eq. (N35); therefore case (a) applies,
• Eq. (N33): ∮
Γ
R0(z)T
1/2R0(z)dz, A = T
1/2R0(z), M is given by Eq. (N18); this time we would like to apply case
(b) but l = 1 is not included in the statement; it cannot be applied. However,144 for all z ∈ γr : ‖(T − z)−1‖ ≤ 1r
because of the non-negativity of T . Thus Eq. (N44) is still satisfied and similarly Eq. (N49). Then the integrand
is of order r−3/2, and the integral vanishes for r →∞.
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