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Introduccio´n
Los teoremas de representacio´n juegan un papel significativo en el desarrollo de las
matema´ticas. Se trata usualmente de teoremas de enunciado sencillo (por ejemplo, el teo-
rema de Representacio´n de Riez en espacios de Hilbert, o el Teorema de Radon-Nykodyn
en espacios de medida) pero de gran contenido teo´rico. Su fuerza reside en permitir ver
ciertos objetos complejos o de naturaleza difusa, en te´rminos de otros ma´s manejables y
concretos (por ejemplo, todo funcional lineal en Lp se puede identificar con una funcio´n
en Lq, donde q es el exponente conjugado de p).
El objetivo de este trabajo es estudiar un teorema de representacio´n de particular im-
portancia en ca´lculo de variaciones y en ecuaciones diferenciales parciales. Se trata del
teorema fundamental de las medidas de Young, al cual tambie´n nos referiremos como el
teorema fundamental.
Se busca estudiar el siguiente problema: dada una sucesio´n de funciones medibles entre es-
pacios euclidianos, que´ se puede decir de su composicio´n con una funcio´n continua dada en
cuanto a convergencia de´bil, en particular si la funcio´n en cuestio´n es no lineal. A grandes
rasgos, dada una sucesio´n de funciones medibles, el teorema fundamental garantiza con-
vergencia de´bil-* en L∞ de una subsucesio´n, ma´s aun garantiza convergencia de´bil-* de la
composicio´n de dicha subsucesio´n con cualquier funcio´n continua. La potencia adicional
es que se logran representar estos l´ımites de´biles en te´rminos de una familia de medidas
que no dependen de la funcio´n escogida. Esto permite usar herramientas muy generales
de teor´ıa de la medida para obtener informacio´n de dichos l´ımites.
En el trabajo se presenta una introduccio´n detallada y algunos ejemplos relevantes en
relacio´n a las medidas de Young. Cabe resaltar que la lectura so´lo demanda conocimientos
generales de ana´lisis funcional y teor´ıa de la medida. En el primer cap´ıtulo se dan las her-
ramientas ba´sicas para la demostracio´n del teorema fundamental, en particular se explica
en detalle la teor´ıa de integrales de Bochner. Se incluye una prueba bastante general de un
resultado de dualidad en estos espacios -un teorema de representacio´n en s´ı mismo-. En el
segundo cap´ıtulo se usa este resultado fuertemente en la prueba del teorema fundamental.
A continuacio´n se desarrollan algunas consecuencias del teorema, en particular un lema
tipo Fatou respecto a funciones de Carathe´odory.
Los problemas de minimizacio´n de funcionales no lineales en dominios ((admisibles)), llama-
dos problemas variacionales, hacen parte del estudio de ecuaciones diferenciales parciales;
por ejemplo, en el problema de Dirichlet las soluciones esta´n asociadas a la optimizacio´n de
un funcional de energ´ıa. En algunos casos hay herramientas para garantizar la convergen-
cia de´bil en Lp de ciertas aproximaciones al ((minimizador)) (concretamente, convergencia
de´bil de una sucesio´n que aproxima el ı´nfimo del funcional). A la luz del teorema funda-
mental, ciertas hipo´tesis adicionales permiten mejorar esa convergencia de´bil y de hecho
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garantizar la convergencia fuerte en Lp. Un primer ejemplo simple se incluye al final del
segundo cap´ıtulo. As´ı mismo se incluye el ejemplo cla´sico variacional debido a L.C. Young,
con el cual se dio origen a la teor´ıa de medidas de Young.
Finalmente, en el tercer cap´ıtulo se estudia una situacio´n ma´s elaborada que ilustra conc-
retamente la utilidad de las herrmaientas te´cnicas desarrolladas. En este caso el objetivo
es el mismo que en el problema variacional, es decir pasar de convergencia de´bil a conver-
gencia fuerte en Lp.
En el ape´ndice se incluyen por claridad los enunciados de dos teoremas recurrentes en
buena parte del trabajo, el Teorema de convergencia de Vitali y el teorema de Dunford-
Pettis. Tambie´n se demuestra la desigualdad de Jensen generalizada usada en el ejemplo
variacional.
Para facilitar la lectura se adoptan convenciones de notacio´n. Por ejemplo, si no se especifi-
ca la medida a utilizar se supone que es la medida de Lebesgue. Igualmente si A es un con-
junto medible la notacio´nm(A) se usa para la medida de Lebesgue del conjuntoA. Tambie´n
se usa escritura compacta para ciertos conjuntos, por ejemplo {f ≥ 0} := {x : f(x) ≥ 0}.
La notacio´n de corchetes de dualidad es esta´ndar en ana´lisis funcional. Esto significa que
si µ es un funcional lineal en el espacio de Banach X y x ∈ X, 〈µ, x〉 := µ(x). As´ı mismo, si
X es un espacio de Banach denotaremos a X ′ como su dual topolo´gico. En este trabajo en
particular, es comu´n que los funcionales lineales sean representados por cargas (medidas
con signo), por lo tanto si µ es una medida y f es una funcio´n medible, 〈ν, f〉 := ∫Ω fdµ.
Extendiendo esto, en algunos casos se usa notacio´n abreviada para vectores en Rn, por
ejemplo si F : Ω → Rd es una funcio´n de valor vectorial, digamos F = (F1, . . . , Fd), la
notacio´n
∫
Ω Fdµ = 〈µ, F 〉 debe ser interpretada como el vector (
∫
Ω F1 dµ, . . . ,
∫
Ω Fd dµ).
Para funciones vectoriales la notacio´n F ∈ Lp(Ω) debe ser entendida por componentes,
esto es Fi ∈ Lp(Ω) i = 1, . . . , d. Como es de uso comu´n se usa la abreviacio´n c.t.p. (casi
todo punto) para propiedades que son va´lidas salvo en un conjunto de medida nula. En
cualquier caso las convenciones obedecen ma´s a la presentacio´n de los enunciados y por lo
general sera´n aclaradas nuevamente al momento de leer las demostraciones.
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CAPI´TULO 1
Preliminares
1.1. C0(Rd) y su dual M(Rd)
En esta seccio´n definimos el espacio de medidas de Radon. Recordemos que para
1 ≤ p <∞, el dual de Lp es Lq donde q es el exponente conjugado de p. Esto falla en el caso
p =∞, pues el dual de L∞ no es L1. Se hace necesario entonces buscar una representacio´n
u´til para el espacio de funcionales lineales. Por ejemplo, si f ∈ L1, f induce un funcional
lineal en L∞ definido por
g 7→
∫
Ω
fg.
Notemos que esta correspondencia de hecho define tambie´n una medida para el caso f ≥ 0,
g = χE . Esto lleva a buscar representaciones de los espacios duales a trave´s de medidas
(espec´ıficamente de cargas, tambie´n llamadas medidas con signo en la literatura).
Definicio´n 1.1.1. Denotamos por Cc(Rd) al subespacio de L∞(Rd) formado por las fun-
ciones continuas de soporte compacto.
Definimos C0(Rd) como la clausura de Cc(Rd) en L∞(Rd).
Notemos que Cc(Rd) es separable por el teorema de Stone-Weirestrass, naturalmente
esto implica que C0(Rd) es tambie´n separable.
Definicio´n 1.1.2. Decimos que un funcional lineal α (no necesariamente acotado) en
C0(Rd) (respectivamente Cc(Rd)) es positivo si α(f) ≥ 0 para toda f ≥ 0 en C0(Rd) (o
Cc(Rd)).
Definicio´n 1.1.3. Dado un espacio topolo´gico Hausdorff (X, τ) decimos que una medida
µ es Borel si esta´ definida por lo menos en la sigma a´lgebra de Borel asociada al esapcio
topoo´gico X.
Definicio´n 1.1.4. Dada una medida Borel µ en el espacio topolo´gico (X, τ) decimos que
es regular (o regular interior) si se satisface
µ(E) = sup {µ(K) : K ⊂ E,Kcompacto} ,
para cada E medible.
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Definicio´n 1.1.5. Una medida de Radon positiva, es una medida µ en X que cumple
las siguientes condiciones:
1. µ es Borel regular.
2. µ(K) <∞ para cada K compacto.
Recordemos que una carga µ sobre un espacio de medida X, se descompone como
diferencia de dos medidas µ = µ+−µ−, por el teorema de descomposicio´n de Jordan ( [2]
p. 83). La variacio´n total de µ esta dada por
‖µ‖ = µ+(X) + µ−(X).
Definimos su valor absoluto por |µ| := µ++µ−. El espacio de cargas de variacio´n total finita
es un espacio de Banach con la variacio´n total como norma ([3] IV 2.16). A continuacio´n
extendemos la nocio´n de medida de Rado´n positiva a cargas.
Definicio´n 1.1.6. Una medida de Radon es una carga µ en X de variacio´n total finita
para la cual |µ| es una medida de Radon positiva. El espacio de medidas de Radon lo
denotamos M(X).
El siguiente teorema de representacio´n nos brinda una coneccio´n directa entre las
medidas de Rado´n y los funcionales lineales acotados en C0(Rd).
Teorema 1.1.7. (Riesz-Markov) Para cada α funcional lineal acotado en C0(Rd), existe
una u´nica medida de Radon en Rd tal que
〈α, f〉 =
∫
Rd
f dµ,
adema´s ‖µ‖ = ‖α‖ y α ≥ 0 si y so´lo si µ es una medida (esto es, positiva).
Demostracio´n. La demostracio´n se puede encontrar en [7] p. 364.
Rec´ıprocamente, si µ es una medida de Radon y f ∈ C0(Rd) entonces se induce un
funcional lineal por integracio´n el cual denotamos µ˜, adema´s dicho funcional es acotado:
〈µ˜, f〉 =
∫
Rd
f dµ ≤
(
sup
x∈Rd
|f(x)|
)
|µ|(Rd) = ‖f‖‖µ‖.
Por lo tanto tenemos el siguiente resultado fundamental:
Teorema 1.1.8. El dual de C0(Rd) es isome´tricamente isomorfo al espacio de medidas
de Radon, esto es
(C0(Rd))′ =M(Rd).
El isomorfismo cano´nico esta´ dado por
〈µ˜, f〉 =
∫
Rd
f dµ.
Adema´s, la correspondencia transforma funcionales lineales positivos en medidas positivas.
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En lo sucesivo usamos la notacio´n µ para referirnos tanto a la medida de Radon como
al funcional lineal inducido por integracio´n.
1.2. Soportes de medidas
La nocio´n de soporte de una medida nos da una idea de do´nde la medida se encuentra
localizada, a continuacio´n damos una definicio´n rigurosa y algunas propiedades impor-
tantes. La referencia principal es [4] sec 4.9.
Definicio´n 1.2.1. Dado un espacio topolo´gico (X, τ) y una medida Borel µ, decimos que
x ∈ X pertenece al soporte de µ si µ(U) > 0 para toda vecindad abierta U de x. Denotamos
a este conjunto suppµ.
Ejemplo 1.2.2. • Si m es la medida de Lebesgue de Rn, entonces suppm = Rn.
• Si X es un espacio Hausdorff y δx es la medida de Dirac concentrada en x ∈ X,
entonces supp δx = {x}.
• Si f : Rn → [0,∞) es una funcio´n continua entonces para la medida definida por
µ(E) =
∫
E f(x) dx, se tiene que suppµ = supp f (ve´ase definicio´n 1.3.1).
Proposicio´n 1.2.3. suppµ es cerrado para toda medida Borel µ.
Demostracio´n. Sea x ∈ X \ suppµ. Esto significa por definicio´n de suppµ que existe una
vecindad abierta Ux de x con µ(Ux) = 0. Sin embargo Ux es vecindad de todos sus puntos
y as´ı se sigue que x ∈ Ux ⊂ X \ suppµ. Por lo tanto X \ suppµ es abierto.
Bajo ciertas condiciones se puede garantizar que los conjuntos por fuera del soporte
de una medida tienen medida nula. En seguida damos dos ejemplos de esta situacio´n.
Proposicio´n 1.2.4. Sea X un espacio topolo´gico 2-contable. Si µ es una medida Borel
en X y A ⊂ X \ suppµ es un conjunto medible, entonces µ(A) = 0.
Demostracio´n. Basta considerar el caso A = X \ suppµ. Para todo y ∈ A existe una
vecindad abierta Uy ⊂ A, con µ(Uy) = 0 como se mostro´ en la proposicio´n anterior. Por
lo tanto A =
⋃
y∈A Uy. Al ser X 2-contable, A es tambie´n 2-contable y por lo tanto es
un espacio de Lindelo¨f. Se sigue que el cubrimiento se reduce a uno numerable, es decir
A =
⋃∞
k=1 Uyk . Se concluye que A es un conjunto de medida nula ya que es unio´n numerable
de conjuntos de medida nula.
Proposicio´n 1.2.5. Si µ es una medida de Radon positiva en X y A ⊂ X \ suppµ es un
cojnunto medible, entonces µ(A) = 0.
Demostracio´n. Por regularidad de la medida µ basta demostrar que esto sucede para A
compacto. El argumento es similar al de la proposicio´n anterior: Para todo y ∈ A existe
una vecindad abierta Uy ⊂ X \ suppµ, con µ(Uy) = 0. As´ı A ⊂
⋃
y∈A Uy. Este cubrimiento
se reduce a uno finito por compacidad, es decir A ⊂ ⋃mk=1 Uyk . Por lo tanto A es de medida
nula al estar contenido en una unio´n finita de conjuntos de medida nula.
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De acuerdo con el teorema 1.1.8, una medida da Radon en Rd queda caracterizada por
el funcional lineal correspondiente en (C0(Rd))′. La siguiente proposicio´n muestra que de
hecho el soporte de una medida queda determinado tambie´n por el comportamiento de la
medida en cierto conjunto de funciones continuas.
Proposicio´n 1.2.6. Sea µ una medida Borel en Rd y K un subconjunto cerrado de Rd.
Entonces suppµ ⊂ K si y so´lo si 〈µ, f〉 = 0 para toda f ∈ CK0 (Rd), donde
CK0 (Rd) := {f ∈ C0(Rd) : f |K ≡ 0}.
Demostracio´n. (⇒) Si suppµ ⊂ K entonces por la proposicio´n 1.2.4 µ(Rd \ suppµ) = 0,
y as´ı para f ∈ CK0 (Rd) tenemos que
〈µ, f〉 =
∫
Rd
f dµ =
∫
suppµ
f dµ = 0.
(⇐) Supongamos que 〈µ, f〉 = 0 para toda f ∈ CK0 (Rd), razonamos por contradiccio´n: Si
existe
x ∈ suppµ \K, entonces al ser K cerrado existe una bola abierta de radio ε > 0 y centro
en x, B := B(ε;x), tal que B ∩K = ∅. Sea U := B(ε/2;x). Existe una funcio´n continua
f tal que f(U) ≡ 1 y f(Rd \B) ≡ 0, naturalmente esto implica que f ∈ CK0 (Rd), adema´s
puesto que f ≥ χU
〈µ, f〉 =
∫
Rd
f dµ ≥
∫
Rd
χU dµ = µ(U) > 0,
lo cual contradice la hipo´tesis.
Modificando ligeramente el razonamiento de la proposicio´n anterior podemos llegar a
extraer informacio´n del soporte de una medida incluso de una sola funcio´n. Esto se resume
en el siguiente hecho.
Proposicio´n 1.2.7. Sean f : Rd → [0,∞) una funcio´n continua y µ una medida Borel
en Rd. Si 〈µ, f〉 = 0 entonces suppµ ⊂ ker f .
Demostracio´n. Si x ∈ suppµ \ ker f , entonces f(x) > 0. Por continuidad existe una vecin-
dad abierta U de x y ε > 0 tal que f(y) ≥ ε para todo y ∈ U . Adema´s µ(U) > 0 puesto
que x ∈ suppµ. Esto nos lleva a la contradiccio´n
〈µ, f〉 =
∫
Rd
f dµ ≥
∫
U
f dµ ≥ εµ(U) > 0.
1.3. Nociones ba´sicas de distribuciones
A continuacio´n exponemos los conceptos fundamentales de la teor´ıa de distribuciones,
para una motivacio´n ma´s profunda y los ejemplos ma´s relevantes se puede consultar [10].
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Definicio´n 1.3.1. Sea φ una funcio´n continua de valor real definida en un abierto de Rn.
El soporte de φ, notado como suppφ se define por
suppφ = {x ∈ Rn : φ(x) 6= 0},
donde la clausura se toma en Rn. Adema´s decimos que φ es de soporte compacto en caso
que suppφ lo sea. El conjunto de funciones infinitas veces derivables de soporte compacto
lo denotamos D(Ω).
La notacio´n D(Ω) la usamos espec´ıficamente cuando hablemos de la siguiente forma
de convergencia.
Definicio´n 1.3.2. Decimos que una sucesio´n de funciones (φm)m∈N en D(Ω) converge a
0 si existe un compacto K ∈ Ω fijo, tal que supp (φm) ⊂ K para cada m y adema´s φm y
todas sus derivadas parciales de orden superior convergen uniformemente a 0 en K.
Definicio´n 1.3.3. Decimos que un funcional lineal T en D(Ω) es una distribucio´n en Ω
si para cualquier sucesio´n (φm)m∈N en D(Ω), φm → 0 implica T (φm) → 0. Al espacio de
las distribuciones en Ω lo denotamos D′(Ω)
Ejemplo 1.3.4. Si f es una funcio´n localmente integrable, es decir para cada K ⊂ Ω
compacto ∫
K
|f | <∞,
entonces el funcional Tf : D(Ω)→ R definida por
Tf (φ) =
∫
Ω
fφ
es una distribucio´n en Ω.
Ejemplo 1.3.5. Si f ∈ Lp(Ω) entonces f es localmente integrable y Tf es una distribucio´n
en Ω.
Definicio´n 1.3.6. Decimos que una distribucio´n T es una funcio´n en Ω si T = Tf para
alguna funcio´n f localmente integrable.
Tratamos a f y a Tf indistintamente, es decir cuando hablemos de una propiedad
distribucional de f nos referimos a una propiedad de la distribucio´n Tf . Dado x ∈ Rn con
x = (x1, . . . , xn), un multi-´ındice es vector de nu´meros enteros no negativos
α = (α1, . . . , αn).
A cada multi-´ındice α le asociamos los valores definidos a continuacio´n
|α| = α1 + . . .+ αn,
α! = α1! . . . αn!,
xα = xα11 . . . x
αn
n , x ∈ Rn.
Tambie´n decimos que dos multi-´ındices α y β cumplen la relacio´n α ≤ β si αi ≤ βi para
i = 1, . . . , n. Finalmente definimos el operador Dα como
Dα =
∂|α|
∂xα11 . . . ∂x
αn
n
.
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Una de las propiedades ma´s importantes de las distribuciones es la diferenciacio´n, ob-
servemos que si f ∈ C1(Rd) (es decir f es diferenciable y f ′ es continua), entonces f ′ es
localmente integrable. As´ı para φ ∈ D(Ω)
Tf ′(φ) =
∫
R
f ′φ = −
∫
R
fφ′ = −Tf (φ′).
Adicionalmente notemos que en general para una sucesio´n (φn)n∈N si φn → 0 en D(Ω)
entonces (Dαφn)n∈N tambie´n es una sucesio´n en D(Ω) y se tiene que Dαφn → 0. Esto nos
da la siguiente proposicio´n.
Proposicio´n 1.3.7. Dado un multi-´ındice α y una distribucio´n T ∈ D′(Ω) con Ω abierto
en Rn, el funcional DαT sobre D(Ω) definido por
(DαT )(φ) := (−1)|α|T (Dαφ), φ ∈ D(Ω),
es una distribucio´n en D′(Ω).
De acuerdo con la convencio´n mencionada anteriormente para u ∈ Lp(Ω) la notacio´n
Dαu se refiere a DαTu. Para terminar dotamos a D′(Ω) de una nocio´n de convergencia
(de´bil).
Definicio´n 1.3.8. Decimos que una sucesio´n de distribuciones (Tn)n∈N en D′(Ω) converge
a T ∈ D′(Ω) si para cada φ ∈ D(Ω)
Tn(φ)→ T (φ).
1.4. Espacios de Sobolev
A continuacio´ndefinimos los espacios de Sobolev, una herramineta fundamental en el
estudio de problemas variacionales y tambie´n en soluciones de´biles para ecuaciones en
derivadas parciales.
Definicio´n 1.4.1. Sea m > 0 un entero y 1 ≤ p ≤ ∞. El espacio de Sobolev Wm,p(Ω)
se define como
Wm,p(Ω) = {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω) para todo |α| ≤ m}.
Recordemos que α denota un multi-´ındice. As´ı Wm,p(Ω) es la coleccio´n de funciones
u en Lp(Ω) que cumplen que sus derivadas distribucionales hasta orden m esta´n tambie´n
en Lp(Ω). Como hab´ıamos sen˜alado nos referimos a que las derivadas de la distribucio´n
Tu son distribuciones representadas por funciones en L
p(Ω). Naturalmente Wm,p(Ω) es un
espacio vectorial y de hecho es un espacio de Banach dotado de la norma
| |u||m,p,Ω =
∑
|α|≤m
| |Dαu||Lp(Ω) .
Definicio´n 1.4.2. Definimos el espacio Wm,p0 (Ω) como la clausura de C
∞
c (Ω) en el espacio
de Sobolev Wm,p(Ω).
Los espacios Wm,p0 (Ω) generalizan la nocio´n de condicion de nulidad en la frontera de
Ω. En los problemas de ecuaciones en derivadas parciales cla´sicos se suele reemplazar la
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condicio´n de frontera u|∂Ω ≡ 0, por la condicio´n ma´s de´bil u ∈Wm,p0 . El objetivo con esto
es buscar soluciones generalizadas (llamadas tambie´n de´biles) en espacios de Sobolev.
El siguiente teorema debido a Stampacchia nos dice co´mo las funciones de Lipschitz
transforman los espacios de Sobolev.
Teorema 1.4.3. Sea f : R → R una funcio´n de Lipschitz. Si u ∈ W 1,p(Ω) en-
tonces f(u) ∈W 1,p(Ω). Adema´s si f es diferenciable salvo en un nu´mero finito de puntos
t1, . . . , tk, se satisface
∂
∂xi
(f(u))(x) =
{
f ′(u) ∂u∂xi (x), u(x) /∈ {t1, . . . , tk}
0, u(x) ∈ {t1, . . . , tk}
Demostracio´n. La demostracio´n se puede encontrar en [10], Ape´ndice 4.
1.5. Medibilidad para funciones vectoriales
Una de las herramientas que usaremos para la parte central del trabajo sera´ la genera-
lizacio´n de funcio´n medible y funcio´n integrable. En la teor´ıa cla´sica de funciones medibles
se dice que una funcio´n cuyo dominio es un espacio medible y de rango en un espacio
topolo´gico es medible si la preimagen de todo abierto es un conjunto medible. Cuando
queremos definir la nocio´n de medibilidad para funciones que toman valores en un espacio
de Banach, podr´ıamos empezar por ver el espacio de Banach con su topoolog´ıa y utilizar
la definicio´n para espacios topolo´gicos. Sin embargo, este enfoque no es muy conveniente,
si el objetivo final es desarrollar una forma de integracio´n. As´ı, es mejor usar una nocio´n
de medibilidad (fuerte) a partir de funciones simples. Se sigue, salvo ligeras modificaciones
hechas por claridad, la introduccio´n presentada en [14].
Definicio´n 1.5.1. Sea (Ω,Σ, µ) un espacio de medida, X un espacio de Banach y
f : Ω→ X una funcio´n arbitraria.
1. Definimos la funcio´n ‖f‖ : Ω→ [0,∞) por x 7→ ‖f‖(x) := ‖f(x)‖.
2. Decimos que f es de´bilmente medible si para todo funcional lineal acotado x′ ∈ X ′,
la funcio´n de valor real x′ ◦ f , es Σ-medible (en el sentido usual).
3. Decimos que f es una funcio´n simple si f(Ω) es contable y f−1({x}) es Σ-medible
para todo x ∈ X.
4. Decimos que f es fuertemente Σ-medible si existe una sucesio´n de funciones simples
sn : Ω→ X, tales que sn → f en µ−c.t.p., esto es
µ ({x ∈ X : sn(x) 6→ f(x)}) = 0.
Ejemplo 1.5.2. Si g : Ω → R es Σ-medible y b ∈ X, entonces la funcio´n F : Ω → X,
definida por F(x)=g(x)b, es fuertemente Σ-medible.
Demostracio´n. Como g es Σ-medible, existe una sucesio´n de funciones simples (de valor
real) gn → g µ-c.t.p., as´ı la sucesio´n sn = gnb es una sucesio´n de funciones (vectoriales)
simples que converge a F en µ-c.t.p..
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Al igual que en la teor´ıa de integracio´n cla´sica definimos la relacio´n de equivalencia
f ≡ g si f = g en µ-c.t.p, lo cual es equivalente a decir que la funcio´n de valor real ‖f−g‖
es nula en µ-c.t.p.
Proposicio´n 1.5.3. Si f : Ω→ X es fuertemente medible, entonces es de´bilmente medi-
ble.
Demostracio´n. Si s : Ω → X es una funcio´n simple, entonces para cada funcional lineal
acotado x′ ∈ X ′ la funcio´n de valor real x′◦s es simple y medible. Ahora si f es fuertemente
medible existe una sucesio´n de funciones simples sn → f µ-c.t.p. lo cual implica por la
continuidad de x′ que x′ ◦ sn → x′ ◦ f µ-c.t.p. , y as´ı x′ ◦ f es medible al ser l´ımite de
funciones medibles.
El Teorema de Pettis relaciona la medibilidad fuerte con la separabilidad en casi todo
punto del rango. Para demostrarlo necesitamos primero el siguiente Lema.
Lema 1.5.4. Sea X un espacio de Banach separable. Entonces existe una sucesio´n de
funcionales (x′n)n≥1 ⊂ X ′ con ‖x′n‖ ≤ 1 tal que para cualquier x′0 ∈ X ′ con ‖x′0‖ ≤ 1,
existe una subsucesio´n de x′n que converge de´bil-∗ a x0.
Demostracio´n. Sea (xn) una sucesio´n densa en X y llamemos S
′ a la bola unitaria cerrada
de X ′. Para cada n fijo consideremos las funciones
φn : S
′ → Rn : x′ 7→ φn(x′) := (x′(x1), . . . , x′(xn)).
Puesto que Rn es separable, tambie´n lo es φn(S′), esto es, para n fijo existe una sucesio´n
(x′n,k)k∈N ⊂ S′ tal que {φn(x′n,k) : k ∈ N} es densa en φn(S′). De esta construccio´n
es inmediato que dado x′0 ∈ S′, existe una subsucesio´n (x′n,mn)n∈N tal que |x′n,mn(xi) −
x′o(xi)| < 1/n, (i = 1, . . . , n). As´ı l´ımn→∞ x′n,mn(xi) = x′0(xi) para cada i. Se sigue por la
densidad de xn en X que tambie´n l´ımn→∞ x′n,mn(x) = x
′
0(x) para todo x ∈ X. Usando
la biyeccio´n cano´nica de N en N×N podemos reordenar las sucesiones (x′n,k)n,k∈N en una
sola sucesio´n (yn)n∈N que contenga a todas las sucesiones (x′n,mn)n∈N como subsucesiones
y concluimos el resultado.
Definicio´n 1.5.5. Decimos que f : Ω → X es de imagen separable en µ-c.t.p. si existe
un conjunto B ∈ Σ de µ-medida nula tal que f(Ω \B) es separable.
Teorema 1.5.6. (Pettis) f : Ω → X es fuertemente medible si y so´lo si es de´bilmente
medible y de imagen separable en µ-c.t.p.
Demostracio´n. (⇒) Si f es fuertemente medible entonces es de´bilmente medible. Sea sn
una sucesio´n de funciones simples con sn → f en µ-c.t.p, sea entonces B = {x ∈ X :
sn(x) 6→ f(x)}, notemos que sn(Ω \ B) es separable (pues es contable). As´ı f(Ω \ B) ⊂⋃∞
n=1 sn(Ω \B) es tambie´n separable.
(⇐) Sin pe´rdida de generalidad, podemos suponer que f es de imagen separable. La
clausura del subespacio generado por f(Ω) es entonces separable, luego tomando este
subespacio cerrado (y por lo tanto de Banach) como el de llegada, podemos suponer
tambie´n que X es separable. Primero, vamos a demostrar que ‖f‖ es una funcio´n medible.
Sea entonces x′n la sucesio´n en X ′ que garantiza el lema 1.5.4.
Para cada a ∈ R sean A = {t ∈ Ω : ‖f(t)‖ ≤ a} y Ax′ = {t ∈ Ω : |x′(f(t))| ≤ a}. No
es dif´ıcil ver que A ⊂ ⋂‖x′‖≤1Ax′ . Rec´ıprocamente, para cada t ∈ Ω por el teorema de
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Hahn-Banach, existe x′t ∈ X ′ con ‖x′t‖ = 1 tal que x′t(f(t)) = ‖f(t)‖ y as´ı A =
⋂
‖x′‖≤1Ax′ ,
por otro lado el lema 1.5.4 garantiza que
⋂
‖x′‖≤1Ax′ =
⋂∞
n=1Ax′n . En total A =
⋂∞
n=1Ax′n
y puesto que f es de´bilmente medible, A ∈ Σ y as´ı ‖f‖ es medible.
Como f es de rango separable, para cada n entero positivo, podemos cubrir f(Ω) por un
nu´mero contable de bolas de radio 1/n, digamos {B(xj,n; 1/n)}j∈N. Como las funciones
constantes son fuertemente medibles se sigue por el razonamiento del pa´rrafo anterior que
‖f − xj,n‖ es medible. As´ı los conjuntos Bj,n = {t ∈ Ω : f(t) ∈ B(xj,n; 1/n)} son medibles
y forman un cubrimiento de Ω. Definimos
fn(t) = xi,n ↔ t ∈ B′i,n = Bi,n \
i−1⋃
j=1
Bj,n,
notemos que para cada n, B′j,n es una particio´n de Ω y as´ı fn esta´ bien definida y
‖f(t)−fn(t)‖ < 1/n para cada t ∈ Ω. . Por lo tanto f al ser l´ımite de las funciones simples
fn resulta fuertemente medible.
Corolario 1.5.7. Si X es un espacio de Banach separable, entonces f : Ω → X es
fuertemente medible si y so´lo si es de´bilmente medible.
1.6. Integral de Bochner
Definicio´n 1.6.1. (Integral para funciones de rango finito) Sea f : Ω→ X una fun-
cio´n simple con f(Ω) finito y tal que µ(f−1(x)) <∞ para x 6= 0. Sean f(Ω) = {x1, . . . , xn}
y Bi = f
−1(xi). Decimos que f es una funcio´n integrable de rango finito y definimos la
integral de f respecto a µ como ∫
Ω
f dµ =
n∑
i=1
µ(Bi)xi.
Teorema 1.6.2. (Integral vectorial) Sea f : Ω → X una funcio´n arbitraria. Si existe
una sucesio´n de funciones integrables de rango finito (fn)n∈N tal que fn → f µ-c.t.p. y se
satisface
l´ım
n→∞
∫
Ω
‖fn − f‖dµ = 0, (1.1)
decimos que f es Bochner-integrable y podemos definir su integral sobre Ω′ ∈ Σ como∫
Ω′
fdµ = l´ım
n→∞
∫
Ω
χΩ′fndµ,
donde χΩ′ : Ω→ R es la funcio´n caracter´ıstica de Ω′.
Demostracio´n. Puesto que de la hipo´tesis f es fuertemente medible, tiene sentido hablar
de la integral (1.1). Notemos que de la desigualdad triangular en X se sigue que se satisface
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‖ ∫Ω g‖ ≤ ∫Ω ‖g‖ , para g una funcio´n simple integrable arbitraria. As´ı∥∥∥∥∫
Ω′
fn dµ−
∫
Ω′
fm dµ
∥∥∥∥ = ∥∥∥∥∫
Ω′
(fn − fm) dµ
∥∥∥∥
≤
∫
Ω′
‖fn − fm‖ dµ
≤
∫
Ω
‖fn − fm‖ dµ
≤
∫
Ω
‖fn − f‖ dµ+
∫
Ω
‖f − fm‖ dµ,
luego la sucesio´n (
∫
Ω′ fn)n∈N es de Cauchy y por lo tanto converge en el espacio de Ba-
nach X. Es tambie´n claro que dicho l´ımite no depende de fn puesto que dos sucesiones
que cumplan (1.1) se pueden combinar en una sola sucesio´n que tambie´n cumple con la
hipo´tesis.
Las siguientes dos proposiciones conectan las funciones Bochner-integrables con las
funciones simples Bochner-integrables.
Proposicio´n 1.6.3. Sea f : Ω → X una funcio´n simple con f(Ω) = {xi}∞i=1, xi 6= 0.
Entonces f es Bochner-integrable si y so´lo si ‖f‖ lo es, adema´s∫
Ω′
f dµ =
∞∑
i=1
µ(Bi ∩ Ω′)xi,
donde Bi = f
−1({xi}), en particular la serie es convergente y µ(Bi) <∞.
Demostracio´n. (⇒)f es fuertemente medible al ser l´ımite puntual de funciones de rango
finito (y por lo tanto simples). Se sigue que ‖f‖ es medible, adema´s es integrable por la
desigualdad ∫
Ω
‖f‖ dµ ≤
∫
Ω
‖fn‖ dµ+
∫
Ω
‖f − fn‖ dµ.
(⇐) Si ‖f‖ es integrable, entonces puntualmente f = l´ımn→∞
∑n
i=1 χBixi, por lo tanto,
al ser los Bi disjuntos,
‖f‖ = l´ım
n→∞
∞∑
i=1
χBi‖xi‖.
Se sigue por el teorema de convergencia mono´tona que∫
Ω
‖f‖ dµ =
∞∑
i=1
|µ(Bi)|‖xi‖,
en particular la serie es convergente y µ(Bi) < ∞ para todo i. Finalmente definamos
gn =
∑n
i=1 χBixi, entonces (gn)n∈N es una sucesio´n de funciones integrables de rango
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finito, adema´s ∫
Ω
‖f − gn‖ =
∞∑
i=n+1
χBi‖xi‖ → 0,
es claro que gn → f µ-c.t.p. As´ı, por definicio´n de la integral de Bochner, tenemos que f
es Bochner-integrable y∫
Ω′
f dµ = l´ım
n→∞
∫
Ω
χΩ′gn =
∞∑
i=1
µ(Bi ∩ Ω′)xi.
La afirmacio´n siguiente muestra que podemos intercambiar las funciones integrables
de rango finito por funciones simples Bochner-integrables, en la definicio´n de integral de
Bochner.
Proposicio´n 1.6.4. Si (fn)n∈N es una sucesio´n de funciones simples Bochner-integrables
con fn → f en µ− c.t.p. y
l´ım
n→∞
∫
Ω
‖fn − f‖dµ = 0,
entonces f es Bochner-integrable.
Demostracio´n. Aplicando la proposicio´n anterior a cada fn, existen funciones integrables
de rango finito gn, con
∫
Ω ‖gn − fn‖ < 1/n, as´ı∫
Ω
‖gn − f‖ dµ ≤
∫
Ω
‖gn − fn‖ dµ+
∫
Ω
‖fn − f‖ dµ→ 0.
Por lo tanto f es Bochner integrable.
Teorema 1.6.5. (Bochner) Sea f : Ω→ X una funcio´n fuertemente medible. Entonces
f es Bochner integrable si y so´lo si ‖f‖ lo es.
Demostracio´n. (⇒) Si f es Bochner-integrable, entonces ‖f‖ es medible, adema´s si fn es
como en (1.1) se sigue que∫
Ω′
‖f‖ dµ ≤
∫
Ω′
‖fn‖ dµ+
∫
Ω′
‖f − fn‖ dµ,
lo cual implica que ‖f‖ es integrable. Podemos decir algo ma´s, tenemos la desigualdad∫
Ω′
|‖fn‖ − ‖fm‖| dµ ≤
∫
Ω′
‖fn − fm‖ dµ,
como consecuencia l´ımn→∞
∫
Ω′ ‖fn‖ dµ existe y adema´s∫
Ω′
‖f‖ dµ ≤ l´ım
n→∞
∫
Ω′
‖fn‖ dµ.
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(⇐) Sea (fn)n∈N una sucesio´n de funciones simples que convergen a f en µ-c.t.p. Definimos
gn(t) = fn(t) si y so´lo si ‖fn(t)‖ ≤ 2‖f(t)‖ (y gn(t) igual a 0 en otro caso). Entonces, puesto
que ‖gn‖ ≤ 2‖f‖, se sigue que ‖gn‖ es integrable y por la proposicio´n 1.6.3 (gn)n∈N es
una sucesio´n de funciones simples Bochner-integrables y adema´s converge a f en µ-c.t.p..
Finalmente por la desigualdad triangular ‖f − gn‖ ≤ 3‖f‖. Como por hipo´tesis ‖f‖ es
integrable podemos aplicar el teorema de convergencia dominada y deducir que
l´ım
n→∞
∫
Ω′
‖f − gn‖ dµ = 0.
Notemos que no necesariamente gn es de rango finito. Sin embargo, la ecuacio´n anterior es
suficiente para garantizar que f es Bochner-integrable, gracias a la proposicio´n 1.6.4.
Corolario 1.6.6. Si f es Bochner integrable entonces∥∥∥∥∫
Ω′
f dµ
∥∥∥∥ ≤ ∫
Ω′
‖f‖ dµ.
Demostracio´n. Si (gn)n∈N es la sucesio´n definida en la anterior demostracio´n, entonces el
teorema de convergencia dominada muestra que∫
Ω′
‖f‖ dµ = l´ım
n→∞
∫
Ω′
‖gn‖ dµ,
y la afirmacio´n se sigue de la correspondiente desigualdad para funciones simples Bochner-
integrables.
Corolario 1.6.7. S f es Bochner-integrable y (En)n∈N ⊂ Σ cumple l´ımn→∞ µ(En) = 0.
entonces
l´ım
n→∞
∫
En
f dµ = 0.
Demostracio´n. Se sigue del corolario anterior y la integrabilidad uniforme de las funciones
integrables A.0.4.
Corolario 1.6.8. La integral de Bochner es sigma-aditiva. Es decir, si {Ωn}n∈N es una
particio´n en conjuntos medibles de Ω′ ∈ Σ y f es Bochner-integrable, entonces∫
Ω′
fdµ =
∞∑
n=1
∫
Ωn
fdµ.
Demostracio´n. Inmediato de la sigma-aditividad de la integral de ‖f‖ y el corolario 1.6.6
1.7. Medibilidad de´bil-∗ y dualidad
Nuestro objetivo ahora es demostrar uno de los resultados te´cnicos centrales en la
demostracio´n del teorema fundamental de las medidas de Young (teorema 2.1.1). A lo
largo de esta seccio´n se supone que X es un espacio de Banach separable.
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Definicio´n 1.7.1. Denotamos al espacio de funciones Bochner integrables (mo´dulo equi-
valencia en µ-c.t.p.) por L1(Ω, X), este es un espacio vectorial normado con la norma
‖f‖1 = ‖f‖L1(Ω,X) :=
∫
Ω
‖f‖ dµ.
De acuerdo con la siguiente afirmacio´n, podemos construir una gran cantidad de fun-
ciones en L1(Ω, X) a partir de funciones en L1(Ω).
Proposicio´n 1.7.2. Si g ∈ L1(Ω) y b ∈ X, entonces la funcio´n F : Ω → X definida por
F(x)=g(x)b, esta´ en el espacio L1(Ω, X). Adema´s el subespacio generado por las funciones
de esta forma es denso en L1(Ω, X).
Demostracio´n. F es fuertemente medible por el ejemplo 1.5.2, adema´s F es Bochner inte-
grable por el teorema 1.6.5 puesto que ‖F‖1 = ‖g‖1‖b‖.
Por otro lado, toda funcio´n simple integrable es Bochner integrable y de hecho es suma
finita de funciones de la forma F (x) = g(x)b, donde g ∈ L1(Ω) es una funcio´n caracter´ısti-
ca y b ∈ X. Se sigue por la definicio´n de integral vectorial que el subespacio generado por
este tipo de funciones es denso en L1(Ω, X).
Definicio´n 1.7.3. Sea ν : Ω → X ′ una funcio´n. Usamos la notacio´n νx := ν(x) para
x ∈ Ω. Decimos que ν es de´bil-∗ medible si para toda F ∈ L1(Ω, X), la correspondencia
x 7→ 〈νx, F (x)〉, x ∈ Ω es una funcio´n medible.
Proposicio´n 1.7.4. Sea Ω un espacio de medida sigma finito. Para que una funcio´n
ν : Ω→ X ′ sea de´bil-∗ medible es suficiente y necesario que la correspondencia x 7→ 〈νx, a〉
sea una funcio´n medible para cada a ∈ X.
Demostracio´n. Si x 7→ 〈νx, a〉 es medible para cada a ∈ X, se sigue que x 7→ 〈νx, F (x)〉
es medible para cada F ∈ L1(Ω, X) puesto que F es aproximable por funciones simples.
Rec´ıprocamente, si x 7→ 〈νx, F (x)〉 es medible para cada F ∈ L1(Ω, X), en particular lo
es para Fn = aχΩn , donde µ(Ωn) <∞ y ∪Ωn = Ω y se sigue que x 7→ 〈νx, a〉 es medible
para cada a ∈ X.
A la luz de esta proposicio´n, si Ω es sigma-finito, podemos dotar a las funciones de´bil-∗
medibles de la norma
‖ν‖∞ = ess sup
x∈Ω
‖νx‖ .
Tomar supremo escencial se justifica, puesto que ‖νx‖ = sup‖a‖≤1 |〈νx, a〉| y as´ı la funcio´n
x 7→ ‖νx‖ es medible.
Definicio´n 1.7.5. Al espacio de funciones de´bil-∗ medibles de norma ‖·‖∞ finita, mo´dulo
la relacio´n ν ≡ φ⇔ ‖ν − φ‖ = 0, lo denotamos L∞ω (Ω, X ′).
Observacio´n 1.7.6. Toda funcio´n constante es de´bil-∗ medible, en efecto fijando a′ ∈ X ′,
la correspondencia x 7→ 〈a′, F (x)〉 es medible para cada F : Ω → X fuertemente medible,
puesto que F es tambie´n de´bilmente medible.
Ahora damos la siguiente definicio´n para aclarar la notacio´n el la demostracio´n del
siguiente teorema.
CAPI´TULO 1. PRELIMINARES 14
Definicio´n 1.7.7. Si V es un espacio vectorial sobre R entonces tambie´n es un espacio
vectorial sobre Q, para diferenciar estos dos espacios denotaremos al segundo por VQ.
Decimos que W es un Q-subespacio de V si W es un espacio vectorial sobre Q el cual
es subespacio de VQ.
Si V es un espacio vectorial sobre R y W es un espacio vectorial sobre Q, decimos que
una funcio´n T : W → V es Q-lineal si es una transformacio´n lineal entre W y VQ.
Nuestro objetivo ahora es probar el siguiente teorema de representacio´n. Una versio´n
mucho ma´s abstracta del teorema (y que requiere ma´s herramientas teo´ricas) se puede
encontrar en [4] p.588. Aqu´ı el autor demuestra una generalizacio´n de la prueba presentada
en [12], referencia en donde so´lo se expone el caso particular X = C0(Rd).
Teorema 1.7.8. Sea Ω es un espacio de medida sigma-finito. Sea Φ ∈ (L1(Ω, X))′ un
funcional lineal acotado. Entonces existe un u´nico ν ∈ L∞ω (Ω, X ′) tal que
Φ(F ) =
∫
Ω
〈νx, F (x)〉 dµ(x),
y tambie´n se satisface ‖Φ‖ = ‖ν‖.
Demostracio´n. Sea g ∈ B ⊂ X, donde B es un Q-subespacio contable y denso de X,
h ∈ L1(Ω) = L1(Ω;R). Para cada par g, h definimos Fg,h : Ω→ X por la correspondencia
x 7→ h(x)g. De la proposicio´n 1.7.2 se sigue que Fg,h ∈ L1(Ω, X). Ahora observemos que
|Φ(Fg,h)| ≤ ‖Φ‖ ‖Fg,h‖1 = ‖Φ‖ ‖g‖‖h‖1,
por lo tanto la funcio´n
φg :L
1(Ω)→ R
h 7→ Φ(Fg,h)
define un elemento de
(
L1(Ω)
)′
, el cual es cano´nicamente (e isome´tricamente) isomorfo a
L∞(Ω), puesto que Ω es sigma-finito. Esto significa que existe ug ∈ L∞(Ω), u´nico salvo
equivalencia en c.t.p. con
Φ(Fg,h) = φg(h) =
∫
Ω
ug(x)h(x) dµ(x),
para todo h ∈ L1(Ω). Sean Ng := {x ∈ Ω : |ug(x)| = ∞} y N := ∪g∈BNg. Como
ug ∈ L∞(Ω) se sigue que Ng es de medida nula. As´ı, por ser B contable, N resulta de
medida nula. Por lo tanto ug(x) ∈ R para todo x ∈ Ω \N y para cada g ∈ B.
Fijemos x ∈ Ω \N . La correspondencia αx : B → R definida por g 7→ αx(g) := ug(x), es
Q-lineal: en efecto, para h ∈ L1(Ω), λ ∈ Q, y g1, g2 ∈ B, tenemos que g1 +λg2 ∈ B ya que
B es Q-espacio, adema´s
φg1+λg2(h) = Φ(Fg1+λg2,h) = Φ(Fg1,h) + λΦ(Fg2,h) = φg1(h) + λφg2(h).
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Por lo tanto φg1+λg2 = φg1 + λφg2 . As´ı ug1+λg2 = ug1 + λug2 y αx es Q-lineal. Por otro
lado tenemos la desigualdad
|αx(g)| = |ug(x)| ≤ ‖ug‖∞ = ‖φg‖ = sup
‖h‖≤1
|φg(h)|
= sup
‖h‖≤1
|Φ(Fg,h)|
≤ sup
‖h‖1≤1
‖Φ‖ ‖g‖‖h‖1
≤ ‖Φ‖ ‖g‖.
Por lo tanto αx es continuo y por densidad de B, define un elemento νx ∈ X ′ tal que
〈νx, g〉 = αx(g) = ug(x),
para todo g ∈ B y todo x ∈ Ω \N . Las relaciones anteriores muestran que
Φ(Fg,h) =
∫
Ω
ug(x)h(x) dµ(x) =
∫
Ω
〈νx, g〉h(x) dµ(x) =
∫
Ω
〈νx, Fg,h(x)〉 dµ(x).
Como consecuencia inmediata de la proposicio´n 1.7.2, el subespacio generado por las fun-
ciones Fg,h con g ∈ B, h ∈ L1(Ω) es denso en L1(Ω, X). Por lo tanto, la funcio´n ν : Ω→ X ′,
definida en casi todo punto por ν(x) = νx es de´bil-∗ medible. As´ı, concluimos que de hecho
lo anterior vale para F ∈ L1(Ω, X) arbitraria, es decir
Φ(F ) =
∫
Ω
〈νx, F (x)〉 dµ(x).
Su norma en L∞ω (Ω, X ′) es finita: de hecho se satisface que
|〈νx, g〉| = |ug(x)| ≤ ‖Φ‖‖g‖,
para g ∈ B. Por densidad de B en X, esto implica que ‖νx‖ ≤ ‖Φ‖ para todo x ∈ Ω \N
y as´ı
‖ν‖∞ ≤ ‖Φ‖,
ma´s aun
‖Φ‖ = sup‖F‖1≤1
∫
Ω
|〈νx, F (x)〉| dµ(x)
≤ sup‖F‖1≤1
∫
Ω
‖νx‖‖F (x)‖ dµ(x) ≤ ‖ν‖∞.
Por lo tanto ‖Φ‖ = ‖ν‖∞.
Corolario 1.7.9. Para un espacio de medida sigma finito Ω y un espacio de Banach
separable X existe un isomorfismo isome´trico entre (L1(Ω, X))′ y L∞ω (Ω, X ′) dado por la
correspondencia ν 7→ Φ, donde ν ∈ L∞ω (Ω, X ′) y Φ ∈ (L1(Ω, X))′ se define por
Φ(F ) =
∫
Ω
〈νx, F (x)〉 dµ(x).
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Demostracio´n. Sean φg, ug, N y ν como en la demostracio´n del teorema anterior. En
primer lugar hay que verificar que la correspondencia T : (L1(Ω, X))′ → L∞ω (Ω, X ′) dada
por la construccio´n Φ 7→ ν queda bien definida1. En efecto, supongamos que a la familia
de funcionales φg, se le asocia otra familia u˜g ∈ L∞(Ω) con ug = u˜g en c.t.p.. Denotemos
Ig := {x ∈ Ω : ug(x) = u˜g(x)}. Entonces Sg := X \ Ig es de medida nula y por lo
tanto S := ∪g∈BSg es de medida nula. Sea N˜ el conjunto de medida nula donde podemos
garantizar que todas las funciones u˜g son de valor finito. As´ı mismo denotemos por ν˜ al
elemento correspondiente en L∞ω (Ω, X ′) generado por la construccio´n. Entonces, para todo
g ∈ B y x ∈ X \ (N ∪ N˜ ∪ S)
〈νx, g〉 = ug(x) = u˜g(x) = 〈ν˜x, g〉.
Por lo tanto ν = ν˜ en L∞ω (Ω, X ′) y as´ı la correspondencia T (Φ) = ν esta´ bien definida.
En segundo lugar, usando su buena definicio´n es rutinario demostrar que T es lineal: Si
φkg , u
k
g , ν
k := T (Φk) son las funciones asociadas a Φk, k = 1, 2, 3, Φ3 = Φ1 +λΦ2, entonces
por definicio´n
φ1g + λφ
2
g = φ
3
g,
el isomorfismo cano´nico entre el dual de L1(Ω) y L∞(Ω) implica que
u1g + λu
2
g = u
3
g,
por lo tanto en casi todo punto x ∈ Ω,
〈ν1x + λν2x, g〉 = u1g(x) + λu2g(x) = u3g(x) = 〈ν3x, g〉,
y as´ı
ν3 = ν1 + λν2.
Por el Teorema anterior T es una isometr´ıa lineal. Para terminar basta ver que T es
sobreyectiva. Sea entonces ν ∈ L∞ω (Ω, X ′), se define Φ como el candidato natural, es decir
Φ(F ) :=
∫
Ω
〈νx, F (x)〉 dµ(x).
De su definicio´n es evidente que Φ ∈ (L1(X,Ω))′. Puesto que νx es escencialmente acotado
en X ′ las funciones vg(x) := 〈νx, g〉 forman una familia en L∞(Ω), adema´s
Φ(Fg,h) =
∫
Ω
〈νx, gh(x)〉 dµ(x) =
∫
Ω
vg(x)h(x) dµ(x).
Siguiendo la construccio´n que define a T (Φ) esto muestra que de hecho vg = ug (en casi
todo punto) y as´ı T (Φ) = ν, como se deseaba.
Corolario 1.7.10. L∞ω (Ω, X ′) es un espacio de Banach si (Ω,Σ, µ) es un espacio de
medida sigma finito y X es un espacio de Banach separable.
1Esta verificacio´n es necesaria ya que en un paso de la construccio´n estamos evaluando en un punto
funciones en L∞(Ω).
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Para terminar este cap´ıtulo, demostraremos la siguiente proposicio´n sobre la separa-
bilidad de los espacios L1(Ω, X).
Proposicio´n 1.7.11. Si L1(Ω,Σ, µ) es separable y X es un espacio de Banach separable,
entonces L1(Ω, X) es separable.
Demostracio´n. Sea A un subconjunto denso contable de L1(Ω,Σ, µ) y B un subconjunto
denso contable de X. Primero vamos a demostrar que el conjunto
S = {Fg,h : g ∈ X,h ∈ L1(Ω)} ⊂ L1(Ω, X),
es separable, donde Fg,h esta´ definida por x 7→ h(x)g (ver proposicio´n 1.7.2). Sean g ∈ X
y h ∈ L1(Ω). Dado ε > 0, existe g′ ∈ B tal que ‖g− g′‖‖h‖1 < ε/2. A su vez existe h′ ∈ A
con ‖h′ − h‖1‖g′‖ < ε/2, as´ı
‖Fg,h − Fg′,h′‖1 = ‖Fg−g′,h + Fg′,h−h′‖1
≤ ‖Fg−g′,h‖1 + ‖Fg′,h−h′‖1
= ‖g − g′‖‖h‖1 + ‖g′‖‖h− h′‖1 < ε.
esto muestra que el conjunto contable
{Fg,h : g ∈ B, h ∈ A} ⊂ S,
es denso en S. Se sigue que el subespacio generado por S es separable y por densidad
(proposicio´n 1.7.2), tambie´n L1(Ω, X) es separable.
Corolario 1.7.12. Si Ω ⊂ Rn es medible entonces L1(Ω, C0(Rd)) es separable, adema´s
hay un isomorfismo isome´trico entre (L1(Ω, C0(Rd)))′ y L∞ω (Ω,M(Rd)).
CAPI´TULO 2
Medidas de Young
2.1. Teorema Fundamental de las Medidas de Young
A continuacio´n presentamos una versio´n debida a originalmente a Ball [1] y refinada
posteriormente por Hungerbu¨hler [8] del Teorema fundamental de las Medidas de Young,
que supone hipo´tesis bastante de´biles. La demostracio´n se hace desde la perspectiva del
ana´lisis funcional. La forma del teorema como enunciamos aqu´ı esta´ basada en [13].
Teorema 2.1.1. Sea Ω un conjunto Lebesgue medible de Rn y sea zj : Ω → Rd una
sucesio´n de funciones medibles. Entonces existen una subsucesio´n (zjk)k∈N y una funcio´n
ν : Ω→M(Rd) de´bil-∗ medible, tales que:
(i) (a) νx ≥ 0 para casi todo x ∈ Ω.
(b) ‖νx‖ =
∫
Rd dνx ≤ 1 c.t.p. x ∈ Ω.
(ii) Para toda f ∈ C0(Rd),
f(zjk)
∗
⇀ f,
donde f(x) = 〈νx, f〉 en L∞(Ω).
(iii) Dado K ⊂ Rd compacto, si la funcio´n x 7→ dist(zjk(x),K) converge a 0 en medida,
entonces supp νx ⊂ K c.t.p. x ∈ Ω.
(iv) ‖νx‖ = 1 c.t.p. x ∈ Ω si se satisface
l´ım
M→∞
sup
k
m
({|zjk | ≥M}) = 0,
llamada condicio´n de ajuste. El rec´ıproco se tiene si m(Ω) <∞.
(v) Si adema´s de la condicio´n de ajuste se tiene A ⊂ Ω medible, f ∈ C(Rd) y {f(zjk)}
es relativamente secuencialmente de´bilmente compacto 1 en L1(A), entonces
f(zjk) ⇀ f
1Decimos que un subconjunto B de un espacio de Banach X es relativamente secuencialmente de´bil-
mente compacto si toda sucesio´n en B posee una subsucesio´n de´bilmente convergente en X.
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en L1(A).
Demostracio´n. Partes (i) y (ii). Para cada x ∈ Ω definimos las medidas
νjx = δ{zj(x)},
donde δA es la medida de Dirac concentrada en A. Notemos que∥∥νjx∥∥ = 1 , 〈νjx, f〉 = f(zj(x)).
As´ı, La funcio´n νj : Ω→M(Rd), dada por x 7→ νj(x) := νjx, es escencialmente acotada y
de´bil-∗ medible, esto es νj ∈ L∞ω (Ω,M(Rd)). Su norma esta´ dada por∥∥νj∥∥∞ = ess sup
x∈Ω
∥∥νjx∥∥ = 1.
Por lo tanto, la sucesio´n (νj)j∈N es acotada en L∞ω (Ω;M(Rd)). Recordemos que
L1(Ω, C0(Rd)) es separable y adema´s tenemos el isomorfismo de dualidad (corolario 1.7.12)
L∞ω (Ω;M(Rd)) ∼=
(
L1(Ω;C0(Rd))
)′
,
dado por
〈µ, ψ〉 =
∫
Ω
〈µx, ψx〉 dx,
para cada par µ ∈ L∞ω (Ω,M(Rd)) y ψ ∈ L1(Ω, C0(Rd)). Del teorema de Banach-Alaoglu se
sigue que existe una subsucesio´n (νjk)k∈N de (νj)j∈N que es de´bil-∗ convergente. Digamos
νjk
∗
⇀ ν. (2.1)
Notemos que por la semicontinuidad inferior de la norma
‖ν‖∞ ≤ l´ım inf
k
∥∥νjk∥∥∞ = 1,
lo cual nos da la parte (i) (b) del enunciado del teorema.
Volviendo a (2.1), la convergencia de´bil-∗ significa que para toda ψ ∈ L1(Ω, C0(Rd))
l´ım
k→∞
〈
νjk , ψ
〉
= 〈ν, ψ〉 ,
si desarrollamos esto usando el isomorfismo de dualidad y la definicio´n de las νj , obtenemos
l´ım
k→∞
∫
Ω
ψx(z
jk(x))dx =
∫
Ω
〈νx, ψx〉 dx, (2.2)
en particular, si ϕ ∈ L1(Ω) y f ∈ C0(Rd) la correspondencia
ψx(y) = ϕ(x)f(y),
define un elemento ψ ∈ L1(Ω;C0(Rd)) (proposicio´n 1.7.2) y con esta ψ la ecuacio´n (2.2)
se vuelve
l´ım
k→∞
∫
Ω
ϕ(x)f(zjk(x))dx =
∫
Ω
ϕ(x) 〈νx, f〉 dx,
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que no es otra cosa que la parte (ii) del teorema:
f(zjk)
∗
⇀ f¯ (L∞(Ω)), (2.3)
con
f¯(x) := 〈νx, f〉 .
La parte (i) (a) se sigue del hecho que las νjx son medidas positivas: Si f ≥ 0 con f ∈
C0(Rd), entonces para toda ϕ ∈ L1(Ω), ϕ ≥ 0,∫
Ω
ϕ(x) 〈νx, f〉 dx = l´ım
k→∞
∫
Ω
ϕ(x)f(zjk(x))dx ≥ 0. (2.4)
Si 〈νx, f〉 < 0 en un conjunto A, de medida positiva finita, entonces tomando
An = {x ∈ A : 〈νx, f〉 ≤ −1/n} ∩A, A = ∪nAn y as´ı m(AN ) > 0 para algu´n N . Tomando
ϕ = χAN , ∫
Ω
ϕ(x) 〈νx, f〉 dx ≤ − 1
N
m(AN ) < 0,
lo cual contradice (2.4). Por lo tanto νx es una medida positiva para casi todo x ∈ Ω.
Parte (iii). Para demostrar la parte (iii), observemos que dist(zjk ,K)→ 0 en medida
es equivalente a la siguiente afirmacio´n: dado U abierto, con K ⊂ U , y ε > 0, existe N tal
que si k > N , se tiene que
m
({
x ∈ Ω : zjk(x) /∈ U}) < ε. (2.5)
Ahora, definamos el conjunto de funciones
CK0 (Rd) :=
{
g ∈ C0(Rd) : g|K ≡ 0
}
,
supp νx ⊂ K equivale a ver que 〈νx, f〉 = 0 para toda f ∈ CK0 (Rd) segu´n la proposicio´n
1.2.6. Sea f ∈ CK0 (Rd), entonces para α > 0, U = f−1(−α, α) es un abierto que contiene
a K, luego por (2.5), existe N tal que k > N implica
m
({
x ∈ Ω : zjk(x) /∈ f−1(−α, α)}) < ε,
es decir
m
({
x ∈ Ω : |f(zjk(x))| ≥ α}) < ε,
lo cual demuestra que tambie´n f(zjk)→ 0 en medida. Sea
Vk =
{
x ∈ Ω : |f(zjk(x))| ≥ α} ,
para ϕ ∈ L1(Ω) tenemos que∣∣∣∣∫
Ω
f(zjk)ϕ
∣∣∣∣ ≤ ∣∣∣∣∫
Vk
f(zjk)ϕ
∣∣∣∣+ ∣∣∣∣∫
Ω−Vk
f(zjk)ϕ
∣∣∣∣
≤ ‖f‖∞
∫
Vk
|ϕ|+ α
∫
Ω−Vk
|ϕ|
≤ ‖f‖∞
∫
Vk
|ϕ|+ α ‖ϕ‖1 ,
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tomando l´ımites en la anterior desigualdad llegamos a 2
l´ım
k→∞
∣∣∣∣∫
Ω
f(zjk)ϕ
∣∣∣∣ ≤ α ‖ϕ‖1 .
Observemos que el l´ımite del lado izquierdo efectivamente existe debido a la convergencia
de´bil-∗ que garantiza la parte (ii) del teorema. Como la desigualdad anterior vale para
todo α > 0, concluimos que
l´ım
k→∞
∣∣∣∣∫
Ω
f(zjk)ϕ
∣∣∣∣ = 0.
En consecuencia f(zjk)
∗
⇀ 0, y por unicidad del l´ımite, tenemos entonces que f¯ = 0, es
decir 〈νx, f〉 = 0 c.t.p. x ∈ Ω, como hab´ıamos dicho esto es equivalente a supp νx ⊂ K
c.t.p. x ∈ Ω que es lo que se quer´ıa demostrar en la parte (iii).
Parte (iv). Para demostrar la afirmacio´n (iv), definimos la siguiente funcio´n auxiliar
TM ∈ C0(Rd),
TM (z) :=

1 |z| ≤M
1 +M − |z| M ≤ |z| ≤M + 1
0 |z| ≥M + 1
(2.6)
Es inmediato que
∥∥TM∥∥∞ = 1. Si E ⊂ Ω es medible y de medida finita, entonces
χE ∈ L1(Ω) luego aplicando la parte (ii) del teorema a TM resulta
l´ım
k→∞
∫
E
TM (zjk(x))dx =
∫
E
〈
νx, T
M (zjk)
〉
dx
≤
∫
E
‖νx‖ dx, (2.7)
notemos que ∫
E
(1− TM (zjk)) ≤ m({|zjk | ≥M} ∩ E),
y por lo tanto
m(E)−m({|zjk | ≥M} ∩ E) ≤
∫
E
TM (zjk(x))dx. (2.8)
Ahora, supongamos que se satisface la condicio´n de ajuste
l´ım
M→∞
sup
k
m
({|zjk | ≥M}) = 0. (2.9)
Como m({|zjk | ≥M} ∩ E) ≤ m({|zjk | ≥M}) ≤ supkm
({|zjk | ≥M}), (2.8) implica
m(E)− sup
k
m({|zjk | ≥M}) ≤
∫
E
TM (zjk(x))dx, (2.10)
tomando l´ımite sobre k, usando (2.7) y luego sobre M usando (2.9), concluimos de (2.10)
que
m(E) ≤
∫
E
‖νx‖ dx. (2.11)
2 Puesto que ϕ ∈ L1(Ω) es uniformemente integrable, l´ım ∫
Vk
|ϕ| = 0. Ve´ase ejemplo A.0.4.
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Como ‖νx‖ ≤ 1 c.t.p. x ∈ Ω se sigue que de hecho tenemos igualdad en (2.11) y como E
es arbitrario entonces ‖νx‖ = 1 c.t.p. x ∈ Ω.
Rec´ırpcoamente, supongamos que ‖νx‖ = 1 c.t.p. x ∈ Ω y m(Ω) < ∞. Por simplicidad
supongamos que (zk)k∈N genera directamente la medida ν. Razonamos por contradiccio´n,
si la condicio´n de ajuste no se tiene, entonces existe ε > 0 enteros kj y reales Mj > 0 tales
que l´ımj→∞Mj =∞ y
m({|zkj | ≥Mj}) ≥ ε.
Puesto que |zkj | < ∞ c.t.p. x ∈ Ω se puede suponer tambie´n que kj → ∞. Ahora, dado
ρ > 0, para j suficientemente grande
m(Ω) = m({|zkj | ≥Mj}) +m({|zkj | < Mj})
≥ ε+
∫
{|zkj |<Mj}
1
≥ ε+
∫
Ω
TMj+1(zkj )
≥ ε+
∫
Ω
T ρ(zkj ).
Por otro lado, puesto que χΩ ∈ L1(Ω), por la parte (ii) ya demostrada tenemos que
l´ım
j→∞
∫
Ω
T ρ(zkj ) =
∫
Ω
〈νx, T ρ〉 dx,
por lo tanto
m(Ω) ≥ ε+
∫
Ω
〈νx, T ρ〉 dx. (2.12)
Finalmente observemos que si ρ→∞, entonces para c.t.p. x ∈ Ω se tiene por el teorema
de convergencia mono´tona que l´ımρ→∞〈νx, T ρ〉 = 〈νx, 1〉 = ‖νx‖ = 1. A su vez tambie´n
〈νx, T ρ〉 es creciente, as´ı nuevamente por el teorema de convergencia mono´tona
l´ım
ρ→∞
∫
Ω
〈νx, T ρ〉 dx =
∫
Ω
1 = m(Ω),
lo cual contradice (2.12).
Parte (v). Por u´ltimo supongamos que se tiene la condicio´n de ajuste, f ∈ C(Rd) y
que
{
f(zjk)
}
k∈N es relativamente secuencialmente de´bilmente compacto en L
1(A). Por el
corolario A.2.3 del teorema de Dunford-Pettis tambie´n
{
f+(zjk)
}
k∈N y
{
f−(zjk)
}
k∈N son
relativamente secuencialmente de´bilmente compactos. Por lo tanto para demostrar la parte
(v) del teorema es suficiente suponer que f ≥ 0. Es tambie´n claro que basta demostrar
el resultado para el caso en que A es acotado y (pasando a subsucesiones) f(zjk) ⇀ g en
L1(A).
Definamos fM ∈ C0(Rd) por fM = TMf , donde TM es como en (2.6). Dada φ ∈ L∞(A)
se afirma que
l´ım
M→∞
∫
A
φfM (zjk) =
∫
A
φf(zjk), (2.13)
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y que esta convergencia es uniforme en k, en otras palabras, para cada ε > 0, existe N
que no depende de k tal que M ≥ N implica∣∣∣∣∫
A
φfM (zjk)−
∫
A
φf(zjk)
∣∣∣∣ < ε.
En efecto, para empezar tenemos la desigualdad∫
A
φ
(
f(zjk)− fM (zjk)) ≤ C ∫
{|zjk |≥M}∩A
f(zjk). (2.14)
Ahora, dado ε > 0, por el Teorema A.2.2 (Dunford-Pettis) , existe L > 0 tal que
sup
k
∫
{f(zjk )≥L}∩A
f(zjk) ≤ ε,
luego, descomponiendo la integral (2.14) sobre el conjunto
{
f(zjk) ≥ L} ∩A y su comple-
mento (relativo a A), obtenemos la desigualdad∫
{|zjk |≥M}∩A
f(zjk) ≤ ε+ L ·m({|zjk | ≥M}) < 2ε,
donde la u´ltima desigualdad es va´lida para todo k y se justifica por la condicio´n de ajuste
(2.9), tomando M suficientemente grande. Se concluye que el l´ımite (2.13) es uniforme en
k.
Para terminar, la parte (ii) del teorema nos garanitza, dado que χAφ ∈ L1(Ω),
l´ım
k→∞
∫
A
φ(x)fM (zjk(x))dx =
∫
A
φ(x)
〈
νx, f
M
〉
dx.
As´ı,
l´ım
M→∞
l´ım
k→∞
∫
A
φ(x)fM (zjk(x))dx = l´ım
M→∞
∫
A
φ(x)
〈
νx, f
M
〉
dx.
Como el l´ımite (2.13) es uniforme en k esto es
l´ım
k→∞
∫
A
φ(x)f(zjk(x))dx = l´ım
M→∞
∫
A
φ(x)
〈
νx, f
M
〉
dx,
y dado que f(zjk) ⇀ g∫
A
φ(x)g(x)dx = l´ım
M→∞
∫
A
φ(x)
〈
νx, f
M
〉
dx.
Supongamos por el momento que φ ≥ 0; como fM resulta creciente y converge pun-
tualmente a f , el teorema de convergencia mono´tona (aplicado a la medida νx) nos da
que
〈
νx, f
M
〉
es creciente y converge puntualmente a 〈νx, f〉, nuevamente por el mismo
teorema, esta vez aplicado a la ecuacio´n anterior nos da∫
A
φ(x)g(x)dx =
∫
A
φ(x) 〈νx, f〉 dx. (2.15)
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Tomando φ = φ+−φ− se sigue que (2.15) tambie´n vale para φ arbitraria. As´ı g(x) = 〈νx, f〉
c.t.p. x ∈ A como se deseaba.
Definicio´n 2.1.2. Llamamos a la funcio´n ν ∈ L∞ω (Ω,M(Rd)) del Teorema 2.1.1 medida
de Young o funcio´n generalizada de Young. Adema´s decimos que la sucesio´n (zjk)k∈N
genera la medida de Young ν.
Observacio´n 2.1.3. Si para algu´n p ∈ [1,∞), la sucesio´n zj es acotada en Lp(Ω), en-
tonces se tiene la condicio´n de ajuste. Esto se sigue de la desigualdad de Chevishev, ex-
pl´ıcitamente
M−p
∫
{|zj |>M}
|zj |p ≥ m({|zj | > M}).
Observacio´n 2.1.4. Es posible definir la nocio´n de medida de Young sin mencionar la
sucesio´n generadora. De hecho, es posible demostrar que toda funcio´n ν ∈ L∞ω (Ω,M(Rd))
que satisfaga la condicio´n (i) del teorema fundamental de las medidas de Young, es una
medida de Young generada por alguna sucesio´n de funciones medibles.
Observacio´n 2.1.5. En [9] se muestra que de hecho las dos condiciones de (iv) son a su
vez equivalentes a (v) bajo la hipo´tesis Ω acotado.
Observacio´n 2.1.6. La condicio´n (ii) del Teorema Fundamental de las Medidas
de Young es equivalente a la condicio´n νjk
∗
⇀ ν de la demostracio´n del teorema
(ecuacio´n (2.1)). Esto gracias a la proposicio´n 1.7.2, la cual establece que las funciones
Ff,ϕ : Ω→ C0(Rd) : x 7→ ϕ(x)f , con ϕ ∈ L1(Ω) y f ∈ C0(Rd), generan un subespacio
denso de L1(Ω, C0(Rd)). En particular, dado ν ∈ L∞ω (Ω,M(Rd)), es suficiente probar la
identidad (2.3) con ϕ ∈ L1(Ω), f ∈ C0(Rd) arbitrarias, para concluir que ν es la medida
de Young generada por zjk .
Definicio´n 2.1.7. Para una funcio´n vectorial F = (f1, . . . , fr) y una medida µ en X,
〈µ, F 〉 = ∫X F dµ = ∫X F (ξ) dµ(ξ) se entiende por componentes, es decir
〈µ, F 〉 = (〈µ, f1〉, . . . , 〈µ, fr〉).
En particular si Id es la funcio´n identidad de Rd
〈νx, Id〉 = (〈νx, pi1〉, . . . , 〈νx, pid〉) =
∫
Rd
ξdνx(ξ),
donde pii : Rd → R es la proyeccio´n sobre la i-esima coordenada.
Observacio´n 2.1.8. El Teorema Fundamental de las Medidas de Young es va´lido si cam-
biamos f por una funcio´n de rango en Rp. Esto es inmediato aplicando el teorema a las
componentes de f .
Como se hab´ıa mencionado la versio´n que hemos presentado del teorema de medidas de
Young se basa en suposiciones bastante de´biles en cuanto a la sucesio´n (zj) y a la funcio´n
f . A continuacio´n recuperamos el teorema en su versio´n cla´sica, como se encuentra por
ejemplo en [5]. Esto muestra que el teorema demostrado es ma´s general que otras versiones
particulares en la literatura.
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2.2. Teorema cla´sico de las Medidas de Young
Teorema 2.2.1. Supongamos que K ⊂ Rd es acotado y Ω es un conjunto abierto en Rn.
Sea uε (ε → 0) una sucesio´n de funciones medibles, con uε : Ω → Rd, tal que uε(x) ∈ K
c.t.p. x ∈ Ω. Entonces existe una sucesio´n (uεk) (εk → 0) y una familia de medidas de
probabilidad en Rd (νx)x∈Ω con supp νx ⊂ K tal que si f ∈ C(Rd) y
f¯(x) = 〈νx, f〉 , (2.16)
entonces
f(uεk)
∗
⇀ f¯, (2.17)
en L∞(Ω).
Demostracio´n. Sea (νx)x∈Ω la medida de Young asociada a uε y uεk la subsucesio´n gener-
adora de la medida. Puesto que uε(x) ∈ K c.t.p. x ∈ Ω las partes (ii) y (iii) del teorema
2.1.1 quedan satisfechas automa´ticamente para el compacto K y as´ı supp νx ⊂ K y tam-
bie´n tenemos que νx es medida de probabilidad c.t.p. x ∈ Ω.
Por otro lado sea f ∈ C(Rd). Existe una funcio´n 3 g ∈ C0(Rd) tal que g(K) = 1. Entonces
fg ∈ C0(Rd). Aplicando la parte (ii) del teorema 2.1.1 se concluye que
fg(uεk)
∗
⇀ fg,
donde fg(x) = 〈νx, fg〉 en L∞(Ω). Puesto que g(K) = 1 y uε(x) ∈ K c.t.p. x ∈ Ω, tenemos
que fg(uεk) = f(uεk) y adema´s de supp νx ⊂ K se deduce fa´cilmente que 〈νx, fg〉 = 〈νx, f〉.
Por lo tanto se cumplen las ecuaciones (2.16) y (2.17).
Observacio´n 2.2.2. En la mayor´ıa de las referencias (por ejemplo [5]) se hace uso de
herramientas de teor´ıa de la medida para mostrar este caso particular. Aqu´ı hemos pre-
sentado una demostracio´n alternativa (y ma´s corta), que nos da una idea de la fuerza del
resultado ma´s general (Teorema 2.1.1). Es de resaltar que esto se debe en buena parte al
uso de herramientas de ana´lisis funcional en su demostracio´n.
Observacio´n 2.2.3. Es de resaltar el tipo de informacio´n de (zj)j∈N que se captura con
una medida de Young ν generada por la sucesio´n. Suponiendo que Ω es abierto y fijando
x0 ∈ Ω, podemos llamar νjx0,r a la medida de probabilidad que representa distribucio´n de
los valores zj(x) con x en una bola abierta de radio r > 0, centrada en x0, Br(x0). En
este caso se puede demostrar que la medida de Young ν es el l´ımite iterado
ν = l´ım
r→0
l´ım
j→∞
νjr ,
donde la convergencia es en L∞ω (Ω,M(Rd)). Un tratamiento riguroso de esta idea se ex-
pone en [1].
3Por ejemplo, una funcio´n cut-off como T ρ en la demostracio´n de la parte (ii) del Teorema Fundamental
de las Medidas de Young.
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2.3. Ejemplos
A continuacio´n exponemos algunos ejemplos cla´sicos de medidas de Young generadas
por sucesiones, para otros ejemplos ma´s avanzados ve´ase [13] sec 3.2..
Ejemplo 2.3.1. Sean a y b reales arbitrarios y λ ∈ (0, 1). Consideremos h : R → R la
funcio´n perio´dica de periodo 1 definida por
h(x) =
{
a, 0 ≤ x < λ
b, λ ≤ x < 1
y definamos zj : [0, 1]→ R por
zj(x) := h(jx),
entonces (zj)j∈N genera (sin pasar a subsucesiones) la medida de Young
νx = λδa + (1− λ)δb.
En particular νx es independiente de x
4.
Demostracio´n. De acuerdo con la observacio´n 2.1.6 es suficiente demostrar que
f(zj)
∗
⇀ f,
para f ∈ C0(R) arbitraria, donde f(x) = 〈νx, f〉 = λf(a) + (1 − λ)f(b). Primero veamos
que zj
∗
⇀ λa+ (1− λ)b, para esto es suficiente ver que para ϕ continua en [0, 1]∫ 1
0
zjϕ→ (λa+ (1− λ)b)
∫ 1
0
ϕ,
ya que las funciones continuas son densas en L1([0, 1]) y (zj)j∈N es acotada en L∞([0, 1]).
Calculando directamente:∫ 1
0
zj(x)ϕ(x)dx =
∫ 1
0
h(jx)ϕ(x)dx
=
j−1∑
k=0
(
a
∫ (k+λ)/j
k/j
ϕ(x)dx+ b
∫ (k+1)/j
(k+λ)/j
ϕ(x)dx
)
=
j−1∑
k=0
(
aλ
j
ϕ(tk) +
b(1− λ)
j
ϕ(uk)
)
=
j−1∑
k=0
aλ
j
ϕ(tk) +
j−1∑
k=0
b(1− λ)
j
ϕ(uk),
La existencia de tk ∈ [k/j, (k+λ)/j] y uk ∈ [(k+λ)/j, (k+1)/j] se justifica por el teorema
del valor intermedio del ca´lculo integral y la continuidad de ϕ. En particular tk y uk son
4Este tipo de medida se llama medida de Young homoge´nea.
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elementos del intervalo [k/j, (k + 1)/j]. Esto significa que∫ 1
0
zj(x)ϕ(x)dx = λaTj + (1− λ)bUj ,
donde Tj y Uj son sumas de Riemann para ϕ con particio´n en intervalos de taman˜o 1/j.
Haciendo j → ∞ obtenemos la primera afirmacio´n, es decir zj ∗⇀ λa + (1 − λ)b. La
afirmacio´n f(zj)
∗
⇀ λf(a) + (1− λ)f(b) se sigue cambiando h por
hˆ(x) =
{
f(a), 0 ≤ x < λ
f(b), λ ≤ x < 1
No´tese que hˆ(x) = f(h(x)) y as´ı zˆj(x) = hˆ(jx) = f(h(jx)) = f(zj(x)), por lo tanto usando
el hecho ya demostrado, zˆj
∗
⇀ λf(a)+(1−λ)f(b), y as´ı f(zj) ∗⇀ λf(a) + (1− λ)f(b) como
se deseaba.
El siguiente ejemplo cla´sico ilustra el orgien de las medidas de Young en un contexto
variacional.
Ejemplo 2.3.2. (L.C. Young) Consideremos el problema variacional
ı´nf
u∈S
(I(u)),
donde S = W 1,40 ((0, 1)) y
I(u) =
∫ 1
0
(u2x − 1)2 + u2 dx.
Entonces
1. El ı´nfimo del funcional I es 0 y existe una sucesio´n (un)n∈N de funciones continuas
satisfaciendo un(0) = un(1) = 0, tal que l´ımn→∞ I(un) = 0. Adema´s zn := unx,
genera la medida de Young homoge´nea νx =
1
2(δ−1 + δ1).
2. La medida de Young ν generada por las derivadas distribucionales zn := unx de
cualquier otra sucesio´n minimizadora (un)n∈N de I es νx = 12(δ−1 + δ1).
Antes de hacer la demostracio´n de las afirmaciones del ejemplo notemos que la res-
triccio´n al espacio de Sobolev W 1,4 es apropiada. De hecho, para una funcio´n u en algu´n
espacio de Sobolev, I(u) < ∞ implica que u ∈ L2 y (ux)2 ∈ L2, por lo tanto ux ∈ L4.
Se sigue que u ∈ W 1,4((0, 1)). Adema´s, como se hab´ıa mencionado en los preliminares,
la condicio´n u ∈ S = W 1,40 ((0, 1)) es simplemente la generalizacio´n de la condicio´n de
forntera u(0) = u(1) = 0 a los espacios de Sobolev.
Demostracio´n. 1. Es claro que el ı´nfimo del funcional I debe ser no negativo, por lo
tanto basta encontrar una sucesio´n que cumpla l´ımn→∞ I(un) = 0. Para mostrar
existencia de la sucesio´n minimizadora consideremos, f : R→ R la funcio´n perio´dica
de periodo 1, que coincide con |x| en el intervalo [−1/2, 1/2]. No´tese que f es Lip-
schitz continua y tiene forma de diente de sierra. Definimos un : (0, 1) → R como
un(x) = f(nx), cuya forma tambie´n es de diente de sierra pero con dientes ma´s y
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ma´s finos conforme n → ∞. Notemos que la funcion identidad del intervalo (0, 1)
pertenece a todos los espacios de Sobolev W 1,p((0, 1)): su derivada distribucional
(que coincide con la cla´sica) es la funcio´n constante 1 que pertenece a cualquier
Lp((0, 1)). As´ı mismo la recta nx es una funcio´n en W 1,p((0, 1)), en particular para
p = 4. Al componer esta recta con f obtenemos un. As´ı el teorema de Stampacchia
1.4.3 garantiza por un lado que un ∈W 1,4((0, 1)) y por otro que la derivada distribu-
cional es la esperada en donde un es derivable, esto significa que unx toma los valores
±1 alternadamente. Espec´ıficamente unx = zn donde zn es la sucesio´n de funciones
del ejemplo anterior con λ = 1/2, a = 1, b = −1. Por el mismo ejemplo un genera la
medida de Young homoge´nea νx =
1
2(δ−1 + δ1). Finalmente es claro que (u
n
x)
2 = 1 y
que un → 0 en L2((0, 1)), por lo tanto I(un)→ 0.
2. Veamos que todas las sucesiones minimizadoras comparten la propiedad de generar
la misma medida de Young. Sea un una sucesio´n minimizadora de I y definamos
zn := unx. Una subsucesio´n que seguimos denotando z
n, genera la medida de Young
ν. Puesto que I(un) → 0, tenemos que (zn)2 → 1 en L2((0, 1)) y por lo tanto zn es
acotada en L4((0, 1)), la observacio´n 2.1.3 implica que se tiene la condicio´n de ajuste.
Por lo tanto al ser (0, 1) de medida finita, la parte (iv) del teorema fundamental de
las medidas de Young garantiza que νx es medida de probabilidad c.t.p. x ∈ (0, 1).
Sea g(z) := (z2−1)2, entonces g(zn) converge fuerte y de´bilmente a 0 en L1((0, 1)) ya
que I(un) ≥ ∫ 10 g(zn). En particular g(zn) es secuencialmente de´bilmente compacto
en L1((0, 1)). Por lo tanto aplicando la parte (v) del teorema fundamental de las
medidas de Young g(zn) ⇀ g¯ en L1((0, 1)), donde g¯(x) = 〈νx, g〉. Por unicidad del
l´ımite se sigue que en c.t.p.
〈νx, g〉 = 0.
Por la proposicio´n 1.2.7 tenemos que supp νx ⊂ ker g = {1,−1}. As´ı al ser medida
de probabilidad,
νx = λ(x)δ−1 + (1− λ(x))δ1.
Ahora, escojamos como funcio´n la identidad, es decir Id(p) := p. De la parte (iv)
del teorema fundamental, se tiene que
zn ⇀ Id, Id(x) = 〈νx, Id〉 = 1− 2λ(x). (2.18)
Por otro lado, si φ es una funcio´n suave de soporte compacto en (0, 1), tenemos por
definicio´n de derivada distribucional que∫ 1
0
znφ = −
∫ 1
0
φxu
n.
Puesto que I(un) ≥ ‖un‖2, (un)n∈N converge a 0 en L2((0, 1)), por lo tanto el lado
derecho de la ecuacio´n anterior converge a 0. As´ı, tomando l´ımites y usando (2.18),
llegamos a que ∫ 1
0
(1− 2λ(x))φ(x) dx = 0.
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Como φ es arbitraria y las funciones suaves son densas en L2((0, 1)) se sigue por el
teorema de representacio´n de Riesz que 1 − 2λ(x) = 0 c.t.p. x ∈ Ω, as´ı λ(x) = 1/2
en c.t.p. y ν es la medida de Young dada en c.t.p. por
νx =
1
2
(δ−1 + δ1).
Como la subsucesio´n escogida de (zn)n∈N es arbitraria se sigue que la sucesio´n inicial
tambie´n genera esta medida de Young.
2.4. Algunas Consecuencias del Teorema Fundamental
Uno de los principales me´todos de aplicacio´n del teorema fundamental de las medidas
de Young consiste en usar funciones espec´ıficas f y aplicar las partes (ii) y (v) del teorema.
Presentamos algunos resultados que se benefician de esta te´cnica.
Corolario 2.4.1. Sea zj : Ω→ Rd una sucesio´n generadora de la medida de Young ν. Si
zj → z en medida, entonces νx = δz(x) c.t.p x ∈ Ω. El rec´ıproco se tiene si m(Ω) <∞.
Demostracio´n. (⇒) Si zj → z en medida entonces para toda f ∈ C0(Rd), tenemos que f
es uniformemente continua y por lo tanto f(zj) → f(z) en medida. Veamos que tambie´n
f(zj)
∗
⇀ f en L∞(Ω). Dado α > 0 sea
Vj =
{
x ∈ Ω : |f(zj(x))− f(z(x))| ≥ α} ,
entonces para ϕ ∈ L1(Ω)∣∣∣∣∫
Ω
ϕ(f(zj)− f(z))
∣∣∣∣ ≤ ∫
Ω
|ϕ||f(zj)− f(z)|
≤
∫
Vj
|ϕ||f(zj)− f(z)|+
∫
Ω\Vj
|ϕ||f(zj)− f(z)|
≤ ∥∥f(zj)− f(z)∥∥∞ ∫
Vj
|ϕ|+ α ‖ϕ‖1 ,
haciendo j →∞ y α→ 0
l´ım
j→∞
∣∣∣∣∫
Ω
ϕ(f(zj)− f(z))
∣∣∣∣ = 0.
As´ı f(zj)
∗
⇀ f(z). Como la sucesio´n zj genera la medida de Young concluimos por
unicidad del l´ımite de´bil-∗ que f(z) = f¯ c.t.p. x ∈ Ω, esto es 〈δz(x), f〉 = f(z(x)) = 〈νx, f〉
y as´ı νx = δz(x) c.t.p. x ∈ Ω.
(⇐) Supongamos que νx = δz(x) y m(Ω) < ∞, la demostracio´n se hace en tres pasos,
como se presenta en [8]:
1. Demostramos que zj → z en medida para el caso en que zj es acotada. En efecto,
de ser as´ı f(zj) es escencialmente acotada para cada f ∈ C(Rd), y por el Teore-
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ma de Dunford Pettis (ve´ase corolario A.2.4) f(zj) es tambie´n relativamente se-
cuencialmente de´bilmente compacta en L1(Ω). Aplicando la parte (v) del Teorema
fundamental de las Medidas de Young, llegamos a
l´ım
j→∞
‖zj‖2L2(Ω) = ‖z‖2L2(Ω),
zj ⇀ z en L2(Ω),
para f(x) = |x|2 y f = Id respectivamente. Este par de condiciones (convergencia
de´bil y de normas en el espacio de Hilbert L2(Ω)) implica convergencia fuerte en
L2(Ω) y por lo tanto convergencia en medida, como se deseaba.
2. Para zj arbitraria generando la medida νx = δz(x), mostramos que TR(z
j) → TR(z)
en medida, donde R > 0 y
TR(x) =
{
x
|x|R |x| > R
x |x| ≤ R
Notemos que TR es continua y |TR| ≤ R. Se sigue que para cada f ∈ C(Rd) f ◦TR es
continua, adema´s f ◦TR(zj) es escencialmente acotada y por el Teorema de Dunford
Pettis, es relativamente secuencialmente de´bilmente compacta en L1(Ω); aplicando
nuevamente la parte (v) del Teorema Fundamental de las Medidas de Young, se sigue
que
f ◦ TR(zj) ⇀ f ◦ TR(z).
Por otro lado cualquier subsucesio´n de TR(z
j) tiene a su vez una subsucesio´n que
genera una medida de Young µ, para la cual se satisface la parte (v) del teorema, as´ı
f ◦ TR(zjk) ⇀ f ◦ TR , f ◦ TR(x) = 〈µx, f ◦ TR〉.
Por unicidad del l´ımite de´bil esto quiere decir que la sucesio´n (completa) TR(z
j)
genera la medida de Young µx = δTR(z(x)). Se sigue por el paso anterior que TR(z
j)→
TR(z) en medida.
3. Mostramos que zj → z en medida.
En efecto,
m({|zj − z| > ε}) ≤ m({|zj − z| > ε; |z|, |zj | ≤ R})
+m({|zj | > R}) +m({|z| > R})
≤ m({|TR(zj)− TR(z)| > ε})
+m({|zj | > R}) +m({|z| > R}).
Cuando j → ∞, la cantidad m({|TR(zj) − TR(z) > ε}) se puede hacer pequen˜a
por el paso 2. Naturalmente m({|z| > R}) → 0 si R → ∞. Finalmente puesto que
νx = δz(x) es medida de probabilidad, la parte (iii) del teorema fundamental de las
medidas de Young nos da la condicio´n de ajuste, esto implica que m({|zj | > R})→ 0
(uniformemente en j) si R→∞, as´ı zj → z en medida como se deseaba.
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Corolario 2.4.2. Sea Ω ⊂ Rn de medida finita. Supongamos que zj : Ω → Rd es una
sucesio´n de funciones medibles generadoras de la medida de Young ν, con zj ⇀ z en Lp(Ω).
Entonces se satisface la condicio´n de ajuste (parte (iv) del Teorema 2.1.1), en particular
νx es medida de proabilidad c.t.p. x ∈ Ω. Adema´s zj es relativamente secuencialmente
de´bilmente compacto en L1(Ω) y z tiene la representacio´n
z(x) =
∫
Rd
ξ dνx(ξ) = 〈νx, Id〉 c.t.p. x ∈ Ω.
Donde Id es la funcio´n identidad de Rd. Si adicionalmente la sucesio´n zj es acotada en
L∞(Ω), se tiene que f(zj) es relativamente secuencialmente de´bilmente compacto en L1(Ω)
para cada f ∈ C(Rd) y
f(zj) ⇀ f¯ en L1(Ω).
Demostracio´n. (zj)j∈N debe ser acotada al ser de´bilmente convergente5 en Lp, digamos∥∥zj∥∥
p
≤ C. Se sigue que
Mpm(
{|zj | ≥M}) ≤ ∫
Ω
|zj |p.
Naturalmente esto implica
sup
j
m(
{|zj | ≥M}) ≤ Cp
Mp
,
y por lo tanto se tiene la condicio´n de ajuste.
Al ser Ω de medida finita, Lp(Ω) ⊂ L1(Ω), por lo tanto zj , z ∈ L1(Ω). Adema´s puesto que
en este caso tambie´n L∞(Ω) ⊂ Lq(Ω), tenemos que zj ⇀ z en Lp(Ω) implica zj ⇀ z en
L1(Ω), en particular zj es relativamente secuencialmente de´bilmente compacta en L1(Ω)
(pues es de´bilmente convergente en L1(Ω)). Con esto Id(zj) = zj ⇀ Id en L1(Ω) por
la parte (v) del teorema fundamental de las medidas de Young en su versio´n vectorial
(observacio´n 2.1.8). As´ı por unicidad del l´ımite de´bil z tiene la representacio´n
z(x) = Id(x) = 〈νx, Id〉 =
∫
Ω
ξdνx(ξ) c.t.p. x ∈ Ω.
Si adema´s zj es acotada en L∞(Ω), lo mismo sucede con f(zj) para cada f ∈ C(Rd)
puesto que f es continua. Nuevamente f(zj) es relativamente secuencialmente de´bilmente
compacta en L1(Ω) por el Teorema de Dunford-Pettis (ve´ase A.2.4). La afirmacio´n del
corolario se sigue volviendo a usar la parte (v) del teorema fundamental de las medidas
de Young.
2.5. Algunas Herramientas Te´cnicas
A continuacio´n exponemos dos resultados te´cnicos que sera´n u´tiles ma´s adelante
Definicio´n 2.5.1. Sea (Ω,Σ, µ) un espacio de medida y X,Y espacios topolo´gicos. Dec-
imos que una funcio´n f : Ω × X → Y es de Carathe´odory si staisface las siguientes
condiciones.
5Esto es consecuencia del principio de acotacio´n uniforme en ana´lisis funcional.
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1. f(·, u) es medible para cada u ∈ X.
2. f(t, ·) es continua para cada t ∈ Ω.
El siguiente teorema cla´sico, es una versio´n del teorema de Lusin para de funciones
Carathe´odory.
Teorema 2.5.2. (Scorza-Dragoni) Sea Ω ⊂ Rn, un conjunto medible con m(Ω) < ∞
y f : Ω × Rd → R una funcio´n de Carathe´odory. Entonces, para cada ε > 0 existe un
compacto K ⊂ Ω tal que m(Ω \K) < ε y f |K×Rd es continua.
Demostracio´n. Ve´ase [11], Teorema 1.
El siguiente lema hace las veces de lema de Fatou para funciones de Carathe´odory, en
el contexto de medidas de Young.
Lema 2.5.3. Sea Ω un conjunto medible de medida finita y zj : Ω→ Rd sucesio´n gener-
adora de la medida de Young ν.
Sea f : Ω×Rd → R una funcio´n de Carathe´odory y supongamos que la sucesio´n f−(·, zj(·)))
es relativamente secuencialmente de´bilmente compacta en L1(Ω). Entonces,
l´ım inf
j→∞
∫
Ω
f(x, zj(x)) dx ≥
∫
Ω
∫
Rd
f(x, y) dνx(y) dx. (2.19)
Si adicionalmente, la sucesio´n |f |(·, zj(·))) es relativamente secuencialmente de´bilmente
compacta en L1(Ω), entonces
f(·, zj(·)) ⇀ h, (2.20)
en L1(Ω). Aqu´ı f(·, zj(·)) se entiende como la funcio´n de una variable x 7→ f(x, zj(x)) y
h esta´ dada por
h(x) = 〈νx, f(x, ·)〉 =
∫
Rd
f(x, y)dνx(y).
Demostracio´n. Supongamos por el momento que f ≥ 0 y que f(x, y) = 0 si |y| ≥ R. Por
el teorema de Scorza-Dragoni existe una sucesio´n creciente de compactos Ωk ⊂ Ω tal que
m(Ω \ Ωk)→ 0 y f es continua en Ωk × Rd. Se define la siguiente sucesio´n de funciones,
F k : Ω→ C0(Rd), x 7→ F k(x) = χΩk(x)f(x, ·).
F k ∈ L1(Ω, C0(Rd)) por el estimado∫
Ω
‖F (x)‖ dx =
∫
Ω
sup
|y|≤R
|f(x, y)|χΩk(x) dx
=
∫
Ωk
sup
|y|≤R
|f(x, y)| dx ≤ Cm(Ωk) <∞,
donde C = sup|y|≤R,x∈Ωk |f(x, y)|. Entonces, como νj = δzj(·) converge de´bil-∗ a la medida
de Young ν, l´ımj→∞〈νj , F k〉 = 〈ν, F k〉. As´ı,∫
Ω
f(x, zj(x))dx ≥
∫
Ωk
f(x, zj(x))dx =
∫
Ω
〈
δzj(x), F
k(x)
〉
dx
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aplicando l´ım infj→∞:
l´ım inf
j→∞
∫
Ω
f(x, zj(x))dx ≥
∫
Ω
〈
νx, F
k(x)
〉
dx =
∫
Ωk
∫
Rd
f(x, y)dνx(y) dx (2.21)
de (2.21) y el teorema de convergencia mono´tona obtenemos la afirmacio´n (2.19) para
f . Notemos que la restriccio´n f(x, y) = 0 si |y| ≥ R se puede eliminar usando una
funcio´n cut-off como TM en (2.6) y aplicando el teorema de convergencia mono´tona. Esto
completa la afirmacio´n si f ≥ 0 o bien si f es acotada inferiormente (simplemente aplicar
la afirmacio´n a f −M ≥ 0).
Para f general, por la hipo´tesis hj := f−(·, zj(·)) es relativamente de´bilmente compacto.
As´ı, dado ε > 0, por el teorema de Dunford-Pettis, existe M > 0 tal que
sup
j
∫
{hj≥M}
hj(x)dx < ε.
Definiendo fM := mı´n(f,−M) y usando el resultado ya demostrado para funciones aco-
tadas inferiormente, se obtiene
l´ım inf
j→∞
∫
Ω
f(x, zj(x)) dx+ ε ≥ l´ım inf
j→∞
∫
Ω
f(x, zj(x)) dx+ sup
j
∫
{hj≥M}
hj(x)dx
≥ l´ım inf
j→∞
∫
Ω
fM (x, z
j(x)) dx
≥
∫
Ω
∫
Rd
fM (x, y) dνx(y) dx
≥
∫
Ω
∫
Rd
f(x, y) dνx(y) dx.
El resultado se sigue ya que ε > 0 es arbitrario.
Para demostrar la segunda afirmacio´n, observemos que si adicionalmente la sucesio´n
|f |(·, zj(·))) es relativamente secuencialmente de´bilmente compacta en L1(Ω), entonces
tambie´n lo es f+(·, zj(·))). Luego aplicando (2.19) a una funcio´n de la forma ±ϕ(x)f(x, ·)
con ϕ ∈ L∞(Ω), ϕ ≥ 0. Obtenemos
l´ım inf
j→∞
∫
Ω
ϕ(x)f(x, zj(x))dx ≥
∫
Ω
∫
Rd
ϕ(x)f(x, y)dνx(y)
≥ l´ım sup
j→∞
∫
Ω
ϕ(x)f(x, zj(x))dx,
que no es otra cosa que
l´ım
j→∞
∫
Ω
ϕ(x)f(x, zj(x))dx =
∫
Ω
∫
Rd
ϕ(x)f(x, y)dνx(y).
Lo anterior vale para ϕ arbitraria puesto que vale para ϕ+ y ϕ−. Se concluye (2.20) como
se quer´ıa.
Como podemos ver, el teorema fundamental de las medidas de Young se generaliza a
funciones de Carathe´odory bajo condiciones apropiadas. en particular tenemos la siguiente
observacio´n.
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Observacio´n 2.5.4. En el caso anterior vale un ana´logo al Corolario 2.4.2, espec´ıfica-
mente, si Ω es de medida finita y f : Ω × Rd → R es una funcio´n de Carathe´odory con
f(·, zj(·)) ⇀ g en Lp(Ω), entonces f(·, zj(·)) es relativamente secuencialmente compacto
en L1(Ω) y el l´ımite g se representa en c.t.p. x ∈ Ω por
g(x) = 〈νx, f(x, ·)〉 =
∫
Rd
f(x, y)dνx(y).
Demostracio´n. Usar la proposicio´n anterior y la demostracio´n es ana´loga a la del corolario
2.4.2.
Lema 2.5.5. Sean Ω ⊂ Rn medible y u : Ω→ Rd, vj : Ω→ Rm funciones medibles, tales
que
uj → u c.t.p.x ∈ Ω
y supongamos tambie´n que (vj)j∈N genera la medida de Young ν. Entonces la sucesio´n
(uj , vj) : Ω→ Rd+m genera la medida de Young µ donde
µx = δu(x) ⊗ νx.
Demostracio´n. Sea ϕ ∈ C0(Rd), ψ ∈ C0(Rm). Entonces, para φ ∈ L1(Ω)
|φϕ(uj)− φϕ(u)| ≤ 2‖ϕ‖∞|φ|,
ϕ(uj)→ ϕ(u) c.t.p. de Ω,
as´ı, por el teorema de convergencia dominada
φϕ(uj)→ φϕ(u), en L1(Ω). (2.22)
Por otra parte, del hecho que (vj)j∈N genera la medida de Young ν, se sigue que
ψ(vj)
∗
⇀ ψ, en L∞(Ω), (2.23)
ψ(x) = 〈νx, ψ〉.
Ahora, se tiene que
φϕ(uj)ψ(vj)− φϕ(u)ψ = (φϕ(uj)− φϕ(u))ψ(vj) + φϕ(u) (ψ(vj)− ψ) ,
notemos que de (2.22) y (2.23) se deduce∣∣∣∣∫
Ω
(
φϕ(uj)− φϕ(u))ψ(vj)∣∣∣∣ ≤ ‖φϕ(uj)− φϕ(u)‖1‖ψ‖∞ → 0,∫
Ω
φϕ(u)
(
ψ(vj)− ψ)→ 0,
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por lo tanto
l´ım
j→∞
∫
Ω
(ϕ⊗ ψ)(uj , vj)φ = l´ım
j→∞
∫
Ω
ϕ(uj(x))ψ(vj(x))φ(x)dx
=
∫
Ω
ϕ(u(x)) 〈νx, ψ〉φ(x)dx
=
∫
Ω
〈
δu(x) ⊗ νx, ϕ⊗ ψ
〉
φ(x)dx,
esto significa que
(ϕ⊗ ψ)(uj , vj) ∗⇀ 〈δu(·) ⊗ ν, ϕ⊗ ψ〉
en L∞(Ω). Si vemos esto en el espacio L∞ω (Ω,M(Rd+m)) se puede traducir como〈
µj , θ
〉→ 〈µ, θ〉 , (2.24)
µjx := δ(uj(x),vj(x)),
para cada θ de la forma θx = φ(x)(ϕ ⊗ ψ). Como las funciones de esta forma son densas
en L1(Ω, C0(Rd+m)) se sigue que (2.24) vale para θ ∈ L1(Ω, C0(Rd+m)) arbitraria y por lo
tanto
µj
∗
⇀ µ
en L∞ω (Ω;M(Rd+m)), es decir µ es la medida de Young generada por (uj , vj).
2.6. Un problema variacional simple
Ejemplo 2.6.1. Sea X ⊂ W 1,p(Ω,Rd), donde Ω es un abierto de medida finita de Rn.
Consideremos el problema variacional
mı´n
u∈X
I[u] , I[u] =
∫
Ω
F (∇(u)) dx,
Para F ∈ C(Rd) estrictamente convexa. Supongamos tambie´n que existe u ∈ X y una
sucesio´n uk ∈ X tal que
l´ım
k →∞
I[uk] = mı´n
v∈X
I[v] = m,
‖∇uk ‖L∞(Ω) ≤ c,
∇uk ⇀ ∇u ,enLp(Ω),
entonces ∇uk → ∇u en Lp(Ω).
Demostracio´n. La demostracio´n consiste en usar el teorema de convergencia de Vitali
(A.1.1). Pasando a subsucesiones podemos suponer que ∇uk genera la medida de Young
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µ. Observemos primero que por el corolario 2.4.2 tenemos que
F (∇uk) ⇀ F en L1(Ω)
∇u(x) = 〈µx, Id〉 c.t.p. x ∈ Ω.
Usando la desigualdad de Jensen Generalizada (B.0.6)
m = l´ım
k→∞
I[uk] = l´ım
k→∞
∫
Ω
F (∇uk) =
∫
Ω
F =
∫
Ω
〈µx, F 〉 dx
≥
∫
Ω
F (〈µx, Id〉) dx
=
∫
Ω
F (∇u) ≥ m,
por lo tanto todas las cantidades de la ecuacio´n anterior coinciden, en particular∫
Ω
〈µx, F 〉 dx =
∫
Ω
F (〈µx, Id〉) dx.
La desigualdad de Jensen para una medida ν es igualdad si y so´lo si la medida involucrada
es de Dirac concentrada en 〈ν, Id〉, de esto se sigue que µx es medida de Dirac concentrada
en 〈µx, Id〉 = ∇u(x) c.t.p. x ∈ Ω. Del corolario 2.4.1 se tiene, entonces que ∇uk → ∇u en
medida. Como la subsucesio´n es arbitraria podemos concluir que la sucesio´n inicial ∇uk
tambie´n converge en medida a ∇u. Como u´ltimo paso, al tenerse que la funcio´n constante
cp que acota a
∣∣∇uk∣∣p esta´ en L1(Ω) se sigue que |∇uk|p es uniformemente integrable en
L1(Ω) (ve´ase ejemplo A.0.5). As´ı, por el Teorema de Convergencia de Vitali ∇uk → ∇u
en Lp(Ω).
CAPI´TULO 3
Problemas de Estructura Mono´tona
En este cap´ıtulo estudiaremos problemas de estructura mono´tona, se trata de una de las
aplicaciones ma´s relevantes del teorema fundamental de las medidas de Young. Incluimos
el teorema siguiente ya que usa pra´cticamente todas las herramientas desarrolladas en el
cap´ıtulo anterior e ilustra la utilidad del enfoque de medidas de Young. Es posible aplicar
este teorema al abordar problemas relacionados con meca´nica de fluidos y las ecuaciones
de Navier-Stokes, temas que sobrepasan el alcance de este trabajo. Referimos al lector a
[6].
Teorema 3.0.2. Sea Ω ⊂ Rd′ de medida finita y sea A(x, s, ξ) : Ω × Rm × Rd → Rd
una funcio´n de Carathe´odory (continua en la primera variable y medible en las otras
dos variables). Sean yn : Ω → Rm y zn : Ω → Rd sucesiones de funciones medibles.
Supongamos que se satisfacen las siguientes condiciones:
1. A es estrictamente mono´tona en ξ, esto es, si ξ1 6= ξ2, entonces
[A(x, s, ξ1)−A(x, s, ξ2)] · [ξ1 − ξ2] > 0
para cualquier par x, s. Aqu´ı · denota el producto interno usual de Rd.
2. Existen constantes positivas c1 y c2 tales que
A(x, s, ξ) · ξ ≥ c1|ξ|p, (3.1)
|A(x, s, ξ)| ≤ c2|ξ|p−1. (3.2)
3.
yn → y¯ c.t.p. ,
zn ⇀ z en Lp(Ω), (3.3)
A(·, yn, zn) ⇀ A¯ en Lq(Ω), 1
p
+
1
q
= 1. (3.4)
4.
l´ım sup
n→∞
∫
Ω
A(x, yn, zn) · zn dx ≤
∫
Ω
A¯(x) · z(x) dx, (3.5)
37
CAPI´TULO 3. PROBLEMAS DE ESTRUCTURA MONO´TONA 38
entonces zn → z en Lp(Ω).
Demostracio´n. La demostracio´n consiste en verificar las hipo´tesis del Teorema de conver-
gencia de Vitali A.1.1.
(i) zn → z en medida:
Definimos
h(x, ξ) := [A(x, y¯(x), ξ)−A(x, y¯(x), ξx)] · [ξ − ξx] ,
ξx :=
∫
Rd
ξ dνx(ξ) = 〈νx, Id〉 .
Notemos que por el Corolario 2.4.2, ξx = z(x) c.t.p. x ∈ Ω. Como A es estrictamente
mono´tona en ξ, se sigue que h(x, ξ) ≥ 0, por lo tanto∫
Ω
∫
Rd
h(x, ξ) dνx(ξ) dx ≥ 0
puesto que νx ≥ 0 c.t.p. x ∈ Ω. Tenemos tambie´n que∫
Ω
∫
Rd
h(x, ξ) dνx(ξ) dx =
∫
Ω
∫
Rd
A(x, y¯(x), ξ) · ξ dνx(ξ) dx
−
∫
Ω
[∫
Rd
A(x, y¯(x), ξ)dνx(ξ)
]
· ξx dx (3.6)
y as´ı∫
Ω
∫
Rd
A(x, y¯(x), ξ) · ξ dνx(ξ) dx ≥
∫
Ω
[∫
Rd
A(x, y¯(x), ξ)dνx(ξ)
]
· ξx dx. (3.7)
Ahora por el Lema 2.5.5, (yn, zn) genera la medida de Young µ = δy¯(·)⊗ν, de donde∫
Ω
∫
Rm×Rd
A(x, s, ξ) · ξ dµx(s, ξ) dx =
∫
Ω
∫
Rd
A(x, y¯(x), ξ) · ξ dνx(ξ) dx, (3.8)∫
Ω
∫
Rm×Rd
A(x, s, ξ) dµx(s, ξ) dx =
∫
Ω
∫
Rd
A(x, y¯(x), ξ) dνx(ξ) dx.
Vamos a proceder a demostrar la desigualdad contraria de (3.7): observemos primero
que las hipo´tesis del Lema 2.5.3 quedan automaticamente satisfechas para A(x, s, ξ) ·
ξ, la sucesio´n (yn, zn) y la medida de Young µ, gracias a la ecuacio´n (3.1). Por lo
tanto aplicando el Lema y (3.8)
l´ım inf
n→∞
∫
Ω
A(x, yn, zn) · zn dx ≥
∫
Ω
∫
Rd
A(x, y¯(x), ξ) · ξ dνx(ξ) dx. (3.9)
Del corolario 2.4.2, la observacio´n 2.5.4 y las hipo´tesis (3.3) y (3.4) se sigue que tanto
z como A¯ se pueden representar c.t.p. x ∈ Ω por
A¯(x) =
∫
Rd
A(x, s, ξ) dµx(s, ξ),
z(x) =
∫
Rd
ξ dνx(ξ) = ξx,
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por lo tanto si sustituimos estas expresiones en la ecuacio´n (3.5), obtenemos
l´ım sup
n→∞
∫
Ω
A(x, yn, zn) · zn dx ≤
∫
Ω
[∫
Rd
A(x, s, ξ) dµx(s, ξ)
]
· ξx dx. (3.10)
por lo tanto de (3.9) y (3.10):∫
Ω
∫
Rd
A(x, y¯(x), ξ) · ξ dνx(ξ) dx ≤
∫
Ω
[∫
Rd
A(x, y¯(x), ξ)dνx(ξ)
]
· ξx dx, (3.11)
como se deseaba. Finalmente de las desigualdades (3.11) y (3.7) se deduce la igualdad.
Lo cual significa por (3.6) que∫
Ω
∫
Rd
h(x, ξ) dνx(ξ) dx = 0
y puesto que h es no negativa∫
Rd
h(x, ξ) dνx(ξ) = 0 c.t.p x ∈ Ω,
nuevamente esto significa que h(x, ·) es nula en νx-c.t.p.. Como se trata de una
medida de probabilidad (positiva) y kerh(x, ·) = {ξx} la proposicio´n 1.2.7 implica
supp (νx) = {ξx} =
{∫
Rd
ξ dνx(ξ)
}
= {z(x)} c.t.p. x ∈ Ω,
por lo tanto νx = δz(x) c.t.p. x ∈ Ω y por el Corolario 2.4.1, tenemos que zn → z en
medida.
(ii) Integrabilidad uniforme en L1(Ω) de la sucesio´n |zn|p:
Por simplicidad definamos
an(x) := A(x, yn(x), zn(x)) · zn(x),
a(x) := A(x, y¯(x), z(x)) · z(x).
Como ya conocemos que νx = δz(x) en c.t.p. x ∈ Ω podemos reescribir las ecuaciones
(3.10) y (3.9) como
l´ım sup
n→∞
∫
Ω
an ≤
∫
Ω
a ≤ l´ım inf
n→∞
∫
Ω
an,
o sea
l´ım
n→∞
∫
Ω
an =
∫
Ω
a.
Si usamos la desigualdad de Cauchy-Schwartz en Rd y la hipo´tesis (3.2)∫
Ω
|a| ≤
∫
Ω
|A(x, y¯(x), z(x))||z(x)| dx
≤ c2
∫
Ω
|z|p−1|z| = c2
∫
Ω
|z|p
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lo cual muestra que a ∈ L1(Ω), el mismo argumento muestra que an ∈ L1(Ω) y
notemos que adema´s a, an ≥ 0 por la hipo´tesis (3.1). Vamos a demostrar que an → a
en L1(Ω): En razo´n que zn → z en medida, vamos a suponer por el momento que
zn → z en c.t.p. de Ω y por lo tanto an → a en Ω c.t.p. ya que A es de Carathe´odory.
Dado que |a− an| ≤ |an|+ |a| = an + a, aplicando el lema de Fatou∫
Ω
l´ım inf (a+ an − |a− an|) ≤ l´ım inf
∫
Ω
(a+ an − |a− an|) ,∫
Ω
(a+ l´ım an − l´ım |a− an|) ≤
∫
Ω
a+ l´ım
∫
Ω
an + l´ım inf
∫
Ω
−|a− an|
2
∫
Ω
a ≤ 2
∫
Ω
a− l´ım sup
∫
Ω
|a− an|
0 ≥ l´ım sup
∫
Ω
|a− an|.
Se concluye que an → a en L1(Ω) siempre que zn → z en c.t.p. de Ω. Naturalmete,
este procedimiento es realizable para cualquier subsucesio´n de an y as´ı se puede
concluir que para la sucesio´n inicial vale tambie´n an → a en L1(Ω). El Teorema de
Convergencia de Vitali nos dice que esta convergencia implica que an es uniforme-
mente integrable en L1(Ω), como consecuencia de la condicio´n an ≥ |zn|p (ecuacio´n
(3.1)), |zn|p es uniformemente integrable en L1(Ω), como se deseaba.
En virtud de (i) y (ii), invocamos el Teorema de Convergencia de Vitali para concluir que
zn → z en Lp(Ω).
APE´NDICE A
Integrabilidad Uniforme
Enunciamos dos teoremas u´tiles en la parte central del trabajo relativos a familias de
funciones en Lp(X,Σ, µ), .
Definicio´n A.0.3. Dada una familia K ⊂ L1(X,Σ, µ) decimos que K es uniformemente
integrable si para todo ε > 0 existe δ > 0 tal que para todo E ∈ Σ con µ(E) < δ se tiene
sup
f∈K
∫
E
|f |dµ < ε.
Ejemplo A.0.4. Si f ∈ L1(X,Σ, µ) entonces {f} es uniformemente integrable.
Demostracio´n. Para f ∈ L1(X,Σ, µ) se tiene que µ({f = ∞}) = 0 luego si definimos
En = {f > n} tenemos que µ(∩nEn) = 0. Notemos que |f |χEn ≤ |f | y adema´s |f |χEn → 0
en µ c.t.p. Luego por el teorema de convergencia dominada
l´ım
n→∞
∫
En
|f |dµ = 0.
As´ı dado ε > 0 existe n tal que ∫
En
|f |dµ < ε
2
,
esojamos δ de modo que nδ < ε/2, as´ı si µ(E) < δ, entonces∫
E
|f |dµ =
∫
En∩E
|f |dµ+
∫
(X−En)∩E
|f |dµ
≤
∫
En
|f |dµ+ nµ(E) < ε.
Ejemplo A.0.5. Si f ∈ L1(X,Σ, µ) entonces el conjunto de funciones g dominadas por
f (es decir |g| ≤ |f |) es uniformemente integrable.
Demostracio´n. Inmediato del ejemplo A.0.4
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A la luz de los dos ejemplos anteriores, el Teorema de Vitali resulta una generalizacio´n
del teorema de convergencia dominada.
A.1. Teorema de Convergencia de Vitali
Teorema A.1.1. Sea (fn) un sucesio´n de funciones en L
p(X,Σ, µ), entonces fn converge
a una funcio´n medible f en Lp(X,Σ, µ) si y so´lo si se satisfacen las siguientes condiciones:
1. fn → f en medida.
2. (|fn|p) es uniformemente integrable.
3. Para todo ε > 0 existe E ∈ Σ de µ-medida finita tal que
sup
n
(∫
X−E
|fn|pdµ
)
< ε.
Demostracio´n. La demostracio´n se puede consultar en [2] p. 76.
Observacio´n A.1.2. Notemos que la condicio´n (3) del Teorema de Convergencia de Vitali
queda automa´ticamente satisfecha si µ(X) <∞, puesto que podemos hacer E = X.
A.2. Teorema de Dunford-Pettis
Definicio´n A.2.1. Dado K ⊂ L1(X,Σ, µ), decimos que la sigma aditividad de de las
integrales ∫
E
fdµ
es uniforme respecto a f ∈ K si dada una sucesio´n decreciente de conjuntos medibles
(En)n con
⋂
nEn = ∅, se tiene que
l´ım
n→∞
(
sup
f∈K
∣∣∣∣∫
En
fdµ
∣∣∣∣
)
= 0.
Teorema A.2.2. (Dunford-Pettis) K ⊂ L1(X,Σ, µ) es relativamente secuencialmente
de´bilmente compacto si y so´lo si es acotado y la sigma aditividad de las integrales
∫
E fdµ
es uniforme respcto a f ∈ K
Corolario A.2.3. Si K ⊂ L1(X,Σ, µ) es relativamente secuencialmente de´bilmente com-
pacto, entonces tambie´n lo son las siguiente familias
|K| = {|f | : f ∈ K} ,
K+ = {f+ : f ∈ K} ,
K− = {f− : f ∈ K} ,
donde f+ = ma´x{0, f}, f− = ma´x{0,−f}.
Demostracio´n. La demostracio´n se puede consultar en [3] p. 292-293.
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Corolario A.2.4. Si X es un espacio de medida finita y K es acotado en L∞(X), entonces
K es relativamente secuencialmente de´bilmente compacto en L1(X).
Demostracio´n. En este caso L∞(X) ⊂ L1(X) y as´ı K ⊂ L1(X). Dada una sucesio´n de-
creciente de conjuntos medibles Em ⊂ X, con ∩mEm = ∅, puesto que el espacio X es de
medida finita se sigue que l´ımm→∞ µ(Em) = 0, entonces para f ∈ K∫
Em
|f | ≤ Cµ(Em),
donde C no depende de f . Conlcuimos que la sigma aditividad de las integrales
∫
E |f | es
uniforme respecto a f ∈ K.
APE´NDICE B
Desigualdad de Jensen Generalizada
Definicio´n B.0.5. Decimos que g : Rd → R es una funcio´n convexa si para todo t ∈ (0, 1)
y x, y ∈ Rd se cumple
g(tx+ (1− t)y) ≤ tg(x) + (1− t)g(y).
Decimos que g : Rd → R es una funcio´n estrictamente convexa si para todo t ∈ (0, 1) y
x, y ∈ Rd con x 6= y se cumple
g(tx+ (1− t)y) < tg(x) + (1− t)g(y).
A continuacio´n presentamos una generalizacio´n de la desigualdad de Jensen que se usa
para el estudio de problemas variacionales con medidas de Young.
Teorema B.0.6. (Desigualdad de Jensen Generalizada) Sea g : Rd → R una fun-
cio´n estrictamente convexa y µ una medida de probabilidad en Rd de soporte compacto
entonces
〈µ, g〉 ≥ g (〈µ, Id〉) ,
adema´s la igualdad se tiene si y so´lo si µ es una medida de Dirac concentrada en 〈µ, Id〉.
Demostracio´n. Notemos que 〈µ, Id〉 ∈ Rd es
〈µ, Id〉 =
(∫
Rd
x1dµ(x), . . . ,
∫
Rd
xddµ(x)
)
,
al ser g estrictamente convexa, existen constantes bi, i = 1, . . . , n tales que para x 6= y en
Rd
g(x) > g(y) + bi(x− y)i, (B.1)
por otro lado haciendo y = 〈µ, Id〉∫
Rd
(g(y) + bi(x− y)i) dµ(x) = g(y) = g(〈µ, Id〉), (B.2)
por lo tanto integrando (B.1), junto con (B.2) obtenemos
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〈µ, g〉 =
∫
Rd
g(x)dµ(x) ≥ g(y) = g(〈µ, Id〉),
como se deseaba. Adema´s si suppµ 6= {y} es inmediato que la desigualdad es estricta, en
tanto si suppµ = {y} se tiene µ = δ{y} y as´ı
〈µ, g〉 = 〈δ{y}, g〉 = g(y) = g(〈µ, Id〉).
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