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Abstrakt
Cílem této bakalářské práce je úprava metody Optimalizace hejnem částic tak, aby byla vhodná
pro optimalizační problémy s omezením používané při výpočtech elektronových struktur. Tato práce
nejprve představí problém optimalizace i původní metodu. Poté je navržena dvoukroková modifikace
Optimalizace hejnem částic, která se skládá z projekce částic na tečnou množinu a následné restorace
zpět na množinu danou omezeními. Upravená metoda byla testována. Výpočty potenciální křivky
molekuly Be2 přinesly uspokojivé výsledky ve srovnání s referenčními daty. Hlavním přínosem této
práce je nová modifikace metody Optimalizace hejnem částic vhodná pro použití na optimalizační
problémy s omezením.
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Abstract
The goal of this bachelor thesis is the modification of the Particle Swarm Optimization method in
a way that is suitable for constrained optimization problems used in Electronic Structures Calcula-
tions. This work firstly introduces both the optimization problem and the original method. Then
a two-step modification of the Particle Swarm Optimization is proposed, which consists of particle
projection onto the tangent set and the following restoration back to the feasible set. The modified
method was tested. Computations of the potential curve of Be2 molecule yielded satisfactory results
in comparison with benchmark data. The main contribution of this work is the invention of a new
modification of Particle Swarm Optimization suitable for constrained optimization problems.
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Back in the first quarter of the twentieth century a grand series of original thoughts, starting
with Max Planck’s notions of quanta and going all the way to the emergence of Schrödiger’s wave
equation, changed our view and understanding of physics and matter of small particles.
In this bachelor thesis, the focus is on a description of quantum systems composed of electrons
and nucleons. So consider M nucleons at positions Rm, where m = 1, . . . , M while also having N
electrons with corresponding coordinates rn, for i = 1, . . . , N . Then we can write the nonrelativistic,
time-independent Schrödinger equation for this electronic structure of the system as follows:
ĤΨ = EΨ, (1.1)
where Ĥ is the Hamilton operator, further denoted as Hamiltonian, which is an operator corre-
sponding to the sum of kinetic and potential energy of the system. E is the total electronic energy,
and the many-body wave function Ψ has the following form:
Ψ = Ψ(R1, R2, R3, . . . , r1, r2, r3, . . .). (1.2)
An exact solution of the Schrödinger Equation is known for only a few selected systems. And
in its original form, the numerical solution is limited to small systems of particles due to the very
large number of degrees of freedom, as wave function depends on all coordinates of both nuclei and
electrons simultaneously.
To make the aforementioned equation solvable, we need to use a suitable approximation method.
Several different ways of approximation exist, for example, the Hartree-Fock Method and the Den-
sity Functional Theory (DFT). Both of them allow us to solve the equation as an optimization
problem. Thus the purpose of this thesis is to modify an optimization method called Particle
Swarm Optimization (PSO) in a way that is applicable to solving these types of equations.
And while various numerical methods developed to solve these equations exist, problems with
convergence or with the discovery of a solution that does not correspond with the global minimum
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are frequent phenomena, which is quite undesirable. The purpose of implementing PSO is to
effectively search for a set of possible solutions. This method can be used both to directly find a
solution and as a tool for selecting a suitable initial guess for other algorithms.
The thesis is organized as follows. After this brief introduction, there is a theoretical Chap-
ter 2 explaining and describing the mathematical background of this work, especially the area of
mathematical optimization with a greater focus on optimization problems, types and definitions
of constraints that may be applied to them. At the end of this section, an overview of different
optimization methods is given.
Then this thesis moves onto Chapter 3 focused on the Particle Swarm Optimization method. For
the purposes of this work, a metaheuristic method called Particle Swarm Optimization was chosen.
As the main result of this thesis is the creation of a new variant of an algorithm used to solve
optimization problems with equality constraints. There, we also describe the original version of the
method in great detail and a proposition of the two modifications is made to adapt the method.
The following Chapter 4 is focused on the explanation of Electronic Structures calculations.
Begining from Schrödinger equation, going through its approximation and following discretization
ending up in the formulation of the finite-dimensional constrained optimization problem.
In Chapter 5 we present our results of the application of the PSO method to solving Kohn-Sham
equations (which is one of the approximations based on DFT). This part starts with a description
of the implementation of the selected method as well as the added modifications. Then a showcase
of the original PSO is made in a case of a series of tests on specific benchmark functions, then a
similar study is made with our modification of the PSO algorithm. Our novel approach is fully
demonstrated by a solution of the Kohn-Sham equation of a real chemical system (Be2 molecule).
Chapter 6 represents a brief and concise conclusion, where the whole process is once again




At the very beginning, let us look at an overview and definitions of various objects and terms
that must be understood to allow for a clear reading of the following topics and to build a stable
foundation to which we can refer to.
In this chapter, the focus is on an area of mathematical optimization. Here we shall define what
an optimization problem (OP) is and what it consists of, what possible equality constraints can be
applied to it, as well as a quick summary of possible methods that are used to solve these problems.
The definitions used in this section are in part taken from Methods of Optimization written by Z.
Dostál [1].
2.1 Optimization Problem
The whole field of mathematical optimization focuses on numerically solving so-called optimization
problem. This process can be described as finding either minimum or maximum (minima or maxima)
of a certain function, or more broadly as finding the best solution from all feasible solutions, based
on our criteria.
Before we dive into the definition of an optimization problem let us note that the minimum
of function f : Df → R, in the case of its existence, is the same as a maximum of the function
−f . And because of that fact, we shall focus only on minimalization from now on. In the field
of mathematical optimization, f is usually referred to as the objective (or cost) function and we
restrict the set Df to a finite-dimensional vector space.





f(x̄) ≤ f(x), (2.2)
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Figure 2.1: Objective function
where f(x̄) is the function values at the global minimum and Ω ⊂ Df is the feasible set, i.e. the
set in which we are looking for the best solution. The solution of (2.1) is called a global solution.
We further divide these problems into two categories, first, the optimizations without constraints
and second, those with constraints, when we look for the solution only on the feasible set. For the
unconstrained optimization problems, where no limits are applied:
Ω = Df , (2.3)
where Df is the domain of the function.
An example of an optimized function with several local minima and no constraints applicable
can be seen in Figure 2.1.
In the following section, we describe the most common types of constraints
2.2 Constrained Optimization
Let us note that for the successful optimization the objective function fobj must be bounded from
bellow on the feasible set Ω, which means that there exists value M such that:
fobj(x) > M. (2.4)
When speaking about optimization problems with constaints that means that equations and in-
equalities describing constraints are added to the definition of OP. There are multiple possible types
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of these constraints. Generaly we write L inequality constraint corresponding to K-dimensional vec-
tor space D as:
h(x) ≤ 0, (2.5)
where h(x) : RK → RL is a vector function. For example both linear
qTi x + ri ≤ 0, (2.6)
where qi ∈ RK and ri ∈ RK . And quadratic inequality constraints:
1
2x
T Pix + qTi x + ri ≤ 0, (2.7)
where Pi ∈ RK×K , are often used to define the feasible set.
It is also important to note that the so-called equality constraints
g(x) = 0, (2.8)
where g(x) : RK → RL is a vector function. The linear and quadratic forms take the following
shape:
qTi x + ri = 0, (2.9)
1
2x
T Pjx + qTj x + rj = 0, (2.10)
The equality constraints correspond to two inequality constraints, generaly written like:
g(x) ≤ 0 ∧ g(x) ≥ 0, (2.11)
and in linear or quadratic case turning out as follows:
qTi x + ri ≤ 0 ∧ qTi x + ri ≥ 0, (2.12)
1
2x
T Pjx+ qTj x + rj ≤ 0 ∧
1
2x
T Pjx + qTj x + rj ≥ 0. (2.13)
So for further discussion, there is no need to differentiate between the two.
So one could define an optimization problem, which takes shape of quadratically constrained
quadratic program, where both the objective function and inequality constraints are quadratic, in
the following way:
minimize 12x
T P0x + qT0 x (2.14)
subject to 12x
T Pix + qTi x + ri ≤ 0, for i = 1, . . . , m (2.15)
Ax = b, (2.16)
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where P0, . . . Pm are n × n matrices and x ∈ Rn is the optimized variable. Furthermore, it can be
said, that if matrices P0, . . . , Pm are positive semidefinite matrices, then the problem is convex, if
matrices P0, . . . , Pm are all zero, then we have linear inequality constraints.
For the Electronic Structure Calculations, the exact formulation of the inequality constraints
as well as the objective function is described in Chapter 4, now it can be said that in the case
of electronic structures, the objective function is generally nonlinear and that there are several
inequality constraints, both quadratic and linear.
2.3 Optimization Methods
Now that we know what an optimization problem is, let’s have a look at different optimization
methods. As the area of mathematical optimization is quite extensive we shall at first focus on the
classification of different optimization methods and description of their differences.
The first way in which optimization methods can be divided is based on whether they are exact
or approximate methods. According to Jourdan [2] exact methods provide the provably optimal
solution and they guarantee that no other feasible solution has an objective better than that of
the found one. These methods give us the best solutions but the time they require to solve the
optimization problem often dramatically increases with the size of the problem.
In such cases, as is mentioned in Puchinger’s paper [3], the guarantee of finding optimal solutions
must be sacrificed for the sake of getting good results in a limited available time. The approximate
methods do not provide us with proof that their found solution is the best, yet they often converge
to the good-enough value.
The exact methods can be further divided into iterative and enumerative methods, the repre-
sentatives of the first are gradient methods, for example by Debye [4], Hestenes and Stiefel [5], or
by Frank and Wolfe [6], and Newton’s method [7], and that of the latter is a branch and bound
method [8]. For the approximate methods, the suitable division is into so-called ad-hoc heuristics
and metaheuristics. Several representatives of ad-hoc methods include nearest neighbour heuristics
[9] or Duckworth–Lewis–Stern method [10]. For the metaheuristics, the exemplary methods are
simulated annealing, iterated local search, or various population-based algorithms.
For our case, we further focus on metaheuristics. These methods are often inspired by nature
and there are many different possibilities of how to classify them as described by Blum in 2003
[11]. One possible way of their classification is whether they are single solution or population-based
searches.
Single solution methods modify and improve one single candidate solution. These include simu-
lated annealing which is inspired by the process of controlled heating and cooling used in metallurgy,
this approach was first used by Kirkpatrick in 1983 [12] to solve the travelling salesman problem.
Another case of single solution metaheuristic is iterated local search described by Lourenço [13] or
variable neighborhood search proposed by Mladenović in 1997 [14].
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As for the population-based methods which try to maintain and improve several candidate solu-
tions with some degree of ongoing information transfer between members of the whole population.
This subset of metaheuristics includes genetic algorithm introduced by Barricelli in 1954 [15], or




Particle Swarm Optimization Method
Now, having sufficient knowledge of optimization problems, we can move to our chosen method
of optimization, the Particle swarm optimization. This method was first introduced in 1995, in a
paper by James Kennedy and Russel Eberhart [16] and three years later, in 1998, a modification
by Yuhui Shi and R. Eberhart [17] was published.
PSO is an iterative, naturally inspired, metaheuristic, optimization method, that tries, in each
iteration, to improve a candidate solution of an optimization problem, using a population of can-
didate solutions called particles. The behaviour of this method is inspired by natural phenomena
such as bird flocking or fish schooling.
Originally, the PSO was used to find the minimum of a continuous nonlinear function, where the
search area was restricted to a certain domain, but nowadays many different modifications exist, for
example, various Soltani’s modifications for Harmonic Reduction of Cascade Multilevel Inverters
for renewable energy sources [18], Cui’s modification for solving planar graph coloring problem [19]
and Ghomsheh modification for training ANFIS structure [20].
3.1 PSO without Constraints
But before we dive deeper into our several modifications of PSO, let’s look closer at the simplest
variant of PSO. In this, the problem to solve is the unconstrained optimization problem defined by:
min f(x), (3.1)
where f : Rn → R is an objective function to be minimized over n-dimensional vector x. Clearly,
we don’t need to deal with any constraints, thus we are free to employ the unmodified PSO method
as it was first proposed.
As was already mentioned this method consists of a population of particles moving in the search
domain. When moving, every single particle takes into account both its own best position as well
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as the best position known by the entire population, there is of course also a random element added
to the final movement of the particle.
For a more in-depth explanation of how this variant of PSO works, let’s have a look at pseudocode
1 below.
Algorithm 1: PSO pseudocode
for each particle i = 1, ..., S do
Initialize the particle’s position: xi;
Initialize the particle’s velocity: vi ;
Initialize the particle’s best known position to: pi;
if f(pi) < f(g) then
Update the swarm’s best-known position: g = xi;
end
end
while end criterion not met do
for each particle i = 1, ..., S do
Update the particle’s velocity: vi;
Update the particle’s position: xi = xi + vi;
if f(xi)<f(pi) then
Update the particle’s best known position: pi = xi;
end
if f(pi)<f(g) then




As we can see, at the beginning of the algorithm, there is an initialization phase, in which every
particle gets assigned initial position from random uniform distribution involving the whole search
domain, the same is done for the initial velocity of each particle. Then initial positions are used
as starting best positions for the particles and the best among these is marked as the global best
position. With that, the initialization phase is completed and the algorithm goes on to the main
loop.
The main body of PSO consists of a while loop that checks in every iteration if the end criterion
is or is not met. Inside this loop, another for cycle is enclosed. Here position and velocity of all
particles are updated. A new vecotr describing the velocity is given as a combination of previoous
velocity and directions tworads both the personal best position and the global best position as seen
in the following equation:
vik+1 = w · vik + c1 · pbest + c2 · gbest, (3.2)
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where vik+1 is the velocity of a particle i at time k + 1, w is the inertia factor, vik is the velocity of
i-th particle from previous iteration, c1 is random number representing the particle’s confidence in
its own best found value pbest, while c2 is also a random number, this time describing the confidence
in the best value of the whole swarm gbest.
Furthermore, it is checked if the new position gives a better value of the objective function than
the personal best. Last, the global best position is updated dependently on any possible better
values found in this iteration.
3.1.1 Ending Criteria
As seen in the pseudocode 1, to successfully implement the PSO method at least one ending criterion
must be specified in order to avoid an infinite loop.
For this original variant of PSO, there are two possibilities of termination of the algorithm. The
first and the most basic one, the algorithm stops when a maximum number of allowed iterations
has been reached. This is a necessary ending criterion, but certainly not the most suitable one, as
we stop the algorithm with no information about the actual state of the swarm.
Another variant of the stopping criterion consists of two parts that must be fulfilled simulta-
neously. We check whether or not the maximal velocity of all particles is below the set threshold.
This is done by selecting the largest velocity of all particles and then comparing it to the selected
upper boundary value.
The other part of this ending criterion is a cluster diameter, i.e. a value telling us how far
apart the particles are, smaller the value, smaller the cluster diameter and thus the PSO is closer
to convergence. This value here is obtained by wrapping an imaginary cuboid around all of the
particles. Then the largest edge of the cuboid is marked as cluster diameter. This quite rough
approach was selected as it not a computationally demanding one.
If both the maximal velocity and cluster diameter are below their respective thresholds, the
algorithm is successfully terminated and we say that PSO converged. The threshold values were for
the purpose of these studies chosen as follows:
vmax < γ = 0.5 and c < ϵ = 0.1. (3.3)
It is also necessary to mention that these criteria do not guarantee that the global minimum was
found. If these parameters are unsuitably selected, then the swarm may stop and cluster at any
place, without thoroughly searching the whole space.
3.2 PSO with Modifications for Constrained Problems
After the convergence analysis on basic PSO had been successfully completed. The implementation
of the two selected modifications was necessary because the original version of the Particle Swarm
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Optimization method is unfit to solve optimization problems with constraints.
min f(x) (3.4)
g(x) ≤ 0 (3.5)
where f(x) : RN → R is the objective function to be minimized and g(x) is the function of the
inequality constraints defining the feasible set D, the necessity to find a way of keeping all particles
located directly on the feasible set had arisen.
One possible and also already tested approach is the usage of the so-called penalty function.
This concept suggests an alteration to the optimized function, in a way that to all areas outside of
the desired feasible set defined by equality or inequality constraints, a sufficiently large but still finite
value is added. This transformation of the optimized function tries to shift the global minimum
of the objective function is located on the feasible set. This approach then lets the particles move
without restrictions and the algorithm unaffected.
Figure 3.1: Projection and restoration
The technique of penalty function in corespondence to PSO method has already been throughly
researched, for example in articles of Parsopoulos [21], Masuda [22], and Ma [23].
The structure of the constraints in the problem of our interest 4 led us to propose a different
approach. This approach is based on ideas presented in the article written by Francisco [24].
To fully describe this process two objects must be defined. The first, the tangent set T (y), is
for every y ∈ RN given by:
T (y) = {z ∈ D|∇g(y)T (z − y) = 0} (3.6)
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the second one is the tangent space S(y) which is parallel set to the T (y) and passes through the
origin of the coordinate system
S(y) = {w ∈ D|∇g(y)T = 0} (3.7)
In principle, T (y) contains particle positions whereas S(yY ) contains directions. The existence of
these two sets is conditioned by the requirement put on the feasible set D, which must be a smooth
surface.
Then the fundamental additions to the original PSO method are the following, the calculated
new velocity (3.2) is firstly projected onto the tangent space S(y), giving us a direction in which to
move the particle from its current position. With this, the particle is projected onto the tangent
set T (y). Then comes the restoration step in which the new position determined by the projected
velocity is adjusted to restore its feasibility.
The whole process is schematically shown in Figure 3.1. Where a current position of a particle
can be seen as well as the computed velocity, this velocity is then projected onto the tangent set
from which it is returned to the feasible set. After this, further computations are done to finish the
iteration of the program, then the whole process is repeated in the following iteration.





Now is finally the time to look at one possible application of our modified method. And as was
already mentioned in the introduction, the desirable output is to use the PSO algorithm in the
process of computing energies of certain molecules. The process of finding them is not easy and in
the following part, an overview of the problem is done.
4.1 Theoretical Description
In this section, we describe the basic principles of electronic structure calculations. To explain
that let’s select a random molecule. If we assume that all three coordinates of each atom arranged
in the molecule are known, then electronic structure calculations are the way of finding the right
wave function. The square of the absolute value of the wave function can be understood as the
n-dimensional probability density function. This process is further described by Cances in their
2003 handbook [25], or in a paper by Helgaker [26].
As the wave functions are the solutions of Schrodinger Equation,
ĤΨ = EΨ, (4.1)
where Ĥ is the Hamiltonian, Ψ are the wave functions and E is the matrix describing the energy
for each corresponding wave function. The problem is basically a search of eigenvalues (energies)
and corresponding eigenfunctions (wave functions). The minimum of the found energies is called
Ground State Energy and its appropriate wave function is named Ground State Wavefunction.
Others energies and wavefunctions represent the Excited States of the molecule.







An important concept in quantum mechanics is the so-called variational principle that says that
the Ground State Energy can be obtained by minimalization of functional (4.2) over the set of all
feasible wave functions.
The Hamiltonian from Equation (4.1) in the case of general system of M nuclei and N electrons
consists of several parts:
Ĥ(r1, . . . , rN , R1, . . . , RM ) = T̂ n(R) + V̂ nn(R) + Ĥe(r, R), (4.3)
where R is a vector of coordinates of nuclei and r is the vector of coordinates of all electrons from








is the nuclear kinetic energy operator, with mi denoting the atomic mass and ℏ being reduced
Planck constant.









where ZA and ZB represent the atomic numbers.
The third operator Ĥe is in fact a sum of several operators
Ĥe(r, R) = T̂ e(r) + V̂ ee(r) + V̂ en(r, R), (4.6)
where















||ri − rj ||
(4.8)
is the electronic operator of potential energy, where rij is the norm of distance between i-th and
j-th electrons. And lastly,










is the operator of potential energy between electrons and nuclei.
Considering that Equation (4.1) with Hamiltonian (4.3) is complex and difficult problem, we use
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the Born-Oppenheimer approximation [27]. This approximation comes with the assumption that
the wave functions of both the nuclei and the electrons can be treated separately, because of the
fact that nuclei are much heavier than the electrons.
With that assumption we can safely omit term T̂ n. And if we take a look at Equation (4.5), we
realise that this part of the Hamiltonian can also be omitted as this term is constant. That leaves
us the Hamiltonian in the Born-Oppenheimer approximation given by following formula:
























Born-Oppenheimer approximation thus divides Equation(4.1) into two equations. The first
equations for electrons is Equation (4.11), the second equations for nuclei is out of scope of this
these, so it won’t be further mentioned here. Because the Equation (4.10) includes potential between
different particle, the Schrödinger Equation in Born-Oppenheimer aprroximation,
ĤeΨ = EeΨ, (4.11)
cannot be directly separated into simpler one-particle equations.
The practical solution of the time-independent Schrödinger equation from scratch is quite diffi-
cult even for a small system and with increasing size, the solution is even impossible. The solution
functions Ψi : R3N → R must abide by Pauli exclusion principle. This condition provides further
complication of the matter. Thus the necessity of various simplification arises, which leads to more
manageable mathematical problems.
Many different approximations of the Schrödinger Equation exist. One of them is the Hartree-
Fock Approximation, where the wave function is assumed to have a shape of one Slater determinant,
described by Slater [28] in 1929, consisting of a one-particle orbital. By variation of the energy
functional (4.2) with the condition requiring the wave function to take shape of Slater determinant
acknowledged, a system of Hartree-Fock equations, where the unknowns are the one-particle orbitals,
is established. This method of approximation is described in the paper [29] by Hartree.
This approximation is based on Density Functional Theory (DFT), which was introduced in
paper [30] by Hohenberg and Kohn in 1964, and where the electron density ρ is the main variable,
instead of the wave function. The electronic density ρ is obtained by the following formula:
ρ(r1) =
∫︂
dr2, . . . , drN |Ψ(r1, r2, . . . , rN )|2, (4.12)
that is by integration of square of the absolute value of wave function over all variables except for
these corresponding to one chosen particle. In other words, the wave function of the Ground State
has a corresponding Ground State electron density.
Now back to the Kohn-Sham equation, there the system of electrons is substituted by a fictitious
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system of non-interacting particles moving under the influence of external potential. This fictitious
system described by fictitious one-particle Kohn-Sham orbitals generates the same Ground State
electron density as the unknown wave function in DFT. This electron density can be written as a





where ϕi is the i-th Kohn-Sham orbital. The derivation of the Equation (4.13) is out of the scope
of this thesis and can be found in an article [31] by Saad et al.
Here we should emphasise that there exists another coordinate, spin, which should be taken
into account in the wave function. However, within this thesis, we focus on so-called Closed-Shell
systems, where all the electrons are paired and the spin does not have to be explicitly addressed.
Because the electrons are paired, from now on we shall work with 2N electrons.




2 + Veff (r)
)︄
ϕi(r) = ϵiϕi(r), (4.14)
for i = 1, . . . , N where Veff is the effective potential:















and Vxc is Exchange Correlation Energy. For the last term we do not have and exact formula so it
must be approximated, in out case using Local Density Approximation.
Now, for the Kohn-Sham Equation (4.14) to be numerically solvable, it is neccesary to use
Galerkin method [33]. In this method every Kohn-Sham orbital ϕi, where i = 1, . . . , N is represented
by linear combination o K basis functions:




with cij ∈ R. These coefficients cij when put into matrix form a coefficient matrix C ∈ RK×N .
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This coeffiecient matrix is then put into the Roothaan-Hall Equation
F (C)C = MCΛ, (4.19)







2∇µk(r) · ∇µj(r) + µk(r)Veff [ρ]µj(r), (4.20)














and diagonal matrix Λ = diag(ϵ1, . . . , ϵN ).
The problem (4.19) is a nonlinear matrix eigenvalue problem, which must be solved iteratively.
As an alternative, we may consider the optimization approach based on the direct minimization of
the energy. For this approach, it is convenient to define the density matrix
Z = CCT . (4.23)
Then the optimization problem can be written as follows:
min E(Z), (4.24)
with the following constraints
Z = ZT , (4.25)
ZMZ = Z, (4.26)
Trace(ZM) = N. (4.27)
For the case of Restricted Closed-Shell Roothaan-Hall problem the exact form of E(Z) from (4.1)
is taken from paper by Francisco [24] and adjusted for Kohn-Sham Equation:
E(Z) = Trace[2HZ + G(Z)Z] + Exc[ρZ ], (4.28)
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where the last term Exc[ρZ ] depends on the choosen approximation, in our case Local Density







where gijkl are elements of 4th order tensor of Two Electron Integrals [31]. and the number of
functions in the selected basis is again denoted by K. It is neccessary that the number of basis
functions is greater or equal that the number of electrons in the system, i.e. K ≥ N . And for each
i, j, k, l = 1, . . . , K the following equality is true:
gijkl = gjikl = gijlk = gklij . (4.30)
Now if we implement smart substitution proposed by Francisco [24] the optimization problem de-
scribed in (4.1) and (4.1) takes on the following form:
min f(X), (4.31)
subject to the following constraints:
X = XT , (4.32)
XX = X, (4.33)
Trace(X) = N, (4.34)












From the text above it is easy to see that the following statements are true. The representatives
of feasible set of optimization problem defined in (4.31) and (4.32) are all orthogonal projection
K × K matrices on a specific subspace of dimension N . This is equivalent to the fact that every
feasible matrix X can be rewritten as X = C̃C̃T , where C̃ ∈ RK×N .
Now is the time for one supplementary definition, and that is the one of Grassmann Manifolds.
The Grassmannian Gr(N, V ) is a space parameterizing all N-dimensional linear subspaces of the
K-dimensional vector space V = RK .
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Now if we look at the matrix X written as:
X = C̃C̃T (4.37)
with the matrix C̃ ∈ RK×N having orthonormal columns we come to the realisation that such matrix
C̃ represents the orthonormal basis of N-dimensional subspace of vector space RK . That means
matrix C̃ represents one element of Grassmann Manifold. The only problem is that the matrix C̃ is
not determined uniquely because if we multiply it by any orthonormal matrix Q ∈ RN×N as follows:
B = C̃Q, (4.38)
we get a new matrix B ∈ RK×N representing the same subspace. The advantage of matrix X is that
it represents such subspace uniquely. In the other word there exist one-to-one mapping between the
elements of Gr(N,RK) and matrices that meet the conditions (4.32). Consequently, we may refer
to the set of all matrices X as to the Grassmann Manifold.
And lastly that every feasible X satisfies the condition that ||X||2F = N , where || · ||F is the
Frobenius norm.
Now that we know the specific characteristics of the real optimization problem let’s have look
at the methodology.
4.2 Application of Modified PSO to Solution of Kohn-Sham Equation
As was explained earlier, the optimization problem (4.31) has several constraints (4.32). Thus the
need to restrict our method (PSO) to only feasible points X arises. It is also important to note that
even though the variable is a matrix, we work with it as a rearranged vector as the matrix notation
is suitable only for the inscription of individual operations.
The first added step is the projection onto the tangent space. For the case of our specific space
this step can be described by the following formula:
PS(Xk)(V ) = XkV + V Xk − 2XkV Xk (4.39)
Where PS(Xk) is the projection of velocity V of particle at position Xk onto the tangent space S(Y ),
defined by
S(Y ) = {E ∈ RK×K |E = ET ∧ Y E + EY − E = 0}. (4.40)
The tangent space S(Y ) parallel to the tangent set T (Y ) defined by:
T (Y ) = {Z ∈ RK×K |Z = ZT ∧ Y (Z − Y ) + (Z − Y )Y − (Z − Y ) = 0}, (4.41)
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the difference is with the placement of these two as T (Y ) touches the feasible set at point Xk
and S(Y ) passes through the origin. Thus T (Y ) describes positions whereas S(Y ) contains the
directions.
So for any point X from the feasible set, we are able to obtain point Y = X + D, where D is
the projection of velocity V onto S(Y ). That means that the point Y is located on the tangent set
T (Y ). Naturally, point Y does not have to belong to the feasible set. Its feasibility is restored in
the second phase.
The restoration phase can be understood as the minimization problem
min
W ∈Ω
||Yk − W ||F , (4.42)
where W is in the feasible set and Yk is the projected position of Xk.










(Yk + (cbound − 1)IK×K), (4.44)
where cbound is strict upper bound for eigenvalues of Yk.
Performing these two steps on each particle leads to a generation of new particle positions within
the feasible set. Thus removing the necessity to use other ways of ensuring that the minimum found
by the method is valid.
The last thing of note in this section is the approach used to generate the initial random point
on the feasible set, i.e. generation of random elements from Grassmann Manifold Gr(N,RK). The
selected approach has taken inspiration from the book [36] by Chikuse and is done in several steps.
At first, a random matrix L ∈ RK×N is generated. As a distribution used to generate the
elements of the matrix L a Standard Normal Distribution N (0, 1) was selected. But this step is not
enough, now we must orthonormalize columns of the generated matrix L. And in this step, we have
to be careful with the choice of the orthonormalization process as to not disrupt the randomness of
the generated matrix. So we use the Löwdin orthonormalization [37] given by the formula:
C = L(LT L)−
1
2 . (4.45)
After the orthonormalization process leaves us with matrix C, we just need to use the formula:
Xgen = CCT , (4.46)
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where Xgen is the generated initial point that is a random element of our feasible space.




In this section, we briefly describe our implementation of the PSO and present achieved results.
Results of tests of basic PSO algorithm on selected benchmark function are included as well as
these of testing PSO on optimization problem with constraints, i. e. the PSO with projection and
restoration phases added.
The last part of this chapter showcases the results obtained by using the modified algorithm for
electronic structure calculations, more specifically, the potential curve of Be2 molecule.
5.1 Implementation
For the purpose of this bachelor thesis, the PSO algorithm and its modifications were implemented
in two different programming languages. At the start, the GNU Octave [38] software was used to
quickly perform tests of the method and, mainly, to easily implement new modifications.
First, a basic PSO without any modifications was implemented and then tested on a set of test
functions shown in part 5.1.1. When these tests, visible in part 5.2, yielded sufficiently accurate
results the implementation moved onto the next step. In this stage, our modifications of projection
and restoration were added to the algorithm and the corresponding tests were performed. Here we
have also made a proof of the concept of the modifications. Results of this process are shown in
part 5.3.
After the successful verification of proposed modifications, it was rewritten into FORTRAN
2008, as a module to an Electronic Structure Calculation software developed at IT4Innovations.
The software is intended for the calculation of Ground State Energies of finite closed-shell
molecules. As a benchmark chemical system, we have chosen a weakly bound Be2 molecule. The
test set consisted of the solution of the Kohn-Sham Equation for a set of distances between nuclei.
Such a set of calculations may be understood as a modelling of the potential curve of the molecule
(the total energy is evaluated at selected distances). Although Be2 is quite small chemical systems,
there are known convergence issues of standard algorithms at certain distances between nuclei.
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The potential curve was computed on Salomon cluster belonging to the IT4Innovations National
Supercomputing Center using OPEN-18-54 project within the 18th Open Access Call.
5.1.1 Benchmark Functions
Now that the PSO method was described and we even know how to terminate it, comes the evident
question, how do we know whether this method is good? How can we be sure it is usable, i. e. finding
the correct global minimum? For such cases, numerous so-called test or benchmark functions were
invented over the years. These functions have well-known positions of global minima and present
various different challenges that are meant to test optimization method.
Three different test functions were chosen for our purposes and in this part, we shall make an























































Figure 5.1: Test functions optimized with PSO
The first chosen test function is the sphere function seen in Figure 5.1a and in 2-dimensional
space it is defined by:
fS(x1, x2) = x21 + x22. (5.1)
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This function is one of the easiest to optimize due to the fact that it has no local minima except
for the global one. The location and function value of minimum of the sphere function is:
minfS(x, y) = 0, (x, y) = (0, 0). (5.2)
The second test function is the Rosenbrock function 5.1b, that was first introduced by H. Rosenbrock
in 1960 [39]. This function is also known as Rosenbrock’s valley. The global minimum of this function
is placed at the bottom of a long valley. The valley itself is easy to find, but it is the convergence
to the true global minimum that is fairly difficult.
The Rosenbrock function is in 2 dimensions defined by:
fRo(x1, x2) = (A − x21) + b(x2 − x21)2, (5.3)
where parameters A, b ∈ R are usually and also in our computations set that A = 1 and b = 100.
The position of minimum and its value is:
minfRo(x1, x2) = 0, (x1, x2) = (1, 1). (5.4)
The third and also the last selected test function is the Rastrigin function at 5.1c. The author
of this function, L. A. Rastrigin, first published it in 1974 [40] as just a 2-dimensional function, but
later it was generalised by G. Rudolph [41].
The 2D Rastrigin function defined by:
fRa(x1, x2) = 20 + x21 + x22 − 10(cos(2πx1) + cos(2πx2)) (5.5)
Finding global minimum in this non-convex function with numerous local minima is quite diffi-
cult, so this test function is often used to test the performance of optimization methods. Its global
minimum is at:
fRa(x1, x2) = 0, (x1, x2) = (0, 0). (5.6)
Lastly, the definition of error between the actual global minimum and the candidate value found
by PSO is needed. For the purposes of this convergence study, let it be defined by:
e = |fg − fc|, (5.7)
where e is the error value, fg is the objective function’s value at the global minimum and fc is the
functional value of the candidate solution proposed by PSO.
A series of tests and convergence studies were performed on these functions and the result can
be seen in Section 5.2.
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5.2 PSO without Modifications
In this section, the series of three tests of the basic PSO algorithm are shown. The method that is
tested here is further described in part 3.1 and the functions that were chosen as benchmark ones
can be seen in part 5.1.1.
Here the focus was on whether the method can find the correct global minimum on the chosen
domain and, also, on its behaviour during the searching process, as it is well known that the PSO
method has two different phases [42]. The first one is the explorative phase, in which the particles
have great velocity and are searching a large area of the domain, in the second phase the particles
"calm down", i. e. their velocity is reduced and the search is more detailed but focused on a smaller
area around the particle. These two phases of our method can be repeated multiple times until the
candidate global minimum is found and the convergence criteria, described in part 3.1.1 are met.
The three chosen test functions are the sphere (5.1), Rosenbrock (5.3), and Rastrigin (5.5)
functions.
The first function has been chosen for its simple shape and the easy-to-find global minimum.
The choice has also been made to check whether the method is working correctly and to test the
setting of ending criteria. The Rosenbrock function with its mild valley was picked to test if the
method can converge to the global minimum and not stop in the shallow valley. The last, Rastrigin,
function is well-known for its egg-plate shape, so it was chosen to test the ability of PSO to surpass
several local minima.
5.2.1 Sphere Function
Now let’s have a look at a behaviour of PSO when sphere function (5.1), for this convergence study
a search domain with dimensions x ∈ [−2, 2] × [−2, 2] was selected, number of particles was set to
ten.
In Figure 5.2, there are three selected iterations of the same run of PSO. At the first iteration,
shown in Figure 5.2a, we can observe scattered particles, none of them close to our minimum. At
the 20th iteration, which can be seen in Figure 5.2b, some particles are close to the minimum, but
others are still quite outlied. In the final iteration, 46th showcased in Figure 5.2c, it is apparent
that all of the particles have clustered at the position of the global minimum.
The exact position and function values found are displayed in Table 5.1 as well as the position of
actual global minimum of the sphere function. As is apparent, the method converged to the global
minimum with a reasonable accuracy.
Function value x1 x2
Global minimum 0 0 0
Found minimum 0.000002831 -0.001235143 0.001142441
Table 5.1: Minimum found on sphere function
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(a) 1st iteration (b) 20th iteration
(c) 46th (final) iteration
Figure 5.2: 2D PSO on sphere function
Figure 5.3: Convergence of PSO on sphere function
To gain better insight, Figure 5.3 shows convergence graph. We have used the logarithmic scale
for the y axis. The blue curve shows the absolute value of error during each iteration. This series
diminishes stepwise, correspondingly to the event when one of the particles found a better candidate
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for the global minimum.
The green and red lines show the greatest velocity of all particles and the cluster diameter
respectively. Here, the right-hand y-axis applies. A more detailed look at the maximal velocity
series reveals the transition between the exploration and the exploitation phase. When the method
begins with high velocities, the particles cover a larger area of the search domain, then they slow
down and focus on exploiting smaller space, where the suspected minimum could lay. This might
be seen also in the red line displaying the cluster diameter.
5.2.2 Rosenbrock Function
For Rosenbrock function seen in Equation (5.3), the search domain was set to x ∈ [−5.12, 5.12] ×
[5.12, 5.12] and the number of particles reamined the same as in previous convergence study.
(a) 1st iteration (b) 30th iteration
(c) 79th (final) iteration
Figure 5.4: PSO on Rosebrock function
Three examples of particles’ positions are visible in Figure 5.4. The leftmost Figure 5.4a shows
the initial distribution of particles, the middle one Figure 5.4b finds all particles already in the lower
part of the shallow valley. The last, 79th, iteration is listed as proof of convergence of the method.
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The numerical results are listed in Table 5.2 together with the analytical solution. From this, it
is clear that PSO converged to a point close to the global minimum
Function value x1 x2
Global minimum 0 1 1
Found minimum 0.000166077 1.009310156 1.019598049
Table 5.2: Minimum found on Rosenbrock function
As for the convergence graph 5.5, the same color scheme was used as in previous convergence
plot 5.3. Again the blue error value-line goes down in a step manner and the maximal particle
velocity grows and decreases as the phases of exploration and exploitation change. During the first
two-thirds of iterations, the cluster diameter dynamically changes, in the second part it size grows
smaller as the particles begin to cluster around the candidate solution.
Figure 5.5: Convergence of PSO on Rosenbrock function
5.2.3 Rastrigin Function
The last and perhaps the trickiest test function to be covered in this part is the Rastrigin function
(5.5). The search domain was set to x ∈ [−5.12, 5.12] × [−5.12, 5.12] and the amount of particles
remains at ten.
Because of the function’s egg-plate-like shape, a contour plot is used instead of the regular three
dimensional one. But same as before, in Figure 5.4, three stages of a single run are displayed, the
first 5.6a finding all particles scattered across the whole search domain, second one 5.6b catching
particles in the transition between explorative and exploitative phase and the last one 5.6c showing
positions of all particles at the end of the method.
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(a) 1st iteration (b) 20th iteration
(c) 73rd (final) iteration
Figure 5.6: PSO on Rastrigin function
The numerically found location of minimum is correct as it is in accordance with analytically
found one, this is show in Table 5.3. With this PSO prooves to be able to optimize even multimodal
function like Rastrigin function.
Function value x1 x2
Global minimum 0 0 0
Found minimum 0.000016214 -0.000266098 0.000104495
Table 5.3: Minimum found on Rastrigin function
As in all the previous cases, the convergence graph was plotted and is displayed in Figure 5.7.
The blue step-shaped line shows the decrease of the error, while the green and red curves, maximal
velocity and cluster diameter, describe the state of the whole population of particles.
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Figure 5.7: Convergence of PSO on Rastrigin function
5.3 Modified PSO
For the convergence study of PaR PSO method a Rosenbrock function, described in Section 5.1.1,
was chosen. The runtime parameters were set as follows: computational box wasset to x ∈
[−1.1, 1.1.] × [−1.1, 1.1], number of particles was kept the same as in previous convergence studies,
i. e. ten, the equality constraint was chosen to be a unit circle, so a feasible set S can be described
by the formula bellow:
S = {(x1, x2) ∈ R2 : x21 + x22 = 1}. (5.8)
In Figure 5.8, three different stages of one run of PaR PSO are shown. The leftmost Figure
5.8a shows particles scattered all along with the feasible set, with none being really near the global
minimum. The middle chart 5.8b captures the phase where some particles are already close to the
global minimum, but because the method is in the exploration phase, numerous particles are quite
far away. The right-hand Figure 5.8c shows the fact that the method converged correctly.
The Table 5.4 figures position and function value in global and found minimum. For finding out
the value of global minimum WolframAlpha Computation Intelligence website [43]. The difference
between the global minimum and PaR PSO candidate solutions are minimal.
Function value x1 x2
Global minimum 0.0456748 0.786415 0.617698
Found minimum 0.04603482 0.785726143 0.618468016
Table 5.4: Minimum of the Rosenbrock function on feasible set S via PaR PSO
The convergence analysis chart is displayed in Figure 5.9. The left-hand logarithmic axis applies
to the blue step-like line which shows the error of the candidate solution to the global minimum.
Whereas the green and red line show the greatest velocity and diameter of the cluster of all particles.
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(a) 1st iteration (b) 18th iteration
(c) 26th (final) iteration
Figure 5.8: PaR PSO on Rosenbrock function on feasible set S
For the last two data lines, the right y-axis applies. We can see that because of the smaller search
space, the method converges quickly, if with slightly lesser but for our purposes still adequate
accuracy.
Figure 5.9: Convergence of PaR PSO on Rosenbrock function
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5.4 Modeling of the Potential Curve of the Be2 Molecule
For a showcase of computation using real electronic structure a molecule of Be2 was chosen as a
representative as it was already well-studied dimer, described in paper [44] of Kaledin in 1999. This
weakly bound Be2 dimer is problematic at short distances, generally converging badly as shown in
paper [45] written by Mrovec in 2020.
Figure 5.10: Energies of Be2
For the computations themselves, a polarization consistent basis set pc-1, described in paper
[46] by Jensen, was used. Local Density Approximation using VWN5 formula [47] was used for the
approximation of exchange-correlation energy.
Figure 5.11: Potential curve
We have sampled the internuclear distance and for each setting, we have solved the Kohn-Sham
Equation by constrained minimization of the energy (4.31 - 4.32). In the Figure 5.10, computed
energy curve of Be2 dimer are shown. The unit of distance chosen is bohr, whereas, for the energies,
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the chosen unit is hartree. For more detailed insight, three different curves are visible, the blue one
showing electronic energies, the red one displaying potential energy representing the internuclear
interaction and the green line being the total energy of the system given as a sum of two previous
energies.
Figure 5.12: Potential curve around the problematic distance
In the following chart 5.11 the potential curve with only the total energy of the system is
displayed along with benchmark data obtained from article [45] by Mrovec. As is evident our
method dealt with the computations successfully.
Figure 5.13: Potential curve around the problematic distance with benchmark data
In Figure 5.12, the total energy of the electronic structure is displayed with focus on the prob-
lematic distance, which is:
rdist = 2.703030 a0. (5.9)
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Although we can see few points with slightly non-optimal results, it can be said, that our method
has no convergence issues around this problematic point, which is shown by a red circle on the
chart.
And in the last Figure 5.13 a comparison with the same benchmark data is shown in the area




The focus of this thesis was on the modification of the Particle Swarm Optimization method so that it
is usable on optimization problems with equality constraints with respect to the electronic structure
calculations. It can be said that this goal was attained successfully, so let’s briefly summarise the
workflow of this thesis.
At the very start of the work the optimization problem had to be defined, both generally and
with electronic structure calculations in mind, after this step a suitable method had been selected,
the metaheuristic Particle Swarm Optimization, implemented in GNU Octave, and then series of
tests using the original variant of this method were performed.
After that, the projection and restoration phases were added to the algorithm, so that the
method could be used to solve optimization problems with equality constraints as they were defined
at the beginning of the process. Then again, at this stage convergence study was made, to determine
whether the modifications are effective.
The successful test of the previous stage enabled us to step into the final one. Where the Particle
Swarm Optimization method enriched by projection and restoration steps was rewritten into the
FORTRAN programming language and became a module in a larger scale solver. Then electronic
structure calculations on the dimer of Be2 were done, focusing on the problematic distance, where
several other approaches had failed.
When the potential curve of Be2 molecule was correctly obtained. This bachelor thesis came to
an end. After the submission of this thesis, a publication of a paper concerning the modifications
made to the Particle Swarm Optimization method is planned.
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