Introduction
Future climate change has emerged as a national and a global security threat. To carry out the needed adaptation and mitigation steps, a quantification of the expected level of climate change is needed, both at the global and the regional scale; in the end, the impact of climate change is felt at the local/regional level. An important part of such climate change assessment is uncertainty quantification. Decision and policy makers are not only interested in "best guesses" of expected climate change, but rather probabilistic quantification (e.g., Rougier, 2007) . For example, consider the following question:
What is the probability that the average summer temperature will increase by at least 4 • C in region R if global CO 2 emission increases by P % from current levels by time T ? It is a simple question, but one that remains very difficult to answer. It is answering these kind of questions that is the focus of this effort.
The uncertainty associated with future climate change can be attributed to three major factors:
(1) Uncertainty about future emission of green house gasses (GHG).
(2) Given a future GHG emission scenario, what is its impact on the global climate? (3) Given a particular evolution of the global climate, what does it mean for a particular location/region? In what follows, we assume a particular GHG emission scenario has been selected. Given the GHG emission scenario, the current batch of the state-of-the-art global climate models (GCMs) is used to simulate future climate under this scenario, yielding an ensemble of future climate projections (which reflect, to some degree our uncertainty of being able to simulate future climate give a particular GHG scenario). Due to the coarse-resolution nature of the GCM projections, they need to be spatially downscaled for regional impact assessments. To downscale a given GCM projection, two methods have emerged: dynamical downscaling and statistical (empirical) downscaling (SDS). Dynamic downscaling involves configuring and running a regional climate model (RCM) nested within a given GCM projection (i.e., the GCM provides bounder conditions for the RCM). On the other hand, Figure 1 . Tools written in Python are used to extract the needed data from various online sources for a regional assessment. The regional analysis is then carried out using tools written in R.
statistical downscaling aims at establishing a statistical relationship between observed local/regional climate variables of interest and synoptic (GCM-scale) climate predictors. The resulting empirical relationship is then applied to future GCM projections. A comparison of the pros and cons of dynamical versus statistical downscaling is outside the scope of this effort, but has been extensively studied and the reader is referred to Wilby et al. (1998); Murphy (1999) ; Wood et al. (2004) ; Benestad et al. (2007); Fowler et al. (2007) , and references within those.
The scope of this effort is to study methodology, a statistical framework, to propagate and account for GCM uncertainty in regional statistical downscaling assessment. In particular, we will explore how to leverage an ensemble of GCM projections to quantify the impact of the GCM uncertainty in such an assessment. There are three main component to this effort: (1) gather the necessary climate-related data for a regional SDS study, including multiple GCM projections, (2) carry out SDS, and (3) assess the uncertainty. The first step is carried out using tools written in the Python programming language, while analysis tools were developed in the statistical programming language R; see Figure 1 
Data Gathering and Preparation
To carry out a regional climate change assessment, the results from multiple GCMs, along with various relevant observational datasets need to be gathered. To carry out this task, a Python module developed under a LLNL's Engineering Techbase LDRD effort was The regionalized data gathered this way are at various spatial and temporal resolution, and in different formats; see Figure 2 (right) for a comparison of the spatial resolution of the NCEP/DOE Reanalysis 2 (NCEP2) data and 14 different GCMs. The second task of the Python module is to bring the data to a joint format (and spatial and temporal resolution) and build a local database consisting of large collection of NCDF files to be used for further analysis.
Statistical Downscaling (SDS)
The spatial resolution of the GCM projections is too course for regional assessment, as is evident from Figure 2 . Statistical (empirical) downscaling (SDS) aims at establishing a relationship between historical local/regional weather-data (say daily time series of temperature) and synoptic weather patterns-for example, NCEP2 variables. The local/regional data is provided by a network of weather stations and also fine-resolution gridded weatherdata products. The synoptic weather-data is typically provided by reanalysis, which fuses together multiple sources of observational data using weather forecast-type models; an example is the NCEP2 data 1 shown in Figure 2 . Let D t denote a given weather station observation at time t = 1, . . . , T c (say, the recorded maximum temperature in day t) and let O t = (O 1t , . . . , O nt ) be a vector of synoptic atmospheric predictors at time t (say, NCEP2 daily temperature and sea-level pressure in a 3 × 3 grid centered on the region of interest; hence n = 9 + 9 = 18). The goal is to predict (statistically) D t given O t . Various SDS models have been proposed for this task; see, for example Wilby et al. (2004) and Fowler et al. (2007) for an overview. They broadly fall in three groups: regression methods, weather generators, and weather typing (also called analogue methods or nearest-neighbor methods). In this study we focus on regression and weather generators.
Statistical regression is typically formulated as
where F (·; θ) is the regression function, θ a vector of unknown parameters associated with F , and ε t a random regression error. The unknown parameter vector θ is estimated using historical data, yielding an estimateθ. The regression model can then be used to predict D for a given O. The prediction is both presented as a "best guess" (expected value),D, and in terms of a predictive distribution,
Weather generators are very similar to the regression method above, except they are auto-regressive:
Hence, they can be used to generate a time series of downscaled values. A key component in both methods is the regression function F . In this effort we investigate various well established regression models, including Multivariate Adaptive Regression Splines (MARS), Random Regression Forrest (RF), and Relevance Vector Machines (RVM); see Hastie et al. (2001) and Bishop (2007) for a general overview and references. These are all regression methods that are known for being able to capture non-linear and complex interaction in a large set of predictors.
Given a trained SDS model, the model can be used to downscale GCM projections. In doing so, the GCM projections need to be regridded to the same spatial and temporal resolution as the synoptic data used to train the SDS model (the O t time series). Let M c it , t = 1, . . . , T c , be the time series of synoptic predictors from the i-th GCM, i = 1, . . . , M , for the same time period as the historical data (D t , O t ); for example, derived from GCM projections for the 20th century (e.g., the 20c3m scenario in the CMIP3 database). Similarly, let M f it , t = 1, . . . , T f , be the time series for a given future scenario (e.g., the 1 http://www.cdc.noaa.gov/cdc/data.ncep.reanalysis2.html GCM UNCERTAINTY AND STATISTICAL DOWNSCALING 5 SREAS A1B scenario in the CMIP3 database). The SDS model can then, for example be used to generate a time series of (expected) downscaled values,
Uncertainty Quantification Using an Ensemble of GCMs
Uncertainty quantification of GCM projections has emerged as an important research area; see for example Tebaldi and Knutti (2007) for an overview and recent development. The general approach is to leverage an ensemble of GCM projections to construct single "average" projection. If all the ensemble members could be considered of equal quality and independent, then a simple average of the ensemble members is a better predictor than any single member. However, this is not in general the case; GCMs vary in global and regional fidelity.
A promising approach to fuse or blend together projections from multiple GCMs is via Bayesian statistical modeling, particularly along the lines of Tebaldi et al. (2005) , Lopez et al. (2006) , Tebaldi and Sanso (2008) , and Smith et al. (2008) . Within this framework, the fidelity of each GCM to reproduce a particular attribute of past climate is used to judge its ability to project the same attribute in future climate. That is, let X 0 be the observed climate signal of interest (say the mean temperature in a given region and time period) and let X i , i = 1, . . . M , be the same climate signal as reproduced by M different GCMs. Similarly, let Y i , i = 1, . . . , M , be the future projected signal by the same GCMs. In Smith et al. (2008) the following hierarchical Bayesian model is used to formulate the relationship between X 0 , X i , Y i , and the unknown current and future climate signals, µ and ν, respectively:
where x ∼ Gau(µ, σ 2 ) reads "x is Gaussian (normal) distributed with mean µ and variance σ 2 ". In the above formulation, the GCMs are allowed to be of different precision (λ i ), the current and future climate signal from each GCM can be correlated (as captured by β), and future projections can be of less (or better) precision than past (as captured by θ). This model is completed by assigning relative non-informative prior distributions to β and θ, but λ i ∼ Gam(s, r), where the shape and the rate, s and r, of the Gamma distribution are given a non-informative priors. The above Bayesian model yields a joint posterior distribution over all unknown parameters, given all observed evidence;
This is an unattractive distribution to work with in closed form and inference is carried by generate a random sample from the target distribution using a Markov chain Monte Carlo (MCMC) sampler; see, for example Robert and Casella (2004) . The Bayesian ensemble model reviewed above has been applied to fuse together climate signal at the GCM-scale (i.e., global signals, continental, etc.). In this effort we investigate its use in fusing together multiple downscaled results. As such, let
where G() is a given summary statistic operator (e.g., the average, a given quantile, etc.), and recall that the D i 's are the observed values (at the given site) and theD c i 's and thê D f i 's are the downscaled values for the current and future time period. In this case, the GCM specific precision parameters, the λ i 's, do not only represent the fidelity of each GCM, but also the additional error introduced by post-processing the GCM output for use in the downscaling model and the additional error introduced in the downscaling process itself.
Application: Two Sites on the Skagit River in Washington State
We now present a small application of site-specific downscaling of daily maximum temperature using an ensemble of GCMs.
We are interested in two sites along the Skagit river in Washington State; at the Diablo and the Ross dams, which are both part of Seattle City Light's Skagit Hydroelectricity project (Figure 2 ). Both dams have been collecting weather information for decades, including daily maximum temperature. The question of interest here is what can we expect the daily maximum temperature to be at these two sites in 2046-65 (assuming future GHG emission according to the SRES A1B scenario) and how much higher do we expect it to be compared to 1980-99?
We shall carry out two different analysis, one at the NCEP2 pixel scale (2.5 • × 2.5 • ) and then at the two locations in question. The first analysis does not requires SDS and is therefore not impacted by the additional uncertainty that SDS introduces. 5.1. Large-Scale Analysis. To carry out our large-scale analysis, both the NCEP2 and GCM projections are interpolated (regridded) to a single 2.5 • ×2.5 • region (a "pixel") that is centered on the two locations of interest; see Figure 2 (left). Figure 3 compares the empirical distribution of average daily temperature at 2 meters in the NCEP2 dataset from 1980-99 to that of 14 GCMs for the same time period and also for the future time period 2046-65 (given the SRES A1B scenario). As expected the GCMs deviate by different amount from the NCEP2 data for the 1980-99 time period (i.e., different fidelity of reproducing the past), but all of them show an increase in temperature for the 2046-65 time period. The average temperature for these two time periods is plotted in Figure 4 (top-left), along with the projected increase in average temperature by the 14 GCMs (bottom-left). The two plots on the right in Figure 4 are analogous to the two on the left, except the time series of daily average temperature from each GCM has been bias corrected such that they have the same mean and standard deviation as the NCEP2 data for the 1980-99 time period; hence, as a result, the average temperature produced by the 14 GCMs for 1980-99 is identical to that of the NCEP2 data. The result is, as expected much narrower range of values produced for the 2046-65 time period (the top-right plot). However, this has very little or no impact of the projected increase in average temperature, as is evident by the two bottom plots in Figure 4 . The average temperature increase in the bottom-left plot is 3.63 • F, with a standard deviation of 1.03.
So fare no attempt has been made to "weight" the 14 GCM projects differently in summarizing the expected increase in temperature. richer results be providing a full (joint) posterior distribution across all parameters. The Bayesian model estimates the expected increase in temperature to be 3.58 • F with a standard deviation of 0.33. The expected increase is close to identical to the average of the 14 GCMs, however, the standard deviation (a measure of uncertainty) is considerable lower than the simple average of the 14 GCMs produces; 0.33 versus 1.03. The Bayesian model in effect down-weights the results from GCMs that are furthest away from the NCEP2 results for the 1980-99 time period; the GCMs that have the lowest fidelity in reproducing past climate in this grid-cell. In addition to carry out analysis of the annual average temperature for the two time periods of interest, one can also carry out seasonal analysis and analysis of other climate variables of interest. Figure 6 shows for example the results of the Bayesian model when applied to each month separately in assessing the expected increase in daily temperature; it suggest larger increase in temperature in summer than winter. 5.2. Local Analysis. To carry out our local analysis, a MARS model was trained to downscale the NCEP2 from 1980-90 to the Diablo and the Ross sites (independently). The regression model used 45 predictors, derived from five different variables in a 3 × 3 local grid centered on the locations of interest; the five variables are air temperature at 2 meters, sea level pressure, north-and east-ward wind components at 500mb height, along with air temperature at 500mb. Figure 7 summarizes the downscaled results for daily maximum temperature in terms of averages across the 1980-99 and the 2046-65 time periods for the two sites. Then, as for the large-scale analysis, the Bayesian model was trained on the data to yield a probabilistic characterization of the change in daily maximum temperature at the two sites. The result of the Bayesian model for the Ross site is shown in Figure 8 . The mean of the posterior probability distribution of the increase in daily maximum temperature is 3.55 • F, with a standard deviation of 0.40. A simple average of the increase projected by the 12 GCMs involved is 3.58 • F, with a standard deviation of 1.11. Again we see a dramatic decrease in the uncertainty associated with the expected increase. The results for the Diablo site are shown in Figure 9 .
Conclusion
This report summarizes an initial attempt to account for GCM uncertainty in a SDS framework; that is, move from an ensemble of downscaled results to a joint probabilistic characterization. The initial results are promising. By using a rather simple Bayesian model that has been suggested to fuse together projections from multiple GCMs at the global scale, we have shown that a similar approach can be applied to an ensemble of SDS results. 
