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iResumo
Neste trabalho, o problema de reduc¸a˜o de modelos e´ re-estudado e formulado atrave´s de
programac¸a˜o convexa restrita por desigualdades matriciais lineares. As normas H2 e H∞ sa˜o
utilizadas como crite´rio de comparac¸a˜o entre o modelo original e o modelo de ordem re-
duzida, tendo como ponto de partida os resultados atuais em filtragem para tempo contı´nuo.
Uma restric¸a˜o de posto em certas varia´veis, trabalhada apropriadamente, faz com que mode-
los parcialmente observa´veis sejam obtidos, gerando uma func¸a˜o de transfereˆncia de ordem
reduzida que aproxima o sistema inicial.
A validac¸a˜o desse me´todo e´ feita atrave´s de comparac¸o˜es entre os resultados obtidos
aqui e aqueles advindos do procedimento de truncamento balanceado, ja´ bem conhecido na
literatura. Tal comparac¸a˜o e´ feita utilizando sistemas gerados estatisticamente.
Por fim, duas estruturas flexı´veis sa˜o estudadas, resultando em aproximac¸o˜es va´lidas para
sistemas de grande ordem obtidas atrave´s do me´todo aqui desenvolvido.
Abstract
In this work the model reduction problem is revisited and formulated through convex
programming constrained by linear matrix inequalities. The H2 and H∞ norms are used as
comparison criteria between the original and reduced order models, having as starting point
the present continuous-time filtering results. A rank constraint in some variables, suitably
developed, results in partially observable state space equations, generating a transfer function
of reduced order that approximates the original system.
This method is validated by comparisons between the results obtained herein and the
ones provided by the well known balanced truncation procedure. Such comparison is done
by using statistically generated systems.
Finally, two flexible structures are studied, leading to valid approximations for systems of
high order derived from the method developed here.
ii
Agradecimentos
Na˜o posso deixar de agradecer a`s pessoas que, desde o inı´cio desse trabalho em meados de 2002,
contribuiram de alguma forma e tornaram possı´vel sua concretizac¸a˜o.
Ao professor Geromel, brilhante orientador cujas ide´ias, em sua maioria simples e objetivas, deram
elegaˆncia a` formulac¸a˜o matema´tica desenvolvida. O aprendizado que tive ao longo desses anos, desde
o curso de Ana´lise Linear de Sistemas, foi muito ale´m dos diagramas de Bode, dos lugares das raı´zes,
dos controladores e das LMIs. O professor Geromel tambe´m foi idealizador do Programa Integrado de
Formac¸a˜o (PIF), no qual tive a oportunidade de desenvolver, e praticamente completar, o mestrado durante
a graduac¸a˜o.
Ao professor Maurı´cio Carvalho de Oliveira, antes co-orientador dessa dissertac¸a˜o mas que infeliz-
mente na˜o esta´ mais na Unicamp. Sua participac¸a˜o foi de grande importaˆncia para o desenvolvimento do
trabalho.
`A Unicamp, cuja estrutura e filosofia fizeram desses cinco incrı´veis anos. A qualidade do curso e
as oportunidades que tive por ser aluno dessa universidade certamente foram u´nicas. Alguns professores
marcaram bastante esse perı´odo, os quais na˜o poderia deixar de lembrar (ale´m do Geromel, e´ claro): Yaro,
Romano, Rafael (“ ´Obvio e´ o que voceˆ ja´ sabe!”), Reis, Ane´sio, Ivanil e Pedro Peres, Sandra e Margarida.
Aos amigos baianos do Projeto Geroma, Kawaoka, Levin e Luiz, com quem tive o prazer de trabalhar
e dividir va´rias risadas. Pessoas fanta´sticas, uma equipe de verdade.
Tambe´m aos grandes amigos que conheci nesses anos e me motivaram nessa empreitada (com a certeza
de que vou esquecer de va´rios), Juliana, Carla, Denise (tia Deˆ!), os Global Leaders Bruno, Tiago, Lucas e
He´lio, e todos da turma 99 da Ele´trica.
`A minha famı´lia, meus pais Gabriel e Natalina, meu irma˜o Vinı´cius, sem os quais nada disso seria
possı´vel.
`A FAPESP, que suportou financeiramente meus estudos de iniciac¸a˜o cientı´fica durante a graduac¸a˜o,
onde o trabalho de pesquisa do mestrado foi em sua maior parte desenvolvido.
Suma´rio
1 Introduc¸a˜o 1
1.1 Apresentac¸a˜o dos capı´tulos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Notac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Fundamentos Matema´ticos 3
2.1 Normas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.1 Norma H2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Norma H∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Desigualdades Matriciais Lineares (LMIs) . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 Caracterizac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.2 Exemplos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.3 Me´todos de soluc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Ca´lculo de normas atrave´s de LMIs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.1 Norma H2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.2 Norma H∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Resultados em Filtragem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.1 Norma H2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.2 Norma H∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3 Reduc¸a˜o de Modelos Lineares 20
3.1 Norma H2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Norma H∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4 Comparac¸o˜es e exemplos 33
4.1 Truncamento Balanceado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Simulac¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.1 Norma H2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2.2 Norma H∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
iii
SUMA´RIO iv
4.3 Exemplos Pra´ticos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3.1 Modelagem de estruturas flexı´veis . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3.2 Viga com sec¸a˜o transversal constante . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.3 Barra com sec¸a˜o transversal varia´vel . . . . . . . . . . . . . . . . . . . . . . . . . 47
5 Concluso˜es 52
Refereˆncias Bibliogra´ficas 53
Capı´tulo 1
Introduc¸a˜o
Esta dissertac¸a˜o de mestrado trata do problema de reduc¸a˜o de ordem em modelos lineares contı´nuos
e invariantes no tempo e que possam ser descritos atrave´s de equac¸o˜es em espac¸o de estados de dimensa˜o
finita, ou seja, que possuam func¸a˜o de transfereˆncia racional.
O problema de reduc¸a˜o de modelos pode ser formulado como o da obtenc¸a˜o de uma func¸a˜o de trans-
fereˆncia Pr(s) de ordem r que aproxima uma func¸a˜o de transfereˆncia P(s) de ordem n, onde r ≤ n. Tal
aproximac¸a˜o deve ser avaliada por crite´rios de desempenho, sendo aqui utilizadas as normas H2 e H∞ do
erro de aproximac¸a˜o P(s)−Pr(s).
Essa formulac¸a˜o e´ bastante gene´rica e pode, portanto, ser abordada de diversas formas. Aqui, esse
problema e´ resolvido por programac¸a˜o convexa restrita por LMIs (Desigualdades Matriciais Lineares1).
O estudo parte dos resultados ja´ bem conhecidos em filtragem, adicionando-se uma importante restric¸a˜o
de posto em uma combinac¸a˜o de varia´veis.
Para fins de comparac¸a˜o e validac¸a˜o de resultados, um me´todo cla´ssico para reduc¸a˜o de modelos e´ es-
tudado, o truncamento balanceado. Ambos procedimentos sa˜o executados para inu´meros sistemas obtidos
estatı´sticamente, sem nenhuma conotac¸a˜o fı´sica. Por fim, estruturas flexı´veis sa˜o estudadas, aplicando-se
a modelos de grande ordem, onde o me´todo proposto pode ser avaliado.
1.1 Apresentac¸a˜o dos capı´tulos
Os assuntos relacionados acima esta˜o dispostos na seguinte estrutura de capı´tulos:
Capı´tulo 2: Nesse capı´tulo sa˜o discutidos os principais fundamentos matema´ticos e resultados existentes
na literatura necessa´rios para os desenvolvimentos subsequ¨entes. Sa˜o definidos e estudados mais a
fundo os conceitos de normas H2 e H∞ e LMIs, sendo os mesmos aplicados ao ca´lculo de normas
por otimizac¸a˜o convexa restrita por LMIs e a` resoluc¸a˜o do problema de filtragem. Supo˜e-se que o
1Do ingleˆs Linear Matrix Inequalities.
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leitor tenha conhecimentos de sistemas e a´lgebra linear, de forma que os mesmos na˜o sa˜o detalhados
nesse capı´tulo. To´picos importantes nessas a´reas sa˜o eventualmente tratados ao longo dos outros
capı´tulos.
Capı´tulo 3: ´E nesse capı´tulo que formulac¸o˜es baseadas em LMIs para reduc¸a˜o de modelos sa˜o desen-
volvidas. Os conceitos e resultados estudados sa˜o estendidos para esta aplicac¸a˜o particular, os quais,
em conjunto com outras inovac¸o˜es, geram os resultados que representam a principal contribuic¸a˜o
deste trabalho. Apenas to´picos teo´ricos sa˜o tratados, sem envolver exemplos ou simulac¸o˜es.
Capı´tulo 4: Por fim, valida-se os resultados teo´ricos obtidos atrave´s de comparac¸o˜es com o me´todo de
truncamento balanceado e atrave´s de exemplos pra´ticos envolvendo estruturas flexı´veis.
1.2 Notac¸a˜o
A notac¸a˜o utilizada no texto e´ padra˜o, podendo ser destacado o seguinte:
A e Λ matrizes A e Λ (letras latinas ou gregas maiu´sculas);
x vetor x (letras latinas minu´sculas);
xˆ(s) vetor x no domı´nio de Laplace;
x˙ derivada do vetor x no tempo;
γ escalar γ (letras gregas minu´sculas);
A′ matriz A transposta;
A > 0 ou A ≥ 0 A e´ definida ou semi-definida positiva, sendo A sime´trica;
A < 0 ou A ≤ 0 A e´ definida ou semi-definida negativa, sendo A sime´trica;
0 e I matrizes nula e identidade de dimenso˜es apropriadas;
Tr(A) Trac¸o de A, sendo A uma matriz quadrada;
λi(A) ou λ(A) i-e´simo maior autovalor ou ma´ximo autovalor da matriz A;
σi(A) ou σ(A) idem para valores singulares;
H(s) =
[
A B
C D
]
forma compacta para uma func¸a˜o de transfereˆncia a partir de suas
matrizes em espac¸o de estados, sendo H(s) =C(sI−A)−1B+D;
(•) termo sime´trico de uma matriz;
Ji(·) func¸a˜o de Bessel de primeiro tipo e ordem i;
Capı´tulo 2
Fundamentos Matema´ticos
Neste capı´tulo sa˜o introduzidos os conceitos matema´ticos necessa´rios para o entendimento da formu-
lac¸a˜o do problema de reduc¸a˜o de modelos atrave´s de LMIs. Primeiramente, um estudo sobre normas e´
realizado, uma vez que sera˜o elas o crite´rio para avaliac¸a˜o da qualidade dos modelos reduzidos. As normas
para sistemas a serem estudadas sa˜o a H2 e a H∞. A seguir, o conceito de desigualdade matricial linear e´
abordado, inicialmente a partir de sua definic¸a˜o, passando por suas principais propriedades e chegando a
alguns exemplos ilustrativos. Isso posto, chega-se a uma formulac¸a˜o para o ca´lculo das normas H2 e H∞
atrave´s de LMIs, inicialmente apenas para fins de ana´lise. A seguir a mesma e´ estendida para a sı´ntese de
filtros, minimizando-se a norma do erro de estimac¸a˜o.
2.1 Normas
Ao avaliar o desempenho de um sistema, um crite´rio torna-se necessa´rio. Algumas vezes deseja-se
que a resposta ao impulso de um sistema tenha a menor energia possı´vel, dentro de alguns requisitos.
Em outras, e´ necessa´rio apenas garantir sua estabilidade. Independentemente do crite´rio a ser utilizado, e´
importante para ana´lises quantitativas que o mesmo seja objetivo de forma que dois sistemas possam ser
comparados sem deixar margem a du´vidas ou subjetividades.
Dentre inu´meros possı´veis crite´rios de desempenho, um dos mais apropriados para comparac¸a˜o de
resultados obtidos atrave´s de otimizac¸a˜o e´ a norma. Quando aplicado aos espac¸os Rn, o conceito de
norma retoma a noc¸a˜o de distaˆncia, especialmente porque os seguintes requisitos devem ser atendidos
para que um crite´rio de comparac¸a˜o seja definido como norma
‖x‖ ≥ 0
‖x‖= 0 ⇔ x = 0
3
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‖αx‖= |α|‖x‖
‖x+ y‖ ≤ ‖x‖+‖y‖
onde x e y sa˜o vetores, isto e´, elementos de um determinado espac¸o vetorial.
Voltando ao conceito de distaˆncia, a primeira condic¸a˜o garante que a mesma seja sempre positiva.
Mais ainda, a distaˆncia entre dois vetores so´ sera´ nula se eles forem o mesmo elemento do espac¸o vetorial,
como mostra a segunda condic¸a˜o. A terceira mostra que se dois vetores sa˜o mu´ltiplos um do outro, enta˜o
suas distaˆncias a` origem tambe´m o sera˜o. Repare que o contra´rio raramente ocorre, inu´meros vetores
podem ter a mesma distaˆncia a` origem e apenas dois deles serem mu´ltiplos de um outro vetor dado. Esse
resultado e´ ratificado pela u´ltima condic¸a˜o: a soma das distaˆncias de dois vetores a` origem e´ sempre maior
ou igual a` distaˆncia a` origem da soma desses vetores.
Isso posto, sera˜o estudadas as normas H2 e H∞, aplica´veis ao espac¸o das func¸o˜es de transfereˆncia
racionais de ordem finita. Seja enta˜o o sistema linear invariante e contı´nuo no tempo descrito pelas
equac¸o˜es
x˙ = Ax+Bu; x(0) = 0 (2.1a)
y =Cx+Du (2.1b)
onde x ∈ Rn, u ∈ Rm e y ∈ Rp e A, B, C e D possuem dimenso˜es apropriadas. Aplicando a transformada
de Laplace a (2.1), obte´m-se
sxˆ(s) = Axˆ(s)+Buˆ(s) (2.2a)
yˆ(s) =Cxˆ(s)+Duˆ(s) (2.2b)
que, resolvendo-se em xˆ(s), resulta na func¸a˜o de transfereˆncia
H(s),C(sI−A)−1B+D (2.3)
2.1.1 Norma H2
A norma H2 de (2.3) e´ definida como
‖ H(s) ‖22 =
1
2pi
∫
∞
−∞
Tr
(
H ′(− jω)H( jω))dω (2.4)
Para que (2.4) seja finita, e´ necessa´rio que a func¸a˜o de tranfereˆncia H(s) seja assintoticamente esta´vel e
estritamente pro´pria, implicando em que a matriz A tenha todos os seus autovalores com parte real negativa
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e a matriz D seja nula.
Essa norma pode ser interpretada da seguinte forma. Para um sistema com apenas uma entrada e uma
saı´da, a integral presente na definic¸a˜o da norma H2 corresponde a` integral do quadrado do mo´dulo da
resposta em frequ¨eˆncia de (2.1). Logo sua norma H2 corresponde a uma medida da resposta ao impulso
de um sistema em que todas as componentes frequenciais sa˜o igualmente ponderadas. Para mu´ltiplas
entradas e saı´das, todas as possı´veis combinac¸o˜es entrada-saı´da sa˜o somadas no ca´lculo da norma.
De fato, (2.4) se relaciona com a resposta ao impulso do referido sistema atrave´s do teorema de
Parseval, resultando numa forma temporal para o ca´lculo da norma H2 de (2.3):
‖ H(s) ‖22 =
∫
∞
0
Tr
(
h′(t)h(t)
)
dt (2.5)
onde h(t) e´ a matriz de resposta ao impulso de (2.1), calculada a partir da transformada de Laplace inversa
de (2.3). Desenvolvendo (2.5), obte´m-se:
‖ H(s) ‖22 =
∫
∞
0
Tr
(
B′exp(A′t)C′Cexp(At)B
)
dt
= Tr
(
B′
(∫
∞
0
exp(A′t)C′Cexp(At)dt
)
B
)
= Tr
(
B′PoB
)
(2.6)
onde Po ,
∫
∞
0 exp(A′t)C′Cexp(At)dt e´ o gramiano de observabilidade de (2.1). Pela propriedade de que
Tr(AB) = Tr(BA), e´ possı´vel deduzir uma expressa˜o ana´loga utilizando o gramiano de controlabilidade:
‖ H(s) ‖22 =
∫
∞
0
Tr
(
Cexp(At)BB′exp(A′t)C′
)
dt
= Tr
(
C
(∫
∞
0
exp(At)BB′exp(A′t)dt
)
C′
)
= Tr
(
CPcC′
)
(2.7)
onde Pc ,
∫
∞
0 exp(At)BB′exp(A′t)dt e´ o gramiano de controlabilidade de (2.1). Perceba que as integrais
que definem os dois gramianos sa˜o finitas se, e somente se, os argumentos das exponenciais possuı´rem
seus autovalores com parte real negativa, ou seja, se A for assintoticamente esta´vel.
2.1.2 Norma H∞
A norma H∞ de (2.3) e´ definida como:
‖H(s)‖∞ = sup
ω
σ(H( jω)) (2.8)
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Para que (2.8) seja finita, e´ necessa´rio que a func¸a˜o de tranfereˆncia H(s) seja assintoticamente esta´vel,
implicando em que a matriz A tenha todos os seus autovalores com parte real negativa. Aplicando-se o
teorema de Parseval, essa definic¸a˜o torna-se equivalente a
‖H(s)‖2
∞
= sup
‖u(t)‖2 6=0
‖y(t)‖22
‖u(t)‖22
(2.9)
onde u(t) e y(t) sa˜o a entrada e a saı´da, respectivamente, de (2.1) e ‖u(t)‖22 =
∫
∞
0 u(t)
′u(t)dt < ∞.
A norma H∞ pode ser interpretada de forma similar a` norma H2. Para sistemas com apenas uma en-
trada e uma saı´da, σ(H( jω)) = |H( jω)| e portanto a norma H∞ de H(s) sera´ o ma´ximo do mo´dulo da res-
posta em frequ¨eˆncia de (2.1). Repare que enquanto a norma H2 pondera igualmente todas as frequ¨eˆncias
da resposta ao impulso do sistema, a norma H∞ captura o valor ma´ximo do seu mo´dulo.
No caso de mu´ltiplas entradas e saı´das, um estudo mais elaborado do valor singular de uma matriz
deve ser feito. Uma matriz A sempre pode ser expressa como
A =UΣV ′
onde U e V sa˜o matrizes ortogonais e Σ e´ diagonal e conte´m os valores singulares de A em ordem decres-
cente. Assim, a primeira coluna de U e a primeira de V , vetores de norma 2 unita´ria, esta˜o diretamente
associadas ao valor singular ma´ximo de A. Entendendo A como um operador entrada-saı´da, tem-se que
y = Aw
onde w e´ a entrada e y a saı´da. Para fins de controle, essa saı´da podera´ ser ponderada por uma matriz ou,
sem perda de generalidade, por um vetor c como em
c′y = c′Aw
Se u1 e v1 sa˜o a primeira coluna de U e V , respectivamente, enta˜o a entrada v1 e a ponderac¸a˜o da saı´da
u1, normalizadas, sera˜o aquelas que geram maior ganho no operador A. Quando trata-se de uma func¸a˜o
de transfereˆncia, a ana´lise continua va´lida, mas agora dependente em frequ¨eˆncia. Assim, a norma H∞
de H(s) sera´ o ganho ma´ximo do sistema dentre todas as ponderac¸o˜es de entrada e saı´da normalizadas e
todas as frequ¨eˆncias.
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2.2 Desigualdades Matriciais Lineares (LMIs)
Como definido em [2], uma Desigualdade Matricial Linear (LMI) e´ uma func¸a˜o afim positiva ou
estritamente positiva de matrizes sime´tricas reais, como mostra (2.10)
F(x) ∆= F0 +
m
∑
i=1
xiFi > 0 (2.10)
onde x representa o vetor de varia´veis do problema e Fi, com i ∈ 1 . . .m, sa˜o matrizes sime´tricas reais
constantes. O significado da expressa˜o matricial F(x)> 0 e´ equivalente a u′F(x)u > 0 para qualquer vetor
u real na˜o identicamente nulo.
2.2.1 Caracterizac¸a˜o
Da definic¸a˜o (2.10) teˆm-se algumas propriedades e equivaleˆncias. A primeira delas, fundamental para
uma compreensa˜o mais profunda sobre LMIs esta´ relacionada com os autovalores de F(x). Como F(x) e´
sime´trica, sempre e´ possı´vel diagonaliza´-la na forma F(x) = T (x)′D(x)T (x), com D(x) diagonal e T (x)
ortogonal. Logo, para qualquer g = T (x)u e´ possı´vel obter u satisfazendo g′D(x)g = u′F(x)u > 0. Assim,
conclui-se que dizer que F(x)> 0 e´ equivalente a dizer que os autovalores de F(x) sa˜o positivos.
Uma segunda propriedade fundamental no estudo de LMIs e´ o complemento de Schur, como mostra
o Teorema 2.1. Para deixar a notac¸a˜o mais clara, todas as matrizes sa˜o consideradas dependentes de x.
Logo a notac¸a˜o F(x) sera´ substituı´da simplesmente por F deste ponto em diante.
Teorema 2.1 (Complemento de Schur) A LMI[
Q S′
S R
]
> 0
com Q = Q′ e R = R′, e´ va´lida se, e somente se, R > 0 e Q > S′R−1S.
Prova: Sem perda de generalidade, podemos escrever [
Q (•)
S R
]
> 0
⇔
[
I −S′R−1′
0 I
][
Q S′
S R
][
I 0
−R−1S I
]
=
[
Q−S′R−1S 0
0 R
]
> 0 (2.11)
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Assim, cada bloco da diagonal da LMI (2.11) deve ser definido positivo. Logo o teorema procede. ¥
Finalizando, os Lemas 2.2 e 2.3 a seguir permitem a simplificac¸a˜o de problemas restritos por LMIs.
Lema 2.2 (Separac¸a˜o de LMIs) A LMI[
X1 (•)
X2−Y X3
]
> 0 (2.12)
com X1 = X ′1 e X3 = X ′3 pode ser simplificada em X1 > 0 e X3 > 0 num problema de otimizac¸a˜o restrito
por LMIs se Y na˜o estiver presente em outras restric¸o˜es. Nesse caso, Y = X2 e´ uma possı´vel soluc¸a˜o, sem
perda de generalidade.
A prova do Lema 2.2 encontra-se em [10].
Lema 2.3 (Extensa˜o da separac¸a˜o de LMIs) A LMI
X1 (•) (•)
X2 X3 (•)
X4−Y X5 X6
> 0 (2.13)
com X1 = X ′1, X3 = X ′3 e X6 = X ′6 pode ser simplificada em[
X1 (•)
X2 X3
]
> 0 e
[
X3 (•)
X5 X6
]
> 0
num problema de otimizac¸a˜o restrito por LMIs se Y na˜o estiver presente em outras restric¸o˜es. Nesse caso,
Y = X4−X5X−13 X2 e´ uma possı´vel soluc¸a˜o, sem perda de generalidade.
Prova: Aplicando o complemento de Schur em relac¸a˜o a X3, obte´m-se:[
X1−X ′2X−13 X2 (•)
X4−X5X−13 X2−Y X6−X5X−13 X ′5
]
> 0
de onde aplica-se o Lema 2.2. A prova e´ concluı´da reaplicando o complemento de Schur em relac¸a˜o a X3
nos blocos diagonais dessa matriz. ¥
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2.2.2 Exemplos
Para ilustrar as definic¸o˜es e propriedades de LMIs alguns exemplos sa˜o estudados. Primeiramente,
considere a desigualdade x−1 < 1, com x > 0. Aplicando diretamente o complemento de Schur, tem-se
que [
1 1
1 x
]
> 0
Perceba, entretanto, que a desigualdade x−1 > 1 na˜o pode ser transformada em LMI aplicando-se
diretamente o complemento de Schur. De fato:
x−1 > 1 ⇒−x−1 <−1;
[
−1 1
1 −x
]
> 0
Veˆ-se que, apesar da desigualdade inicial ser va´lida, a LMI obtida aplicando-se o complemento de Schur
na˜o possui nenhum x que a torne verdadeira. Para aplicar corretamente o mesmo, o termo ‘inverso’ deve
estar no lado ‘menor’ da desigualdade.
Uma outra abordagem para transformar tal desigualdade em LMI e´ a de multiplicar os dois lados por
x > 0, resultando em 1 > x. Repare que o sentido da desigualdade so´ e´ preservado para valores positivos
de x e que a desigualdade obtida ja´ e´ uma LMI de dimensa˜o um. Ainda assim, e´ possı´vel expandi-la da
seguinte forma:
1 > x ⇔ 1 > xx−1x ⇔
[
1 (•)
x x
]
> 0
Um segundo exemplo de LMI e´ a linearizac¸a˜o da desigualdade x2 < 1. Enxergando-a como x(1−1)x <
1 e aplicando diretamente o complemento de Schur, tem-se:[
1 (•)
x 1
]
> 0
Seguem agora alguns exemplos matriciais, na varia´vel X = X ′ > 0 ∈ Rn×n. Para a desigualdade
A′X−1 +X−1A+C′C < 0, pre´ e po´s multiplica-se as mesmas por X e enta˜o aplica-se o complemento
de Schur em relac¸a˜o a XC′CX :
A′X−1 +X−1A+C′C < 0
⇔ XA′+AX +XC′CX < 0
⇔−(XA′+AX)> XC′CX
⇔
[
−(XA′+AX) (•)
CX I
]
> 0
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Um segundo exemplo matricial seria A′X−1A− X + Q < 0, que pode ser transformado em LMI
amplicando-se o complemento de Schur em A′X−1A. Obte´m-se:[
X −Q (•)
A X
]
> 0
Por fim, pode-se analisar a desigualdade A′X−1A−X−1 +C′C < 0, a qual deseja-se transformar numa
LMI na varia´vel X = X ′. Inicialmente, aplica-se o complemento de Schur em relac¸a˜o a X na parcela
A′X−1A: [
X−1−C′C (•)
A X
]
> 0
Para eliminar o termo X−1, multiplica-se a primeira linha e coluna dessa desigualdade por X , levando a:[
X −XC′CX (•)
AX X
]
> 0
Isolando a parcela XC′CX e aplicando o complemento de Schur novamente, tem-se que:[
X (•)
AX X
]
>
[
XC′
0
][
CX 0
]

X (•) (•)
AX X (•)
CX 0 I
> 0
2.2.3 Me´todos de soluc¸a˜o
Pelo fato da func¸a˜o objetivo ser linear e das LMIs formarem um conjunto convexo, os problemas de
otimizac¸a˜o restritos atrave´s de LMIs sa˜o convexos, o que garante que qualquer ponto de mı´nimo seja
mı´nimo global.
O LMISolver [5], por exemplo, utiliza me´todos bastante eficientes de pontos interiores com progra-
mac¸a˜o na˜o-linear restrita por barreira. Vale ressaltar que, ale´m de possuı´rem os algoritmos de otimizac¸a˜o
implementados, esse, como outros pacotes para resoluc¸a˜o de problemas com LMIs, desempenham um
importante papel na interface com o usua´rio, permitindo utilizar func¸o˜es de alto nı´vel e sem a necessidade
de definir as LMIs como uma combinac¸a˜o afim de matrizes, como em (2.10). Varia´veis matriciais com
va´rios formatos, podendo ser utilizadas diretamente nas LMIs, economizam bastante trabalho.
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2.3 Ca´lculo de normas atrave´s de LMIs
Nesta sec¸a˜o as normas definidas em 2.1 calculadas via otimizac¸a˜o com func¸a˜o objetivo linear e
restric¸o˜es do tipo LMI.
2.3.1 Norma H2
A partir do teorema de Parseval, a normaH2 do sistema (2.1) foi computada a partir de seus gramianos
de observabilidade ou de controlabilidade. Entretanto, para Po e Pc definidos em (2.6) e (2.7), as seguintes
equac¸o˜es matriciais sa˜o va´lidas:
A′Po +PoA+C′C = 0 (2.14)
APc +PcA′+BB′ = 0 (2.15)
Para obter um problema de otimizac¸a˜o para o ca´lculo da norma H2 de um sistema, o Lema 2.4 sera´
aplicado.
Lema 2.4 Sejam o sistema (2.1) com A assintoticamente esta´vel, P = P′ e Po = P′o tais que
A′P+PA+C′C < 0 (2.16)
A′Po +PoA+C′C = 0 (2.17)
Enta˜o P > Po ≥ 0. Mais ainda, Po > 0 se, e somente se, (2.1) for observa´vel.
Prova: Subtraindo a segunda equac¸a˜o da primeira, obte´m-se:
A′(P−Po)+(P−Po)A < 0
ou, sem perda de generalidade
A′(P−Po)+(P−Po)A+Q = 0
com Q = Q′ ≥ 0 Como A e´ assintoticamente esta´vel, tal equac¸a˜o de Lyapunov tera´ soluc¸a˜o somente se
P−Po > 0. Da mesma forma, A assintoticamente esta´vel garante Po ≥ 0 em (2.17).
Por outro lado, (2.1) so´ sera´ observa´vel se, para qualquer estado inicial x0 6= 0, a saı´da na˜o for identi-
camente nula. Para que isso ocorra, a saı´da
y(t) =CeAtx0
na˜o pode ser identicamente nula para todo t ≥ 0, fazendo com que a integral da norma 2 de y(t) no tempo
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seja necessariamente maior que zero. Mas
∫
∞
0
‖CeAτx0‖22dτ = x′0Pox0
o que faz com que Po > 0. Da mesma forma, se Po na˜o possui posto completo, enta˜o existe x0 6= 0 tal que∫
∞
0
‖CeAτx0‖22dτ = 0
Pelos axiomas de norma, isso so´ ocorrera´ se
CeAtx0 = 0, ∀t ≥ 0
ou seja, se o sistema na˜o for observa´vel. ¥
O Lema 2.4 e´ diretamente extensı´vel para (2.15) e para o conceito de controlabilidade, uma vez que A
esta´vel implica em A′ esta´vel. Um estudo mais profundo sobre observabilidade e controlabilidade e´ feito
por Kailath em [17].
Esse resultado mostra que P satisfazendo (2.16) e´ um limitante superior para Po. Minimizar esse
limitante superior atrave´s da func¸a˜o objetivo Tr(B′PB) leva a` norma H2 de (2.1). Portanto, tal norma pode
ser calculada atrave´s dos seguintes problemas de otimizac¸a˜o na varia´vel P = P′:
‖ H(s) ‖22 = min Tr(B′PB) (2.18a)
s.a. A′P+PA+C′C < 0 (2.18b)
P = P′ > 0 (2.18c)
Da mesma forma, a minimizac¸a˜o de Tr(CPC′) com P> Pc tambe´m leva a` normaH2 do sistema em estudo:
‖ H(s) ‖22 = min Tr(CPC′) (2.19a)
s.a. AP+PA′+BB′ < 0 (2.19b)
P = P′ > 0 (2.19c)
´E importante ressaltar que (2.18) e (2.19) fornecem valores aproximados e arbitrariamente pro´ximos
da norma H2 de (2.1). O grau de aproximac¸a˜o depende da precisa˜o, definida pelo usua´rio, com que as
soluc¸o˜es dos problemas citados sejam calculadas.
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2.3.2 Norma H∞
Primeiramente, define-se uma func¸a˜o de Lyapunov para (2.1)
V (x(t)) = x(t)′Px(t) (2.20)
onde P = P′ > 0. Para estabelecer uma relac¸a˜o entre entrada e saı´da, impo˜e-se que
∫
∞
0
˙V (x(t))dt <−
∫
∞
0
y′ydt + γ
∫
∞
0
u′udt (2.21)
Mas
˙V (x(t)) = x˙′Px+ x′Px˙ = (Ax+Bu)′Px+ x′P(Ax+Bu) (2.22)
Supondo A esta´vel, x(0) = 0 e uma entrada finita, enta˜o
∫
∞
0
˙V (x(t))dt = lim
t→∞V (x(t))−V (x(0)) = 0 (2.23)
Logo γ e´ um limitante superior para a norma H∞ de H(s) , ja´ que
‖y‖22
‖u‖22
< γ (2.24)
A minimizac¸a˜o de γ no espac¸o de todas as entradas de energia finita e suas respectivas saı´das resultara´ no
quadrado da norma H∞ do sistema em estudo. Mais ainda, minimizando-se γ tendo como restric¸o˜es
(Ax+Bu)′Px+ x′P(Ax+Bu)<−(Cx+Du)′(Cx+Du)+ γu′u (2.25)
P > 0 (2.26)
surtira´ o mesmo efeito uma vez que a integrac¸a˜o de (2.25) resulta em (2.21). Reestruturando (2.25),
obte´m-se [
x′
u′
][
A′P+PA+C′C PB+C′D
B′P+D′C D′D− γI
][
x u
]
< 0 (2.27)
que pode ser facilmente estendida numa LMI. Dessa forma, um programa de otimizac¸a˜o para ca´lculo da
norma H∞ de (2.1) e´
‖H(s)‖2
∞
= min γ (2.28a)
s.a.
[
A′P+PA+C′C (•)
B′P+D′C D′D− γI
]
< 0 (2.28b)
P > 0 (2.28c)
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Figura 2.1: Problema gene´rico de filtragem
Novamente o mesmo programa de otimizac¸a˜o pode ser escrito para o sistema dual a (2.1), baseado no fato
de que uma matriz e sua transposta possuem o mesmo valor singular ma´ximo. Logo
‖H(s)‖2
∞
= min γ (2.29a)
s.a.
[
AP+PA′+BB′ (•)
CP+DB′ DD′− γI
]
< 0 (2.29b)
P > 0 (2.29c)
2.4 Resultados em Filtragem
O problema de filtragem consiste em, a partir de uma saı´da de um sistema esta´vel, estimar uma outra,
de forma que o erro de estimac¸a˜o, definido como sendo a diferenc¸a entre o sinal de refereˆncia e o esti-
mado, seja o menor possı´vel segundo alguma norma. Esse problema ja´ foi bastante estudado atrave´s de
abordagens por LMI e possui inu´meras aplicac¸o˜es [10, 19, 4, 7].
Inicialmente, seja o sistema linear contı´nuo e invariante no tempo com duas saı´das, uma de medida e
outra de refereˆncia
x˙ = Ax+Bu, x(0) = 0 (2.30a)
y =Cyx+Dyu (2.30b)
z =Czx+Dzu (2.30c)
onde x ∈ Rn, u ∈ Rm, y ∈ Rq, z ∈ Rp e as matrizes A, B, Cy, Dy, Cz e Dz possuem dimenso˜es apropriadas.
Para esse sistema, o seguinte filtro devera´ ser projetado:
x˙ f = A f x f +B f y, x f (0) = 0 (2.31a)
z f =C f x f +D f y (2.31b)
onde x f ∈ Rn, z f ∈ Rp e A f , B f , C f e D f possuem dimenso˜es apropriadas.
Conectando (2.30) e (2.31) de acordo com a Figura 2.1, uma equac¸a˜o em espac¸o de estados pode ser
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obtida para o sinal de erro:
x˜ =
[
x
x f
]
; x˜(0) = 0 (2.32a)
˙x˜ =
[
A 0
B fCy A f
]
x˜+
[
B
B f Dy
]
u (2.32b)
e =
[
Cz−D fCy −C f
]
x˜+(Dz−D f Dy)u (2.32c)
As matrizes de (2.32) sera˜o nomeadas como
[
A˜ B˜
C˜ D˜
]
=

A 0 B
B fCy A f B f Dy
Cz−D fCy −C f Dz−D f Dy
 (2.33)
Isso posto, deve-se minimizar a norma do erro de filtragem (2.32c), o que sera´ feito partindo dos
programas de otimizac¸a˜o (2.18) para a norma H2 e (2.28) para a norma H∞.
2.4.1 Norma H2
Retomando (2.18) para o problema de filtragem em norma H2, obte´m-se:
‖ H(s) ‖22 = min Tr
(
B˜′PB˜
)
(2.34a)
s.a. A˜′P+PA˜+C˜′C˜ < 0 (2.34b)
P = P′ > 0 (2.34c)
D˜ = 0 (2.34d)
onde sa˜o varia´veis P = P′, A f , B f , C f e D f . A restric¸a˜o de igualdade (2.34d) garante que a norma H2 de
(2.32) seja finita. O problema e´ ainda matricialmente na˜o-linear pelo fato de haver produto de varia´veis
tanto na func¸a˜o objetivo quanto nas desigualdades matriciais.
Para linearizar a func¸a˜o objetivo, adiciona-se uma varia´vel auxiliar W que funciona como seu limi-
tante superior. O trac¸o de W e´ minimizado e adiciona-se a restric¸a˜o W > B˜′PB˜, sob a qual aplica-se o
complemento de Schur. Isso tambe´m e´ feito na LMI (2.34b), o que sera´ u´til posteriormente. Dessa forma,
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deduz-se:
min Tr(W ) (2.35a)
s.a.
[
W (•)
PB˜ P
]
> 0 (2.35b)
[
A˜′P+PA˜ (•)
C˜ −I
]
< 0 (2.35c)
De acordo com [10], define-se:
P =
[
X U ′
U ˆX
]
, P−1 =
[
Y V ′
V ˆY
]
, T =
[
Y I
V 0
]
(2.36a)
onde X , ˆX , Y e ˆY sa˜o matrizes sime´tricas de dimensa˜o n×n, resultando nos seguintes produtos de matrizes:
T ′A˜′PT =
[
YA′ YA′X +YC′yB′fU +V ′A′fU
A′ A′X +C′yB′fU
]
(2.36b)
C˜T =
[
CzY −D fCyY −C fV Cz−D fCy
]
(2.36c)
T ′PB˜ =
[
Bw
XBw +U ′B f Dyw
]
(2.36d)
T ′PT =
[
Y I
I X
]
(2.36e)
Vale lembrar que, no ca´lculo desses produtos, houve va´rias simplificac¸o˜es devido ao fato de P−1P = I.
Isso tambe´m so´ foi possı´vel porque todas as matrizes que definem P e P−1 sa˜o quadradas e podem ser
invertidas sem maiores problemas. O mesmo na˜o ocorreria se um filtro de ordem reduzida fosse definido
em (2.31). Se ordem do filtro fosse r < n, U e V na˜o seriam quadradas, tornando impossı´vel isolar A f , B f ,
C f e D f em (2.36).
O pro´ximo passo e´ obter LMIs que contenham as expresso˜es de (2.36), o que pode ser feito pre´ e po´s
multiplicando (2.35b) por diag(I, T ′) e diag(I, T ), e (2.35c) por diag(T ′, I) e diag(T , I). Obteˆm-se, enta˜o,
(2.37) e (2.38). 
W (•) (•)
B Y (•)
XB+U ′B f Dy I X
> 0 (2.37)
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
YA′+AY (•) (•)
A′+XAY +U ′B fCyY +U ′A fV A′X +XA+C′yB′fU +U ′B fCy (•)
CzY −D fCyY −C fV Cz−D fCy −I
< 0 (2.38)
Finalmente, sa˜o definidas as varia´veis Z =Y−1, L=−U ′B f , F =C fVY−1, K =D f e M =−U ′A fVY−1,
e pre´ e po´s multiplica-se (2.37) por diag(I, Z, I) e (2.38) por diag(Z, I, I), obtendo-se o problema de
otimizac¸a˜o escrito em termos de LMIs (2.39).
min Tr(W ) (2.39a)
s.a.

W (•) (•)
ZB Z (•)
XB−LDy Z X
> 0 (2.39b)

A′Z +ZA (•) (•)
A′Z +XA−LCy−M A′X +XA−C′yL′−LCy (•)
Cz−KCy−F Cz−KCy −I
< 0 (2.39c)
Dz−KDy = 0 (2.39d)
onde sa˜o varia´veis W =W ′, Z = Z′, X = X ′, M, L, F e K.
Os paraˆmetros do filtro sa˜o obtidos via:
A f =−U ′−1MZ−1V−1, B f =−U ′−1L, C f = FZ−1V−1, D f = K
onde U e V sa˜o matrizes invertı´veis e arbitra´rias satisfazendo XZ−1 +U ′V = I, sendo que sua escolha
interfere apenas na realizac¸a˜o do sistema. De fato, as equac¸o˜es do filtro podem ser escritas sem tais
matrizes:
H f (s) =C f (sI−A f )−1B f +K
=−FZ−1V−1
(
sI+U ′−1MZ−1V−1
)−1
U ′−1L+K
=−F (sUV Z +M)−1 L+K
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De (2.36a) e da definic¸a˜o Z = Y−1, tem-se que UV Z = Z−X . Logo
H f (s) = F (s(X −Z)−M)−1 L+K
= F
(
sI− (X −Z)−1M)−1 (X −Z)−1L+K
=
[
(X −Z)−1M (X −Z)−1L
F K
]
(2.40)
Perceba que a invertibilidade de X −Z e´ garantida pela LMI (2.39b).
2.4.2 Norma H∞
Devido a`s semelhanc¸as nas LMIs, o desenvolvimento do problema de filtragem em norma H∞ e´ bas-
tante ana´logo ao caso H2. Retomando (2.28), obte´m-se:
‖ H(s) ‖2
∞
= min γ (2.41a)
s.a.
[
A˜′P+PA˜+C˜′C˜ (•)
B˜′P+ D˜′C˜ D˜′D˜− γI
]
< 0 (2.41b)
P = P′ > 0 (2.41c)
onde sa˜o varia´veis γ, P = P′, A f , B f , C f e D f .
Como no caso anterior, as desigualdades matriciais ainda precisam ser linearizadas. Reestruturando
(2.41b), pode-se aplicar o complemento de Schur imediatamente: −(A˜′P+PA˜) −PB˜
−B˜′P γI
> [ −C˜′
−D˜′
][
−C˜ −D˜
]
(2.42)
⇒

A˜′P+PA˜ (•) (•)
B˜′P −γI (•)
C˜ D˜ −I
< 0 (2.43)
Aproveitando as mesmas definic¸o˜es e produtos de varia´veis de (2.36), pre´ e po´s multiplica-se a LMI
(2.43) por diag(T ′, I, I) e diag(T , I, I), resultando em
YA′+AY (•) (•) (•)
A′+XAY +U ′B fCyY +U ′A fV A′X +XA+C′yB′fU +U ′B fCy (•) (•)
B′ B′X +D′yB′fU −γI (•)
CzY −D fCyY −C fV Cz−D fCy Dz−D f Dy −I
< 0 (2.44)
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Da mesma forma, T ′PT > 0 equivale a [
Y (•)
I X
]
> 0 (2.45)
Finalmente, sa˜o definidas as varia´veis Z =Y−1, L=−U ′B f , F =C fVY−1, K =D f e M =−U ′A fVY−1,
e pre´ e po´s multiplica-se (2.44) por diag(Z, I, I, I) e (2.45) por diag(Z, I), obtendo-se o problema de
otimizac¸a˜o escrito em termos de LMIs (2.46).
min γ (2.46a)
s.a.

A′Z +ZA (•) (•) (•)
A′Z +XA−LCy−M A′X +XA−C′yL′−LCy (•) (•)
B′Z B′X −D′yL′ −γI (•)
Cz−KCy−F Cz−KCy Dz−KDy −I
< 0 (2.46b)
[
Z (•)
Z X
]
> 0 (2.46c)
Como no caso H2, os paraˆmetros do filtro sa˜o dados por
H f (s) =
[
(X −Z)−1M (X −Z)−1L
F K
]
(2.47)
Sa˜o varia´veis do problema o escalar γ e as matrizes de dimenso˜es apropriadas Z = Z′, X = X ′, F , G, M e
K. Note ainda que a invertibilidade de X −Z e´ garantida por (2.46c) que implica X > 0 e X −Z > 0.
Capı´tulo 3
Reduc¸a˜o de Modelos Lineares
O problema de reduc¸a˜o de ordem de modelos lineares consiste em, dado um sistema esta´vel de ordem
n com func¸a˜o de transfereˆncia H(s), obter um modelo Hr(s) de ordem r, r ≤ n, tal que a norma do erro de
aproximac¸a˜o ‖H(s)−Hr(s)‖ seja mı´nima.
Exceto pela restric¸a˜o de ordem, esse problema se assemelha bastante ao de filtragem como mostra a
Figura 3.1. Escolhendo y = u, ou seja, impondo que Cy = 0 e Dy = I em (2.30), o problema de filtragem
esta´ pronto para ser convertido no de reduc¸a˜o. O sistema a ser reduzido e´ descrito por (2.1) e possui func¸a˜o
de transfereˆncia H(s) dada por (2.3). O modelo reduzido a ser obtido e´ portanto descrito por
x˙r = Arxr +Bru (3.1a)
zr =Crxr +Dru (3.1b)
onde xr ∈ Rr, u ∈ Rm, zr ∈ Rp e as matrizes Ar, Br, Cr e Dr possuem dimenso˜es apropriadas. Sua func¸a˜o
de transfereˆncia Hr(s) e´ dada por
Hr(s) =Cr(sI−Ar)−1Br +Dr (3.2)
Dessa forma o problema de reduc¸a˜o de modelos sera´ estudado primeiramente para a norma H2 e
posteriormente para a norma H∞.
3.1 Norma H2
O Teorema 3.1 a seguir faz as devidas simplificac¸o˜es no problema de filtragem em norma H2.
Teorema 3.1 O conjunto de todas as func¸o˜es de transfereˆncia Hr(s) de ordem r = n tais que a restric¸a˜o
20
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u H(s)
y
z
Hr(s)
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+
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e
Figura 3.1: Problema gene´rico de reduc¸a˜o de modelos
de norma ‖H(s)−Hr(s)‖22 < µ se verifica e´ dado por
Hr(s) =
[
(X −Z)−1M (X −Z)−1L
F D
]
(3.3)
em que W =W ′, X = X ′, Z = Z′, M, L e F satisfazem as LMIs
Tr(W )< µ (3.4)

W (•) (•)
ZB Z (•)
XB−L Z X
> 0 (3.5)

A′Z +ZA (•) (•)
A′Z +XA−M A′X +XA (•)
C−F C −I
< 0 (3.6)
Prova: Escolhe-se inicialmente Cz = C, Dz = D, Cy = 0 e Dy = I em (2.30), para simplificac¸a˜o do
problema de filtragem no de aproximac¸a˜o. A substituic¸a˜o dessas matrizes nas LMIs de (2.39) resulta em
(3.5), (3.6) e D f =D, ale´m dos paraˆmetros de Hr(s) como em (2.40). Como Tr(W ) e´ um limitante superior
para ‖H(s)−Hr(s)‖22, enta˜o (3.4) garante que µ tambe´m o sera´, finalizando a prova do teorema. ¥
As LMIs (3.5) e (3.6) podem ser simplificadas levando-se em conta que M, F e L aparecem apenas
uma vez nas mesmas. Nesse sentido, o Lema 3.2 e´ extensa˜o direta do Teorema 3.1.
Lema 3.2 As LMIs X > Z > 0,
A′X +XA+C′C < 0 (3.7)
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A′Z +ZA < 0 (3.8)
e a func¸a˜o de transfereˆncia
Hr(s) =
[
(X −Z)−1(A′Z +XA) B
C D
]
(3.9)
garantem que ‖H(s)−Hr(s)‖22 < Tr(B′ZB).
Prova: Aplicando o Lema 2.2 a (3.6) obteˆm-se M = A′Z +XA, F =C, (3.8) e[
A′X +XA (•)
C −I
]
< 0
que, por complemento de Schur, pode ser diretamente convertida em (3.7). O Lema 2.3 e´ aplica´vel a (3.5),
resultando em L = (X −Z)B, X > Z > 0 e Tr(W ) > Tr(B′ZB), apo´s simples complementos de Schur. A
minimizac¸a˜o de Tr(W ) nas varia´veis X e Z com as restric¸o˜es do enunciado deste lema resulta no quadrado
da norma H2 do erro de aproximac¸a˜o. Assim, Tr(B′ZB) sera´ sempre um limitante superior para a norma
desse erro. A substituic¸a˜o de M, L e F em (3.3) leva a (3.9). ¥
Ate´ agora, nenhuma restric¸a˜o de ordem foi imposta e os modelos aproximados Hr(s) sempre foram
escolhidos tendo ordem r = n. Para inclusa˜o de uma restric¸a˜o de ordem, retoma-se (3.9) e analisa-se uma
possı´vel dependeˆncia entre X e Z. Se Z = βX , com 0 < β < 1, as LMIs X > Z > 0, (3.7) e (3.8) continuam
va´lidas de acordo com o Lema 2.4. Quando β → 0, (3.9) faz com que Hr(s) = H(s), anulando o erro de
aproximac¸a˜o. Esse e´ o caso em que na˜o ha´ reduc¸a˜o de ordem, permitindo que o modelo aproximado seja
igual ao original.
O caso mais interessante, entretanto, e´ aquele em que β → 1. Nessa situac¸a˜o, (X − Z)→ 0+ e faz
com que (X − Z)−1(A′Z +XA) seja uma matriz com todos seus autovalores com parte real negativa e
localizados arbitrariamente a` esquerda no plano compexo. Entretanto essa e´ a matriz dinaˆmica do mod-
elo aproximado, cujos po´los, autovalores dessa matriz, sa˜o arbitrariamente ra´pidos, correspondendo a
frequ¨eˆncias de corte altı´ssimas no respectivo diagrama de Bode. Logo Hr(s) = D, um modelo aproximado
esta´tico, de ordem 0. Nessa situac¸a˜o, o erro de aproximac¸a˜o e´ dado por
H(s)−Hr(s) =C(sI−A)−1B
e sua norma e´ um limitante superior para a norma do erro de reduc¸a˜o para ordem 0< r < n. De fato, e´ fa´cil
concluir que se X −Z, ao inve´s de se aproximar a` matriz nula, possuir alguns de seus autovalores muito
pro´ximos e 0, enta˜o o modelo sera´ de ordem reduzida. Ja´ que X − Z e´ sime´trica, torna-se conveniente
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decompoˆ-la como:
X −Z =
[
V J
][ Σ 0
0 O(ε)
][
V ′
J′
]
S,
[
V J
]
S−1 ,
[
V ′
J′
]
(3.10)
onde Σ e´ sime´trica e possui dimensa˜o r, S e´ uma matriz na˜o singular particionada apropriadamente e O(ε)
e´ tal que O(ε)→ 0+ quando ε → 0. Dessa forma, quando ε → 0, X −Z torna-se uma matriz de posto r.
Utilizando S tambe´m como uma transformac¸a˜o de similaridade para A′Z +XA, obte´m-se
A′Z +XA =
[
V J
][ Ω1 Ω2
Ω3 Ω4
][
V ′
J′
]
onde Ω1, Ω2, Ω3 e Ω4 sa˜o matrizes de dimenso˜es apropriadas. Isso leva a
(X −Z)−1(A′Z +XA) =
[
V J
][ Σ−1 0
0 O(ε)−1
][
Ω1 Ω2
Ω3 Ω4
][
V ′
J′
]
=
[
V J
][ Σ−1Ω1 Σ−1Ω2
O(ε)−1Ω3 O(ε)−1Ω4
][
V ′
J′
]
(3.11)
Fica evidente que a matriz acima e´ mal condicionada, ou seja, possui blocos com ordens de grandeza
muito diferentes, quando ε→ 0. De fato, essa ana´lise se tornaria bem mais simples se feita sobre a matriz
inversa. Redefine-se, enta˜o, A′Z +XA como
(A′Z +XA)−1 =
[
V J
][ Ψ1 Ψ2
Ψ3 Ψ4
][
V ′
J′
]
onde Ψ1, Ψ2, Ψ3 e Ψ4 sa˜o matrizes de dimenso˜es apropriadas. Agora, tem-se que
(A′Z +XA)−1(X −Z) =
[
V J
][ Ψ1Σ Ψ2O(ε)
Ψ3Σ Ψ4O(ε)
][
V ′
J′
]
sendo essa uma matriz que possui claramente posto r, garantindo que (3.11) tenha n− r autovalores
localizados no semiplano complexo esquerdo bem longe do eixo imagina´rio.
A mesma ana´lise feita sob o ponto de vista da matriz dinaˆmica de (3.1) pode ser estendida para a
func¸a˜o de transfereˆncia Hr(s) como um todo atrave´s de um mapeamento ζ = s−1. Esse mapeamento,
ilustrado na Figura 3.2, e´ formalmente definido pelo Lema 3.3 a seguir.
Lema 3.3 Sejam o sistema (2.1) com A na˜o singular e sua func¸a˜o de transfereˆncia H(s) definida em
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Re s Re ζ
Im s Im ζ
ζ = s−1
Figura 3.2: Mapeamento ζ = s−1
(2.3). A func¸a˜o de transfereˆncia G(ζ) resultado do mapeamento ζ = s−1 sobre H(s) e´ dada por:
G(ζ) =
[
A−1 A−1B
−CA−1 D−CA−1B
]
(3.12)
Prova: Substituindo s = ζ−1 em H(s) e desenvolvendo a expressa˜o resultante, obte´m-se que:
G(ζ), H(ζ−1) =C(ζ−1I−A)−1 B+D
= ζC (I−ζA)−1 B+D
=−ζCA−1 (ζI−A)−1 B+D
=−CA−1
(
I+(ζI−A)−1 A−1
)
B+D
=−CA−1 (ζI−A)−1 A−1B+D−CA−1B
que pode ser diretamente convertida na forma (3.12). ¥
Torna-se possı´vel, agora, eliminar os modos ra´pidos em Hr(s). Primeiramente, aplica-se o Lema 3.3
em (3.9), obtendo-se a func¸a˜o de transfereˆncia mapeada Gr(ζ):
Gr(ζ) = Hr(ζ−1) =
[
M−1(X −Z) M−1(X −Z)B
−CM−1(X −Z) D−CM−1(X −Z)B
]
(3.13)
onde M = A′Z +XA. Fazendo ε → 0 em (3.10) e substiutindo em (3.13), obte´m-se
Gr(ζ) =
[
M−1V ΣV ′ M−1V ΣV ′B
−CM−1V ΣV ′ D−CM−1V ΣV ′B
]
(3.14)
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Perceba que (3.14) e´ na˜o-observa´vel1 e, portanto, um modelo reduzido pode ser diretamente obtido, ainda
no mapeamento ζ = s−1, como mostra o Lema 3.4.
Lema 3.4 O sistema na˜o observa´vel Gr(ζ) de (3.14) pode ser reduzido para
Gr(ζ) =
[
V ′M−1V Σ V ′M−1V ΣV ′B
−CM−1V Σ D−CM−1V ΣV ′B
]
(3.15)
Prova: Retomando a descric¸a˜o de (3.14) em espac¸o de estados, tem-se que
x˙r = M−1V ΣV ′xr +M−1V ΣV ′Bu (3.16a)
zr =−CM−1V ΣV ′xr +
(
D−CM−1V ΣV ′B)u (3.16b)
Define-se a transformac¸a˜o de similaridade
xr =
[
V J
]
ξ
que, substituı´da em (3.16), leva a
˙ξ =
[
V ′
J′
]
M−1V Σ
[
V ′V V ′J
]
ξ+
[
V ′
J′
]
M−1V ΣV ′Bu (3.17a)
zr =−CM−1V Σ
[
V ′V V ′J
]
ξ+ (D−CM−1V ΣV ′B)u (3.17b)
De (3.10), V ′V = I e V ′J = 0 e portanto (3.17) separa exatamente os modos observa´veis dos na˜o-observa´veis.
Particionando ξ em
ξ =
[ ξr
ξnr
]
com ξr ∈ Rr, chega-se a` conclusa˜o de que apenas ξr e´ necessa´rio para expressar a relac¸a˜o entrada-saı´da
Hr(s). Logo
˙ξr =V ′M−1V Σξr +V ′M−1V ΣV ′Bu (3.18a)
zr =−CM−1V Σξr + (D−CM−1V ΣV ′B)u (3.18b)
concluindo a prova do lema. ¥
1Isso justifica o zero superposto ao po´lo na origem no plano complexo ζ da Figura 3.2.
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Basta agora reaplicar o Lema 3.3 a (3.15) de forma a mapear de volta os po´los do plano ζ para o plano
s. Portanto obte´m-se
Hr(s) =
[
Σ−1
(
V ′M−1V
)−1 V ′B
CM−1V
(
V ′M−1V
)−1 D
]
(3.19)
Obtida uma expressa˜o fechada para Hr(s), uma outra questa˜o vem a` tona. Ate´ agora na˜o se discutiu a
origem das matrizes V e Σ quando escreve-se X −Z =V ΣV ′. Idealmente, desejaria-se que tanto V quanto
Σ fizessem parte do problema de otimizac¸a˜o para obtenc¸a˜o do modelo reduzido. Entretanto, tal igualdade
e´ na˜o-linear e, mais ainda, na˜o convexa, como mostra o Lema 3.5.
Lema 3.5 Num problema de otimizac¸a˜o, a restric¸a˜o de igualdade
X −Z =V ΣV ′ (3.20)
nas varia´veis X = X ′ ∈ Rn×n, Z = Z′ ∈ Rn×n, Σ = Σ′ ∈ Rr×r e V ∈ Rn×r de posto completo sera´ convexa
somente se for linear, ou seja, se ao menos V for mantida constante.
Prova: A prova do lema e´ imediata, pois para que um conjunto de varia´veis regido por uma igualdade
seja convexo e´ necessa´rio que tal igualdade seja linear nas varia´veis do conjunto. ¥
O Lema 3.5 pode ser interpretado da seguinte forma. Sejam
P1 = {X1, Z1, V1, Σ1} e P2 = {X2, Z2, V2, Σ2}
elementos do conjunto P das varia´veis X , Z, V e Σ que satisfazem (3.20). Para que tal conjunto seja
convexo e´ necessa´rio que, para quaisquer P1 e P2 dados, P3 combinac¸a˜o convexa de P1 e P2 tambe´m
pertenc¸a ao conjunto.
´E fa´cil deduzir que P conte´m todas e somente as combinac¸o˜es de matrizes X , Z, V e Σ tais que X −Z
tenha posto r. Entretanto a combinac¸a˜o convexa
X3−Z3 = α(X1−Z1)+(1−α)(X2−Z2)
com 0 < α < 1 tera´ posto r se, e somente se, as matrizes X1−Z1 e X2−Z2 possuı´rem os mesmos espac¸os
linha e coluna, ou seja, se V1 e V2 possuı´rem o mesmo espac¸o coluna.
Por outro lado, se V1 e V2 devem possuir o mesmo espac¸o coluna enta˜o existe uma matriz Ω ∈ Rr×r
invertı´vel de forma que V2 =V1Ω e portanto
X2−Z2 =V1ΩΣ2Ω′V ′1
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X1−Z1 =V1Σ1V ′1
sendo ambas restric¸o˜es lineares e, consequ¨entemente, convexas. Como Ω e´ invertı´vel e Σ e´ uma varia´vel do
problema, enta˜o ΩΣ2Ω′ pode ser substituı´da por Σ2 sem perda de generalidade. ´E fa´cil concluir, portanto,
que os espac¸os linha e coluna de X −Z, de dimensa˜o r, podem ser fixados por quaisquer matrizes V que
possuam o mesmo espac¸o coluna.
Para tornar (3.20) convexa e´ necessa´rio, enta˜o, restringir as matrizes V que compo˜em os elementos de
P a`quelas cujas colunas geram um subespac¸o de Rn de dimensa˜o r. Perceba que isso corresponde a uma
grande perda de generalidade, uma vez que existem inu´meras possı´veis escolhas de subespac¸os de Rn de
dimensa˜o r e essa escolha deve ser feita a priori.
Feita a escolha desse subespac¸o, e´ possı´vel representa´-lo por apenas uma matriz V fixa, uma vez que
todas as outras matrizes V que possuem o mesmo espac¸o coluna podem ser mapeadas atrave´s de Σ em
(3.20), varia´vel do problema de otimizac¸a˜o.
Seja enta˜o o problema de otimizac¸a˜o obtido a partir do Lema 3.2
min Tr(QZ) (3.21a)
s.a A′X +XA+C′C < 0 (3.21b)
A′Z +ZA < 0 (3.21c)
X −Z =V ΣV ′ (3.21d)
Z > 0, Σ > 0 (3.21e)
onde Q = Q′ e´ uma matriz tal que Q ≥ BB′, escolhida antecipadamente, bem como V . Dessa forma,
Tr(QZ) ≥ Tr(B′ZB) e a minimizac¸a˜o de Tr(QZ) sera´ um limitante superior para a norma H2 do erro de
reduc¸a˜o. Seja tambe´m a fatorac¸a˜o
Po = SS′ S′QS = Λ =
[
ΛV 0
0 ΛJ
]
(3.22)
em que Po e´ o gramiano de observabilidade de (2.1), S e´ definida como em (3.10) e Λ e´ uma matriz
diagonal, juntamente com suas partic¸o˜es ΛV e ΛJ de tamanho r e n− r. A matriz S pode ser calculada a
partir da base de autovetores S˜ que diagonaliza P
1
2
o QP
1
2
o :
S˜ΛS˜′ = P
1
2
o QP
1
2
o
S = P
1
2
o S˜
3.1. NORMA H2 28
Recorrendo ao Lema 2.4, em relac¸a˜o a`s varia´veis do problema (3.21), obte´m-se uma dependeˆncia
entre QZ e a escolha de V
X > Po
Q 12 XQ 12 ≥ Q 12 PoQ 12
Q 12 (Z +V ΣV ′)Q 12 ≥ Q 12 PoQ 12
Q 12 ZQ 12 ≥ Q 12 (Po−V ΣV ′)Q 12
Q 12 ZQ 12 ≥ Q 12 (SS′−S
[
Σ 0
0 0
]
S′)Q 12
Q 12 ZQ 12 ≥ Q 12 S
[
I−Σ 0
0 I
]
S′Q 12 (3.23)
A partir da propriedade de que Tr(AB) = Tr(BA), tem-se que
Tr(QZ)≥ Tr
(
S′QS
[
I−Σ 0
0 I
])
Tr(QZ)≥ Tr(V ′QV (I−Σ))+Tr(J′QJ) (3.24)
Assim, a minimizac¸a˜o de Tr(QZ) e´ limitada pelo lado direito de (3.24). Como J′QJ = ΛJ , conforme
a definic¸a˜o (3.22), enta˜o o lado direito de (3.24) sera´ melhor minimizado se ΛJ contiver os menores
elementos de Λ. Assim, V deve ter suas colunas associadas aos maiores elementos de Λ. Note que assim
procedendo a parcela de (3.24) dependente de Σ sera´ simultanealmente maximizada. Como essa e´ uma
varia´vel do problema de otimizac¸a˜o no intervalo 0 < Σ < I, a parcela maximizada tera´ o maior impacto
possı´vel na norma do erro de reduc¸a˜o.
Resta ainda a escolha de Q. Pela forma como o problema foi desenvolvido, pareceria razoa´vel es-
colher Q = BB′, ja´ que isso resultaria na minimizac¸a˜o de Tr(B′ZB) e consequ¨entemente da norma H2 do
erro de reduc¸a˜o. Contudo, BB′ e´, em geral, uma matriz de posto bastante deficiente, fazendo com que
a decomposic¸a˜o (3.22) resulte em muitos autovalores nulos e, consequ¨entemente, sua ordenac¸a˜o fique
prejudicada. A restric¸a˜o Q ≥ BB′ tambe´m e´ atendida pela classe de matrizes
Q =
k
∑
i=0
AiBB′
(
A′
)i (3.25)
a qual inclui Q = CC ′ quando k = n−1, sendo C a matriz de controlabilidade de (2.1).
Outra classe de matrizes Q pode ser obtida da seguinte forma. Seja Pc o gramiano de controlabilidade
do sistema (2.1). Segundo as hipo´teses iniciais, esse sistema deve ser esta´vel e controla´vel, fazendo com
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que Pc sempre exista e seja definido positivo, satisfazendo portanto a desigualdade matricial
(λI+A)Pc(λI+A)′ ≥ 0
sendo A a pro´pria matriz dinaˆmica de (2.1) e λ um escalar positivo. Expandindo essa expressa˜o, tem-se
que
λ2Pc +λ(APc +PcA′)+APcA′ ≥ 0
Uma vez que APc +PcA′+BB′ = 0 e apo´s simples manipulac¸o˜es, chega-se a
Q = λPc +λ−1APcA′ ≥ BB′ (3.26)
Qualquer λ > 0 torna possı´vel a obtenc¸a˜o de Q satisfazendo (3.26). Entretanto, a escolha desse
paraˆmetro influencia a qualidade do limitante superior obtido para BB′. Quando λ e´ pequeno, Q tende
a λ−1APcA′ e tal matriz pode ser escolhida igual a APcA′, uma vez que a minimizac¸a˜o de Tr(QZ) e de
Tr(λ−1QZ) leva aos mesmos resultados. Raciocı´nio ana´logo pode ser feito quando λ e´ grande, equival-
endo a` escolha de Q = Pc. A otimizac¸a˜o de λ atrave´s de busca unidimensional levaria ao melhor limitante
superior de BB′ segundo um crite´rio a ser definido. Tal estudo na˜o e´ realizado aqui, sendo sugerido como
continuac¸a˜o para esta dissertac¸a˜o.
3.2 Norma H∞
O Teorema 3.6 a seguir faz as devidas simplificac¸o˜es no problema de filtragem H∞.
Teorema 3.6 O conjunto de func¸o˜es de transfereˆncia Hr(s) de ordem r = n tais que ‖H(s)−Hr(s)‖2∞ < γ
e´ dado por
Hr(s) =
[
(X −Z)−1M (X −Z)−1L
F Dr
]
(3.27)
em que W =W ′, X = X ′, Z = Z′, M, L, F e Dr satisfazem as LMIs X > Z > 0 e
A′Z +ZA (•) (•) (•)
B′Z −γI (•) (•)
A′Z +XA−M XB−L A′X +XA (•)
C−F Dz−Dr C −I
< 0 (3.28)
Prova: Escolhe-se inicialmente Cz =C, Dz = D, Cy = 0, Dy = I e D f = Dr em (2.30), para simplificac¸a˜o
do problema de filtragem no de aproximac¸a˜o. A substituic¸a˜o dessas matrizes em (2.46b) e a permutac¸a˜o
das linhas e colunas 2 e 3 resulta em (3.28). Ao mesmo tempo, (2.46c) equivale a X > Z > 0 por comple-
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mento de Schur. Os paraˆmetros de Hr(s) sa˜o obtidos diretamente por (2.47). ¥
A LMI (3.28) pode ser simplificada levando-se em conta que M, L, F e Dr aparecem apenas uma vez
na mesma. Nesse sentido, o Lema 3.7 e´ extensa˜o direta do Teorema 3.6.
Lema 3.7 As LMIs X > Z > 0,
A′X +XA+C′C < 0 (3.29)
[
A′Z +ZA (•)
B′Z −γI
]
< 0 (3.30)
e a func¸a˜o de transfereˆncia
Hr(s) =
[
(X −Z)−1(A′Z +XA) (X −Z)−1XB
C D
]
(3.31)
garantem que ‖H(s)−Hr(s)‖2∞ < γ.
Prova: Aplicando o Lema 2.2 a (3.28) obteˆm-se M = A′Z +XA, L = XB, F =C e Dr = D, (3.30) e[
A′X +XA (•)
C −I
]
< 0
que, por complemento de Schur, pode ser diretamente convertida em (3.29). A substituic¸a˜o de M, L, F e
Dr em (3.27) leva a (3.31). ¥
Perceba que (3.31) e (3.9) possuem a mesma matriz dinaˆmica. Logo a restric¸a˜o de ordem no caso
H∞ tambe´m dependera´ de uma restric¸a˜o de posto em X − Z. O procedimento e´ ana´lago ao caso H2.
Primeiramente aplica-se o Lema 3.3, mapeando-se o plano complexo s no plano ζ = s−1. A seguir,
elimina-se os modos na˜o-observa´veis na equac¸a˜o em espac¸o de estados mapeada em ζ. Por fim, obte´m-se
a func¸a˜o de transfereˆncia do modelo reduzido novamente no plano s. A partir de (3.31), tem-se que
Gr(ζ), Hr(ζ−1) =
[
M−1(X −Z) M−1XB
−CM−1(X −Z) D−CM−1XB
]
(3.32)
onde M = A′Z +XA. Fazendo ε → 0 em (3.10) e substiutindo em (3.32), obte´m-se
Gr(ζ) =
[
M−1V ΣV ′ M−1XB
−CM−1V ΣV ′ D−CM−1XB
]
(3.33)
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Novamente chegou-se a um sistema na˜o-observa´vel no plano ζ = s−1. Os modos na˜o-observa´veis
podem ser reduzidos de acordo com o Lema 3.8.
Lema 3.8 O sistema na˜o observa´vel Gr(ζ) de (3.33) pode ser reduzido em
Gr(ζ) =
[
V ′M−1V Σ V ′M−1XB
−CM−1V Σ D−CM−1XB
]
(3.34)
Prova: O modelo Gr(ζ) na˜o-observa´vel no caso H∞ tem matrizes em espac¸o de estados muito semelhan-
tes a`s de (3.14) no caso H2. A prova deste lema e´ ideˆntica a` do Lema 3.4 e sera´ omitida. ¥
Basta agora reaplicar o Lema 3.3 a (3.34) de forma a mapear os po´los do plano ζ de volta para o plano
s. Obte´m-se, enta˜o
Hr(s) =
 Σ−1 (V ′M−1V)−1 Σ−1 (V ′M−1V)−1V ′M−1XB
CM−1V
(
V ′M−1V
)−1 D−CM−1(I−V (V ′M−1V)−1V ′M−1)XB
 (3.35)
Como no caso H2, a restric¸a˜o (3.10) na˜o e´ convexa quando V e´ livre. Seja enta˜o o problema de
otimizac¸a˜o obtido a partir do Lema 3.7
min γ (3.36a)
s.a A′X +XA+C′C < 0 (3.36b)[
A′Z +ZA (•)
B′Z −γI
]
< 0 (3.36c)
X −Z =V ΣV ′ (3.36d)
Z > 0 (3.36e)
onde V e´ escolhida a priori. Aplicando o complemento de Schur em (3.36c), tem-se que
A′Z +ZA+ γ−1ZBB′Z < 0
Z−1A′+AZ−1 + γ−1BB′ < 0
γZ−1A′+AγZ−1 +BB′ < 0
Por uma extensa˜o direta do Lema 2.4, chega-se a` conclusa˜o de que γZ−1 > Q, onde Q e´ o gramiano de
controlabilidade de (2.1). Assim
γ > λ(QZ)
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e portanto a minimizac¸a˜o de γ causara´, indiretamente, a minimizac¸a˜o do autovalor ma´ximo de QZ. Con-
sequ¨entemente, a definic¸a˜o de S como em (3.22) continua conveniente. De fato, (3.23) continua va´lida e
assim
λ
(
Q 12 ZQ 12
)
≥ λ
(
Q 12 S
[
I−Σ 0
0 I
]
S′Q 12
)
Como λ
(
Q 12 ZQ 12
)
= λ(QZ), a minimizac¸a˜o do autovalor ma´ximo de QZ e´ melhor realizada se o auto-
valor ma´ximo de Q 12 JJ′Q 12 for mı´nimo, ou equivalentemente se o autovalor ma´ximo de J′QJ for mı´nimo.
Novamente isso ocorre quando V e´ o conjunto de colunas de S associadas aos maiores elementos de Λ em
(3.22) para Q igual ao gramiano de controlabilidade do sistema a ser reduzido.
Capı´tulo 4
Comparac¸o˜es e exemplos
Neste capı´tulo as formulac¸o˜es obtidas para reduc¸a˜o de modelos lineares em norma H2 e H∞ atrave´s
de desigualdades matriciais lineares sa˜o aplicadas. Para fins de comparac¸a˜o, um me´todo cla´ssico de
reduc¸a˜o de modelos e´ estudado, o truncamento balanceado. Tal me´todo proveˆ modelos reduzidos de
grande qualidade e portanto serve como bom paraˆmetro de comparac¸a˜o.
A reduc¸a˜o de modelos e´ aplicada de duas formas. Primeiramente, sistemas gerados estatisticamente,
com diversas ordens, sa˜o submetidos a todas as reduc¸o˜es de ordem possı´veis, gerando uma ampla gama
de resultados que sa˜o analisados atrave´s de gra´ficos estatı´sticos. A seguir, exemplos pra´ticos de estruturas
flexı´veis sa˜o estudados. Tais estruturas possuem modelos de ordem arbitrariamente alta, onde a reduc¸a˜o
torna-se imprescindı´vel.
4.1 Truncamento Balanceado
Seja H(s) a func¸a˜o de transfereˆncia do sistema (2.1). Sua norma H2, desconsiderando sua matriz de
transmissa˜o direta D1, pode ser calculada da seguinte forma:
‖H(s)‖22 = Tr(B′PoB) = Tr(CPcC′)
onde Po e Pc sa˜o os gramianos de observabilidade e controlabilidade, respectivamente, e podem ser calcu-
lados atrave´s das equac¸o˜es:
A′Po +PoA+C′C = 0
APc +PcA′+BB′ = 0
1Quando o crite´rio de comparac¸a˜o entre o sistema original e o reduzido e´ a norma H2, e´ fundamental que ambos tenham a
mesma matriz de transmissa˜o direta. Dessa forma, D sempre pode ser considerada nula para obtenc¸a˜o do modelo reduzido, cuja
matriz de transmissa˜o direta devera´ ser imposta igual a D.
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´E bem sabido que um sistema descrito por uma func¸a˜o de transfereˆncia racional H(s) possui inu´meras
realizac¸o˜es em espac¸o de estados. Dessa forma, a mudanc¸a de realizac¸a˜o de um sistema altera seus
gramianos, como mostra o Lema 4.1.
Lema 4.1 (Mudanc¸a de realizac¸a˜o de um sistema) Seja o sistema descrito pelas equac¸o˜es em es-
pac¸o de estados (2.1) e T uma matriz quadrada na˜o singular com dimensa˜o igual a` ordem do referido
sistema. A realizac¸a˜o [
A˜ B˜
C˜ D˜
]
=
[
T−1AT T−1B
CT D
]
(4.1)
possui a mesma func¸a˜o de transfereˆncia que o sistema na realizac¸a˜o original. Os gramianos dessa nova
realizac¸a˜o passam a ser
P˜o = T ′PoT (4.2)
P˜c = T−1Pc(T−1)′ (4.3)
onde Po e Pc sa˜o os gramianos na realizac¸a˜o original.
Prova: A func¸a˜o de transfereˆncia H˜(s) do sistema na nova realizac¸a˜o e´ dada por:
H˜(s) = C˜(sI− A˜)−1B˜+ D˜
=CT
(
sI−T−1AT)−1 T−1B+D
=C
(
T−1
)−1 (
sI−T−1AT)−1 T−1B+D
=C
(
T
(
sI−T−1AT)T−1)−1 B+D
=C (sI−A)−1 B+D = H(s)
Calculando os gramianos, obte´m-se:
A˜′P˜o + P˜oA˜+C˜′C˜ = 0
⇒ T ′A′(T−1)′T ′PoT +T ′PoT T−1AT +T ′C′CT = 0
⇒ A′Po +PoA+C′C = 0
Da mesma forma,
A˜P˜c + P˜cA˜′+ B˜B˜′ = 0
⇒ T−1AT T−1Pc(T−1)′+T−1Pc(T−1)′T ′A′(T−1)′+T−1BB′(T−1)′ = 0
⇒ APc +PcA′+BB′ = 0
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concluindo a prova do lema proposto. ¥
O procedimento de truncamento consiste em encontrar uma realizac¸a˜o para o sistema dado que ex-
plicite alguma propriedade de interesse e, a partir disso, eliminar parte da dinaˆmica existente, resultando
em um modelo de ordem menor.
Um estudo interessante nesse sentido pode ser feito atrave´s da norma H2. Considerando que ela seja
formada pela soma de diversas componentes com diferentes custos, um me´todo bastante interessante de
truncamento consistiria em desacoplar tais custos de forma a preservar no modelo reduzido apenas as
parcelas de maior influeˆncia na norma H2. Uma realizac¸a˜o e´ considerada com componentes de custos
desacopladas se a norma H2 do sistema puder ser calculada como uma simples soma de escalares. Como
e´ mostrado em [20], isso ocorrera´ se P˜c, P˜cC˜′C˜, P˜o ou P˜oB˜B˜′ for diagonal.
Se (2.1) for uma realizac¸a˜o mı´nima de H(s) ou, equivalentemente, se Po e Pc forem na˜o singulares, e´
possı´vel obter uma realizac¸a˜o tal que ambos gramianos P˜o e P˜c sejam iguais e diagonais. Tal realizac¸a˜o
e´ chamada balanceada e pode ser obtida calculando-se as matrizes F na˜o singular, U ortogonal e Σ > 0
diagonal tais que
Pc = F ′F ; FPoF ′ =UΣU ′
e definindo-se a transformac¸a˜o de similaridade
T = F ′UΣ−
1
4
Dessa forma, a realizac¸a˜o definida em (4.1) e´ balanceada, o que pode ser facilmente verificado atrave´s de
(4.2) e (4.3):
P˜o = Σ−
1
4 U ′FPoF ′UΣ−
1
4 = Σ
1
2
P˜c = Σ
1
4 U ′(F−1)′PcF−1UΣ
1
4 = Σ
1
2
A partir da realizac¸a˜o balanceada, uma boa estrate´gia de truncamento consiste em desconsiderar os
elementos de Σ de menor influeˆncia nos gramianos. Particionando Σ em dois blocos de tamanho nr e
n−nr, preservando os nr maiores autovalores de FPoF ′ 2, obte´m-se:
FPoF ′ =
[
U1 U2
][ Σ1 0
0 Σ2
][
U ′1
U ′2
]
2Tais autovalores sa˜o conhecidos como valores de singulares de Hankel.
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O mesmo deve ser feito a A˜, B˜ e C˜:
A˜ =
[
A˜11 A˜12
A˜21 A˜22
]
; B˜ =
[
B˜1
B˜2
]
; C˜ =
[
C˜1 C˜2
]
Dessa forma, o sistema reduzido
x˙tb = A˜11xtb + B˜1u (4.4a)
ztb = C˜1xtb + D˜u (4.4b)
preservara´ os nr maiores valores singulares de Hankel de (2.1).
Lembrando que
T =
[
F ′U1Σ
− 14
1 F
′U2Σ
− 14
2
]
; T−1 =
 Σ 141 U ′1(F−1)′
Σ
1
4
2 U ′2(F−1)′

obte´m-se os paraˆmetros de (4.4):
x˙tb = Σ
1
4
1 U
′
1(F
−1)′AF ′U1Σ
− 14
1 xtb +Σ
1
4
1 U
′
1(F
−1)′Bu (4.5a)
ztb =CF ′U1Σ
− 14
1 xtb +Du (4.5b)
4.2 Simulac¸o˜es
O procedimento de simulac¸a˜o consistiu na gerac¸a˜o de modelos aleato´rios de diversas ordens e sua
reduc¸a˜o para todas possı´veis ordens atrave´s dos me´todos desenvolvidos neste trabalho e do truncamento
balanceado e a comparac¸a˜o dos resultados atrave´s de gra´ficos.
A gerac¸a˜o de modelos foi feita da seguinte forma. Decidiu-se por sistemas com apenas uma entrada
e uma saı´da de ordem variando de 2 a 20. Os elementos das matrizes B e C em (2.1) foram escolhidos
segundo uma distribuic¸a˜o gaussiana de me´dia nula e variaˆncia unita´ria. Todos os elementos eram indepen-
dentes entre si. A matriz D foi escolhida nula, sem perda de generalidade. Uma matriz D qualquer poderia
ter sido escolhida, mas isso na˜o acarretaria mudanc¸a alguma no erro de aproximac¸a˜o, como mostram as
equac¸o˜es (3.19) para o caso H2 e (3.35) para o caso H∞.
A matriz dinaˆmica de (2.1) foi obtida de forma mais detalhada. Devido a` simetria da distribuic¸a˜o
gaussiana em relac¸a˜o a` origem, mostrou-se mais conveniente gerar uma matriz Az da mesma forma como
B e C foram obtidas, normalizando-a de forma a manter todos seus autovalores dentro de um cı´rculo de
raio 5/6 centrado na origem. A seguir, os autovalores de Az, presentes num plano complexo z, foram
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mapeados para o semi-plano complexo esquerdo de s segundo a transformac¸a˜o bilinear
z =
1+ s
1− s (4.6)
Assim, seja a func¸a˜o de transfereˆncia no plano z com n entradas e n saı´das
Fz(z) = (zI−Az)−1
a qual possui seus po´los com mo´dulo menor que 1. Substituindo z como em (4.6), tem-se que
Fs(s), Fz
(
1+ s
1− s
)
=
((
1+ s
1− s
)
I−Az
)−1
onde Fs(s) e´ uma func¸a˜o de transfereˆncia com todos os po´los no semi-plano complexo esquerdo de s.
Desenvolvendo, tem-se que
Fs(s) = (1− s)((1+ s)I− (1− s)Az)−1
= (1− s)(s(Az + I)− (Az− I))−1
= (1− s)(sI− (Az + I)−1(Az− I))−1 (Az + I)−1 (4.7)
Perceba que os po´los de (4.7) sa˜o definidos pelos autovalores de (Az + I)−1(Az − I). Sendo Fs(s) uma
func¸a˜o de transfereˆncia com seus po´los no lado esquerdo do plano complexo, enta˜o
A, (Az + I)−1(Az− I) (4.8)
tera´ todos seus autovalores no semi-plano complexo esquerdo desde que Az tenha os seus dentro do cı´rculo
unita´rio. Foi essa a transformac¸a˜o utilizada para obtenc¸a˜o da matriz dinaˆmica de (2.1).
Agora os casos H2 e H∞ sa˜o simulados separadamente.
4.2.1 Norma H2
Gerados os sistemas aleato´rios em tempo contı´nuo, aplicou-se o programa de otimizac¸a˜o (3.21) sendo
Q escolhida como BB′, CC ′ e Pc +APcA′, onde Pc e´ o gramiano de controlabilidade e C e´ a matriz de
controlabilidade de (2.1). Repare que as duas primeiras escolhas fazem parte da classe de matrizes definida
em (3.25) e a terceira da classe (3.26), no caso em que λ = 1. A matriz V e´ escolhida como as colunas
de S associadas aos maiores elementos de Λ em (3.22). Paralelamente a` reduc¸a˜o atrave´s da formulac¸a˜o
proposta, o truncamento balanceado foi aplicado ao mesmo sistema, permitindo comparar as normas dos
erros de aproximac¸a˜o.
Como os sistemas gerados estatisticamente possuem normas H2 muito distintas, a comparac¸a˜o dos
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Figura 4.1: Reduc¸a˜o de modelos em norma H2 com Q = BB′
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Figura 4.2: Reduc¸a˜o de modelos em norma H2 com Q = CC ′
resultados e´ melhor realizada atrave´s dos ı´ndices de desempenho
er =
‖Hr(s)−H(s)‖22
‖H(s)‖22
et =
‖Ht(s)−H(s)‖22
‖H(s)‖22
(4.9)
onde Hr(s) e´ calculada como em (3.19), Ht(s) a partir de (4.5) e H(s) e´ a func¸a˜o de transfereˆncia do
sistema original (2.1).
Os resultados das simulac¸o˜es para as treˆs escolhas da matriz Q encontram-se nas Figuras 4.1, 4.2 e
4.3.
Algumas concluso˜es podem ser tiradas a partir dos treˆs casos simulados. Quando Q = BB′, o que nas
simulac¸o˜es realizadas corresponde a uma matriz de posto unita´rio, Λ em (3.22) e´ uma matriz diagonal
com apenas um elemento na˜o-nulo e portanto a escolha de V como as colunas de S associadas aos maiores
elementos de Λ torna-se mal condicionada dada a grande quantidade de zeros na˜o ordena´veis, tornando
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Figura 4.3: Reduc¸a˜o de modelos em norma H2 com Q igual a Pc +APcA′.
o limitante superior da norma H2 muito folgado e prejudicando o desempenho do me´todo. Isso ficou
bastante evidente nos gra´ficos da Figura 4.1, em que, salvas rarı´ssimas excec¸o˜es, o desempenho ficou
comprometido quando comparado ao truncamento balanceado.
Da mesma forma, a escolha de Q = CC ′ mostrou-se ruim na obtenc¸a˜o de um limitante superior do
erro da norma H2 na reduc¸a˜o do modelo original. A Figura 4.2 mostra que os resultados obtidos atrave´s
do truncamento balanceado foram muito melhores que aqueles obtidos atrave´s de otimizac¸a˜o restrita por
LMIs. Isso mostra que a escolha de Q tem peso fundamental na qualidade do modelo reduzido obtido.
Apesar da classe (3.25) satisfazer a restric¸a˜o Q ≥ BB′, os dois casos estudados atrave´s dela na˜o mostram
resultados satisfato´rios.
Por fim, tem-se o caso em que Q = Pc +APcA′. Para essa escolha da matriz Q os resultados foram
muito bons, uma vez que a norma do erro de reduc¸a˜o utilizando otimizac¸a˜o restrita por LMIs foi, na
maioria dos casos, menor que aquela obtida atrave´s do truncamento balanceado, como mostra a Figura
4.3.
4.2.2 Norma H∞
Para o caso H∞ o mesmo procedimento para gerac¸a˜o de modelos aleato´rios foi utilizado. A reduc¸a˜o
de modelos atrave´s de LMIs (3.36) e o truncamento balanceado foram aplicados a cada modelo gerado de
ordem n, com todas as reduc¸o˜es para ordens no intervalo 1 ≤ r < n.
Ao contra´rio do caso H2, aqui a matriz Dr do modelo reduzido (3.1) na˜o precisa ser igual a` matriz
D do modelo original (2.1). Como o truncamento balanceado independe de D, enta˜o o resultado desse
procedimento pode ser otimizado de forma a diminuir a norma H∞ do erro de aproximac¸a˜o. Define-se,
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Figura 4.4: Reduc¸a˜o de modelos em norma H∞ sem otimizac¸a˜o em Dt (caso I)
enta˜o, o sistema concatenado da Figura 3.1 dado por
[
A˜ B˜
C˜ D˜
]
=

A 0 B
0 At Bt
C −Ct D−Dt
 (4.10)
sendo o sistema concatenado de ordem n+ r. Recorre-se enta˜o ao procedimento para ca´lculo da norma
H∞, minimizando-se γ sujeito a (2.43), sendo varia´veis adicionais do problema P = P′ ∈ Rn+r×n+r e Dt .
Numa primeira situac¸a˜o (caso I), a matriz Dt na˜o e´ otimizada e os ı´ndices de desempenho sa˜o ana´logos
ao caso H2:
er =
‖Hr(s)−H(s)‖2∞
‖H(s)‖2
∞
et =
‖Ht(s)−H(s)‖2∞
‖H(s)‖2
∞
(4.11)
onde Hr(s) e´ o modelo reduzido atrave´s de LMIs, Ht(s) e´ o modelo reduzido atrave´s do truncamento
balanceado e H(s) e´ o modelo original. A Figura 4.4 mostra a comparac¸a˜o desses dois ı´ndices quando
na˜o ha´ otimizac¸a˜o sobre Dt para todas as reduc¸o˜es de ordem efetuadas.
Quando ha´ otimizac¸a˜o em Dt (caso II), os ı´ndices de desempenho sa˜o melhor definidos como
er =
‖Hr(s)−H(s)‖2∞
minD{‖H(s)−D‖2∞}
et =
minDt{‖Ht(s)−H(s)−Dt‖2∞}
minD{‖H(s)−D‖2∞}
(4.12)
Como no caso I, a Figura 4.5 mostra tais ı´ndices de desempenho para as reduc¸o˜es de ordem efetuadas.
Os resultados obtidos podem ser analisados como segue. Durante o desenvolvimento teo´rico do pro-
cedimento de reduc¸a˜o de modelos em norma H∞ por otimizac¸a˜o restrita atrave´s de LMIs, chegou-se a
uma expressa˜o que vincula a func¸a˜o objetivo γ do problema (3.36) a` escolha de Q = Pc atrave´s da relac¸a˜o
γ≥ λ(QZ). Ao escolher V igual a`s colunas de S associadas aos menores elementos de Λ em (3.22), λ(QZ)
e´ minimizado, levando a` reduc¸a˜o do valor da func¸a˜o objetivo no problema de otimizac¸a˜o (3.36). Isso faz
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Figura 4.5: Reduc¸a˜o de modelos em norma H∞ com otimizac¸a˜o em Dt (caso II)
com que o valor de γ obtido seja muito pro´ximo ao valor o´timo, explicando o fato da otimizac¸a˜o restrita
por LMIs ter tido desempenho significativamente melhor que o truncamento balanceado, mesmo quando
a matriz Dt do modelo reduzido atrave´s do segundo me´todo e´ otimizada.
A diferenc¸a entre os resultados das Figuras 4.4 e 4.5 e´ sensı´vel, uma vez que apenas o procedimento
de truncamento balanceado foi “melhorado”. Entretanto, a otimizac¸a˜o em Dt possui alto custo computa-
cional, uma vez que trabalha-se com o sistema concatenado de ordem n+r, enquanto a otimizac¸a˜o restrita
por LMIs utiliza as matrizes de ordem n nos ca´lculos. Dessa forma, os resultados apresentados levam a`
conclusa˜o de que e´ mais eficaz utilizar a otimizac¸a˜o atrave´s de LMIs a realizar o truncamento balanceado
e posteriormente otimizar Dt .
4.3 Exemplos Pra´ticos
Os procedimentos de reduc¸a˜o de modelos formulados neste trabalho sa˜o aplicados a modelos de es-
truturas flexı´veis, oriundos de equac¸o˜es diferenciais parciais lineares que descrevem o comportamento
dinaˆmico do sistema no tempo e no espac¸o. Para a resoluc¸a˜o de tais equac¸o˜es desacopla-se as soluc¸o˜es
temporal e espacial, o que, para uma posic¸a˜o de observac¸a˜o fixa, resulta numa se´rie infinita de equac¸o˜es
diferenciais ordina´rias ou, equivalentemente, a uma equac¸a˜o diferencial de ordem infinita.
A ana´lise de tais estruturas torna-se bastante dificultada, quando na˜o inviabilizada, sob tais condic¸o˜es.
A identificac¸a˜o de paraˆmetros, a gerac¸a˜o de leis de controle, enfim, a modelagem de sistemas regidos por
equac¸o˜es desse tipo exigem que essa se´rie infinita de equac¸o˜es diferenciais seja truncada, sendo ta˜o melhor
a aproximac¸a˜o quanto mais termos da se´rie forem mantidos. Em contrapartida, o custo computacional
envolvido na ana´lise e controle de tais estruturas pode ser restritivo quando o nu´mero de termos na se´rie
e´ muito alto, e mais ainda quando esta˜o envolvidos sistemas de controle embarcados, com limitac¸o˜es
maiores de processamento e memo´ria.
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Nesse contexto, percebe-se que a complexidade dos modelos utilizados para as estruturas flexı´veis
deve ser compatı´vel com suas aplicac¸o˜es. Um controlador embarcado na˜o pode ter ordem muito elevada
e, portanto, um modelo mais simples que captura os aspectos mais relevantes para o desempenho do
sistema deve ser utilizado. Por outro lado, a validac¸a˜o de uma lei de controle exige um modelo bastante
fiel a` realidade, requerendo um modelo de ordem mais elevada.
A obtenc¸a˜o de modelos reduzidos para uma dada estrutura pode seguir va´rios caminhos distintos.
Nesta dissertac¸a˜o tais modelos sa˜o obtidos atrave´s dos me´todos de reduc¸a˜o de modelos em norma H2 e
H∞ aqui desenvolvidos e atrave´s do truncamento balanceado.
Essa questa˜o e´ abordada sobre dois tipos de estruturas, uma viga que sofre flexa˜o quando exposta a
forc¸as transversais concentradas e uma barra que se deforma axialmente quando forc¸as concentradas sa˜o
aplicadas em sua dimensa˜o longitudinal.
4.3.1 Modelagem de estruturas flexı´veis
A modelagem de estruturas dinaˆmicas flexı´veis pode ser feita atrave´s de equac¸o˜es diferenciais parciais
que, segundo [6], possuem a forma gene´rica
L[z(p, t)]+M(p)
∂2z(p, t)
∂t2 = F(p, t) (4.13)
onde z(p, t) representa o comportamento dinaˆmico de interesse numa posic¸a˜o p de um domı´nio D , L[·] e´
um operador linear, sime´trico, semidefinido positivo, contendo apenas derivadas em p; M(p) representa a
distribuic¸a˜o de massa do sistema e F(p, t) e´ uma forc¸a distribuı´da. Sem perda de generalidade no estudo
do comportamento dinaˆmico de tais estruturas, supo˜e-se que as mesmas esta˜o inicialmente em repouso,
com z(p,0) = z˙(p,0) = 0. Ale´m disso, existem condic¸o˜es de contorno independentes do tempo, func¸o˜es
da geometria, vı´nculos esta´ticos e tipo de estrutura em ana´lise.
Equac¸o˜es diferenciais parciais escritas como em (4.13) podem ser resolvidas atrave´s da separac¸a˜o das
varia´veis de tempo e de posic¸a˜o em z(p, t)
z(p, t) =
∞
∑
k=1
φk(p)xk(t) (4.14)
em que φk(p) com k ∈ [0,∞[ formam um espac¸o vetorial de func¸o˜es M-ortogonais segundo o produto
escalar definido como
〈φ(p),ϕ(p)〉,
∫
D
φ(p)ϕ(p)d p (4.15)
ou seja, 〈φi(p),M(p)φ j(p)〉= ∫
D
φi(p)M(p)φ j(p)d p =
{
1, se i = j;
0, se i 6= j
(4.16)
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Supondo inicialmente F(p, t) = 0 para obtenc¸a˜o dos modos de vibrac¸a˜o, substituindo (4.14) em (4.13)
e considerando a linearidade do operador L[·], obte´m-se
∞
∑
k=1
(L[φk(p)]xk(t)+M(p)φk(p)x¨k(t)) = 0 (4.17)
Para que o somato´rio presente em (4.17) seja nulo para todo p ∈ D e t ≥ 0 e´ necessa´rio que cada
parcela do mesmo seja nula, levando a
x¨k(t)
xk(t)
=− L[φk(p)]
M(p)φk(p) (4.18)
Como os lados esquerdo e direito de (4.18) sa˜o dependentes de varia´veis diferentes, enta˜o ambos devem
ser iguais a uma constante independente tanto do tempo quanto da posic¸a˜o na estrutura, definida como
−ω2k . Dessa forma, chega-se a duas equac¸o˜es diferenciais na˜o parciais
x¨k(t)+ω
2
kxk(t) = 0 (4.19)
L[φk(p)] = ω2kM(p)φk(p) (4.20)
A soluc¸a˜o de (4.20), respeitando as condic¸o˜es de contorno do sistema, resulta em ωk e, mais ainda, nas
func¸o˜es φk(p).
O pro´ximo passo consiste em introduzir a forc¸a distribuı´da F(p, t). Da mesma forma como (4.18) foi
obtida, torna-se interessante projetar F(p, t) sobre cada modo espacial φk(p)
Fk(t), 〈F(p, t),φk(p)〉=
∫
D
φk(p)F(p, t)d p (4.21)
Analogamente a` obtenc¸a˜o de (4.18), mas levando em considerac¸a˜o o termo forc¸ado, a projec¸a˜o dos
dois lados de (4.13) sobre φk(p) resulta, para todo k, em
x¨k(t)+ω
2
kxk(t) = Fk(t) (4.22)
cuja soluc¸a˜o e´ bastante simples, devendo respeitar as condic¸o˜es iniciais da barra.
Para os fins deste trabalho, deseja-se modelar o efeito de m perturbac¸o˜es concentradas em pontos pui
da estrutura sobre q pontos de observac¸a˜o pz j , sendo ui a i-e´sima perturbac¸a˜o e z j o j-e´simo ponto de
observac¸a˜o. Ou seja, um sistema linear sera´ obtido tendo como vetores de entrada e saı´da
u(t) =
[
u1(t) · · · um(t)
]′
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y(t) =
[
z(pz1 , t) · · · z(pzq , t)
]′
de forma que
F(p, t) =
m
∑
i=1
δ(p− pui)ui(t)
sendo ui(t) os sinais no tempo representando as perturbac¸o˜es espacialmente concentradas. Nessas condic¸o˜es,
as vibrac¸o˜es na estrutura em estudo podem ser descritas como
x¨k(t)+ω
2
kxk(t) =
m
∑
i=1
φk(pui)ui(t), xk(0) = 0, x˙k(0) = 0 ∀ k ≥ 1 (4.23a)
z(pz j , t) =
∞
∑
k=1
φk(pz j)xk(t), ∀ j = 1...q (4.23b)
Repare que (4.23) representa um sistema linear de ordem infinita, cuja saı´da pode ser aproximada
truncando-se a se´rie infinita em n termos, resultando num sistema linear de ordem 2n cuja representac¸a˜o
em espac¸o de estados e´ dada por
˙ζ =
[
0 I
−Ω2 0
]
ζ+
[
0
Φu
]
u(t) (4.24a)
y(t) =
[
Φ′y 0
]
ζ (4.24b)
onde
Ω = diag(ω1, . . . ,ωn) Φu =

φ1(pu1) · · · φ1(pum)
.
.
.
.
.
.
φn(pu1) · · · φn(pum)
 Φy =

φ1(pz1) · · · φ1(pzq)
.
.
.
.
.
.
φn(pz1) · · · φn(pzq)

Para tornar o modelo da estrutura mais realista e tambe´m assintoticamente esta´vel, e´ importante que
algum tipo de amortecimento seja introduzido. Uma maneira de se introduzir tal amortecimento e´ atrave´s
da realimentac¸a˜o da velocidade na posic¸a˜o de cada atuador atrave´s de uma matriz de ganho R. Assim as
equac¸o˜es em espac¸o de estados (4.24) ficam na forma
˙ζ =
[
0 I
−Ω2 −ΦuRΦ′u
]
ζ+
[
0
Φu
]
u(t) (4.25a)
y(t) =
[
Φ′y 0
]
ζ (4.25b)
Assim, (4.25) e´ suficiente para a modelagem das estruturas a serem estudadas nas pro´ximas sec¸o˜es:
vigas e barras.
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Figura 4.6: Viga simplesmente apoiada.
4.3.2 Viga com sec¸a˜o transversal constante
A primeira estrutura a ser estudada e´ uma viga simplesmente apoiada, com massa uniforme, sec¸a˜o
transversal constante, comprimento l, duas perturbac¸o˜es e dois pontos de observac¸a˜o, como mostra a
Figura 4.6.
Sob a hipo´tese de flexa˜o pura, ou seja, de que os esforc¸os normal e cortante sejam desprezı´veis perante
o esforc¸o fletor, o comportamento dinaˆmico da viga e´ regido pela equac¸a˜o diferencial parcial
EI
∂4z(p, t)
∂p4 +M
∂2z(p, t)
∂t2 =
m
∑
i=1
δ(p− pui)ui(t) (4.26)
onde z(p, t) representa a vibrac¸a˜o transversal ao longo da viga (m), ui(t) sa˜o as m forc¸as concentradas nas
posic¸o˜es pui da barra (N), E e´ o mo´dulo de elasticidade ou de Young (N/m2), I e´ o momento de ine´rcia da
a´rea da sec¸a˜o transversal da viga (m4) e M e´ densidade de massa por unidade de comprimento (kg/m). Os
apoios fazem com que o deslocamento transversal nos extremos da barra seja nulo, bem como o momento
fletor. Dessa forma, obteˆm-se as condic¸o˜es de contorno do problema
z(0, t) = z(l, t) = 0; ∂
2z(0, t)
∂p2 =
∂2z(l, t)
∂p2 = 0 (4.27)
Aplicando o procedimento de separac¸a˜o de varia´veis a (4.27) como em (4.20), obte´m-se a equac¸a˜o
diferencial ordina´ria
EI
d4φk(p)
d p4 −ω
2
kMφk(p) = 0 (4.28)
que, sob as condic¸o˜es de contorno (4.27), impo˜e que as frequ¨eˆncias ωk e a soluc¸a˜o espacial sejam dadas
por
ωk = (pik)2
√
EI
Ml4 (4.29)
φk(p) =
√
2
Ml sen(
pik
l p) (4.30)
Obtidas as frequ¨eˆncias naturais de vibrac¸a˜o e a soluc¸a˜o espacial de (4.26), e´ possı´vel fazer ana´lises
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Tabela 4.1: Normas do modelo original e dos erros de aproximac¸a˜o nos modelos reduzidos da viga.
Norma H2 Norma H∞
Truncamento Truncamento
Ordem via LMI balanceado via LMI balanceado
2 1,654 1,354 5,455 6,199
4 0,5611 0,4561 1,390 1,393
6 0,5246 0,2756 0,6382 0,7212
8 0,5231 0,2672 0,5061 0,6013
original 6,098 34,46
nume´ricas utilizando um nu´mero finito de modos e utilizando a descric¸a˜o em espac¸o de estados (4.25).
Seja enta˜o uma viga com l = 10 m, M = 1 kg/m, EI = 1 Nm2, pu1 = 3,5 m, pu2 = 5,5 m, pz1 = 3,5 m e
pz2 = 6,5 m. A matriz de realimentac¸a˜o de velocidade R e´ escolhida como
R =
[
0,4995 −0,0444
−0,0444 0,5087
]
Utilizou-se um modelo de ordem 30, com 15 modos, para gerac¸a˜o dos modelos reduzidos e para
comparac¸a˜o do erro da norma H2, considerando-o fiel o suficiente a`s equac¸o˜es diferenciais originais, de
ordem infinita. Entretanto, como ja´ discutido anteriormente, em aplicac¸o˜es embarcadas necessita-se de
controladores de ordem bastante reduzida, devido principalmente a restric¸o˜es computacionais (atrave´s de
modelos discretizados). No caso de realimentac¸a˜o de saı´da utilizando um filtro de Kalman [18], necessita-
se de um modelo para a estrutura com a mesma ordem desejada para o controlador. Para comparar os
procedimentos de reduc¸a˜o de modelos utilizados e verificar a concordaˆncia entre os modelos reduzido e
de ordem 30, e´ realizada a reduc¸a˜o de (4.30) para ordens 2, 4, 6 e 8.
Para o crite´rio de erro de reduc¸a˜o ponderado atrave´s da normaH2, as reduc¸o˜es de ordem sa˜o realizadas
atrave´s do problema de otimizac¸a˜o restrito por LMIs (3.21) com Q=Pc+APcA′, uma vez que essa escolha
foi a que apresentou os melhores resultados durante as simulac¸o˜es; e tambe´m atrave´s do truncamento
balanceado, cujo modelo reduzido e´ descrito por (4.5). Para a norma H∞, o procedimento e´ bastante
semelhante, utilizando-se o programa de otimizac¸a˜o (3.36) e o truncamento balanceado com otimizac¸a˜o
na matriz Dt , de acordo com o crite´rio definido em (4.12).
A Tabela 4.1 mostra as normas H2 e H∞ dos erros de reduc¸a˜o do modelo da viga de ordem 30 para os
me´todos desenvolvidos aqui e para o truncamento balanceado.
Para a norma H2, percebe-se que os resultados do truncamento balanceado foram superiores aos da
formulac¸a˜o proposta aqui, mas ainda de acordo com os resultados estatı´sticos da Figura 4.2. Para a
norma H∞ os resultados obtidos por otimizac¸a˜o restrita por LMI sa˜o melhores que os obtidos atrave´s do
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Figura 4.7: Modelos original (linha contı´nua forte) e reduzidos de ordem 6 em norma H2 via LMI
(contı´nua fraca) e truncamento balanceado (tracejada fraca) para uma viga de sec¸a˜o constante.
truncamento balanceado, o que tambe´m e´ evidenciado pelos resultados obtidos por simulac¸a˜o presentes
na Figura 4.5. Para reduc¸a˜o para ordem 6 esses resultados tambe´m sa˜o apresentados atrave´s da resposta
ao impulso dos modelos original e reduzidos, para a norma H2, e pelo gra´fico dos valores singulares das
func¸o˜es de transfereˆncia dos erros de reduc¸a˜o ao longo da frequ¨eˆncia, para norma H∞. Tais gra´ficos esta˜o
presentes nas Figuras 4.7 e 4.8
Na Figura 4.7 percebe-se que a resposta ao impulso do modelo reduzido obtido atrave´s do truncamento
balanceado se aproxima mais ao longo do tempo daquela do sistema original que a obtida atrave´s de
otimizac¸a˜o restrita por LMI, o que torna a integral do erro quadra´tico (daı´ a norma H2) maior para o
segundo caso. A Figura 4.8 mostra, por sua vez, que a norma H∞ do erro de aproximac¸a˜o e´ maior quando
o modelo reduzido e´ obtido atrave´s do truncamento balanceado (linha tracejada).
4.3.3 Barra com sec¸a˜o transversal varia´vel
Seja a barra engastada com sec¸a˜o transversal varia´vel da Figura 4.9. Sua vibrac¸a˜o axial e´ regida pela
equac¸a˜o diferencial parcial [6]
∂
∂p
(
EA(p)
∂z(p, t)
∂p
)
−M(p)∂
2z(p, t)
∂t2 =
m
∑
i=1
δ(p− pui)ui(t) (4.31)
onde z(p, t) representa a vibrac¸a˜o axial da barra (m), ui(t) sa˜o as forc¸as concentradas nas posic¸o˜es pui da
barra (N), E e´ o mo´dulo de elasticidade ou de Young (N/m2) e A(p) e M(p) sa˜o a a´rea da sec¸a˜o transversal
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Figura 4.8: Valores singulares das func¸o˜es de transfereˆncia dos erros de reduc¸a˜o para ordem 6 em norma
H∞ via LMI (linhas contı´nuas) e truncamento balanceado (linhas pontilhadas) para a viga de sec¸a˜o
transversal constante.
perturbac¸o˜esobservac¸o˜es
pz1 pz2 pu1 pu2 l
p
Figura 4.9: Barra engastada de sec¸a˜o transversal varia´vel.
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(m2) e a densidade linear (kg/m) da barra na posic¸a˜o p. Considerando que a a´rea e a densidade por
unidade de comprimento variam linearmente com o comprimento, enta˜o A(p) = 2A0(1− p/l) e M(p) =
2M0(1− p/l) onde A0 e M0 sa˜o a a´rea da sec¸a˜o transversal e a densidade por unidade de comprimento
me´dias da barra e l o comprimento da mesma. As condic¸o˜es de contorno do problema sa˜o dadas por
z(0, t) = 0; EA(l)∂z(l, t)∂p = 0 (4.32)
Expandindo (4.31) e aplicando o procedimento de separac¸a˜o de varia´veis como em (4.20), chega-se a
(l− p)d
2φk(p)
d p2 −
dφk(p)
d p −
M0
EA0
(l− p)ω2kφk(p) = 0 (4.33)
Mapeando p e φk(p) (4.33) em θk e ψk(θk) definidos como
θk ,
√
M0
EA0
ωk(l− p), ψk(θk) = φk
(
l−
√
EA0
M0
θk
ωk
)
(4.34)
obte´m-se a equac¸a˜o de Bessel de primeiro tipo e ordem zero
θ2k
d2ψk(θk)
dθ2k
+θk
dψk(θk)
dθk
+θ2kψk(θk) = 0 (4.35)
As condic¸o˜es de contorno (4.32) tambe´m devem ser mapeadas em θk e ψk(θk). A primeira delas corres-
ponde a
ψk
(√
M0
EA0
lωk
)
= 0 (4.36)
que permite o ca´lculo de ωk a partir dos zeros da func¸a˜o de Bessel de primeiro tipo e ordem zero. A
segunda condic¸a˜o de contorno de (4.32) e´ sempre satisfeita, uma vez que A(l) e´ sempre igual a zero.
´E necessa´rio garantir que os modos φk(p) sejam M-ortogonais, ou seja∫
D
M(p)φ2k(p)d p = 1, ∀ k ≥ 1 (4.37)
∫
D
M(p)φi(p)φ j(p)d p = 0, ∀ i 6= j (4.38)
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Tabela 4.2: Normas do modelo original e dos erros de aproximac¸a˜o nos modelos reduzidos da barra.
Norma H2 Norma H∞
Truncamento Truncamento
Ordem via LMI balanceado via LMI balanceado
2 57,13 48,09 574,4 622,2
4 22,92 20,51 202,1 204,4
6 21,04 17,64 139,1 195,6
8 12,05 8,527 111,2 113,3
original 332,5 9248
A condic¸a˜o (4.37) e´ satisfeita atrave´s de um fator de normalizac¸a˜o ck tal que
φk(p) = ckJ0
(√
M0
EA0
(l− p)ωk
)
=
J0
(√
M0
EA0 (l− p)ωk
)
√
M0lJ1
(√
M0
EA0 lωk
) (4.39)
Ja´ (4.38) e´ sempre satisfeita pela ortogonalidade das func¸o˜es de Bessel que definem φk(p).
Obtidas as frequ¨eˆncias de oscilac¸a˜o ωk e as soluc¸o˜es espaciais φk(p), pode-se utilizar a equac¸a˜o em
espac¸o de estados (4.25). O procedimento de ana´lise foi o mesmo utilizado no estudo da viga anterior,
com os valores nume´ricos M0 = 1 kg/m3, EA0 = 1000 N, l = 10 m, pu1 = 3,5 m, pu2 = 5,5 m, pz1 = 3,5 m
e pz2 = 6,3 m.
O procedimento de reduc¸a˜o de modelos adotado para a barra de sec¸a˜o transversal varia´vel e´ ana´logo
ao adotado para a viga da Sec¸a˜o 4.3.2. A equac¸a˜o em espac¸o de estados (4.25) e´ escrita com 15 modos,
resultando num sistema de ordem 30. Tal modelo, considerado fiel o suficiente do modelo original da
barra, e´ reduzido para ordens 2, 4, 6 e 8 atrave´s de otimizac¸a˜o restrita por LMIs em norma H2 e H∞ e
atrave´s do truncamento balanceado. Novamente este u´ltimo e´ otimizado para o caso H∞ atrave´s de sua
matriz Dt . A Tabela 4.2 mostra as normas dos erros de reduc¸a˜o para as diversas situac¸o˜es consideradas.
Pela Tabela 4.2 percebe-se que os resultados obtidos para a barra de sec¸a˜o varia´vel foram semelhantes
aos obtidos no caso da viga da Sec¸a˜o 4.3.2. Para o caso H2 vale ressaltar, entretanto, que a norma dos
erros de reduc¸a˜o para o me´todo desenvolvido aqui e´ muito mais pro´xima a` do truncamento balanceado
que para a viga. Isso pode ser visto tambe´m pelas respostas ao impulso dos modelos de ordem 30 e
reduzidos para ordem 6, presentes na Figura 4.10. No caso H∞, a reduc¸a˜o via otimizac¸a˜o restrita por
LMIs continuou sendo mais eficiente, mesmo apo´s a otimizac¸a˜o em Dt no modelo reduzido obtido por
truncamento balanceado, como mostra a Figura 4.11.
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Figura 4.10: Modelos original (linha contı´nua forte) e reduzidos de ordem 6 em norma H2 via LMI
(contı´nua fraca) e truncamento balanceado (tracejada fraca) para uma barra de sec¸a˜o varia´vel.
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Figura 4.11: Valores singulares das func¸o˜es de transfereˆncia dos erros de reduc¸a˜o para ordem 6 em
norma H∞ via LMI (linhas contı´nuas) e truncamento balanceado (linhas pontilhadas) para a barra de
sec¸a˜o varia´vel.
Capı´tulo 5
Concluso˜es
Neste trabalho, o problema de reduc¸a˜o de modelos em tempo contı´nuo foi estudado e uma formulac¸a˜o
baseada em otimizac¸a˜o convexa restrita por desigualdades matriciais lineares proposta.
Tal formulac¸a˜o foi construı´da a partir dos resultados atuais em filtragem tambe´m utilizando LMIs.
Esse problema e´ convexo e as formulac¸o˜es existentes permitem que o´timos globais sejam encontrados
quando na˜o existem incertezas envolvidas nos paraˆmetros do sistema em ana´lise.
O problema de reduc¸a˜o de modelos pode ser entendido como a busca do modelo que mais aproxima
um sistema dado segundo um crite´rio (norma) sob a restric¸a˜o de que o modelo reduzido tenha ordem r≤ n,
sendo n a norma do sistema dado. Tal restric¸a˜o se reflete no problema de filtragem como uma restric¸a˜o de
posto altamente na˜o convexa, resultando na subotimalidade dos modelos reduzidos obtidos. Verificou-se,
entretanto, que o grau de subotimalidade envolvido e´ bastante pequeno devido a` escolha a priori adequada
de uma base de autovetores. Os resultados obtidos foram equivalentes para a norma H2 e superiores para
a norma H∞ a`queles obtidos pelo consagrado me´todo de truncamento balanceado.
Como propostas para a continuac¸a˜o deste trabalho, propo˜e-se a aplicac¸a˜o ou a extensa˜o de resultados
existentes em programac¸a˜o convexa restrita por LMIs no problema de reduc¸a˜o de modelos. Isso inclui a
reduc¸a˜o de modelos com incertezas parame´tricas, o que ja´ existe em filtragem [10] e a obtenc¸a˜o de filtros
e controladores de ordem reduzida. Mais ainda, isso permitiria o projeto integrado de controladores, ja´
considerando aspectos como a incerteza introduzida no modelo global pelo uso de sistemas de ordem
reduzida e suas implicac¸o˜es em desempenho e estabilidade.
Ale´m disso, o estudo de novas classes de matrizes Q para (3.22) seria de grande valia para encontrar
limitantes superiores mais precisos para a norma H2 do erro de reduc¸a˜o para a formulac¸a˜o atrave´s de
LMIs. Para a classe (3.26), sugere-se algum tipo de otimizac¸a˜o em λ. Neste trabalho, apenas λ = 1 foi
considerado.
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