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ABSTRACT Normal mode analysis using elastic network models has grown popular for probing the low-frequency collective
dynamics of proteins and other biomolecular assemblies. In most previous studies, these models were validated by comparing
calculated atomic ﬂuctuations for isolated proteins with experimental temperature factors determined in the crystalline state,
although there were also hints that including crystal contacts in the calculations has an impact on the comparison. In this study,
a set of 83 ultra-high resolution crystal structures with experimentally determined anisotropic displacement parameters is used to
evaluate several Ca-based elastic network models that either ignore or treat the crystal environment in different ways; the latter
include using periodic boundary conditions deﬁned with respect to the asymmetric unit or the primitive unit cell as well as using
the Born-von Ka´rma´n boundary condition that accounts for lattice vibrations. For all elastic network models, treating the crystal
environment leads to better agreement with experimental anisotropic displacement parameters with the Born-von Ka´rma´n
boundary condition giving the best agreement. Atomic correlations over the entire protein are clearly affected by the presence
of the crystal contacts and fairly sensitive to the way that the crystal environment is treated. These observations highlight the
importance of properly treating the protein system in an environment consistent with experiment when either evaluating approx-
imate protein models or using approximate dynamic models in structural reﬁnement application types. Finally, investigation of the
scaling behaviors of the cumulative density of states and the heat capacity indicates that there are still gaps between simpliﬁed
elastic models and all-atom models for proteins.
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The chemical nature of biological function is informed by
structural insights (1–3). With the advancements of experi-
mental techniques such as x-ray crystallography and nuclear
magnetic resonance (NMR), further analyses have been
inspiring investigations into how the dynamic motions of
biological molecules provide the connection between their
three-dimensional structures and functions (4–10). These
connections will continue to be refined as experimental
and theoretical approaches improve, and the resultant models
become more physiologically relevant as the environment
starts to include protein-protein interactions, super molecular
assemblies, and the solvent and small solutes. One unique
path to probing these effects is studying biomolecules in
the crystalline state with atomic or near-atomic resolution.
Although the extent to which the dynamics of biomolecules
in the crystalline state are correlated to physiologically rele-
vant motions is as yet unclear, studying crystal dynamics
provides the first glimpse into the impact of a crowded envi-
ronment on biomolecular dynamics; moreover, a quantitative
understanding of dynamics in the crystalline state can help us
better interpret x-ray diffraction data and therefore improve
structural refinement (11–15).
For over 30 years (16), theoretical investigations starting
from experimental structures have provided molecular
insights into the dynamics of proteins in different environ-
ments (17–21). Central to this approach is the balance
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the ability to sample the associated configuration space.
Molecular dynamics simulations have provided a direct
way to monitor time-dependent processes, but they can typi-
cally access timescales only on the order of 100 ns whereas
the actual process of interest may stretch several orders of
magnitude to milliseconds and beyond. Numerous tech-
niques have been proposed to tackle the timescale issue;
although rare events can be effectively dealt with using
methods such as the transition path sampling, slow processes
that are diffusive in nature, such as large-scale conforma-
tional transitions, remain challenging to model. An alterna-
tive and complementary approach that sacrifices accuracy
of the potential to overcome the timescale limitation is
normal mode analysis (NMA) (22–26). In NMA, the compli-
cated potential energy function is expanded in a Taylor series
as a function of small displacements of atomic coordinates
about a local minimum, whereby the quadratic term is
utilized to define vibrational motions that are periodic in
time. This approach has been shown successful in character-
izing the slow, low frequency motions that are often corre-
lated to function (27–30), although care has to be exercised
when interpreting the character of modes individually (31).
Since low-frequency modes, which are the focus of most
NMA studies, are usually collective in nature, it is sensible
that they can be described with relatively coarse-grained
models (25,29,30,32). For example, the pioneering work of
Tirion (33) showed that low-frequency vibrations could be
well reproduced using simplified potentials that invoke
elastic networks to connect interacting atoms with simple
doi: 10.1016/j.bpj.2008.10.010
Hookean springs. This finding has been confirmed by many
subsequent studies that used similar coarse-grained potential
functions (29), which collectively showed that low-frequency
modes mainly reflect the shape and mass distribution of biomol-
ecules (34,35), a principle that perhaps helps maintain the
robustness of slow functional motions through evolution (30).
Considering the increasing popularity of coarse-grained
NMA models, it is important to develop ways to quantita-
tively test the coarse-grained models so that unphysical
features can be avoided. In this regard, we note that most
NMA studies in the literature use the correlation between
the computed atomic fluctuation and experimental isotropic
B-factors as a measure for the quality of the model. A poten-
tially critical inconsistency in this comparison is that the
computed atomic fluctuations are usually for isolated
biomolecules, whereas the experimental B-factors are obvi-
ously for the crystalline state; it is conceivable that the crystal
environment can substantially alter atomic motions for at
least atoms involved in crystal contacts and therefore compli-
cates the comparison. Indeed, an earlier study by Kundu
et al. (36) found that explicitly including neighboring mole-
cules in the crystal significantly improved the correlation
between calculated atomic (Ca) fluctuations using the
Gaussian network model (GNM) (37) and experimental B-
factors. Further, Yang et al. (38) found better agreement
between GNM and NMR data as compared to x-ray temper-
ature factors for a set of 64 nonhomologous proteins.
In this study, we extend the recent work of Kondrashov
et al. (39) to systematically investigate the reliability of
several coarse-grained NMA models by quantitative compar-
ison to high-resolution x-ray diffraction data. In particular,
we compare both isotropic B-factors and anisotropic displace-
ment parameters (ADPs) from NMA calculations and 83
high-resolution crystallographic data sets. To make the
comparison most meaningful, we have implemented several
ways of treating the crystal environment for normal mode
analysis of proteins in the crystalline state. After the current
work was almost completed, a similar study has been pub-
lished by Hinsen (40) where the effects of the crystal packing
were determined for various crystal structures of hen egg-
white lysozyme; such detailed investigation of lysozyme
crystals is very much complementary to the current work,
which utilizes a large, diverse set of structures to compare
different boundary conditions and coarse-grained models.
In the following, we first briefly review the relationship
between x-ray diffraction and the variance-covariance
matrix, which helps clarify the definition of the isotropic
temperature factor and ADPs. This is followed by a brief
review of elastic normal mode analysis, and how the vari-
ance-covariance matrix is computed under various boundary
conditions that range from ignoring the crystal environment
to including lattice vibrations of the crystal. The different
treatments of the boundary conditions are then put to the
test with comparisons to experimental isotropic temperature
factors and ADPs as well as several other measures.
Modeling Crystalline Protein MotionsTHEORY AND METHODS
X-ray diffraction
Biomolecular structures determined by typical x-ray crystallography exper-
iments result in atomic models that best reproduce the sharp Bragg intensi-
ties. These models correspond to matching the average electron density of
the unit cell convoluted with the crystal lattice; they are improved when
the effects of atomic variations on the Bragg intensities are taken into
account, via occupancies and temperature factors that presume uncorrelated
motions. With the harmonic approximation, the diffraction intensity can be
directly related to the variance-covariance matrix that defines how atoms are
correlated to one another within the crystal (26,41),
IðQÞ ¼
X
lk
X
l
0
k
0
fkðQÞe12QT hulkuTlkiQ
 fk0 ðQÞe
1
2Q
T hul0k0uTl0k0 iQeiQ ,ðrlkrl0k0 ÞeQ
ThulkuTl0k0 iQ; ð1Þ
where the intensity at some point in reciprocal space Q depends on the scat-
tering factor (f), average position (r), and displacement (u) of atoms k and k0
located in unit cells l and l0, respectively. The bracketed terms above are
3  3 blocks of the variance-covariance matrix that is readily computed
with NMA (42).
Conventionally, x-ray structures are constructed by fitting the experi-
mental intensities with those calculated from a model of the asymmetric
unit without regard for correlated motions between different atoms (labeled
by lk and l0k0 in Eq. 1). This approximation assumes that the electron density
of the entire crystal is the superposition of that of the asymmetric unit that
fills the unit cell (via symmetry operations), which is in turn assumed to
be stamped along the perfect crystal lattice. This allows the double sum
over all atoms and unit cells to be reduced to a single sum over the asym-
metric unit with the intensity sampled at reciprocal lattice vectors(2pH),
Ið2pHÞ ¼ Sð2pHÞSð2pHÞ; (2)
where S(2pH)* is the complex conjugate of the structure factor:
Sð2pHÞ ¼
X
k
fkð2pHÞOkTkð2pHÞei2pH , ðrlkrl0k0 Þ: (3)
The Tk values are the temperature factors that are the self-terms from
Eq. 1, which can be defined anisotropically,
Tk ¼ e2p2HT hukuTk iH (4)
or isotropically, where the mean-square fluctuation of an atom is related to
the average of the diagonal entries of its 3  3 variance block,
Tk ¼ e2p2H2hu2ki: (5)
The occupancy, Ok, which ranges from 0.0 to 1.0, and the temperature
factors are determined during the refinement step where they are utilized
as parameters to fit the intensity from the model to experiment. Due to the
observation to parameter ratio, the isotropic temperature factor, also known
as the B-factor (B ¼ 8phuk2i), is more commonly utilized and residues are
often found to have multiple occupancies. If a crystal diffracts to high
enough resolution the anisotropic displacement parameters (ADP, hukukTi)
can be determined. In the next section, we describe the elastic network
models used to compute the variance-covariance matrix to make compari-
sons to the experimental temperature factors.
Elastic network models (ENM)
In a pioneering study (33), Tirion showed that the low frequency modes of
empirical potentials were well reproduced by an elastic network model
where the detailed potentials containing various bonding and nonbonding
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466 Riccardi et al.terms are replaced by a simple pairwise Hookean potential energy func-
tion,
Uelastic ¼ 1
2
X
i<j
k

Rij

rij  Rij
2
; (6)
where k is the force constant, which may depend on the equilibrium distance
between atoms i and j; r is the distance between the atoms for an arbitrary
configuration, and R is the corresponding distance in the equilibrium (e.g.,
x-ray) structure. This can be re written in matrix form as
Uelastic ¼ 1
2
ðr RÞTKðRÞðr RÞ; (7)
where r – R is the 3N dimensional displacement vector and K is the force
constant, Hessian, matrix that may depend on the equilibrium distance
between the atoms, which will be discussed below. The key step to deter-
mining the approximate (harmonic) dynamic behavior of the system for
all time is the diagonalization of the Hessian matrix (ignoring mass-weight-
ing because only Ca atoms are considered here),
LTKðRÞL ¼ L; (8)
where L and L are the set of eigenvectors that each defines the relative
displacements of the atoms and eigenvalues (u2) that define the frequency
of vibration. The variance-covariance matrix is straightforward to compute
(42) from these eigenvectors and eigenvalues,
uuT
 ¼ kBT  LL1LT ; (9)
where kB is the Boltzmann constant and T is the temperature. This expres-
sion highlights that the contributions of all vibrations are proportional to
the inverse square of the circular frequencies, which leads to the dominance
of low frequency vibrations; the zero frequency modes associated with trans-
lation and rotation of the entire system are not included.
The Tirion potential has been implemented in ELNEMO (43) for all-atom
ENM calculations; a time-saving algorithm that breaks the molecule up into
blocks of residues that each undergoes rigid-body translations/rotations has
also been implemented (44). In this work we apply further simplified elastic
network models that represent each residue by its Ca atom. Specifically, two
Ca-based models that differ only in the definition of the force constant are
investigated. The first model (HCA) was developed by Hinsen et al. (45)
where the force constant depends on the separation distance,
kðRÞ ¼ 205:5 ,R 571:2 if r %4:0 A
305:9  103 ,R6 if r > 4:0 A;

where the unit for k(R) is kcal mol1 A˚2. In this model, which was devel-
oped with regard to a best fit to the AMBER force field (46), the force
constant is large for neighboring Ca atoms (250.8 at 4 A˚) but dies off quickly
with increasing separation (from 73.6 at 4.01 to 0.001 at 25 A˚); a cutoff of
25 A˚ is imposed since the interactions are effectively zero beyond this sepa-
ration. Although HCA suggests an absolute scale for the force constant, the
results are scaled to best reproduce the magnitude of atomic displacements
that are directly related to the temperature factors.
The second model (ANM) was introduced by Atilgan et al. (47) and Eyal
et al. (48),
kðRÞ ¼ g if R%Rcut
0 if R > Rcut
;

where the force constant is a Heaviside function similar to that of the original
Tirion potential. For ANM, the only adjustable parameter is the cutoff distance
(e.g., see Fig. 1); two cutoff distances (10, 16 A˚) are tested for the majority of
this investigation and the corresponding models are referred to as ANM10 and
ANM16, respectively. At first glance, HCA is expected to be more physical as
atoms that are close to one another interact more strongly than those far apart.
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comparable performance (see further discussions below). There have been
recent improvements to the Ca-based models where the Hessian is adjusted
to account for additional heterogeneity in residue interactions (39) or calcu-
lated from the variance-covariance data for the Ca atoms in all-atom simula-
tions (49,50). These models are not tested here because the main goal of the
current work is to illustrate the importance of including the proper boundary
condition in NMA calculations for comparison to crystallographic data.
In addition to the Ca-based elastic network models, all protein systems are
also studied with the Gaussian network model (GNM) introduced by Hali-
loglu et al. (37); this is a different model that replaces the 3N dimensional
Hessian, where N is the number of atoms, with an N dimensional Kirchoff
matrix,
G ¼
1 if isj and Rij%Rcut
0 if Rij > Rcut
 P
i;jsi
Gij if i ¼ j
:
8><
>:
The N  N variance-covariance matrix is determined similarly from the
frequencies and the eigenvectors that correspond to isotropic vibrations of
the atoms, and the theoretical temperature factors (isotropic) are simply
proportional to the diagonal entries of this matrix.
FIGURE 1 Isolated Lysozyme (PDB ID: 3LZT) rendered with ANM
interactions between atoms with 8 A˚ and 16 A˚ cutoffs on the top and bottom,
respectively.
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In addition to the isolated molecule case (referred to as ISL below), all of the
elastic network models discussed above (HCA, ANM, and GNM) have been
implemented for crystalline state calculations under several boundary condi-
tions. The first, referred to as ASYMPBC, is based on the asymmetric unit
(e.g., see the red region in Fig. 2), where all interactions within itself and
with neighboring molecules in the crystal are included in the Hessian matrix.
The Hessian has the same dimension as for the isolated molecule; i.e., if
atoms i and j in different asymmetric units are within the cutoff, Kij has
an entry for that interaction. The second is similar to the first, but instead
of using the asymmetric unit, the entire unit cell is used, which may include
several asymmetric units (e.g., large, solid black and gray spheres in Fig. 2);
this is referred to as P1PBC. The third utilizes the Born-von Ka´rma´n (BVK)
boundary condition to naturally incorporate lattice vibrations, and will be
elaborated below.
The crysFML library (51) is used for all necessary symmetry operations
for crystal construction. Depending on whether the entire vibrational spec-
trum is desired, ARPACK (52) or LAPACK are used to determine the eigen-
vectors and eigenvalues. Since the variance-covariance matrix is expected to
be dominated by low-frequency modes, in addition to all-modes calculations
whenever possible, calculations are also carried out in which only the first
5% (i.e., lowest frequencies) of the modes is used.
Born-von Ka´rma´n boundary conditions
From a computational point of view, biological crystals used for diffraction
studies are vast. With n atoms in the unit cell and N unit cells, where N is
~1012, simulating motions of a crystal requires a proper treatment of the peri-
odicity. The classical theory of lattice vibrations was formulated by Born
and von Ka´rma´n in the early 20th century (53,54) and has been discussed
in detail in several classical texts (41,55,56). This approach was recently
applied to ribonuclease A (57) using the CHARMM potential and lysozyme
(40) using the HCA model. For the Ca elastic network models a dynamic
matrix (D) is constructed with the same potentials as discussed in Elastic
Network Models (ENM) with an added phase factor that depends on the
dot product of the wave vector q and the displacement vector connecting
the two interacting atoms,
D

kk
0
; q
 ¼ X
l
0
Kkk
0
0l
0 eiq , ðRðk
0
l
0 ÞRðk0ÞÞ: (10)
Here Kkk
0
0l
0 represents the force constant for the interaction between atoms k
and k0, which are in the central and l0 unit cells, respectively. In our implemen-
tation, this essentially amounts to the same construction as P1PBC introduced
above, but with the added phase factor; the dynamic matrix and the P1PBC
matrix are exactly the same for q¼ 0. In contrast to solution phase computa-
tions, the minimum image convention (58), which avoids interactions of
an atom with its own image, is not enforced. Since the dynamic matrix D is
Hermitian, the eigenvectors are complex and the eigenvalues (u2) are real,
LðqÞyDðqÞLðqÞ ¼ LðqÞ; (11)
where the eigenvectors of relative displacement and frequencies now depend
on the wavevector, q. Three zero eigenvalues for q ¼ 0 become finite with
finite wavevectors and depend most strongly on the value of q among all
modes; termed acoustic modes, the variation of the corresponding frequen-
cies with q as q approaches zero can be used to compute the speed of sound
in the crystal (see the Supporting Material). The other modes, optical modes,
typically show less significant q-dependence in the frequency. The variance-
covariance matrix,
uuT
 ¼ kBT  LL1Lyq; (12)
is computed as an average over the wave vectors sampled in the first Bril-
louin zone (BZ), and only the real components of the variance-covariancematrix are used for comparisons to experiments. With regard to the recip-
rocal lattice vectors (a*,b*,c*) that are associated with the crystal lattice,
the first BZ spans the parallelepiped defined by 0.5 to 0.5 for each direc-
tion. Since we are interested in applying this approach to a set of 83 proteins
(discussed below), we approximate the BZ with a grid of 27 wave vectors
distributed in the positive octant constructed from permutations of 0.00,
0.25, and 0.50 in each reciprocal lattice vector direction. This sampling
is found to be adequate when compared to more complete sampling with
finer grids (see the Supporting Material for additional discussions).
Set of structures and comparisons to experiment
In this study, we use the same set of 83 diverse, ultra-high resolution structures
used by Kondrashov et al. (39), who compared various NMA approaches for
isolated molecules. The number of Ca atoms in the unit cell ranges from 68
(Protein Data Bank (PDB) ID: 1VBW) to 5200 (PDB ID: 1O7J), thus the
test set includes both small and very large systems. In the study of Kondrashov
et al. (39), isotropic and anisotropic comparisons were carried out for all resi-
dues not involved in crystal contacts and had an occupancy of 1.0; 12,348 resi-
dues met these criteria (39). Since the crystal environment is explicitly taken
FIGURE 2 Crystal structure of tropomyosin (PDB ID: 2TMA) in the Ca
representation. The top figure is rendered orthographically with the a axis
pointing out of the page; the primitive cell is in large solid spheres and
the 26 nearest neighbors are shown with smaller open spheres. The bottom
figure is in perspective with a slightly rotated orientation, zoomed in on the
central unit cell; the primitive unit cell has four asymmetric units (space
group P21212): one is shown with solid black spheres (color online) and
the other three are shown with solid gray spheres. Tropomyosin is involved
in actin regulation and consists of two long, coiled a-helices that resemble
a floppy noodle when taken alone. In contrast, the crystal structure has
many intermolecular interactions, which yields a structure resembling
chicken wire. This crystal structure is low-resolution and not included in
the set of 83 proteins.
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comparisons for the entire set of residues with an occupancy of 1.0; this
increases the comparable set to 16,853 residues. The theoretical values for
each residue are determined from the 3  3 diagonal blocks of the vari-
ance-covariance matrices computed with the ENMs discussed above,
huiuTi i ¼ Cii
¼
0
B@

dx2i
 hdxidyii hdxidzii
dy2i
 hdyidzii
dz2i

1
CA: ð13Þ
These blocks are symmetric about the diagonal and thereby generate six
unique entries for the anisotropic displacement parameters (ADP) for each
residue (i). The isotropic temperature factor (B-factor) is the average of
the three diagonal entries of Eq. 13. For all comparisons described below,
the averages are computed over the set of proteins weighted by the number
of residues available for comparison in each protein. The results are reported
for both the full set of 83 and a subset of the 33 smallest proteins with the
number of residues in the primitive unit cell %500; this facilitates both
the more expensive BVK calculations with the full spectrum of modes
and an assessment of the effect of system size.
We note that there are some concerns about using temperature factors to
calibrate models for protein dynamics because it is well known that the
temperature factors include many contributions other than thermal fluctua-
tions, such as static disorders in the crystal (41,59). Indeed, there is argument
that thermal fluctuations in the crystalline state are not the dominant contri-
bution to the isotropic B-factors (40,60). However, as also recognized by
others (40), the static disorders are also largely correlated with the intrinsic
flexibility of the protein, which is perhaps why normal mode models that
focus on low-frequency modes have been reasonably successful in reproduc-
ing the experimental isotropic and anisotropic temperature factors
(36,38,39). Therefore, we believe that temperature factors from very high
resolution x-ray diffraction, although not perfect, remain as the most well-
defined experimental data for characterizing theoretical models for protein
dynamics in the crystalline state.
Comparison to isotropic temperature factors
Similar to the study of Kundu et al. (36), a linear correlation coefficient is
used for comparisons between the theoretical model and experiment for
each protein,
r ¼
PM
j¼ 1

Bexpj 

Bexp

Bthrj 

Bthr

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPM
j¼ 1ðBexpj  hBexpiÞ2
PM
i¼ 1

Bthri 

Bthr
2q ; (14)
where M is the number of usable Ca atoms and B are the experimental (exp)
and theoretical (thr) isotropic temperature factors; individual values are
labeled by the index and the average value for the protein is in brackets.
Comparison to anisotropic temperature factors
For the comparisons of the ADPs between the experiment and theory, the
ellipsoidal probability distributions are compared for direction and overall
similarity. The ellipsoid is related to the eigenvalues and eigenvectors of
the 3  3 matrices constructed from the ADPs. The theoretical anisotropic
temperature factors are compared to experiment for residues that have an
experimental anisotropy%0.5, where the anisotropy is defined as the ratio
of the smallest to largest eigenvalues of the atomic covariance matrix (Eq.
13); 6619 experimental observations satisfy this criteria. For these compar-
isons, both experimental and theoretical ADPs are normalized by their trace.
The directionality of the ellipses is evaluated by the dot product of the major
axes. A modified form of an overlap score that measures the similarity of two
probability distributions (61) is used. The correlation coefficient (cc) that
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as (61)
ccðU;VÞ ¼

detU1detV1
1
4ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
8

detU1 þ detV1q ; (15)
where U and V are the experimental and theoretical ADP tensors, respec-
tively. The modified coefficient (39),
ccmodðU;VÞ ¼ ccðU;VÞ  ccðU;V
Þ
1  ccðU;VÞ ; (16)
is 1.0 for perfect overlap, and 0.0 if the two ellipses are perfectly misaligned;
V* is generated by taking the eigenvectors of U and using the eigenvalues,
with the largest and smallest switched, of V to define the two ellipses with
perfect misalignment.
Additional comparisons of different ENMs
In addition to the comparisons to experimental crystallographic data, several
other types of quantities are used to further explore the performance of
various ENMs and the effect of the crystal environment on the vibrational
motions of proteins.
Long-range correlations in proteins
To complement the comparison of ADPs, which reflect correlated motions in
proteins via the anisotropy of local atomic motions, we explicitly compare
the normalized atomic correlations over the entire protein,
Fij ¼

dridrj

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dr2i

dr2j
q ; (17)
where each element of the atomic correlation matrix (F) is determined from
an average of the diagonal elements of the 3  3 blocks of the variance-
covariance matrix that describe the correlated motions of different atoms,
i and j, and normalize by the magnitude of the fluctuations of each atom.
Using F rather than the variance-covariance matrix makes the comparison
straightforward because it has no dependence on the orientation or the
scaling of the force constant in different ENMs.
Scaling of cumulative density of states and the
heat capacity
As discussed in several previous studies (37,57,62), comparing the scaling
behavior of vibrational density of states and heat capacity to theoretical
results of simple models of crystals provide insights into the unique dynam-
ical nature of proteins relative to simple molecules. Therefore, we expect that
the scaling behavior can also be used to contrast different coarse-grained
protein models.
The density of states, g(n), is defined such that g(n)dn gives the number of
frequencies between n and n þ dn. In this investigation, a normalized (frac-
tional) g(n) is constructed via a 75-bin histogram that spans the entire spec-
trum for the various ENMs described above; the bin width (Dn) is 1/74 of the
maximum frequency. The normalized cumulative density of states, G(n),
G

nf
 ¼ Xf
i
gðniÞ; (18)
varies from the fraction of zero frequency modes (~0.0) to 1.0 with each
point separated by the bin width. The (normalized) molar heat capacity
(CV) is computed from the fractional density of states,
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2
RT2
X
i
1
2ðcoshðhni
RT
 1gðniÞDn; (19)
and varies from zero to the gas constant, R (1.99 cal/mol$K). The power law
is determined for G(n) at low frequencies (G(n) ~ nb where b is the exponent
of interest) and the heat capacity at low temperature (CV ~ T
b0) is determined
from the log-log fit for the region of the curve that falls between 0.03 and
0.20 for G(n) and between 0.01 and 0.10R for CV. This choice is most conve-
nient when considering the variable nature of the force constant in the ENMs
as discussed in Elastic Network Models (ENM).
RESULTS AND DISCUSSION
Isotropic correlations
GNM
In the study of Kundu et al. (36), the Gaussian network
model (GNM) (37) was applied to a set of 113 proteins. In
that study, using all frequencies and a 7.3 A˚ cutoff, the
average correlation was found to increase from 0.59 to
0.66 when the crystal environment was treated approxi-
mately by extending the isolated molecule with nearest
neighbors. In a similar study, Kondrashov et al. (63) devel-
oped an improved GNM model, referred to as ‘‘CNM’’,
that added chemical information without increasing the
computational cost of the problem. By including the crystal
environment with periodic boundary conditions about the
asymmetric unit, as described in Implementation and
Boundary Conditions, they found a similar average correla-
tion for the GNM model of 0.66 with a 7.5 A˚ cutoff for
a different set of 98 high resolution crystallographic data
using the lowest 100 modes.
In this study, with the 83 proteins and various boundary
conditions discussed in Implementation and Boundary Condi-
tions, we find qualitatively the same behavior for the GNM
calculations. As shown in Table 1, when all the normal modes
are used, the average correlation increases from 0.58 for the
isolated molecule to 0.63 with ASYMPBC. P1PBC does
not further improve the agreement and also gives an average
correlation of 0.63. Using 5% of the normal modes slightly
reduces the correlation, but the trends remain the same; e.g.,
the correlation increases from 0.54 for ISL to 0.61 for
ASYMPBC. The average correlation is reduced for the subset
of 33 smallest proteins (%500 residues in the primitive unit
cell) relative to the full set, and the reduction is most signifi-
cant for P1PBC when 5% of the modes is used, decreasing
from 0.60 for the entire list of 83 proteins to 0.50 for the 33-
subset. This is probably because for smaller proteins the domi-
nance of low-frequency modes is not as transparent as in
larger proteins, especially when crystal contacts are present.
The relatively rigid nature of smaller proteins is also consis-
tent with the observation that the effect of the crystal environ-
ment is less significant on the correlation; the correlation
increases by ~0.02 going from ISL to P1PBC for the 33-
subset, whereas the increase is ~0.05 for the full set. The
isotropic correlation computed with the BVK boundarycondition is very similar to that of P1PBC, regardless of the
size of the system and the number of modes included.
ANM and HCA
For a given model, the average correlation is insensitive to
different boundary conditions used to treat the crystal environ-
ment. For HCA, for example, when 5% of the modes is used,
the average correlations for the entire test set are all ~0.66 with
ASYMPBC, P1PBC, and BVK. These are significantly
higher than the value of 0.53 with ISL, which reinforces the
finding based on GNM that including the crystal environment
is important for comparison to crystallographic data.
Interestingly, including the crystal environment also helps
to better contrast different ENMs. Using all of the modes,
ANM16 has a slighter higher average correlation (0.57)
than both ANM10 (0.51) and the HCA model (0.56) for the
ISL case. Including the crystal environment improves the
correlation for all models, although the effect is more
apparent for HCA: HCA increases to 0.67 (0.68) with
ASYMPBC (P1PBC) and both ANM models increase to
~0.60. Using a longer cutoff for ANM (15–24 A˚) has been
previously prescribed (48) for better performance, but this
was based on comparisons of the ISL results to the crystallo-
graphic B factors, which is not a consistent benchmark. As
shown in Fig. 3, the ANM results improve as the cutoff
increases from 8 to 16 A˚ for the ISL case, but this improve-
ment is in stark contrast to the behavior when the crystal
environment is included in the calculations, which give
a nearly constant value of 0.6 for all cutoffs. Another signa-
ture for the unphysical nature of ANM16 is found when the
TABLE 1 Correlation coefﬁcients between experimental
isotropic temperature factors and calculated values using
various Ca-based ENMs and different ways of treating the
crystal environment
Model ISL* ASYMPBC* P1PBC* BVK*
GNMy 0.54 (0.58) 0.61 (0.63) 0.60 (0.63) 0.59 ()
ANM10
z 0.46 (0.51) 0.54 (0.59) 0.54 (0.60) 0.55 ()
ANM16
x 0.47 (0.57) 0.50 (0.60) 0.50 (0.59)  ()
HCA 0.53 (0.56) 0.66 (0.67) 0.66 (0.68) 0.66 ()
33-Subset
GNMy 0.48 (0.56) 0.52 (0.59) 0.50 (0.58) 0.50 (0.58)
ANM10
z 0.41 (0.46) 0.46 (0.52) 0.46 (0.52) 0.46 (0.53)
ANM16
x 0.45 (0.55) 0.39 (0.49) 0.40 (0.48) 0.40 (0.47)
HCA 0.49 (0.53) 0.60 (0.63) 0.60 (0.63) 0.60 (0.63)
As discussed in Set of Structures and Comparisons to Experiment, each
value is a weighted average for the set (Eq. 14). The values for the entire
set of 83 proteins are shown first, followed by results for the subset of the
33 smallest proteins (%500 residues in the primitive unit cell). The values
without parentheses are calculated with 5% of the modes and those with
parentheses are calculated with all modes.
*ISL is for isolated systems without the crystal environment; ASYMPBC,
P1PBC, and BVK are different ways of treating the crystal environment
(see Implementation and Boundary Conditions).
y7.3 A˚ cutoff.
z10.0 A˚ cutoff.
x16.0 A˚ cutoff.
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whereas the average correlation improves for both HCA and
ANM10 as the crystal environment is taken into consider-
ation (e.g., from 0.53 for ISL to 0.63 for P1PBC with the
HCA model), the correlation decreases for ANM16 (e.g.,
from 0.55 for ISL to 0.48 for P1PBC).
Using only the low frequency modes (5%) reduces the
average correlations slightly (~0.01–0.04) for the HCA, but
significantly for ANM (~0.05–0.10) for all boundary condi-
tions. This is most significant for ANM16; as shown in
Fig. 4, the agreement between the 5%-modes and the all-
modes results gets worse as the cutoff in ANM increases.
Apparently, as the cutoff increases and the system becomes
increasingly restrained (see Fig. 1 as an illustration), the lowest
5% of the modes no longer dominates the variance-covariance
matrix, which is an unphysical feature of the model.
Anisotropic correlations
Average anisotropy
The average anisotropy, defined as the ratio of the smallest to
largest eigenvalue of the 3  3 ADP tensor, is the crudest
comparison between theoretical and experiment anisotropic
temperature factors, but some general trends can be captured.
For a given ENM, the degree of anisotropy decreases as the
crystal environment and more modes are taken into account
(see Table 2). For example, for HCA, the average anisotropy
is 0.41 with ISL and 0.50 with P1PBC when all modes are
considered; with only 5% of the modes, the corresponding
values are 0.26 and 0.42, respectively, indicating a higher
degree of anisotropy. With the smaller proteins (33 subset),
the average anisotropy is higher (i.e., lower numerical
values), although the general trends regarding the effects of
different boundary conditions and number of modes remain
the same. Based on the observed trends, the best agreement
with the experimental data (0.54) is found with HCA/ANM10
and the BVK boundary condition. Whereas ANM16 gives
similar results to other models when 5% of the modes is
used, the average anisotropy is significantly reduced (i.e.,
higher numerical values) when all modes are used (e.g.,
0.66 with P1PBC); this is largely expected considering the
large number of interactions each atom is engaged in with
this model.
ADP ellipsoidal comparisons
As described in Set of Structures and Comparisons to Exper-
iment, the ellipses are compared using directionality (dot
product of major axes) and a scalar that measures the overlap
FIGURE 3 Correlation coefficient between the ANM and experimental
isotropic temperature factors as a function of the ANM cutoff distance using
various ways of treating the crystal environment. Each point (squares, circles,
and triangles) represents a weighted average for the set of 83 proteins (Eq.
14). The solid lines and shapes include all normal modes in the calculations
whereas the dashed lines and open shapes include only 5% of the modes
for each protein. The squares, circles, and triangles are for the ISL,
ASYMPBC, and P1PBC boundary conditions, respectively. Comparing the
boundary conditions, including the crystal environment via periodic
boundary conditions, clearly improves the agreement with experiment, and
the largest gains are at shorter cutoff distance. Both ASYMPBC and
P1PBC yield similar agreement for both set of calculations (5% and 100%).
As discussed in the text, using 5% of the modes dramatically reduces the
agreement, and this behavior has a strong dependence on the cutoff distance.
FIGURE 4 Calculated cumulative density of states for an isolated (ISL)
PDZ2 domain of syntenin (PDB ID: 1R6J) using ANM10, ANM16, and
HCA. For each calculation, the force constant is scaled to best fit the exper-
imental isotropic temperature factors, which defines the range of frequencies
for each model. In contrast to ANM10 and ANM16 the cumulative density
of states for HCA has distinct features due to the distance-dependence of
the force constant.
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Modeling Crystalline Protein Motions 471of the two probability densities (ccmod). As shown in Table 2,
for both ANM and HCA, the agreement with experiment as
reflected by the dot product improves slightly with the inclu-
sion of the crystal environment. Using 5% or all of the modes
does not have as much of an effect on the average dot
product for either the full set of 83 or the subset of 33
proteins. Most models give a value at ~0.70.
For the overlap coefficient (ccmod), the effect of the crystal
environment is more visible and most significant when 5% of
the modes is used: the agreement with experiment generally
increases by ~0.2 going from ISL to the BVK boundary
condition regardless of the ENM; both HCA and ANM10
outperform ANM16 by a notable degree. Using 100% of
the modes renders ANM16 insensitive to the crystal environ-
ment with a constant value ~0.56 (0.60) for the set of 83 (33)
TABLE 2 Comparison of experimental anisotropic
displacement factors (ADPs) and calculated values using
various Ca-based ENMs and different ways of treating the
crystal environment
Model ISL* ASYMPBC* P1PBC* BVK*
Anisotropy: 0.54
ANM10
y 0.24 (0.43) 0.31 (0.50) 0.39 (0.52) 0.50 ()
ANM16
z 0.21 (0.57) 0.29 (0.63) 0.40 (0.66)  ()
HCA 0.26 (0.41) 0.33 (0.47) 0.42 (0.50) 0.52 ()
33-Subset anisotropy: 0.54
ANM10
y 0.16 (0.39) 0.23 (0.46) 0.31 (0.48) 0.46 (0.52)
ANM16
z 0.12 (0.50) 0.19 (0.60) 0.30 (0.63) 0.47 (0.64)
HCA 0.18 (0.37) 0.25 (0.44) 0.35 (0.47) 0.49 (0.52)
Dot product
ANM10
y 0.64 (0.64) 0.69 (0.66) 0.71 (0.68) 0.73 ()
ANM16
z 0.63 (0.63) 0.66 (0.64) 0.69 (0.67)  ()
HCA 0.65 (0.67) 0.70 (0.69) 0.72 (0.71) 0.74 ()
33-Subset dot product
ANM10
y 0.64 (0.64) 0.67 (0.67) 0.69 (0.68) 0.71 (0.69)
ANM16
z 0.64 (0.65) 0.66 (0.68) 0.69 (0.70) 0.70 (0.70)
HCA 0.65 (0.67) 0.69 (0.69) 0.71 (0.70) 0.73 (0.71)
ccmod
ANM10
y 0.50 (0.57) 0.62 (0.61) 0.67 (0.64) 0.70 ()
ANM16
z 0.45 (0.56) 0.55 (0.55) 0.62 (0.57)  ()
HCA 0.54 (0.63) 0.65 (0.67) 0.70 (0.69) 0.72 ()
33-Subset ccmod
ANM10
y 0.43 (0.57) 0.53 (0.62) 0.60 (0.63) 0.67 (0.64)
ANM16
z 0.33 (0.60) 0.44 (0.59) 0.54 (0.60) 0.61 (0.59)
HCA 0.47 (0.61) 0.58 (0.66) 0.65 (0.67) 0.70 (0.67)
As discussed in the text, each value is a weighted average; dot product is
between the major axes of the calculated and experimental ADPs, and the
definition of the overlap score (ccmod) is given in Eq. 16. For each of the
three comparisons, results for the full set of 83 proteins are above those
for the subset of 33 smallest systems. The values without parentheses are
calculated with 5% of the modes and those with parentheses are calculated
with all modes.
*ISL is for isolated systems without the crystal environment; ASYMPBC,
P1PBC, and BVK are different ways of treating the crystal environment
(see Implementation and Boundary Conditions).
y10.0 A˚ cutoff.
z16.0 A˚ cutoff.proteins. By contrast, the agreement improves for HCA and
ANM10 when the crystal environment is included, and HCA
with the BVK boundary condition yields the best agreement
with experiment, leading to a value ~0.70.
Long-range correlations
As an illustration, we examine the atomic (Ca) correlations for
the PDZ2 domain of syntenin, which was also examined in
Kondrashov et al. (39). Using ANM16 and block normal
mode calculation (64) with the CHARMM force field (65),
Kondrashov et al. found fairly similar features between the
two approaches although the magnitude of off-diagonal corre-
lations for ANM16 was significantly lower than that for the all-
atom result. For the ISL case, plotted in Fig. 5 a, there is
a similar contrasting behavior between ANM16 (upper
triangle) and HCA (lower triangle), whereby the range of
correlated motions is very much washed out for ANM16 due
to the large number of strong interactions. Both HCA and
ANM10 (data not shown) yield magnitudes of correlation
that are in good agreement with the CHARMM result (39).
Regarding atomic correlations in the crystalline state, the
overall trend observed for this system is that including the
crystal environment tends to decrease the magnitude of nega-
tive correlations and there are significant differences between
different treatments. Fig. 5, b and c, illustrates the situation
using the HCA results. As shown in Fig. 5 b, P1PBC yields
similar regions of significant correlation as ASYMPBC, but
the correlations are all shifted to be more positive. This partic-
ular crystal structure (66) has two asymmetric units per unit
cell, thus the P1PBC treatment includes additional correla-
tions due to the relative motions of the two asymmetric units.
This trend is further enhanced when BVK is used (see Fig. 5 c),
where now the correlated motion associated with the acoustic
modes (upper triangle) yields entirely positive correlations
due to the nature of the lattice modes coupling the motion
across different unit cells; due to this strong contribution of
positive correlation there is no longer any negative correlation
for the BVK boundary condition (lower triangle). As ex-
pected, the correlations associated with the optical modes
are very similar to that found with P1PBC (see the Supporting
Material). Moreover, as shown in the Supporting Material, the
correlation matrix associated with the acoustic modes depends
more strongly on the number of wavevectors sampled in the
first BZ but converges quickly as the number of wavevectors
is increased. This dependence is not as apparent when both
acoustic and optical contributions are considered together.
Scaling of cumulative density of states and the heat capacity
As shown in Table 3, the scaling behavior of the cumulative
density of states and molar heat capacity is similar between
the full set of 83 and subset of 33 proteins for ISL,
ASYMPBC, and P1PBC. Therefore, the BVK case is only
analyzed for the 33-subset, and discussions are also focused
on this smaller set.Biophysical Journal 96(2) 464–475
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For the ISL case, Gn scales (Gn ~ n
b) as 1.98, 1.78, and 2.09
for GNM, HCA, and ANM10, respectively. These values are
in good agreement with the value of 2.0 calculated for
a smaller set with normal mode analysis by ben Avraham
(62). The value for GNM here is slightly higher than the
value of 1.63 found by Haliloglu et al. (37); the intermediate
portion of the curve was used in that calculation, which is ex-
pected to reduce the scaling exponent slightly. The scaling
exponent is significantly higher for ANM16 with a value of
3.96. The values increase for all models as the crystal envi-
ronment is included. ASYMPBC yields the highest values
that are ~2.5 for both GNM and HCA, which are below
the value of 2.89 for ANM10 and 8.60 for ANM16. These
values are slightly reduced with P1PBC and BVK. ANM16
is significantly higher for all boundary conditions.
We note that the distance-dependence of the force constant
in HCA leads to distinct features in the density of states
compared to ANM. As shown earlier in Fig. 4 using the
PDZ2 domain of syntenin as an example, whereas Gn
increases sharply as a function of frequency for both ANM10
and ANM16, the HCA result increases only slowly to 1.0 via
a series of steps after the initial quick rise at low frequencies.
This difference is found consistently for other proteins and
boundary conditions, which is in line with the previous obser-
vation that ENMs with a uniform force constant give qualita-
tively different frequency distributions compared to models
that distinguish covalent and nonbonded interactions (67).
Heat capacity
Meinhold et al. (57) found that CV ~ T
1.68 for ribonuclease A
under the BVK boundary condition with an all-atom normal
mode calculation where the sampling of the BZ was confined
to the axes of the reciprocal lattice vectors; their result was
found to compare well with experiments that yield a range
of b ¼ 1.60–1.77 (57) for hydrated globular proteins.
Focusing on the BVK boundary condition, GNM, ANM10,
and HCA in our study lead to similar values (2.50, 2.60,
and 2.46) for the 33 proteins and are all significantly higher
than the all atom results and experimental values (57), point-
ing to one limitation of these simple protein models. ANM16
gives the most dramatic difference with a power law of
CV ~ T
4.30, which is even steeper than the Debye behavior of
cubic scaling for simple lattices (68).
CONCLUSIONS
In this investigation, several simple Ca-based elastic network
models are applied under several boundary conditions that
either ignores or includes the crystal environment in different
ways. To assess the performance, the computed temperature
factors are compared to experiment for 83 ultra-high resolu-
tion crystallographic data sets. For all models, treating
proteins in the crystalline state is found to yield better agree-
ment with experiments. The three treatments of the crystal
environment (ASYMPBC, P1PBC, BVK) lead to similar
results for the isotropic temperature factors but notable
a b
dc
FIGURE 5 Calculated atomic correlations (Eq. 17) and
contact maps for the PDZ2 domain of syntenin (PDB ID:
1R6J) using various Ca-based ENMs and different ways
of treating the crystal environment. The residue number is
plotted along the x and y axes and ranges from 1 to 82 in
all plots. Atomic correlations are shown in a–c (note the
difference in scale between c and a/b): (a) ISL results ob-
tained with ANM16 (HCA) are shown in the upper (lower)
triangle. (b) ASYMPBC and P1PBC results obtained using
HCA are plotted above and below the diagonal, respec-
tively. (c) Correlations computed with BVK and 27 wave-
vectors using only the three acoustic modes are shown
above the diagonal and results obtained with all modes
below the diagonal. (d) The Kirchoff matrix for the ISL
and ASYMPBC cases (using a cutoff of 10.0 A˚) are plotted
above and below the diagonal, respectively; blue indicates
off-diagonal contacts that exist in the ISL case and green
highlights contacts introduced via the crystal environment.
W
eb
3
C
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Modeling Crystalline Protein Motions 473differences for the anisotropic displacement factors; the
average anisotropy (over all atoms with 1.0 occupancy)
has the strongest dependence on the crystal treatment where
BVK yields the best agreement with experiment. Atomic
correlations over the entire protein are clearly affected by
the presence of the crystal contacts and also fairly sensitive
to the way that the crystal environment is treated. Significant
differences are also found between the different treatments of
the crystal environment when the scaling behaviors of cumu-
lative vibrational density of states and heat capacity are
considered.
This study quantitatively highlights the point that when
validating approximate models for proteins using experi-
mental data such as the x-ray diffraction temperature factors,
it is crucial to treat the protein system in an environment
consistent with experiment, which has also been discussed
in previous (36,69) and recent studies (40,60). For example,
for protein in isolation, ANM seems to yield the best agree-
ment with the experimental isotropic temperature factors
when the cutoff is increased to 16.0 A˚, but this is misleading.
Without the crystal environment, the molecule is expected to
behave differently, and adding more and more strong interac-
TABLE 3 Scaling exponent of the cumulative density of states
and heat capacity determined using various Ca-based ENMs
and different ways of treating the crystal environment
Model ISL* ASYMPBC* P1PBC* BVK*
Gn
GNMy 2.01 (0.19) 2.38 (0.30) 2.24 (0.24)
ANM10
z 2.14 (0.33) 2.79 (0.32) 2.65 (0.27)
ANM16
x 4.00 (0.89) 7.56 (1.96) 7.35 (1.56)
HCA 1.87 (0.24) 2.44 (0.24) 2.41 (0.21)
33-Subset: Gn
GNMy 1.98 (0.24) 2.50 (0.39) 2.31 (0.34) 2.17 (0.28)
ANM10
z 2.09 (0.40) 2.89 (0.40) 2.68 (0.36) 2.52 (0.32)
ANM16
x 3.96 (1.08) 8.60 (2.28) 8.18 (1.77) 7.53 (1.45)
HCA 1.78 (0.28) 2.53 (0.33) 2.45 (0.29) 2.38 (0.26)
CV
GNMy 2.52 (0.22) 2.94 (0.29) 2.68 (0.22)
ANM10
z 2.29 (0.38) 2.88 (0.27) 2.72 (0.24)
ANM16
x 3.54 (0.49) 4.43 (0.23) 4.33 (0.23)
HCA 2.15 (0.22) 2.62 (0.16) 2.52 (0.14)
33-Subset: CV
GNMy 2.56 (0.29) 3.11 (0.33) 2.77 (0.29) 2.50 (0.20)
ANM10
z 2.24 (0.46) 2.98 (0.34) 2.79 (0.32) 2.60 (0.27)
ANM16
x 3.47 (0.54) 4.55 (0.21) 4.46 (0.22) 4.30 (0.19)
HCA 2.12 (0.26) 2.71 (0.19) 2.58 (0.17) 2.46 (0.14)
Numbers in parentheses are the root mean-square deviations. For each of the
three comparisons, results for the full set of 83 proteins are above those for
the subset of 33 smallest systems. All frequencies are included in the Gn and
CV calculations although only data in certain frequency ranges are included
for determining the exponents (see Additional Comparisons of Different
ENMs).
*ISL is for isolated systems without the crystal environment; ASYMPBC,
P1PBC, and BVK are different ways of treating the crystal environment
(see Implementation and Boundary Conditions).
y7.3 A˚ cutoff.
z10.0 A˚ cutoff.
x16.0 A˚ cutoff.tions inappropriately restrains the isolated molecule.
Although this may lead to apparently more accurate isotropic
temperature factors as compared to the experimentally deter-
mined values for the crystalline state, it is clearly shown here
that the model has several unphysical features: with ANM16,
using 5% of the normal modes leads to isotropic factors
significantly different from those calculated using all modes,
and including the crystal environment in fact makes the
ANM16 results in worse agreement with experimental data.
Therefore, a 10 A˚ cutoff is recommended for general appli-
cation of ANM with the Ca representation. The HCA model,
which is physically more appealing with the strength of inter-
action decreasing as a function of atomic separation, outper-
forms all other models, including GNM, when the crystal
environment is treated for the computation of both isotropic
and anisotropic temperature factors. The transferability of
models optimized for crystals to isolated proteins in solution
is an interesting topic for future investigations. It is possible
that the differences in solvent accessibility could yield differ-
ences in the model parameters, and the extent of this can be
determined through comparisons to NMR experiments and
all-atom molecular dynamics simulations.
The observation that calculated atomic correlations are
significantly affected even in a relatively small protein by
the presence of the crystal environments suggests that explic-
itly treating the system in the crystalline state is crucial when
considering protein dynamics in structural refinement type of
applications; we note that the dynamical nature of protein in
the crystalline state is reflected in both thermal fluctuations
and static disorders, thus a meaningful theoretical model
should attempt to describe both (36,40,41,60,69). In this re-
gard, the BVK boundary condition, although more expen-
sive than ASYMPBC and P1PBC, is required to simulate
experimental observables such as the dispersion relations,
speed of sound, and the effects of correlated motions on
x-ray scattering. From calculations of the dispersion relations
and speed of sound, which are described in the Supporting
Material, ANM and HCA are shown to capture key trends
with respect to all-atom calculations (57), although the
results and the scaling exponents of heat capacity also high-
light gaps between all-atom models and the simplified models
explored here. It would be interesting to explore the perfor-
mance of other coarse-grained protein models (39,43,63)
for these quantities. Identifying an efficient and physically
meaningful coarse-grained model for proteins in the crystal-
line state is essential for future applications to x-ray crystal-
lography including structure refinement (11–13,15) and
understanding how correlated motions within the crystal
affect the observed x-ray scattering intensity (70,71).
SUPPORTING MATERIAL
Further discussions regarding the application of ENM with the Born-Von
Ka´rma´n boundary condition, including sampling of the Brillouin Zone
and calculation of the dispersion relation and speeds of sound, along with
Biophysical Journal 96(2) 464–475
474 Riccardi et al.two tables and four figures, are available at www.biophys.org/BPJ/
supplemental/S0006-3495(08)00064-7.
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