Recent theoretical advances offer an exact, first-principle theory of jamming criticality in infinite dimension as well as universal scaling relations between critical exponents in all dimensions. For jammed packings of frictionless spheres, these advances predict that power-law exponents characterize the critical distribution of (i) small inter-particle gaps and (ii) weak contact forces, both of which are crucial for mechanical stability. The scaling of the inter-particle gaps is known to be constant in all spatial dimensions d -including the physically relevant d = 2 and 3, but the value of the weak force exponent remains the object of debate and confusion. Here, we resolve this ambiguity by numerical simulations. We construct isostatic jammed packings with extremely high accuracy, and introduce a simple criterion to separate the contribution of particles that give rise to localized excitations (the "bucklers") from the others. This analysis reveals the remarkable dimensional robustness of mean-field marginality and its associated criticality.
I. INTRODUCTION
The analogy between glasses and sand piles, which are both rigid and disordered, was first proposed by Bernal [2] , who pioneered comparing their structure. The analogy received renewed attention following Liu and Nagel's suggestion that different disordered solids could be described by the same "jamming phase diagram" [3] . Motivated by the ubiquity of jamming in materials physics, an intense research effort from the soft and granular matter community, on the one hand, and from the statistical mechanics of disordered systems community, on the other, has since ensued [4] [5] [6] .
Recent theoretical breakthroughs have succeeded in transforming this analogy into a solid predictive framework. Quite remarkably, results from what appeared, at first, to be two independent lines of work now point towards a unifying view of the "glass problem", understood as encompassing a broad range of amorphous materials. First, an exact solution of the celebrated hard-sphere model in the mean-field, infinite-dimensional (d = ∞) limit precisely unifies glass formation and jamming [6] [7] [8] [9] [10] . The solution predicts, from first principles, that jammed packings are mechanically stable but only marginally so [9, 10] . The packings are therefore isostatic, (Appendix A), that is, the number of interparticle contacts matches Maxwell's criterion for mechanical stability [4, 5] . The solution further predicts a (non-trivial) criticality near jamming [9, 10] . Second, a real-space description of elementary excitations near jamming finds that soft modes pervade in that regime [11, 12] . This approach further provides scaling relations between the jamming critical exponents, based on marginal stability [1, [13] [14] [15] [16] .
Both approaches agree that two power-law exponents characterize the structure of disordered jammed packings: (i) spatial gaps between particles that are nearly (but not quite) in contact are power-law distributed, hence the average number of neighbors away from a sphere surface scales as Z(h) − Z(0) ∼ h 1−γ for small h, where h = (r−σ)/σ is the gap size for spheres of diameter σ [17]; and (ii) weak forces f between spheres in contact are power-law distributed, i.e., P (f ) ∼ f θ f for small f . The d = ∞ solution further predicts γ = 0.41269 . . . and θ f = 0.42311 . . . [9, 10] .
For isostatic jammed packings, it is found that opening a force contact between particles destabilizes the system by creating a soft mode (Appendix A7), i.e., a collective particle excitation that preserves the remaining contacts [1, [13] [14] [15] . Phenomenologically, it was noted that some of the resulting excitations are extended while others are localized [14] . This distinction suggests the existence of two different force exponents: P (f ) ∼ f θe for contacts associated with extended modes, and P (f ) ∼ f θ ℓ for contacts associated with localized modes. The observed total force distribution, which is a weighted average of the two, should therefore have the asymptotic form P (f ) ∼ f θ f , with θ f = min(θ e , θ ℓ ). Marginal mechanical stability analysis provides universal scaling relations for the exponents: γ = (1 − θ ℓ )/2 and γ = 1/(2 + θ e ) [1, [13] [14] [15] .
We are now, however, left with a conundrum. Using γ = 0.41269 from the d = ∞ solution with the scaling relations derived from marginal stability gives θ e = 0.42311 and θ ℓ = 0.17462. The d = ∞ solution thus exactly obeys the scaling relations, but only if one assumes θ f = θ e . This assumption is, however, inconsistent with the relation θ f = min(θ e , θ ℓ ) = θ ℓ , which must be true if localized modes exist with finite probability.
The situation is further muddled by the currently avail- , and (c), respectively. The distributions P (f ) (square), P ℓ (f ) (circle), and Pe(f ) (triangle) all show power-law scalings at small forces (in d = 2, squares and circles are nearly superimposed because of the large proportion of bucklers), but with different exponents. For the combined distribution, θ f grows steadily with d, but P ℓ (f ) and Pe(f ) are consistent with the exponents obtained by combining the d = ∞ solution with marginal stability arguments, i.e., θ ℓ = 0.17462 and θe = 0.42311, respectively. In d = 2, the results for θe are consistent with those obtained by ranking contacts based on the coupling of their related soft modes to external forces [1] . In d = 3, comparing two system sizes, N = 16384 (full symbols) and N = 1024 (empty symbols), confirms the absence of significant finite-size effects.
able numerical estimates of γ and θ f in finite dimensions. The value γ = 0.40(2) is numerically found to remain unchanged for all d ≥ 2 [1, 15, [18] [19] [20] , and is consistent with the d = ∞ solution. This suggests that the upper critical dimension for the jamming transition may be as low as d u = 2 [19, 20] , with all jamming critical exponents being constant for d ≥ 2. Reported values for θ f , however, range from 0 [21, 22] to 0.42 [20] . Encouragingly, the most reliable determination has found θ f = 0.18 (2) in d=2 [1, 15] , and independent of interaction potential (Appendix A8) which agrees with the theoretical prediction θ ℓ = 0.17462. For d=3, however, no such agreement is observed and the results even depend on microscopic details of the system [15] . In this letter, we resolve this perplexing situation by identifying a simple geometrical criterion to identify localized modes, which allows us to accurately study the weak tail of the force distribution.
II. ISOSTATICITY AND THE FORCE NETWORK
Consider a packing with i = 1 · · · N particles located in positions r i = {r iα } in α = 1 · · · d dimensions with ij = 1 · · · N c contacts, where i < j. At jamming particles do not overlap, hence |r j − r i | ≥ σ ij , where σ ij = (σ i + σ j )/2 is the sum of particle radii. Two particles are in contact if |r j − r i | = σ ij , and in this case they exchange a radial force along the contact vector n ij = (r j − r i )/|r j − r i |. The scalar contact force f ij = f ji on each contact defines f = {f ij }, an N c -dimensional vector, and the external forces
The force balance equations for particle i, given the set ∂i of particles in contact with it, then reads
where S is a N c × N d matrix with elements S T , which has all the zero modes of S T , but may also have additional ones (Appendix A3).
After taking into account global translational invariance, Equation (1) results in a system of (N − 1)d homogeneous linearly independent equations over N c variables (Appendix A1), and therefore admits max{N c − (N − 1)d, 0} non-zero linearly independent solutions. It has further been argued that jamming takes place in the isostatic limit [1, 13, 19, 23] , which corresponds to the existence of a single solution to S T f = 0 (Eq. (1)), and hence N c = (N − 1)d + 1 under periodic boundary conditions (Appendix A6 and B1). Note that in the thermodynamic limit the average particle connectivity, Z(0) = 2N c /N , converges to the usual Maxwell criterion for mechanical stability, lim N →∞ Z(0) = 2d, consistently with the d = ∞ solution (Appendix B1). For an isostatic system N has a unique zero mode (Appendix A6), and because N = SS T we also have N f = 0. The solution vector f must therefore be the unique zero mode of N , with an overall scale factor corresponding to the global pressure. In other words, given the orientation vectors for each pair of contacts in an isostatic packing, the distribution of contact forces can be determined by finding the eigenvector corresponding to the zero-eigenvalue of N .
III. NUMERICAL CONSTRUCTION OF JAMMED PACKINGS AND CALCULATION OF THE FORCES
Several protocols have been proposed to construct jammed packings of frictionless spheres, see e.g. [1, [19] [20] [21] [22] [23] [24] . Some of them, however, do not systematically result in packings that are precisely isostatic (Appendix B1), which is an aspect that is key to our study because the scaling laws between the jamming exponents follow from isostaticity [13] [14] [15] . Here (Appendix B2), isostatic packings under periodic boundary conditions were numerically obtained by minimizing the energy of athermal soft spheres with a quadratic contact potential on general purpose graphical processing units using quadprecision calculations [20, 25] . Our protocol begins with N randomly-distributed particles at a packing fraction φ that is roughly twice the final jamming density φ J . An isostatic point is approached by successively minimizing the system local potential energy U using a FIRE algorithm [26] , and then shrinking the particle radii. The isostatic configuration can be efficiently approached by exploiting the scaling U ∝ (φ − φ J ) 2 [20, 21, 27 ] to iteratively estimate the value of φ J , and then target a new density at an energy that is a fixed fraction of the previous one (Appendix B2). We analyze the contact network at φ J by first eliminating particles with fewer that d + 1 contacts, i.e., rattlers (Fig. 2) [21, 22] . After this step, most configurations have N c = (N − 1)d + 1 (where N is now the number of remaining particles), but we discard a few configurations for which this condition is not satisfied (Appendix B3). In principle, the minimization procedure also outputs the force vector f , but extracting small forces this way requires an even heavier use of quad precision arithmetics (Appendix B3). We instead determine f as the zero mode of N for this packing (Appendix A6), for which double precision arithmetics suffices. Because N is sparse, the eigenvector corresponding to the zeromode can efficiently be extracted with the Lanczos algorithm (Appendix B3). scaling at weak forces is detected, although the value of θ f increases with d. Recall that over the same d range γ remains robustly constant [20] and is consistent with γ = 0.41269 from the d = ∞ solution [9, 10] . The changing value of θ f with d is therefore inconsistent with the scaling relations between exponents θ and γ in a marginally stable phase [1, [13] [14] [15] . Soft mode excitations suggest a possible way to resolve this paradox [1, 14, 15] . The proposed mechanism for localized excitations is for a particle to have all but one of its contact vectors be nearly co-planar [1] . The remaining contact must then necessarily be weak (by force balance). Breaking that contact should then result in facile back and forth buckling. Because this motion does not much affect the rest of the packing, the resulting excitation is fairly localized (Fig. 2) . Although a nearly coplanar arrangement of neighbors is formally possible for a particle with any number of contacts, in a sufficiently disordered (non-crystalline) system, it grows increasingly unlikely with the number of contacts. This arrangement is therefore most likely to occur for particles that have the minimal number of contacts for maintaining local stability, i.e., d + 1 contacts (recall that rattlers are removed from this analysis). Particles with d + 1 contacts, one of which is weak (we dub them bucklers), are also overwhelmingly likely to have the other contacts be nearly coplanar with its center of mass. Any other arrangement would en-tail the presence of at least two weak contacts, which is highly unlikely. In summary, with high probability, all bucklers have d + 1 contacts and all particles with d + 1 contacts and a weak force are bucklers. In Fig. 1 , we consider P ℓ (f ) the distribution of all forces involving particles with d + 1 contacts (and thus all bucklers), and P e (f ) that of the remaining contact forces. This breakdown cleanly separates the power-law regimes for θ e and θ ℓ . Remarkably (this is our main result),
IV. RESULTS

Figure 1 gives the cumulative force distribution
while P e (f ) ∼ f θe , with exponents independent of d and consistent with the d = ∞ solution and the scaling relations.
This finding also provides an explanation for the behavior of θ f . In order to see why, let us define the distribution of the number of contacts P c (Z), where Z = Z(0) and Z ZP c (Z) ≈ 2d. The fraction of forces adjacent to bucklers is then n ℓ = (d + 1)P c (d + 1)/2d, and the total force distribution is
For large d, it is reasonable to expect that P c (Z) ∼ e dηc(Z/d) becomes strongly peaked (in relative terms) around the average of Z, and is roughly Gaussian around that average. Figure 3 confirms this hypothesis, and as a result P c (d + 1) and n ℓ ∼ P c (d + 1)/2 both decrease exponentially with d. For small f , it follows that
Hence, it is correct that, asymptotically, one should observe θ f = min(θ e , θ ℓ ), but only when n ℓ f θ ℓ ≫ f θe , i.e., for forces exponentially small in d. This result explains why no trace of bucklers nor of localized modes can be found in the d = ∞ solution, for which n ℓ = 0 and thus θ f = θ e . It also suggests that their contribution cannot be perturbatively detected around that solution either. In the force regime that is numerically (and experimentally) accessible in low d, an effective mixed value for θ f is observed, which is close to θ ℓ in d = 2 and increases smoothly towards θ e as d increases, reflecting the systematic decrease of n ℓ .
V. CONCLUSION
Our results demonstrate that the jamming criticality remains robustly constant for d ≥ 2, although the spurious contribution of rattlers and bucklers must be excluded from the structural analysis, in order to cleanly detect it. This remarkable outcome confirms that certain aspects of mean-field marginality [9, 10] subsist in finitedimensional systems, including in the experimentallyrelevant d = 2, 3. These results should therefore be experimentally verifiable.
The theoretical explanation for why long-wavelength fluctuations do not renormalize the properties of jamming criticality in these systems remains thus far unanswered (see [28] for a preliminary investigation). One may argue that the complete absence of thermal fluctuations at jamming, and/or the presence of long-ranged elastic interactions [16] , may play a role in this effect. This observation would then suggest that marginal systems with other types of disorder, be it related to constraint satisfaction or size dispersity, may also exhibit similarly robust mean-field criticality upon approaching their ground state. It is important to note, however, that this universality does not imply that away from jamming thermal fluctuations may not destroy the meanfield marginal state structure and round off the associated phase transitions [28] .
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Consider a packing with k = 1 · · · N particles in α = 1 · · · d dimensions. Two particles are in contact if |r i −r j | = σ ij , where σ ij = (σ i + σ j )/2 is the sum of the particle radii. We define ∂k the set of particles that are in contact with particle k. A contact is an ordered pair ij with i < j that we consider as a single index ij = 1 · · · N c , where N c is the total number of contacts. On each contact there is a scalar contact force f ij = f ji , and we define f = {f ij }, a vector that lives in a N c -dimensional vector space. The particles positions are r kα and the external forces are F kα . We use bold letters, e.g., r k and F k , to denote d-dimensional vectors. By contrast, we define F = {F kα } and r = {r kα } as vectors that live in the N d-dimensional vector space. We also define the contact vector n ij = (r j − r i )/|r j − r i |. Note that n ij = −n ji .
Force balance equations
The force balance equations
can be written in matrix notation as
where S is a N c × N d matrix with elements
We also define a N c × N c symmetric matrix N = S S T with elements
and keep in mind that the zero modes of S T are also zero modes of N , but that N can have additional zero modes. In the following, we consider two possible situations. 
2. Imposing mechanical equilibrium under non-zero external forces that satisfy k F kα = 0. This situation corresponds, for instance, to the presence of external confining walls that fix the center of mass of the packing. In this case, Eqs. (A1) are inhomogeneous.
In 
Particle displacements
For a given packing, we now consider a displacement δr iα of particle i in direction α and the distance between a pair of particles ρ ij = |r i − r j |. To linear order,
where δ ρ = {δρ ij } lives in the N c -dimensional vector space, while δ r = {δr kα } lives in the N d-dimensional vector space. Displacements δ r that leave the distances in the packing invariant should satisfy 0 = Sδ r. Equations (A5) thus always admit d trivial solutions δr kα = δ α,α ′ that correspond to uniform translations of the packing in the d available directions. Now, consider soft harmonic spheres that are almost at jamming. The potential energy is
, where θ(r) is the Heaviside function, and the stiffness κ is set to unity without loss of generality. Thus, |r i − r j | = σ ij − ε ij for contacts, and |r i − r j | > σ ij for non-contacts. Assuming that contacts cannot be opened, in the limit ε → 0 the N d × N d elements of the Hessian matrix are
where δ( ij ) = 1 if ij are in contact and zero otherwise. It follows that H = S T S, which can be shown using Eq. (A3):
The energy of small displacements, i.e., displacements small enough that they do not open any contact, is A7), it follows that, for all p, the eigenvalues λ obey
This result implies that the non-zero eigenvalues of N and H are identical.
Recall that H always has d zero eigenvalues due to translational invariance. The number of zero modes of the matrices N and H is
Floppy modes
Now, consider a packing with N c contacts. We select one of these contacts, ij , which for notational simplicity we label τ = ij (for two particles touching). We want to displace the particles by δ r (τ ) , such that all distances ρ kl in contacts kl = τ remain unchanged, while the contact τ is opened by an infinitesimal amount. The resulting excitation is the floppy mode associated with opening contact τ . It is floppy, because the contact is opened, hence it does not contribute anymore to the system energy, and all the other contacts kl remain at a distance σ kl , hence they also do not contribute to the energy. The total system energy thus remains zero. To lowest order, the variation of the distance ρ kl is given by Eq. (A5), and we want to impose δρ ij = 1 (or any other infinitesimal amount, because the equations are in any case linear), while δρ kl = 0 for all other contacts. We thus want to solve
where the N c -dimensional vector τ belongs to the space of contacts with components τ kl = δ τ, kl , i.e. it is equal to 1 for contact τ and zero for all other contacts. Because we want to exclude global translations of the packing from the solutions of Eq. (A9), we impose 
Response to a dipolar force field
By applying S T to Eq. (A9) we obtain
From Sec. A 1, we know that matrix S T has N c − (N − 1)d zero modes, and therefore three scenarios are possible. 
where f (τ ) is one of the zero modes of S T . In general we do not know how many solutions of Eq. (A11) exist. However, the vector (
is clearly orthogonal to the d trivial zero modes of S and
are the only zero modes of H, and therefore we can invert H by restricting ourselves to the space orthogonal to the d trivial zero modes. We then have 
Note that Eq. (A12) can be interpreted as the response to a dipolar force field. Suppose that we take a packing in equilibrium with zero external forces and we apply an external force ǫS
hence we are applying a force F i = ǫn ij on particle i and F j = −ǫn ij on particle j, i.e., a dipolar force. For small ǫ, minimizing the energy gives
which coincides with Eq. (A10) and is solved by Eq. (A12) for N c ≥ (N − 1)d.
Isostaticity in absence of external forces
We consider the special case N c = (N − 1)d + 1 in absence of external forces, which corresponds to a packing under periodic boundary conditions. In this case, we have that:
• z N = 1, hence N has a unique zero mode (Sec. A 3);
• the force balance equation S T f = 0 has a unique solution (Sec. A 1);
• because N = SS T , the solution of S T f must be the unique zero mode of N .
Hence, the contact forces f are given by the unique zero mode of N and are fixed up to an overall scale factor (the global pressure), which is left free because there are no external forces. We also have z H = d (Sec. A 3), hence the only zero modes of the small displacement matrix are those corresponding to global translations of the packing, and there are no floppy modes (Sec. A 4).
Under periodic boundary conditions, isostaticity corresponds to N c = (N − 1)d + 1, and:
the forces are determined by the packing geometry through N f = 0, up to an overall scale factor; the packing is mechanically stable in the sense that H has no non-trivial zero (or floppy) modes; the response to a dipolar force is given by Eq. (A12).
(R9)
Isostaticity in presence of external forces
We consider the special case N c = (N − 1)d in presence of external forces, which corresponds to a packing confined by walls. In this case, we have that:
• the force balance equation has a unique solution (Sec. A 1);
• contact forces are fully determined by the external forces;
• H has no zero modes apart from the trivial ones.
Hence, small fluctuations that do not break contacts are stable. However, each contact τ corresponds to a unique floppy mode, given by Eq. (A12), that breaks contact τ keeping all the other contact distances fixed. This "non-linear" soft mode has non-zero energy only because of the external forces. These soft modes are the ones used in the stability analysis of Ref. [1] .
In presence of external walls, isostaticity corresponds to N c = (N − 1)d, and: the forces are uniquely determined by the external forces; the packing is mechanically stable in the sense that H has no zero modes; floppy modes allow a contact to open without affecting the other contacts; they are given by Eq. (A12), and their energy depends only on the external confining forces.
(R10)
Other harmonic systems (including hard spheres)
We now consider the generalization of the discussion of Sec. A 2 to packings of other types of harmonic spheres near jamming. First, we consider a potential energy U = ij κ ij (|r i − r j | − σ ij ) 2 θ(σ ij − |r i − r j |) with heterogeneous stiffnesses κ ij . Assuming that contacts cannot be opened, the elements of the Hessian matrix are then
Second, we consider a system with a potential energy U = κ ij |r i − r j | − σ ij ν θ(σ ij − |r i − r j |). The force on contact ij is then
and the effective stiffness is
At a isostatic point under periodic boundary conditions, contact forces are uniquely determined by the force balance equations, and are thus independent of the particular choice of potential. Once the forces are determined, the effective stiffnesses can be obtained via Eq. (A16). Plugging this result in Eq. (A14), we obtain a matrix H that gives the small fluctuations associated with this modified potential, provided the harmonic approximation holds. A special case of interest is that of hard spheres, which corresponds to ν → 0 in the absence of thermal excitations, and thus κ ij ∝ f exactly result in N c = N iso c , typically because of compression rates that were too rapid, incorrect stopping criteria, insufficient numerical precision, etc. Although the packings had N c − N iso c = 0, most of the jamming phenomenology was nevertheless found to be robustly conserved from one set of simulations to another. Recently, the results of several more careful simulation protocols [1, 19, 23] have, however, highlighted the importance of having exactly N c = N iso c to observe some key aspects of jamming criticality in finite systems. In particular, the theoretical analysis of Ref. [13] relies heavily on packings being strictly isostatic with N c = N 
Detailed Numerical Minimization Protocol
The key difficulty in obtaining packings with N iso c is distinguishing between contacts and near contacts. In finiteprecision arithmetics, this challenge follows from the gap distribution for near contacts being singular and the contact force distribution having a fat power-law tail at weak forces. Hence, being insufficiently close to jamming results in ambiguities in the force network determination. Compounding this difficulty is the need to precisely remove rattlers, as they are not part of the force network itself. In order to produce a packing that is truly isostatic, one thus need to impose that the distance between the contact spheres should be very near the particle diameter, with a precision that increases with N . For instance, in a system with N = 16384 in d = 4, with high probability at least one near contact is only O(10 −9 )σ ij away from contact. All contact pairs must therefore be known to within a higher precision than that value.
The protocol we implemented is designed to reliably converge to an isostatic configuration. It does so by producing a series of packings with logarithmically spaced energies and excess packing fractions. We empirically found that choosing n steps = 10 packings per decade of packing fraction provides a reasonably high degree of success. As shown in Figure 4 , for quadratic contact potentials the system energy U then scales with the distance to jamming as
We begin by creating a configuration at an initial packing fraction φ 0 ∼ 2φ J , and an initial estimate for the jamming density,φ 0 . We minimize the energy of this packing using the FIRE algorithm [26] to U 0 , and calculate the packing fraction for the next iteration, φ 1 , using the general rule φ i+1 =φ i + φ i −φ i 10 −1/nsteps .
Every particle is then dilated to this new packing fraction and the system energy is minimized to U i , which we then use to compute a new, better estimate for the jamming densitỹ
As this process evolves we see that φ i andφ i converge to φ J , and that U i /U i−1 converges to 10 −1/nsteps . Here, we continue this procedure until U/N ≤ 10 −20 for d = 3, 4 and U/N ≤ 10 −24 for d = 2. In order to perform the energy minimization efficiently, our numerical routines make extensive use of general purpose graphical processing units (GPGPU) that are part of the University of Oregon ACISS supercomputer (156 NVIDIA M2070). Meeting the needed resolution between contacts and near contacts requires more precision than is offered by IEEE 754 double-precision number formats. Our GPGPU hardware does not, however, implement IEEE 754 quadruple-precision computations. We have thus resorted instead to implementing double-double precision algorithms, whereby each number is represented by a pair of double precision numbers, and provides 106 bits of precision in the significand (as opposed to 113 for quad precision) and 11 bits in the exponent (as opposed to 15 for quad precision). The basic mathematical operations are based on the NVIDIA implementation of double-double numbers [31].
Detailed Analysis Protocol
The lowest energy configuration is used for subsequent analysis. Contacts and near contacts are distinguished, using a gap threshold of 10 −11 σ ij , but the distinction is fairly robust to a choice of threshold within an order of magnitude of this value. Particles with fewer than d + 1 contacts are considered to be rattlers and are discarded from the rest of the analysis. Note that the rattler determination is done self-consistently, in case two or more rattlers are initially in contact with one another. After rattlers are removed, only configurations with N c = N iso c are kept for the subsequent force analysis. In d = 3 and 4, more than two-thirds of the systems met that criterion, but in d = 2 only a quarter did so. The origin of this difference remains unclear.
Following the results of Sec. A 2, we extract contact forces from the zero-eigenvalue eigenvector of matrix N . Because N is sparse, the relevant part of its eigensystem can be efficiently determined with the Lancsoz algorithm [32] , as implemented in Mathematica 10 [33] . It is expected of perfectly isostatic systems that all elements of that eigenvector share the same sign, which corresponds to f ij > 0. For the vast majority of configurations, it is indeed the case. As a last check for isostaticity, the rare systems that do not meet this criterion are eliminated from the force analysis.
