Abstract-This paper addresses the challenging problem of single-channel audio source separation. We introduce a novel userguided framework where source models that govern the separation process are learned on-the-fly from audio examples retrieved online. The user only provides the search keywords that describe the sources in the mixture. In this framework, the generic spectral characteristics of each source are modeled by a universal sound class model learned from the retrieved examples via nonnegative matrix factorization. We propose several group sparsity-inducing constraints in order to efficiently exploit a relevant subset of the universal model adapted to the mixture to be separated. We then derive the corresponding multiplicative update rules for parameter estimation. Separation results obtained from automated and user tests on mixtures containing various types of sounds confirm the effectiveness of the proposed framework.
I. INTRODUCTION
A UDIO source separation is a desired processing step within many real-world applications such as sound postproduction, robotics, and audio enhancement [1] . However, it has remained a challenging task especially when the input is a single-channel mixture. Indeed, in this case the problem is highly ill-posed and, in contrast to multichannel mixing case, additional spatial information about the sources is not available. Earlier approaches usually assume that the sources are sparse in the short-time Fourier transform (STFT) domain and estimate the predominant source's STFT coefficients via e.g. binary masking [2] or 1 -minimization [3] , [4] . The separation performance achievable by these techniques is very limited in reverberant environments [5] , [6] where the sources' STFT coefficients are quite overlapped. A more recent class of algorithms known as informed source separation [7] , [8] utilizes prior information about the sources to guide the separation process, and was shown to be successful in many contexts using different types of prior information. For instance, such information may include musical scores of the corresponding music sources [7] , [9] , [10] or text of the corresponding speech sources [8] . In some approaches this symbolic information is then converted to audio using a MIDI synthesizer for musical scores [9] , [10] or a speech synthesizer for text [8] . These synthesized signals (that may also include cover tracks as in [11] ) called deformed references in [12] can be used to roughly learn the spectral and temporal characteristics of one or more sources in the mixtures so as to guide the separation process [8] - [10] , [12] . A subclass of informed source separation approaches is user-guided separation methods where the prior information is provided by a user. Such information can be e.g., user-"hummed" sounds that mimic the sources in the mixture [13] or source activity annotation along time [14] or in a time-frequency plane [15] ; the annotation information is then used, instead of training data, to guide the separation process. Furthermore, recent publications disclose an interactive strategy [16] , [17] where the user can perform annotations on the spectrogram of intermediate separation results to gradually correct the remaining errors. Note however that most of the existing approaches need to use prior information which may not be easy to acquire in advance (e.g., musical score, text transcript), is difficult to produce (e.g., user-hummed examples), or simply requires very experienced users while being very time consuming (e.g., time-frequency annotations). The main motivation of this work is to introduce a simple framework that enables everyone to easily perform source separation. We hence present the new concept of on-the-fly source separation inspired by on-the-fly visual search methods [18] , [19] from the computer vision research community. More specifically, the proposed framework only requires the user to listen to the mixture and type some keywords that describe the sources to be separated; in other words, the user interaction is now carried out at a higher semantic level. For instance, a user would request to separate the "wind noise" (source 1 description) from the "bird song" (source 2 description). The given descriptions or keywords are then used to search the internet for similar audio examples that will be employed to govern the separation process. For this purpose, supervised approaches based on e.g., nonnegative matrix factorization (NMF) [20] , [21] or its probabilistic formulation known as Probabilistic Latent Component Analysis (PLCA) [13] , [22] , where retrieved examples can be used to pre-learn the spectral dictionaries of the corresponding sources, are of great interest. Other methods in the prior art that couple the decomposition of the reference signals together with the mixture could also be considered [8] , [11] , [12] , [23] . Fig. 1 . General workflow of the proposed on-the-fly framework. A user listens to the mixture and types some keywords describing the sources. These keywords are then used to retrieve examples to learn spectral models for the described sources. Optionally, the user may listen to the retrieved examples and discard irrelevant ones.
Regardless of the approach, several challenges, as detailed in Section II, arise in this on-the-fly framework due to (i) the unknown quality of the retrieved examples and (ii) possible lack of source descriptions (i.e. some sources may not be described by the user). In our preliminary work [24] , we investigated several strategies to handle issues with the quality of the retrieved examples and found that the one using a universal sound class model (USCM) 1 learned from examples via NMF with a group sparsity constraint is generally more efficient than the others. Note that since the USCM is actually an over-complete dictionary, a sparsity constraint is needed to help fit the most relevant spectral patterns to the sources in the mixture.
This article extends our preliminary work [24] , [27] by providing the algorithms along with their mathematical derivations in addition to new results from a user test. Altogether, the main contributions of our proposed on-the-fly paradigm work are four-fold: 1) We introduce a general framework for on-the-fly audio source separation which greatly simplifies the user interaction. 2) We propose a novel so called relative group sparsity constraint and show its benefit in the semi-supervised case where training examples for some sources are missing. 3) We derive several algorithms for parameter estimation when different group sparsity-inducing penalties and relative group sparsity-inducing penalties are used. 4) We perform a range of evaluations, including both supervised and semi-supervised scenarios, and a user-test to validate the benefit of the proposed framework. The remainder of this paper is organized as follows. Section II gives an overview of the on-the-fly framework and the related challenges. In Section III, we recall some background on supervised source separation based on NMF. We then propose several algorithms for parameter estimation with the use of different sparsity-inducing constraints in Section IV. Evaluation results with a user-test are presented in Section V. Finally, we conclude in Section VI. 1 The term "universal speech model" was introduced in [25] for the separation of speech and noise, and was inspired by the term "universal background model" used for speaker verification [26] . We here extend it to "universal sound class model", since our framework deals with the separation of sources belonging to any sound class.
II. ON-THE-FLY FRAMEWORK AND CHALLENGES

A. Overview and challenges
The proposed framework only requires minimal user input enabling inexperienced users to apply source separation to essentially any mixture. It is applicable as well when relevant training examples for some sources are either not readily available offline or not representative enough, which is likely the case for uncommon sounds such as animal or environmental sounds. The general workflow is shown in Fig. 1 . The user inputs a few keywords specifying the sources in the mixture (e.g., "dog barking", "wind", etc.,), then a search engine retrieves relevant source examples accordingly. The source spectral models are then learned on-the-fly and used for supervising the separation. This approach is actually analogous to on-the-fly methods in visual search where a user types a persons name (e.g., "Clint Eastwood") [18] or an objects description (e.g., "car") [19] and a classifier is trained using example images retrieved via Google Image Search.
Although the on-the-fly approach simplifies the user interaction and eliminates the need for offline training samples, there are several challenges that need to be addressed as follows: In fact in our previous work [24] to handle the first challenge, we investigated the use of a simple example pre-selection scheme based on the spectral similarity between the examples and the mixture to discard irrelevant examples. Thus, one can imagine having additional user interaction after specifying the keywords. For instance, the user may screen the list of retrieved examples and subjectively select a more relevant subset for training. This is the "Examples Refinement" step in Fig. 1 .
B. Graphical User Interface
We implemented the system along with a graphical user interface (GUI) as shown in Fig. 2 and employed it for our user-tests. It features the ability to listen to a mixture and input one or more keywords describing the different sources. Then, per source, an online search for audio is performed. Next, the user can listen to the list of retrieved audio examples as well as view their waveforms or spectrograms (useful for the more advanced users). The optional example selection is then done by ticking the corresponding checkboxes. USCMs are then learned on-the-fly to guide the separation. The last step is to output the separated sources. A video showing a demo is available online at http://youtu.be/mBmJW7cy710/. On the practical side, the data transferred between the user and the server consists of the keywords and the mixture file as well as the separated sources which are sent back to the user. On the server, each example file requires computing the STFT followed by NMF; the examples are independent and these operations can thus be done in parallel. Then once the USCMs have all been constructed, the separation step is faster as the multiplicative updates are performed only one time. The overall complexity thus mostly depends on the number of training examples and the size of USCMs. Thus on an average PC, it would take from 30 seconds to a few minutes to get the separation results back.
III. BACKGROUND ON NMF-BASED SOURCE SEPARATION
A. Conventional supervised approach
We discuss in this section a standard supervised source separation approach. We base our framework on NMF since it is one of the most popular and well-suited models in the state of the art on audio source separation. As per e.g. [22] , [25] , first source spectral models are learned on-the-fly from training data retrieved online. Then these models are used to supervise the separation.
Assuming J sources, let X ∈ C F ×N and S j ∈ C F ×N be the STFT coefficients of the single channel mixture signal and the j-th source signal, respectively, where F is the number of frequency bins and N the number of time frames. Usual additive mixing is assumed as
(1) 
where
and d(· ·) is a scalar divergence measure. We use the ItakuraSaito (IS) divergence defined as
which is appropriate for audio signals due to its scale invariance [20] . The parameters θ = {W, H} are usually initialized with random non-negative values and are iteratively updated via multiplicative update (MU) rules [20] , [28] .
In the training step of the supervised setting, a spectral model for each source j, denoted by W (j ) , is first learned from the corresponding training examples concatenated together by optimizing criterion (2) . Then the spectral model for all sources W is obtained by concatenating the source models as:
Then in the separation step, the time activation matrix H is estimated via the MU rules optimizing (2) [20] , while W is kept fixed. Note that the activation matrix is also partitioned into horizontal blocks as
where H (j ) denotes the block characterizing the time activations for the j-th source.
Once the parameters θ = {W, H} are obtained, Wiener filtering is applied to compute the source STFT coefficients aŝ
where denotes the element-wise Hadamard product and the division is also element-wise. Finally, the inverse STFT is computed to produce the time domain source estimates.
B. USCM-based approach
The conventional supervised approach as described in Section III-A assumes using all retrieved (or user-selected) examples for a given source to learn the source spectral model. This may not be suitable in the current framework due to the challenges mentioned in Section II where the noisy examples may lead to a poor spectral model. Thus, in this section we propose an efficient and flexible approach to better utilize the examples, when available, for guiding the separation, while also handling the case of missing examples. In the following, the training examples refer to either the full list of retrieved examples or the user-selected examples in case of user intervention. We employ a so-called universal sound class model, learned in advance from training examples, with sparsity constraints on the activation matrix H in order to enforce the selection of only few representative spectral patterns during the model fitting. In the following, we first present the USCM construction, and then the optimization criterion for model fitting.
1) USCM construction:
Assuming that the j-th source is described by the user and some examples are retrieved for it, we denote by V jp the spectrogram of the p-th example corresponding to the j-th source. First, V jp is used to learn the NMF spectral model, denoted by W jp , by optimizing the criterion (similar to (2)):
where H jp is the corresponding time activation matrix. Given W jp for all examples, the USCM for the j-th source is constructed as
where P j is the number of retrieved examples for the j-th source.
2) Model fitting for supervised source separation:
In the supervised setting, we assume having source models for all the sources in the mixture, that is to say that for every source, the user gave its description and examples were successfully retrieved. It can be seen that the USCM W (j ) constructed in (9) becomes a large matrix when the number of examples increases, and it is often redundant since different examples may share similar spectral patterns. Therefore, in the NMF decomposition of the mixture, the need for a sparsity constraint arises to fit only a subset of each W (j ) to the source in the mixture. In other words, the mixture is decomposed in a supervised manner, given W constructed from W (j ) as in (5) and fixed, by solving the following optimization problem where Ψ(H) denotes a penalty function imposing sparsity on the activation matrix H. Different penalties can be chosen, as will be discussed in Section IV, resulting in a sparse matrix H as visualized in Fig. 3 b and Fig. 3 c. 3) Model fitting for semi-supervised source separation: We describe in this section a so-called semi-supervised setting where not all of the source models can be learned in advance [25] . This occurs either when the user only describes the sources of interest and not all of them or when the search engine fails to retrieve examples for a given query.
We propose to model all the "missing" sources as one background source whose spectrogram can be approximately fac- 
We see that in contrast to criterion (10) W b is updated as well and there is no group sparsity-inducing penalty on H b . The reason is that, as opposed to W, W b is neither an overcomplete dictionary nor has an underlying structure that can be exploited for regularization. 
IV. SPARSITY CONSTRAINTS AND ALGORITHMS
In this section we consider two classes of sparsity constraints, namely group sparsity and a newly proposed relative group sparsity for the optimization problem (10) and (11) . In each case, two variations are considered: a block sparsity-inducing penalty and a component sparsity-inducing penalty. For every constraint, we give the corresponding algorithm for estimating the parameters.
A. Group sparsity constraints and parameter estimation algorithm
We consider a group sparsity-inducing penalty defined as
where H (j,g ) (g = 1, . . . , G j ) are the groups within the activation sub-matrix H (j ) corresponding to the j-th USCM (see equation (6) for the definition of H (j ) ), G j the total number of groups for the j-th source, · 1 denotes the 1 matrix norm, > 0 and λ j ≥ 0 are trade-off parameters determining the contribution of the penalty for each source. Note that in the remainder of the paper, H (j,g ) should not be confused with H jp in (8) . We introduce two options for defining the groups H (j,g ) and derive the corresponding MU rules for the parameter estimation as follows. 1) Block sparsity-inducing penalty: As in [25] , we restrict the groups to be sub-matrices of H (j ) corresponding to the spectral models W (j,p) trained using the p-th example (see (8) for the definition of W (j,p) ). In that case the indices g and p coincide and G j = P j . This so-called block sparsity-inducing strategy allows filtering out irrelevant spectral models W (j,l) , thus dealing with irrelevant retrieved examples (challenge C 1 in Section II). An illustration for the estimated activation matrix H for that case is shown in Fig. 3 b where blocks corresponding to irrelevant examples for each source are set to zero. Algorithm 1: MU rules for NMF with group sparsity in supervised case.
Input:V, W, λ Output: 
Normalize W b and H b component-wise (see, e.g., [20] )
2) Component sparsity-inducing penalty: As an alternative solution to fitting the universal model, we restrict the groups to be rows of H (j ) corresponding to different spectral components (in that case the number of groups G j simply equals to the number of rows in H (j ) ). This so-called component sparsityinducing strategy allows filtering out irrelevant spectral components, thus dealing with noisy retrieved examples (challenge C 2 in Section II). Fig. 3 c shows an estimated activation matrix H where rows corresponding to irrelevant spectral components for each source are set to zero.
3) MU rules for parameter estimation: MU rules for the optimization of criterion (10) (supervised case) and (11) (semisupervised case) are summarized in Algorithms 1 and 2, respectively, where η > 0 is a constant parameter, P (j,g ) is a matrix of the same size as H (j,g ) whose entries have the same value, and P is a matrix concatenating all P (j,g ) . This algorithm is almost identical to the one proposed in [21] , except that the groups are defined differently and W is not updated. It is proven in [21] using a majorization-minimization [29] formulation that these updates with η = 1/2 are monotonic, i.e., the cost function is non-increasing after each iteration.
Note that the updates of H are identical in both the supervised and semi-supervised cases. Additionally, in the semi-supervised case, since the derivations of (11) with respect to W b and H b are not affected by the sparsity constraint Ψ(H), the updates of W b and H b are straightforwardly derived as in [30] .
B. Relative group sparsity constraints and parameter estimation algorithm
For the separation to be feasible, we require that every learned source model has a corresponding non-zero activation; however, this constraint is not enforced by the group sparsity penalty in (12) where it can happen that a group of different sources are fit together using the same source model, instead of separately using their designated models, rendering their separation impossible. We observed this "source vanishing" phenomenon in practice as illustrated in Fig. 4 a (in case of using the block sparsity-inducing penalty) and Fig. 4 c (in case of using the component sparsity-inducing penalty) in the supervised case. Moreover, the problem worsens in the semi-supervised case, depicted in Fig. 4 e for the block sparsity case, where the entire mixture is fit by the estimated background model only (the same effect occurs for the component sparsity case). This is due to the fact that W b and H b are now fully unconstrained in (11), whereas W is fixed and H is constrained by the group sparsityinducing penalty. It can also be seen that increasing the trade-off parameters λ j in the penalty (12) (thus decreasing the number of active groups) increases the chances of source vanishing in both the supervised and semi-supervised cases. In this section, we present a novel sparsity-inducing penalty which helps prevent this problem completely.
1) Relative group sparsity-inducing penalties:
This observation motivates us to introduce a general solution based on a new notion, namely relative group sparsity. While we present it here within the context of NMF, the idea extends to other dictionary decomposition schemes. We assume that the groups are organized into so-called supergroups (i.e. H (j ) corresponding to a USCM is considered as a supergroup), and we characterize the relative group sparsity constraint Ψ(H) by the following properties 1) It induces the sparsity of the groups (as in group sparsity), and at the same time 2) It induces the anti-sparsity of the supergroups (i.e. prevents them from vanishing entirely). In other words, the group sparsity property is now considered relative to the corresponding supergroup H (j ) and not within 
the full set of coefficients in H. It is formulated as [27] 
where γ j are some non-negative constants. Penalty (13) can be also rewritten as
and one can easily see that, while the new penalty keeps the group sparsity property thanks to Ψ gr (H) defined in (12) , it prevents (when γ j > 0) the supergroups from vanishing since if H (j ) 1 tends to zero, then − log H (j ) 1 tends to +∞. This formulation generalizes the group sparsity constraint in the sense that (13) reduces to (12) for γ j = 0. So while we only require that γ j is non-zero for the relative group sparsity to be active, in our experiments we show results for γ j = 1 and γ j = 1 G j . The latter was chosen to act as a normalization such that the effect of the penalty is even across the USCMs regardless of their size.
Note also that one can introduce either the relative block sparsity-inducing penalty or the relative component sparsityinducing penalty by defining a group H (j,g ) to be either a block or a row in H similar to what has been presented in Section IV-A.
2) MU rules for parameter estimation: MU rules for parameter estimation when using the new penalty Ψ rel (H) are derived in the same way as the rules for group sparsity in Section IV-A. The resulting algorithms for both supervised and semi-supervised cases are summarized in Algorithm 3 and Algorithm 4, respectively. Details on the derivation of Algorithm 3 are given in the Appendix, and that of Algorithm 4 is very similar. Note that P (j,g ) and Q (j,g ) are matrices of the same size as H (j,g ) whose entries have the same value, and P and Q are concatenations of P (j,g ) and Q (j,g ) , respectively.
V. EXPERIMENTS
We start by describing the data set, parameter settings, and evaluation metrics in Section V-A. We then evaluate the performance of the proposed supervised and semi-supervised onthe-fly audio source separation algorithms in Section V-B. The sensitivity of the different algorithms with respect to the choice of the trade-off parameter λ j which determines the contribution of the sparsity penalty is presented in Section V-C. We finally present user-test results in Section V-D. 
A. Data, parameter settings, and evaluation metrics
We evaluated the performance of the proposed on-the-fly algorithms on a data set of 15 single-channel mixtures of two sources artificially mixed at 0 dB signal to noise ratio (SNR). Note that during the mixing, sure that two sources had more or less the same duration so that in all the mixtures both sources appear most of the time. The mixtures were sampled at either 16000 Hz or 11025 Hz and their duration varies between 1 and 13 seconds. The sources in the mixtures were selected as follows: (female speech, traffic), ( owl) and www.wavlist.com (cricket), among others. The diversity in the types of sources should demonstrate the advantage of the proposed on-the-fly strategy since, as opposed to speech where pre-trained models are fairly common, having a pretrained model for every possible sound class is not viable. In the implementation of the framework, sound examples for training were retrieved from www.findsounds.com, a search engine for audio, as well as from www.freesound.org, a database of user-uploaded sounds. Note that these two websites are different from the ones used to get the sources in the mixtures; thus the possibility that the training set contains a source from the mixtures is very small. The retrieved files were restricted to those with sampling rates at least as high as that of the mixture, and the ones with higher sampling rates were down-sampled accordingly. For retrieval in our experiments, we differentiate between two types of search keywords: i) reference keywords given by an expert (the first author) who prepared the dataset and thus had also listened to the separate sources and not only the mixtures and ii) user keywords given by non-expert users in our user test. It is important to note that the reference keywords are not the only "correct" keywords since other synonyms can be used. Table I lists the reference keywords and the corresponding user keywords along with the number of times a keyword was given by the users. Note that some reference keywords like "male speech" or "female speech" are repeated in more than one mixture, thus the count of their corresponding user keywords is more than the number of users.
Other parameters were set as follows. The STFT was calculated using a sine window and a frame length of 47 ms with 50% overlap, the number of iterations for MU updates was 200 for learning the USCM W (j ) and 100 for separating the mixture, and the number of NMF components for each spectral model learned from one example W (j,p) was set to 32. In the semi-supervised case, the number of NMF components for the background source was K b = 10 to avoid overfitting since W b is unconstrained. Additionally, since the number of training examples P j per source was different depending on the availability of the data (search results), the trade-off parameter λ j determining the contribution of the sparsity-inducing penalty was set to λ 0 F NP j (where λ 0 is a constant) so that λ j is greater when more examples are available. The intuition here is that the smaller the USCM W (j ) is, which happens when few examples are available, the lower the level of sparsity that should be imposed in the decomposition. We found these settings to generally result in a good separation performance.
The source separation performance was evaluated in terms of the normalized signal-to-distortion ratio (NSDR), which measures the overall signal distortion, and the normalized signalto-interference ratio (NSIR) which measures the leakage of the other sources [31] , [32] . Recall that the normalized values are 
Reference keywords
User keywords applause background noise, cheers, concert, concert crowd, crowd, crowd cheering (2), crowd concert, people cheering bat bird (2), bird cackling, bird chirping, birds sound, monkey (2), jungle, night animal bells bell tone, bells, bells church, church bell (3), church bells (3) cafe chattering, crowd, crowd speech, crowd talking (2), many people talking, party, people, people talking car aeroplane noise, ambient noise, boat motor, calm noise, car, drive, nothing, thunder storm, wind cat cat (7), cat meow, cat meowing chirps bird (4), bird chirping (6), birds (2), birds chirping (2), birds sing (2), night creatures, sparrows cough caugh, cough (2), coughing (5), man caughing cricket bird, birds, birds sing, cricket (2), night, night animal, night creatures, tweet-tweet dog dog (5), dog bark, dog barking (2), dogs drums bass drum, drum (3), drum beats, drums, percussion, rythmic, tap beats electric guitar electric guitar, guitar (2), guitar concert, music (3), music playing, riff guitar female speech female speech (3), female voice (2), female voice english, girl read, girl talking (5), woman, woman read, woman speak, woman speaking, woman speech, woman talking (2), woman voice guitar acoustic guitar, electronic organ, guitar (7) male speech male english speech (3), male speech english, man reading, man speak, man speaking (2), man speech, man talking (4), man voice, men speech, poetry recitation, read (2) ocean car, driving a car, road traffic, sea waves, storm, street, traffic noice, waterfall, waves owl dog, dog moaning, owl (4), owl hooting, pigeon, woodpecker piano pianist, piano (4), piano music (3), soft piano strings restaurant chattering ambiance, crowd (2), crowd noise with photo clicks, crowd speech, crowd talking, people noise, people talking (2) ringtone jingle phone ringing, mobile ringtone (2), phone ringing, phone ringtone, ring, ringing, ringtone, smartphone ring river motor engine noise, river, river flowing, sea, stream, water (2), water boiling, water flowing rooster cock (2), cock cluck, cock-a-doodle-do, hen (2), rooster (3) siren ambulance, police, police car, police siren (5), siren traffic car, car passing, car running, road traffic, road with cars, street traffic, traffic noice, traffic noise, traffic sound violin cello strings orchestra, music album, music (2), piano, soundtrack, violin (3) woman singing brasilian woman singing, brazilian song, girl singing (3), singing woman, woman singing (3) computed by subtracting the SDR and SIR of the original mixture signal from those of the separated sources [32] . The normalization serves to show the gain of using the proposed source separation system as opposed to a naive method that simply assigns the mixture as a source estimate. These metrics are measured in dB and are averaged over all sources and all mixtures for the different algorithms.
B. Separation results using reference keywords
In this experiment, we use the reference keywords given by the expert for retrieval. The goal is to evaluate and compare the performance of the different algorithms. For the supervised case (i.e., Algorithm 1 and Algorithm 3), two keywords were used to retrieve examples for both sources in the mixture, while only one keyword was used for the semi-supervised case (i.e., Algorithm 2 and Algorithm 4). Note that, in the semi-supervised scenario, we tested two cases as follows (i) a keyword was provided for source 1 only and (ii) a keyword was provided for source 2 only; we then averaged the obtained separation results.
We compare the average separation performance obtained using the four sparsity-inducing penalties presented in the paper: block sparsity as the baseline [25] , the proposed component sparsity, relative block sparsity, and relative component sparsity. Results for the supervised case (i.e., Algorithm 1 for block sparsity and component sparsity, and Algorithm 3 for relative block sparsity, and relative component sparsity) are shown in Table II , while those for the semi-supervised case (i.e., Algorithm 2 and Algorithm 4) are shown in Table III . In each case, we run the algorithms with different values of the tradeoff parameter λ 0 , and the value resulting in the highest average NDSR is chosen and shown in the tables along with the corresponding NSDR and NSIR. Note that the result shown in Table II is 1.8 dB NDSR higher than that reported in our previous work [24] . The reason is that: (1) the dataset (training and testing set) is enlarged by the size and the variation of the sound sources; and (2) the parameter λ j is here adapted per mixture and not constant for the whole dataset. Also, for easier reading here, we do not compare again the separation performance with the standard supervised NMF setting without using USCM model nor with some other baselines as it has been investigated in our previous study [24] . For the relative sparsity cases, we tested two values for the hyper-parameter γ j : a fixed γ j = 1 as a natural choice, and γ j = 1 G j such that the denominator term H (j )
in the penalty (13) is adaptively normalized with respect to the size of the group G j . First, as expected, the results obtained in the supervised case are much better than those achieved in the semi-supervised case where examples for one source are missing. Second, using an adaptive γ j = 1 G j in the supervised case improved the NSDR for the relative block sparsity by 0.25 dB but had no significant effect on the relative component sparsity; in contrast it negatively affected the performance in the semi-supervised case. Third, we note that the proposed component sparsity-inducing penalty achieves a better separation performance than the block sparsity-inducing penalty which was exploited in [25] , in both supervised and semi-supervised cases. A possible explanation is that the former offers more flexibility by exploiting the most representative spectral patterns from different spectral models that match the mixture. Last, it is worth noting that the proposed relative component sparsity-inducing penalty performs the best in both supervised and semi-supervised cases in terms of both NSDR and NSIR, the advantage being more significant in the semi-supervised case likely because the source vanishing problem is more severe. We note that the corresponding average signal-to-artifact ratio (SAR) for the different algorithms was on the order of 11 dB. In particular, the SAR corresponding to the relative component sparsity-inducing penalty was 10.98 dB and 11.35 dB for the adaptive γ j .
In general, the methods would fail if the retrieved examples are quite dissimilar from the actual sources in the mixture. As an example, a mixture of of an electric guitar and applause (cheers and whistles) had low NSDR for both source estimates (0.54 dB and -0.49 dB respectively). In this case, we observed that the retrieved training files for the applause contained mostly just clapping sounds and as such the learned USCM did not capture the cheers; similarly for the guitar where most retrieved examples were not close to the chords in the mixture.
C. Separation results with different choices of λ j
One of the most important parameters in the presented algorithms in the on-the-fly framework is the trade-off parameter λ j determining the contribution of the sparsity-inducing penalty. We propose to set λ j = λ 0 F NP j so that it is normalized with respect to the size of the USCM and is larger when more examples are used. In this experiment, we varied λ 0 and assessed the sensitivity of the different algorithms described in Section V-B to this choice in the semi-supervised scenario. The dataset and other parameter settings are the same as described before. The results As can be seen, the relative block sparsity and relative component sparsity algorithms are generally more stable than the block sparsity and component sparsity algorithms over a large range of λ 0 where the results obtained by the former algorithms drop sharply for the last point. Within a good range, i.e. the first four points, the relative block sparsity with γ j = 1 G j is the most stable one as its NSDR varies at most 0.2 dB. The relative component sparsity algorithm, which offers the highest performance in general, is not very sensitive to the considered parameter though it has more than 1 dB NSDR difference within the considered range.
D. Separation results for the user test
In the second experiment, our goal was to evaluate the performance of the proposed on-the-fly framework when practically used by non-expert users. We also test the effect of the examples refinement step on learning the USCM. The algorithms based on the proposed relative block/component sparsity-inducing penalties, which perform better than those using the block/component sparsity-inducing penalties as shown in Section V-B, were tested using the input from 9 different users who were of different age groups, technical backgrounds, and were all not native English speakers. The best parameter settings as determined from Section V-B were used. Using the GUI described in Section II-B, the users were asked to process each of the 15 mixtures as follows. First, they were asked to listen to the mixture and accordingly type keywords describing the two sources. They were instructed to change the keywords in case the search engine did not return results. Then, they were required to listen to the retrieved examples and select those that sound more similar to the sources in the mixture; at least one example was required to be selected. Given the recorded user input (keywords and selected examples), we examine two possibilities of using the examples in guiding the separation process as follows:
1) All retrieved examples are used (All).
2) Only the subset of examples selected by the user is used (Subset). The source separation performance, averaged over all 9 users and over all mixtures per method, is shown in Table IV and  Table V for the supervised and semi-supervised cases, respec- tively. We note that the results for the average user are mostly lower than those for the expert in the supervised case due to the following issues. As can be seen from the keywords in Table I , some sounds like bat and owl were sometimes not recognized by the users and were confused with other sounds (e.g., bird sounds). Also, some spelling mistakes can be found (e.g, caugh instead of cough). This may have negatively affected the results. Additionally, one of the mixtures included a popular ringtone composed of marimba notes; however, the retrieved examples mainly included classical telephone rings, perhaps "marimba" would have been a better choice for searching. In the semisupervised case, the expert results are not better than the average user. The reason is likely that the guidance is reduced in this setting and the overall performance is quite lower compared to the supervised case. Nevertheless, the performance globally follows the same trend as presented in Section V-B: relative component sparsity generally outperforms relative block sparsity, especially in the semi-supervised case, with the SAR on the order of 9 dB. It is interesting to observe the effect of selecting a subset of examples. As can be seen in Table IV , using a subset of examples selected by the users only improves the performance in the supervised case. However, in the semi-supervised case, such a pre-selection even negatively affects the results as can be observed in Table V . This is likely due to the fact that having few selected examples (only one in the extreme case) leads to having fewer components in the learned spectral model for which a sparse decomposition is not optimal. Thus, it seems to be better to keep all retrieved examples for the known source and let the relative component sparsity penalty induce the appropriate selection.
VI. CONCLUSION
In this paper, we presented the novel concept of on-the-fly audio source separation and described several algorithms to implement it. Specifically, we proposed using a universal sound class model learned by NMF from retrieved examples and imposing group sparsity-inducing constraints to efficiently handle the selection of the most representative spectral patterns. Additionally, we introduced the notion of relative group sparsity to overcome a so-called source vanishing problem that occurs in the considered on-the-fly paradigm. In contrast to other stateof-the-art user-guided approaches, the considered framework greatly simplifies the user interaction with the system such that everyone, not necessarily an expert, can do source separation by just typing keywords describing the audio sources in the mixture. Experiments on mixtures containing various types of sounds confirm the potential of the proposed framework as well as the corresponding algorithms. Future work may be devoted to running real-world experiments, studying the use of a different group sparsity model that induces dynamic relationships between atoms or groups [33] , as well as extending the framework to multichannel mixtures where spatial source models (e.g. those from [34] or [35] ) may also be learned. Additionally, investigating the optimal USCM model size for different types of sound sources would be an interesting direction.
APPENDIX DERIVATION OF MU RULES IN ALGORITHM 3
Let C(H) denote the right part of criterion (10) with relative group sparsity penalty Ψ(H) = Ψ rel (H) defined as in (13) and D(· ·) being IS divergence specified as in equations (3) and (4 
Following a standard approach for MU rules derivation (see e.g., [20] , [28] ), we represent ∇ h k n C(H) as
with ∇
and we update each parameter h kn as
where η = 0.5 following the derivation in [21] . Rewritten in a matrix form, we obtain the updates of the activation matrix H in Algorithm 3.
