Two paths are equivalent modulo a given string τ , whenever they have the same length and the positions of the occurrences of τ are the same in both paths. This equivalence relation was introduced for Dyck paths in [1] , where the number of equivalence classes was evaluated for any string of length 2.
Introduction
Throughout this paper, a path is considered to be a lattice path on the integer plane, consisting of steps u = (1, 1) (called rises) and d = (1, −1) (called falls). Since the sequence of steps of a path is encoded by a word in {u, d} * , we will make no distinction between these two notions. The length |α| of a path α is the number of its steps. The height of a point of a path is its y-coordinate. For any path α and i ≥ 1, we define α i = αα · · · α (i times), and α 0 = ε, where ε is the empty path.
A Dyck path is a path that starts and ends at the same height and lies weakly above this height. It is convenient to consider that the starting point of a Dyck path is the origin of a pair of axes.
The set of Dyck paths of semilength n is denoted by D n , and we set D = n≥0 D n , where D 0 = {ε}. It is well known that |D n | = C n , where C n = 1 n+1 2n n is the n-th Catalan number (sequence A000108 in [10] ). The generating function of the Catalan numbers is denoted by C(x), where
We will also use the generating function M (x) of the Motzkin numbers (sequence A001006 in [10] ), where
A path which is a prefix of a Dyck path, is called ballot path. The set of ballot paths of length n is denoted by P n and P = n≥0 P n .
A path τ ∈ {u, d} * , called in this context string, occurs in a path α if α = βτ γ, for some β, γ ∈ {u, d} * . The number of occurrences of the string τ in α, is denoted by |α| τ . In particular, |α| u and |α| d are the number of rises and falls of α respectively. We also use the notation h(α) = |α| u − |α| d , which corresponds to the height of the last point of α, whenever α starts at height zero.
We say that an occurrence of the string τ in the path α is at height j ≥ 0, whenever the minimum height of the points of τ in this occurrence is equal to j. Furthermore, we say that an occurrence of the string τ in a path α of length n is at position i ∈ [n] = {1, 2, . . . , n}, whenever the first step of this occurrence is the i-th step of α.
Many articles dealing with the number of occurrences of strings in Dyck paths have appeared in the literature (e.g., [3, 6, 7, 8, 9] ). More general results on this subject are given in [4, 5] .
In another direction, taking into account not only the number of occurrences of the string τ in a path, but also the positions of these occurrences, we consider the equivalence relation ∼ τ on the set of paths defined by α ∼ τ α ′ iff |α| = |α ′ | and the positions of the occurrences of τ in α and α ′ are the same.
Recently, Baril and Petrossian in [1] and [2] , introduced this equivalence relation on the set of Dyck paths and the set of Motzkin paths respectively, and they evaluated the number of τ -equivalence classes (i.e., the classes with respect to ∼ τ ) in terms of generating functions for any string τ of length at most 2.
In this paper, we examine this equivalence relation on the set of ballot paths and we evaluate the number of τ -equivalence classes of P n , for every string τ of length 2 or 3, as well as the number of Dyck classes (i.e., classes containing at least one Dyck path), for every string τ of length 3.
Firstly, for each case of τ , we decompose the paths p ∈ P as
where the c i 's are the maximal clusters of τ in p and the a i 's are the τ -components, i.e., the subpaths of p avoiding τ and lying between these clusters. We also use the notation a(p) = a k . Clearly two ballot paths
, for all i ≤ k. Next, by assuming several conditions for the τ -components, we define a set A (τ ) n of representatives of length n, where A (τ ) = n≥0 A (τ ) n and A (τ ) 0 = {ε}, and we prove the following result:
Finally, by enumerating the set of representatives, we evaluate the number of τ -equivalence classes in both cases of ballot and Dyck paths. As a result, in several cases we obtain some well known sequences, e.g., the Fibonacci numbers f n (see sequence A000045 in [10] ), whereas in other cases we introduce some new ones.
Throughout this paper, we denote by h i , i ∈ [k], the height of the last point of c i and we define h 0 = 0 and h k+1 to be the height of the last point of a k . We can easily check that, for any string τ , if p, p ′ ∈ P, such that p ∼ p ′ , and p, p ′ are decomposed according to (1.1), i.e., 2) which gives that h i and h ′ i , have the same parity, 0 ≤ i ≤ k + 1. Whenever there is no danger of confusion, we will write for simplicity ∼, A, "component" and "equivalent" instead of ∼ τ , A (τ ) , "τ -component" and "τ -equivalent" respectively. All sets are denoted by a capital calligraphic letter, while their corresponding generating functions with respect to the length are denoted by the same capital plain letter. The bar sign always denotes the intersection of the set with D (e.g.,Ā = A ∩ D). Furthermore, for any path α, we use the subscript α in the notation of a set to denote its subset of paths starting with α, e.g., B α = {p ∈ B : p starts with α} and B α denotes the corresponding generating function. We also use the Iverson notation [P ] , which Proposition P is equal to 1, if P is true, or 0, if P is false.
There are several different options for the definition of the set A of representatives. In general, we prefer to define A so that the sequence (h i ) of each representative is the maximum in its class, because this makes the task of enumeration much easier. When this is the case, the proof of Proposition 1.1 is obvious and it is omitted. However, when we are also interested in evaluating the number of Dyck classes, it is more convenient to define the set of representatives so that this sequence is the minimum in its class (see the cases uuu, uud, duu). Then, the set of representatives of Dyck classes is the setĀ. Unfortunately, this is not the case for the string udu, where A is defined so that this sequence is the lexicographically minimum in its class and the representatives of Dyck classes are not always Dyck paths. This makes this case far more complex than the others.
In sections 2 and 3, we enumerate the τ -equivalence classes of ballot paths for any string τ of length 2 and 3 respectively. In section 4, we enumerate the τ -equivalence classes of Dyck paths for any string τ of length 3.
The next two Tables summarize the results of the following sections, where the entries in the last column refer to the corresponding sequence in [10] (OEIS), whereas they are left blank whenever this sequence is a new one. The first three rows of Table 2 were given in [1] . Table 2 : Number of equivalence classes of Dyck paths of semilength n for various strings.
Let A (ud) (resp. A (du) ) be the set of ballot paths, the components of which have the form
Equivalently, A (ud) (resp. A (du) ) is the set of ballot paths avoiding dd (resp. avoiding dd and ending with u). Hence, by deleting the last rise of every path in A (du) n+1 , we obtain bijectively every path in A (ud) n , so that |A
Then, we have the following result:
Proposition 2.1. The number of ud (resp. du)-equivalence classes of ballot paths of length n ≥ 1 is equal to f n+1 (resp. f n ).
Proof. Clearly, |A n+2 , by deleting its last ud, if a(p) = ε, or its last step, if a(p) = ε, we obtain respectively a path q 1 ∈ A (ud) n or a path q 2 ∈ A (ud) n+1 . Since this procedure is clearly reversible, we obtain that |A
The result for the du-equivalence classes then follows from relation (2.1).
The string uu
Every p ∈ P is uniquely decomposed according to (
Notice that a 0 = (ud) t , t ≥ 0, whereas a 0 can also be equal to (ud) t u, t ≥ 0, for k = 0. Let A be the set of ballot paths, the components of which have either one of the following forms:
where i, s, t ≥ 1, and a k can also be empty. Equivalently, A is the set of ballot paths p avoiding dudd, avoiding dud at height greater than 1, and not ending with du, unless p = (ud) t u, t ≥ 1.
Proof of Proposition 1.1 for τ = uu. Given a ballot path
, where
It is easy to check that p ′ ∈ A and p ′ ∼ p. Furthermore, since no two paths of A are equivalent, we obtain the required result. Proposition 2.2. The number of uu-equivalence classes of ballot paths of length n is equal to the n-th coefficient of the generating function
Proof. For the enumeration of the set A, we define the sets B = {p ∈ A : p avoids dud at height greater than zero} and G = {p ∈ A : p avoids dud}.
We first consider the following decomposition of a path p ∈ A \Ā:
where α ∈Ā, β ∈B \ {ε}, β ′ ∈B and q ∈ G \ {ε, udu}. It follows that
Next, by considering the decomposition α = βuγd of a path α ∈Ā \ {ε}, where β ∈Ā, γ ∈B and γ does not end with dud, we obtain thatĀ − 1 = x 2Ā (B − x 2 (B − 1)), which gives
while, by considering the same decomposition for the setB \ {ε}, where β ∈B, γ ∈Ḡ, we obtain thatB − 1 = x 2BḠ , which givesB
Furthermore, by considering the following decomposition of a path q ∈ G \Ḡ:
where r ∈ G \ {udu}, γ ∈Ḡ \ {ε, ud} and r ′ ∈ G \ {ε, udu}, we deduce that
which gives
Finally, sinceḠ = 1 + x 2 M (x 2 ) (see [11] ), using relations (2.2), (2.3), (2.4) and (2.5), after some simple calculations, we obtain the required result.
The string dd
Every p ∈ P is uniquely decomposed according to (1.1) 
Let A be the set of ballot paths, the nonempty components of which have the form a i = u s , s ≥ 1, whereas a k can also be empty.
Equivalently, A is the set of ballot paths avoiding udu and not ending with ud.
Proposition 2.3. The number of dd-equivalence classes of ballot paths of length n is equal to the n-th coefficient of the generating function
.
Proof. A path p ∈ A \Ā is decomposed as p = αuq, where α ∈Ā, q ∈ A. Hence, A =Ā + xĀA, so that
Clearly, every path β ∈ D avoiding udu either belongs toĀ or it has the form β = αud, α ∈Ā. Then, since Dyck paths avoiding udu are enumerated by 1 + x 2 M (x 2 ) (see [11] ), we have that
From relations (2.6) and (2.7), we obtain the required result.
Remark:
The coefficients of A(x) form the sequence A191385 in [10] , where a different combinatorial interpretation is given: [x n ]A(x) is the number of Motzkin paths of length n with no horizontal steps h at positive height and no ascents of length 1. More generally, the number of d µ -equivalence classes, µ ≥ 2, of ballot paths of length n is equal to the number of Motzkin paths of length n with no h at positive height and no ascents of length less than µ. To verify this, we consider the mapping φ between the set of ballot paths and the set of Motzkin paths with no h at positive height, defined recursively as follows:
where p ∈ P, α ∈ D and r(α) is the reversed path of α (i.e., its symmetrical path with respect to a vertical axis). It is easy to check that φ is a length preserving bijection. Furthermore, since
is the set of ballot paths avoiding ud i u, i ∈ [µ − 1], ending with u or d µ , we can easily deduce that φ A (d µ ) is equal to the set of Motzkin paths of length n with no h at positive height and no ascents of length less than µ, giving the required result.
3 Strings of length 3
The string uuu
Let A be the set of ballot paths, with their components a i , i ∈ [k], having either one of the following forms:
where s, t ≥ 1, while a k can also be empty and a 0 ∈ {ε, (ud) t , u(ud) t : t ≥ 1}. Equivalently, A is the set of ballot paths p not starting with uudd, avoiding dudd and duud, avoiding dud at height greater than 1, and ending with uuu or with d, unless p = u.
Proof of Proposition 1.1 for τ = uuu. Given a ballot path
where r k+1 = 0 and, for i ≥ 1,
It is easy to check that p ′ ∈ A and p ′ ∼ p. Furthermore, since no two paths of A are equivalent, we obtain the required result.
Proposition 3.1. The number of uuu-equivalence classes of ballot paths of length n ≥ 1 is equal to f n .
Proof. Clearly, |A 1 | = |A 2 | = 1. Let S n (resp. T n ) be the set of all p ∈ A n with a(p) = ε (resp. a(p) = ε). We first show that
, so that a k = ε, we define a path q ∈ A n+1 as follows:
where
and a
Since the mapping p → q is clearly a bijection, we obtain relation (3.1). Next, we show that
, then, by deleting the last 2 rises, we obtain a path of S n , whereas, if r k = 4 (resp. r k = 3), then, by deleting u r k we obtain a path in T n−2 (resp. T n−1 ). Since this procedure is reversible, we obtain relation (3.2). Then, using induction and relations (3.1) and (3.2), we show that
The string ddd
Equivalently, A is the set of ballot paths avoiding udu and uddu, and ending with u or ddd.
Proposition 3.2. The number of ddd-equivalence classes of ballot paths of length n is equal to the n-th coefficient of the generating function A = A(x), satisfying the relation
Proof. A path p ∈ A \Ā is decomposed as p = αuq, where α ∈Ā, q ∈ A. Hence, A =Ā + xĀA,
Moreover, a nonempty path α ∈Ā is decomposed as
From relations (3.3) and (3.4), we obtain the required result.
The strings uud and duu
Every p ∈ P is uniquely decomposed according to (1.1) as p = a 0 uuda 1 uuda 2 · · · uuda k . Similarly, every p is uniquely decomposed as p = a 0 duua 1 duua 2 · · · duua k . Let A (uud) be the set of ballot paths with their components a i having either one of the forms:
where s, t ≥ 0, and let A (duu) be the set of ballot paths with their components a i having either one of the forms:
where 0 < i < k and s, t ≥ 0,
where k > 0 and s, t ≥ 0. We will give the proof of Proposition 1.1 for the string duu only, since the proof for uud it is similar and slightly easier.
Proof of Proposition 1.1 for τ = duu. Given a ballot path p = a 0 duua 1 duua 2 · · · duua k , setting
| is even and k = 0, and a ′ 0 = (ud) (|a 0 |−2)/2 u 2 , if |a 0 | is even and k > 0, and
, and also setting
we obtain inductively a sequence of paths
It is easy to check that p ′ ∈ A (duu) and p ′ ∼ duu p. Furthermore, since no two paths of A (duu) are equivalent, we obtain the required result.
We note that |A
and |A
For the proof of the last equality, consider the bijection which maps each
to the path q = a
where a ′ 0 is obtained by deleting the last step of a 0 and, for k > 0, n | of τ -equivalence classes of ballot paths of length n ≥ 1 satisfies the recurrence relation |A
n |, where τ ∈ {uud, duu}.
Proof. From each path p ∈ A (uud)
n+3 , by deleting its last uud, if a(p) = ε, or its last step, if a(p) = ε, we obtain respectively a path q ∈ A (uud) n or a path q ∈ A (uud) n+2 . Since this procedure is clearly reversible, we obtain the required relation for τ = uud.
The result for the string duu then follows from relation (3.5).
The strings udd and ddu
Every p ∈ P is uniquely decomposed according to (1.1) as p = a 0 udda 1 udda 2 · · · udda k . Similarly, every p is uniquely decomposed as p = a 0 ddua 1 ddua 2 · · · ddua k . Let A (udd) (resp. A (ddu) ) be the set of ballot paths, the udd-components (resp. ddu-components) of which have the form a i = u s , s ≥ 0.
Equivalently, A (udd) (resp. A (ddu) ) is the set of ballot paths avoiding udu and ddd, and ending with udd or u (resp. with u).
Hence, by deleting the last rise of every path in A (ddu) n+1 , we obtain bijectively every path in A (udd) n , so that |A
Proposition 3.4. The number of udd (resp. ddu)-equivalence classes of ballot paths of length n ≥ 1 is equal to the n-th (resp. (n − 1)-th) coefficient of the generating function
,
Proof. First assume that A = A (udd)
. A path p ∈ A \Ā is decomposed as p = αuq, where α ∈Ā, q ∈ A. Hence, A =Ā + xĀA, so that
Moreover, a nonempty path α ∈Ā is decomposed as α = βuγudd, where β, γ ∈Ā. Hence, A − 1 = x 4Ā2 , which implies thatĀ = C(x 4 ).
It follows that
Then by expanding A(x) to a geometric series and using the well known formula
we can easily obtain the formula for |A (udd) n |. The formula for |A (ddu) n | then follows from relation (3.6).
The string udu
Every p ∈ P is uniquely decomposed according to (1.1) as p = a 0 (ud)
Let A (udu) be the set of ballot paths, the components of which have the form a i = u s , s ≥ 0. Equivalently, A (udu) is the set of ballot paths avoiding dd and ending with u. It follows that A (udu) = A (du) , so that by Proposition 2.1 we have the following result:
Proposition 3.5. The number of udu-equivalence classes of ballot paths of length n ≥ 1 is equal to f n .
The string dud
Let A be the set of ballot paths, the nonempty components of which have either one of the following forms:
Equivalently, A is the set of ballot paths p avoiding d 4 , u 2 d 2 , d 2 u 2 , u 2 du 2 , starting with uu or udud and ending with uu, dud or dudu, unless p ∈ {ε, u}. Proposition 3.6. The number of dud-equivalence classes of ballot paths of length n is equal to the n-th coefficient of the generating function A = A(x), satisfying the relation
We setB to be the set of Dyck paths β avoiding d 4 , u 2 d 2 , d 2 u 2 , u 2 du 2 and starting with uu or udud, unless β = ud. Then, since every nonempty path α ∈Ā is uniquely decomposed as α = βud, β ∈B, we have thatĀ
A path β ∈B is uniquely decomposed as
which, combined with (3.9), gives
From relations (3.8) and (3.10), we obtain the required result.
Enumeration of Dyck classes
In this section, we evaluate the number of τ -equivalence classes of Dyck paths of semilength n, for any string τ of length 3. By symmetry, it is enough to deal only with the strings uuu, uud, duu and udu. For the first 3 cases, we use the set A (τ ) of representatives defined for the corresponding τ 's in the previous section, whereas for the case of udu, we define a new one.
In the sequel, all generating functions used for the enumeration of the Dyck classes are defined with respect to the semilength of the Dyck paths. 
Proof. It is enough to show that if
p ∈ D, it follows that h(p ′ ) = h(p) = 0, so that p ′ ∈ D, which gives the required result.
We restrict ourselves to the string τ = uuu, since the proofs for the other cases is similar.
, decomposed according to (1.1), such that p ∼ τ p ′ . We will show by induction that h ′ i ≤ h i , for all i ≤ k + 1, which in particular gives that h(p ′ ) ≤ h(p).
For 0 ≤ i ≤ k, we have that
have the same parity, we must have that h i+1 ≥ 1 + r i+1 .
The string uuu
In this section we use the set A of representatives defined in section 3.1 Proposition 4.2. The number of uuu-equivalence classes of Dyck paths of semilength n is equal to the n-coefficient of the generating function
where G = G(x) satisfies the relation
Proof. In view of Proposition 4.1, for the enumeration of the classes of Dyck paths, it is enough to enumerate the setĀ of Dyck paths not starting with uudd, and avoiding dudd, duud, and dud at height greater than 1. For this, we consider the generating function F = F (x) = p∈Ā x |p|u . We also define the sets B = {α ∈ D : α avoids dudd, duud, and dud at height greater than 0} and G = {α ∈ D : α avoids dud, duud}.
Using the last return decomposition of a nonempty Dyck path α:
we have that:
i) α ∈Ā \ {ε} iff α ′ ∈Ā \ {ε}, β ∈ B, β ′ ∈ B uu ∪ {ε} and β, β ′ do not end with ud, which gives that
ii) α ∈ B \ {ε} iff α ′ ∈ B \ {ε}, β ∈ G and β ′ ∈ G uu ∪ {ε}, which gives
iii) α ∈ B uu iff α ′ ∈ B uu , β ∈ G \ {ε} and β ′ ∈ G uu ∪ {ε}, which gives
so that
iv) α ∈ G \ {ε} iff α ′ ∈ G \ {ε}, β ∈ G and β ′ ∈ G uu , which gives
v) α ∈ G uu iff α ′ ∈ G uu , β ∈ G \ {ε} and β ′ ∈ G uu , which gives
From relations (4.4) and (4.5), it follows that
Thus, substituting in relations (4.2) and (4.3), we obtain
Finally, substituting in relation (4.1), we obtain the required result.
The strings uud and duu
In this section, we use the sets of representatives A (uud) and A (duu) defined in section 3.3. Then, we have that |Ā
For the proof of the above equality, consider the bijection
where a ′ 0 is obtained by deleting the last ud of a 0 , if k = 0, whereas, if k > 0, a ′ 0 is obtained by deleting the last u of a 0 , and
Proposition 4.3. The number of uud (resp. duu)-equivalence classes of Dyck paths of semilength n ≥ 1 is equal to the n-th (resp. (n − 1)-th) coefficient of the generating function
Using the definition of A (uud) in section 3.3, we can easily check thatĀ (uud) is the set of Dyck paths avoiding both uuu and dud at height greater than 0. It follows that every nonempty path α ∈Ā (uud) is decomposed as p = uβdγ, where γ ∈Ā (uud) and β belongs to the set B of Dyck paths avoiding uuu and dud. Hence
Clearly, B = {ε} ∪ B ud ∪ B uud , so that
A path β ∈ B ud is decomposed as β = udβ 1 , where β 1 ∈ B uud ∪ {ε}. Hence,
On the other hand, a path β ∈ B uud is decomposed as β = uudβ 1 dβ 2 , where β 1 , β 2 ∈ B uud ∪ {ε}. Hence,
This shows that B uud = C(x 2 ) − 1 and, using relations (4.7), (4.8) and (4.9), we obtain that
Then, expanding F (x) to a geometric series and using formula (3.7), we obtain the required formula for |Ā (uud) 2n |. The formula for |Ā (duu) 2n | then follows from relation (4.6).
The string udu
The set of representatives used in section 3.5 does not contain any Dyck paths, and therefore it is not convenient for the present case. For this reason, we will consider a more suitable set of representatives, as follows:
We define A to be the set of ballot paths p = a 0 (ud) r 1 ua 1 (ud) r 2 ua 2 · · · (ud) r k ua k , r i ≥ 1, i ∈ [k], the nonempty components of which have either one of the following forms:
and, for i ∈ [k],
Proof of Proposition 1.1 for τ = udu. Given a Dyck path p = a 0 (ud)
we obtain inductively a sequence of paths a i . Let
In the next result, we characterize the elements of A which are representatives of Dyck classes. Proof. Using the same notation as in the proof of Proposition 1.1, we consider
with p ∈ D, p ′ ∈ A and p ∼ p ′ . We will show that either p ′ ∈ D, or p ′ is of the form α(ud) r u 2 β. Clearly, if k = 0, then p ′ = (ud) |a 0 |/2 ∈ D, so that we may assume that k > 0. Let t be the greatest element of [k] such that h ′ t = 1, if such an element exists, or t = 0, otherwise. Clearly, if t = k, since h k+1 , h ′ k+1 have the same parity and h k+1 = 0, it follows that h ′ k+1 = 0, so that p ′ ∈ D.
In the sequel, we assume that t < k. We first show the following result: 
We can easily check that
which, since (h j − h ′ j )/2 is a nonnegative integer, gives that
Then using relation (1.2), we deduce that
In particular, h ′ k+1 ≤ h k+1 = 0, so that p ′ ∈ D, completing the proof of the lemma. If t = 0, then, since h ′ 1 ≤ h 1 , by the lemma it follows that p ′ ∈ D, so that in the sequel we may assume that t > 0.
If now h ′ i = 2, for some i ∈ [t + 1, k], then by the lemma it follows that p ′ ∈ D; so that we can restrict ourselves to the case where h ′ i ≥ 3 for every i ∈ [t + 1, k]. It follows that |a t | = 1 or |a t | = 2. If a t = u, or a t = u 2 , or a t = d 2 with h t ≥ 5, we can easily check that h ′ t+1 ≤ h t+1 , so that by the lemma it follows that p ′ ∈ D.
We finally consider the remaining case where a t = d 2 and h t = 3. Then, since a ′ t = u 2 , h ′ t+1 = 4, h t+1 = 2, applying relation (1.2) for every i ∈ [t + 1, k − 1], we obtain that
If, on the other hand,
This shows that h ′ k+1 = 2, that is p ′ ends at height 2. Furthermore, since h ′ i ≥ 3 for every i ∈ [t + 1, k], we obtain that the subpath β of p ′ starting from the second rise of a ′ t and ending at the end of p ′ is a Dyck path starting with u 2 .
If we set a = a ′ 0 (ud) r 1 ua ′ 1 (ud) r 2 ua ′ 2 · · · (ud) r t−1 ua ′ t−1 and r = r t ≥ 1, we obtain that α is a Dyck path ending with d 2 and p ′ = α(ud) r u 2 β.
In the sequel, assuming that α avoids d 3 , we will show that α has an occurrence of d 2 followed by an occurrence of u 2 d 2 .
Firstly, we note that, since in this case h t = 3, we obtain
Clearly, since α avoids d 3 , each a ′ i , i ≥ 0, has one of the following forms:
and, for i
It is easy to check that in each case h(a i ) − h(a ′ i ) ∈ {−4, −2, 0, 4}. Then, in view of relation (4.10), it follows that there exists i
This can occur only when
, where s ∈ {1, 2}, which ensures the existence of u 2 d 2 in α.
If there is no occurrence of d 2 on the left of a ′ i in α, since h ′ i ∈ {1, 2}, we can easily check that i ∈ {1, 2} and that a j = a ′ j for all j < i, so that h i = h ′ i . Then, since the last point of a ′ i in p ′ lies at height 0 or 1 and h(a i ) − h(a ′ i ) = −2, it follows that the last point of a i in p lies at height -2 or -1, which is a contradiction since p ∈ D.
For the converse, it is enough to show that if p ′ = α(ud) r u 2 β ∈ A with the above properties, then there exists p ∈ D such that p ∼ p ′ .
Firstly, assuming that α has an occurrence of d 3 , we set γ to be the path obtained from α, by changing the first fall of the leftmost such occurrence into a rise.
On the other hand, if α avoids d 3 and has an occurrence of u 2 d 2 and an occurrence of d 2 on the left of it, we set γ to be the path obtained from α by changing u 2 d 2 into ud 3 and the leftmost d 2 into u 2 .
In both cases, we can easily check that γ ∈ P, α ∼ γ and γ ends at height 2. Now, since β starts with u 2 , there exist β 1 , β 2 ∈ D with β 1 = ε such that β = uβ 1 dβ 2 . If we set p = γ(ud) r ud 2 β 1 dβ 2 , it is easy to see that p ∈ D and p ∼ p ′ . Proposition 4.5. The number of udu-equivalence classes of Dyck paths of semilength n is equal to the n-th coefficient of the generating function
where the generating functions G = G(x) and T = T (x) are given by G = x(1 + G) + x 2 (1 + xG)(1 + x(1 + xG))G and x 3 T 3 + x 2 T 2 + (x − 1)T + x 2 = 0.
Proof. In order to enumerate the udu-equivalence classes of D, according to Proposition 4.4, it is enough to evaluate the generating function F = F (x) of the set of paths p ′ having either one of the two forms described in Proposition 4.4.
For the first form, we note thatĀ is the set of Dyck paths avoiding d 2 u 2 , d 2 ud 2 , u 4 at height greater than 0, u 2 d s u, s ≥ 2, at height greater than 1, and not ending with d 2 ud.
Let B (resp. G) be the set of paths inĀ \ {ε} also avoiding u 4 at height 0 and u 2 d s u, s ≥ 2, at height 1 (resp. u 2 d 2 ), and let K (resp. L) be the set of paths inĀ (resp. G) ending with d 2 . We denote by H, B, G, K, L the generating functions, with respect to the semilength, of the sets A, B, G, K, L respectively.
Clearly, a path p ∈Ā \ {ε} (resp. G) is decomposed as p = (ud) s , or p = δ, or p = δ(ud) s+1 , s ≥ 1, where δ ∈ K (resp. δ ∈ L).
It follows that, H − 1 = x 1 − x + K + x 2 1 − x K, which gives
Similarly, we obtain that
(4.12)
A path p ∈ K is decomposed as p = αuβd where αud ∈Ā \ (K ∪ {ε}) and β ∈ B, so that K = (H − 1 − K)B, which combined with (4.11) gives H = 1 + xH + x(1 + x(H − 1))B.
(4.13)
Next, given a path p ∈ B \ G, we consider the last u 2 d s decomposition p = βγ, where β ∈ B ends with u 2 d s , s ≥ 2, and γ ∈ G udu ∪ {ε}.
Clearly, by deleting the last peak (i.e., ud) of β, we obtain a path β ′ ∈ B. Since the mapping β → β ′ is clearly a bijection, we obtain that the set of paths β is enumerated by xB and hence B − G = xB(1 + xG).
(4.14)
Moreover, if a path p ∈ G is decomposed as p = γuγ 1 d, we have that γud ∈ G \ L, γ 1 ∈ G and starts with udu or ud 2 u. If γ 1 starts with ud 2 u, then it is decomposed as γ 1 = uγ 2 dγ 3 , where γ 2 ∈ G udu and γ 3 ∈ G udu ∪ {ε}.
It follows that L = (G − L) (xG + xxG(1 + xG)), which combined with relation (4.12) gives
Finally, from relations (4.13), (4.15), (4.14), we deduce that Finally, the paths β of the second form described in Proposition 4.5 are decomposed as β = u 2 dγ 1 dγ 2 , γ 1 ∈ G, γ 2 ∈ G udu ∪ {ε}, and hence they are enumerated by the generating function x 2 G(1 + xG).
In conclusion, the generating function F is given by the equality
which, combined with relations (4.11), (4.16) and (4.21), gives the required result.
