Abstract-The authors prove existence of a stable transfer function satisfying the nonlinear equations characterizing an asymptotic stationary point, in undermodeled cases, for a class of pseudo-linear regression algorithms, including Landau's algorithm, the Feintuch algorithm, and (S)HARF. The proof applies to all degrees of undermodeling and assumes only that the input power spectral density function is bounded and nonzero for all frequencies and that the compensation filter is strictly minimum phase. Some connections to previous stability analyses for reduced-order identification in this algorithm class are brought out.
I. INTRODUCTION
Many convergence results for adaptive identification algorithms are limited to sufficient order settings, in which an unknown system is of finite and known order. Fewer results are available for more realistic undermodeled (or reduced-order) settings, in which the degree of an unknown system is underestimated or prohibitively large. Here we prove, for undermodeled cases, the existence of a stable transfer function satisfying the nonlinear equations governing a mean stationary point for pseudo-linear regression algorithms, including Landau's identifier [1] , the Feintuch algorithm [2] , and (S)HARF [3] , [4] .
The importance of examining the behavior of adaptive identification algorithms in undermodeled cases has been recognized repeatedly over the years [5] - [8] , since physical systems that one may attempt to identify need not admit exact descriptions using finite-order models. Two contributions by Anderson and Johnson [5] , [6] show the absence of divergence for this algorithm class in undermodeled cases, subject to excitation and strict positive real conditions. Those results tacitly assume existence of a reduced-order model that the algorithm may be attempting to identify, without specifying its structure. As argued in [8] , a natural choice for the reduced-order model is the system obtained at a mean stationary point, if one exists. Section II reviews this question and states our main result asserting the existence of a stationary point giving rise to a stable transfer function. Section III presents the technical construct, with proofs of intermediate lemmas deferred to Section IV. Concluding remarks are synthesized in Section V.
II. PROBLEM STRUCTURE AND MAIN RESULT
We consider a system identification problem in which fu (1) observed system output fy(1)g is generated according to
where f(1)g is a stationary output disturbance assumed independent of the input sequence fu(1)g, and fh k g is the impulse response of the unknown system, assumed stable and causal. Its transfer function is H(z) = k h k z k , where z is the backward delay operator:
zu(n) = u(n 0 1). This transfer function may be irrational.
The SHARF algorithm [3] adjusts the coefficients of a candidate rational model
A(z) = b0 + b1z + 111 + bM z M 1 + a1z + 111 + aM z M using the following adaptation algorithm:
Here > 0 is a small adaptation step size, and C(z) = 1 + c 1 z + 111c M z M is a compensation filter with user-chosen coefficients fc k g. Variants of the basic algorithm include HARF [4] using a posteriori filtered regressors, Landau's algorithm [1] using a matrix gain sequence in place of , and the Feintuch algorithm in which C(z) = 1. This algorithm class is globally convergent (strongly [9] or weakly [10] ) in the sufficient order case (i.e., when deg H(z) M ), provided the compensation filter is chosen correctly.
Convergence behavior in more realistic undermodeled (or reducedorder) cases is more difficult to analyze, since the algorithm is not a gradient descent procedure, although results are available in [5] and [6] . With respect to Fig. 1 , suppose the larger order system H(z) is split into a reduced-order part, of degree not exceeding M but otherwise unspecified plus the remaining undermodeled dynamics and measurement noise. If the undermodeled dynamics and measurement noise are momentarily set to zero, we recover a sufficient-order setting. Global asymptotic convergence may be shown based on passivity applied to an internal energy function. Once the undermodeled dynamics and measurement noise are added back to the system, the 0018-9286/99$10.00 © 1999 IEEE internal energy function is shown to remain asymptotically bounded under the excitation conditions specified in [5] , [6] , which implies the absence of divergence.
Let B 3 (z) A 3 (z) be the (as yet unspecified) reduced-order subsystem in Fig. 1 . The passivity arguments from [5] and [6] assume that the compensation filter C(z) is chosen such that C(z) A 3 (z) is strictly positive real (SPR). To the extent that the structure of the reduced-order part B3(z) A3(z) is unspecified, so is the set of admissible compensation filters which ensure stability of the adaptive system.
As argued in [8] , some meaning can be given to the decomposition of Fig. 1 provided the reduced-order system is that obtained at a mean asymptotic stationary point of the algorithm, if one exists. If so, then the energy function from [5] and [6] would measure the deviation between the parameter estimates and their mean values, and bounding the energy function would constrain the identifier to stay in a neighborhood of the stationary point. A mean asymptotic stationary point corresponds, of course, to those parameter values fa k g and fb k g which, if held fixed, would render the error (n) orthogonal to the regressor signals, i.e., (2)
These equations may be obtained by appealing to averaging theory (e.g., [11] ) or stochastic approximation theory (e.g., [10] ). Either way, these equations are nonlinear in the filter coefficients fa k g, and the existence of a stable transfer functionĤ(z) consistent with (1) and (2) has not previously been established for the undermodeled case. Our contribution is summarized in the following theorem.
Theorem 1: Suppose the input power spectral density function
is nonzero and bounded for all jzj = 1, and that the compensation filter C(z) is strictly minimum phase (no zeros in jzj 1). Equations
(1) and (2) then admit a solution for which the resultingĤ(z) is a stable transfer function. Remark 1: In many studies [1] , [3] - [6] , [9] , C(z) generates the numerator of a transfer function which should be SPR for convergence to apply; this constrains C(z) to be strictly minimum phase. The proof of Theorem 1, however, invokes no SPR condition.
III. THE EXISTENCE PROOF
We shall work in the transfer function space L 2 , consisting of 
If the output noise f(1)g is independent of the input fu (1) Theorem 2: If the rational functionĤ(z) fulfills
for some stable and causal Q(z), where
is a causal all-pass function whose zeros are the reciprocals of the poles ofĤ(z), then (1) and (2) are satisfied. We show that there always exists a stable rational functionĤ(z), of degree not exceeding M , which fulfills this characterization. As this problem is nonlinear in the filter coefficients fa k g, we may reparameterizeĤ(z) so that the set of stable and causal functions occupies a convex region in the parameter space, using a normalized lattice parameterization [12] .
To this end, we set A M (z) = 1 + a 1 z + 1 11 + a M01 z M01 + aM z M andÃM (z) = z M AM (z 01 ) and then determine lower order polynomials from the Schur recursion
in which sin k =Ã k (0)=A k (0) and cos k is nonnegative. It is well known [15] 
for some g(z) 2 H2. Given any numerator polynomial B(z) = b 0 + b 1 z + 111+b M z M , we may always determine coefficients 0; 11 1;M such that
and then work with the parameters fs k g and f k g rather than the coefficients fa k g and fb k g.
We now state the chain of arguments which will establish Theorem 1. We first constrain the zeros ofĤ(z) as a function of the poles, in order to obtain a partial fulfillment of the frequency domain characterization (3). For given values fs k g, which determine the denominator AM (z), we may find coefficients f k g-dependent on fs k g-for which
for some R(z) 2 H 2 . To verify, we note from (6) that this amounts to choosing the coefficients f k g such that 0 M+1 = hV(z);S(z)C(z)[H(z) 0Ĥ(z)]i: 
We show in the Appendix that the matrix on the right-hand side is invertible whenever C(z) is strictly minimum phase, which yields a unique solution for fv k g.
The zeros ofĤ(z) = M k=0 k V k (z) are now constrained with respect to the poles, which are set by the Schur parameters s = fs k g. We write V k (z; s) andĤ(z; s) to emphasize this dependence.
To complete our construction ofĤ(z) fulfilling (3), we must now choose the Schur parameters s such that the remainder function R(z) from (7) vanishes in its first M coefficients, i.e., R(z) = z M Q(z) for some Q(z) 2 H2. This in turn can be written as 0 = hz k ; R(z)i; k = 0; 1; 111; M 0 1:
But from (7) The same conditions on F also ensure the existence of a zero in D, by considering the continuous mapping G(s) = s 0F(s) from D to IR M ; the condition (11) yields G(0s) = 0G(s) for all s 2 @D, which implies G(s3) = s3 for some s3 2 D, or F (s3) = 0.
To apply this result, we set
. . .
z M ; S(z)C(z)[H(z) 0Ĥ(z;s)] :
Since inner products are linear functions of their arguments, Lemmas 3 and 4 imply easily that F (s) is odd along the boundary, i.e., F (0s) = 0F(s) for all s 2 @D. Theorem 5 then implies F (s 3 ) = 0 for some s3 2 D, as desired in view of (10).
Remark 2: With s 3 denoting a zero of F (s), the functionĤ(z; s 3 )
is the transfer function obtained at a stationary point. Although its existence is established, a closed-form solution forĤ(z; s3) is not obtained. In [17] , however, we show that a constructive procedure can be developed when the input fu(1)g is white noise, using interpolation theory. A corresponding result for nonwhite inputs is still an open issue. Remark 3: Depending on the unknown system H(z), a stationary point may occur along the boundary @D. In this case, Lemma 4 shows thatĤ(z; s 3 ) suffers pole-zero cancellations. As (1) and (2) depend only on external signals, the locations of any such pole-zero cancellations are theoretically indeterminate; see [8, pp. 541-543 ] for a simulation example of this phenomenon.
IV. PROOFS OF LEMMAS
We examine the functions V k (z; s) andĤ(z; s) as s ! @D. With V(z; s) = [V 0 (z; s); 111 ; V M (z; s)] t , we may use the Schur recursion (4) to express V(z; s) in terms of zV(z; s); solving for V(z; s) leads to V(z; s) = (I 0 z F(s)) 01 g(s) (12) in which the terms appear elementwise (indexed from zero) as [F(s)] ij = 0sisj+1 j l=i+1 c l ; i j < M c i ; j = i 0 1 0;
with the conventions s 0 +1; s i = sin i ; and c l = cos l . Since hV(z; s); V(z; s)i = I for all s (e.g., [12] and [8] ), the pair
One may now check that, as s ! @D k ; F(s) and g(s) tend smoothly to the forms
where F 1 (s) has dimensions k 2 k, and F 2 (s) and g 2 (s) depend only on s k = 61 and s k+1 ; 111 ; sM . Along the subboundary @D k , the Lyapunov equation (14) decouples into two equations, namely The first equality shows that F1 is orthogonal and hence contains k eigenvalues on the unit circle, corresponding to the k unit-circle zeros of A M (z; s) when s 2 @D k (e.g., [15] (14) hV ( 
Using now the eigendecomposition F1 = U3U y for the orthogonal matrix F 1 , where 3 is diagonal and U is unitary, we may diagonalize q(F 1 ) as
Since j1j = 111 = j k j = 1, the matrix q(F1) is invertible provided that S(z)C(z) 6 = 0 for all jzj = 1. 
M (s)
: (18) The Appendix shows that q(F 2 ) is invertible whenever C(z) is strictly minimum phase, and since Vi(z; 0s) = 0Vi(z; s) for s 2 @D k , we obtain i (0s) = 0 i (s) for s 2 @D k . This giveŝ H(z; 0s) =Ĥ(z; s) for all s 2 @D. Since each V i (z; s), for i k, has degree M0k on @D k , their linear combinationĤ(z; s) has degree not exceeding M 0 k, to complete the proof of Lemma 4.
V. CONCLUDING REMARKS
Our main result shows that, in undermodeled cases, a stable transfer function exists which satisfies the equations for a mean stationary point of pseudo-linear regression algorithms. This is an improvement over other candidate methods for which stability of the resulting model in undermodeled cases has been shown only for certain classes of input sequences (e.g., [16] ), or does not apply in general (e.g., [7] ).
Whether an attractor point always exists is, with reference to [5] , [6] , still dependent on the SPR condition for choosing the compensation filter C(z), involving now the denominator A 3 (z) of the model obtained at a stationary point. If the input fu(1)g is white noise, the set of stationary points is invariant to the choice of C(z) [8, p. 534] ; there exists then a compensation filter compatible with the SPR condition. For colored inputs, by contrast, the denominator A 3 (z) obtained at a stationary point varies with the compensation filter C(z), leading to a difficult problem of whether there exists a specific choice of C(z) which renders C(z)=A3(z) SPR. This reflects a known shortcoming of this algorithm class: If the system to be identified is unknown, then so is the set of admissible compensation filters.
APPENDIX
Here we show the invertibility of the nonsymmetric matrix whenever C(z) = 1 + c1z + 1 11 + cNz N is strictly minimum phase, with N an arbitrary integer. We assume s 2 D if k = 0 as in (8), or s 2 @D k if k > 0 as in (18) . We begin by writing The matrix (19) may then be written as Now, R0 = HH y > 0 so that H has full row rank. As such, (19) is singular only if i c i F i is singular. If f k g are the eigenvalues of F, with j k j < 1, those of i c i F i become C( k ). But C(z) 6 = 0 for all jzj 1 if C(z) is strictly minimum phase so that (19) must be invertible.
