We give the rst Lieb-Thirring type estimate on the sum of the negative eigenvalues of the Pauli operator that behaves as the corresponding semiclassical expression even in the case of strong non-homogeneous magnetic elds. This enables us, in the companion paper ES-II], to obtain the leading order semiclassical eigenvalue asymptotic, which, in turn, leads to the proof of the validity of the magnetic Thomas-Fermi theory of LSY-II]. Our work generalizes the results of LSY-II] to non-homogeneous magnetic elds.
Introduction
In this paper and its companion ES-II] we shall study the semiclassical limit of the Pauli operator with both electric and magnetic elds. Our main concern is to allow for nonhomogeneous magnetic elds. As we hope to illustrate, the transition from homogeneous to non-homogeneous elds is highly non-trivial. This is so not only because of technical di culties but also because the case of non-homogeneous eld is qualitatively di erent.
We shall be concerned here mainly with dimension three. In the follow up paper we will consider also dimension two. The three dimensional Pauli operator is the following operator acting on the space L 2 (R 3 ; C 2 ) of spinor valued functions.
H(h; The two dimensional Pauli operator has essentially the same form as the three dimensional operator above. The modi cations are rather obvious. The magnetic eld is a function B : R 2 ! R, the vector potential is a vector eld A : R 2 ! R 2 and we shall write as before B = r A with the obvious interpretation. We may then write H (2) (h; A; V ) := (hp + A(x))] 2 + V (x) = (hp + A(x)) 2 + V (x) + h 3 B(x): (1.
2)
The Pauli operator describes the motion of a non-relativistic electron, where the electron spin is important because of its interaction with the magnetic eld. For simplicity we have not included any physical parameters (i.e., the electron mass, the electron charge, the speed of light, or Planck's constant h) in the expressions for the operators. In place of Planck's constant we have the semiclassical parameter h, which we let tend to zero.
The last identities in (1.1) and (1.2) can easily be checked. If we note that (hp + A(x)) is in fact the three dimensional Dirac operator, we recognize the last identity in (1.1) as the Lichnerowicz formula. As a consequence of these identities one sees a signi cant di erence between the Pauli operator and the`magnetic' Schr odinger operator (hp + A(x)) 2 + V (x). In particular, the location of the essential spectrum can be very di erent for the two operators (recall that the physically most interesting eigenvalues are those below the essential spectrum). Typically, the bottom of the essential spectrum for the Schr odinger operator depends on the magnetic eld. But it turns out that, under very general circumstances, the essential spectrum for the Pauli operator in both two and three dimensions starts at zero. It was proven in HNW] for V = 0, but the proof works as well for potentials vanishing at in nity. Therefore we can simply study the negative eigenvalues. For the Schr odinger operator the right question would be to study the eigenvalues below the bottom of the essential spectrum, but since the essential spectrum is in general not known a-priori (for a constant magnetic eld it is known) these eigenvalues are very di cult to locate. Note that it is a bonus from Nature that the Pauli operator, which describes the electron correctly, including its spin, behaves in a more stable way.
The physically as well as mathematically interesting quantities connected with the eigenvalues are the number and the sum of the negative eigenvalues. Recall that the sum of the negative eigenvalues represents the energy of the non-interacting fermi gas in the external potential V and magnetic eld B.
In the case of a constant magnetic eld it is known (e.g. Sol], Sob-1986] ) that even for a smooth compactly supported potential V , which is negative, there will be in nitely many negative eigenvalues. This holds in both two and three dimensions. In fact, the asymptotics of how the number of eigenvalues accumulate near the essential spectrum is studied in I, Sob-1986] . It was, however, proved in LSY-II] (three dimensions) and LSY-III] (two dimensions) that the sum of the negative eigenvalues is nite. In fact, LSY-II, LSY-III] establish Lieb-Thirring type estimates on the eigenvalue sum which only require the negative part of the potential to be in appropriate L p spaces.
The goal in LSY-II] was to analyze the eigenvalue sum in the semiclassical limit, i.e., as the semiclassical parameter h tends to zero. In the case where one xes the magnetic eld B and let h ! 0 one nds that the leading order contribution to the sum of the eigenvalues becomes independent of B. It is therefore equal to the non-magnetic Weyl term, which in three dimensions is ?2(15 2 ) ? ( V ] ? denotes the negative part of the function V ). This type of semiclassical limit is therefore not very well suited to the study of the e ect of magnetic elds. One could maybe hope that higher order terms in the expansion would reveal information about the magnetic eld. In this context we should point out, however, that without some assumptions on the classical Hamiltonian ow one cannot establish non-vanishing higher order corrections to the above Weyl term.
The observation made in LSY-II] for homogeneous magnetic elds is that one can establish a semiclassical expression for the sum of the negative eigenvalues which is asymptotically exact uniformly in the magnetic eld strength. Note that it is a great simpli cation that we, as discussed above, can concentrate on the eigenvalues in a xed interval (the negative eigenvalues) and not have to consider eigenvalues in a B dependent interval, as it would be the case for the 'magnetic' Schr odinger operator. In contrast to the above standard semiclassical Weyl term, the generalized semiclassical expression, indeed, depends on the magnetic eld. In case of three dimensions this formula is given by E scl (h; B; V ) := ?h ?3 Z R 3 P(hjB(x)j; V (x)] ? )dx gives the main contribution, i.e. E scl reduces to leading order to a similar expression where only the rst term ( = 0) is kept in (1.4). Here and throughout the paper k k refers to the supremum norm.
In LSY-III] the two dimensional problem was studied, but since this paper was aimed mainly at applications the semiclassical formula did not appear explicitly. It is E (2) scl (h; B; V ) := ?h ?2 Z R 2 P (2) (hB(x); V (x) 
scl reduces to the standard Weyl term. Our goal in this paper and its continuation is to show that these semiclassical formulas are exact also for non-homogeneous elds. Of course, for non-homogeneous elds it is more subtle exactly what one means by uniformity in the eld, since the eld is now no longer determined by just one parameter. We shall return to this question later.
First we would like to motivate the importance of studying these issues. Historically, magnetic elds have occured as small perturbations in the Hamiltonian, e.g., as in the standard treatment of the Zeeman e ect. In later years, however, the investigation of strong magnetic elds has become relevant in important physical systems.
In the early 70's it became clear to astrophysicists that the strong magnetic elds expected to exist on a neutron star would have a signi cant in uence on the structure of the atoms existing on the surface of the star. This was one of the main motivations for the study in LSY-II]. (A fairly extensive reference to the physical literature can be found in LSY-II]).
In the 80's strong magnetic elds became of importance even in laboratory experiments. This occured as a result of new experimental techniques which allowed one to study e ectively two dimensional systems, e.g., the quantum Hall experiments and the heterostructures such as quantum dots. In these systems the electrons move in crystal structures where their e ective mass and charge change to such an extent that laboratory magnetic elds become e ectively very strong and can no longer be treated perturbatively.
In all of these systems it is a good approximation to consider the magnetic eld as homogeneous. There are several reasons why one would still like to extend the analysis to non-homogeneous elds. First of all it is of course natural to ask whether the features found for homogeneous elds are really stable. Furthermore, a detailed mathematical study often requires one to be able to locally vary the eld, even if one is mainly interested in the constant eld case. Even though we will nd that the semiclassical results known for constant elds really carry over to non-constant elds, we will also see that, in fact, not all features of the constant case are stable.
Of course the problem is also of independent interest and raises, as we shall see, many extremely interesting mathematical issues. The homogeneous eld case is comparatively simple because the kinetic energy part is an exactly solvable quantum mechanical model.
The semiclassical analysis of eigenvalues is really twofold. One must rst of all establish non-asympotic estimates allowing one to control errors and contributions coming from nonsemiclassical regions. These estimates, which for the sum of the eigenvalues are often refered to as Lieb-Thirring estimates, show that the sum of the negative eigenvalues is nite and can be controlled from below by expressions, which behave like the semiclassical formula one would like to prove. They need, however, not be asymptotically exact since they are only used for controlling errors.
The second part of the semiclassical study is to show that, when all the errors have been controlled, one can indeed get the asymptotic formulas.
Our approach to the problem, which we treat in the continuation to this paper, is the coherent state method also used in LSY-II, LSY-III].
The present paper treats the somewhat more fundamental problem of establishing a LiebThirring estimate. This part requires many novel ideas and most of them will also be needed in the subsequent asymptotic study of the second paper.
Having proved Lieb-Thirring estimates, one can prove leading order semiclassics with very weak regularity assumptions on the potential and the magnetic eld. In particular, we can treat the case of atomic potentials with the Coulomb singularity. The explicit treatment of the leading order energy for large atoms in strong non-homogeneous magnetic elds can be found in the second paper, where we prove, as an application of the semiclassical result, that the`Magnetic Thomas Fermi (MTF) theory' introduced even for non-homogeneous elds in LSY-II] gives the asymptotically correct ground state energy of atoms for large nuclear charge.
The rst generalizations of the Lieb-Thirring inequality of LSY-II] and LSY-III] to the case of non-homogeneous magnetic elds were rst given in E-1995] and later improved in Sob-1996(1)] and Sob-1996(2) ]. These works were mainly concerned with allowing elds growing at in nity. However, for the purpose of applications in semiclassical proofs, it is more important that the size of the Lieb-Thirring estimate be comparable with the semiclassical expression. In the case of dimension two and in the case of constant direction eld in dimension three, the estimates obtained in E-1995], Sob-1996(1)] and Sob-1996(2) ] are adequate for the purpose of studying the semiclassical limit. For three dimensions in general, none of the previously established Lieb-Thirring estimates (including the one in LLS]) can be applied to the semiclassical problem, because none of them scale correctly for large magnetic elds. The purpose of the present paper is to establish an estimate which is adequate in three dimensions. The issue is somewhat complicated and we shall now try to illucidate it.
The three dimensional case is complicated by the fact that there exist elds B (nonconstant direction) such that the corresponding Pauli-operator with V = 0, although non-negative, can have eigenfunctions with eigenvalue zero, we shall refer to them as zero modes. Examples of such elds were given in LY]. The same is true in two dimensions, but there these eigenfunctions are expected from the index theorem or more precisely the Aharonov-Casher Theorem (see CFKS]). Even in two dimensions the zero modes make the problem non-trivial, but at least there one has a control on the density of zero modes (see E-1993] ? dx: This is indeed the result for constant magnetic eld proved in LSY-II]. The existence of zero modes together with the variational principle, however, immediately implies that such an estimate is wrong in general. Thus there is a fundamental di erence here between homogeneous and non-homogeneous elds. In fact, if u 1 ; : : : denote the (orthonormalized) zero modes, i.e., if (hp + A(x))u i = 0, then the variational principle implies that the sum of the negative eigenvalues is bounded above by
Note that for small V this expression can in general not be dominated by the two terms above.
The Lieb-Thirring inequality must therefore contain a term of the form ? Z R 3 n(x) V (x)] ? dx; where n(x) is an upper bound to, P i ju i (x)j 2 , the density of states of zero modes.
We shall not go into details about the results proved in E-1995 E- , Sob-1996 (1), Sob-1996(2) , LLS], but just remark that the function n(x) in all of these behaves qualitatively like jB(x)j 3=2 . Indeed, jB(x)j ?1=2 has the dimension of a length and therefore jB(x)j 3=2 behaves dimensionally as a density, i.e., like a negative third power of a length. Of course the function n(x), which appears must have the the correct dimensionality. When we say that jB(x)j ?1=2 has the dimension of a length, we of course simply refer to how it behaves under scaling transformations.]
Now we immediately see that if we replace n(x) by jB(x)j 3=2 then the above term has a completely di erent behavior than the semiclassical expression. The sum of the rst two terms is exactly of the same order of magnitude as the semiclassical expression. The point is that the error terms (last two terms) are smaller than the semiclassical terms if kBkl(B) ?2 = o(h ?3 ) (assuming that V and its rst derivatives are xed). Thus this LT inequality will su ce to show the semiclassical formula when this condition is satis ed. This is the real application of our theorem and the methods are developed to satisfy the needs of a semiclassical statement.
In particular, we obtain semiclassics uniformly in kBk for constant direction eld (l = 1).
The reason for the restriction kBkl(B) ?2 = o(h ?3 ) is the following. Part of the motivation for believing that the semiclassical formula for homogeneous or even constant direction elds should generalize to fully non-homogeneous elds is that these elds on the relevant quantum scales should behave approximately like constant direction elds. This is, however, not true if the eld is too strong. A charged quantum particle moving in a magnetic eld essentially occupies a region in space of the shape of a cylinder with axis parallel to the magnetic eld. Although the above restriction on the magnetic eld might seem natural, we believe that it can be removed by an additional geometrical analysis which is beyond the scope of the present work. We intend to return to this issue in the future.
Remark 2. (The last term) The last term above which depends on the gradient of V is a conceptual error coming from our method and we have no reason to believe that it could not possibly be removed. It, however, scales in a way that it still allows for proving the semiclassical asymptotics. (1.13)
To get a constant eld, we have to let l and L go to in nity. This reduces our bound to (1.13) with the extra error term of size R B jrV j. -1995] . With more involved methods, the condition (1.7) was weakened rst in E-1995], then later Sob-1996(2)] gave an essentially optimal result. Before going into the proof of the Lieb-Thirring estimate (1.10) we now state the semiclassical results that are proved in the second paper ES-II]. Proving these fundamental theorems is the real motivation for establishing the Lieb-Thirring estimate of the present paper.
In the two dimensional case we have a completely uniform statement. (1.14)
In fact, the results proved in ES-II] are somewhat stronger, e.g., in the three dimensional case V is allowed to depend on the limiting parameter in a certain way. This generalization may seem to be an unnecessary complication. It turns out, though, that it is vital to the application in the theory of atoms in magnetic elds. In order to prove our Lieb-Thirring inequality we localize in regions of space where we can approximate by a constant magnetic eld. In these regions we then use standard Lieb-Thirring estimates. As already mentioned, the optimal regions are cylinders parallel to the magnetic eld. Approximating the magnetic eld also requires approximating the vector potential. This involves choosing optimal gauges locally. One of the main ingredients in the proof is a particularly good gauge choice in a cylindrical domain. The well known Poincar e formula for choosing a gauge, is well suited for spherical domains, but is not optimal in elongated domains. We discuss approximating magnetic elds in Section 2 and the cylindrical gauge choice is described in 2.2.
When localizing we have to control two type of errors: the localization errors (the energy it costs to localize) and the approximation errors. Of course controlling the localization error require choosing large regions, whereas the approximation errors are small when the regions are small. It turns out that we must do the localization in two steps. The rst localization uses essentially`isotropic' regions (cubes). On these cubes we approximate the magnetic eld, not by a constant eld, but only by a constant direction eld. This can in general be done on a larger region than if we were approximating by a constant eld immediately. Since we now have a distinguished direction on each of these cubes we can separate the subspaces corresponding to spin up and spin down relative to this direction. This is done in Section 4.1.
The spin up subspace is fairly easy to treat since the free Pauli operator on this subspace can be controlled by the Schr odinger operator, which is then in turn controlled by the diamagnetic inequality. This is Section 4.2.
The spin down subspace is studied in Section 4.3. Here we need to localize further into cylinders (which are typically elongated ones, i.e., if l L) and we approximate the magnetic eld by a constant eld on each cylinder. This is done by introducing Neumann boundary conditions on the cylinders (due to the narrowness of the cylinders, Dirichlet localization would cost too much). In each cylinder we then use a standard supersymmetry argument to separate the lowest Landau level from the higher levels. The higher levels are then treated somewhat similarly to the spin up space. The lowest level is studied using explicit estimates on the Neumann ground state density. These estimates are derived in Section 3. The main di culty here is that the Neumann density diverges near the boundary. We get around this di culty by choosing overlapping cylinders allowing us in each cylinder to consider the potential to be supported in what we call the cores, which are away from the boundary.
The reader may wonder why we need two localizations. The main reason is that localizing in narrow cylinders with Dirichlet boundary conditions is very expensive. We can only a ord that on the orthogonal complement to the lowest level. Fortunately, for the lowest level the supersymmetry gives us additional information, so the Neumann problem is actually tractable. This requires, however, that we know the lowest level, and this we do only if we have a constant direction eld.
This delicate sequence of steps is characteristic for the problem, one cannot a ord being sloppy in the estimates. The structure of the proof is very tight and in each step we have to use the full strength of the estimate involved.
Finally, we explain how the errors are controlled. If we consider a cube, where the potential is in some sense large (see the beginning of Section 4.1.2 for the precise notion) we absorb the errors into the potential. If the potential is small on a cube we do not need the full kinetic energy to control it and we may simply ignore a fraction of the kinetic energy thereby only keeping a fraction of the errors. This simple, but crucial idea has been used several times before in studying magnetic problems (see, e.g., F, FLL, LLS]). Since the localization errors from one cube often has to be controlled in the neighboring cubes (allocation of errors), we must have that the sizes of the potential in neighboring cubes are comparable. In Section 4.1.1 we show how to replace the original potential with a potential with this property.
The geometry of the magnetic eld
In this section we prove two propositions. Their proofs are a bit technical, but the statements carry the core of our main proof. We suggest skipping the proofs in a rst reading.
Approximating the magnetic eld
The following proposition will be used to approximate a general magnetic eld by a constant direction eld. This statement will be used twice; the crucial advantage of a constant direction eld is that it allows the separation of the third direction and that it carries a natural supersymmetric structure, which is essential to establish a spectral gap. We recall the de nitions (ii) In our application, where typically l , the approximation in (2.2) will be better than the straightforward choiceB(x) := B(Q) (constant eld), since that would yield only jB(x) ? B(Q)j ( p 3=2) sup jrBj, which is of order sup jBj (l ?1 + L ?1 ). This is worse by a factor of l ?1 1 than the similar term in (2.2).
Before giving the proof of this proposition we rst discuss another approximation result, which will be a simple corollary of the proposition. We shall, indeed, also need approximations of the magnetic eld by a constant eld and not just a constant direction eld. In order to keep the same accuracy in the approximation we must restrict to a smaller region. It turns out that we can cover the cube by parallel cylinders such that within each of these we, without losing in the approximation, can approximate the magnetic eld by a constant eld along the cylinder axis.
To formulate this more precisely we choose an orthonormal coordinate system f i g 3 i=1 in R 3 , such that the center Q of the cube is the origin and that B(Q) = B(0) points in the positive third direction. Note that the sides of need not be parallel with the coordinate planes in this new coordinate system. We shall refer to the plane P := f : 3 = 0g as the base plane of the cube. We consider cylinders, C P , given in this new coordinate system by C P = f : j ? ? Pj w j 3 j p 3 =2g; (2.4) where P 2 P and w > 0 (here ? := ( 1 ; 2 ; 0)). The point P is called the center of the cylinder.
Note that the cylinders are aligned along B(Q), the magnetic eld at the center of the cube and that the union of all these cylinders covers . Moreover, all the cylinders C P such that C P \ 6 = ; are subsets of the larger cube 0 Proof. We apply the proposition to the large cube 0 . LetB denote the approximating constant direction eld. Within 0 (in particular within C P ) it satis es (2.1) with replaced by 2w + p 3 . SinceB is divergence free, and points along the third direction in the new coordinate system, we conclude thatB is independent of 3 . From (2.3) we see therefore that jB(x) ?B(P)j n sup jx?Qj<5( p 3 +2w) B(x) o w for x 2 C P . Thus we can chooseB P =B(P ).
2
Remark. Note that it is only the radius of the cylinder that appears in the last term in (2.6). This is important since in our applications, typically w , i.e., the cylinder is very thin compared to the cube. The size of the cube appears only together with l(B) ?1 which, in our setup, will typically be small. It is in this way that we will achieve that the constant eld approximation within C P is as good as the constant direction eld approximation within .
Proof of Proposition 2.1. We work in the coordinate system described before Corollary (2.10) using j j q 3=2 which proves (2.2) for points in 2 P \~ . Now we consider an arbitrary point 2 with 3 > 0 (the case 3 < 0 is treated similarly), and the arclength parametrized eld line curve (t), which passes through at time t = 0, and satis es d =dt = ?(B=B)( (t)). Clearly, j (t) ? (0) 
Choice of a good gauge
The corollary of the previous proposition will provide us with a good approximating constant eld within a cylinder (see (2.4). Here we show that the di erence eld (which is supposed to be small) can be generated by a small vector potential within this cylinder. In general, if one is given a magnetic eld within a domain, then there exists a vector potential bounded by the supremum of the eld times the largest linear size of the domain (see (2.19) below).
For instance, one can choose the gauge given by the Poincar e formula; see (2.21) later. This gives a very crude bound for domains which are elongated cylinders.
The crucial fact is that, assuming some bound on the rst derivative of the eld in addition to its supremum bound, one can choose a gauge independent of the longest linear size of the domain. In particular, we can choose a gauge within our cylinder which is bounded by a constant independent of the length of the cylinder. One can verify directly that this vector potential generates the eld (one has to use div = 0 several times). It is more instructive to show how one can nd such a formula. We can start with the Poincar e gauge choice (P ) : 3 The Neumann problem with a constant eld on a cylinder
Supersymmetry
Consider an arbitrary cylinder C := f : j ? ? Pj w; j 3 j =2g with center P 2 P = f : 3 = 0g as in Section 2.1. LetB be a constant magnetic eld which is parallel with the 3 -axis,
i.e. in this coordinate systemB can be written asB = (0; 0;B), withB 2 R + . Choose a gaugeÂ, r A =B, which is independent of 3 and has a special formÂ = (Â 1 ;Â 2 ; 0) (for example the standard gauge,Â( ) = 1 2B ( ? P), would do). Let us de ne the operator T C := (p 1 +Â 1 ) ? i(p 2 +Â 2 ) on C with Neumann boundary condition (more precisely, D(T C ) := H 1 (C) ). An easy calculation shows that its adjoint is T C = (p 1 +Â 1 )+i(p 2 +Â 2 ) with Dirichlet boundary condition on the mantel of the cylinder C = C P (i.e. on the set M P := f : j 3 j < =2; j ? ? Pj = wg).
Furthermore, the operator T C T C is equal to the second order operator P 2 j=1 (p j +Â j ) 2 ? , which is a subset of this intersection, is a core for T C T C by the Kato-Rellich theorem). By supersymmetry, the spectra of T C T C and T C T C coincide except at zero, therefore T C T C has a gap in the spectrum, i.e., spec(T C T C ) f0g 2B; 1):
Let C be the spectral projection onto the zero energy level in the spectrum of the operator T C T C . Note that all the operators T C ; T C , and therefore C commute with p 3 . In particular, T C , therefore C act trivially on functions depending only on the third direction, i.e. C = (2) C Id R , where (2) C is the zero energy projection of T C T C viewed as a two-dimensional operator acting on L 2 (C \ P) with Neumann boundary conditions.
Estimate of the Neumann ground state density
We use the notations from Section 3.1, and, for simplicity, let P = 0. The lemma follows easily from this.
We return to proving (3.10). We rst use that since u i = C u i we have for and centers at the points of the lattice (dZ) 3 . Here k 1 is an adjustable constant which we shall choose later, such that it satis es k 1 1. Let i denote the ten times bigger cubes, with the same center, we shall refer to i as cubes and to 0 i as small cubes. The cubes i cover the whole space with an overlap bounded by a universal constant.
Allocating the potential
We shall allocate the given potential V using the following lemma. using that jnj p 3 + jn ? vj. 2
We may therefore assume that our potential V satis es the property (4.3), since, otherwise, in our theorem we can replace V byṼ constructed above. Otherwise, we call the cube j strong, and we let j := 1. Here k 2 denotes a constant to be chosen later.
Notice that if V satis es property (4.3) then i j for overlapping i and j we call this the regular variation property.
Choose a partition of unity, consisting of C 1 -cuto functions i , such that supp j j , j c on 0 j , P (4.14)
The upper indices in the spin projections indicate that they depend on j , as they are determined by the direction of the magnetic eld in the center of the cube. Sometimes, for shortness, we shall drop the index j and use the notation T (g).
To get the statement of the main Theorem 1.1, we have to sum up (4.10) for an arbitrary nite set of orthonormal spinors ff m g N m=1 , and give a uniform lower bound for the right hand where, in the last step, we used the nite overlapping property of the cubes and the regular variation of the 's to reallocate the localization errors. Recall that the assumption (4.3) on the potential implies the regular variation of the 's. Now we estimate the contribution of each cube individually. We consider a xed cube := j , and let (in applications, = j f) be a spinor with Dirichlet boundary conditions on . We omit all references to the index j.
We can split the kinetic energy as follows (all integrals are over , but can be considered over R 3 , since we may extend to be zero outside ): Z j (p + A) j 2 = Z j(p + A) j 2 ? (4.20)
The lemma follows if we insert the formula above for each cube j and for = j f into (4.16). 2 4.2 Treating the spin-up part in a cube The reason for using Sobolev's inequality is that nally we will have to add up the contributions from each cube, and ( R V 3=2 ) 2=3 is not additive. Note that this step introduces the extra terms, R V and R jrV j, which do not appear in Lieb-Thirring type estimates for constant direction eld E-1995], Sob-1996 (2) Again using the operator inequality 0 P + N P + 1 we can estimate Tr(P + N P + H(2V + cd ?2 )) below, using the variational principle, by the sum of the negativ eigenvalues of H(2V + cd ?2 ). By the standard Lieb-Thirring inequality (which is also valid for the magnetic Laplacian by the diamagnetic inequality) this eigenvalue sum is bounded below by ?2 5=2 L 3;1 R (V + cd ?2 ) 5=2 . Therefore The rest of this Section contains the proof of Theorem (4.6). This will involve several steps. First we need a further decomposition of the cube into cylinders (Section 4.3.1). Then in Section 4.3.2 the kinetic energy is considered within each cylinder, and we treat the contributions from the lowest and the higher Landau levels separately. The main result of that section is summarized in Proposition 4.11. In Section 4.3.3 we include the potential. Finally, in Sections 4.3.4 and 4.3.5 we treat the lowest and the higher level contributions separately.
Localizing into cylinders
Throughout Sections 4.3.2 and 4.3.3, g will denote a spinor with Dirichlet boundary conditions on and with P ? g = g. Recall that P ? is the spin space projection corresponding to the direction of the magnetic eld in the center of . In applications, g will be P ? f.
Corresponding to the cube of side length = 10d and the magnetic eld B we can, as in Section 2.1, construct cylinders C P of base radius w given by (4.46). These cylinders were de ned by C P = f : j 3 j 10d; j ? ? Pj wg; (4.51) in terms of the coordinate system f i g 3 i=1 of Section 2.1 and of the points P 2 P = f j 3 = 0g.
Choose a regular square lattice with spacing w=2 in the plane P. We consider only the cylinders C P corresponding to P 2 . We de ne also the core of the cylinder C P as C (0) P := f : j 3 j 10d; j ? ? Pj w=2g: (4.52) Recall that all cylinders (and cores) are perfectly aligned.
Consider the nite subset of 0 , consisting of points P, such that the corresponding core C (0) P intersects the cube . From now on we shall consider only cylinders and cores corresponding to P 2 0 .
It is straightforward from the construction above that the cores fC (0) P g P2 0 cover the whole cube . It also follows from the geometry that the number of cylinders that overlap at a xed point is bounded by a universal constant.
If we assume that k 1 is small enough we can apply Corollary 2.2 and conclude that we can (4.60) We need the following lemma to estimate the kinetic energy within the cylinders.
We remark, that the operators T C and C are apriori de ned on a subspace of L 2 (C) but they naturally act on the corresponding subspace of the spinor space L 2 (C; C 2 ) as well, acting separately on both components. We shall not indicate this fact, i.e., in the notations, we do not distinguish between T C and T C Id C 2 . 
Splitting into lower and upper Landau levels
In this section we split the kinetic energy within the cube into contributions from lower and higher`local' Landau levels. This means that rst we have to localize the kinetic energy in each cylinder C := C P and consider the constant magnetic eldB P within the cylinder . Here and C (0) denote the characteristic functions of the cube and the core of the cylinder respectively. The sum P C represents a sum over the family fC = C P g P2 0.
Remark. The importance of introducing the core of the cylinders is due to the singularity in the spectral density of C near the boundary of C (see (3.3).
Proof of Proposition 4.9.
Since the cylinders C cover the cube , with a universally bounded overlap, we have
(4.71)
We estimate the right side of (4.71) using Lemma 4.8. Since the cores also cover the all of , we can reallocate the error in where we have inserted , the characteristic function of the cube , since g is supported in
. Note that as a consequence of the reallocation it is the characteristic function C (0) which appears in the error term. 2j C e i' C C gj 2 + 2j(I ? C )e i' C C gj 2 : Notice that the rst term on the right hand side of (4.73), jT C C e i' C C gj 2 , is simply zero as C projects onto the zero level of T C T C . This completes the proof of (4.69). 2
We next rewrite the upper spectral part, T up (g; C) in order to introduce Dirichlet boundary condition. This rewriting will give further contributions to the lower spectral part (i.e., to the error term containing C in (4.69)).
We use a further localization function. For each cylinder C = C P we choose a function using that I ? C is a projection on L 2 (C); and we get (4.77) from (4.81) since we can insert for free, as g = g. 2
The result of this section is summarized in the following kinetic energy bound. Its proof is straightforward from (4.69), (4.70) and (4.77). For any j ? ? Pj w=2 (for points in the core C (0) ), we nd by (3.3), if is a weak cube.
Proof of Lemma 4.14.
As in the proof of Lemma 4.13, we can write is an operator (density matrix) between 0 and 1.
We have to consider the cases that is strong or weak separately. If is a strong cube (i.e. = 1), using the variational principle, the standard magnetic Lieb-Thirring inequality, the fact that the cylinders have universally bounded overlap, and nally the de nition of U, 
