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Abstract
We show that a free Dirac quantum field on a globally hyperbolic spacetime has
the following structural properties: (a) any two quasifree Hadamard states on the
algebra of free Dirac fields are locally quasiequivalent; (b) the split-property holds in
the representation of any quasifree Hadamard state; (c) if the underlying spacetime
is static, then the nuclearity condition is satisfied, that is, the free energy associated
with a finitely extended subsystem (“box”) has a linear dependence on the volume
of the box and goes like ∝ T s+1 for large temperatures T , where s+1 is the number
of dimensions of the spacetime.
I Introduction
In the algebraic framework of quantum field theory [10], one takes the point of view
that quantum field theoretical models should ultimately be described purely in terms of
their associated algebras of local observables. The basic mathematical structure in this
approach is an assignment O → A(O) of finite regions in spacetime with C∗-algebras
A(O), containing the observables in the theory that are localized in O. This assignment
is expected to have some general, model-independent structural features; namely, if O1 ⊂
O2, then A(O1) ⊂ A(O2) and if O1 and O2 are spacelike separated, then the elements in
1
A(O1) should commute with those in A(O2). The above properties express in an abstract
way the general features of locality and local commutativity of a quantum field theory.
A quantum state in the algebraic framework is a positive normalized linear functional
ω : A → C. It is a basic fact from the theory of C∗-algebras that every state determines
a representation π, called the GNS-representation, of A on some Hilbert space F con-
taining a distinguished vector |Ω〉 such that ω(A) = 〈Ω|π(A)Ω〉 for all A ∈ A. If the
spacetime under consideration is Minkowski space, one furthermore postulates the exis-
tence of a preferred vacuum state, ω0, whose GNS-representation carries a positive energy
representation of the translation symmetry group of Minkowski space.
The strength of the algebraic approach is that a number of structural features known
from quantum field theory can be seen to be a consequence of general and model-
independent axioms, see Haag’s book [10] for an overview. However, these axioms do
not yet entail such basic features as the existence of particles or a reasonable thermody-
namic behavior. What is missing is a suitable mathematical formulation of the idea that
excitations of the vacuum localized in finite regions and with finite energy occupy “finite
volumes in phase space”. Haag and Swieca [11] suggested to incorporate this idea into
the general framework of algebraic quantum field theory in Minkowski space by demand-
ing that a reasonable theory should satisfy the following compactness criterion: Let Or
be a double cone in Minkowski space whose base is a ball of radius r and let π0 be the
GNS-representation of the vacuum state on the Hilbert space F0, with vacuum vector
|Ω0〉. Then the subsets of F0 given by
{PEπ0(A)|Ω0〉 ∈ F0 | A ∈ A(Or), ‖A‖ ≤ 1}
are compact1 for all E and r, where PE is the spectral projector of the Hamiltonian, H ,
to the interval [0, E].
With the same idea in mind, Buchholz and Wichmann [4] proposed a stronger require-
ment on the size of the phase space volumes corresponding to excitations localized in finite
regions in Minkowski space and with finite energy. Instead of a sharp cut off in energy
(represented above by the projector PE) they use an exponential damping and replace
the above compactness criterion by the following nuclearity requirement: The maps Θβ
defined by
A(Or) ∋ A→ e−βHπ0(A)|Ω0〉 = Θβ(A) ∈ F0 (1)
are nuclear for all β > 0, with nuclearity index bounded by νr,β ≤ exp[crs/βn], where
c, n are positive constants, s is the number of spatial dimensions and r the radius of
the base of Or (the definition of a nuclear map and its nuclearity index is given Sec.
A.2). The physical interpretation of νr,β is that of the partition function of the finitely
extended subsystem located in Or at temperature T = β−1. The dependence of νr,β on
1Recall that a subset of a Banach space is called compact if every bounded sequence in this set contains
a weakly convergent subsequence.
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r then expresses that the free energy, Fr,β = −β−1 ln νr,β, of the finitely extended system
depends at most linearly on the volume of the box. The dependence on β gives the relation
between energy and temperature in the high temperature region. It has been shown to
be sufficient to guarantee normal thermodynamic behavior.
The above nuclearity condition, as well as different variants thereof (see for example
[5]), have been verified for free scalar fields and, more generally, for suitable infinite
multiplets of these fields in Minkowski space [5]. A suitably modified nuclearity condition
can also be formulated in curved spacetimes with a time translation symmetry, for which
there exists a state ω0 carrying a positive energy representation of the time translation
group (so that H now denotes the generator of this symmetry). That the nuclearity
property still holds under these more general circumstances was established by Verch [27]
for the case of a free scalar field in the representation of the natural ground state on an
ultrastatic spacetime.2
It is expected that the nuclearity property should hold also for free fields with higher
spin, but a discussion of this seems to be missing from the literature so far, even in the
case of Minkowski space. One purpose of the present paper is to fill this gap for the spin-1
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case. Namely, we will prove that the nuclearity condition holds for the free Dirac field on
a static spacetime in the GNS-representation of the ground state, and that the nuclearity
index, νC ,β, associated with a double cone OC with compact base C , satisfies the estimate
νC ,β ≤ exp
[(
β0
β
)s
e−m0β/2
]
. (2)
Here, β0 is a constant depending on on the spatial geometry of the spacetime under
consideration and m0 is a constant proportional to the mass of the field. This estimate
implies that the free energy FC ,β = −β−1 ln νC ,β associated with the subsystem localized
in OC goes at most like T s+1 for high temperatures T . We also show that if the spacetime
metric is rescaled by gab → λ2gab, then the nuclearity index for the rescaled spacetime is
estimated by the expression on the right side of (2), with β0 replaced by λβ0. This means
that the free energy FC ,β has at most a linear dependence on λ
s under rescalings of the
metric, and therefore at most a linear dependence on the volume of the box.3
The proof of the above statements does not readily follow from the arguments de-
veloped for scalar fields, because the underlying combinatorics in both cases are quite
different, due to the different statistics of bosonic and fermionic fields. Also, the above
estimate for νC ,β cannot readily be obtained by the same methods as in Minkowski space.
Instead, we obtain it using some results and methods from the theory of pseudo differ-
ential operators. We mention as an aside that our proof of the nuclearity property also
shows that the map (1) is actually even p-nuclear for all p > 0.
2Actually he verified a version of nuclearity condition, which is stronger than the one given above.
3Note that, in Minkowski space, the transformation gab → λ2gab is equivalent, via the conformal
isometry x→ λx, to a rescaling of the box itself, Or → Oλr.
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A quantum field model on a curved spacetime M is said to satisfy the so-called split-
property (with respect to some state, ω) if the following holds: Let O1 and O2 be two
concentric open double cones with bases C1 and C2 (contained in some Cauchy-surface
Σ) such that clo(C1) ⊂ C2. Furthermore, let πω(A(O1))′′ and πω(A(O2))′′ be the weak
closures of the corresponding local algebras in the GNS-representation of the state ω.
Then there exists a type I factor N such that
πω(A(O1))′′ ⊂ N ⊂ πω(A(O2))′′.
It is known [2] that the split-property automatically holds for the ground state ω0 on
an ultrastatic spacetime if the nuclearity condition is satisfied. Hence our estimate (2)
immediately gives us that the split-property holds for free Dirac fields in static spacetimes
in the GNS-representation of the ground state. (For the special case of a Dirac field in
Minkowski spacetime this has previously been shown by Summers [26].) Combining this
with a deformation argument due to Verch [27], we moreover show in Sec. V that the
split-property holds in fact on an arbitrary globally hyperbolic spacetime in the GNS-
representation of any quasifree Hadamard state (an explanation of this term will be given
below). Our proof of this partly relies on the fact that any two quasifree Hadamard states
ω1 and ω2 for the Dirac field are locally quasiequivalent, meaning that the density matrix
states in the GNS Hilbert spaces of ω1 and ω2 define the same sets of states of A(O) for
any relatively compact subset O of M . The analogue of this result for scalar fields had
previously been obtained by Verch [28], but a proof for Dirac case seems to be missing
from the literature so far.4 It is therefore provided in Sec. IV. In the course of this proof
we also show that the local v. Neumann algebras πω(A(OC ))′′ associated with a double
cone OC (with regular base) is a factor for any quasifree state ω.
Because all quasifree Hadamard states are locally quasiequivalent, the v. Neumann
algebras πω(A(O))′′ are algebraically isomorphic for different choices of the quasifree state
ω. They may therefore regarded as different realizations of some abstract factorial v. Neu-
mann algebra R(O). The collection of these factors can be shown to have the following
general covariance property (for a detailed discussion of this property, see [29, 31]): Let
χ : N → M be a causality-preserving isometric embedding of a spacetime (N, hab) into
a larger spacetime (M, gab), so that χ
∗gab = hab, and assume that χ induces a homomor-
phism of the corresponding spin-structures. Then there exists a homomorphism αχ such
that αχ(R(O)) = R(χ(O)) for all relatively compact O ⊂ N .5 Moreover, if χ1 ◦ χ2 is
the composition of two isometric embeddings, then it holds that αχ1◦χ2 = αχ1 ◦ αχ2. In
the case when χ is a diffeomorphism, the map αχ implements the transformation of local
4For scalar fields, it has recently been proven [16] that local quasiequivalence still holds under the
much weaker assumption that the states in question are not Hadamard but only “adiabatic of order N”,
for some suitable number N . One would expect that an analogous result holds also for Dirac fields. A
first result in this direction on Robertson-Walker spacetimes has been obtained by [13].
5As pointed out to us by the referee, in order that αχ be independent of O, one must actually require
that the isometric embedding χ is extendible to some N ′ containing N as a subset with compact closure.
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quantum fields under χ. Now if O1 ⊂ O2 ⊂ N are open regions as in the discussion of the
split-property, and if N is a type I factor corresponding to this inclusion, then αχ(N )
is a type I factor corresponding to the inclusion χ(O1) ⊂ χ(O2) ⊂ M . In this sense, the
type I factor N in the split-property ‘transforms in a generally covariant way’.
The plan and main results of this paper may now be summarized: In Section II, we
review the quantization of a free Dirac field on a curved spacetime from the algebraic
point of view and recall the notion of quasifree and Hadamard states. In Section III we
show that any two quasifree Hadamard states are locally quasiequivalent (Thm. III.1),
and that the local v. Neumann algebras associated with a quasifree state are factors of
type III1 (Thm. III.2). Section IV contains our results concerning the nuclearity property
for Dirac fields in static spacetimes (Thm. IV.1 and Prop. IV.1). The split-property for
Dirac fields in arbitrary globally hyperbolic spacetimes is established in the last section.
The definition of nuclear maps and some related functional analytic concepts is given in
the Appendix.
Notations and conventions: Throughout, (M, gab) denotes an oriented, time-oriented
globally hyperbolic spacetime of dimension s+1. The metric volume element compatible
with the orientation of M is denoted by ǫa0a1...as . We denote by J
±(O) the causal future
respectively past of a region O ⊂ M , i.e., the set of all points that can be reached by a
future respectively past directed causal curve starting in O. D(O) denotes the domain of
dependence of O, defined as the set of all points x, such any future and past inextendible
causal curve through x intersects O. Our signature convention is +−−− . . . .
II Review of classical and quantum Dirac fields in
curved spacetimes
II.1 Classical fields
We begin by reviewing briefly the the theory of a classical, linear Dirac field on a curved
spacetime (for a more detailed discussion see for example [6, 23]). In order to define
spinors on a curved spacetime, it is necessary to first introduce the notion of a spin-
structure. Let FM be the bundle of all oriented, time-oriented orthonormal frames over
(M, gab). FM has the structure of a principal fibre bundle with base manifold M and
structure group SO↑(s, 1), where the arrow indicates that the transformations preserve the
time-orientation. The universal 2–1 covering group of SO↑(s, 1) is the group Spin↑(s, 1).
Elements g of this group can be represented by complex 2[(s+1)/2]–dimensional6 square
matrices satisfying
gγµg−1 = Λ(g)µνγ
ν . (3)
6[. . . ] denotes the integer part of a number.
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Here, the γµ denote a set of 2[(s+1)/2]–dimensional gamma-matrices for (s+1)–dimensional
Minkowski spacetime7 satisfying
γµγν + γνγµ = 2ηµν , (4)
and Λ denotes the covering homomorphism. A spin structure on (M, gab) is by definition a
principal fibre bundle SM with structure group Spin↑(s, 1) and base manifoldM , together
with a bundle homomorphism SM → FM compatible with the covering homomorphism
Λ. Whether a given spacetime admits a spin structure or not depends only on the topology
of M . In the following we assume that M is such that a spin structure exists. Given a
spin structure, one defines the “spinor bundle”, DM , as the 2[(s+1)/2]–dimensional complex
vector bundle over M which is associated to SM via the representation of Spin↑(s, 1) on
C2
[(s+1)/2]
defined by (3).
In order to write down the Dirac equation in M , one needs an analogue of Gamma-
matrices as well as a suitable covariant derivative operator for spinor fields in curved
spacetime. Gamma matrices γa in curved spacetime are the fiber-wise linear maps in
DM satisfying γaγb + γbγa = 2gab. They are defined by requiring that their components
with respect to an appropriate local frame are equal to those of the corresponding gamma
matrices (3) in Minkowski space. Derivatives of spinor fields in curved spacetime can
naturally be defined in terms of the so-called “spin-connection”, ∇a, which is the uniquely
determined covariant derivative operator satisfying ∇aγb = 0. The Dirac equation for a
spinor field u in curved spacetime then reads
(iγa∇a −m)u = 0, m ≥ 0. (5)
It is known [6] that there exist unique advanced and retarded fundamental solutions Sadv
and Sret to this equation, i.e., continuous linear maps from D(DM) (the space of smooth
spinor fields with compact support) to E (DM) (the space of smooth spinor fields), for
which there holds
(iγa∇a −m)Sadv = Sadv(iγa∇a −m) = 1 ,
(with the same equation holding for Sret) and for which supp(Sadvu) ⊂ J+(supp(u)) and
supp(Sretu) ⊂ J−(supp(u)). The causal propagator, S, is the distributional bisolution
defined by S = Sadv − Sret.
The notion of the charge-conjugate and the Dirac-conjugate of a spinor field u in
Minkowski spacetime can be generalized in a natural and invariant way to spinor fields on a
curved spacetime via an appropriately chosen trivialization ofDM (the charge conjugation
is defined only for s + 1 = 3, 4, 9, 10mod8). The charge conjugate of a spinor field u is
written as Cu, where C is a certain anti-linear, fiber-preserving, involutive (C2 = 1 ) map
7We assume that the gamma matrices in (3) are taken in the Majorana representation, which requires
that s+ 1 = 3, 4, 9, 10mod8.
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from DM to itself. If u is a solution to the Dirac equation, then so is Cu. Spinor fields
which are invariant under the charge conjugation map are called “Majorana spinors”. The
Dirac-conjugate of a spinor field, u¯, lives in the dual, D∗M , of the spinor bundle. If u is
a solution to the Dirac equation (5), then u¯ is a solution to u¯(−iγa∇a−m) = 0, and vice
versa.
II.2 Quantum fields
The theory of a quantized Dirac field can be formulated in various ways. We here present
the theory from the algebraic point of view, using Araki’s selfdual framework [1]. For
simplicity, we will restrict attention from now on to Majorana fields (which means that
s+1 = 3, 4, 9, 10mod8), but our results can easily be generalized to charged Dirac fields.
The algebra F of Dirac-Majorana quantum fields is by definition the uniquely de-
termined, unital C∗-algebra generated by elements of the form Ψ(u) (smeared Dirac-
Majorana quantum fields), where u is a compactly supported, smooth spinor field. They
are subject to the following relations:
Linearity: The assignment D(DM) ∋ u→ ψ(u) ∈ F is complex linear.
Dirac Equation: There holds Ψ((iγa∇a −m)u) = 0.
Canonical Anticommutation Relations: {Ψ(u1),Ψ(u2)} = iS(Cu¯1, u2)1 , where S is
viewed as a bilinear form on D(D∗M)×D(DM).
Hermiticity: Ψ(u)∗ = Ψ(Cu).
The local field algebras F(O) corresponding to some region O in spacetime, are by
definition the C∗-subalgebras of F generated by all elements of the form Ψ(u), where
supp(u) ⊂ O.
In the following we will often make use of an alternative description of the algebra F
in terms of the Cauchy data of the field operators on some Cauchy surface Σ (“sharp time
fields”), as we now briefly explain. It can be seen that
(k1|k2) =
∫
Σ
k¯1γ
ak2 ǫab1...bs (6)
defines a positive, non-degenerate Hermitian inner product on the space of all compactly
supported smooth spinor fields on Σ. The completion of this space with respect to this
inner product is a Hilbert space which we will denote as K = L2(DM ↾ Σ). The charge
conjugation map C can be seen to be antiunitary with respect to that inner product, that
is, (Ck1|Ck2) = (k2|k1) for all k1, k2 ∈ K . One can show that F is ∗-isomorphic to the
C∗-algebra generated by elements of the form ψ(k) with k ∈ K , subject to the relations
ψ(Ck) = ψ(k)∗ and {ψ(k1), ψ(k2)} = (Ck1|k2)1 . The isomorphism is explicitly given by
Ψ(u)→ ψ(k), k = Su ↾ Σ, (7)
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for spinor fields u ∈ D(DM). The local field algebras F(O), where O is a region of the
form D(C ) (C an open subset of Σ) correspond, under this isomorphism, to the algebras
generated by elements of the form ψ(k), where k ∈ L2(DM ↾ C ).
The algebra F has the following structural property [1]: Any unitary operator U on
K which commutes with C induces a unique automorphism α on F satisfying α(ψ(k)) =
ψ(Uk) for all k ∈ K . α is called the “Boguliubov automorphism” associated with U .
A state in the algebraic framework is by definition a linear functional ω : F → C,
which is normalized so that ω(1 ) = 1 and positive in the sense that ω(F ∗F ) ≥ 0 for all
F ∈ F. The algebraic notion of states is related to the usual Hilbert space notion of states
by the GNS-theorem. This says that for any algebraic state, there is a representation
πω of F as bounded, linear operators on a Hilbert space Fω containing a distinguished
vector, |Ωω〉, such that ω(F ) = 〈Ωω|πω(F )Ωω〉 for all F ∈ F. The two-point function, Sω,
of a state ω on F is the bidistribution on M ×M defined by
Sω(u1, u2) = ω(Ψ(u1)Ψ(u2))
for all smooth spinor fields u1 and u2 over M .
In this paper, we will restrict attention to a particular class of states on F, namely the
so-called “quasifree states”. A quasifree state is one for which8
ω(Ψ(u1) . . .Ψ(un)) =
{∑
p sign(p)
∏
(i,j)∈p ω(Ψ(ui)Ψ(uj)), for n even,
0 for n odd,
(8)
where the sum is over all partitions p of {1, . . . , n} into pairs (i, j) with i < j, and where
sign(p) is the signature of the permutation
(
n n− 1 . . . 2 1
j1 i1 . . . jn/2 in/2
)
. The above formula
implies in particular that a quasifree state is entirely specified by its two-point function.
It is not difficult to see that the two-point function of a quasifree state can always be
written in the form
Sω(u1, u2) =
(
CρΣSu1
∣∣∣PρΣSu2) for all u1, u2 ∈ D(DM), (9)
where ρΣ means the operation of restricting a spinor field overM to the Cauchy surface Σ,
S is the causal propagator and where P is a bounded operator on K satisfying 0 ≤ P ≤ 1
and CPC = 1 − P . In terms of the sharp time fields ψ(k) (see eq. (7)), the two-point
function is simply
ω(ψ(k1)ψ(k2)) = (Ck1|Pk2). (10)
Conversely, given any operator P on K with the above properties, eq. (10) defines a
quasifree state on F. If P is in addition a projection operator, P 2 = P , then the corre-
sponding quasifree state is called a “Fock state”. A quasifree state is pure if and only if it
8An equivalent way of saying that a state is quasifree is to demand that it has a vanishing one-point
function, ω(ψ(u)) = 0, and vanishing truncated n-point functions for n > 2.
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is a Fock state. The GNS representation of F associated with a quasifree state is described
as follows: Fω is the antisymmetric Fock-space over the “1-particle Hilbert space”
H = clo{P 1/2k | k ∈ C∞0 (DM ↾ Σ)}, (11)
that is,
Fω = C⊕
(⊕n≥1 (∧nH )), (12)
where ∧nH is the n-th antisymmetrized tensor power of H . The Hilbert space Fω is
thus the closure of the linear span of vectors of the form
|Φ〉 = q1 ∧ q2 ∧ · · · ∧ qn, qi ∈ H , (13)
and the “vacuum vector”, |Ωω〉, corresponding to the first component C in the direct
sum (12). The scalar product in Fω is that naturally induced from the scalar product
( | ) in H . The GNS-representation is
πω(ψ(k)) = a(P
1/2k)∗ + a(P 1/2Ck) ∀k ∈ K , (14)
where a(p)∗ and a(p) with p ∈ H are the creation respectively annihilation operators
defined by9
a(p)∗(q1 ∧ q2 ∧ · · · ∧ qn) = p ∧ q1 ∧ q2 ∧ · · · ∧ qn,
a(p)(q1 ∧ q2 ∧ · · · ∧ qn) =
n∑
r=1
(−1)r+1(p|qr)q1 ∧ . . . q̂r ∧ . . . qn, qi, p ∈ H , (15)
as well as the action
a(p)∗|Ωω〉 = p, a(p)|Ωω〉 = 0 (16)
on the vacuum vector. They satisfy the usual anti-commutation relations
{a(p1), a(p2)∗} = (p1|p2). (17)
Since the generators ψ(k) of the algebra F satisfy anticommutation relations, one has a
slighly different notion of locality as compared to the case of Bose fields. In order to
describe this notion of locality, it is convenient to introduce the grading automorphism γ
on F, which is defined by γ(ψ(k)) = −ψ(k) in terms of the generators of F. We have that
γ(F ) = ±F for F ∈ F±, where F+ is generated by even products of ψ, and where F− is
generated by odd products of ψ. Each F can be uniquely decomposed into parts from F+
and F− as F = F+ + F−, where F± = 12(F ± γ(F )). Given this decomposition, one can
introduce the graded commutator by
[F1, F2]γ =
{
F1F2 + F2F1 if F1, F2 ∈ F−,
F1F2 − F2F1 otherwise,
(18)
9Note that p→ a(p)∗ is linear in p and that p→ a(p) is antilinear in p.
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where we are assuming without loss of generality that Fi ∈ F±. It is a consequence of
the canonical anticommutation relations, together with locality properties of the anti-
commutator function S that
[F1, F2]γ = 0 if F1 ∈ F(O1), F2 ∈ F(O2), (19)
and if O1 and O2 are spacelike separated. The even part F+(O), but not the odd part, is
a subalgebra of F(O). Since the graded commutator is just the ordinary commutator for
elements in the even part, it follows that
[F1, F2] = 0 if F1 ∈ F+(O1), F2 ∈ F+(O2), (20)
whenever O1 and O2 are spacelike separated. The algebra F+(O) therefore satisfies
bosonic commutation relations appropriate for true observables in the theory. We will
refer to it as the “algebras of observables”, and we will sometimes use the notation A(O)
for this algebra.
Actually, one can get rid of the graded commutator in eq. (18) in favor of the ordinary
commutator via a standard construction often referred to as “twist”, and this leads to a
slightly more subtle notion of locality, called “twisted locality”, for the algebra of fields,
F(O). We now briefly recall this concept, since it will play a role below. Any quasifree
state ω is invariant under the automorphism γ, that is, ω(γ(F )) = ω(F ) for all F ∈ F,
because such a state by definition vanishes on odd elements F . This implies that γ can be
unitarily implemented in the GNS-representation of any quasifree state. In other words,
there is a unitary U on Fω such that
U |Ωω〉 = |Ωω〉, πω(γ(F )) = Uπω(F )U∗ ∀F ∈ F. (21)
One can then define the “twisted (local) algebras”, πω(F(O))t, by
πω(F(O))t = {πω(F+) + iπω(F−)U | F ∈ F(O)}. (22)
The twisted algebra πω(F(O))t is spatially isomorphic to πω(F(O)) and the isomorphism
is implemented by the unitary V = 1√
2
(1 + iU)
In terms of the twisted algebras, one has the following modified version of locality,
called “twisted locality”:
πω(F(O′)) ⊂ πω(F(O))′t. (23)
Here, πω(F(O))′ denotes the commutant, that is, the set of all operators on Fω that
commute with all πω(F ), F ∈ F(O). The set O′ is the causal complement of the set O,
defined as the set of all spacetime points x such that J(x) ∩ O = ∅.
The above construction of Fock states is appropriate to obtain “ground states” for
static spacetimes (M, gab), which is the situation that we are considering in Sec. IV.
Recall that a spacetime is called static if it has an everywhere time-like Killing vectorfield
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ta, £tgab = 2∇(atb) = 0, which is orthogonal to a family of Cauchy surfaces Σ, or,
equivalently, which satisfies t[a∇btc] = 0. We also assume here that the Killing field is
timelike everywhere in the sense that v2 = tata ≥ v20 > 0 for some v0, and that the orbits
of ta are complete. The construction of the ground state of the Dirac field for such a
spacetime is precisely as follows: Consider a Cauchy surface Σ orthogonal to ta. Since
the Dirac equation has a well-posed initial value formulation, we may associate with any
given k ∈ C∞0 (DM ↾ Σ) a uniquely determined solution u of the Dirac equation such that
u ↾ Σ = k. The flow {Ft}t∈R of ta induces a flow on the spinor bundle DM (denoted by the
same symbol), which commutes with the charge conjugation10 and the Dirac operator [6].
Therefore, F ∗t u is again a solution to the Dirac equation with initial data kt = F
∗
t u ↾ Σ.
It is not difficult to see that kt = u(t)k for some 1–parameter group of unitary maps
{u(t)}t∈R on K satisfying [u(t), C] = 0 for all t ∈ R. Hence, there is a 1-parameter
family of Boguliubov automorphisms {αt}t∈R on F, given by αt(ψ(k)) = ψ(u(t)k) for all
k ∈ K . It is known [25, Prop. 4.1] that the 1–parameter group {u(t)}t∈R is strongly
continuous on K . Thus, by Stone’s theorem, we can write
u(t) = eith (24)
for some self-adjoint generator h on K . It can be seen the action of h on a k ∈ C∞0 (DM ↾
Σ) is given by the differential operator
hk = (−itcγcqabγa∇b + tcγcm)k, (25)
where qab = gab − tatb/v2 is the induced metric on Σ. Let now P be the projector on the
positive energy subspace of h,
P =
∫ ∞
0
Eh(dλ), (26)
with Eh the spectral measure of h. Since ChC = −h, the projector P satisfies CPC =
1 − P , and therefore defines a Fock state ω on F. That Fock state is, in fact, the ground
state associated with the notion of time translations defined by the Killing vector field ta.
The group {αt}t∈R is unitarily implemented in the GNS-representation associated with
the state ω in the sense that
πω(αt(F )) = U(t)πω(F )U(t)
∗ for all F ∈ F, t ∈ R, (27)
10That can be seen e.g. as follows: Since the orbits of ta are complete and since (M, gab) is assumed
globally hyperbolic, every point x ∈ M can be written uniquely as x = Ft(y), y ∈ Σ, t ∈ R. Since
F ∗t gab = gab, we may assume that the set of spin-frames over any given point x = Ft(y) is defined to be
the set of spin-frames over the point y, and that DxM is consequently defined to be DyM . This provides
the desired (trivial) flow on the spin-bundle induced by Ft. The charge conjugation acting in the fiber
DxM is defined to be the charge conjugation in DyM and therefore (trivially) commutes with the flow
Ft.
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where U(t) = eitH and where H is given by the second quantization of the self adjoint
operator (the “1–particle Hamiltonian”) h+ = PhP . H is the generator of the symmetry
ta on the GNS Hilbert space associated with ω and may therefore be identified with
the Hamiltonian of the system. The vacuum vector |Ωω〉 is invariant under U(t), i.e.
H|Ωω〉 = 0, thereby justifying the terminology “ground state” for ω. In Minkowski space,
the above ground state construction gives the usual vacuum representation.
II.3 Hadamard states
In the previous subsection, we have recalled the definition of the algebra of observables
for a quantized Dirac field on a curved spacetime, and we have introduced the notion of
quasifree states on this algebra. We also recalled the construction of the ground state
in a static spacetime, which is a preferred element in this class. The question then
arises how to characterize a class of physically reasonable states on non-static, general
globally hyperbolic spacetimes. It has been suggested for a long time that this class
should include the quasifree states that have a two-point function of Hadamard form. As
was recently shown by Hollands and Ruan [14], this is a necessary and sufficient condition
in order to be able to extend the action of a quasifree state to more singular quantities
such as Wick powers of the free field (for example stress-energy tensor)—which are not
already contained in F—as well as to other quantities arising in a perturbatively defined
interacting quantum field theory.11 We will see in Sec. V that the ground state on an
ultrastatic spacetime (that is, a static spacetime for which the timelike Killing field is in
addition normalized, tata = −1) is of Hadamard form.
For the convenience of the reader, we now recall the definition of Hadamard states for
the Majorana-Dirac field. Roughly speaking, these are states whose two-point function
has the short distance singularity structure of a Hadamard fundamental solution of the
Dirac equation with no spacelike singularities. A mathematically precise definition of
Hadamard states was first given by Kay and Wald [17] for the case of a scalar field and
that definition has subsequently been generalized to Dirac fields by [30]. We here prefer
to work with an alternative equivalent characterization of Hadamard states in terms of
the so-called “wave front set” of their associated two-point function (for a definition of
this concept see [12]). This characterization was first found by Radzikowski [21] in the
case of scalar fields, and was later also established for Dirac fields, see [13, 18, 23].
11More precisely in [14], the following general result was proven for a Hermitian scalar field: If the
algebra F of free quantum fields is enlarged to a suitable algebra W containing the observables of interest
in the perturbatively defined interacting theory, then the states on F that can be extended to W are
precisely the Hadamard states with smooth truncated n-point functions for n 6= 0. This class includes
in particular the quasifree Hadamard states, since these have vanishing truncated n-point functions for
n 6= 0. The generalization of this result to Dirac fields is straightforward.
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Definition II.1. A state ω on F is said to be of Hadamard form if the wave front set,
WF(Sω), of its two-point function is contained in the set
C+ = {(x1, ξ1; x2,−ξ2) ∈ T ∗M2 \ {0} | (x1, ξ1) ∼ (x2, ξ2), ξ1 ⊲ 0}. (28)
Here, the notation (x1, ξ1) ∼ (x2, ξ2) means that (a) the points x1 and x2 can be joined
by a null-geodesic c : [0, 1]→M , (b) the covectors ξ1 and ξ2 are cotangent to c (meaning
that c˙a(0) = gab(x1)ξ1b and c˙
a(1) = gab(x2)ξ2b) and parallel transports of each other. ξ1 ⊲0
means that ξ1 is future-pointing.
Remarks. 1) An important consequence of the above definition is that if ω1 and ω2 are
two Hadamard states, then the distribution K = Sω1 −Sω2 is given by a smooth function.
To see this, we notice that
K(Cu1, Cu2) = −K(u1, u2), (29)
by the Hermiticity and the commutation relations of the Dirac field. Since C is anti-
linear, this equation implies, together with the definition of the wave front set, that if
(x1, ξ1; x2, ξ2) ∈WF(K), then also (x1,−ξ1; x2,−ξ2) ∈WF(K); in other words
WF(K) = −WF(K). (30)
On the other hand, we know that
WF(K) = WF(Sω1 − Sω2) ⊂WF(Sω1) ∪WF(Sω2) ⊂ C+, (31)
because ω1 and ω2 are Hadamard. Since the only subset of S ⊂ C+ with S = −S is the
empty set, this implies that in fact WF(K) = ∅, which is equivalent to the statement that
K is smooth.
2) If a quasifree state is of Hadamard form in a globally hyperbolic neighbourhood of a
Cauchy surface, then, as originally shown by Fulling, Narcowich and Wald [8], it must in
fact be of Hadamard form throughout the whole spacetime. For a more recent version of
this argument within the framework of microlocal analysis, see for example [13, 18, 23].
III Local quasiequivalence and factoriality
We will now show that the GNS representations πω1 and πω2 of any two quasifree Hadamard
states ω1 and ω2 on F are quasiequivalent when restricted to F(O) for any open, relatively
compact set O ⊂ M , meaning that the density matrices in the GNS Hilbert spaces Fω1
and Fω2 define the same sets of states of F(O).
In order to prove this result, we will proceed as follows: We first note that πω1 ↾ F(O)
is quasiequivalent to πω2 ↾ F(O), if πω1 ↾ F(O˜) is quasiequivalent to πω2 ↾ F(O˜) for some
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O˜ ⊃ O. Now every open, relatively compact set O ⊂ M can be embedded into a set of
the form int(D(C )), where C is a relatively compact subset of some Cauchy surface Σ
with smooth boundary in Σ 12. We may therefore restrict attention to regions OC of the
form int(D(C )). For such regions, we first show that the GNS representation πω↾F(OC ) of
the partial state ω ↾ F(OC ) is quasiequivalent to the representation πω ↾ F(OC ). Then
we will check that the representations relative to any partial (quasifree, Hadamard) state
ω ↾ F(OC ) are locally quasiequivalent.
Lemma III.1. Let A ⊃ B be C∗-algebras, ω a state on A, and (π,F , |Ω〉) be the GNS
representation of A. Denote by e′ the orthogonal projection on π(B)|Ω〉. Then πω↾B is
quasiequivalent to πω ↾ B if and only if the central support of e
′ is 1 .
Proof. The projection e′ belongs to π(B)′ and B ∋ b → π(b) ↾ e′F is equivalent to the
GNS representation of ω ↾ B. If the central support of e′ in π(B)′′ ∩ π(B)′ is equal to
1 , then the homomorphism (induction) π(B)′′ ∋ T → T ↾ e′F is an isomorphism that
gives the quasiequivalence between B ∋ b → π(b) and B ∋ b → π(b) ↾ e′F . Conversely,
quasiequivalent representations have equivalent amplifications.
In order to be able to apply the above lemma in the case at hand we next prove a
proposition that is also of some interest in its own right.
Proposition III.1. Let C be a relatively compact subset of a Cauchy surface Σ with
smooth boundary in Σ, and letOC = int(D(C )), where D(C ) is the domain of dependence
of C . Then, for any quasifree state ω,
πω(F(OC ))′t ∩ πω(F(OC ))′′ = C · 1 . (32)
Remark: Taking into account the even and odd parts F± separately, the proposition
implies that the even part of the center of πω(F(OC )) is trivial.
Proof. Let P be the operator on K = L2(DM ↾ Σ) corresponding to the quasifree state
ω via eq. (9), and let H ⊂ K be the 1-particle Hilbert space, as defined in eq. (11). In
addition, let us define the following closed, real linear subspaces of H :
M (C ) = clo{P 1/2k | k ∈ C∞0 (DM ↾ C ), Ck = k},
M = clo{P 1/2k | k ∈ C∞0 (DM ↾ Σ), Ck = k}.
12Proof: Let K be a compact set containing O, and let C = (J+(K) ∩ Σ) ∪ (J−(K) ∩ Σ). Since Σ
is a Cauchy surface, it follows that D(C ) ⊃ K by the definition of the domain of dependence. We will
show that C is compact by showing that J±(K) ∩Σ is compact. The collection of sets {J−(x)}x∈M is a
cover of K and hence has a finite subcover {J−(x1), . . . , J−(xr)}. By Thm. 8.3.12 of [32], J−(x) ∩ Σ is
compact for any point x, and therefore so is also ∪ri=1(J−(xi) ∩Σ). Hence, J−(K) ∩Σ is contained in a
compact set. But J−(K) ∩ Σ is also closed by Thm. 8.3.11 of [32], hence compact. The same argument
can be repeated for “+”, showing that C is a compact subset of Σ. By enlarging C if necessary, we can
achieve that it has a smooth boundary in Σ.
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We note that H = M + iM and it is not difficult to see that H = M if and only if P
is a projector. By eq. (14), we can write
πω(F(OC ))′′ = {a(m) + a(m)∗ | m ∈ M (C )}′′.
By an argument due to Foit [7] and Roberts, we know that (32) holds if and only if
M (C ) ∩ iM (C )′ = {0}, where “prime” denotes the symplectic complement of a set in
H , defined as
M (C )′ = {m′ ∈ H | Im(m|m′) = 0 ∀m ∈ M (C )}.) (33)
Let now m ∈ M (C ) ∩ iM (C )′. We must show that m = 0. Now, since m ∈ iM (C )′, we
have that im ∈ M (C )′, which means that Re(m|m′) = 0 for all m′ ∈ M (C ). Moreover,
since m ∈ M (C ), it is not difficult to see that Re(m|m′) = 0 for all m′ ∈ M (Σ \ C ).
Altogether, this means that
Re(m|m′) = 0 ∀m′ ∈ M (C ) + M (Σ \ C ). (34)
Consequently, we know that
Re(m|P 1/2k′) = 0 ∀k′ ∈ C∞0 (DM ↾ C ) + C∞0 (DM ↾ Σ \ C ), Ck′ = k′. (35)
Because the boundary of C is smooth, it follows easily that the space C∞0 (DM ↾ C ) +
C∞0 (DM ↾ Σ \ C ) is dense in C∞0 (DM ↾ Σ) in the norm induced by the scalar product
(6). This implies that
Re(m|m′) = 0 ∀m′ ∈ M , (36)
or equivalently that m ∈ M ∩ iM ′. Let us now introduce an auxiliary quasifree state
ω˜ whose corresponding operator P˜ is a projection, so that H˜ = M˜ holds for the corre-
sponding 1-particle space. Let us write m = limj→∞ P 1/2kj, where kj ∈ C∞0 (DM ↾ Σ)
with Ckj = kj. Then, since
‖P 1/2ki − P 1/2kj‖ = ‖ki − kj‖ = ‖P˜ 1/2ki − P˜ 1/2kj‖, (37)
it follows that the limit m˜ = limj→∞ P˜ 1/2kj exists in M˜ . If m′ = P 1/2k′, with k′ an
arbitrary element of C∞0 (DM ↾ Σ) with Ck
′ = k′, then (36) implies that
0 = Re(m|m′)
= lim
j→∞
Re(P 1/2kj|P 1/2k′)
= lim
j→∞
Re(P˜ 1/2kj|P˜ 1/2k′)
= Re(m˜|m˜′),
where m˜′ = P˜ 1/2k′. It follows from this that Re(m˜|m˜′) for all m˜′ ∈ M˜ = H˜ , and therefore
that m˜ = 0. But, by (37), this also implies that m = 0, which proves the proposition.
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We now will now combine the above two results to show
Proposition III.2. Let ω be a quasifree state on F. Then the representations πω↾F(OC )
and πω ↾ F(OC ) are quasiequivalent.
Proof. Let U be the unitary operator onFω implementing the automorphism γ, πω(γ(F )) =
Uπω(F )U
∗. By the remark following Prop. III.1, we know that the Ad(U)-invariant
(that is, even) part of of πω(F(OC ))′′ ∩ πω(F(OC ))′ is trivial. The central support of
πω(F(OC ))|Ωω〉 is invariant under Ad(U), hence it is 1 . The result now follows from
Lem. III.1.
Theorem III.1. (Local quasiequivalence) The GNS representations πω1 and πω2 of any
two quasifree Hadamard states ω1 and ω2 are locally quasiequivalent when restricted to
F(O) for any open, relatively compact set O ⊂ M .
Proof. As explained above, we only need to prove the quasiequivalence of the representa-
tions πω1↾F(OC ) and πω2↾F(OC ), where OC is a region of the form int(D(C )). Let P1 and P2
be the self-adjoint operators on K = L2(DM ↾ Σ) associated to the the quasifree states
ω1 and ω2 via eq. (9). The partial states ω1 ↾ F(OC ) and ω2 ↾ F(OC ) are then again
quasifree states, corresponding to the operators ECP1EC and ECP2EC , where EC is the
projector onto the closed subspace L2(DM ↾ C ) of K , given by (EC k)(x) = χC (x)k(x)
with χC the characteristic function of the set C .
By a theorem of Powers and Størmer [20, Thm. 5.1], the partial states ω1 ↾ F(OC )
and ω2 ↾ F(OC ) are guaranteed to be quasiequivalent if
‖(ECP1EC )1/2 − (ECP2EC )1/2‖2 <∞, (38)
where ‖ · ‖2 is the Hilbert-Schmidt norm on K , see Sec. A.2. In order to estimate the left
side of (38), we recall the the Powers-Størmer inequality, which says that ‖A1/2−B1/2‖22 ≤
‖A−B‖1 for any two positive bounded operators A and B on a Hilbert space, where ‖ · ‖1
denotes the trace-norm, see Sec. A.2. Taking ECP1EC for A and ECP2EC for B in that
inequality, we find that (38) follows if we can show that
‖EC (P1 − P2)EC ‖1 <∞. (39)
We now define a bidistribution K on D(DM ↾ Σ) × D(DM ↾ Σ) associated with the
operator EC (P1 − P2)EC by putting K(k1, k2) = (Ck1|EC (P1 − P2)EC k2). This bidistri-
bution can be expressed in terms of the two-point functions Sω1 and Sω2 as follows: By
the Hadamard property combined with a microlocal argument (see e.g. [13]), the latter
possess a well-defined pull-back to the submanifold Σ×Σ, denoted by ϕ∗ΣSω1 respectively
ϕ∗ΣSω2 , where ϕΣ : Σ × Σ → M ×M is the embedding map. Using eq. (9), we compute
that
ϕ∗ΣSωj (γanak1, γbnbk2) =
(
CρΣSρ′Σ(γanak1)|PjρΣSρ′Σ(γbnbk2)
)
= (Ck1|Pjk2) (j = 1, 2), (40)
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where na is the normal of Σ and where we have used the identity ρΣSρ′Σ = iγana1 Σ (see
[6]) in the last line, with ρ′Σ the dual of the restriction map ρΣ. It is not difficult to see
from this that
K(k1, k2) = ϕ
∗
Σ(Sω1 − Sω2)(χC γanak1, χC γbnbk2) (41)
Since ω1 and ω2 are by assumption Hadamard states, we know that Sω1 − Sω2 is smooth
on M × M (see the first remark following Def. II.1). Equation (41) therefore implies
that K can be identified with a smooth section in D∗M ↾ Σ × D∗M ↾ Σ, with compact
support in C ×C . Let {ηi} be a smooth partition of unity covering C with the property
that the support of each ηi is contained in a coordinate patch. Then we can write K =∑
(ηi ⊗ ηj)K =
∑
Kij , and each Kij can be identified a matrix of smooth, compactly
supported functions in D(Rs ×Rs) via a local trivialization of D∗M ↾ Σ×D∗M ↾ Σ over
the patch corresponding to the pair ηi, ηj . As it is well known, a matrix of operators is in
the trace class if each matrix entry is in the trace class. Thus, in order to show that K is
in the trace class, it suffices to show that the matrix elements of each Kij is in the trace
class. In fact any smooth, compactly supported integral kernel L in D(Rs ×Rs) is in the
trace class, as one can see e.g. as follows: We can write
L(x, y) = (1 + |x|)−p(1 + |x|)pL(x, y), (42)
where |x| = (∑ x2i )1/2. The multiplication operator by (1+|x|)−p is in the Hilbert-Schmidt
class for p sufficiently large since ‖(1 + |x|)−p‖22 =
∫
(1 + |x|)−2p dsx < ∞ then, and the
integral kernel (1 + |x|)pL(x, y) is in L2(Rs × Rs) for any p, and therefore also in the
Hilbert-Schmidt class. Hence, L is the product of two Hilbert-Schmidt operators, and
hence in the trace class.
We conclude this section with the following theorem.
Theorem III.2. (Local factoriality) Let ω be a quasifree state Hadamard state for the
free Dirac field on a globally hyperbolic spacetime. Then the local v. Neumann algebras
πω(F(OC ))′′ are type III1 factors. Furthermore, the local quasiequivalence established in
Thm. III.1 is in fact local unitary equivalence.
Proof. The partial state ω ↾ F(OC ) is a quasifree state corresponding to ECPEC in the
notation of the proof of Thm. III.1. Hence, the algebra πω↾F(OC )(F(OC )) is a factor by the
results of Powers and Størmer [20]. By local quasiequivalence, also πω(F(OC )) is a factor.
The type of this factor can be obtained by again invoking local quasiequivalence. In fact,
the local v. Neumann algebras are type III1 factors in a pure, quasifree Hadamard state
by [30, Cor. 5.12], therefore they are III1 factors for all quasifree Hadamard states.
Remark. By a similar argument, one can also show that the local algebras of observ-
ables, πω(A(OC ))′′ are factors of type III1.
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IV Nuclearity
In this section, we show that the theory of a free Dirac field on a static spacetime satisfies
the nuclearity condition stated in the introduction. Before giving the precise formulation
of our result, let us begin by fixing our conventions for this section, as well as some
notations: We assume that the spacetime (M, gab) under consideration is static. Let
Σt be the Cauchy surfaces orthogonal to the timelike Killing vector field. We pick an
arbitrary but fixed Σ = Σt, and fix a subset C ⊂ Σ with compact closure. For that
subset, we define OC = int(D(C )) ⊂ M , where D(C ) is the domain of dependence of
C . Throughout, we will work in the representation of F given by the ground state ω
introduced in Sec. II. In this representation, the Fermi fields take the form
ψ(k) = a(Pk)∗ + a(PCk), k ∈ K = L2(Σ;DM), (43)
where we are writing ψ(k) instead of πω(ψ(k)) to lighten the notation in this section. Here,
P is the projector on the positive spectral subspace of h (see eq. (26)), and a(p)∗ and a(p)
are the creation resp. annihilation operators defined in eq. (15), with p ∈ H = PK . The
local algebra F(OC ) is then generated by those ψ(k) for which k is supported in C , that
is k ∈ L2(C ;DM). It is viewed as a subalgebra of the algebra of bounded operators on
Fω via πω. For further notational simplicity, we will also drop the subscript “ω” on Fω
and the vacuum vector |Ωω〉 in this section, the understanding being that we always refer
to the quantities associated with the ground state. For the relevant definitions concerning
the nuclearity of a map and related functional analytic concepts we refer the reader to
Sec. A.2.
Let Θβ be the map defined by
Θβ : F(OC )→ F , Θβ(A) = e−βHA|Ω〉, (44)
for β > 0, and let
νC ,β = ‖Θβ‖1
be its nuclearity index. The aim of the present section is to show that Θβ is p-nuclear
(Thm. IV.1) and to estimate the nuclearity index νC ,β (Prop. IV.1).
Theorem IV.1. (Nuclearity) The maps Θβ are p-nuclear for all β > 0 and all p > 0, i.e.,
‖Θβ‖p <∞.
Proof: We first show that p–nuclearity of the maps Θβ follows if, for each β > 0, there is
a positive operator T on H = PK , with the following two properties:
(a) T ∈ Ip(H ) for all p > 0 and all β > 0, where Ip(H ) denotes the Schatten-space
with index p, consisting of all bounded operators B such that ‖B‖p = (tr|B|p)1/p <
∞ (see also Sec. A.2).
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(b) If {pj}j∈N is an orthonormal basis of H consisting of eigenvectors of T and {tj}j∈N
the corresponding eigenvalues,
Tpj = tjpj ,
then there holds the inequality
|〈Φi1...ik |Θβ(A)〉| ≤ ti1 . . . tik‖A‖ for all A ∈ F(OC ), (45)
where |Φi1...ik〉 = a(pi1)∗ . . . a(pik)∗|Ω〉 with i1 < · · · < ik.
To see that the existence of such an operator T indeed implies the statement of the
theorem, we expand Θβ as
Θβ(A) =
∑
k≥0
∑
i1<···<ik
|Φi1...ik〉ϕi1...ik(A)
where ϕi1...ik(A) = 〈Φi1...ik |Θβ(A)〉. Since ‖|Φi1...ik〉‖ = 1 and since ‖ϕi1...ik‖ ≤ ti1 . . . tik by
eq. (45) in assumption (b), we get the estimate
‖Θβ‖p ≤
(∑
k≥0
∑
i1<···<ik
‖ϕi1...ik‖p
) 1
p
≤
(∑
k≥0
∑
i1<···<ik
tpi1 . . . t
p
ik
) 1
p
=
(∑
k≥0
tr
(∧k(T p))) 1p = (det(1 + T p)) 1p ,
where in the last line we have used a well-known identity for trace–class operators, see
e.g. [22, Thm. XIII.106]. Using the inequality [22, Lem. 4, Sec. XIII.17],
| det(1 + T p)| ≤ e‖T p‖1 ,
we conclude that
‖Θβ‖p ≤ e
1
p
‖T‖pp (46)
which is finite, because T ∈ Ip(H ) by assumption (a). This then shows that the maps
Θβ are p-nuclear for any p > 0 and β > 0, with ‖Θβ‖p ≤ (det(1 + T p))1/p.
In order to complete the proof, we must show the existence of an operator T with
the above properties (a) and (b). Let EC be the projector onto the closed subspace
L2(DM ↾ C ) of K (i.e., multiplication by the characteristic function of the set C ), define
S = 2EC e
−βhP, (47)
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and let S = V T be the polar decomposition of S (so that T = (S∗S)1/2). In what follows,
we will establish that the so defined operator T has the above stated properties (a) and
(b). Let us begin by stating some relevant properties of S and T .
Lemma IV.1. The operators T and S have the following properties:
(i) T = PT = TP and ‖T‖ ≤ √2e−βm0 .
(ii) T ∈ Ip(H ) for all p > 0 for all β > 0.
(iii) There holds the estimate
‖S‖1 ≤
(
β0
β
)s
e−βm0/2,
where s is the number of spatial dimensions, m0 = v0m and β0 > 0 is a constant
independent of β.
(iv) The range of S∗ is dense in H .
Proof. The first part of (i) follows immediately from the definition. In order to show the
norm estimate in (i), we notice that (25) implies that
h2 ≥ m201 , (48)
where m0 = v0m. We therefore get the inequality e
−βhP ≤ e−m0β and hence ‖T‖ =
‖T 2‖1/2 = √2‖e−βhPECPe−βh‖1/2 ≤
√
2e−βm0 . Part (ii) of the lemma can be demon-
strated by adapting a method developed in [3], we briefly sketch the argument. Let
χ ∈ C∞0 (Σ) be a function which is equal to one on C and let Mχ be the corresponding
multiplication operator on K = L2(DM ↾ Σ), defined by Mχk = χk. Then one can show
that the operators
kn = (1 + β
2h2)(n−1)s/2Mχ(1 + β2h2)−ns/2
are in the Hilbert-Schmidt class for all n ≥ 1. A proof of this is given in the Appendix
of ref. [4] for the case of Minkowski space; the main steps for a proof of this statement
in the case when Σ is not flat are given in the Appendix of this paper. Now it trivially
follows from the definition (47) of S that one can write
S = 2EC · k1 · k2 · · · · · kn(1 + β2h2)ns/2e−β|h|P
Since the operator (1 + β2h2)ns/2e−β|h| is bounded for any β > 0, n ≥ 0, this shows that
S can be written as the product of an arbitrary number of Hilbert–Schmidt operators.
This implies that S ∈ Ip(K ) for all p > 0 and hence T ∈ Ip(H ) for all p > 0, thus
proving part (ii) of the lemma. The proof of (iii) is outlined in the Appendix. Part (iv)
is equivalent to the statement that the range of the map PEC is dense in H = PK ,
which in turn is equivalent to the statement that the Fock state on F given by P has the
“Reeh-Schlieder-property”. That this property holds in the situation under consideration
has been shown in [25].
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The above lemma establishes that T has the desired property (a). It remains to be
shown it also satisfies (b), i.e., that the eigenvalues ti of T are related to the map Θβ via
eq. (45). The remainder of this proof consists in establishing this connection. For this
let us first consider an arbitrary A ∈ F, and arbitrary q1, . . . , qn ∈ H = PK . Since
qi = Pqi, we have that
ψ(qi) = a(qi)
∗ + a(PCqi) = a(qi)∗, (49)
because PCqi = PCPqi = P (1−P )Cqi = 0, using that CP = (1−P )C and that P 2 = P .
Hence, we know that
a(q1)
∗ . . . a(qn)∗|Ω〉 = ψ(q1) . . . ψ(qn)|Ω〉, (50)
as well as
ψ(qi)
∗|Ω〉 = a(qi)|Ω〉 = 0. (51)
Using the first relation (50), we can write
〈a(q1)∗ . . . a(qn)∗Ω|AΩ〉 = 〈Ω|ψ(qn)∗ . . . ψ(q1)∗A|Ω〉. (52)
Applying the second relation (51), we have
〈a(q1)∗ . . . a(qn)∗Ω|AΩ〉 = 〈Ω|[ψ(qn)∗ . . . [ψ(q2)∗, [ψ(q1)∗, A]γ ]γ . . . ]γΩ〉, (53)
because the terms arising from the multiple (graded) commutators having one or more
factor of ψ(qi)
∗ standing to the right of A make no contribution on account of eq. (51).
We now use this relation to estimate the quantity |〈Φi1...ik |Θβ(A)〉|, where A ∈ F(OC ),
and |Φi1...ik〉 = a(pi1)∗ . . . a(pik)∗|Ω〉. We have
〈Φi1...ik |Θβ(A)〉 = 〈a(pi1)∗ . . . a(pik)∗Ω|e−βHAΩ〉 =
〈a(Pe−βhpi1)∗ . . . a(Pe−βhpik)∗Ω|AΩ〉, (54)
where it was used that pi = Ppi by definition. Next, apply eq. (53) with qi = Pe
−βhpi.
This gives
〈Φi1...ik |Θβ(A)〉 =
〈Ω|[ψ(Pe−βhpik)∗ . . . [ψ(Pe−βhpi2)∗, [ψ(Pe−βhpi1)∗, A]γ]γ . . . ]γΩ〉. (55)
So far we have not used our assumption that A is localized in the region OC , i.e., A ∈
F(OC ). In order to exploit this fact we write
Pe−βhpi = ECPe−βhpi + (1−EC )Pe−βhpi, (56)
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where EC denotes multiplication by the characteristic function of the subset C ⊂ Σ.
Inserting this decomposition, we have
[ψ(Pe−βhpi1)
∗, A]γ = [ψ((1−EC )Pe−βhpi1)∗, A]γ + [ψ(ECPe−βhpi1)∗, A]γ
= [ψ(ECPe
−βhpi1)
∗, A]γ , (57)
where we have used in the second step that, due to graded locality (19), A has vanishing
graded commutator with ψ((1−EC )Pe−βhpi1)∗ because the latter is localized in the causal
complement of OC by virtue of the multiplication by 1 − EC , the characteristic function
of Σ \ C . Thus, on the right side of eq. (55), we are allowed to replace the expression
Pe−βhpi1 in the innermost commutator by the localized expression ECPe
−βhpi1. We now
repeat this procedure for the next-to-innermost commutator and so fourth. After k steps,
we arrive at the identity
〈Φi1...ik |Θβ(A)〉 =
〈Ω|[ψ(ECPe−βhpik)∗ . . . [ψ(ECPe−βhpi2)∗, [ψ(ECPe−βhpi1)∗, A]γ]γ . . . ]γΩ〉. (58)
We can now substitute the definition of S (see eq. (47)) into the right side of eq. (58),
giving
〈Φi1...ik |Θβ(A)〉 = 2−k〈Ω|[ψ(Spik)∗ . . . [ψ(Spi2)∗, [ψ(Spi1)∗, A]γ]γ . . . ]γΩ〉. (59)
Using next that S = V T and Tpi = tipi, we arrive at
〈Φi1...ik |Θβ(A)〉 = 2−kti1 . . . tik〈Ω|[ψ(V pik)∗ . . . [ψ(V pi2)∗, [ψ(V pi1)∗, A]γ]γ . . . ]γΩ〉. (60)
The right side can be estimated using the Cauchy-Schwarz inequality, giving
|〈Φi1...ik |Θβ(A)〉| ≤ 2k · 2−k · ti1 . . . tik‖A‖
k∏
j
‖ψ(V pij )‖, (61)
where it was used that there are a total number of 2k terms arising from the k repeated
commutators, each of which is estimated in the same fashion by the Cauchy-Schwarz
inequality. We finally use the inequalities ‖ψ(k)‖ ≤ ‖k‖, k ∈ K , and ‖V pi‖ ≤ ‖V ‖ ‖pi‖ =
1, since V is an isometry. This immediately gives ‖ψ(V pi)‖ ≤ 1, and thereby the desired
inequality (45).
The proof of the theorem implies the following proposition.
Proposition IV.1. The p-norm of Θβ : F(OC )→ F is bounded by
‖Θβ‖p ≤ [det(1 + (S∗S)p/2)]1/p, where S = 2EC e−βhP . (62)
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Here, EC is the projection onto the closed subspace L
2(DM ↾ C ) of K , h is the 1-particle
Hamiltonian and P projects onto the positive spectral subspace of h. Furthermore, we
have the following estimate for νC ,β:
νC ,β = ‖Θβ‖1 ≤ exp
[(
β0
β
)s
e−βm0/2
]
(63)
where β0 > 0 is a constant depending only on the spatial geometry within C , m0 = v0m
and s is the number of spatial dimensions. If the the spacetime metric is rescaled by
gab → λ2gab, then the nuclearity index for the rescaled spacetime (with Killing field
λ−1ta) is estimated by the right side of (63), with β0 replaced by λβ0.
Proof. The inequality (62) is just eq. (46). The estimate for νC ,β follows from this and
(iii) of Lem. IV.1. In order to prove the last statement of the proposition, we note that
the nuclearity index in the rescaled spacetime with Killing field λ−1ta is equal to the
nuclearity index in the unscaled spacetime at inverse temperature λ−1β and mass λm.
Since v0 does not change under these rescalings, this means that the nuclearity index
for the rescaled spacetime is given estimated by the same expression as for the unscaled
spacetime, but with β0 replaced by λβ0.
V The split-property
We are now going to show that the nuclearity property for Dirac fields in static spacetimes
derived in the previous section implies the split-property.
Theorem V.1. (Split-property) Let (M, gab) be an arbitrary globally hyperbolic space-
time and ω a quasifree Hadamard state on F. Let C1 and C2 be two open subsets of
a Cauchy surface Σ with clo(C1) ⊂ C2 and set O1 = int(D(C1)) and O2 = int(D(C2)).
Then there exists a type I factor N on Fω interpolating between the v. Neumann algebras
πω(F(O1))′′ and πω(F(O2))′′ in the sense that
πω(F(O1))′′ ⊂ N ⊂ πω(F(O2))′′. (64)
Remark: An analogous result holds for the algebras of observables A(O) = F+(O).
Proof. Our proof follows the chain arguments given by Verch [27, Prop. 5] in the context
of a linear Klein-Gordon field, thereby using the results obtained in the previous section
and some results obtained in [13].
Let us first consider the special case when (M, gab) is ultrastatic and when ω is the
ground state. In that case we can define a map Θβ as in eq. (44), and we know by
Thm. IV.1 that this map is nuclear with a nuclearity index estimated by the bound given
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in Prop. IV.1. It can be shown (see [2, Thm. 2.1]) that such a bound entails the split-
property, thus proving our theorem in the case when ω is the ground state in an ultrastatic
spacetime.
In order to generalize this statement from an ultrastatic spacetime to an arbitrary
globally hyperbolic spacetime (with spin-structure), one now makes use of the following
facts:
(i) The ground state on an ultrastatic spacetime is of Hadamard form.
(ii) More generally, if (M, gab) is a spacetime which is ultrastatic in an open neighbor-
hood of some Cauchy surface Σ, then the state obtained from the “ground state
construction on Σ” is Hadamard throughout M .
Statement (i) is a corollary of the results obtained in [24]. If the Cauchy surface Σ is
compact, then one can obtain the following alternative, somewhat more direct proof of (i)
using a construction of Junker [15] (and using ideas of [13] to make Junker’s construction
applicable to the Dirac case). We first write the projector P on the positive spectral
subspace of h as P = 1
2
|h|−1(h + |h|). The operators h and |h| can be defined for every
Cauchy surface Σ perpendicular to the timelike Killing vector ta, and can thereby act on
smooth spinor fields u on M . This makes it possible rewrite the two-point function (9) of
the ground state on an ultrastatic spacetime as
Sω(u1, u2) =
(
CρΣSu1
∣∣∣PρΣSu2)
=
1
4
(
(h+ |h|)ρΣSCu1
∣∣∣|h|−2(h+ |h|)ρΣSu2)
=
1
4
(
ρΣ(it
a∇a + |h|)SCu1
∣∣∣|h|−2ρΣ(ita∇a + |h|)Su2), (65)
where in the third line we have used that ita∇aSu = hSu for all smooth spinor fields u
on M , by the Dirac equation. The key observation is that in an ultrastatic spacetime, we
have that
(ita∇a − |h|)(itb∇b + |h|)u = (∇a∇a − 1
4
R−m2)u (66)
where R is the Ricci scalar. The operator h2 is the self adjoint extension on L2(DM ↾ Σ)
of the elliptic differential operator qab∇a∇b + m2, where qab is the induced (negative
definite) Riemannian metric on Σ. Therefore, by standard results about powers of positive
elliptic pseudo differential operators on compact manifolds (see e.g. [9]), |h| is a pseudo
differential operator of order 1 on Σ with principal symbol
√−qab(x)ξaξb I, where I is
the identity map in the fibers of DM , and |h|−2 is a pseudo differential operator of order
−2. Equation (65) therefore provides a presentation of the two-point function Sω to which
Thm. 3.12 of [15] is applicable, and we conclude by that theorem that WF(Sω) ⊂ C+, thus
showing that Sω is of Hadamard form. The above arguments do not apply as stated to
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the case of non-compact Σ, since it is not guaranteed then that |h| is a pseudo differential
operator. This can presumably be shown provided that the spatial metric qab satisfies
suitable fall-off conditions at infinity, but would require a considerable effort.
Statement (ii) follows immediately from (i), together with the second remark following
Def. II.1.
It is known that if the split property holds for a state ω, then it also holds for any
other state that is locally quasiequivalent to ω. Therefore, since the ground state on an
ultrastatic spacetime is Hadamard by item (i) of the above lemma, and since all Hadamard
states are locally quasiequivalent by Thm. III.1, we conclude that the split-property holds
for any quasifree Hadamard state on an ultrastatic spacetime. More generally, by the
same argument and (ii) of the above lemma, it follows that if a spacetime has a Cauchy
surface Σ with an ultrastatic neighborhood, then the split property holds for any quasifree
Hadamard state and any pair of concentric double cones O1 and O2 whose bases are in
Σ.
In order to further generalize this to arbitrary quasifree Hadamard states on an arbi-
trary globally hyperbolic spacetime, we now employ a deformation argument identical to
the one given in [27, Proof of Prop. 5]. For this, one notes that one can construct, be-
sides the original, arbitrary globally hyperbolic spacetime (M, gab) (with spin structure),
a deformed spacetime (M̂, ĝab) with spin structure, with the following properties:
1. (M, gab) possesses a neighborhood U of some Cauchy surface Σ which is isometric
to some neighborhood Û ⊂ M̂ containing a Cauchy surface Σ̂ in the deformed
spacetime (M̂, ĝab). We chose the spin structure of M̂ so that its restriction to Û
coincides (via the isometry) with the restriction of spin structure of M to U13.
2. The spacetime (M̂, ĝab) is ultrastatic in a neighborhood of a Cauchy surface Ŝ.
3. If C1,C2 ⊂ Σ are sets as in the hypothesis of the theorem, then there exist open
subsets V̂1, V̂2 ⊂ Ŝ with compact closure such that clo(V̂1) ⊂ V̂2 and
Ĉ1 ⊂ Σ̂ ∩D(V̂1), Ĉ2 ⊃ Σ̂ ∩ J(V̂2),
where the sets Ĉi correspond to Ci and Σ̂ corresponds to Σ via the isometry postu-
lated in 1).
Now let ω be an arbitrary quasifree Hadamard state on F for the original spacetime, and
let ω̂ be the uniquely determined quasifree Hadamard state for the deformed spacetime,
whose two-point function coincides with that of ω in U×U via the isometry identifying the
13It then follows that the spin structure over M̂ can be globally identified with the spin structure over
M , since M resp. M̂ are topologically R × Σ resp. R × Σ̂ and since the spin structures over Σ resp. Σ̂
have already been identified.
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neighborhoods U and Û described in item 1). The trick is now to use the split-property
for the deformed spacetime,
πω̂(F̂(int(D(V̂1))))
′′ ⊂ N̂ ⊂ πω̂(F̂(int(D(V̂2))))′′. (67)
(which is already known, by item 1) and 2) above and by what we have said so far) to
prove the split-property in the undeformed spacetime. By item 3) above, we have that
Ô1 = int(D(Ĉ1)) ⊂ int(D(V̂1)), Ô2 = int(D(Ĉ2)) ⊃ int(D(V̂2)),
therefore we have by (67) that
πω̂(F̂(Ô1))′′ ⊂ N̂ ⊂ πω̂(F̂(Ô2))′′.
Since ω̂ agrees with ω on U×U , this therefore shows the split-property on the undeformed
spacetime.
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A Appendix
A.1 Proof of (iii) of Lem. IV.1
We here sketch how to obtain the estimate ‖S‖1 = ‖T‖1 ≤ (β0/β)se−βm0/2 claimed in
item (iii) of Lem. IV.1. The method of our proof also allows us to establish that the
operators kn introduced in the proof of Lem. IV.1 are of Hilbert-Schmidt class, as had
been claimed there. However for brevity, will explicitly demonstrate this only for the case
n = 1, the other cases can be treated in a similar way.
In order to prove the above estimate on the trace-norm of S, we write S =
√
2EC ·
k1 · k2 · (1 + β2h2)se−βhP as in the proof of Lem. IV.1, where
k1 =Mχ(1 + β
2h2)−s/2, k2 = (1 + β2h2)s/2Mχ(1 + β2h2)−s,
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and where Mχk = χk is the multiplication operator by a compactly supported smooth
function χ which is identically one on C . We get from this the estimate
‖S‖1 ≤ ‖k1‖2‖k2‖2‖(1 + β2h2)se−βhP‖ ≤ c‖k1‖2‖k2‖2e−βm0/2.
Hence, in order to prove the estimate in item (iii) of Lem. IV.1, it is sufficient to demon-
strate that ‖k1‖2 ≤ cβ−s/2 and that ‖k2‖2 ≤ cβ−s/2, where c is some constant independent
of β. We will now show how to obtain the bound on the Hilbert-Schmidt norm of k1.
The bound on the Hilbert-Schmidt norm of k2, and likewise on the other kn, can be
established in a similar way, but we shall not discuss this here.
The task is thus to prove that
‖k1‖22 = ‖Mχ(1 + β2h2)−sMχ‖1 ≤ cβ−s. (68)
Let us assume, for simplicity, that supp(χ) ⊂ Σ can be covered by a single chart X ⊂ Rs,
and identify C via this chart with a subset of X .14 The idea of the proof is to split
Mχ(1 + β
2h2)−sMχ, viewed now as a self-adjoint operator on L2(X ;CN) (where N =
2[(s+1)/2] is the number of spinor components in s + 1 dimensions), into two parts which
are more amenable to an analysis than this operator itself. In order to achieve this, we
must first recall the notion of a pseudo differential operator with a parameter (for details,
see e.g. [9, p.58]). These are defined—just as ordinary pseudo differential operators—in
terms of so-called symbols, the only difference being that these symbols now depend on
an additional parameter, λ, which we shall take to be β−2 later on. Let Smλ (X) be the
space of all matrix valued functions p(x, ξ, λ) which are smooth in x ∈ X and ξ ∈ Rs
and analytic in λ ∈ C\R− and for which |∂αξ ∂γxp| ≤ cα,γ(1 + |ξ| + |λ|1/2)m−|α|, where we
use the usual multiindex notation, for example ∂αx =
∂α1
∂x
α1
1
. . . ∂
αs
∂xαss
. Elements in Smλ (X) are
called “symbols with a parameter”. A pseudo differential operator with parameter λ is
an operator of the form
Pλu(x) = (2π)
−s/2
∫
Rs
p(x, ξ, λ)eixξû(ξ) dsξ,
where p is a symbol with parameter and û is the Fourier transform of u. It is customary
to write σPλ = p. The space of all pseudo differential operators Pλ with σPλ ∈ Smλ (X) is
denoted by Ψmλ (X).
It follows form (25) that h2 is a self adjoint extension of an elliptic differential operator
A with symbol
σA(x, ξ) = a2(x, ξ) + a1(x, ξ) + a0(x, ξ). (69)
The principal symbol a2(x, ξ) is given by the matrix q
ij(x)ξiξjI in a local coordinate
chart, where I denotes the N ×N identity matrix and qij are the coordinate components
14If C cannot be covered by single coordinate chart, one can write χ =
∑
χi, where each χi is supported
in a single chart. The argument then still goes through but we do not give any details here.
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of the inverse spatial metric. a1 and a0 are symbols of order 1 and 0, respectively, whose
particular form is not relevant for our purposes.
We define the symbols
b0 = (a2 + λI)
−1 ∈ S−2λ (X),
bk = −(a2 + λI)−1
∑
2+|α|+j−i=k,j<k
i|α|∂αξ bj∂
α
x ai/α! ∈ S−2−kλ (X).
Let Bλ ∈ Ψ−2λ (X) be a pseudo differential operator whose symbol has the asymptotic
expansion
σBλ ∼
∑
k≥0
bk(x, ξ, λ) ∈ S−2λ (X). (70)
By construction, Bλ is an inverse modulo Ψ
−∞
λ (X) of A on X (see e.g. [9]), in the sense
that
Bλ(λ1 + A) = (λ1 + A)Bλ = 1 modulo Ψ
−∞
λ (X). (71)
Moreover, since A is formally self adjoint and positive, it follows from well known argu-
ments [9] that the operator Bλ can be assumed to be a positive operator (this can be
achieved, if necessary, by adding a suitable element in Ψ−∞λ (X) to Bλ).
We now write
Mχ(λ1 + h
2)−sMχ = Qλ +Rλ, (72)
where λ > 0 from now on and
Qλ =MχB
s
λMχ, Rλ =Mχ((λ1 + A)
−s − Bsλ)Mχ. (73)
(Here and in the following we write the operator (λ1 + h2)−s as (λ1 + A)−s, to simplify
the notation. Note that the latter is is understood as an operator on K . This operator is
not assumed to be pseudo differential, nor must it be confused with Bsλ, which is pseudo
differential, but only defined on X .)
The relevant properties of Rλ, Qλ are summarized in the following lemma:
Lemma A.1. We have ‖Qλ‖1 ≤ cλ−s/2 and ‖Rλ‖1 ≤ cλ−s/2 for some constant c.
The lemma allows us to finish the proof of eq. (68) because, setting λ = β−2,
‖Mχ(1 + β2h2)−sMχ‖1 ≤ β−2s(‖Qβ−2‖1 + ‖Rβ−2‖1) ≤ β−2s · cβs = cβ−s.
It remains to prove lemma (A.1).
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Proof. Since Qλ is a positive operator in Ψ
−2s
λ (X), we can calculate its trace norm by (here
and in the following we use the constant convention, meaning that different numerical
constants, are denoted by the same symbol c):
‖Qλ‖1 = trL2(X;CN )Qλ = (2π)−s/2 trCN
∫
X
∫
Rs
q(x, ξ, λ) dsξdsx
≤ c
∫
Rs
(1 + |ξ|+ λ1/2)−2s dsξ
≤ c
∫ ∞
0
(1 + r + λ1/2)−2srs−1 dr
= c(1 + λ1/2)−s ≤ cλ−s/2.
This proves the first inequality. For notational simplicity, we will only explicitly prove the
second inequality for the case s = 1, but our arguments can be generalized straight-
forwardly to deal with general values for s. We first introduce some notation. Let
χ′, χ′′, χ′′′, . . . be smooth functions of compact support in X such that χ′ ≡ 1 on the
support of χ, χ′′ ≡ 1 on the support of χ′, χ′′′ ≡ 1 on the support of χ′′, etc. Further-
more, let us set
L = [Mχ, A], L
′ = [Mχ′ , A], L′′ = [Mχ′′ , A], . . . , (74)
so that L, L′, L′′, . . . are partial differential operators of degree 1. Let ‖ · ‖Hr denote the
norm on the Sobolev space Hr(X ;CN), and let k be an arbitrary smooth spinor field.
Since A is elliptic, we obtain the estimate:
‖Rλk‖Hr = ‖Mχ((λ1 + A)−1 −Bλ)Mχk‖Hr
≤ c‖(λ1 + A)Mχ((λ1 + A)−1 −Bλ)Mχk‖Hr−2
If we move the operator (λ1 + A) through Mχ, then this can be further estimated by
≤ c
(
‖Mχ(1 − (λ1 − A)Bλ)Mχk‖Hr−2 + ‖LMχ′((λ1 − A)−1 − Bλ)Mχk‖Hr−2
)
≤ c
(
(1 + λ)−m/2‖k‖L2 + ‖Mχ′((λ1 − A)−1 − Bλ)Mχk‖Hr−1
)
,
where we have used that 1 − (λ1 + A)Bλ ∈ Ψ−∞λ (X) in the last line, and where m is an
arbitrary but fixed natural number. We may repeat the above chain of inequalities for
the second expression in the last line, replacing χ′ by χ′′ and L by L′. If we iterate this
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procedure, we get
‖Rλk‖Hr ≤ c
(
(1 + λ)−m/2‖k‖L2 + ‖Mχ′′((λ1 − A)−1 − Bλ)Mχk‖Hr−2
)
≤ c
(
(1 + λ)−m/2‖k‖L2 + ‖Mχ′′′((λ1 − A)−1 −Bλ)Mχk‖Hr−3
)
≤ . . .
≤ c
(
(1 + λ)−m/2‖k‖L2 + ‖Mχ′′...′((λ1 − A)−1 − Bλ)Mχk‖L2
)
≤ c(1 + λ)−m/2‖k‖L2,
where neither of the above constants depend on λ, but only on r and m. This inequality
implies that Rλ is a continuous map from L
2(X ;CN) toHr(X ;CN) for every r. By duality,
R∗λ = Rλ is a continuous map from H
−r(X ;CN) to L2(X ;CN) for every r. Therefore,
Kλ = RλR
∗
λ is a continuous mapKλ : H
−r(X ;CN)→ Hr(X ;CN) for every r and therefore
has a smooth (and by definition compactly supported) integral kernel on X × X . From
the dependence upon λ of the constants in the above inequality, one gets furthermore that
sup |∂αx∂γyKλ(x, y)| ≤ cα,γ(1 + λ)−m ∀α, γ. (75)
This estimate can now be used to bound the p-th Schatten norm ‖ · ‖p of Kλ by writing
Kλ as a product of an arbitrary number of Hilbert-Schmidt operators as in eq. (42),
Kλ(x, y) =
n∏
i
(1 + |x|)−q · (1 + |x|)nqKλ(x, y), (76)
where the q is chosen sufficiently large. The multiplication operator by (1+ |x|)−q is then
Hilbert-Schmidt, and ‖(1 + |x|)nqKλ‖2 ≤ c(1 + λ)−m using eq. (75). Hence
‖Kλ‖p ≤ c(1 + λ)−m (77)
for all p > 0 and λ > 0, where c depends only on p,m. The chain of inequalities leading to
eq. (77) can be repeated for arbitrary s. It follows in particular that ‖Rλ‖21 = ‖Kλ‖1/2 ≤
c(1 + λ)−m ≤ cλ−s (choosing m = s). This the claim of the lemma for Rλ.
A.2 Nuclear maps
The notion of nuclearity considered in this paper is formulated in terms of nuclear maps.
For the convenience of the reader, we now recall the definition of a nuclear map between
two Banach spaces, for details we refer to [19].
Let X and Y be Banach spaces, with norms ‖ · ‖X and ‖ · ‖Y respectively. A bounded
linear map Θ : X → Y is called nuclear, if there exist bounded linear functionals ϕi on
X and vectors Yi ∈ Y , i ∈ I such that Θ can be written as
Θ(X) =
∑
i
Yiϕi(X) ∀X ∈ X , (78)
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with ∑
i
‖ϕi‖ ‖Yi‖Y <∞, ‖ϕi‖ = sup
‖X‖X =1
|ϕi(X)|.
One defines the nuclearity index of Θ by
‖Θ‖1 = inf
∑
i
‖ϕi‖ ‖Yi‖Y ,
where the infimum is taken over all possible ways to write Θ in the form (78). The set
of all nuclear maps is denoted by I1(X ,Y ). More generally, a bounded linear map Θ is
called p-nuclear, if it can be written in the form (78) with
‖Θ‖p = inf
(∑
i
‖ϕi‖p ‖Yi‖pY
)1/p
<∞, p > 0.
The space of all p-nuclear maps, p > 0, from X to Y is denoted by Ip(X ,Y ). It can be
shown that these spaces are again Banach spaces for all p > 0. If X = Y , then we simply
write them as Ip(X ). If X is a Hilbert space, then I1(X ) is the space of trace-class
operators, and I2(X ) is the space of Hilbert-Schmidt operators.
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