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Universitas Sebelas Maret 
 
ABSTRAK. Beberapa metode pemodelan time series telah dikembangkan. Metode yang 
paling umum digunakan adalah ARIMA. ARIMA sangat efektif digunakan untuk 
memodelkan data yang tidak stasioner, yang ditunjukkan oleh plot ACF yang turun 
secara eksponensial atau membentuk gelombang sinus. Ada beberapa data yang tidak 
stasioner dan plot ACF-nya tidak turun secara eksponensial melainkan secara lambat 
atau hiperbolik. Data seperti inilah yang dikategorikan sebagai time series memori 
jangka panjang. Untuk memodelkan time series jangka panjang, Hosking (1981) telah 
memperkenalkan model ARFIMA (Autoregressive Fractionally Integreted Moving 
Average) yang dapat mengatasi kelemahan model ARIMA, dimana ARIMA hanya dapat 
menjelaskan time series jangka pendek, sedangkan ARFIMA dapat menjelaskan baik 
jangka pendek maupun jangka panjang. 
Tujuan penelitian ini adalah menentukan model ARFIMA yang sesuai untuk data 
Suku Bunga SBI kemudian menggunakan model tersebut untuk meramalkan Suku 
Bunga SBI pada beberapa periode ke depan. Metode yang digunakan dalam penelitian 
ini adalah studi pustaka dan studi kasus. Data yang digunakan untuk pemodelan 
ARFIMA adalah Suku Bunga SBI periode 21 Juni 2000 sampai 12 Agustus 2009. Model 
ARFIMA yang terbaik dapat dipilih berdasarkan nilai MSE (Mean Square Error), MAPE 
(Mean Absolute Percentage Error), serta Akaike Info Criterion (AIC) dari masing-masing 
model. Software yang digunakan adalah OxMetrics. 
Hasil pemodelan ARFIMA yang diperoleh adalah model ARFIMA 
(0;0.499489;[3]). Ramalan Suku Bunga SBI untuk periode 19 Agustus 2009, 26 Agustus 
2009, 2 September 2009, dan 9 September 2009 berturut-turut adalah 7.976376%; 
8.060135%; 8.133752%; dan 8.198232%. 
 
Kata kunci : time series, long memory, ARFIMA. 
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1. PENDAHULUAN 
Time series merupakan serangkaian data pengamatan yang terjadinya 
berdasarkan urutan waktu (Box, Jenkins dan Reinsel, 1994). Observasi yang diamati 
merupakan barisan diskrit yang diperoleh pada interval waktu yang sama, misalnya 
harian, mingguan, bulanan dan sebagainya. Untuk mendapatkan model dari data yang 
diperoleh dari observasi tersebut diperlukan suatu pemodelan time series. Beberapa 
metode pemodelan time series telah dikembangkan. Metode yang paling umum 
digunakan adalah ARIMA. ARIMA sangat efektif digunakan untuk memodelkan data 
yang tidak stasioner, yang ditunjukkan oleh plot ACF yang turun secara eksponensial 
atau membentuk gelombang sinus. Ada beberapa data yang tidak stasioner dan plot 
ACF-nya tidak turun secara eksponensial melainkan secara lambat atau hiperbolik. 
Data seperti inilah yang dikategorikan sebagai time series memori jangka panjang (long 
memory). Untuk memodelkan time series jangka panjang, Hosking (1981) telah 
memperkenalkan model ARFIMA (Autoregressive Fractionally Integreted Moving 
Average). ARFIMA dapat mengatasi kelemahan model ARIMA, dimana ARIMA hanya 
dapat menjelaskan time series jangka pendek (short memory), sedangkan ARFIMA 
dapat menjelaskan baik jangka pendek maupun jangka panjang.(Sowell, 1992) 
Dalam penelitian ini akan dilakukan pemodelan data Suku Bunga Sertifikat Bank 
Indonesia (SBI) dengan menggunakan pendekatan deret berkala memori jangka 
panjang ARFIMA. Selanjutnya dari pemodelan ini dapat dilakukan peramalan dengan 
menggunakan model tersebut. Peneliti memilih data Suku Bunga SBI karena tingkat 
suku bunga merupakan salah satu faktor yang mempengaruhi kegiatan investasi, dan 
kemungkinan besar datanya mengandung memori jangka panjang. 
 
2. METODE PENELITIAN 
Data yang digunakan adalah data sekunder berupa data Suku Bunga SBI mingguan 
dari periode 21 Juni 2000 sampai 12 Agustus 2009. Dalam memodelkan data, terlebih 
dahulu dilakukan analisis pola data dengan membuat plot time series untuk 
mengetahui apakah data stasioner atau tidak. Apabila data tidak stasioner dalam 
variansi, maka dilakukan transformasi Box-Cox untuk menstasionerkan data (Wei, 
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1990). Selanjutnya dibuat plot ACF dan PACF dari data setelah transformasi untuk 
mengetahui adanya ketergantungan jangka panjang serta estimasi awal model ARFIMA 
(p,d,q). Langkah selanjutnya adalah melakukan estimasi parameter berdasarkan model 
yang didapat, kemudian melakukan uji signifikansi parameter sampai mendapatkan 
parameter yang signifikan. Setelah didapatkan model dengan parameter yang 
signifikan, selanjutnya dilakukan uji diagnostik terhadap model yang signifikan, 
kemudian ditentukan model terbaik. Model yang diperoleh selanjutnya digunakan 
untuk melakukan peramalan beberapa periode ke depan. Perhitungan untuk 
pembentukan model ARFIMA diperoleh dengan bantuan software OxMetrics. 
 
3. HASIL DAN PEMBAHASAN 
Data yang digunakan dalam penelitian ini adalah data mingguan Suku Bunga SBI 
dalam kurun waktu 21 Juni 2000 – 12 Agustus 2009, dengan 423 data untuk 
membangun model dan 6 data untuk pengujian model. Plot time series data suku 
bunga SBI disajikan dalam Gambar 1 berikut. 
 
Gambar 1. Plot time series data Suku Bunga SBI 
Berdasarkan Gambar 1 tersebut, pergerakan data Suku Bunga SBI berubah tiap 
waktu serta mengindikasikan bahwa data Suku Bunga SBI mingguan tidak stasioner 
dalam variansi. Oleh karena itu, dilakukan transformasi data karena syarat pemodelan 
time series adalah stasioner dalam variansi. Transformasi data yang digunakan adalah 
transformasi Box-Cox. 
Pada output minitab, didapat lambda estimasi sebesar 0,337, maka dalam 
penelitian ini, transformasi yang digunakan adalah transformasi )*.,,-  , sehingga 
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untuk analisis selanjutnya digunakan data hasil transformasi. Plot time series untuk 
data hasil transformasi dapat dilihat pada Gambar 2 berikut.  
 
Gambar 2. Plot time series data Suku Bunga SBI setelah transformasi 
Dari Gambar 2 di atas terlihat data hasil transformasi tersebut tidak stasioner 
dalam variansi, namun transformasi )*.,,- merupakan transformasi yang dianggap 
cukup untuk menstabilkan variansi dalam data.  
Plot ACF dan PACF untuk data setelah transformasi disajikan pada Gambar 3 
dan Gambar 4. 
  
Gambar 3. Plot ACF setelah transformasi Gambar 4. Plot PACF setelah transformasi 
Dari plot ACF (Gambar 3) yang turun menuju nol dan plot PACF (Gambar 4) 
yang signifikan pada lag kecil, dapat diamati bahwa data tersebut relatif baik untuk 
dimodelkan menurut prinsip parsimony (model mempunyai parameter yang sedikit). 
Dari Gambar 3 juga terlihat bahwa autokorelasi turun lambat, sehingga dapat 
disimpulkan bahwa data memiliki ketergantungan jangka panjang.  
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Model ARFIMA merupakan pengembangan dari model ARIMA. Suatu proses 
dikatakan mengikuti model ARFIMA jika nilai d adalah riil. ARFIMA disebut juga ARIMA 
yang nilai d tidak hanya berupa nilai integer, melainkan termasuk juga nilai-nilai riil 
yang disebabkan oleh adanya memori jangka panjang. Model ARFIMA(p, d, q) dapat 
ditulis (Ooms & Doornik, 1999) 
./0)1 	 θL31 ,   4 	 1, 2, … , 6 
dimana level integrasi d merupakan bilangan riil dan . Filter pembeda  
pada rumus di atas disebut Long Memory Filter (LMF) yang menggambarkan adanya 
ketergantungan jangka panjang dalam deret. Filter ini diekspansikan sebagai deret 
Binomial 
70	 1  0 	89:;< 1==
∞
=*
          , : > ; 
Estimasi parameter model dengan metode EML dilakukan dengan membentuk 
fungsi log-likelihood dari parameter model. Dengan  ? 	   @ , Fungsi tersebut 
dinyatakan sebagai  
log  :, ., D, E 	 62 log2  12 log|∑|  12 ? ′∑G?. 
Dengan   ∑ 	 HE, maka persamaan menjadi 
 log  :, ., D, E 	 62 log2  12 log|HE|  12E ? ′HG? 
                                        	 62 log2  12 logEI  12 log|H|  12E ? ′HG? 
                                       	 62 log2  62 logE  12 log|H|  12E ? ′HG?. 
Nilai maksimum didapatkan dengan melakukan diferensiasi pada fungsi log-
likelihood di atas terhadap E. 
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Jlog :, ., D, EJE 	  IKLM ( NKLMOM? ′HG?. 
Jika turunan pertama tersebut disamadengankan nol, maka persamaan di atas 
menjadi 
 IKLM 	  NKLMOM? ′HG? 
sehingga di dapat 
 E 	 6G?′HG? . (Doornik & Ooms, 1999). 
Estimasi parameter ARFIMA dengan metode Exact Maximum Likelihood 
dilakukan secara serentak untuk semua parameter dan diperbaiki secara iteratif. Hal ini 
menyebabkan nilai taksiran parameter d bisa berbeda-beda. Berbagai model telah 
dicoba berdasarkan plot ACF dan PACF. Selanjutnya dari model yang di dapat, 
dilakukan uji diagnostik terhadap residualnya sehingga di dapatkan 2 model yang layak 
yaitu ARFIMA (0,d,[3]) dan ARFIMA(0,d,[2,3]). Hasil dari uji diagnostik kedua model 
disajikan dala Tabel 1 berikut. 
Tabel 1. Uji Diagnostik Model ARFIMA 
Model ARFIMA 
Non 
Autokorelasi 
Distribusi 
Normal 
p-value p-value 
(0,d,[3]) 0.0582 0.066 
(0,d,[2,3]) 0.0554 0.084 
Pemilihan model terbaik untuk metode ARFIMA dilakukan dengan 
membandingkan MSE, MAPE, dan AIC. Nilai MSE merupakan nilai taksiran dari variansi 
residual . Sehingga model yang baik adalah model yang memiliki nilai MSE kecil, 
karena dengan nilai MSE kecil berarti nilai estimasi hampir sama dengan nilai 
sesungguhnya. MAPE adalah rata-rata persentase absolut dari kesalahan peramalan, 
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oleh karena itu, semakin kecil nilai MAPE maka nilai ramalan akan semakin akurat. AIC, 
yang dikembangkan oleh Hirotsugu Akaike, adalah ukuran kebaikan dalam 
mengestimasi model statistik. AIC digunakan  untuk menemukan model yang dapat 
menjelaskan data dengan parameter bebas yang minimum. Model yang dipilih adalah 
model dengan nilai AIC terendah.  
Model yang akan dibandingkan adalah model yang telah memenuhi uji 
diagnostik residual, yaitu model ARFIMA (0,d,[3]) dan ARFIMA(0,d,[2,3]). Ukuran 
kebaikan model ARFIMA ditampilkan pada Tabel 2. 
Tabel 2. Ukuran Kebaikan Model ARFIMA pada data Suku Bunga SBI. 
Model 
ARFIMA 
Ukuran Kebaikan Model 
MSE MAPE AIC 
(0,d,[3]) 0.00052 0.025320 -4.75373416 
(0,d,[2,3]) 0.00048 0.026302 -4.68247764 
Berdasarkan nilai AIC dan MAPE, maka di dapatkan model terbaik adalah model 
ARFIMA (0,d,[3]). Sedangkan berdasarkan MSE, model terbaik adalah ARFIMA 
(0,d,[2,3]). 
Vektor  adalah nilai-nilai pengamatan setelah estimasi. 
Diasumsikan  adalah stasioner dan d > -1, maka prediksi linear terbaik dari  
adalah 
 
yang terdiri dari kebalikan fungsi autokovariansi dikalikan dengan data aslinya yang 
diboboti oleh korelasinya. Sedangkan Mean Square Error peramalannya adalah 
 
(Doornik & Ooms, 1999). 
Setelah didapatkan model yang terbaik, langkah selanjutnya adalah membuat 
ramalan. Plot nilai aktual dan ramalan data Suku Bunga SBI disajikan pada Gambar 5 
berikut. 
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Gambar 5. Plot Nilai Ramalan dan Nilai Aktual Data Suku Bunga SBI. 
Dari nilai ramalan yang diperoleh, selanjutnya dapat dicari nilai MSE dan MAPE 
yang disajikan dalam Tabel 3 berikut. 
Tabel 3. MSE dan MAPE Model ARFIMA Pada Data Uji. 
Model 
ARFIMA 
MSE MAPE 
(0;0.499489;[3]) 0.77224 0.121865 
(0;0.499482;[2,3]) 0,794663 0,122338 
Dari Tabel 3 dapat dilihat bahwa nilai MSE dan MAPE data uji untuk ARFIMA 
(0;0.499489;[3]) lebih kecil daripada ARFIMA (0;0.499482;[2,3]), maka model yang 
selanjutnya digunakan untuk melakukan peramalan adalah model ARFIMA 
(0;0.499489;[3]). 
Model ARFIMA (0;0.499489;[3]) secara matematis dituliskan sebagai  
 
Nilai  menggambarkan ketergantungan jangka panjang dalam deret. Jika 
 dianggap sebagai  yang menunjukkan ketergantungan jangka 
panjang, maka 
 
Maka, model ARFIMA (0;0.499489;[3]) untuk data transformasi dapat dijabarkan 
sebagai berikut. 
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dengan , dimana  adalah data Suku Bunga SBI, dan 
 adalah transformasi dari . 
Nilai ramalan model ARFIMA (0;0.499489;[3]) untuk empat periode ke depan 
disajikan dalam tabel 3 berikut. 
Tabel 4. Peramalan 4 periode ke depan data Suku Bunga SBI. 
Periode Tanggal Ramalan 
430 19 Agustus 2009 7,976376 
431 26 Agustus 2009 8,060135 
432 2 September 2009 8,133752 
433 8 September 2009 8,198232 
 
4. SIMPULAN DAN SARAN 
Dari hasil pembahasan berdasarkan analisa data, dapat diambil kesimpulan 
sebagai berikut. 
1. Pemodelan dengan metode ARFIMA menghasilkan dua model yang memenuhi 
uji dignostik residual yaitu ARFIMA (0,d,[3]) dan ARFIMA (0,d,[2,3]). Dari 
perbandingan kedua metode, berdasarkan nilai MAPE dan AIC didapatkan 
model yang terbaik yaitu model ARFIMA (0;0.499489;[3]) atau bisa ditulis 
 .  
2. Dari model ARFIMA (0;0.499489;[3]), diperoleh nilai ramalan untuk periode 19 
Agustus 2009, 26 Agustus 2009, 2 September 2009, dan 9 September 2009 
berturut-turut adalah 7.98%; 8.06%; 8.13%; dan 8.19%. 
Saran yang dapat peneliti berikan untuk penelitian selanjutnya dapat dilakukan 
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1. Peramalan data Suku Bunga SBI dengan menggunakan model ARFIMA-GARCH 
dengan memperhitungkan adanya heterokedastistas dalam data. 
2. Peramalan data Suku Bunga SBI dengan menggunakan model INARFIMA. 
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