In this paper, we investigate several gradient-based multi-fidelity methods for optimizing the flapping kinematics of a two-dimensional hovering wing. Two levels of fidelity are assessed in this work. The high fidelity tool is chosen to be the OVERTURE CFD package, and the low fidelity model is a computationally inexpensive blade element method. Both trigonometric and spline-based kinematics are assessed using a variable-fidelity framework. Power and lift constrained optimization problems are considered in addition to an unconstrained lift maximization case. The efficacy of the multi-fidelity method is found to be highly dependent on the quality of the low fidelity model. If the low fidelity model is capable of accurately modeling the dominant flow features, convergence can be substantially faster than the baseline single-fidelity method.
I. Introduction
T is expected that any successful hovering micro air vehicle (MAV) must be able to satisfy two basic requirements [1] . First, the amount of cycle-averaged lift generated by the kinematic motions must offset the weight of the vehicle (trim). Secondly, the required power input for this maneuver must be minimized. The latter consideration is particularly important, as the energy budgets onboard a micro air vehicle will be extremely limited [2] . The computational costs associated with this hovering MAV design process may be onerous: high lift and low power philosophies will conflict, complicating the constrained optimization process. Furthermore, the fluid flow phenomena associated with hovering motions are very rich and complex (unsteady low-Reynolds number vortical flows over a wing surface undergoing large prescribed rotations and translations), and may require a high-fidelity computational tool for a suitable level of accuracy.
Three basic levels of computational fidelity can be reasonably considered for hovering wing simulations, and each have been used for kinematic optimization: lower-fidelity quasi-steady blade element methods (see Berman and Wang [3] , Rakotomamonjy et al. [4] , Kurdi et al. [5] ), moderate-fidelity vortex-lattice/vorton methods (see Chabalko et al. [6] , Stanford and Beran [7] ), and high-fidelity Navier-Stokes solvers (see Shyy et al. [1] , Soueid et al. [8] ). The blade element models are inexpensive, but may fail to capture the physics driving the design process; the opposite problem exists for the Navier-Stokes solvers. It is unlikely that either tool can be used alone for robust and efficient design optimization, prompting the need for variable-fidelity methods.
This work is primarily concerned with gradient-based optimization, which is typically the only realistic method (as opposed to evolutionary methods, or response surface-based methods) when the number of design variables becomes large. These gradients can be computed using finite difference approximations, automatic differentiation of the source code, or analytically. Only the latter option can provide a computational cost and/or memory requirement which is a weak function of the number of design variables, but analytical derivatives can be difficult to derive by hand, especially for high-fidelity Navier-Stokes solvers. A variable-fidelity optimization framework which mitigates the need for high-fidelity design gradients, or completely eliminates their role, is then of interest.
A variety of trust-region techniques, all closely modeled after the approximation and model management optimization (AMMO) framework developed by Alexandrov et al. [9] , are used to optimize the kinematics of a hovering airfoil. A low-fidelity quasi-steady blade element method and a high-fidelity Navier-Stokes CFD solver are utilized towards this end. Design gradients are required from both solvers, though those from the latter code are required sparingly, as will be detailed below. Two different types of design variables are discussed. The first parameterizes the kinematic motions based on trigonometric functions; the resulting design variables consist of various amplitudes, phase-shifts, and DC-offsets of the kinematic profiles [3] [6] . The second type parameterizes the 1 Co-Op Undergraduate Student, University of Florida, Member AIAA. 2 National Research Council Postdoctoral Researcher, Member AIAA. 3 Research Aerospace Engineer, Member AIAA. 4 Principal Research Aerospace Engineer, Associate Fellow AIAA. I motions based upon periodic splines [5] [7] , where the design variables are the location of the control points (knots). These tools are finally used to solve three different optimization problems: maximization of the time-averaged aerodynamic lift, maximization of the lift under an available-power constraint, and minimization of the average power under a required lift (trim) constraint.
II. Aerodynamic Modeling
This work is concerned with the two-dimensional motions of an elliptical airfoil section, translating and rotating in a fixed inertial X-Y frame, as seen in Figure 1 . The mid-chord of the airfoil is defined by the translation vector , and the rotation of the airfoil is given by . A body-attached coordinate system (x-y) travels with the airfoil as it translates/rotates. 
A. Low-Fidelity Modeling
Using the quasi-steady blade element model proposed by Berman and Wang [3] , the sectional forces and torque (written in the body-attached coordinate system, as seen in Figure 1 ) can be written as:
where is the density of the fluid, and , , , and are the velocity and acceleration of the wing written in the body-attached coordinate system. , , and are added mass terms, and is the circulation:
where and are the translational and rotational force coefficients, is the wing section's angle of attack, and is the chord length of the wing section. The viscous terms given above are computed by:
where is the drag coefficient, μ 1 and μ 2 are dimensionless viscous parameters, and f is the flapping frequency.
B. High-Fidelity Modeling
The high-fidelity fluid analysis used in this work is based on the solution of the Navier-Stokes equation through the use of a computational fluid dynamics (CFD) solver, implementing a finite volume discretization of the fluid domain. OVERTURE, an open-source CFD code and field-operation package [10] [11], will be used in this capacity, as it has been successfully utilized for flapping wing simulations in the past [12] . The method is fourth-order accurate in space and second-order accurate in time, and utilizes a boundary-conforming structured grid overlapping a series of background Cartesian grids. More information concerning numerical and operational details of OVERTURE can be found in Refs. [10] and [11] .
In order to establish basic confidence in this CFD package, verification results are first conducted for the shedding cylinder problem, impulsively started with a horizontal velocity at a Reynolds number of 185. The mesh is composed of three overset grids with a total mesh resolution of 70,000 nodes. The time step is adaptively chosen by the solver, but is limited to a maximum of 0.1 seconds, and the solution is run out to 200 seconds. A time-history of the lift and drag coefficients is given on the left side of Figure 2 , with vorticity contours around the cylinder at select instances in time. It can be seen that instabilities in the wake (eventually triggered via numerical round-off error) leads to vortex shedding, and the lift and drag become sinusoidal in time, with the latter offset by a non-zero mean. The time-average steady-state drag coefficient, root-mean-squared lift coefficient, and the Strouhal number of the vortex shedding are calculated and favorably compared to known results given in Refs. [13] and [14] , as summarized in Table 1 . Turning now to the hovering airfoil problem, there is an abundance of numerical and experimental data for a smooth ellipse with an eccentricity of 0.125. Numerical results are provided by Wang [15] and Tang et al. [16] , while experimental data (and validation of the numerical results in Ref. [15] ) is given by Wang et al. [17] . The kinematics for this case, referencing Figure 1 , are given by:
where , , and . The reduced frequency = 2.8 -1 , the reference velocity is defined by , and the resulting Reynolds number is 75. A chord of 1 m and fluid density of unity was used for this comparison case and the remainder of the results presented in this work. An overset grid consisting of a moving, elliptical boundary-conforming structural mesh and a stationary rectangular background grid are generated to solve this problem, as seen on the left of Figure 3 . A comparison of the time-depended lift coefficient (the aerodynamic force along the Y-axis of Figure 1 ) is given on the left of Figure 3 , showing favorable correlation between the data generated via OVERTURE and those in the aforementioned papers. The vorticity contours that develop over the ellipse at various instances in time are given in Figure 4 , showing a favorable qualitative comparison to results given by Tang et al. [16] , in terms of the relative phasing of vortex shedding, flow separation, etc.
The lift coefficient histories in Figure 3 provide several valuable insights into the numerical analysis of twodimensional hovering wings. First, it should be noted that at these low Reynolds numbers the initial transients die out relatively quickly; after the first two cycles the forces are nearly periodic. Secondly the Navier-Stokes solutions tend to slightly over-predict the peak lift forces associated with wing translation, and under-predict the negative peaks associated with wing rotation, when compared to the experimental data given in Ref. [17] . Lastly, for the current OVERTURE results and the numerical results of Ref. [15] , lift is not symmetric for both directions of motion (i.e., more lift is generated through the left stroke than the right) as would be expected. The numerical results of Ref. [16] do show nearly symmetric behavior however, as do the experimental results. The initial transients could cause this asymmetry and this asymmetry may die out if the solution is run out to a very large number of flapping cycles. Although the force history is not symmetric the magnitude of the force matches well with the other CFD simulations. Having assessed the basic accuracy of the OVERTURE code, it is also necessary to perform a grid convergence studies. Five grid densities are assessed, ranging from 3,300 to 65,000 total points. Each of the cases was composed of only two grids: an elliptical overset grid and a stationary rectangular background mesh, such as seen in Figure 3 . The results of the grid convergence simulations are shown on the left of Figure 5 , showing an adequately small shift between the finest two grids. True grid convergence for low-Reynolds number flows is difficult to obtain, but from a design optimization standpoint (where adequate computation of trends is more important than absolute values, and computational cost is a substantial issue), even the coarser meshes of Figure 5 may prove adequate, as will be discussed below.
A related issue is that of sensitivities for gradient-based optimization. Though several researchers have discussed the analytical differentiation of unsteady Navier-Stokes solvers (see Thomas et al. [18] , Nadarajah and Jameson [19] , and Mani and Mavriplis [20] , for some recent examples), this is a substantial undertaking, particularly for CFD codes that are not developed in-house (i.e., commercial codes, or the open-source solver used here). As such, finite difference approximations are used in the current work, though such methods have well-known accuracy issues, as seen on the right side of Figure 5 . The gradient ̅ is estimated using forward finite differences, where ̅ is the time averaged lift (the integral over a single cycle, once the aerodynamics have become timeperiodic), and the design variable is the normalized phase offset of rotation . The variable is normalized between 0 and 1 (the minimum and maximum allowed values of ), and so a step size of unity traverses the entire design space. The choice of an adequate step size is not at all obvious from Figure 5 , with non-convergence as the step size decreases: substantially erratic discontinuities and several sign changes. The latter is a particularly problematic from the standpoint of gradient-based optimization. It would seem that a relatively consistent range of step sizes lie between 0.01% and 0.1% of the length of the design space. As such, for all results given below, a step size (normalized between the lower and upper bounds of each design variable) of 0.02 is utilized for gradient computations during the optimization process. 
III. Kinematic Parameterization
As noted above, two different kinematic parameterizations are used here. The first assumes sinusoidal functions for the translation and rotation and restricts any out of plane translation in the Y direction, as described in Eq. 7. The vector of kinematic design variables resulting from this kinematic parameterization is:
where is the translation magnitude in the X-direction, is the rotation amplitude, and is the phase shift resulting in advanced rotation. The flapping frequency is held constant for all the results given below. Alternatively, the evolution of , , and as a function of time could be based upon a periodic spline, as seen graphically in Figure 6 . The example given in the figure utilizes 7 control points for each degree of freedom (the first and the last are identical, to enforce time-periodicity; additional control should preserve C 1 and C 2 continuity at t/T = 0/1 as well). The vector of kinematic design variables is then [5] :
where , for example, is the magnitude of the i th knot used to define the -spline, and k is the total number of knots. 
IV. Optimization Methodology
It is desired to use either the trigonometric-based (Eq. 8) or the spline-based (Eq. 9) kinematic parameterizations to solve three disparate optimization problems. Case 1 is an unconstrained (with the exception of side constraints) maximization of the cycle-averaged aerodynamic lift: (10) where and are upper and lower bounds for each design variable , and is the number of design variables. For the trigonometric parameterization (Eq. 8), this number is three. For the spline-based parameterization, can obviously be much larger. Case 2 is identical to the previous, with the addition of a power-based constraint:
The time-averaged power metric must be less than some threshold value . Only the aerodynamic power is considered in this value (given by the product of the velocity and the pressure, integrated over the wing surface), not the inertial power. The final problem considered here, case 3, is:
This is the most-realistic flapping design problem, where the lift generated by the motions must be equal to at least some threshold ( ) for trim (in order to balance the weight of the vehicle), but the power required for this maneuver is to be minimized.
In order to solve these three cases in an efficient manner, several optimization schemes are utilized. Each is described below.
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A. Variable-Fidelity Methods
Many variable-fidelity optimization tools and methods can be found in the literature. The approximation and model management optimization (AMMO) framework developed by Alexandrov et al. [9] is used here due to its successful application in the field of CFD-based airfoil design, and also because it does not require 2 nd -order (i.e., Hessian) information about the design point, as some methods do. The specific AMMO algorithm used in this work, based on the method discussed by Le Moigne and Qin [21] , is summarized below.
i.
First-Order AMMO This method utilizes a first-order Taylor-series correction within a trust region, as shown in the following steps: 1.
Calculate the gradients ( ) and value ( ) of the high fidelity model at where denotes the global optimization iteration number. For this work, the high-fidelity model is the CFD-based OVERTURE package. Furthermore, the metric may represent any scalar of interest to the optimization problem; for this work, it could be the aerodynamic lift or power.
2.
Calculate the gradients ( ) and value ( ) of the low fidelity model at . For this work, the low-fidelity model is the quasi-steady blade element model.
3.
Build a corrected low fidelity model about by defining a new function, denoted , that is the ratio of the high fidelity model to the low fidelity model at the current point in the design space.
A linear Taylor series expansion of Eq. 13 about is generated, where both the gradient and value of the corrected model now match those of the CFD model at .
A corrected low fidelity model can then be defined as the product of the linearized Taylor series expansion and the value of the uncorrected low fidelity model at some point in the design space.
4. Set up a trust region and optimize on the corrected low fidelity model within the trust region using MATLAB's fmincon function [22] . For the constrained-optimization problems (cases 2 and 3) one can build a corrected constraint model in the same way the corrected high fidelity model was generated. A sub-optimization problem can be set up using the corrected models and is formally stated as:
where is the size of the trust region at the given global optimization iteration and is the value of some nonlinear constraint on the high fidelity model.
5.
Re-compute the high fidelity objective function at the new value of obtained from step 4. Since the gradients are currently calculated in parallel by finite differences it is also efficient to calculate the gradient at this point for possible use in the next global iteration. 6.
Define a global merit function to penalize constraint violations to both the high and low fidelity models.
where is a scalar penalty constant that is chosen prior to optimization and depends on the magnitude of the global objective and constraints. A measure of predictive ability of the low fidelity model can be defined as:
7.
The new design point is either kept or discarded based on whether the global merit function decreased from the previous iteration. The size of the trust region is modified based on the value of the predictive parameter and the notion of a continually decreasing merit function. The following algorithm, presented in Ref. [21] , modifies the size of the trust region based on several Boolean comparisons:
8. Repeat steps 2-7 until convergence of the global merit function is reached.
ii. Second-Order AMMO A similar methodology to that described above can be applied where the low fidelity model is built around a second-order Taylor series approximation. This requires that we have information about the second derivatives of the design variables at the current point in the design space ( ). The matrix of second derivatives (the Hessian) can either be computed analytically, by finite differences, or approximated using successive gradient vectors. The latter approach is selected for this study, since analytical sensitivities are beyond the scope of this work and obtaining them by finite differences would be prohibitively expensive even for a small number of design variables. A wellknown method for approximating the Hessian is the BFGS method [23] , which updates the Hessian as:
where is the Hessian from the previous iteration, ( ) ( ) and ( ) ( ). The Hessian is initialized to the identity matrix at the beginning of the optimization algorithm.
The algorithm for the second-order AMMO method is exactly the same as for the first-order case; the only difference lies in the corrected model definition. The function is still the ratio of the high fidelity objective function to that of the low fidelity model (Eq. 13). However, the second-order terms are kept in the Taylor-series expansion, resulting in the following quadratic model about :
where ( ) is a function of the value, gradient, and hessian of both the low fidelity and high fidelity models. Just as in the first-order AMMO method, the corrected low fidelity model is given as:
B. Single-Fidelity Methods
Results are also given below that utilize a single level of fidelity (for this work, the high-fidelity CFD solely), in order to assess the accuracy of the variable-fidelity methods (i.e., do they converge to the correct location in the design space?), as well as the computational speed-up (if any). An algorithm implementing the method of moving asymptotes [24] is used and does not, at any time, invoke the low-fidelity quasi-steady blade element aerodynamic model. This method (MMA) is a well-known optimization tool, and will not be described here.
V. Results
A. Design Space Visualization
Prior to discussing the performance of the various optimization algorithms discussed above, this section will provide a visualization of the design space spanned by the trigonometric kinematic parameterization (Eq. 8), as well as an initial assessment of the predictive capability of the low-fidelity aerodynamic tool. Response surfaces are obtained for four cases: 1) a fine CFD mesh, 2) a coarse CFD grid, 3) the blade element model, and 4) the blade element model tuned to the CFD solution.
The tuning process involves collecting various parameters from Eqs. 1-6 into the vector :
The blade element model can be empirically tuned to existing Navier-Stokes data by solving the following optimization problem:
Where each member of is limited by the following side constraints during the optimization process: * + and * +. , , , , , and are the time-averaged lift, drag, and power coefficients of the low and high fidelity models, respectively. The weighting constants were set as follows:
, and =1, placing the greatest emphasis on matching lift trends. The solution of Eq. 9 is very inexpensive (solved via fmincon), as only the low fidelity model needs to be re-constructed and re-simulated at each step in the optimization process: the CFD data is a fixed, known quantity.
For each of the four cases, the rotation angle magnitude ( ), was varied between 15º and 75º while the rotation phase shift ( ) was varied between -30º and 30º, both in 15º increments. The Reynolds number is 75 and the flapping amplitude is fixed at . The cycle-averaged lift coefficient (taken over the fifth flapping cycle in order to avoid initial transients) is shown for the coarse and fine CFD solutions in Figure 7 . It can be seen that the coarse grid agrees well with the fine-grid solution, and (more importantly, for optimization), follows all of the design trends. Maximum lift is obtained at a rotation amplitude of forty degrees with an advanced rotation of at least thirty degrees. Similar results from the quasi-steady blade element modeling are given in Figure 8 . The un-tuned model's response trend (computed with * +, taken from Ref. [25] ) is entirely different than that of the two CFD solutions shown in Figure 7 , and predicts that, within the bounds of the response surface, the average coefficient of lift increases with both magnitude of rotation and degree of advanced rotation.
The maximum for this case lies on the upper bound of both phase shift and flapping magnitude (30º and 75º, respectively). If the blade element model is tuned through a least squared minimization of forces to the CFD solution (as described in Eq. 25, with a separate tuning conducted at each data point), the trends on the right side of Figure 8 match those of the pure CFD solutions well. In this case the optimum has shifted to a rotation magnitude of approximately 45º and an advanced rotation of at least 30º.
Figure 8. Average lift coefficient as a function of and , as computed with quasi-steady blade element aerodynamics: un-tuned model (left), and tuned model (right).
It is clear that using an un-tuned model for the basis of an optimization study would result in a highly nonoptimal design, even to the extent that the final design point results in a negative-lift-producing configuration (as computed with CFD). The tuned model, however, may be utilized in the design process with more success. Details of this tuning process (when both the rotational amplitude and the phase shift are 30º, and the translation amplitude is still ) can be seen in Figure 9 , where the un-tuned results arise from the same as above. The parameters resulting from this tuning process are: * +. For this work, the tuning process is included within the variable-fidelity design processes only once. The baseline design is tuned to CFD data, and then this is utilized for the remainder of the design steps. A potentially more successful method would be to tune the low-fidelity model to the CFD data at every available opportunity during the design process, but this was not found to have any impact on the rate at which the optimizer converged to a solution, and was not used. The reason for this is that the low-fidelity model is only tuned at a single point, and the optimal tuning parameters at another location within the design space ( ) will be substantially different. Therefore, the design gradients of the tuned model are no more or less useful than those from the untuned. A more robust tuning method (i.e., a global tuning, rather than the local method used here) would be useful, but may become difficult to realize for a large number of design variables.
B. Optimization with a Trigonometric Kinematic Parameterization
A series of results are given in this section concerning the kinematic parameterization of Eq. 8, with three design variables ( ). Each of the cases described above (Eqs. 10, 11, 12) is run through at least 15 iterations. For the AMMO studies, the initial trust region size was selected to be √ , or three-tenths of the total design space, as the design variables are normalized by the vector of bound constraints. The maximum move limit for both AMMO and MMA cases is set to √ . The side constraints for each variable are summarized in Table 2 . Figure 10 shows the convergence history of several algorithms applied to the case of an unconstrained lift maximization problem (Eq. 10). Two examples are shown: the first limits the maximum translation amplitude to 1 chord-length in each direction, the second to a smaller value of a quarter-chord. The first order AMMO algorithm shows the fastest convergence and reaches a maximum value at the fifth optimization iteration. The second order AMMO algorithm shows the second fastest convergence, requiring 12 iterations. The MMA algorithm shows the slowest convergence, and has not completely converged by the fifteenth optimization iteration. This is clearly a case where variable-fidelity optimization tools have shown a speed-up in convergence (between a factor of two and three). The optimization for the smaller bound on translation converges to a much smaller maximum, as the constraint is harder to satisfy. The variable-fidelity tools are much less successful for this case, with the 1 st -order AMMO strongly converging to the wrong design (whether or not this is simply a local optimum is unclear). The 2 nd -order AMMO method shows a slightly slower convergence than the MMA algorithm. It should be noted that at this point in the design space, the aerodynamics are dominated by wing rotation since the translation amplitude is very small. The blade element solver models rotation-dominated kinematics very poorly, which could explain why the AMMO methods struggle to find a solution.
ii.
Case 2 For the remainder of the results in this section and the next, the translation amplitude is allowed to be as large as (though this constraint is seldom active). Two power-constrained lift-maximization examples are shown, the first with a power limit of 2 W, and the second constrained to 100 mW. The convergence histories for these cases are shown in Figure 11 and Figure 12 , respectively. As would be expected, the power constraint is active for both figures, with the more-stringent constraint boundary (100 mW) decreasing the optimum aerodynamic lift. The 2 nd order AMMO algorithm appears to be the superior method for the first case, smoothly converging to the constraint boundary in about four iterations. The 1 st -order AMMO and MMA methods are very discontinuous in its convergence history which is likely a result of shrinking the trust region size during the first several iterations. The MMA algorithm shows the fastest convergence for the second case (where the power constraint is 100 mW), converging in only five iterations. Both AMMO methods take roughly twice as long to converge, each reaching a maximum value of lift in approximately ten iterations. Note that the first five steps in each of the AMMO methods are exactly identical, indicating that the trust region radius constraint was the only active constraint and the trust region size was being reduced for each of these iterations. These results support the trend shown in the unconstrained optimization cases above where the AMMO methods perform poorly when the kinematics are dominated by rotation. iii. Case 3 The final trigonometric-based optimization investigated in this work is the case of lift-constrained powerminimization. Again, two trim values are assessed in order to demonstrate how the optimizers perform when the low fidelity prediction is poor. The first trim value is selected to be a minimum lift of 0.5 N, and the second is set at 0.05 N. The results are shown in Figure 13 and Figure 14 , respectively. For both cases, the MMA method is again shown to be the most efficient, finding a solution in approximately eight iterations. Convergence is not as rapid as that seen in the previous two cases, however, suggesting a more-complicated design space. Each of the AMMO algorithms shows a slightly slower convergence and reaches a minimum in approximately 11 iterations for the larger lift constraint and 13 iterations for the smaller one. Note that the 1 st order AMMO algorithm converges to a slightly less optimal design than the other two methods, although it is not clear if this is a local minima or a shortcoming of the algorithm. 
C. Optimization with a Spline-Based Kinematic Parameterization
Optimization of the spline design variables ( Figure 6 ) is approached in a similar manner to the trigonometric cases. The initial trust region size for the AMMO algorithms is selected to be √ where . The maximum step size is limited to √ for all algorithms. Four spline knots, equally-spaced in time, are used to parameterize the three degrees of freedom (Eq. 7), but symmetry is imposed in the X-direction (about the Y-axis), leaving the following design variables:
where and are imposed at t/T = 0 and 0.25, respectively. The value of at t/T = 0.5 is , at t/T = 0.75 is , and at t/T = 1 is (time periodicity). Un-symmetrical behavior is allowed for the remaining two degrees of freedom (i.e., need not be equal to ), though time-periodicity is still enforced. The side constraints of each variable are summarized in Table 3 . The same three algorithms (1 st and 2 nd order AMMO and MMA) used above are utilized to assess a powerconstrained optimization case using a splined kinematic parameterization. Convergence histories for each case are shown in Figure 15 . The power constraint is set to 2 W, and the initial design is chosen to be a translation in the Xdirection of amplitude with no translation in the Y-direction and no rotation. The side-constraint for X-motion is twice the chord length (
) and the Y-motion is constrained to ( ). This problem is directly analogous to that seen in Figure 11 . The additional number of design variables in general (10 for this problem, as opposed to the 3 used previously), and the allowance of out-of-plane Y-motion, has produced design that is superior to that obtained above (1.20 N of lift, compared to 0.57 N). However, only the MMA algorithm is capable of finding this design, and requires over 35 iterations to converge. Both AMMO methods fail to converge on this point and reach a maximum lift of only 0.65N (before the power constraint is violated) for the first order AMMO algorithm and 0.69 for the second order method (note that the power constraint is violated at this point). While AMMO algorithms results in an improvement over the sinusoidal kinematics, these designs barely produce half the cycle-averaged lift that the MMA case generates while requiring at least the same amount of power. Also note that both AMMO methods violate the power constraint and are not capable of returning to a feasible region of the design space. For the MMA case the power constraint is inactive until approximately the seventh iteration. The AMMO algorithms seem to have a difficult time traversing the design space when the nonlinear power constraint is active. The exact reason for this is unclear, but during the sub-optimization over the trust region, fmincon has been observed severely violating the power constraint. It should be noted that this behavior was never encountered in any of the trigonometric-based optimization cases. .
The motion profiles resulting from the MMA and first order AMMO optimization cases are shown in Figure 16 . For the AMMO case, the motion profile is plotted using the design variables at optimization iteration 18, before the power constraint is violated. The two kinematic profiles are substantially different, as would be expected. The MMA result fully exploits motion in the Y-direction, while the AMMO case only slightly deviates from a pure translation along the X-axis. 
VI. Conclusions
This work has detailed efforts concerning multi-fidelity gradient-based optimization of the kinematics of a hovering elliptical airfoil. Two levels of fidelity are utilized: a quasi-steady blade element method, and a NavierStokes solver implemented with the OVERTURE package. These two levels are combined using the AMMO method, which optimizes a corrected low-fidelity predictor within a trust region, relying heavily upon the lowfidelity tool, with occasional calls to the high-fidelity tool in order to assess the overall accuracy of the search. Three optimization problems are solved: unconstrained lift optimization, lift-constrained power optimization, and power-constrained lift optimization. The results from these designs are summarized in the following two tables (for the first-order AMMO case, the kinematics parameters listed are for the last feasible solution). The results from this work indicate that the use of a multi-fidelity AMMO method can speed-up the optimization process in some cases, or can slow-down the process in others. Examples of the former include unconstrained and power-constrained lift-maximization via trigonometric design variables for the case of a 2 W available-power constraint. This work has further identified two keys issues with the multi-fidelity optimization of a hovering airfoil. First, the gradients obtained via finite differencing may not be reliable. Figure 5 would indicate a small delta-region from which reliable gradients can be obtained, but this was done for a single design variable at a single location within the design space. It is not inconceivable that, during any of the optimization histories shown above, the finite differences become inadequate, hindering convergence. Such an issue would indicate that analytically-derived gradients are of utmost importance.
Secondly, the low-fidelity model used here is, for many cases, extremely inaccurate. In contrast to tuning the values of a cycle-averaged aerodynamic quantity, as done in this work, it may be worthwhile to also tune the gradients of the blade element theory to those of the Navier-Stokes solution. The choice of a low-fidelity model needs to be carefully considered, with a suitable balance between accuracy and computational cost. Alternatives to the blade element model would be vortex lattice methods, thin-airfoil theory codes, Euler-based methods, etc., and should all be explored for solving this problem. There is also some indication (Figure 7 ) that an extremely coarse CFD grid would be an excellent "low-fidelity" model.
