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ABSTRACT
Vertex detectors provide space-time coordinates for the traversing charged particle decay products
closest to the interaction point of a high-energy particle collider. Resolving these increasingly
intense particle fluences at higher luminosities (larger number of collisions per second) is an ever-
growing challenge. Furthermore, such fluences result in a non-negligible occupancy of the vertex
detectors using existing low material budget techniques. Consequently, new approaches are being
studied that meet the vertexing requirements while lowering the occupancy and the data rate.
In this work we introduce the architecture and specifications for a novel vertex detector design
based on femtosecond precision timing. The feasibility study results indicate that the new detector
ladder design could achieve an occupancy ten times lower than its predecessor in the Belle II
spectrometer, while maintaining a comparable spatial resolution. Furthermore, this leads to a
considerable reduction in the detector data rate, thus lowering the cost of the subsequent processing
electronics. One of the crucial parts of the detector is its readout ASIC (RFpix), whose development
steps are discussed in detail. The RFpix is a twelve-bit resolution waveform digitizer with a sampling
speed of 20 GS/s and an analog bandwidth of 3 GHz. Post-layout simulation results of the RFpix
prototype analog front-end are shown and thoroughly analyzed. The simulated performance is
shown to match the RFpix requirements, thus reaching an exquisite timing resolution of 160 fs.
v
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PREFACE
We begin by providing a brief introduction to the physics that drives the motivation to build and
run high energy physics experiments. More specifically, we focus on the Belle II experiment and
its vertex detector. Subsequently, the proposal for the novel vertex detector upgrade, denoted as
the Timing Vertex Detector (TVD), is presented. The proposal covers the architecture of the TVD
and its principle of operation. In addition, it documents the results of a detailed feasibility study,
where the requirements and the technical challenges are comprehensively identified. A crucial part
of the detector is its readout ASIC, named the RFpix, which needs to sample at a very high speed
of 20 GS/s with a timing resolution of 100 fs. The baseline for the development of the RFpix is
a waveform digitizer called the PSEC4, whose architecture is based on switched capacitor arrays.
A thorough analysis of the PSEC4 sampling cell is presented, revealing the crucial sub-circuits
that need to be improved to reach the RFpix specifications. Furthermore, simulation results that
clearly identify and quantify the sources of error and the underlying coupling mechanisms when
femtosecond timing is desired are shown. In addition, a synthetic waveform generation software tool
developed solely for this purpose is presented and validated through measurement results, which
provided vital knowledge, insights, and confidence for the development of the RFpix prototype or
any other fast, wideband radio frequency (RF) system, that aims to achieve such exquisite timing
performance. The RFpix prototype architecture and specifications are presented next, followed by
an in-depth discourse on the development steps and post-layout simulation results of the RFpix
prototype analog front-end. In addition, a direct comparison between the desired and the simulated
performance of the ASIC is given. Finally, this work concludes with the summary of the key points
of this research.
xxv
CHAPTER 1
INTRODUCTION
In this chapter we briefly introduce the Intensity Frontier, which is one of the three main areas
of research in high energy physics. Particle physics experiments at the Intensity Frontier explore
fundamental particles and forces of nature using intense particle beams and highly sensitive detec-
tors. The Belle II spectrometer is a high energy physics experiment searching for rare phenomena
at the Intensity Frontier. The general layouts of the collider and spectrometer are shown and the
main performance parameters are briefly discussed in the following sections. The focus of the chap-
ter is on the vertex detectors and their role in spectrometers. Furthermore, the Belle II pixel vertex
detector (PXD) is introduced and discussed. The PXD is used as the baseline for comparison with
the proposed Timing Vertex Detector (TVD) throughout chapter two.
1.1 The Intensity Frontier
Figure 1.1: Research in high energy
physics is pushing forward in three fron-
tiers: Energy, Intensity, and Cosmic [1].
Particle physics aspires to comprehend the fundamental
laws that govern the universe around us. The Standard
Model of particle physics describes the basic structures
of matter and forces to the extent we have been able to
probe thus far. Despite its overwhelming success in de-
scribing and predicting fundamental interactions since its
inception, it leaves some big questions unanswered. Some
are within the Standard Model itself, such as why there
are so many fundamental particles and why they have dif-
ferent masses; in other cases, the Standard Model simply
fails to explain some phenomena, such as the observed
matter-antimatter asymmetry in the universe, the exis-
tence of dark matter and dark energy, and the mechanism
that reconciles gravity with quantum mechanics. These
gaps lead us to conclude that the universe must contain
new and unexplored elements of nature. Particle physics
is directed towards discovering and understanding these
new laws of physics.
These questions are best pursued with a variety of approaches rather than with a single experi-
ment or a technique. Particle physics uses three basic approaches often characterized as exploration
along the Cosmic, Energy, and Intensity Frontiers, as illustrated in Figure 1.1. Each employs differ-
ent tools and techniques, but ultimately they address the same fundamental questions. This allows
a multi-pronged approach where attacking basic questions from different angles furthers knowledge
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and provides deeper answers, so that the whole is more than a sum of parts. A coherent picture or
underlying theoretical model can more easily emerge to be proven either correct or not.
The Intensity Frontier explores fundamental physics with intense sources and ultra-sensitive,
sometimes massive, detectors. It encompasses searches for extremely rare processes and for tiny
deviations from the Standard Model expectations. Intensity Frontier experiments use precision
measurements to probe quantum effects. They typically investigate new laws of physics at energies
higher than the kinematic reach of the high energy particle accelerators [1]. The science addresses
basic questions, such as:
• Are there new sources of charge parity (CP) violation? A CP violation is a violation of the CP-
symmetry: the combination of C-symmetry (charge conjugation symmetry) and P-symmetry
(parity symmetry). CP-symmetry states that the laws of physics should be the same if a
particle is interchanged with its antiparticle (C-symmetry) while its spatial coordinates are
inverted (”mirror” or P-symmetry) [4].
• Is there a CP violation in the leptonic sector? A lepton is an elementary particle that does
not undergo strong interactions. The best known lepton is the electron. There are six types of
leptons, known as flavours, forming three generations. The first generation are the electronic
leptons, comprising the electron (e−) and electron neutrino (νe); the second are the muonic
leptons, comprising the muon (µ−) and muon neutrino (νµ); and the third are the tauonic
leptons, comprising the tau (τ−) and the tau neutrino (ντ ). The leptonic sector refers to all
six elementary particles [8].
• Are neutrinos their own antiparticles? As postulated by Paul Dirac, a particle and its antipar-
ticle have the same mass as one another but opposite electric charge, and other differences in
quantum numbers. However, in 1937 Ettore Majorana hypothesized the existence of particles
that are their own antiparticles. Antiparticles are collectively called antimatter.
• Do the forces unify? There are four known forces of nature: the gravitational force, the
electromagnetic force, the weak force, and the strong force. The gravitational force is currently
best described by the theory of general relativity. The other three forces are well described by
the Standard Model of particle physics. Particles of the Standard Model are shown in Figure
1.2. As an example of unification, it has been proven that the weak and the electromagnetic
force unify into the electroweak interaction at sufficiently high enough energies.
• Is there a weakly coupled hidden sector that is related to the dark matter? The weak inter-
action is one of the four fundamental forces of nature. Dark matter is a hypothetical type of
matter distinct from ordinary matter because it does not appear to interact through the elec-
tromagnetic or strong interactions. It has never been directly observed; however, its existence
would explain a number of otherwise puzzling astronomical observations [4].
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• Are there undiscovered symmetries? In physics, a symmetry of a physical system is a physical
or mathematical feature of the system (observed or intrinsic) that is preserved or remains
unchanged under some transformations. Arguably the most important example of a symmetry
in physics is that the speed of light has the same value in all frames of reference [1].
• Why is there more matter than antimatter in the universe?
Figure 1.2: A concise summary of the constituents of the Standard Model of particle physics [2].
1.2 SuperKEKB and The Belle II Experiment
In order to serve answers to all of these questions and perhaps to formulate new ones, various
experiments have been designed and constructed all around the world. One of the most famous
and recognized experiments is the Large Hadron Collider (LHC) in Geneva, Switzerland. However,
the LHC is considered an Energy Frontier experiment. On the Intensity Frontier, one of the largest
and most important experiments is the Belle II experiment at the SuperKEKB particle collider.
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1.2.1 SuperKEKB
SuperKEKB is a particle accelerator located at KEK (High Energy Accelerator Research Organisa-
tion) in Tsukuba, Ibaraki Prefecture, Japan. It is designed to collide electrons with positrons, the
antimatter partners of electrons. In addition, SuperKEKB is a second-generation B-factory for the
Belle II experiment. A B-factory is a particle collider experiment designed to produce and detect
am extremely large number of B mesons so that their properties and behaviour can be measured
with small statistical uncertainty. B mesons are mesons composed of a bottom antiquark and either
an up (B+), down (B0), strange (B0S) or charm quark (B
+
c ) [4]. The driving motivation is to pre-
cisely measure the B−B oscillation to perhaps explain the excess of matter over antimatter in the
universe. The center-of-momentum energy is close to the mass of the Υ(4S) resonance. The Υ(4S)
resonance is the fourth excited S-wave state of the Υ meson, which is a quarkonium state formed by
a bottom quark and its antiparticle [4]. Quarks and their antimatter counterparts (antiquarks) are
fundamental constituents of matter. The most famous is perhaps the combination of two up quarks
and one down quark, which forms a proton. The Υ(4S) resonance predominantly decays into pairs
of B mesons, hence the term B-factory. The accelerator is an upgrade to the KEKB accelerator,
which achieved “first turns” (first circulation of electron and positron beams) in February 2016.
First collisions are expected in April 2018 [9].
The SuperKEKB design reuses many components from the KEKB. Under normal operation,
SuperKEKB will collide electrons at 7 GeV with positrons at 4 GeV (compared to KEKB at
8 GeV and 3.5 GeV , respectively). The eV unit stands for electron volt and it is a standard unit
of energy used in physics. It is defined as the energy given to an electron by accelerating it through
1 V of electric potential difference [10]. The center-of-momentum energy of the collisions will
therefore be slightly above the Υ(4S) mass (10.57 GeV/c2). The asymmetry in the beam energy
provides a relativistic Lorenz boost to the B meson particles produced in the collision. A Lorentz
boost is a Lorentz transformation without any rotations. Lorentz transformations are coordinate
transformations between two reference frames moving with constant velocity relative to each other.
These transformations are used when the relative velocity between two frames reaches relativistic
speed, or in other words, the velocity is comparable to the speed of light. The core advantage is that
the Lorentz transformations preserve the space-time interval between the two events. Space-time
is a unifed framwork that fuses the three dimensions of space and the one dimension of time into
a single four dimensional continuum [11]. The direction of the higher-energy beam determines the
“forward” direction. The target luminosity of the accelerator is 8 · 1035 cm−2s−1, which is 40 times
larger than KEKB.
Luminosity is the proportionality factor between the intercation cross section and the number
of interactions per second. The interaction cross section is the probability that two particles will
collide and react in a certain way or, in other words, how many collisions will result in the desired
event in relation to the total number of events [12].
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As with KEKB, SuperKEKB consists of two storage rings: one for the high-energy electron beam
(the High Energy Ring, HER) and one for the lower energy positron beam (the Low Energy Ring,
LER). The accelerator has a circumference of 3016 m with four straight sections and experimental
halls in the center of each, named “Tsukuba”, “Oho”, “Fuji”, and “Nikko”. The Belle II experiment
is located at the single interaction point in Tsukuba Hall [13,14]. Figure 1.3 shows the SuperKEKB
particle accelerator with the Belle II spectrometer at the upper right.
Figure 1.3: SuperKEKB particle accelerator with the Belle II spectrometer shown at the upper
right [3].
1.2.2 The Belle II Experiment
The Belle II spectrometer is an upgrade to the Belle experiment, which took data from 1999 to 2010.
Much of the original Belle spectrometer has been upgraded to cope with the higher instantaneous
luminosity provided by the SuperKEKB accelerator. The Belle II spectrometer is composed of
seven sub-detectors [3]. The following list enumerates the Belle II detectors in the approximate
order in which they follow each other from the interaction point interaction point (IP) outwards:
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1. The innermost layer is a two-layer pixel vertex detector (PXD) based on a depleted field effect
transistors DEPFET. See the next section on vertex detectors for a more elaborate discussion
on this topic.
2. The next layer outward from the PXD is the silicon vertex detector (SVD). The design of
the Belle II SVD inherits the good characteristics of the Belle vertex detector: low mass,
high precision, immunity to background hits, radiation tolerance, and long-term stability. It
is designed with silicon strip sensors to avoid the massive channel count of pixels without
compromising the vertex-detection capability of Belle II.
3. The next detection layer is the central drift chamber (CDC), which has three important
roles. First, it reconstructs charged tracks and measures their momenta precisely. Second,
it provides particle identification information using measurements of energy loss within its
gas volume. Low momentum tracks, which do not reach the dedicated particle identification
devices further outwards, can be identified using the CDC alone. Finally, it provides efficient
and reliable trigger signals for charged particles.
4. In the barrel region of the spectrometer, we find the imaging Time-Of-Propagation (iTOP)
counter. In this counter, the time of propagation of the Cherenkov photons internally reflected
inside a quartz radiator is measured. The Cherenkov image is reconstructed from the three-
dimensional information provided by two coordinates (x, y) and precise timing, which is
determined by micro-channel plate (MCP) photomultiplier tubes (PMTs) at the backward
surface of the quartz radiator assembly.
5. In the forward endcap, the proximity-focusing Aerogel Ring-Imaging Cherenkov detector
(ARICH) has been designed to separate kaons from pions over most of their momentum
spectrum and to provide discrimination between pions, muons, and electrons below 1 GeV/c.
A kaon or K mesons are bound states of a strange quark (or antiquark) and an up or down
antiquark (or quark). Pions consist of up and down, quark and antiquark pairs. A muon is
an elementary particle (lepton), like the electron, but with greater mass.
6. The original CsI(Tl) electromagnetic calorimeter (ECL) has been re-used, however, the read-
out electronics have been upgraded. The main tasks of the calorimeter are: detection of
photons with high efficiency, precise determination of the photon energy and angular coordi-
nates, electron identification, generation of the proper signal for trigger, on-line and off-line
luminosity, and K0L detection together with the KLM measurement.
7. Finally, scintillators have been installed in the forward endcap and inner layers of Belle’s K0L
and muon detector (KLM). The KLM consists of an alternating sandwich of 4.7 cm thick iron
plates and active detector elements located outside the superconducting solenoid. The iron
plates serve as the magnetic flux return for the solenoid [3].
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Figure 1.4 shows a 3D cut-away diagram of the Belle II spectrometer with all seven sub-detectors
shown in the diagram.
Figure 1.4: The Belle II spectrometer is composed of seven sub-detectors and it measures 7.5 m in
length and 7 m in height [3].
1.3 Vertex Detectors
Vertex detectors are usually the closest detectors to the IP. They provide space-time coordinates
for the traversing charged particle decay products closest to the IP. In the specific case of the Belle
II spectrometer, the innermost layer of the vertex detector is situated a mere 14 mm away from
the IP. Figure 1.5a shows an example of particles emerging from the IP and traversing the vertex
detector. The particle origin positions are called vertices, hence the name vertex detector. The
primary vertex is the collision point, where the new particles get generated. The secondary and
tertiary vertices are the subsequent decay coordinates of the new particles originating from the IP,
thus decaying to yet other new particles. This mechanism is illustrated in Figure 1.5b.
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beam pipe
primary vertex
secondary vertex
tertiary vertex
(a)
first VD layer
beam pipe
second VD layer
(b)
Figure 1.5: (a) Illustration of particle decay mechanism along with the corresponding vertices
and tracks in the IP (side view) [4]. (b) Illustration of particle decay mechanism along with the
corresponding vertices and tracks in the IP (beam side view) [4].
Due to their proximity to the IP, vertex detectors are subject to the highest hit rate densities
and thus prone to very high occupancies. Occupancy of a detector is the ratio of the number of
activated channels versus the total number of channels in a given time window. Particularly at
high luminosities, most of the hits are from the background. The background is composed of the
unwanted particles that are not a part of the primary generation process during the collision. Some
of the possible background sources in Belle II are:
• Synchrotron radiation (SR) from the high energy ring (HER) upstream direction;
• Backscattering of SR from HER downstream;
• Scattering of the beam on residual gas;
• Touschek scattering (particle loss within a bunch due to a single particle-particle; collision)
• Radiative Bhabha scattering (electron-positron scattering process (e+e− → e+e−);
• Electron-positron pair production via the two photon process (e+e− → e+e−e+e−).
Furthermore, the background increases roughly with the inverse of the square of the distance
from the IP [3].
8
Originaly, most designs were based on the silicon micro-strip technology [15]. However, the rel-
atively small number of channels and thus their susceptibility to higher occupancies makes them an
impractical solution at high luminosities for the innermost vertexing layers. As a result, many cur-
rent and future vertex detector designs are pixel based [16]. Figures 1.6a and 1.6b show illustrations
of typical strip and pixel detectors respectively.
(a)
(b)
Figure 1.6: (a) Principle of operation of a silicon strip detector [4]. (b) Ilustration of a vertex
detector sensor ladder [4].
1.3.1 The Belle II PXD
Vertex detectors are composed of one or more vertex detector sensors (VDSs). The VDS architec-
ture used at SuperKEKB for the two innermost layers relies on a pixel matrix with pixel dimensions
of the order of 50 µm × 50 µm and 50 µm × 75 µm for the inner and outer layers, respectively.
Figure 1.7a shows the PXD ladder. The pixels are composed of DEPFET sensors. The DEPFET
is a semiconductor detector concept that combines detection and amplification within one device.
A cross section through the device is shown in Figure 1.7a. A p-channel MOSFET or junction
field effect transistor (JFET) is integrated onto a silicon detector substrate, which becomes fully
depleted by a sufficiently high negative voltage to a p+ contact on the back side. A potential
minimum is formed by sideward depletion [17], which is shifted directly underneath the transistor
channel at a depth of about 1 µm by an additional phosphorus implantation underneath the ex-
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ternal gate. Incident particles generate electron-hole pairs within the fully depleted bulk. While
the holes drift to the back contact, electrons are accumulated in the potential minimum, called the
“Internal Gate”. When the transistor is switched on, the electrons modulate the channel current.
After being read out, the internal gate gets reset by the control circuitry and is thus ready for the
next cycle. During the readout the sensitive area integrates all of the charge accumulated under
the internal gate, thus the integration window is approximately equal to the total readout time.
The readout technique is based on a synchronous serial [3] frame sweep (rolling shutter mode).
That is, pixels are read out in series (pixel by pixel). The pixel matrix is split into two 800× 250
pixel frames that make up two half-ladders. Each frame is connected to a switcher ASIC that in turn
routes four pixels in parallel to four DEPFET Current Digitizer ASICs (DCDBs) for digitization.
These DCDB chips are followed by four DHP chips designed to transfer the data off the half-ladder.
The entire PXD is composed of 40 half-ladders. The readout time neccessary to complete a full
half-ladder sweep is ≈ 20 µs (two full SuperKEKB orbits). This long integration time leads to an
estimated occupancy of up to 3 % for the innermost layer. The expected PXD output data rate at
the highest occupancy is approximately 58 Gbits/s with an event size of approximately 1 MB per
event. The spatial resolution of the detector has been reported to be approximately 14.4 µm [3,18].
(a)
(b)
Figure 1.7: (a) Schematic view of the geometrical arrangement of the sensors for the PXD. The light
grey surfaces are the sensitive DEPFET pixels thinned to 50 µm and covering the entire acceptance
of the tracker system. The full length of the outer modules is 174 mm [5]. (b) Operating principle
and structure of a DEPFET [6].
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1.3.2 Summary of Vertex Detectors
PXD
Others
80%
20%
Figure 1.8: The PXD data
volume in comparison with
the rest of the spectrometer.
Vertex detectors can be divided in two categories: pixels based and
strip based. The major advantage of the pixel based vertex detec-
tors is a higher number of channels and thus lower occupancy for the
same hit rate densities compared with the strip-based vertex detec-
tors. However, the disadvantages are a more complex architecture
and readout, higher material budget, higher power consumption,
and much higher output data rates, which present a considerable
challenge for the processing electronics.
The high occupancy (3 %), high data rate (58 Gbits/s), and
the 20 % dead time required during the injections of the Belle II
PXD are significant drawbacks for the experiment. Furthermore,
the PXD data rate dominates the overall data volume of the spec-
trometer as illustrated in Figure 1.8.
In the following chapter we present an alternative vertex detec-
tor architecture that combines the best of both worlds (pixel and
stripline), thus offering a considerably lower occupancy as well as lower data rates at a comparable
spatial resolution to the PXD, thus presenting itself as a potential candidate for a future upgrade
of the PXD.
11
CHAPTER 2
TIMING VERTEX DETECTOR
In this chapter, we introduce a novel vertex detector architecture. Its design relies on an
asynchronous digital pixel matrix in combination with a readout based on high precision time-of-
fight measurement. Denoted the TVD, it consists of a binary pixel array, a transmission line for
signal collection, and a readout ASIC. The main objectives of the TVD are:
• achieving a spatial resolution comparable to the existing Belle II vertex detector;
• reducing the occupancy by a factor of ten;
• decreasing the channel count by almost three orders of magnitude.
The subsequent sections introduce the TVD novel architecture, describe its principle of opera-
tion in detail, and explore the feasibility of each subpart as well as give simulation results on some
of the key performance parameters, which are then used for direct comparison with the Belle II
PXD. At the same time, design specifications are derived and summarized at the end of the chapter,
thus laying the foundations for the research and development (R&D) of the TVD.
2.1 TVD Sensor Ladder Architecture
In this architecture, a pixel is composed of an active detection area coupled to an electronic circuit
simultaneously serving as a driver and as a buffer. The pixel matrix is arranged in a row-column
format, where all of the pixels in one row are connected in parallel along the transmission line.
This forms one readout channel. Each readout channel is connected to a reflective termination on
one end (far-end) and to the input of the readout ASIC on the other end. For the purpose of this
study and for the ease of comparison, we adopted the pixel array dimensions matching those of
the Belle II PXD sensor ladder [3,19]. The dimensions of the active area per ladder (Aact./lad.) are
80 mm × 12.5 mm or 10 cm2 for the inner layer and 120 mm × 12.5 mm or 15 cm2 for the outer
layer. Figure 2.1 shows a 3D model sketch of the proposed TVD ladder architecture.
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Figure 2.1: 3D sketch of the proposed TVD sensor ladder architecture.
A key advantage of this architecture is the ability to provide a scalable and, to some extent,
large number of pixels while employing relatively few readout channels. Consequently, this leads to
a significant reduction of the output data rate, power consumption, and material budget, possibly
also reducing the active cooling requirements. Furthermore, this architecture allows the system
design to be divided into three semi-independent subparts: the pixel, the transmission line, and
the readout ASIC. The fourth subpart of the design is the interconnect technology that needs to
be used to connect the first three subparts without degrading their performance. In the case of the
pixel to transmission line connection, the use of TSVs is envisioned. The readout ASIC foresees
the use of the flip chip technology with the die directly positioned on the sensor surface. The pitch
of the ASIC inputs will match the pitch of the transmission line and hence the pixel array.
2.2 Principle of Operation
This section describes the principle of operation of the detector in detail, including the expected
occupancy and spatial resolution. Subsequently, the target timing resolution is derived.
Each readout channel operates independently of all others. Pixels within one readout channel are
operated in an asynchronous and autonomous mode. After detecting a traversing charged particle
in the active area of the pixel, the in-pixel electronics responds by issuing a set-reset cycle, forcing
the active area to discharge and the output buffer to produce a voltage pulse. Upon injection into
the transmission line, the voltage pulse splits into a forward propagating pulse (towards the readout
ASIC) and a backward propagating pulse (towards the far-end). The backward propagating pulse
is reflected at the far-end and travels back towards the readout ASIC. The arrival time of both
voltage pulses is measured by the readout ASIC and the pixel position is determined by employing
time-of-flight (TOF) equations [20]. Figure 2.2 illustrates the whole process.
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Figure 2.2: Voltage pulse generation and injection into the transmission line (top). Pulse propaga-
tion in the transmission line (center). Measurement of the pulse arrival time (bottom).
The occupancy of a given channel strip depends on the time necessary for the pulses to travel
to the readout ASIC and clear the transmission line. In other words, the occupancy is directly
proportional to the propagation delay between the two pulses. The spatial resolution depends on
the time of arrival precision in the TOF equation. The spatial and time resolutions are related
through the propagation speed as postulated by the wave equation.
Both, the propagation speed and the propagation delay, are directly dependent on the sensor
substrate relative permittivity (r). This dependency is shown in Figure 2.3. The permittivity
range shown here considers substrates with low r, from FR-4 [21], up to higher r substrates like
silicon. The overall delay between the two pulses depends on the fired pixel position on the sensor
ladder. The largest delay between the two pulses occurs for the pixels positioned closest to the
readout ASIC. This delay is used to define the worst case time window.
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Figure 2.3: Propagation delay and propagation speed as functions of the substrate r for pixels
close to the readout ASIC with a sensor ladder length of 90 mm.
Propagation delay decreases with the decreasing r, hence shortening the theoretical minimum
time window. However, a decreasing r increases the propagation speed, thus degrading the spatial
resolution for a given timing resolution. The single point spatial resolution limit is set by the
variance of the associated continuous random variable [22]. That is, the pixel longitudinal size
divided by
√
12. Hence, the theoretical spatial resolution limit is approximately 14.4 µm. However,
that would imply an almost zero root mean square (RMS) error of the timing resolution, which is
unachievable in practice. In practice the overall spatial resolution (σspace) is the quadrature sum
of the spatial resolution derived from the timing resolution (σtime) and the inherent single point
spatial resolution limit, as shown in Equation 2.1. The overall spatial resolution dependence on the
propagation speed and the timing resolution is plotted in Figure 2.4.
σspace =
√
(σtime · vp)2 + (50 µm√
12
)2 (2.1)
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Figure 2.4: Spatial resolution as a function of propagation speed and timing resolution.
Considering the results shown in Figure 2.4, the timing resolution has to be kept in the range of
100 fs or less in order to get close to the overall target Belle II spatial resolution of approximatly
10 µm [3]. A lower propagation speed, and thus higher r, is more favorable in terms of timing
resolution requirements.
The occupancy is evaluated for each readout channel independently. To avoid or reduce the effect
of pileup, the maximum hit rate that the channel can tolerate is set by the largest propagation delay
between the two pulses. For r ≈ 11.7 this delay is approximately 2 ns. Therefore, the expectation
value of the hit rate for 100 % occupancy is estimated to be on the order of 5 ·108 Hits/channel ·s.
Considering that there are 250 channels per ladder and the Acat./lad., the saturated hit rate density
expectation value (E[max(ρhit rate)]) is 1.25 · 1010 Hits/cm2s. The Belle II PXD is composed of
eight ladders in the innermost layer and twelve ladders in the outer layer, each with 4 · 105 pixels
(1600 × 250) and a frame readout time of 20 µs per ladder. For these 8 · 106 pixels, the reported
3 % occupancy means 2.4 · 105 occupied pixels per event [18]. The E[max(ρhit rate)] for the Belle
II PXD is thus 1.54 · 109 Hits/cm2s. Table 2.1 summarizes the parameters and the calculation
results for both, the Belle II PXD and the proposed TVD.
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Table 2.1: Summary and comparison of the Belle II PXD and the TVD
Parameter Belle II PXD Proposed TVD
Inner layer pixel array dim. 80 mm × 12.5 mm 80 mm × 12.5 mm
Outer layer pixel array dim. 120 mm × 12.5 mm 120 mm × 12.5 mm
Inner layer Aact./lad 10 cm
2 10 cm2
Outer layer Aact./lad 15 cm
2 15 cm2
Number of ladders 20 20
Number of rows per ladder 250 250
Number of pixels in total 8 · 106 8 · 106
Number of readout channels 8 · 106 5000
Integration time 20 µs 2 ns
E[max(ρhit rate)] 1.54 · 109 Hits/cm2s 1.25 · 1010 Hits/cm2s
Occupancy at 4.62 · 107 Hits/cm2s 3% 0.37 %
Average number of occupied
readout channels per event 2.4 · 105 18.5
Figure 2.5 shows how the estimated occupancy increases as a function of hit rate density for
both, the Belle II PXD and the proposed TVD. The dotted vertical and horizontal lines indicate
the equivalent occupancy of the proposed TVD to 3 % occupancy reported for the Belle II PXD.
In addition, the dashed vertical line indicates the occupancy of the proposed TVD with an added
dark count rate of 1 MHz per channel taken into account. With that the occupancy increases from
0.37 % to 0.57 %. It is also possible to relate the occupancy and spatial resolution to the substrate
permittivity. Figure 2.6 shows the occupancy and spatial resolution as functions of r.
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Figure 2.5: Occupancies of the Belle II PXD and the proposed TVD as functions of hit rate density.
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Figure 2.6: Occupancy at a ρhit rate = 4.62 · 105 Hits/cm2s, 1 MHz dark count rate per channel,
and spatial resolution at timing resolution of 100 fs as functions of r.
Multiple particle hits are possible in a single channel, thus producing multiple signals on the
transmission line. Figure 2.7 shows the probability of multiple hits occurring in one channel in a
given time window. Most of the time there are no hits. The probability of a single hit is equal to the
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occupancy, while the probability of having two or more hits in the same time window is ≈ 10−3 %
assuming the worst-case hit rate. These numbers have been obtained by using the Equation 2.2,
which is the formula for the Poisson probability density function,
P (k|λ) = λ
k
k!
e−λ; k = 0, 1, 2, 3, ...,∞ (2.2)
where k is the number of hits per time window and λ is the average number of hits per channel
per time window.
Considering this very low number, we expect to simply identify a pileup in the superimposed
waveforms and reject such hits as an efficiency loss.
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Figure 2.7: Probability of multiple event hits per channel per time window at the worst-case hit
rate.
Furthermore, given the Belle II acceptance angle (αacc.) of 17
◦ in the forward direction and
30◦ in the backward direction [3], one charged particle can hit two adjacent pixels at the same
time, thus inducing two pulses, where one is the proper one and the other is the redundant, thus
contributing to the overall occupancy (OC). The OC resulting from the redundant pulses has been
calculated using Equation 2.3.
OC = OCρhit rate + ρhit rate ·
1600∑
n
Aaccn(αacc) · tw (2.3)
Where tw is the time window of the sensor (2 ns) and Aacc is the acceptance area of each pixel,
which is dependent on the acceptance angle and has been calculated by using Equation 2.4.
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Aacc = Wpix · Hpix
tan(αacc.)
(2.4)
Where Wpix is the pixel width (50 µm) and Hpix is the thickness of the pixel active area.
Figures 2.8a and 2.8b show the acceptance area over the pixel total area ratio as a function of the
pixel active area along the sensor ladder and the occupancy as a function of the pixel active area
thickness, respectively. The occupancy does not increase significantly as the increases in thickness.
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Figure 2.8: (a) Acceptance area over pixel total area ratio as a function of the pixel active area along
the sensor ladder. (b) Overall increase in occupancy as a function of pixel active area thickness.
The data rate coming out of the TVD can be estimated by considering the fact that the max-
imum L1 trigger rate in the Belle II system is approximately 30 kHz with a fixed latency of
roughly 5 µs [3]. With an average occupancy of 0.57 %, the expected hit rate is approximately
37 Hits/event/(time window). Furthermore, assuming a L1 trigger timing uncertainty of approxi-
mately 20 ns, ten time windows per hit need to be converted. Each time window requires a certain
number of samples depending on the extraction algorithm used. A more complex curve fitting
algorithm, which will be discussed later, requires 28 out of 40 samples per time window. Each
sample can be encoded with 32 bits (twelve for amplitude, twelve for time stamp and eight for
channel number). Equation 2.5 is used to calculate the average number of hits per event.
NHits/event = Nchannels · occupancy ·Nsearch windows (2.5)
Equation 2.6 is used to calculate the number of bits required per event.
Nbits/event = NHits/event ·Nsamples/Hit ·Nbits/sample (2.6)
Equation 2.7 is used to calculate the minimum data rate required in order to transfer all of the
20
data out of the proposed TVD.
Data rate = Nbits/event · ftrigger (2.7)
Table 2.2 summarizes the values used to calculate the data rate.
Table 2.2: Parametric values used in calculating the data rates for two different timing extraction
algorithms with different numbers of waveform samples.
Parameter Nsamples/Hit = 28 Nsamples/Hit = 4
Nchannels 5000
OC 0.57 %
Nsearch windows 10
Nbits/sample 32
ftrigger 30 kHz
Total TVD data rate ≈ 10 Gbits/s ≈ 1.4 Gbits/s
The aggregate data rate for 28 samples is approximately 10 Gbits/s or 500 Mbits/s per ladder.
This represents a reduction factor of 5.8 compared to the Belle II PXD rates [3]. This number can
vary depending on the number of samples required and the timing uncertainty of the trigger. For
example, if a simple linear extraction algorithm is sufficient, only four samples per time window are
needed hence reducing the total data rate to approximately 1.4 Gbits/s or 70 Mbits/s per ladder.
Having independent and asynchronous channels, the TVD offers the ability to differentiate
between simultaneous signals occurring in different channels. However, the time resolution between
channels also depends on the jitter of the pixel; thus, a timing resolution no better than a few
picoseconds is expected. To avoid confusion, it should be noted that the sensor jitter does not
affect the differential time measurement in the ASIC, because the original pulse splits passively
after the pixel output buffer.
2.3 Feasibility Study, Requirements, Results, and Technical Chal-
lenges
2.3.1 Design Requirements
Different timing techniques, including single-threshold, constant fraction, multiple threshold, and
waveform sampling, have been evaluated. It can be shown that the waveform sampling technique
yields the best timing resolution performance [23]. In this work, we use this technique and the
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associated assumptions as a starting point to derive the necessary design parameters to achieve
femtosecond timing resolution.
The waveform sampling technique employs direct storage and digitization of the pulse waveform,
interpolation of the sampled points, and comparison of the interpolated data with a fixed threshold
value. As a result, a timing resolution better than the sampling interval can be achieved. Fur-
thermore, it can be shown that, after appropriate calibration, a good estimation of the achievable
theoretical minimum timing resolution is proportional to noise (∆u) and inversely proportional to
the square root of the product of sampling frequency (fSAMP.) and analog bandwidth (BW ) [24]
as shown in Equation 2.8. U is the signal amplitude.
σt =
∆u
U
· 1√
3fSAMP. ·BW
(2.8)
Timing resolution parameter sweeps in terms of bandwidth, noise, and sampling frequency,
while assuming full signal amplitude (1 VPP ), are shown in Figure 2.9.
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Figure 2.9: Timing resolution parameter sweeps in terms of fSAMP. and ∆u (top), BW and ∆u
(center), and fSAMP. and BW (bottom) with clear indications of the desired operating region
(lightly shaded area) and the nominal operating points (OP).
Considering a timing resolution target of 100 fs or less and a ±10 % tolerance interval, viable
operating regions (ORs) have been heuristically determined and indicated as lightly shaded regions
on the graphs in Figure 2.9. In order to maximize the stability of the operating point (OP), the
exact parameter values have been chosen so that the OP lies in the approximate center of all three
operating regions. These values are summarized in Table 2.3.
As a result, the extrapolated theoretical timing resolution is estimated to be approximately
38 fs, which translates to an overall spatial resolution of approximately 15 µm. These require-
ments have been used to determine the initial design specifications, identify some of the technical
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challenges, and evaluate the feasibility of each TVD sensor subpart. Figure 2.10 shows the relations
between the design requirements and the TVD subparts.
Figure 2.10: Direct relations between the design requirements and the corresponding subparts.
Table 2.3: A summary of TVD sensor baseline design parameters.
Parameter Value
Noise 0.5 mVRMS
Sampling frequency 20 GHz
Analog bandwidth 3 GHz
2.3.2 Transmission Line
The ability to fully distinguish the two pulses depends on their full width at half maximum (FWHM)
and their separation in the time domain. Figure 2.11 shows the expected pulse shape. The rising
and falling edges have been approximated with a Gaussian function.
The bandwidth requirement imposes rise and fall times of around 120 ps. In addition, a flat-
top of 50 ps has been assumed in order to obtain some margin for error. As a result, the pulse
FWHM is around 215 ps. The minimum peak distance of the pulses has been determined so that
the overlap of the pulses does not cause the superposition of waveforms to exceed 10% of the pulse
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amplitude. This coincides with the lower voltage threshold used to determine the rise time. As a
result, the minimum peak separation (∆τpp) has been found to be around 400 ps. Consequently,
the minimum added transmission line length between the farthest pixel from the ASIC input to the
reflective far-end termination (∆lPtoT min) has to be equal to or greater than half of the minimum
peak separation in spatial domain (∆lpp). In this case, the distance is approximately 18 mm for a
substrate r = 11.7. The delay of the transmission line and thus the time window is increased by
400 ps, which increases the worst-case occupancy from 0.57 % to 0.68 %.
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Figure 2.11: Voltage pulse approximation on the transmission line.
High permitivity substrates such as Gallium Arsenide (GaAs) (r = 13.1) [25], High-resistivity
Silicon (HIresSi) (r = 11.7) [26, 27] or, alternatively, a printed circuit board (PCB) substrate
(r = 12.2) [28] feature high linearity, low radio frequency (RF) losses, and high resistivity. The
loss tangent (tan δ) at 10 GHz for these materials ranges from 0.0016 for GaAs and 0.0019 for the
PCB substrate, to around 0.004 for the HIresSi. Simulation results of the transmission line indicate
that losses are dominated by the limited conductivity of the traces, while the losses asociated with
the tan δ are negligible. Figure 2.12 shows the cross section of the simulated transmission line
geometry [29]. The transmission line loss simulation was performed using Keysight ADS [30], the
results are shown in Figure 2.13a.
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Figure 2.12: Cross section of the transmission line geometry with the vertical dimensions given in
brackets.
For the longest signal travel path length of 19.6 cm, the loss of the transmission line is around
5 dB at 3 GHz. This lowers the signal-to-noise ratio (SNR) as well as the analog system bandwidth.
Consequently, the timing resolution in the chosen OP effectively degrades from 38 fs to 66 fs.
Figure 2.13b shows a calculation of the timing resolution as a function of signal power at a fixed
bandwidth of 1.5 GHz. In order to maintain a timing resolution around 100 fs, the maximum
signal attenuation should not exceed 5.5 dB.
Another important consideration is the phase drift. A measurement using a low bandwidth
phase detector based on a saturated mixer principle [31] reveals a temperature dependence of the
phase in the range of 0.7 fs/◦C · mm in 0.3048 m long coaxial RF cables. Figure 2.14 shows
the results of the measurement with a clear correlation between the phase drift and temperature.
Similar effects are expected in the transmission line and ASIC. Precise temperature monitoring in
combination with a feed-forward algorithm will be required to counter these effects. Furthermore,
the ASIC power consumption should be kept constant through the use of switchable shunt resistors
in order to ensure that once the detector reaches thermal equilibrium, the temperature change will
be reasonably small.
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Figure 2.13: (a) Transmission line loss for the worst-case signal travel path of 19.6 cm. (b) Timing
resolution as a function of signal power.
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Figure 2.14: Measurement results of phase drift in cables over time with clear temperature depen-
dence.
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Every ASIC requires an integrated pulse generator in order to generate a pilot calibration pulse
and inject it onto the transmission line. Using this pulse signal enables us to correction for errors
arising form fabrication tolerances of the transmission line, mechanical strains due to temperature
variation, and channel to channel differences of the ASIC.
Far-End Transmission Line Termination
Figure 2.15: Single channel block diagram of the
far-end termination ASIC with directional cou-
pling and amplification.
The far end termination is needed to perfectly
reflect the backward propagating pulse.
One option is to simply have the transmis-
sion line end with an open circuit, thus ensur-
ing the boundary condition for total reflection.
This option has the advantage to preserve the
phase, noise, and jitter characteristics of the
pulse. However, the pulse has to propagate all
the way back to the ASIC, thus subject to more
attenuation.
The second option is to build an ASIC with
an integrated low noise and low phase noise am-
plifier as well as a directional coupler that can
amplify the pulse amplitude. Figure 2.15 shows
the simplified block schematic of one channel termination. With a proper voltage and current
stabilization, a very low phase noise amplifier can be built with added jitter of around 1 fs. The
obvious drawbacks are the additional power consumption, material budget, and group delay.
2.3.3 The Pixel
To generate the required voltage pulses, a fast active detection element, along with fast and low
noise buffer electronics is needed. Considering that energy resolution is not a requirement, tech-
nologies such as silicon photomultiplier (SiPM)/geiger-mode avalanche photodiodes (APD) [32],
low gain avalanche photodiodes (LGAD) [33], 3D sensors [34, 35], or a combination of these could
be a viable solution for the detection element of the Pixel. While SiPM structures were originaly
meant for photon detection, detection of charged particles is also possible [36,37]. In recent years,
significant progress has been achieved in timing response [38, 39], integration, and dark count rate
mitigation [40]. The timing performances shown in this work are already sufficient for this ap-
plication. Considering the expected occupancy of the detector, the mitigation of the dark counts
is definitely a welcome feature, but not essential. And, in fact, resilience to higher rates will be
important to cope with the expected increase in higher dark count rates (DCRs) due to neutron
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damage. Figure 2.16a shows the simplified block diagram of the pixel, where coincidence logic is
used to suppress the anticipated dark count accidental rate.
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Figure 2.16: (a) Simplified block diagram of a single pixel cell. (b) Simplified equivalent circuit of
the pixel driver, TSV, transmission line segment, and matching circuit.
The previously assumed dark count rate of 1 MHz per channel can be used to estimate the
DCR per pixel. With 1600 pixels per channel, the tolerable DCR is reduced to 625 Hz. However,
using the coincidence logic, the tolerable DCR can be increased significantly. Equation 2.9 is used
for this estimate.
DCRw coin. =
√
DCRw/o coin.
∆t
(2.9)
In the cases where the coincidence time window (∆t) is assumed to be 2 ns, the DCRw coin. ≈
560 kHz. Some reported DCR values for 130 nm CMOS technology based pixels are on the order
of 25 kHz [41].
Recent results using thin devices in low-gain operation mode (so-called LGADs) have demon-
strated intrinsically sufficient timing, since the requirements on the pixel firing time are decoupled
from the spatial determination. To reduce collection time and further improve timing resolution, 3D
electrode techniques also look very promising. Of particular interest is perhaps combining multiple,
very thin layers with gain (either low or Geiger) into a coincidence. Such a sensor development
is in longer term, though mentioned here as a herald that such a pixellated array with adequate
performance may plausibly become available in the future.
Assuming a proper detection element, the in-pixel electronics has been modeled and its effect on
the transmission line has been estimated. The off-state pixel output buffer parasitic capacitance,
leakage resistance, and the TSV parasitic inductance and resistance [42] exert a distributed load on
the transmission line, which causes signal attenuation and consequently degradation of the SNR.
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In order to mitigate this attenuation, the output buffer has been matched to the transmission
line. The current pixel output buffer circuit is being designed in a 130 nm CMOS process with low
threshold level transistors. The simplified circuit used to model the pixel loading of the transmission
line is shown in Figure 2.16b. The predicted output buffer off-state capacitance is in the range of
25 fF and the off-state resistance is 3 GΩ. The insertion loss results are shown in Figure 2.17b.
The predicted pixel insertion loss as a function of the number of connected pixels has been observed
to roughly follow a linear fit. The simulated overall insertion loss of the transmission line with 1600
pixels connected has been found to be approximately 5.3 dB. Figure 2.17b shows the simulated
insertion loss of the transmission line with 1600 pixels as a function of frequency.
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Figure 2.17: (a) Non-matched and matched single pixel insertion loss as a function of frequency.
(b) Simulation results of a transmission line loaded with 1600 pixels.
The overall power consumption of the pixel is divided into dynamic and static components. The
dynamic power consumption is dominated by the pixel output buffer when active, thus it is largely
dependent on the hit rate. The static power consumption is composed of the quiescent current
for the biasing of the comparator and the set-rest logic. With an occupancy of 0.68 %, the power
density of the TVD pixel array is approximately 1.95 W/cm2.
2.3.4 The Readout ASIC
Based upon the previous ASIC experience, an architecture using switched capacitor arrays (SCAs)
has been chosen. Sampling speeds of up to 17 GS/s with bandwidths over 1.5 GHz and power
consumptions on the order of 10 mW per channel have been demonstrated [43–45]. A major
advantage of using this architecture is that the high speeds required for fast sequential sampling
are limited to the SCA block. The subsequent transfer and digitization of the samples can be
done in parallel at slower rates if necessary. Dead time during the transfer of the samples from
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the SCA block can be mitigated by employing an interleaved sampling scheme with two or more
SCA blocks. That is, when one SCA block is sampling, the other one is transferring and vice-versa.
Consequently, the transfer rate is equal to the product of the sampling interval and the number of
sampling cells in the SCA block. Considering an SCA block of 64 sampling cells, the transfer rate
is reduced to 312.5 MHz, hence considerably relaxing the requirements of the subsequent stages.
The readout ASIC has been denoted as the RFpix and its simplified functional block diagram
is shown in Figure 2.18. The RFpix has been divided into four circuits:
• Sample & Hold (S&H) circuit (described in detail in chapter five);
• Analog Storage and Digitization circuit (described in detail in chapter five);
• Data Transfer circuit (not covered in this work);
• Timing & Control circuit (see subsection below).
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Figure 2.18: RFpix readout ASIC functional block diagram.
Timing & Control Circuit
The timing and control circuit is distributed through out the chip. The most complex part of
the circuit is the clock distribution and generation network (CDGN). Jitter corrupts the timing
resolution of the sampled signal through the sampling strobes. The added jitter of these strobe
signals depends on the performance of the time base generator and the clock source.
In terms of sources, commercial crystal oscillator (XO) sources can provide jitter levels in the
range of 10 fs to 20 fs [46]. If a worst case source jitter of 20 fs is taken into account, the jitter
margin to reach the targeted 100 fs of timing resolution is on the order of 98 fs. In addition,
considering the differential nature of the measurement the CDGN is expected to be the dominant
term in the overall jitter of the system.
The CDGN is composed of:
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• Input differential buffer that ensures the signal integrity of the input clock;
• A differential transmission line that fans out the buffered clock to all of the channels;
• Each pair of channels have an integrated differential two-level DLL that generates the sam-
pling strobes for the sampling cells with low added jitter and fast rise times;
• Analog storage array timing logic;
• Output data transfer clock generator;
The control circuit is composed mainly of registers that control digital to analog converters
(DACs) in order to set proper bias values for various circuits (digital and analog switches). The
registers are loaded though a dedicated serial peripheral interface (SPI) that can be programmed
from an external micro controller, another ASIC, or an field programmable gate array (FPGA), as
is the case of the first prototype.
Estimated RFpix Power Consumption
Due to the low trigger rate of the application, the power consumption is dominated by the static
and dynamic power consumption of the sampling-to-storage array buffers. Current estimates place
this consumption at 23 mW per channel. The remaining power draw is attributed to the storage
cell comparators (1.5 mW per channel), the ramp generator (3 mW per chip), the Wilkinson ADC
counter (2.4 µW per chip), and the delay-lock loops (DLLs) (3.6 µW per channel). Considering
128 channels per chip, the total power consumption per channel is roughly 24.6 mW .
2.3.5 Initial TVD Subpart Design Specifications and Summary
The design requirements identified in the previous sections have been used to form a set of initial
design specifications. These represent a concrete foundation for the current and future work and
are summarized in Table 2.4.
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Table 2.4: Baseline TVD design specifications.
Subpart Parameter Value
Pixel Rise/fall time ≈ 120 ps
Matched insertion loss ≈ 45.5 µdB
FWHM ≈ 215 ps
Pixel dimensions ≈ 50 µm × 50 µm
Quiescent current ≈ 25 µA
Dynamic power 49 µW
Pixel driver resistance ≈ 3 GΩ
Pixel driver capacitance ≤ 25 fF
Transmission line Substrate r ≥ 11.7
Overall loss ≤ 5.5 dB
∆lPtoT min ≈ 36 mm
Readout ASIC Sampling speed 20 GS/s
Number of channels 126
Analog bandwidth 3 GHz
Input referred noise ≤ 0.5 mVRMS
Number of bits 12
Power consumption per channel ≈ 24.6 mW
Data rate per chip between 35 Mbits/s to 250 Mbits/s
Added jitter ≈ 25 fs
Ultimately, the overall timing performance depends on the actual resolution of the digitized
waveform and the extraction algorithm used. In chapter four, a femtoresolution study in terms of
the waveform sampling technique is presented exploring the various effects and mechanisms that
contribute to the overall timing resolution of the system.
Considering the radiation hard environment of the detector, the radiation damage mititgation
techniques [47] will be used in the detector version of the RFpix. For the first prototype, the
specific techniques have been omitted in favor of focusing the design efforts to reach the desired
performance.
Other notable challenges and aspects of the detector design that will not be addressed further
in this work are:
• Active pixel array design and integration;
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• Transmission line integration details into the substrate;
• Mechanical aspects:
– Integration details such as the alignment of the subparts,
– Mechanical aspects of cooling. The total power consumption of the sensor ladder is
estimated at ≈ 25.8 W or 2.58 W/cm2:
∗ 6.3 W from two readout ASICs,
∗ ≈ 19.5 W from the pixel array.
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CHAPTER 3
PSEC4 ANALYSIS RESULTS
An existing ASIC based on the waveform sampling techique that also achieves high sampling
speeds and high timing resoltuions is the PSEC4 [43] waveform digitizer. The PSEC4 is designed
and fabricated in the IBM 130 nm node. The main specifications of the PSEC4 are listed in Table
3.1.
Table 3.1: PSEC4 characteristics
Parameter Value
Sampling speed ≤ 15 GS/s
Analog bandwidth ≈ 1.5 GHz
Number of channels 6
Power consumption per channel ≈ 10 mW
The sampling array of each PSEC4 channel is composed of 256 parallel switched capacitor
cells (SCC). These cells continuously sample the input signal at the nominal sampling speed of
≈ 10 GS/s. The input signal is detected by a comparator, which issues a trigger signal. Following
the trigger signal, a digitization cycle begins, where all of the sampling cells are digitized in parallel
using a single slope analog-to-digital converter (ADC) scheme [48]. Alternatively, the trigger signal
can initialize a transfer cycle of the sampled voltages into an analog storage array, which serves as
an analog buffer, thus providing a very high information density. In both cases, the transfer rates
are considerably lower than the sampling speed. In general, the transfer speed reduction factor
equals to the sampling speed divided by the number of cells. However, that only holds true if all
of the sampling cells begin the transfer cycle at the same time. Different transfer schemes have
different reduction factors depending on the requirements. In other words, the sampling block is
the only part of the ASIC that needs to run at the nominal sampling speed. In the RFpix case,
the target sampling speed is 20 GS/s, hence requiring special consideration.
In the next sections, analysis results of the PSEC4 sampling cell are presented. The underlying
mechanisms that limit the performance are identified and quantified. Contingent upon these results,
the RFpix SCA architecture is presented along with simulation results showing the RFpix SCC
performance.
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3.1 Basic Design Scheme and Layout
The PSEC4 SCA has a singe-ended configuration of the input transmission line. Consequently, the
individual sampling cells also follow a single-ended configuration.
Each cell is composed of an input CMOS switch followed by a sampling capacitor and a com-
parator. The comparator serves as the input stage of the slope ADC. Figure 3.1 shows a simplified
block schematic of a single PSEC4 SCA sampling cell.
Figure 3.1: Block diagram of a single PSEC4 SCA sampling cell.
The layout of a PSEC4 input channel is shown in Figure 3.2a while the layout of the input
sampling cell is shown in Figure 3.2b
37
(a) (b)
Figure 3.2: (a) PSEC4 input channel layout with input pad, transmission line, and sampling cell.
(b) Layout of a single PSEC4 sampling cell showing the switch driver, input CMOS switch, sampling
capacitor, and the transmission line tap.
3.2 DC Analysis and Characterization of Basic Components
The basic components making up the cell are: a CMOS switch, a sampling capacitor, and the
comparator. It has to be noted that all of the presented simulation results have been acquired
through the Cadence Virtuoso design environment. All of the simulation models include layout
parasitics.
The input CMOS switch is composed of two complementary transistors, a PMOS and an NMOS.
The equivalent circuit can be simplified to a first order CRC circuit as shown in Figure 3.3.
Figure 3.3: Single PSEC4 sampling cell with equivalent circuit.
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3.2.1 Switch Resistance
The simulated Track mode (ON-state) and Hold mode (OFF-state) resistances are shown in Figure
3.4. The peak resistance in track mode is approximately 2.4 kΩ at VDC = 665 mV . The standard
deviation over the dynamic range is 614.8 Ω.
The hold mode resistance is in GΩ, thus presenting good isolation. Considering the fact that one
of the transistors is always open close to the rails, along with the signal requirements postulated in
chapter two, and the eventual saturation limits of the buffers close to the rails, it has been decided
that the signal dynamic range in the RFpix will span from 100 mV to 1100 mV .
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Figure 3.4: Track mode (ON-state) and Hold mode (OFF-state) resistances as functions of input
VDC .
3.2.2 Sampling Cell Capacitances
The input (CIN ) and output (COUT ) capacitances of the circuit shown in Figure 3.3 have been
determined by simulating the input impedance (Z11) of the circuit and extracting the values of the
individual terms. In the Laplace domain, Z11 can be written as shown in Equation 3.1.
Z11 =
1 + sCOUTRON/OFF
s2CINCOUT + s(CIN + COUT )
(3.1)
By substituting s with jω and rearranging the terms so that the real and imaginary parts are
separated (Z11 = Re+ jXe), the reactance can be written as shown in Equation 3.2.
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Xe11 =
ω(CIN + COUT ) + ω
3(CINC
2
OUTR
2
ON/OFF )
ω2(CIN + COUT )2 + ω4(C2INC
2
OUTR
2
ON/OFF )
(3.2)
The negative polarity of the reactance tells us that it is capacitive. This capacitance is deter-
mined by the relation shown in Equation 3.3.
C =
1
ωIm(Z11)
(3.3)
Considering the limiting cases when the frequency goes to either zero or infinity as shown in
Equations 3.4 and 3.5 respectively, all of the capacitances can be determined as shown in Equations
3.4 and 3.5.
lim
ω→0
Xe11 =
ω(CIN + COUT )
ω2(CIN + COUT )2
=
1
ω(CIN + COUT )
(3.4)
lim
ω→∞Xe11 =
ω3(CINC
2
OUTR
2
ON/OFF )
ω4(C2INC
2
OUTR
2
ON/OFF )
=
1
ωCIN
(3.5)
The right side capacitance of the model (Figure 3.3) denoted as COUT is composed of the
transistor output capacitance, the sampling capacitor, and the comparator load capacitance. The
left side capacitance of the model denotes as CIN is the input transistor capacitance. Figure
3.5 shows the extrapolated capacitances simulated under different load conditions as functions of
frequency.
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Figure 3.5: Extrapolated capacitance as a function of frequency.
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Using the values shown in 3.5, all of the sampling cell capacitances have been accounted for and
are summarized in Table 3.2.
Table 3.2: Extrapolated PSEC4 sampling cell capacitances.
Capacitance Value [fs]
CIN TRAN. 10.0
COUT TRAN. 10.0
CSAMPLING 20.3
CLOAD 11.0
3.3 Frequency Response of the PSEC4 Sampling Cell
3.3.1 Tracking Bandwidth
The tracking bandwidth of the sampling cell is the bandwidth needed by the sampling cell in
order to be able to follow the input signal changes in time. This bandwidth is completely defined
by the time constant (RC) formed by the switch track mode resistance and the inner sampling
cell capacitance. In the light of the switch track mode resistance variance, a similar response is
expected of the tracking bandwidth. Figure 3.6 shows the bandwidth and the track mode switch
resistance as functions of the input DC voltage (VDC). As expected, the lowest bandwidth occurs
at VDC ≈ 650 mV , where the bandwidth is approximately 1.68 GHz.
3.3.2 Group Delay
Group delay (GD) gives us insight into the rate of change of the signal phase with respect to
frequency. It is thus defined as: GD = −dφ(ω)/dω. In other words, it is a measure of how much
the individual frequency components are delayed in time in respect to the input. Hence, it gives
us the first insight into signal distortion. Due to the large variance in bandwidth, the GD was also
simulated in terms of input VDC . Figure 3.7 shows the GD as a function of the input VDC and
frequency. Close to the low bandwidth point the GD reaches as high as 90 ps.
3.4 Large Signal Analysis
With such a large variance of the tracking bandwidth and group delay, distortion effects are ex-
pected. It has to be noted that all of the following large signal simulation results take into account
30 harmonics.
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Figure 3.6: Bandwidth and track mode switch resistance as functions of Input VDC .
Figures 3.8a and 3.8b show the signal attenuation of the sampling cell as a function of signal
voltage, frequency, and input VDC . In both figures, the attenuation of the signal has a dependence
on the input VDC , where the highest attenuation occurs around VDC = 650 mV . Furthermore, a
dependency on the frequency and the signal amplitude is also observed. Further, Figure 3.8c shows
the total harmonic distortion as a function of signal amplitude and input VDC . There are many
definitions for the THD. Equation 3.6 shows the one used thought this work.
THD =
√∑30
n=2 V
2
n
V1
[%] (3.6)
The signal attenuation observed at small signal amplitudes can be explained by taking a closer
look at the attenuation and distortion curves for a particular input VDC . In our case, we chose a
VDC = 600 mV . Figure 3.9 shows the total harmonic distortion (THD) and attenuation as functions
of the signal amplitude at VDC = 600 mV and fSIG = 1 GHz. Three regions of operation can be
clearly identified:
1. Low THD and high attenuation: At small signal amplitudes, the signal distortion is
low, because the variance of track mode switch resistance is small. Conversely, the signal
compression is high, which correlates with the minimum bandwidth shown in Figure 3.6 for
VDC ≈ 650 mV . That is, the signal attenuation is a consequence of the limited tracking
bandwidth.
2. Medium THD and low attenuation: Due to varying resistance of the switch over dy-
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Figure 3.7: Sampling cell group delay as a function of input VDC and frequency.
namic range, the output signal will be delayed and attenuated differently depending on the
instantaneous voltage on the input. This non-linear response gives rise to harmonics, increas-
ing the distortion. However, the harmonics are less delayed at lower switch resistance values.
Consequently, most of these harmonics interfere constructively with the fundamental tone,
which increases the amplitude further away from the VDC = 650 mV point. However, the
THD increases because of these same harmonics.
3. High THD and high attenuation: At high signal amplitudes, both the distortion and
the attenuation are highest due to the large track mode switch resistance variance and the
compression resulting from the proximity of the supply rails.
3.5 Noise and ENOB
3.5.1 Noise
Noise is a fundamental property of every electronic circuit. There are various types of noise models
depending on their origins and energy spectrum shape. In our case, the two dominant noise types
are the flicker noise, also called 1/f noise, and the thermal noise [49].
Flicker noise dominates at lower frequencies and can be calculated as:
v2n =
K
COXWL
· 1
f
(3.7)
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(a) (b) (c)
Figure 3.8: (a) PSEC4 sampling cell signal attenuation as a function of input VDC and signal
amplitude at a signal frequency of 1 GHz. (b) PSEC4 sampling cell signal attenuation as a function
of frequency and signal amplitude at an input VDC of 650 mV . (c) Total harmonic distortion as a
function of input VDC and signal amplitude.
However, due to our frequency range, the impact of this noise type is negligible and it will be
neglected in our analysis.
JohnsonNyquist noise (thermal noise, Johnson noise, or Nyquist noise) is the electronic noise
generated by the thermal agitation of the charge carriers (usually the electrons) inside an electrical
conductor at equilibrium, which happens regardless of any applied voltage. The generic, statistical
physical derivation of this noise is called the fluctuation-dissipation theorem, where generalized
impedance or generalized susceptibility is used to characterize the medium.
Thermal noise of an ideal resistor is approximately white, meaning that the power spectral
density is nearly constant throughout the frequency spectrum. When limited to a finite bandwidth,
thermal noise has a nearly Gaussian amplitude distribution [50]. Figure 3.10 shows the output
referred noise (ORN) of the sampling cell as a function of frequency and input VDC .
The noise is highest when the switch resistance is highest, thus suggesting that the thermal
noise of the switch track mode resistance is dominating the noise spectrum. At higher frequencies,
the noise starts to drop due to the bandwidth limit.
3.5.2 ENOB
The effective number of bits (ENOB) is a figure of merit used to characterize the effective vertical
resolution of a system. The ENOB can be obtained by using Equation 3.8 [51],
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Figure 3.9: Distortion and signal attenuation as functions of signal amplitude at input VDC = 600 V .
ENOB =
SINAD − 1.76 + 20log10(Fullscale voltageSignal voltage )
6.02
(3.8)
SINAD is the signal-to-noise-and-distortion ratio which takes into account the noise of the
system and distortion. The ratio is given by Equation 3.9,
SINAD =
PSIGNAL + PNOISE + PDISTORTION
PNOISE + PDISTORTION
(3.9)
where the terms are the respective powers of the signal, noise, and distortion in watts. A more
practical expression is shown in 3.10,
SINAD = −10log10[10−
SNR[dB]
10 − THD[%]] (3.10)
where SNR is the signal to noise ratio. The third term in the numerator of Equation 3.8 corrects
the equation for measurements that are not done at full-scale. That is, if the input amplitude is not
at full-scale, the SNR decreases and consequently the SINAD. In our case, the full-scale is 1 VPP .
Figures 3.11a and 3.11b show the ENOB of the PSEC4 sampling cell as a function of input VDC ,
signal amplitude, and frequency.
The overall ENOB in this case is almost completely dominated by distortion. However, calibra-
tion procedures can counter this effect to some extent, though not completely. In order to achieve
the required performance, the RFpix input switch is being designed towards low variance of the
track mode resistance.
45
Figure 3.10: Output referred noise as a function of input VDC and frequency.
3.6 Transient Response
So far we explored steady state responses. In this section, simulation results are presented showing
the transient response of the sampling cell. Here we determine the achievable speed of the sampling
cell, show the artifacts of the transition (forward transient and kickback) as well as acquire insight
into the pedestal error mechanisms, mainly charge injection and clock feedthrough.
When in track mode a conduction channel exist at the oxide-silicon interface of switch tran-
sistors. When the switch transitions into hold mode, the charge in the channel exits through the
source and the drain terminals, the phenomenon is thus called “channel charge injection”. The
amount of charge in the channel depends on the input voltage and can be calculated by using
Equation 3.11,
QCH = WLCOX(VDD − VIN − VTH) (3.11)
where QCH is the charge in the channel, W and L are the transistor width and length respec-
tively, COX is the oxide capacitance, VDD is the supply voltage, VIN is the voltage at the input of
the switch, and VTH is the transistor threshold voltage. The charge injected to the input of the
switch is in general absorbed by the line driver. The charge that is injected to the output of the
switch is deposited to the sampling capacitor. The voltage on the sampling capacitor is not driven
in hold mode and it is directly defined by capacitance (C) and charge (Q) as V = Q/C. So extra
charge from the channel induces a voltage error.
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(a) (b)
Figure 3.11: (a) ENOB of the PSEC4 sampling cell as a function of input VDC and signal amplitude.
(b) ENOB of the PSEC4 sampling cell as a function of frequency and signal amplitude.
In summary, charge injection contributes three types of errors in MOS sampling circuits [52]:
1. Gain error: Charge injected due to channel capacitance:
QCH = WLCOX(VDD − VIN − VTH) (3.12)
This error depends on the input voltage and it manifests as gain error.
2. DC offset: Charge injection due to gate overlap capacitance:
QCL = −WLOV COX(VDD − VSS) (3.13)
This error is independent of the input voltage, hence manifesting as a static voltage offset.
3. Non-linearity: Charge injection due to body effect (threshold voltage variation depended
on frequency). This error is non linearly related to the input voltage which causes distortion.
In many applications, the first two can be tolerated or corrected, whereas the last one cannot
be [52].
In addition to channel charge injection, a MOS switch couples the clock transitions to the sam-
pling capacitor through its gate-drain or gate-source overlap capacitance. The error is independent
of the input level, manifesting itself as a constant offset in the input/output characteristic. As with
charge injection, clock feedthrough leads to a trade-off between speed and precision [49].
The voltage offset error is also called the pedestal error.
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Figures 3.12a, 3.12b, and 3.12c show the transient response of the PSEC4 sampling cell for three
input VDC voltages. Depending on this voltages the pedestal error voltage changes magnitude and
polarity. Thus, it is a voltage dependent disturbance.
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Figure 3.12: PSEC4 sampling cell transient response with 1 ns time window at three different input
VDC voltages: (a) VDC = 300 mV , (b) VDC = 600 mV , and (c) VDC = 900 mV .
Acquisition time is the time needed to switch from hold mode into track mode and for the
sampling cell voltage to start following the input signal within a certain error. Settling time is the
time needed from the onset of the hold clock transition to the eventual settling of the sampling cell
voltage to a DC value. Table 3.3 shows the PSEC4 acquisition and settling times at three different
input VDC voltages.
Table 3.3: PSEC4 acquisition and settling times at three different input VDC voltages.
Input VDC Acquisition time Settling time
300 mV 0.14 ns 0.11 ns
600 mV 0.68 ns 0.11 ns
900 mV 0.52 ns 0.11 ns
The acquisition time is mostly dependent on the bandwidth and hence it is longer close to the
VDC = 600 mV where the bandwidth is lowest. Settling time depends on how quickly the charge
settles on the sampling capacitor, hence it is independent of the bandwidth and it does not present
any variance over the dynamic range.
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3.7 Summary of PSEC4 Sampling Cell Analysis
The analysis of the PSEC4 sampling cell lead us to significant conclusions affecting the RFpix
design. This conclusions are:
1. A CMOS switch has large variance of the track mode resistance, which causes a large variance
in the tracking bandwidth. Thus, a sampling switch with considerably lower track mode
resistance variance has been designed. The switch is presented in chapter five.
2. The distortion resulting from the large bandwidth variance is the dominant factor in limiting
the ENOB of the system. From chapter two, we know that this number needs to be in the
range of approximately 9.7 effective bits to achieve the necessary timing resolution. In chapter
four we will discuss this issue in more detail.
3. The pedestal error is a voltage dependent disturbance of the sampled signal which degrades the
signal considerably. Calibrating for the entire dynamic range is time consuming. Therefore,
a more practical solution has been devised and presented in chapter five.
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CHAPTER 4
FEMTOSECOND RESOLUTION TIMING IN MULTI-GS/S
WAVEFORM DIGITIZING ASICS
Solutions that can achieve sub-picosecond timing resolutions are mostly limited to the appli-
cations in the optical domain [53, 54]. One class of exceptions are RF continuous wave (CW)
synchronization systems [55]. These systems use RF phase detectors with the precision and stabil-
ity of a few fs. Such phase detectors are either integrated circuits (ICs) [56] or they are composed
of discrete components, where the principle of operation is based on the saturated mixer tech-
nique [31]. Their drawback is low bandwidth of operation, which inhibits the detection of rapid
events.
The RFpix principle of operation as discussed in chapter two is based on the waveform sampling
technique. This technique does not just give the best timing resolution performance for the given
power consumption, but it also allows for fast measurements.
The design of the RFpix ASIC requires very good understanding of the effects that impact
the timing resolution. This chapter presents simulation results that clearly identify and quantify
the sources of error and the underlying coupling mechanisms. In addition, a synthetic waveform
generator developed solely for this purpose, is presented and validated through measurement results.
4.1 Waveform Sampling Technique
As explained in section 2.3.1, the timing extraction is based on linear interpolation between two
waveform samples, which assumes a linear interpolation for Equation 2.8. Using the ASIC design
specifications given in Table 2.3 as inputs to Equation 2.8, the theoretically achievable timing reso-
lution is estimated at approximately 37 fs. Direct testing of this prediction presents a challenging
task considering that, to the authors’ knowledge, such an IC is not yet commercially available. In
light of this, the SWG has been developed in the MATLAB R© software, with the intention to pro-
vide sampled signal emulation as realistically as possible. Furthermore, the SWG has been designed
specifically to enable the separation and study of the various sources of error, along with their cou-
pling mechanisms in order to understand, quantify, and evaluate the individual contributions to
the overall timing resolution.
4.2 Synthetic Waveform Generator
The SWG currently supports three signal shapes: a Gaussian pulse, a square pulse, and a sine
wave. Other SWG features include:
• Synchronous vs asynchronous modes of operation with the options to chose phase distribution
the phase offset;
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• Amplitude noise injection;
• Quantization with adjustable number of bits (NBITS);
• Jitter injection;
• Adjustable sampling frequency;
• Adjustable signal frequency and bandwidth;
• Adjustable time window;
• Adjustable full scale dynamic range.
The generator output provides four vectors:
• Sampled amplitude vector (Samples);
• Sampler time base vector with jitter (tSAMP.);
• Sampler time base vector without jitter (tSAMP. w/o jitter);
• Signal time base vector (tSIGNAL).
These four vectors represent the signal waveform analogous to the output of an actual physical
waveform digitizer.
Figure 4.1 shows the block diagram of the SWG.
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Figure 4.1: Functional block diagram of the SWG code with the time base generator and
the waveform synthesizer substructures. Input variables are marked in black on the left
side, while the output vectors are marked in yellow on the right side.
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4.3 Case Studies and Analysis
Various algorithms can be used to extract the time of arrival from a sampled waveform. However,
to test the predictions of Equation 2.8, a linear fit needs to be used. Furthermore, a linear fit only
requires two samples on the leading edge in order to successfully interpolate the transition time.
This minimizes the data rate which results in processing power reduction. Equation 4.1 shows the
calculation used for the linear fit between two adjacent samples,
tINT. =
(ATH. −Ai) × ( ti+1 − ti)
Ai+1 −Ai + ti (4.1)
where tINT. is the interpolated transition time through the chosen threshold voltage ATH..
Unless otherwise specified, the threshold is set to half of the full signal amplitude (ATH. = U/2).
Ai, Ai+1 are the amplitudes of the adjacent samples (Si, Si+1) over the chosen threshold and
ti, ti+1 are their corresponding time stamps. Figure 4.2 shows an example of a noisy Gaussian
pulse waveform generated by the SWG with an overlay visualizing the linear fit. The parameters
used to generate this waveform are the same as given in Table 2.3, with the exception of the noise.
In order to make the effect more visible, the injected noise is 10 mVRMS .
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Figure 4.2: Example of a noisy Gaussian pulse waveform generated by the SWG with an overlay
visualizing the linear extraction algorithm.
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To comprehensively study the effects and mechanisms that can be simulated with the SWG,
several case studies have been devised:
• Signal shape effect on the extraction algorithm;
• Synchronous vs asynchronous mode of operation;
• Amplitude noise vs quantization;
• Jitter injection;
• Scaling of the interpolated transition time resolution (σtINT.) as a function of the fSAMP.,
BW , and ∆u.
Unless otherwise specified, the parameter values used for signal generation are the ones given
in Table 2.3.
4.4 Simulation Results
4.4.1 Synchronous vs Asynchronous Mode and Signal Shape Impact
In the synchronous mode, the time base of the signal is phase-locked to the time base of the
sampler, while in the asynchronous mode it is not. That is, in the synchronous mode of operation,
the sampling speed is an integer multiple of the signal rate. When unlocked, the phase difference
between the two is completely random and thus modeled by a uniform distribution in the SWG.
The results summarized in Table 4.1 indicate that the asynchronous mode provides worse per-
formance in all cases compared to the estimated value of 37 fs. The random normal distribution
of the phase difference coupled with the inherent error of the linear fit versus the non-linear wave-
form edges dominate the σtINT. in both, the sine and Gaussian, waveforms. In the case of the
square pulse, the edge is linear and thus the random distribution of the phase difference does not
significantly degrade the σtINT. .
Table 4.1: σtINT. in the synchronous and asynchronous modes of operation for all three signal types.
Mode
Signal Shape
Sine Square Gauss
Synchronous 61 fs 50 fs 44 fs
Asynchronous 543 fs 61 fs 678 fs
Figure 4.3 shows an example of the positioning of the sampling points Si, Si+1 over the threshold
voltage for both, the synchronous (left) and asynchronous (right), modes of operation.
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Figure 4.3: Synchronous (left) and asynchronous (right) modes of operation (Nacq.w. = 30).
Further investigation indicates that the degradation of the σtINT. is affected by the changing
asymmetry of the sampling interval over the threshold voltage. Figure 4.4 shows a persistence plot
of 500 fitted waveforms over the threshold voltage.
When the interval is perfectly symmetric, the probability of the fitted line crossing the threshold
at the same time is the highest, thus improving the σtINT. . In contrast, when the threshold is close
to one of the sampling points, the timing ambiguity caused by the amplitude noise is the highest.
Or, in other words, the amplitude modulation to phase modulation (AM-to-PM) conversion factor
is the highest close to the sampling points. This effect is masked in the asynchronous mode by the
random phase difference between the two time bases, consequently smearing the measurements.
For the purpose of quantifying the asymmetry of the sampling interval over SINT., we define the
SIF parameter. The mathematical definition of this figure of merit (FOM) is given in Equation 4.2.
SIF = 100 · ti+1 + ti − 2 · tINT.
ti+1 − ti (4.2)
At the same time, it is worth defining the mean of the SIF (µSIF ). That is, the mean of the
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Figure 4.4: Persistence plot of 500 fitted waveforms over the transition point in the synchronous
mode.
SIF values for a given statistical population used to determine σtINT. . In this paper, this will be
either the number of acquisition windows (Nacq.w.) or the number of periods within an acquisition
window (Nperiods). When the time of arrival of pulses is simulated or measured, Nacq.w. is used.
When the period (TPERIOD) of a periodic signal is simulated or measured, Nperiods is used. Figure
4.5 shows σtINT. as a function of µSIF for Nacq.w. = 1000. The data shown has been simulated by
using the square pulse shape in the synchronous mode and by sweeping the phase of both time
bases. Results indicate that the resolution at SIF = 0 % is better by a factor of approximately√
2.
In order to consider the other effects separately, further case studies focus on the square pulse
with the SWG operating in the synchronous mode.
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Figure 4.5: Interpolated transition time resolution as a function of the mean value of the sampling
interpolation fraction.
4.4.2 Amplitude Noise vs Quantization Effects
Amplitude noise (∆uAMP ) is added to the signal as a random, normally distributed disturbance
of the signal amplitude. Quantization of sampled values is implemented by simply rounding the
values with a resolution equal to one half of the least significant bit (LSB) and is therefore uniformly
distributed. The quantization error has been accounted for in the theoretical estimates by adding
a quantization noise (∆uQ) term to the total RMS noise as shown in Equation 4.3 [22]. Figure 4.6a
shows a simulated and estimated σtINT. as a function of NBITS .
∆u =
√
∆u2AMP + ∆u
2
Q (4.3)
Estimated and simulated values diverge significantly at low NBITS . Figure 4.6b shows the signal
spectrum sampled at three different NBITS . At low NBITS , quantization distorts the signal, thus
giving rise to higher harmonics. Consequently, quantizaton noise is an insufficient way of modeling
the quantization error.
Figure 4.7a shows histograms of the simulated tINT. for the cases of NBITS = 8 (left) and
NBITS = 12 (right), respectively. The 8-bit case histogram shows two peaks indicating that the
tINT. distribution is dominated by the uniformly distributed quantization error. Conversely, the
12-bit case histogram shows a normal distribution, which can be associated with amplitude noise.
Sweeping σtINT. as a function of ∆u and NBITS , as shown in Figure 4.7b, reveals that quantization
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Figure 4.6: (a) Simulated and estimated interpolated transition time resolution as a function of
NBITS . (b) Signal spectrum for sampled signals for three different vertical resolutions in terms of
NBITS .
effects take over when the NBITS falls below 9.5 for the given values of fSAMP. and BW . It should
be noted that this transition is not easily observed in the asynchronous mode.
Another important aspect to consider is the effect of the deceasing signal amplitude on the
timing resolution. Figure 4.8 shows the interpolated transition time resolution along with the
corresponding µSIF as functions of the signal amplitude. At very low amplitudes, the simulation
and estimated values match. However, at larger amplitudes, amplitude noise starts to dominate,
at which point the SIF value becomes important.
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Figure 4.7: (a) Histograms of simulated interpolated transition times for the 8-bit (left) and 12-bit
(right) resolution cases respectfully. (b) Interpolated transition time resolution as a function of
noise and NBITS .
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Figure 4.8: Interpolated transition time resolution along with the corresponding µSIF as functions
of signal amplitude. Each signal voltage point has been simulated with a population of 1000.
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4.4.3 Jitter
Jitter is injected into the sampling time base by adding a random, normally distributed time offset
to the sampling time base vector.
The effect of jitter in Equation 4.1 is accounted for in the amplitudes of the samples. The
calculations predict a timing resolution increase by the amount equal to the injected jitter multiplied
by
√
2. Simulation results confirm this prediction with good agreement between the calculated
(82.7 fs) and simulated (84.1 fs) values. Figure 4.9 shows σtINT. as a function of added jitter
(JADDED) for NBITS ranging from eight to twelve. The added jitter starts to dominate above
≈ 100 fs and it completely dominates σtINT. in the picosecond regime.
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Figure 4.9: Interpolated transition time resolution as a function of added jitter at different numbers
of bits.
4.4.4 Scaling of σtINT. as a Function of Sampling Frequency, Bandwidth, and
Noise
Upon further inspection of Equation 2.8, we observe that it allows for a significant decrease in timing
resolution by simply manipulating one of the parameters, while the other two remain constant.
However, limits to this scaling are intuitively expected. Parameter sweeps of the σtINT. as a functions
of fSAMP., BW , and ∆u reveal some of these limits.
Figure 4.10 shows the simulated interpolated transition time resolution as a function of noise
and sampling speed along with the corresponding values of µSIF .
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Figure 4.10: Simulated interpolated transition time resolution (left) and the corresponding µSIF
(right) as functions of noise and sampling speed.
Results indicate that σtINT. periodically improves and deteriorates at specific intervals of the
fSAMP. values. These changes in resolution are directly correlated with the µSIF . As expected,
the lowest resolution occurs when the µSIF is closest to 0 %. The same effect can be observed by
sweeping the bandwidth or the rise time (tr) of the signal. The tr of the pulse is directly related to
the analog bandwidth through the relation tr ≈ 0.35/BW [57]; higher bandwidths lead to shorter
tr and thus narrower pulses. Figure 4.11 shows σtINT. as a function of bandwidth and sampling
speed, where spots of low σtINT. can be clearly identified.
The low σtINT. spots occur where the apparent phase of the signal aligns with the sampler
time base in a way that the SIF value is closest to 0 %. This effect is not the randomly varying
phase of the asynchronous mode of operation; instead, the observed effect comes from an apparent
rotation of the phase in time between the signal and the sampling time bases due to the fractional
relationship of the signal frequency and the sampling speed. The effects of both these mechanisms
are integrated in the SIF and thus become indistinguishable in the measurements.
In addition, decreasing the tr of the pulse beyond a certain point causes the sampling period
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Figure 4.11: Interpolated transition time resolution as a function of sampling speed and bandwidth
with spots of low σtINT. .
to be wider than the tr of the pulse. Consequently, one of the sampling points falls off the leading
edge, thus considerably worsening the σtINT. . For the sampling period of 50 ps (20 GS/s), the
highest tr is 80 ps, which corresponds to the analog bandwidth of 4.25 GHz. In our case, rise time
is measured from 10 % to 90 % of the signal amplitude U .
Derivation:
1. The tr and BW are connected through the relation given in Equation 4.4 [57].
tr ≈ 0.34
BW
(4.4)
2. The slew rate (SR) can be calculated as shown in Equation 4.5.
SR =
dV
dt
=
0.9 · U − 0.1 · U
tr
(4.5)
3. In order for the sampling points not to fall off the leading edge, the maximum SR is given in
Equation 4.6,
SRlimit =
U
2 · TSAMP. (4.6)
where TSAMP. is the sampling period, which is defined as: TSAMP. = 1/fSAMP..
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4. By equating SR and SRlimit and substituting in the introduced relations for tr and TSAMP.,
we obtain Equation 4.7.
BWlimit ≈ 0.21× fSAMP. (4.7)
Henceforth, for pulse-like waveforms, it can be postulated that, in order to get a good measure-
ment of σtINT. , the upper limit of the analog signal bandwidth for a given sampling speed can be
estimated by using Equation 4.7. It is worth noting that this is lower than the bandwidth limitation
imposed by the Nyquist theorem [58] for signal reconstruction.
Furthermore, σtINT. does not seem to improve with the increasing sampling speed as estimated
by Equation 2.1. Figure 4.12 shows σtINT. in the limiting case as a function of fSAMP.. After a
certain point, the resolution is completely dominated by the noise through the AM-to-PM mecha-
nism.
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Figure 4.12: Asymptotic interpolated transition time resolution as a function of sampling speed.
4.4.5 Timing Extraction Algorithm Comparison
One source of error that is not hardware related is the choice of extraction algorithm. In this
section, we compare different extraction algorithms on three different signal shapes: sine, square
pulse, and Gaussian pulse. In all cases the signals are generated using the SWG with the parameters
specified in Table 2.3 along with 500 fs of injected jitter (JINJ.).
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The extraction algorithms used are:
• Linear extraction algorithm represented by Equation 4.1;
• A template fit based on least-mean-square (LSQ) approximation [59];
• A monotone piecewise cubic interpolation technique [60] with the use of two MATLAB R©
functions: spline [61] and phcip [62].
Figure 4.13 shows the interpolated transition time resolution as a function of the number of
samples for a sine wave signal. In case of the LSQ algorithm, the number of samples effects the
timing performance considerably. That is, the timing ambiguity caused by jitter and apparent
phase rotations is averaged out by the increasing number of samples. The other algorithms are
not affected by the number of samples since they are all defined piece by piece, hence the term
piecewise interpolation. However, they do provide different results for both modes of operation,
suggesting a dependence on the SIF FOM.
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Figure 4.13: Timing resolution as a function of number of samples by using different extraction
algorithms for both, synchronous and asynchronous cases.
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Figure 4.14 shows the extracted timing resolution as a function of the SIF for a sine waveform
with 40 samples for four extraction algorithms. In the case of the LSQ algorithm, the effect of the
SIF is negligible on the corresponding timing resolution. The linear extraction algorithm shows
the already discussed parabolic dependence on the SIF. The piecewise approximation algorithms
show an asymmetric dependence on the SIF, which is caused by the slope transition from concave
to convex at the threshold. That is, the cubic approximation uses polynomials, which have convex
slopes, thus providing a better fit on convex slopes.
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Figure 4.14: Timing resolution as a function of the SIF by using different extraction algorithms
(synchronous mode) on a sine waveform.
Figures 4.15a and 4.15b show the extracted timing resolution as a function of the SIF for a
square and a Gaussian pulse respectively. In this two cases, the LSQ algorithm is not considered.
The spline fit shows a very small dependence on the SIF for the square pulse waveform, while in
the Gaussian pulse case, the dependence follows a quasisymmetric parabola. Conversely, the phcip
fit exhibits a quasisymmetric parabolic SIF dependence for both cases.
As expected, the LSQ algorithm has proven to be superior in both modes of operation. The other
three algorithms show similar performances in the synchronous mode of operation. Furthermore,
if the SIF is close to zero, the linear fit seems to be the best choice. In the asynchronous mode of
operation, the spline fit shows the best performance.
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Figure 4.15: (a) Timing resolution as a function of the SIF by using different extraction algorithms
(synchronous mode) on a square pulse waveform. (b) Timing resolution as a function of the SIF
by using different extraction algorithms (synchronous mode) on a Gaussian pulse waveform.
4.4.6 Summary of Simulation Results
Simulation results indicate that there are four main sources of error with the associated mechanisms
that significantly impact the timing resolution at the femtosecond scale. The list below summarizes
these four main sources of error:
• Choice of extraction algorithm;
• Jitter;
• Noise;
• Distortion.
The first item on the list is an effect that is purely software-dependent. As shown in 4.4.5, using
a curve-fitting algorithm with a LSQ approximation technique for minimizing the error can yield
significantly better results.
From the hardware perspective, jitter, noise, and distortion are the main sources of error that
degrade the timing performance through various mechanisms. These mechanisms are summarized
below:
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• AM-to-PM conversion;
• Quantization;
• Random time-varying phase difference between the signal and the sampling time bases in the
asynchronous mode of operation;
• Apparent periodic rotation of the phase in time between the signal and the sampling time
bases due to the fractional relationship of the signal frequency (fSIG.) and sampling speed.
The dominant mechanism that converts amplitude noise into phase noise is the AM-to-PM
conversion. In time domain it manifests as jitter. Quantization gives rise to distortion, which can
be quantified by the total harmonic distortion (THD) FOM. Depending on the operating mode,
the other two mechanisms can also have a significant impact on the σtINT. . Both are quantified by
the SIF FOM.
4.5 Test Bench Measurements
4.5.1 Test Bench Setup
In order to verify the validity of the SWG, a test bench was set up as described below.
Unfortunately, only a sine wave signal from a high-performance RF generator had the necessary
low jitter to perform these tests. The timing resolution was tested so that the period TPERIOD of
the signal was extracted using the linear fit as defined in Equation 4.1, where the standard deviation
of the cycle to cycle period is taken as the resolution of the extracted signal period (σTPERIOD) in
a given acquisition window. Figure 4.16 shows how the period and the corresponding SIF are
extracted. In this case, the period is defined by two interpolated zero-crossings on positive slopes.
When crossing the zero point, the sine waveform has the most linear-like response and, at the
same time, the signal rate of change is the highest, thus limiting the AM-to-PM conversion, leading
to better timing results. Two consecutive periods are defined by three points, thus using only
one value of the SIF is insufficient. For this reason, the mean of all SIF values (µSIF ) within an
acquisition window is used for plotting the results.
Three oscilloscopes (OSCs) and one ADC have been used to provide data acquisition (DAQ).
Figure 4.17 shows the block diagram of the test bench setup.
Equipment used in the test is summarized in Table 4.2.
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Figure 4.16: Signal period extraction in time domain with the corresponding SIF.
Table 4.2: Test bench equipment.
Equipment Unit description
RF generator Agilent E4428C [63]
Splitter Mini-circuit ZFSC-2-2500
ADC Ti EVMADC12J4000 [64]
Oscilloscope 1 (OSC1) LeCroy SDA13000 [65]
Oscilloscope 2 (OSC2) Tektronix TDS6804B [66]
Oscilloscope 3 (OSC3) Agilent MSO8104A [67]
Computer Dell XPS 8700
RF Cables Mini-circuit 1021 141-6SM+
Performance parameters BW , fSAMP., JADDED, ∆u, and NBITS are summarized in Table 4.3.
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Figure 4.17: Test bench setup block diagram (asynchronous mode).
Table 4.3: Test bench equipment performance parameters.
Equipment BW fSAMP. JADDED ∆u NBITS
Agilent E4428C [63] ≤ 6 GHz NA ≈ 74 fs NA NA
Ti EVMADC12J4000 [64] (0.4− 3) GHz ≤ 4 GS/s ≈ 485 fs 0.33 mVRMS 12
LeCroy SDA13000 [65] DC − 13 GHz 40 GS/s 2.5 ps Trigger 0.64 mVRMS 8
Tektronix TDS6804B [66] DC − 8 GHz 20 GS/s 1.5 ps Trigger 0.61 mVRMS 8
Tektronix MSO8104A [67] DC − 1 GHz 4 GS/s 5 ps Period 0.50 mVRMS 8
4.5.2 Measurement Results
Two sets of measurements were conducted. In the first set only oscilloscopes were used as the DAQ
devices with the vertical resolution limited to eight bits and an unknown inner structure. The
added jitter information was retrieved from their respective data sheets, while the baseband noise
floors were measured for the individual oscilloscopes at the properly terminated (50 Ω) inputs.
The second set of measurements was performed using a Texas Instruments ADC12J4000 ADC
[68]. The ADC comes on an evaluation board along with all of the necessary documentation
(schematic and board layout files), thus providing a good estimate of the added jitter. Furthermore,
the evaluation board has an easy-to-use graphical user interface (GUI), which allows for an easy
reconfiguration of the ADC and the semi-automation of the tests at the same time.
In all cases only raw sampled data with no interpolation or filtering was considered. The analysis
was done oﬄine using MATLAB R© software.
Oscilloscope Measurement Results
Table 4.4 shows the oscilloscope measurements results along with the corresponding simulated
results from the SWG configured using the data in Table 4.3.
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Table 4.4: Summary and comparison of oscilloscope measurements and SWG simulations results.
DAQ fSIG. Measured σTPERIOD Simulated σTPERIOD
OSC1 3 GHz 1.78 ps 2.96 ps
OSC1 6 GHz 2.28 ps 3.03 ps
OSC2 3 GHz 1.38 ps 1.42 ps
OSC2 4 GHz 1.68 ps 1.58 ps
OSC3* 400 MHz 5.68 ps 5.86 ps
OSC3* 500 MHz 4.27 ps 5.75 ps
* Signal amplitude equal to 0.475 V pp.
Figure 4.18a shows a comparison between the OSC1 test and the corresponding simulation data
in terms of the σTPERIOD as a function of µSIF . There are two things to note:
1. The analysis on the simulated data reports a worse period resolution than the one reported
for the OSC1 data;
2. The spread of the data points nonuniform across the µSIF space, which suggests a non uniform
phase distribution.
Figure 4.18b shows a comparison of the measured and simulated data in terms of the distribu-
tions of σTPERIOD , µSIF , and σSIF . The µSIF distributions are almost identical, while the σTPERIOD
distributions indicate that the σTPERIOD of the OSC1 data exhibits a narrower, but still normal
distribution. By matching the SWG to the OSC1 data and comparing the results with the mea-
surements at fSIG. = 3 GHz and fSIG. = 6 GHz, it has been determined that the reported jitter
in the OSC1 data sheet was inaccurate. We believe the actual added jitter to be approximately
1.9 ps.
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Figure 4.18: (a) Comparison between the OSC1 test data and the corresponding simulation in
terms of the extracted signal period resolution as a function of µSIF . (b) Distributions of the
extracted signal period resolution (left), µSIF (center), and σSIF (right) for the OSC1 test and the
corresponding simulation with fSIG. = 6 GHz.
Figure 4.19 shows a uniform distribution of the SIF. However, by observing the µSIF and
σSIF distributions in Figure 4.18b, we notice that each µSIF value has a relatively large standard
deviation. Figure 4.20 shows time domain plots of the measured data at fSIG. = 6 GHz and a
simulation (with correct jitter input) at fSIG. = 5.143 GHz. We notice that there is an apparent
rotation of the phase at fSIG. = 6 GHz, but not at fSIG. = 5.143 GHz. As shown in the section
4.4.4, this is the consequence of the fractional relation between the (fSAMP.) and the (fSIG.). In the
case of fSIG. = 6 GHz, this ratio is 6.667. In contrast, at fSIG. = 5.143 GHz this ratio is 7, thus
there is no apparent rotation of the phase. Due to this effect, the SIF values change considerably
within one acquisition window, however all SIF values within the sampling interval have the same
probability. Therefore, a statistical observation of the SIF values within this acquisition window
yields a µSIF that is closer to the set threshold and a large σSIF . This explains their respective
distributions seen in Figure 4.18b.
In the light of this, we conclude that σTPERIOD is dominated by the added jitter, while the µSIF
spread is dominated by the apparent rotation of the phase due to the fractional ratio between the
sampling speed and the signal frequency at fSIG. = 6 GHz and fSIG. = 3 GHz.
The OSC2 measurements and the corresponding simulation data match with good agreement.
The OSC3 measurements show good agreement with the simulation data at fSIG. = 400 MHz,
but not at fSIG = 500 MHz. Figure 4.21 shows the comparison between the OSC3 data and the
corresponding simulation in terms of (σTPERIOD) as a function of µSIF . At first, it would seem that
that the injected jitter is high, but tests and simulations with fSIG. = 400 MHz do not support
such a conclusion. Therefore, further investigation is required.
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Figure 4.19: Comparison between the OSC1 test data and the corresponding simulation in terms
of the extracted signal period resolution as a function of SIF.
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Figure 4.20: Sampled signal waveform in time domain at signal frequencies of 5.7143 GHz
(fSAMP./fSIG. = 7) and 6 GHz (fSAMP./fSIG. = 6.667).
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Figure 4.21: Comparison between the OSC3 test data and the corresponding simulation in terms
of the extracted signal period resolution as a function of µSIF .
Also, it is worth noting that the µSIF spread is uniform, which is expected since (fSAMP./fSIG. =
8), thus no apparent rotation of the phase is present.
ADC Measurement Results (Asynchronous Mode)
Figure 4.22a shows the comparison between ADC measurements results and the corresponding
simulation in terms of σTPERIOD as a function of µSIF at a sampling speed of 4 GS/s with an input
signal frequency of 500 MHz. The measured and the simulated results show very good agreement.
With the ability to change the ADC sampling speed, a parameter sweep has been performed
in terms of σTPERIOD as a function of available values of fSAMP. and (fSIG.). Figure 4.22b shows
the results. The patterns of low resolution spots, as seen in Figure 4.11, can be identified in the
measured data, thus confirming the predictions from the simulation.
Figures 4.23a and 4.23b show the σTPERIOD as a function of the µSIF at different sampling
speeds and signal frequencies, respectively.
As expected, the µSIF spread is lower at fractional values of the fSAMP./fSIG. ratio. The
σTPERIOD is dominated by this effect due to low added jitter. Consequently, the µSIF is non-
uniform and the σTPERIOD is large, even though the µSIF per acquisition window is small. As
noted before, the SIF standard deviation σSIF per acquisition window is large for these datasets.
Therefore, to better visualize this effect, the RSD or coefficient of variation (CV) [69] of the SIF
parameter (RSDSIF.) can be used. The RSD is defined as the ratio of the standard deviation
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Figure 4.22: (a) Comparison between ADC test data and the corresponding simulation in terms of
the extracted signal period resolution as a function of µSIF . (b) Extracted signal period resolution
from the ADC data as a function of fSAMP. and fSIG..
divided by the mean. In other words, it shows how large the spread is in comparison to the mean
of a dataset. Equation 4.8 defines the RSD.
RSDSIF =
σSIF
µSIF
[%] (4.8)
Figures 4.24a and 4.24b show the σTPERIOD as a function of RSDSIF for the measured ADC
data. In the optimal combination of the sampling speed (4 GS/s), signal frequency (1 GHz), and
SIF/RSD (5.75%/4.34%), a σTPERIOD of approximately 454 fs has been measured. It has to be
noted that fSIG = 1 GHz violates the postulated BWlimit introduced with Equation 4.7 for pulse
waveforms. Signals with a sine-like waveforms have non-linear smooth edges and thus do not suffer
the abrupt changes in the signal slope like the pulse-type signals. However, considering the BWlimit
for fSAMP. = 4 GS/s, the lowest measured σTPERIOD was 505 fs at fSIG = 800 MHz.
While the RSD might be good for visualization of the data in terms of the SIF parameter, it
offers very little prediction. In fact, we can see from Figures 4.24a and 4.24b that there is no trend
line in terms of signal frequency. However, if we plot σTPERIOD as a function of the fSAMP./fSIG.
ratio as shown in Figure 4.25, the signal period resolution is very good at integer values of this
ratio. In addition, the peaks of the σTPERIOD worsen considerably towards higher values of the
signal frequency, which is a consequence of the non-linear edge of the sampled signal.
While the RSD might be good for data visualization in terms of the SIF parameter, it offers
very little prediction in terms of expected timing resolution as a function of the signal frequency. In
fact, we can see from Figures 4.24a and 4.24b that there is no trend line in terms of signal frequency.
However, if we plot σTPERIOD as a function of the fSAMP./fSIG. ratio as shown in Figure 4.25, the
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Figure 4.23: (a) Extracted signal period resolution σTPERIOD from the ADC data as a function of
µSIF for available ADC sampling speeds at a signal frequency of 500 MHz. (b) Extracted signal
period resolution σTPERIOD from the ADC data as a function of µSIF for signal frequencies ranging
from 400 MHz to 1 GHz at the ADC sampling speed of 4 GS/s.
signal-period resolution is very good at integer values of this ratio. In addition, the peaks of the
σTPERIOD worsen considerably towards higher values of the signal frequency, which is a consequence
of the non-linear edge of the sampled signal.
We can thus conclude that in the ADC measurements, the extracted period resolution is domi-
nated by the apparent rotation of the phase due to the fractional relationship of the sampling speed
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Figure 4.24: (a) Extracted signal period resolution from the ADC data as a function of RSDSIF
for the available ADC sampling speeds at the signal frequency of 500 MHz. (b) Measured (colored
points) and simulated (black points) signal period resolution as a function of RSDSIF for signal
frequencies ranging from 400 MHz to 1 GHz at an ADC sampling speed of 4 GS/s.
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Figure 4.25: Measured and simulated signal period resolution as a function of the fSAMP./fSIG.
ratio for signal frequencies ranging from 400 MHz to 1 GHz at an ADC sampling speed of 4 GS/s.
and signal frequency as well as the non-linearity of the signal edge.
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ADC Measurement Results (Synchronous Mode)
Creating a perfectly synchronous signal with the sampling time base was achieved by modifying
the ADC evaluation board by splitting the sampling clock. One part was driving the ADC itself,
while the other was taken off-board to a custom PCB board, which was designed to divide the
sampling frequency by eight, filter, and amplify the signal. This signal was then measured by the
ADC. Figure 4.26 shows the used setup. Phase changes were introduced by different lengths of the
cable connecting to the ADC. Figure 4.27 shows the results of the measurements along with the
corresponding SWG data. Very good agreement is observed.
Figure 4.26: Test bench setup block diagram (synchronous mode).
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Figure 4.27: Measured and simulated σTPERIOD as a function of µSIF for the synchronous mode of
operation.
As expected, working in the synchronous mode and having the µSIF very close to zero gives
the best results. In fact, the best measured σTPERIOD was 468 fs.
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4.6 Alternative Waveform Shapes
The noise in the system is dominated by the thermal noise, which has a normal distribution in
time domain and a uniform distribution over the frequency spectrum. Thus, a narrower frequency
spectrum in terms of the analog bandwidth would mean lower integrated noise. Gaussian pulses
have the spectrum components all the way to the DC. However, the second derivative of the
Gaussian pulse, also known as the Mexican hat or the Ricker wavelet, does not [70]. Figure 4.28a
shows a time domain representation of a Ricker wavelet with the needed rise time (tR) of 120 ps.
Figure 4.28a shows the frequency spectrum of this particular waveform.
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Figure 4.28: (a) Time domain plot of a Ricker wavelet with a rise time of 120 ps and an approximate
duration of 1.1 ns. (b) Single sideband spectrum of the Ricker wavelet with the maxima and 3 dB
points displayed.
The frequency span of this pulse ranges between 0.8 GHz and 1.75 GHz, thus requiring an
analog bandwidth of approximately 950 MHz. The integrated thermal noise floor in this bandwidth
is approximately 39 µV @Z = 50 Ω, T = 300 K, while the integrated thermal noise floor for
BW = 3 GHz is approximately 69 µV @Z = 50 Ω, T = 300 K. Thus the noise is reduced by a
factor of ≈ 1.8. Furthermore, the analog bandwidth requirement is considerably loosened.
However, with a pulse duration of approximately 1.1 ns the current transmission line does not
have sufficient length to hold two such pulses as it is required for the TVD specification.
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4.7 Summary
The results of this study clearly show that noise, jitter, and distortion are the dominant sources of
error, which was somewhat expected. However, the coupling mechanisms by which these sources
of error impact the timing resolution on the femtosecond level were not obvious and/or quantified
before. In light of this, crucial knowledge and insight has been obtained for the development of
fast, wideband RF systems that can achieve femtosecond timing resolution. Some of the gained
insights are summarized below:
• Limited vertical resolution affects the sampled data in the form of distortion. Its effect gets
masked by the noise present in the systems at higher numbers of bits. In our case, increasing
the number of bits beyond ten does not lead to significant improvement.
• Jitter couples directly into the sampled data. The most effective way of decreasing its effect
is by implementing a very low jitter clock buffering and distribution circuit (added jitter no
more than 40 fs) as well as by using a clean clock source (source jitter no more than 20 fs).
• The amplitude noise of the system is a greater contributor to the over-all timing resolution
than the sampling speed and/or analog bandwidth. A reduction in the bandwidth would lead
to lower integrated noise. New signal shapes with narrower frequency spectra, such as the
Richer wavelet (Mexican hat wavelet) are being investigated.
• The ability to adjust the sampling speed according to the known input signal bandwidth and
the signal frequency can greatly improve the timing resolution, provided that we have:
– advanced knowledge of the signal waveform,
– well controlled signal sources.
• If synchronous operation is possible, a favorable and fixed phase offset can be achieved in
parallel with a favorable fSAMP./BW ratio, thus providing the optimal operating point for
the measurements.
• The choice of the extraction algorithm greatly affects the timing resolution. An algorithm
based on a linear fit will produce good results only on a linear edge, which is hard to achieve in
practice. Therefore, a curve-fitting algorithm can considerably improve the extracted timing
resolution. However, this comes at the expense of greater processing power and higher data
rates.
.
Furthermore, good agreement between the simulated and the measured results supports the
validity of the SWG. This simulation tool thus provides a platform to test different algorithms
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coupled with various hardware settings where limiting cases and underlying mechanisms can be
easily explored without some of the complications of a real test bench. In addition, real-life tests
can be limited to setups that show promising results in simulations, thus considerably lowering the
R&D costs.
From the presented analysis of the simulation results, we can conclude that the estimations
provided by Equation 2.8 are not sufficiently reliable at the femtosecond timing resolution level.
Therefore, using the SWG has been essential in estimating the hardware response and determining
the RFpix specifications.
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CHAPTER 5
RFPIX PROTOTYPE DESIGN
The first prototype of the TVD readout ASIC is called the RFpix1. This chapter is centered on
the development of RFpix1 analog front-end. The architecture and the specifications are presented
first and followed by an in-depth discussion on individual sub-circuits that make up the RFpix1
analog front-end. All presented simulation results include layout parasitics.
5.1 RFpix1 Specifications and Architecture
The RFpix1 prototype is being designed specifically to reach the primary goal of the target extracted
timing resolution of 100 fs or less. All of the other requirements like the form factor, data rate and
power consumption have been reduced in priority. However, it is worth noting that even though
these requirements do not represent the main drive for the design of the prototype, they were still
taken into account where possible.
The RFpix1 differs from the final detector version, as listed below:
1. The RFpix1 has only eight out of 126 channels;
2. The readout logic is simplified to the point of not containing the sampling discrimination
logic used to reduce the data throughput;
3. The die is to be wire bonded and enclosed in a regular surface mount leaded flat package, while
the detector version is to be bonded directly to the VDS substrate using flip-chip technology;
4. Due to the packaging, the input channel is buffered to achieve the desired analog bandwidth.
Consequently, the prototype power consumption is expected to be higher than the final ver-
sion.
Table 5.1 summarizes the RFpix1 design specifications, while Figure 5.1 shows the simplified
functional block schematic of the RFpix1.
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Figure 5.1: Simplified functional block schematic of the RFpix1.
Table 5.1: Baseline RFpix1 design specifications.
Parameter Value
Sampling period 50 ps @20 GS/s
Analog bandwidth ≈ 3 GHz
Input referred noise ≤ 0.5 mVRMS
Added jitter per channel ≈ 40 fs
Number of bits 12
ENOB ≥ 10
Number of channels 8
Power consumption per channel TBD
Data rate per chip 285 Mbits/s or 8.88 Mbits/s per channel
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The prototype is being designed in a 130 nm CMOS technology node. The three main reasons
for this choice are:
1. Very good performance in terms of radiation hardness has been proven [47] for this technology
node;
2. Best tradoff between power consumtion, jitter, size, and cost [71];
3. Technology nodes with smaller feature sizes experience a shrink in the dynamic range below
the minimum required range (1 V pp).
As mentioned in chapter two, the RFpix architecture can be subdivided into four sections:
• Sample & Hold;
• Analog Storage and Digitization;
• Data Transfer;
• Timing & Control.
A channel is composed of two blocks with 64 sampling cells each. That is, 128 sampling cells in
total. The SCA cell follows a differential topology and it is specifically designed for low distortion
and high tracking bandwidth. The differential configuration of the SCA also helps in terms of
crosstalk mitigation and reduction of noise coupling. At the same time, it turns the amplitude
dependent voltage error due to charge injection into a virtual gain of the sampling cell. The
sampling cell is composed of a differential switch followed by a sampling capacitor and a buffer.
The individual sampling cell switches represent a capacitive load to the input transmission line.
This load in conjunction with the series inductance of the wire bonds forms an LC filter circuit. To
maximize the input analog bandwidth, the load capacitance needs to be minimized, which entails
smaller transistors. However, smaller transistors have higher track-mode resistance, thus lowering
the sampling cell tracking bandwidth. To separate this two mutually exclusive requirements, every
RFpix1 channel has an input unity gain buffer that isolates the input pad from the sampling array.
This way higher capacitive loads become sustainable, thus providing a degree of freedom for the
sampling cell design.
The sampling array is driven by strobe signals that are generated by a fully differential two-level
delay-locked loop (TLDLL). A multilevel topology has been chosen in order to decrease the added
jitter of the TLDLL. The TLDLL outputs 64 strobe signals along with a block select signal. The
block select signal ensures that only one of the SCA blocks is sampling at the time, while the other
one is transferring the sampled voltage to an analog storage array.
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The analog storage array follows a single-ended topology and it is composed of 2048 (32× 64)
storage cells. Each SCA block is linked to its own storage array block for a total buffer depth of
32 storage cells per channel. The storage array is followed by a single-slope or Wilkinson ADC.
The single-slope ADC is designed as a distributed circuit. The comparators are integrated into
the storage array, while the ramp for comparator triggering is sourced from a single ramp generator,
which is composed of an input/output rail-to-rail operational amplifier (op-amp) configured as an
integrator. That is, a DAC is used to create a voltage difference between the op-amp inputs.
This voltage difference is then integrated in time creating a linear ramp. The speed and the slope
polarity depend on the magnitude and polarity of the voltage difference, making the ramp is highly
adjustable from 0.5 µs to 2 µs. The digitizing logic triggers the ramp generation at the same time
as it triggers a 12-bit counter. The counter outputs are fed into 64 registers (one for each storage
cell within the window). These registers are latched by the storage cell comparators, thus retaining
the counter value and producing the 12-bit word representing the sampled values. The maximum
speed of each distributed ADC part is 2 MS/s. Since they running in parallel, the maximum
ADC speed of each channel is 128 MS/s. Every channel has a dedicated ADC, thus making them
independent from each other.
At the end of each digitization cycle, the contents of the ADC latches are shifted to an output
buffer and is transmitted off-chip by a dedicated LVDS driver. There are two LVDS drivers per
channel. One transmits the clock, while the other transmits the data. With a 12-bit ADC, buffer
depth of 5 µs, and the system trigger of 30 kHz, the overall data throughput is estimated to be
around 2 Mbits/s/channel. The data is expected to be received by and external FPGA.
The prototype chip is to be controlled by a series of shift registers and digital-to-analog con-
verters, which form the control portion of the Timing & Control section of the ASIC. This circuits
are expected to be programmed by an FPGA through a serial peripheral interface (SPI).
In the following sections, we will be focusing on the RFpix1 analog front-end. More specifically,
the switched capacitor array, the delay-locked loop, the storage array, and the corresponding sub-
circuits.
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5.2 Switched Capacitor Array
Each SCA cell is composed of two sampling cells denoted as A and B, thus forming the two sampling
blocks and a differential clock driver that ensures proper alignment of the sampling strobes and
proper switching between the two sampling blocks.
To improve upon the results presented in chapter three and meet the RFpix1 requirements, a
new sampling cell architecture is required. The chosen differential topology decreases the effective
coupling of the jitter from the TLDLL, provides crosstalk immunity (decreased common-mode noise
coupling), and decreases the required single-ended input dynamic range from 1 VPP to 0.5 VPP .
5.2.1 Sampling Cell, First Stage (Sampling Switches and Sampling Capacitor)
The sampling cell architecture is shown in Figure 5.2a. The structure follows a differential topology
with the two switches denoted as P and N respectively. These switches are composed of two com-
plementary CMOS transistors. The switches provide an electrical pathway from the transmission
line to the sampling capacitor and the sampling cell buffer.
The overall track-mode switch resistance along with the on-state resistances of the individual
transistors and the associated tracking bandwidth are shown in Figure 5.2b.
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Figure 5.2: (a) Simplified RFpix1 sampling cell schematic showing the differential input structure
with the input switch, sampling capacitor, the differential clock buffer, and the sampling cell buffer,
which is an indirect current-feedback instrumentation amplifier. (b) RFpix1 sampling cell track-
mode switch resistance and tracking bandwidth as functions of input VDC .
The direct comparison between the PSEC4 and RFpix1 sampling cells in terms of track mode
resistance and tracking bandwidth is shown in Figures 5.3a and 5.3b respectively.
Using low-threshold voltage transistor for implementing the RFpix1 switch, the track-mode
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Figure 5.3: (a) Comparison between the RFpix1 and the PSEC4 sampling cell track-mode switch
resistances as functions of input VDC . (b) Comparison between the RFpix1 and the PSEC4 sampling
cell tracking bandwidths as functions of input VDC .
resistance variance has been lowered considerably (σ ≈ 69 Ω) in comparison with PSEC4 switch
track-mode resistance variance (σ ≈ 615 Ω). In addition, the lowest tracking bandwidth is approxi-
mately 3.56 GHz, leading to a significant improvement of the signal response. Figure 5.4a shows the
THD at VDC ≈ 600 mV for input signal frequencies of 1.5 GHz, 2 GHz, and 3 GHz respectively.
The differential topology of the SCC provides with a significant reduction in distortion.
Simulations of the load capacitance towards the transmission line are shown in Figure 5.4b.
The load capacitance of the sampling cell in hold mode is approximately 11 fF , while the total
load capacitance seen at the input of the sampling cell in track mode varies from as low as 47 fF
to as high as 57 fF . The extrapolated sampling cell capacitance is around 34 fF .
The noise of the sampling cell needs to be considered for the track and hold mode separately:
1. Track mode noise: In track mode, the noise is dominated by the thermal noise of the
on-state switch resistance integrated over the tracking bandwidth. The sampling cell output
referred single sideband noise spectrum is shown in 5.5a. The in-band single-ended voltage
noise density (en) is approximately 2.5 nV/
√
(Hz). Consequently, the integrated noise floor
is approximately 232 µV .
2. Hold mode noise: In hold mode, the noise is dominated by the thermal excitation of the
charge electrons on the sampling capacitor also called the kTC noise and is independent of
the bandwidth [48]. The kTC noise is calculated by using Equation 5.1,
∆u =
√
kBT
C
(5.1)
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Figure 5.4: (a) RFpix1 sampling cell THD curves as functions of signal amplitude at different input
signal frequencies. (b) Input and sampling cell capacitances in track and hold mode as functions
of input DC voltage.
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Figure 5.5: (a) Track mode single sideband (SSB) noise spectrum of the sampling cell. (b) Sampling
cell integrated noise floor as a function of sampling capacitance.
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where kB is the Boltzmann constant and T is the temperature in Kelvin. Figure 5.5a shows
the noise floor of the sampling cell in hold mode a function of capacitance. In our case,
considering a sampling cell capacitance of 34 fF , the kTC noise of the sampling cell hold-
mode is approximately 349 µVRMS .
5.2.2 Sampling Cell, Second Stage (Sampling Cell Buffer)
When both switches close simultaneously, the sampling capacitor retains the differential voltage
between its two terminals. In order to transfer this voltage without disturbing the charge and
consequently the voltage on the sampling capacitor, a buffer with high impedance inputs is needed.
Furthermore, the buffer amplifier has to convert the sampling cell differential voltage into a pro-
portional single-ended voltage that can be stored in the analog storage array.
Figure 5.6: Instrumentation amplifier realization
with three op-amps.
Instrumentation amplifiers provide high
impedance inputs and at the same time offer
differential to single-ended conversion. A typ-
ical instrumentation amplifier configuration is
the classic three op-amp configuration as shown
in Figure 5.6. The two input op-amps (on the
left) are configured in a non-inverting config-
uration, while the output op-amp is in a dif-
ference configuration (on the right). Op-amps
do not have accurate open-loop gains. For
this reason, the three op-amps instrumentation
amplifier needs feedback resistors. The gain
of the circuit is defined by the bridge resistor
(Rgain). These feedback resistors are cross-
ing the current-source isolation barrier and thus
lowering the value of the common mode rejection ratio (CMRR). In addition, the two input am-
plifiers see two different loads when driving the output op-amp. This leads to asymmetries in
the overall amplifier response. Compensating these asymmetries entails the usage of either strong
output drivers or high resistance in the feedback. Strong output drivers lead to higher power con-
sumption while high resistor values lead to higher thermal noise. To satisfy the low power and
low noise requirements of the sampling buffer a different instrumentation amplifier topology has to
be adopted. In our case, an indirect current-feedback topology has beed adopted and modified to
adhere to the sampling buffer requirements [72].
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Indirect Current-Feedback Instrumentation Amplifier
A standard indirect current-feedback instrumentation amplifier topology is shown in Figure 5.7.
Such a topology was first used to implement a method for frequency compensation and later to
implement an instrumentation amplifier. The principle of operation is based on two groups of equal
currents, where I1 to I4 form one group and currents I5 and I6 form the other group. The loop
amplifier A1 forces the differential collector current from Q1 and Q2 into Q3 and Q4 by driving
the required voltage Vfb at the inputs of Q3 and Q4. Another way of looking at this circuit is
that the feedback transconductance amplifier, implemented with Q3, Q4, and R2, together with
the loop amplifier A1, form a two-stage operational amplifier. A replica transconductance amplifier
implemented with Q1, Q2, and R1 is added to this operational amplifier and is used as a new input
stage to implement the indirect current-feedback [7].
Figure 5.7: Schematic showing an indirect current-feedback instrumentation amplifier. The ampli-
fier is implemented using bipolar transistors, but the same principle applies to a CMOS variant [7].
Sampling Cell Buffer
The sampling cell buffer requires a flat gain response over an output dynamic range of 1 VPP . The
differential to single-ended conversion provides with an effective signal gain of 2 V/V . At the same
time, the supply rail in this technology is 1.2 V , thus making the output dynamic range almost rail-
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to-rail. Figure 5.8 shows the transistor level schematic of the sampling cell buffer. The principle
of operation of the shown topology is still that of an indirect current-feedback instrumentation
amplifier, however, the transistor level realization is somewhat different:
• The differential pairs are designed with a single current source, which leads to lower current
consumption.
• The left side of the circuit is composed of two sections: the input and the feedback sections.
Both sections are composed of complementary N-type and P-type differential pairs respec-
tively. However, only the feedback section requires the implementation of the complementary
differential pairs. That is, the feedback section is directly driven by the output, thus needing
to operate over the full output dynamic range of 1 VPP . Conversely, the input section is
driven differentialy and only needs to operate over a voltage input dynamic range of 0.5 VPP .
However, to maintain symmetry and thus linearity the input section has also been realized
with complementary differential pairs.
• The middle section of the circuit is the cascode stage. The cascode stage has several functions:
merging the currents from the N-type and the P-type differential pairs form both the input
and feedback sections, increasing the amplifier open-loop gain, providing the necessary voltage
offset between the output transistors in order to drive them in the AB regime.
• The output stage is composed of an inverter circuit, which is driven in the AB regime. The
benefit of this configuration is the ability to provide high current drive during transients, while
maintaining a low quiescent current in steady-state. The drawback is the large variation of
the transconductance of the output dynamic range, thus compromising the amplifier stability.
• To stabilize the overall transient response of the amplifier a feedback capacitance has been
introduced in the form of a NMOS transistor. The transistor gate is connected to the output,
while the source and drain are connected to the drive signal of M22.
The DC response of the sampling cell buffer is shown in Figure 5.9a. The linearity over the
dynamic range varies considerably. However, the area of most interest in terms of timing extraction
is at the center, where the deviation is around ±5 mV . Figure 5.9b shows the transient response of
the amplifier. Due to the AB class operation, the transient response experiences a fast rising edge
and then a slow settling time. In order to achieve reasonable settling times over most of the dynamic
range, high small signal bandwidth is needed. Figure 5.10a shows the small signal bandwidth of
the sampling cell buffer over the dynamic range. The bandwidth is the highest (≈ 3.9 GHz) at the
center of the dynamic range, where both the N-type and P-type differential pairs have the highest
transconductances. In addition, the closed loop gain shows a resonance peak, which contributes to
the high bandwidth. The closed loop gain and phase responses at the input DC voltage of 600 mV
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Figure 5.8: Transistor level schematic of the sampling cell buffer.
are shown in Figure 5.10b. The phase margin is very small, which explains the small ringing seen
in the transient response. However, upon inspection of the poles of the transfer function for two
input DC offsets, we notice that all of the poles lay in the left half-plane of the pole diagram, thus
confirming the stability of the amplifier. The poles at two different DC offsets are shown in Figure
5.11a. The large imaginary component of the conjugate pair close to the imaginary axis explains
the ringing in the transient response at the center of the dynamic range. This non-linearities give
rise to distortion.
The total harmonic distortion as a function of input signal amplitude is shown in Figure 5.11b.
The noise spectrum of the amplifier is shown in Figure 5.12a. The 1/f cutoff is around 10 kHz,
while the noise floor is dominated by white noise with an rms value of approximately 8.7 nV/
√
Hz.
Due to the large bandwidth, the integrated noise floor is approximately 1 mVRMS . This noise level
is somewhat high for our application. However, the common mode rejection ratio is good enough
to diminish the impact of the signal noise, thus providing some room for error. That is, the signal
scales with a gain of two while the noise scales with a gain of
√
2. The CMRR is shown in Figure
5.12b.
The overall power consumption is difficult to estimate because it varies with the event rate
due to significant differences between the quiescent current draw and the transient current draw.
Figures 5.13a and 5.13b respectively show the quiescent current draw as a function of input DC
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Figure 5.9: (a) Sampling cell buffer DC response at three different temperatures. (b) Sampling cell
buffer transient response.
voltage and the transient current for three different output amplitude swings. The average current
draw can be estimated by considering that the average channel occupancy is 0.57 %, thus the
average time between hits is 351 ns. Consequently, most of the time the amplifier has a zero input
voltage and the average current draw is approximately 272 µA. Considering 128 such buffers in
a single channel, the average current draw of this buffers amounts to approximately 34.8 mA per
channel. The power added efficiency during the maximum output voltage swing is approximately
77.8 %.
The layout of the sampling cell buffer is shown in Figure 5.14, with a size of 17.395 µm ×
14.85 µm.
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Figure 5.10: (a) Sampling cell buffer small signal bandwidth as a function of input DC voltage. (b)
Sampling cell buffer gain and phase at an input DC voltage of 600 mV .
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Figure 5.11: (a) Pole diagram of the sampling cell buffer for two input DC offsets. (b) Sampling
cell buffer total harmonic distortion as a function of input signal amplitude.
93
100 102 104 106 108 1010
0
1000
2000
3000
4000
5000
6000
(a)
350 400 450 500 550 600 650 700 750 800 850
-70
-60
-50
-40
-30
-20
-10
0
(b)
Figure 5.12: (a) Sampling cell buffer noise spectrum. (b) Sampling cell buffer common mode
rejection ratio.
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Figure 5.13: (a) Sampling cell buffer quiescent current draw as a function of input voltage. (b)
Sampling cell buffer transient current draw for three different output voltage amplitude swings.
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Figure 5.14: Sampling cell buffer layout.
5.2.3 Differential Clock Driver
The differential clock driver is composed of two fully differential logic AND gates whose core circuit
is realized with a cross-coupled quad. The advantage of the cross-coupled quad is its ability to
deskew differential signals up to a couple hundred ps. The drawback is the inherent propagation
delay. Figure 5.15 shows the propagation delay of the differential clock driver as a function of
temperature. The added jitter is on the order of a few femtoseconds, thus presenting a negligible
contribution to the total added jitter of the array.
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Figure 5.15: Differential clock driver propagation delay as a function of temperature.
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5.2.4 Summary of the Switched Capacitor Array
The switched capacitor cell simplified schematic is shown in Figure 5.16a. Each sampling cell is
driven by one differential AND gate. The timing diagram of the signals driving the two sampling
cells is shown in Figure 5.16b. The strobe signals of blocks A (QA, nQA) and B (QB, nQB) are
shifted in time by 3.2 ns in respect to each other, thus ensuring that the two sampling blocks are
never concurrently sampling and transferring.
(a)
(b)
Figure 5.16: (a) Simplified schematic of the switched capacitor cell. (b) Timing diagram of the
switched capacitor cell strobe signals.
The layout of the switched capacitor cell is shown in Figure 5.17. The size of the cell is
51.47 µm× 21.13 µm.
Figure 5.18a shows the transient response of the sampling cell. During the switch transition
from track-mode to hold-mode, the charge under the switch transistors’ gates is displaced towards
both sides of the switch. The charge injected towards the transmission line results in a transient
response, which is absorbed by the input channel buffer. Conversely, the charge injected towards
the sampling capacitor adds to the present charge and thus results in a DC voltage offset that is
ultimately amplitude dependent. By considering the original signal amplitude versus the recon-
structed sampled signal amplitude, the amplitude dependent offset voltage turns into a virtual gain
of the sampling cell. Combined with the differential to single-ended conversion, this results in a
virtual gain of the switched capacitor cell of 2.13 V/V . Unfortunately, some gain non-linearity
is still present. Figure 5.18b shows the reconstructed sampled signal amplitude, the input signal
amplitude, a linear fit, and the associated gain non-linearity as functions of the single-ended signal
amplitude. The dominant factor contributing to the overall gain non-linearity is the non-linear
response of the sampling cell buffer.
The overall dimensions of the switched capacitor array are 1310.74 µm×51.47 µm. Furthermore,
the SCA present a capacitve load of approximately 2.1 pF to the input channel buffer.
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Figure 5.17: Switched capacitor cell layout.
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Figure 5.18: (a) Sampled single-ended sampling cell signals with the corresponding reconstructed
signals. (b) Original and reconstructed signals as functions of single-ended input signal amplitude.
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5.3 Analog Storage Array
Analog buffering is used for storing the voltage samples awaiting digitization. Such a scheme has
been chosen for the following reasons:
• Information is stored on a capacitor, thus considerably increasing information density as
opposed to digital storage;
• The analog storage cell does not need refreshing, hence, no power is drawn by a cell in hold
mode.
The drawback of this scheme is the constant degradation of the stored voltage with time.
Each channel has its own analog storage array, which is composed of 2048 storage cells. The
array is arranged in a row-column format containing 32 rows and 64 columns. The 32 rows are
further split into two blocks of 16 rows, each corresponding to one of the SCA blocks. To minimize
the capacitive load, each sampling cell is connected to 16 storage cells in parallel. That is, one
sampling cell is connected to one column of the storage array block as it is shown in Figure 5.19.
Figure 5.19: Storage array functional schematic portraying the row-column format of the storage
cells.
Each storage cell is composed of the following parts:
• input switch;
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Figure 5.20: Storage cell functional schematic.
• charge injection compensation;
• storage capacitor;
• comparator;
• output switch.
5.3.1 Analog Storage Cell
Figure 5.20 shows the functional schematic of the analog storage cell.
The input switch is composed of two complementary CMOS transistors. To maintain a stable
sample voltage for up to 5 µs, the leakage current of the switch needs to be minimized. This is
accomplished by using high-threshold transistors. The current implementation has a worst case
voltage degradation of 143 µV/µs or 714 µV per 5 µs.
The charge injection compensation is achieved by connecting a complementary CMOS switch
in series with the input switch, while at the same time driving it with the opposite phase. That is,
when the input switch is opening, the compensation switch is closing and vice versa. This way the
charge that gets injected towards the storage capacitor gets collected by the compensation switch.
The compensation switch has the drains and sources of the transistors connected together so as to
not attenuate the signal coming through.
The storage capacitor is implemented with transistors as opposed to capacitors provided by the
process. The advantage is a higher capacitance per unit area. The disadvantage is the degraded
linearity. That is, the capacitance changes over the dynamic range. To keep the capacitance
variation as small as possible, two complementary CMOS high-threshold transistors with long
lengths have been used. Both transistors have their gates connected to the input switch, while their
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Figure 5.21: Storage cell ON-state, OFF-state, and storage capacitances as functions of input
voltage at various temperatures.
sources and drains are connected to the supply rails. The NMOS drain and source are connected
to the ground rail, while the PMOS drain and source are connected to the positive rail. Figure 5.21
shows the simulation results for the load and the storage capacitances as functions of the input
voltage at various temperatures. The storage and the ON-state capacitances are sufficiently linear
throughout the entire voltage and temperature ranges. The OFF-state load capacitance of the
switch shows a currently unexplained behavior at high input voltages and temperatures. However,
as long as the operating temperature remains below 60 ◦C, this behavior is acceptable. In summary,
the average input load capacitance in the ON-state ranges from 47 fF to 53 fF , while the input
load capacitance in the OFF-state is approximately 12.7 fF . The extrapolated storage capacitance
ranges from 41 fF to 46 fF .
Figures 5.22a and 5.22b, respectively show the switch ON-state resistance and the storage cell
tracking bandwidth as functions of input voltage at different temperatures. Both, the resistance
and the tracking bandwidth, exhibit considerable variation in terms of the input voltage. However,
the cell has been designed to maintain a minimum bandwidth of 345 MHz at 30 ◦C, thus satisfying
the transfer speed of 312.5 MHz.
With such a high variance of the bandwidth, distortion is expected. Figures 5.23a and 5.23b
respectively show total harmonic distortion as a function of signal amplitude and signal frequency
at different temperatures. The THD as a function of amplitude is the highest at the center of the
dynamic range, where the bandwidth is the lowest. In addition, THD decreases with the increasing
temperature and increases with increasing frequency.
The ON-state input referred noise of the storage cell is approximately 3.2 nV/
√
Hz. For the
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Figure 5.22: (a) Switch ON-state resistance as a function of input voltage at different temperatures.
(b) Storage cell tracking as a function of input voltage at different temperatures.
given bandwidth, the integrated noise floor is approximately 75.6 µV . As in the case of the sampling
cell, the OFF-state noise floor is dominated by the kTC noise. Considering the storage capacitance
of 41 fF , the kTC noise term amounts to 318 µV .
Calculating both, SINAD and ENOB, we found that the noise floor allows for an ENOB of
11.83 bits.
The storage cell comparator is integrated in the storage cell, even though it is a part of the single-
slope ADC. It is primarily designed to have a low form factor, low current, and a flat propagation
delay response over the dynamic range. Its architecture is based on a N-type differential pair with
an output class A source follower, which is in turn followed by a regenerative inverter. The static
current draw of the comparator is approximately 1.3 µA, while the propagation delay through the
dynamic range is fairly flat with an average value of 12.3 ns as shown in Figure 5.24a. The standard
deviation of the propagation delay is on the order of 2.86 ns at the temperature of 30 ◦C. During
digitization, the storage cell comparator serves as trigger for latching a high-speed counter value,
thus providing the digital value in counts of the sampled voltage. The comparator is driven by a
linear voltage ramp.
To keep the effects of quantization error low enough the digitizer requires a minimum of 9.7 bits
[22]. However, in order to allow for some margin for error, it has been decided that a 12 bit vertical
resolution is a good compromise between complexity and performance.
The propagation delay results in a voltage variable offset that directly translates into a sampling
error. In the RFpix1 case, one ADC count is 489 ps or 244 µV . Additional sources of error that
need to be taken into account are the threshold variation of the comparator and the charge injection
from the storage cell input switch. Figure 5.24b shows all three sources of error and their sum as
functions of the storage cell voltage. Despite the charge injection compensation circuit, the error
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Figure 5.23: (a) Total harmonic distortion as a function of signal amplitude at different tempera-
tures and signal frequency of 312.5 MHz. (b) Total harmonic distortion as a function of frequency
at the signal amplitude of 1 VPP .
originating with the charge injection still dominates. Unfortunately, charge injection is not a linear
process. The compensation switch has been scaled to minimize the effect of charge around the
center of the dynamic range, where the time of arrival is measured.
All the storage cells in a column are connected together to a common rail that connects to a
single latch. Only one storage cell can be digitized at the time. To switch between cells, a pass
gate has been added in series to the comparator output.
The storage cell layout is shown in Figure 5.25. The size of the cell is 20.47 µm× 4.56 µm.
A single storage array block present a load of approximately 222 fF to the sampling cell buffer.
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Figure 5.24: (a) Comparator propagation delay as a function of storage cell voltage at three different
temperatures. (b) Cumulative storage cell error (from charge injection, propagation delay, and
threshold variation) as a function of the storage cell voltage.
Figure 5.25: Storage cell layout.
5.3.2 RC Wire Model
The wires connecting the sampling and storage arrays provide some additional load capacitance
to the sampling cell buffer. Figure 5.26a shows the capacitance and resistance as functions of line
length for four line widths. The wires are laid out on layers five and seven with shielding metal on
layers three and six. By simulating various wire geometries, it has been determined that the wire
resistance decreases faster than the wire capacitance increases, thus supporting the case of wider
wires. However, computing the bandwidth as shown in Figure 5.26b indicates that the bandwidth
for the longest and narrowest wire is still above 5.5 GHz. To save space and minimize the capacitve
load towards the sampling cell buffer, the wires are kept at their minimum widths. Consequently,
the wire capacitance is approximately 88 fF . The total load capacitance seen by the sampling cell
buffer output is then 310 fF .
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Figure 5.26: (a) Capacitance and resistance for the wire connecting the sampling and storage
arrays as functions of length for four different wire widths (b) Bandwidth of the wire connecting
the sampling and storage arrays as a function of length for four different wire widths.
5.3.3 Analog Buffer Depth Estimation
The depth of the storage array has been determined by simulating a RFpix1 digitization model,
which included the Belle II event model, the estimated detector efficiency, and the ASIC readout
model. The entire algorithm for estimating the buffer depth has been coded in MATLAB R©.
The simulation assumes a time window of 2 ns, which is the minimum longitudinal spacing in
time of the electron bunches in the SuperKEKB accelerator ring. Hence, it is also the minimum
time interval between two collisions, which represent the events. Every event results in a number
of particles that can hit the detector. In addition, the detector is experiencing background hits as
discussed in chapter two. Consequently, there are two mechanisms that need to be modeled and
run in parallel:
• The trigger rate of the Belle II acquisition system, which generates digitization triggers when
an event of interest is detected;
• The detector hit rate which includes the actual hits results from the event, the background
hits, and the detector dark count hits.
The average Belle II trigger rate (µTriggerRate) is 30 kHz, while the average detector hit rate
(µHitRate) has been estimated in chapter two and is approximately 7.1 · 108 Hits/cm2 · s. Both
represent the average constant rate of randomly occurring events and thus can be modeled using
the Poisson distribution [73]. The probability of an event happening a certain number of times
within a time window is given by Equation 5.2,
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Figure 5.27: Buffer depth simulation flow chart.
P (n events in time window) = e−λ
λn
n!
(5.2)
where n is the number of events occurring in one time window (2 ns), e is the Euler’s number
(2.71828...), and λ is the average number of events per time window. The λ for the trigger rate is
calculated using Equation 5.3,
λTRIGGER = TriggerRate · dt = 6 · 10−5 (5.3)
where dt is the time window used in the simulation. The λ for the detector hit rate is calculated
using Equation 5.4,
λHITS =
HitRate
E[max(ρhitrate)]
= 5.7 · 10−3 (5.4)
where E[max(ρhitrate)] is the saturated hit rate density expectation value of the detector defined
in chapter two.
In order to account for trigger latency in the system, the buffer needs to retain the sampled
voltage for 5 µs. In addition, the ASIC needs some time to perform the digitization of the sampled
voltage. Currently the ASIC is being designed to accommodate digitization times ranging from
0.5 µs to 2 µs. Figure 5.27 shows the simulation flow chart.
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Figure 5.28: RFpix1 analog storage histogrammed buffer depth per time window.
The simulation has been run for one full second or 500 · 108 time windows. Figure 5.28 shows
the histogrammed buffer depth per time window. The mean buffer depth is 14 cells, while the
maximum buffer depth required to cover all of the events is 37 cells. However, the number of time
windows needing a buffer depth higher than 32 is only 0.0013 %. It has been decided that all of
these time windows maybe treated as a small efficiency loss, thus implementing a buffer depth of
32.
5.3.4 Summary of Analog Storage Array
The size of the entire storage array is 134.97 µm × 1287.085 µm, thus fitting into the channel
spacing of 180 µm. The current draw of the entire array is approximately 2.46 mA.
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5.4 Two-Level Delay-Locked Loop
The DLL provides the switched capacitor array with the sampling cell strobe (SCS) signals, which
drive the sampling cell switches. Figure 5.29 shows a simplified high level schematic of a DLL. The
basic principle of operation of every DLL is:
1. The input clock is routed to the delay line as well as the phase detector;
2. The clock signal propagates through the delay line with every delay element adding a deter-
ministic delay to the signal;
3. At the output of the line, the clock signal gets fed back to the phase detector;
4. The phase detector is sensitive to differences in phase between the source clock and the delayed
clock;
5. The phase detector generates a DC voltage that is proportional to the phase difference between
the two clocks;
6. This voltage controls the delay elements, thus fine-tuning them in order to phase lock the two
clock signals. This two clocks are delayed by one full clock cycle in reference to each other.
The outputs of the delay elements are used as strobe signals (SCS) for the sampling array. In
a phase locked state, each delay element will add a delay given by Equation 5.5.
tDELAY =
TCLOCK PERIOD
NDLL CELLS
(5.5)
5.4.1 Jitter and its Propagation in Inverters and D Flip-Flops
Inverter Jitter
In our case, the most crucial parameter of the DLL is the added jitter. The advantage of a DLL
over a phase-locked loop (PLL) is that the added jitter is not recirculated through the feedback,
thus avoiding accumulation of the jitter [74]. The obvious disadvantage is the lack of flexibility in
terms of frequency generation [49], where the DLL operates only at its reference frequency, while
a PLL can generate multiples of the reference clock, depending on the ratio of the phase detector
dividers.
The most common delay element in DLLs is the inverter. Jitter in inverters is a consequnece
of the amplitude noise being converted into phase noise (AM-to-PM modulation). It has been
shown that the thermal noise of the channel resistance is increasing with scaling and is expected
to further increase if mobility enhancement techniques are used. Also, noise amplification may
start to significantly contribute to noise accumulation in a delay line for devices under 130 nm as
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Figure 5.29: Functional block schematic of a DLL.
it depends essentially on the transconductance gain. On the other hand, supply noise coupling to
the gates output has been shown to be decreasing with scaling (although this may be different for
technologies under 130 nm, with higher junction capacitances), as well as the saturation current
sensitivity to its value [71].
Figures 5.30a and 5.30b show the results of a jitter simulation for a single inverter at frequencies
of 156 MHz and 312.5 MHz as functions of input clock rise time and current consumption. The
jitter was calculated by integrating the simulated phase noise over the frequency range of 10 Hz
to 10 MHz. Furthermore, Figure 5.31 shows added jitter as a function of temperature.
Simulation results indicate that clock frequency (156 MHz−312.5 MHz) and rise time (2 ps−
272 ps) have minor impacts on the added jitter of the inverter. Conversely, the incremental current
draw seems to be directly correlated with the scaling of the added jitter. Furthemore, we notice
that current draw depends on the transistor sizes or, more accurately, on their drain to source
resistance (RDS). Thus, we conclude that the majority of the inverter added jitter originates from
the thermal noise of RDS as discussed in [71]. In addition, temperature dependence of added jitter
in case of the inverter has been found to be approximately 0.019 fs/◦C.
It is expected that jitter accumulates with the increasing number of delay elements along a
delay line. Figures 5.32a and 5.32b show the added jitter and rise time as functions of the number
of delay elements connected in series for four rise time values of the input clock. Rise time at the
output of the delay elements settles to ≈ 31 ps after the first four delay elements even at the worst
case input rise time of 272 ps (every inverter is also a regenerative amplifier). Due to this fact,
the accumulation of jitter does not follow precisely the geometric series (
√
(N) ·n), where N is the
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Figure 5.30: Added jitter of a single inverter as a function of input rise time and current consumption
for a clock frequency of 156 MHz (a) and 312.5 MHz (b).
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Figure 5.31: Inverter added jitter as a function of temperature.
number of delay elements in series and n is the jitter of a single inverter.
D Flip-Flop Jitter
D flip-flops can be realized in many different ways. We designed and studied a fully differential D
flip-flop (DDFFC) that is based on transmission gates. Figure 5.33a shows the simplified schematic
of the DDFFC.
The two basic building blocks are the inverter and the transmission gate. Therefore we expected
the added jitter of the DDFFC to be the sum of the inverter contributions along the signal path
from the input D to the output Q of the DDFFC. However, that seems not to be the case. To
understand this, we need to observe what happens when the output of the DDFFC changes logic
state. The update to the output logic level happens on the rising edge of the clock. At that
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Figure 5.32: Added jitter (a) and rise time (b) along the delay line as functions of DLL cell number.
point, the input of the output inverters is already set, thus there is no timing ambiguity being
propagated from the input of the DDFFC. That is, the jitter that is fed into the input D of the
DDFFC does not propagate to the output Q. Conversely, the logic state at the output Q changes
when the output transmission gates switch on and off, thus the jitter present on the source clock
is propagated to the output. Therefore, the added jitter of the DDFFC is the sum of the jitter
contributions of the output inverters, output transmission gates, and the source clock. Figure 5.33b
shows the simulated added jitter as a function of temperature at the outputs (QX , QX) of three
DDFFCs that are connected in series. The added jitter of the DDFFCs is at the same level for all
three DDFFCs even though they are cascaded, thus confirming that the jitter does not propagate
from one DDFFC to the next.
5.4.2 Two-Level DLL
Using a multilevel toplogy of the DLL increases the complexity of the circuit and its power con-
sumption. However, as seen in the previous section, added jitter grows with the increasing number
of delay cells, even when operating at higher current. In a 128 sampling cell structure, the added
jitter grows above the target 100 fs. Thus, reducing the number of sampling cells from 128 to 64
reduces the added jitter to about 77 fs. Furthermore, temperature also affects the added jitter.
Figure 5.34a shows the added jitter as a function of temperature and the number of DLL cells.
The added jitter scales almost linearly with the temperature from about 70 fs at T = −30 ◦C to
89 fs at T = 120 ◦C. Figure 5.34b shows the jitter margin to 100 fs as a function of added jitter.
It has to be noted that the DLL jitter and the clock source jitter have been taken into account.
The jitter margin for 64 delay cells in series at T = 120 ◦C and fCLK = 312.5 MHz is equal to
approximately 61 fs.
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Figure 5.33: (a) Simplified block schematic of the modified fully differential D flip-flop. (b) Added
jitter as a function of temperature at the outputs of three cascaded DDFFCs.
Considering that we did not take into account power supply noise, clock buffer jitter, and input
channel buffer jitter, this margin needs to be increased as much as possible. In terms of added jitter,
the best option would be to use a single array of DDFFCs. However, the obvious drawback is the
fact that the source clock is required to run at the native sampling speed of the SCA (20 GHz),
which is impractical and difficult to implement. Furthermore, the design would most likely result
in a substantial increase in power consumption. One way of reducing the added jitter is to reduce
its accumulation along the DLL. By using a multilevel topology where a short first level delay line
(N delay elements) is used to drive several short second level delay lines (M delay elements), the
accumulation of timing ambiguity is greatly reduced. Several multilevel architectures (N×M) have
been explored in terms of added jitter and power consumption. Figure 5.35 shows the comparison
between the four architectures based on inverters only: one-level DLL (1 × 64), two-level DLL
(4× 16), two-level DLL (8× 8), and a three-level DLL (4× 4× 4).
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Figure 5.34: (a) Added jitter as a function of DLL cell number and temperature (b) Jitter margin
to 100 fs as a function of added jitter.
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Figure 5.35: Comparison between DLL architectures in terms of power consumption and added
jitter.
The best compromise between the added jitter and power consumption has been found to be a
two-level DLL (4× 16) topology. The simplified schematic of the designed two-level DLL circuit is
shown in Figure 5.36.
There are three subcircuits to this architecture:
1. First level delay line (L1DL);
2. Pulse generation subcircuit (PGS);
3. Second level delay line (L2DL).
First Level Delay Line (L1DL)
The first level delay line is composed entirely of fully differential D flip-flops, while the second level
delay line is composed of pseudo differential starved inverters. Each L2DL is driven by one L1DL
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Figure 5.36: Simplified block schematic of a two-level cascaded DLL.
delay element. Consequently, the individual L2DL lines are not directly related, thus avoiding the
accumulation of jitter from one L2DL line to the next. Each L2DL accumulates 800 ps of delay,
thus, if properly spaced in time, four L2DL are sufficient to cover the required delay of 3.2 ns. To
evade the overlap between the sampling windows, each of the L2DL lines needs to operate in the
sampling mode for 800 ps while remaining in hold mode for 2.4 ns. Furthermore, only one of the
L2DL lines can be in the sampling mode at the same time. To satisfy this requirement, a square
wave, which is normally used in delay lines, has been replaced by a pulsed signal with a 25 %
duty-cycle. The pulsed signal ensures that only one of the L2DL is in sampling mode at a given
time. In addition, driving the DDFFCs of the L1DL line with the source clock (fCLK) of 1.25 GHz
provides with a propagation delay of 800 ps, thus ensuring the proper spacing in time of the L2DL
lines. The pulsed signal is generated in the PSG subcircuit.
L1DL is composed of four cascaded DDFFCs. Figure 5.37a shows the cell to cell delay of the
first two L1DL delay cells as a function of temperature including a ±σ mismatch estimate at 30 ◦C.
Due to a very low drift of the delay as a function of temperature and a very low impact of mismatch,
it has been decided that a delay control loop is unnecessary. Crucial steps in achieving this were:
the realization that the output of the DDFFCs is directly synchronized with the source clock and
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the use of a symmetric layout of the DDFFC, where the source clock is buffered and routed from
the output (Q) of the DDFFC towards the input (D), which ensured the minimum propagation
delay from the source clock input (CLK) to the DDFFC output (Q). The layout of the DDFFC is
shown in Figure 5.37b.
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Figure 5.37: (a) L1DL cell to cell delay as a function of temperature with a ±σ mismatch estimate
at 30 ◦C. (b) Layout of the modified RFpix1 DDFFC cell.
Pulse Generation Subcircuit (PGS)
The first part of the pulse generation subcircuit is designed to divide fCLK by four, thus generating
a clock signal (fDLL) of 312.5 MHz, whose period of 3.2 ns exactly matches the overall delay of
the DLL. The second part of the PGS decreases the fDLL duty-cycle to 25 %, thus creating the
required pulsed signal, which is then fed into the L1DL. It is worth noting that the PSG follows a
fully differential configuration.
The source clock digital buffer is composed of two inverters and has an added jitter of 1.5 fs.
The timing uncertainty due to mismatch is on the order of σ = 62 fs.
The block select strobe that is used to switch between the sampling block A and B is generated
by further dividing the (fDLL) by two to form a square wave with a frequency of 156.25 MHz. In
addition, the block select strobe has delay element which enables the possibility of fine-tuning the
alignment of the block select strobe with the sampling strobes. This same signal is routed to the
analog storage array time base to generate the storage strobes.
The timing diagram of all the DLL signals is shown in Figure 5.38.
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Figure 5.38: Timing diagram of the designed two-level DLL. The time scale used in the figure is in
ns.
Second Level Delay Line (L2DL)
The L2DL is composed solely of pseudo differential starved inverters, due to the fact that the
starved inverter is the only delay element that has been found to have a sufficiently low intrinsic
input/output delay. In addition, each L2DL has its own dedicated feedback control that ensures
the phase stability of the array.
Each pseudo differential starved inverter is composed of a pair of single-ended starved inverters.
Special care has been taken in making the layout to minimize the effects of mismatch, temperature
drift, and parasitics as shown in Figure 5.39.
Figure 5.40a shows the input/output delay of the starved inverter cell at the nominal delay of
50 ps as a function of temperature. The delay drifts from approximately 47 ps at −20 ◦C to almost
55 ps at 120 ◦C. Consequently, the temperature drift coefficients are:
• rising edge coefficient Ktemp.Tr = 55 fs/◦C;
• falling edge coefficient Ktemp.Tf = 52 fs/◦C.
Figure 5.40b shows the worst case added jitter of the L2DL line as functions of temperature
for both the rising and the falling edges. It is worth noting that the jitter has been calculated
differentially. To obtain the single-ended jitter, the differential jitter needs to be multiplied by
√
2.
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Figure 5.39: Pseudo differential starved inverter layout.
Figure 5.40c shows the cumulative delay deviation from 50 ps at 30 ◦C along the L2DL line
caused by mismatch.
The starved inverters are designed to have an almost 90◦ conduction angle, thus making the
adjusting of the input/output delay on the rising and falling edges almost independent of each other
as shown in the Figure 5.41. Both edges are driven independently by the feedback control circuit.
L2DL Feedback Control
The L2DL feedback control subcircuit is composed of two independent control loops for both, the
rising and falling edges, respectively. Figure 5.42 shows the block schematic of one such control
loop.
Each of the control loops has two phase detectors, two charge pumps, one PI controller, and
a linearization circuit that drives the L2DL line. Such an architecture is necessary to compensate
for the phase detector error due to mismatch and temperature drift. Moreover, the phase detector
and the charge pump are designed to have a non-zero current in steady state in order to avoid a
dead zone in regulation and consequently a potential low frequency phase drift.
Both inputs of the reference phase detector are driven by the same clock signal, thus producing
an integrated steady state voltage representing the locked condition. This signal is then used as
the setpoint for the PI controller. The PI controller is realized with a single rail-to-rail operation
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Figure 5.40: Simulated L2 cell delay (a), L2 delay line added jitter (b) as functions of temperature,
and the cumulative delay deviation of the L2 delay line due to mismatch (c).
amplifier. The error signal of the controller is supplied by the feedback phase detector, which
monitors the phase difference between the strobe signal from the last delay cell in the L2DL and
the output of the DDFFC of the next L2DL line. The only remaining error of this architecture
comes from the mismatch between the two phase detectors. To minimize this effect, both phase
detectors are laid out in close proximity. Finally, the PI controller regulates the L2DL line control
voltage through the linearization circuit in order to drive the error signal to match the setpoint,
thus achieving a phased locked condition. The PI coefficients are: KP = 1 and TI = 6 · 10−6.
The linarization circuit is designed to smoothen the L2DL response as shown in Figure 5.43, which
proved necessary to avoid integral windup.
Figure 5.44 shows the phase error between the reference clock signal and the output of the
L2DL on both, the rising and the falling edges, in time. The delay loops settle to a steady state
phase error of approximately ±0.2 ps after approximately 17 µs or 340 sampling periods. Such
a long integration time and consequenlty low loop bandwidth is important to keep possible phase
disturbances outside of the bandwidth of interest. The low frequency cutoff of the bandwidth of
interest is approximately 416 MHz [75].
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Figure 5.41: Simulated delay as a function of control voltages for both, the rising (a) and the falling
edges (b).
Figure 5.42: L2DL feedback control loop block schematic.
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Figure 5.43: Smoothed L2DL response as a function of control voltage.
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Figure 5.44: Phase error response of the L2DL array in time.
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Two-Level DLL Summary
To decrease crosstalk and loading of the SCS lines, two channels share a single DLL. Each DLL is
sourced by the input clock circuit.
The worst case total added jitter of the two-level DLL is simulated to be approximately 28 fs.
The current architecture is designed to have 64 taps; however, it is possible to extend it to any
number of second level delay lines with no degradation in terms of added jitter. Furthermore, the
feedback control is always sourced from the local L2DL array and the adjacent DDFFC of the next
L2DL, which are routed with equal distnaces in order to minimize the effect of a physical delay due
to long lines. Figure 5.45 shows the two-level DLL layout with important parts highlighted.
Control and monitoring 
Clock input
Clock buffer
Diff. clock divider 
and sampling pulse generator MIM capacitor for PI controller
Starved inverter array
Input diff. DFFC
PI controller Reference and Feedback PHD for rising and falling edges
Monitor buffers
*Vss, Vdd and other shielding metal not shown
Figure 5.45: Snapshot of the two-level DLL with important parts highlighted.
The total current draw of the two-Level DLL is around 8.5 mA
5.5 General Purpose Input/Output Rail-to-Rail Operational Am-
plifier
Many analog signals inside the ASIC require precise buffering in order to decouple them from the
loads and to isolate them from the disturbances that can be injected or coupled back from various
parts of the chip. These signals can be:
• monitoring channels; the DLL circuit has 24 monitoring channels;
• DAC voltages (setpoints, bias voltages, etc.); The DLL has nine DAC signals.
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Figure 5.46: Schematic symbols of four variations of the general purpose input/output rail-to-rail
operational amplifier implementation. (a) self-biased, (b) unity gain self-biased, (c) tunable biases
(current source and gm compensation), (d) tunable frequency response.
For this purpose, a set of general purpose op-amps has been designed. These amplifiers have
the same core circuit, but feature different configurations depending on the application. Figure
5.46 shows symbols representing the four variations of the general purpose operational amplifier
implementation.
All four have input and output dynamic ranges that span from the negative supply rail to the
positive rail. The four variations include:
1. a self biased option: this avoids the need of DACs or any other biasing circuitry, which makes
the design more compact;
2. a high speed option: The compensation circuit can be tuned with a DAC, which makes it
possible to tune the frequency response of the amplifier;
3. an option for applications requiring higher precision: the bias voltages of the main current
source and the gm compensation circuit can be tuned externally to tune the DC response of
the amplifier;
4. a self biased unity-gain option: the amplifier is already connected as a unity gain buffer and
is thus ready to be directly implemented into a circuit.
Figures 5.47 and 5.48 show the transistor level schematic and the corresponding layout of the
general purpose op-amp. The biasing stage has two circuits. The first one generates the bias voltage
for the gm linearization circuit, while the second generates the biases for both differential pairs. The
main stage is composed of two complementary differential pairs with an integrated gm linearization
circuit. The core stage is followed by a folded cascode stage, which combines the currents from
both differential pairs and provides additional open-loop gain. The cascode stage drives an output
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Figure 5.47: Schematic of the general purpose input/output rail-to-rail operational amplifier im-
plementation.
inverter, which is configured as an AB class amplifier. The PMOS on the far right serves as the
Miller compensation capacitor between the cascode and output stages. The op-amp is surrounded
by a rectangular N-type guard ring, thus bringing the dimensions to 14.765 µm× 8.83 µm.
Figure 5.49a shows the input/output characteristic as a function of the input DC voltage in a
unity gain buffer configuration. The deviation of the output versus the input is less than one mV
between 0.1 V and 1.2 V and it rises to a maximum of 4 mV at the positive rail. Due to a very
compact layout, the effects of mismatch are negligible. Figure 5.49b shows the transconductance
of the first stage as a function of input DC voltage. The transconductance of the first stage defines
the dominant pole of the input/output transfer function, thus a linear transconductance over the
dynamic range simplifies the stabilization circuit. The gm obtained is not perfectly linear over
the entire dynamic range; however, it does provide with a significant improvement over a regular
non-linearized response.
In terms of AC response, the open loop gain is 48.9dB or 278.3 V/V . Figures 5.50a and
5.50a show the open loop response of the op-amp along with the phase margin as functions of
the capacitive load and temperature. The op-amp stability is exceptional in this case. However,
the unity gain closed-loop case sees a significant degradation in stability due to the output load
capacitance.
Figure 5.51a shows the large signal bandwidth of the amplifier with a signal amplitude of 1 VPP .
The unity gain buffer can thus drive a load capacitance of up to 3 pF at full swing for frequencies
up to approximately 15 MHz. The reader may notice that small capacitive loads do not result in
higher bandwidths. This is because the frequency compensation circuit is set to maximize stability
and it therefore slows down the op-amp even at very low capacitive loads.
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Figure 5.48: Layout of the general purpose input/output rail-to-rail operational amplifier imple-
mentation.
In the op-amp version with the tuning option, the bandwidth for low capacitive loads can be
increased to up to 100 MHz.
Figures 5.52a and 5.52b show the input referred noise spectrum and the integrated noise floor
as functions of the loading capacitance and temperature. As expected, the noise increases with
temperature. The relationship with the load capacitance is a bit more complex. Up to approxi-
mately 5 pF , the integrated noise floor is almost flat, which is due to the fact that the bandwidth is
limited and almost constant. Beyond 5 pF , the bandwidth increases because the amplifier becomes
unstable and a resonance peak begins to appear, thus moving the 3 dB to higher frequencies. In
addition, the resonance peak provides some noise gain. Obviously this region of operation is unde-
sirable. In the region of operation of interest, the integrated noise floor is approximately 200 µV ,
which is below one count of a 12-bit DAC.
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Figure 5.49: (a) Input/output characteristic as a function of the input DC voltage in a unity gain
buffer configuration. (b) Transconductance as a function of input DC voltage.
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Figure 5.50: (a) Open-loop gain and phase response of the op-amp. (b) Open-loop phase margin
as a function of load capacitance and temperature.
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Figure 5.51: (a) Closed-loop phase margin of the op-amp in a unity gain configuration as a function
of load capacitance and temperature. (b) Closed-loop large signal bandwidth as a function of load
capacitance and temperature for the unity gain op-amp configuration.
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Figure 5.52: (a) Amplifier input referred noise for six different temperatures. (b) Amplifier inte-
grated noise floor as a function of temperature and load capacitance.
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5.6 Summary of the RFpix1 Analog Front-End
Figure 5.53 shows the RFpix1 analog front-end layout for two channels. The dimensions of the two
channels are 2687.03 µm × 340 µm. The vertical dimension as seen in the figure has been chosen
specifically to fit a pin pitch of 90 µm, where each channel is connected to two pins. It can be
observed that the input buffer is not included in this layout, because it has not been designed yet.
The total simulated current draw of a single channel is approximately 41.71 mA, without
considering the input buffer. The integrated noise floor of the analog front-end is 1.05 mVRMS ,
which translates to an ENOB of 9.6 bits. This represents the achievable vertical resolution assuming
an almost perfect calibration procedure. Figure 5.54 shows the simulated total error of the RFpix1
analog front-end.
The total sampling error is dominated by the non-linear response of the sampling buffer.
Table 5.2 summarizes and compares the simulated performance parameters of the RFpix1 analog
front-end with the baseline RFpix1 design specifications.
Table 5.2: Simulated RFpix1 performance in comparison with the baseline specifications.
Parameter Desired value Simulated value
Sampling period 50 ps @20 GS/s 50 ps @20 GS/s
Analog bandwidth a ≈ 3 GHz ≈ 3.56 GHz
Input referred noise b ≤ 0.5 mVRMS ≈ 1.05 mVRMS
Added jitter per channel ≈ 40 fs ≈ 29 fs
ENOB c ≥ 10 ≈ 9.6
Power consumption per channel b 40 mA 41.71 mA
a The simulated value is the tracking bandwidth of the SCA.
b The simulated value does not take into account the input buffer.
c The simulated value does not take into account distortion.
The current prototype design is able to achieve very low added jitter, however the amplitude
noise is twice as much as needed. By inserting this values into the synthetic waveform generator
presented in chapter four we find that the achievable transition time resolution is approximately
160 fs.
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Figure 5.53: RFpix1 analog front-end layout.
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Figure 5.54: Total estimated sampling error of the RFpix1 analog front-end.
128
CHAPTER 6
SUMMARY
With a saturated maximum hit rate tolerance of 1.25 · 1010 Hits/cm2s, exquisite space-time
resolution, relatively low power, and low data rate per event, the TVD concept presented is a
viable upgrade to the current pixel detector of the Belle II spectrometer. In addition, the RFpix
ASIC could be used for precision readouts of other strip line detectors, such as the Large Area
Picosecond PhotoDetectors (LAPPD) [76], with femtosecond timing leading to enhanced spatial
resolution. Furthermore, a similar sensor layout based on such a principle of operation could present
a viable solution for vertex detectors in high luminosity environments of other present and future
colliders like the LHC and the ILC. The TVD concept and its feasibility study results have been
published in [75].
A synthetic waveform generator has been developed, validated through measurement results,
and presented in chapter three. This software tool was crucial in studying, identifying, and quan-
tifying the sources of error and their corresponding coupling mechanism that affect the extracted
timing resolution at the femtosecond level for the waveform sampling technique. This study results
were instrumental in setting the RFpix baseline specifications. The synthetic waveform generator
and all of the study results have been published in [77].
The RFpix prototype (RFpix1) analog front-end has been designed in a 130 nm CMOS tech-
nology node. It is divided into three main sub-circuits: switched capacitor array with 128 sampling
cells, a two-level delay-locked loop with very low added jitter (29 fs), and an analog storage array
with the an integrated comparator, which is also a part of the single-slope ADC. All of the pre-
sented simulation results with layout parasitics, indicate that the RFpix1 can achieve the timing
resolution of 160 fs with proper calibration. Such a timing resolution translates into a spatial
resolution of 20.1 µm, which is good enough for a pixel grid with a 50 µm pitch. Most of this work
has been published and/or presented in [78–80].
In order to complete the RFpix1 prototype, additional design work is required. More specifically:
• Analog front-end: some additional work is needed in terms of completing the input buffer
design and the storage array control circuits;
• The single-slope ADC circuit with the ramp generator, counter and the register latches;
• The data transfer section with the serializer circuit and the LVDS drivers;
• The main clock distribution circuit;
• The digital control interface with the SPI, control registers, and DACs.
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