I. INTRODUCTION

W
ITH INCREASING operation frequency, lower supply voltage, and smaller device feature size, parasitic coupling effects are becoming more and more important for modern deep submicron very large scale integrated (VLSI) circuit designs [24] . The increasing demand to integrate digital, analog, and radio frequency (RF) circuits into one single chip requires accurate analysis of very large scale integrated (VLSI) circuits together with extracted parasitic elements arising from interconnect lines, common substrate, power/ground networks, etc. [1] , [20] , [24] , [30] , [32] . Meanwhile, on-chip and pack-aging inductances are no longer ignorable for accurate circuit analysis [8] . For such purposes as well as coupled circuit and electromagnetic modeling [33] , SPICE-like simulators are desirable for accurate transistor-level time-domain simulation.
However, efficient simulation of such systems presents a complexity challenge to SPICE [21] . For time-domain circuit simulation, SPICE uses numerical integration formulae [2] , [19] to form companion models for capacitors and inductors at each time point, and applies the Newton-Raphson method [19] to linearize nonlinear devices. Then the circuit is simulated at each time point by iteratively solving a system of linearized equations in the form of Ax = b, where A is typically the socalled modified nodal analysis (MNA) circuit matrix [19] , [21] which is a Jacobian matrix. It is known that device evaluation dominates simulation of small to medium size circuits, and its cost can be reduced with device bypass [14] , [21] , table lookup [1] , parallel computation techniques [13] , etc. However, for a system with strong parasitic couplings, the per-iteration cost of SPICE time-domain simulation is dominated by LU factorization [19] of the circuit matrix A. In practice, the cost for LU factorization by sparse matrix solvers [12] is O(n 1.1∼1.5 ) for sparse circuits, where n is the circuit matrix size. However, strong parasitic couplings present in deep submicron circuits can cause the circuit matrix to become much denser, even with model order reduction [22] , [28] the cost of LU factorization can approach its worst case O(n 3 ) [24] . One key idea to improve the efficiency of SPICE-like circuit simulation is to keep the circuit matrix as constant as possible during the entire time-domain simulation and, therefore, reduce the number of LU factorizations required. This has been implemented in both numerical integration and nonlinear iteration stages. For numerical integration, several strategies have been proposed on reformulating the backward differentiation formulae (BDF) [2] , [19] to keep the leading coefficient constant since it is the leading coefficient that contributes to a Jacobian matrix. These include fixed coefficient methods [9] (i.e., in LSODE [25] ), fixed leading coefficient (FLC) methods [10] (i.e., in DASSL [23] ), overdetermined polynomial methods (ODPM) [5] , etc. All these methods have been shown to be effective in bypassing Jacobian matrix factorization. However, the stability of fixed coefficient and FLC methods is worse than that of variable coefficient methods [10] . Furthermore, for fixed coefficient and FLC methods, interpolation must be performed at each time point, which will unfortunately introduce extra errors and increase simulation cost. The overdetermined 0278-0070/$20.00 © 2006 IEEE polynomial method [5] overcomes the interpolation problem by introducing an extra coefficient in the BDF. However, the stability of the overdetermined polynomial method is worse and the ODPM-1 formula [5] has been shown to be stable only when the present time step-size h n is less than or equal to the predefined basis time step-size h. Therefore, a large basis time step-size h has been adopted in [5] to have an h n /h ratio of less than 1. The efficiency of the overdetermined polynomial method is thus limited.
To reduce the number of LU factorizations during the nonlinear iteration process, quasi-Newton methods [6] , [29] have been studied extensively and applied in circuit simulation [1] and mixed-mode circuit and device simulation [35] . The successive chord method [19] has been explored for fast transistor-level gate-delay calculation [1] , where each transistor is modeled as a fixed linear resistor (called chord) combined with a variable nonlinear current source. Since a fixed chord is used, the circuit matrix will not change during nonlinear iteration and only one LU factorization is required overall if a fixed time stepsize is used. Unfortunately, there are two principal difficulties that restrict the success use of this linear-centric idea to the simulation of general VLSI circuits. 1) Most VLSI circuits have widely distributed time constants and require variable time step-size control for simulation efficiency and accuracy. With variable step-sizes, the circuit matrix is no longer constant across time points unless an FLC numerical integration formula as discussed before is used. 2) The successive chord method may need an excessive amount of iterations to converge, and thus offsets the gain from the reduction of LU factorizations.
Recently, in the contexts of power grid analysis [4] , substrate analysis [24] , and parasitic extraction [11] , Krylov-subspacebased iterative methods such as the conjugate gradient algorithm, generalized minimum residual (GMRES) algorithm, etc., have been shown to be more efficient than the method of LU factorization and forward/backward substitution (named the direct method). However, there is no report of successful and robust applications of iterative methods to classical timedomain nonlinear circuit simulation in the literature. This paper presents SPICE-accurate iterative linear-centric analysis (SILCA), a new direct method capable of analyzing VLSI circuits containing strong parasitic coupling effects with SPICE-like accuracy yet orders of magnitude faster. SILCA consists of applying the linear-centric principle to both numerical integration and nonlinear iteration to keep circuit matrices as constant as possible during variable step-size time-domain nonlinear circuit simulation.
• Two general techniques, namely explicit-formula substitution and iterative-formula transformation, are presented to convert implicit integration formulae in SPICE-like simulators to FLC integration formulae. These formulae lead to constant equivalent conductance in capacitor/inductor companion models. With these, the number of required LU factorizations can be reduced by orders of magnitude with a moderate increase of iterations. Thus, rather than solving a newly linearized system by another costly LU factorization, we are able to achieve the same accurate results by several efficient forward/backward substitutions on a previously linearized system. The entire method is robust, accurate, and has been implemented into SPICE3. Further, the proposed method is compatible with other circuit analysis methods, such as model order reduction [22] , [28] , to achieve even greater simulation speedup.
Some preliminary results of this paper were presented in [16] . The rest of this paper is organized as follows. Section II presents new FLC integration schemes, the analysis of their stability and convergence properties, and methods for adaptive step-size control. Section III presents the SVC method and the low-rank update technique. The SILCA algorithm is described in Section IV. Section V shows experimental results on substrate and power/ground coupling analyses. Section VI concludes the paper.
II. FLC INTEGRATION SCHEMES
In this section, we present and characterize two general techniques of taking any implicit integration formula to derive such an integration formula that yields a constant circuit matrix for variable step-size time-domain circuit simulation. Mathematically, let x n , x n−1 , . . . , x 0 andẋ n ,ẋ n−1 , . . . ,ẋ 0 be the values and first-order time derivatives of variable x at time points t n , t n−1 , . . . , t 0 , then any linear multistep numerical integration formula implemented in SPICE-like simulators can be written in the general forṁ
where a i , i = 0, 1, . . . , k, and b j , j = 1, 2, . . . , l, are coefficients of the integration formula, the leading coefficient a 0 is nonzero (hence implicit), and h n = t n − t n−1 is the current time step. Let h be some kind of basis time step-size, the current time step-size can be rewritten as h n = αh, where α is a positive real number. Notice that only the leading coefficient a 0 contributes to the circuit matrix. In general, a 0 is a function of αh. Since α changes with time points, the circuit matrix would change. To keep the circuit matrix constant, we rewrite the integration formula above aṡ where a 0 (h) is independent of α. Then, we would like to substitute x n in the second term by all the known values from the previous time points. The first technique is to replace x n in the second term using an explicit integration formula. This is called explicit-formula substitution. The second technique is to replace x n in the second term using an initial guess and then iterate to convergence. This is called iterative-formula transformation. With these, the resulting formulae have an FLC and are referred to as FLC integration formulae, following the convention of Jackson and Sacks-Davis [10] .
In the following subsections, we use the standard trapezoid formula as an example to derive FLC integration formulae based on explicit-formula substitution and iterative-formula transformation. We characterize both stability and convergence properties of the resulting integration formulae. We note that these derivation and analyses can be applied to any implicit integration formula used in a circuit simulator. Furthermore, we present how the resulting formulae can be used in a way similar to the classical predictor-corrector integration scheme, how to adaptively control the basis time step-size, and how to control stability.
A. FLC Integration by Explicit-Formula Substitution
With h n = αh, the standard trapezoid formula can be rewritten aṡ
Now we would like to substitute x n in the third term by using any explicit Adams-Bashforth formula [19] . The simplest is the forward Euler (FE) formula with a step-size αh defined as
After the x n in the third term in (3) is approximated by (4), the mixed trapezoid FE formula with a time step-size h n = αh is obtained aṡ
The mixed trapezoid FE formula is an implicit integration formula. When α = 1, it reduces to the standard trapezoid formula. When α = 1/2, it represents the backward Euler (BE) formula with a step-size h/2.
To see the circuit interpretation of the mixed trapezoid FE formula (5), the companion model of a linear capacitor is shown in Fig. 1 . Note that even though the actual time step-size is αh, the equivalent conductance of the companion model is constant as long as the basis time step-size h is a constant.
The local truncation error (LTE) measures how closely a numerical integration formula approximates the differential operator. We can prove the following result.
Theorem 1: The LTE ε of the mixed trapezoid FE formula (5) with time step-size αh is given by
where t ξ is between t n and t n−1 . Proof: The proof is similar to the LTE estimation for the standard trapezoid formula [19] .
According to Theorem 1, when α = 1, the LTE of the mixed trapezoid FE formula reduces to that of the standard trapezoid formula. When α = 1/2, it represents the LTE of the BE formula using time step-size h/2. The mixed trapezoid FE formula is a second-order integration formula only if α = 1 and degenerates to a first-order formula if α = 1.
In contrast to LTE, stability is a global property related to the growth or decay of the local error introduced at each time point and propagated to the following time points. "Absolute stability" requires that |ε n | < |ε n−1 |. It is often studied with the use of an RC test circuit as shown in [19, Fig. 5 .1]. The stability property of the mixed trapezoid FE formula can be proved as below.
Theorem 2: The absolute stability region of the mixed trapezoid FE formula (5) with time step-size αh is defined by where z = −h/(2τ ) and τ is the time constant of the RC test circuit.
Proof:
The proof is similar to the stability analysis for the standard trapezoid formula [19] .
The absolute stability regions for α = 0.625 and α = 2.5 are shown in Fig. 2(a) and (b), respectively. From Theorem 2, two observations can be made on the stability of the mixed trapezoid FE formula.
• When α > 1, the absolute stability region moves closer to that of the FE formula. The mixed trapezoid FE formula is not A-stable [19] or stiff stable [9] , [19] , and cannot be used as a variable time step-size control scheme when α > 1. • When α < 1, the absolute stability region includes the open left half plane of the complex z-plane and the mixed trapezoid FE formula is A-stable. When α approaches 1/2, the absolute stability region approaches that of the BE formula. Further, the smaller α, the better the stability. However, according to Theorem 1, for a fixed time stepsize h n = αh, a small α will unfortunately result in a large LTE. Therefore, there exists a tradeoff between the stability and the LTE.
Due to the mentioned LTE and stability problems, FLC integration formulae derived from explicit-formula substitution are not suggested for analog circuit simulation with high accuracy requirements. However, they can be used to enhance timing analysis of digital circuits, for example, TETA [1] .
B. FLC Integration by Iterative-Formula Transformation
The LTE and stability problems of the mixed trapezoid FE formula come from the replacement of x n in the third term of (3) by an approximate x n defined using the explicit FE formula (4) . In this subsection, rather than using explicit integration formulae, x n in the third term of (3) n is obtained by solving (3), where k is the iteration number. This leads to the iterativeformula transformation of (3), called the iterative trapezoid formula, written aṡ
The final solution is said to be converged if |x
| is less than a predefined error tolerance. If the iterative trapezoid formula (8) converges, its LTE will approach that of the standard trapezoid formula.
Next, we characterize both convergence and stability properties of the iterative integration formula. To study the convergence property, let us write the linear(ized) circuit equation as used in [22] as
where G and C represent the conductance and capacitance (susceptance) matrices, and b is the vector due to input sources and nonlinear devices. Replacing first-order time derivatives by the iterative trapezoid formula (8), we have
Clearly, the iterative trapezoid formula converges if where • represents the spectral radius of the iteration matrix. The above (11) can be rewritten as
where z = −h/(2τ ) and τ is an eigenvalue of the matrix G −1 C. τ represents the time constant of the RC test circuit.
With this, we can show the following generalized convergence property.
Theorem 3: The convergence region of the iterative trapezoid formula (8) with a time step-size αh is defined by (12) .
From (12) , to ensure that the iterative trapezoid formula converges for any decaying or stable oscillatory system (Re(z) ≤ 0), i.e., to have the convergence region include all of the left half of the complex z-plane, we must choose α > 0.5. In our implementation, to speed up the convergence, 0.625 < α < 2.5 is used in our experiments. The convergence region for α = 0.625 and 2.5 is shown in Fig. 3 . It represents the worstcase convergence region for 0.625 < α < 2.5. In practice, a maximum iteration number limit for each iteration step is set. In case that the iteration number exceeds the maximum limit (due to either slow convergence or nonconvergence), the solution process with the same time step-size will be attempted one more time with the standard trapezoid formula before the time step-size is decreased.
Theoretically, an iterative implicit integration formula shall have the same stability as the corresponding original implicit formula if the iterative implicit integration formula is solved exactly (iterated to infinity). However, in practice, the iterative implicit integration formula is terminated either when the iteration number exceeds a predefined maximum limit or when the convergence criteria is met with the predefined error tolerance. In such case, the stability of the iterative formula can deteriorate. The stability of the iterative trapezoid formula (8) can be characterized by the following theorem. 
Theorem 4:
The absolute stability region of the iterative trapezoid integration formula (8) starting with x (0) n = x n−1 with a time step-size αh is defined by
where z = −h/(2τ ) and τ is the time constant of the RC test circuit.
Proof: The proof is given in the Appendix. The absolute stability regions for α = 0.625 and α = 2.5 with k = 2 are shown in Fig. 4 (a) and (b), respectively, which can be proven to satisfy the "stiff stability" requirements suggested by Gear [9] . For a fixed iteration number k, the absolute stability region of the iterative trapezoid formula will approach that of the standard trapezoid integration formula with α → 1. Furthermore, we give the following stability property of the iterative trapezoid formula.
Theorem 5: When k → +∞, the absolute stability region of the iterative trapezoid formula (8) includes the entire open left half of the complex z-plane and excludes the entire right half of the complex z-plane.
Theorem 5 can be interpreted by noting the following fact: (8) is mathematically equivalent to applying the standard trapezoidal method with basis time step-size h to the differential equation, and then using a quasi-Newton method [6] , [29] to solve the resulting equation. Therefore, when (8) is solved exactly (k → +∞), the absolute stability region of the iterative trapezoid formula will be the same as that of the standard trapezoid formula. This can also be verified by setting k → +∞ in (13).
C. FLC Integration by Predictor-Corrector Scheme
In SILCA, we first apply (5) and then apply (8) in a way similar to the classical predictor and corrector procedure [9] . Noting how (5) is derived, we can see that applying (5) as a predictor and (8) as an iterative corrector with k iterations is mathematically equivalent to applying an explicit predictor (the FE formula in this case) as a predictor and (8) as an iterative corrector with k + 1 iterations.
Using (5) to predict an initial guess for the iterative trapezoidal formula (8) can lead to faster convergence than using the previous time-point value as the initial guess for (8) . Very often, we may choose to carry (8) for one or a finite number of iterations, and then use the LTE to adjust time step-sizes, similar to what is done in the classical predictor and corrector procedure. In this case, the predictor-corrector use leads to the stability region worse than that of applying only (8) . We can prove the following result.
Theorem 6: The absolute stability region of applying (5) as a predictor and (8) as an iterative corrector with iteration number k is defined by
Proof: The proof is given in the Appendix. The absolute stability regions for α = 0.625 and 2.5 with k = 1 are shown in Fig. 5(a) and (b). Compared to Fig. 4 , it can be seen that when α = 0.625, the absolute stability region of the predictor-corrector scheme is larger than that of applying (8) alone. However, when α = 2.5, the predictor-corrector scheme becomes less stable than applying (8) alone, and it is even no longer stiff stable. Therefore, in SILCA, to ensure stability, (5) is applied as a predictor only if α < 1.
D. Illustration of Basis Time Step-Size (h) Control
As discussed in Section II-B, to satisfy the convergence property defined by Theorem 3, 0.5 < α < +∞ is required. The limited α range means that it is impossible to use only one single basis time step-size during transient simulation in our framework. When h n /h is out of the α range, a new basis time step-size has to be chosen (i.e., the present time step-size h n ), which means the circuit matrix has to be updated and a new LU factorization is required. In this sense, a large α range is preferred to decrease the total number of LU factorizations. However, according to Theorem 3, the linear convergence rate of the iterative trapezoid formula is related to |1 − 1/α| and a smaller |1 − 1/α| means a faster convergence rate. Obviously, a small α range is ideal to reduce the total number of iterations. Therefore, in practice, 0.625 < α < 2.5 (|1 − 1/α| < 0.6) is chosen to achieve a balance between the number of LU factorizations and the number of iterations, which will reduce the error to less than 5% of the original error after six iteration steps. Considering that SPICE3 needs at least two iteration steps to converge at a time point, the number of iteration steps with SILCA is approximately 3× over that with SPICE3 for general circuits. The detailed basis time step-size control scheme will be described in Algorithm I of Section IV and a linear circuit example is shown in Section V to illustrate the efficiency and validity of the iterative trapezoid formula.
It should be noted that SILCA could be combined with fixed time step-size methods to enlarge the range of α. As shown in the Appendix, when α > 1, the first iteration with the iterative trapezoid formula is equivalent to applying the standard trapezoid formula with the basis time step-size h. Then, one idea is to apply the standard trapezoid formula with the basis time step-size h for multiple iterations if α is large. For example, if α = 3.5, we could apply the standard trapezoid formula with the basis time step-size h for the first two iterations and then the iterative trapezoid formula for the rest iterations with α = 3.5 − 1 = 2.5. By this way, the convergence and stability properties will not be affected since the range of α for the iterative trapezoid formula is kept unchanged (α = 2.5 for the previous example). The extra cost is that more iterations will be required with more step-sizes performed by a fixed time stepsize method.
E. Illustration of Stability Control
As discussed in Section II-B, the iterative trapezoid formula satisfies the stiff stability [9] , [19] and is applicable to stiff circuits [19] , [34] , such as RC circuits, as long as circuit poles are not so close to the imaginary axis of the complex z-plane. For oscillatory circuits with poles close to the imaginary axis in the complex z-plane, according to Theorem 3, the absolute stability region of the iterative trapezoid formula with a finite iteration number k will become worse than that of the standard trapezoid formula. This can be illustrated using the linear RCL circuit example in Fig. 6 .
The transfer function of V out for the RCL circuit shown in Fig. 6 can be written as
There are three poles for V out2 -−0.5689 and −0.2151 ± j1.3071, and three poles for V out1 -−999999 and −0.5 ± j1000. Noting that z = (hλ)/2, among these six poles, −0.5689, −999999, and −0.2151 ± j1.3071 are on or close to the negative real axis of the complex z-plane, therefore they will not cause stability problems since the iterative trapezoid formula has the stiff stability property. However, the rest of the two poles −0.5 ± j1000 are far away from the negative real axis and close to the imaginary axis of the complex z-plane, which may not be covered by the absolute stability region when convergence is achieved in a small iteration number k (i.e., the blank region in the left half of the complex z-plane as shown in Fig. 4(a) and (b) for k = 2). The simulation results with SPICE3 and SILCA (without the stability control) are shown in Fig. 7 . Unstable simulation results are observed with SILCA and the number of iteration steps with SILCA is 2× of that with SPICE3. It should be noted that BDF [19] with the order larger than two have the same stability problem for oscillatory circuits.
This can be explained by comparing Figs. 3 and 4 , which show that the stability region is smaller than the convergence region. In other words, the stability region might not cover all circuit poles upon convergence if the stability requirement (Theorem 4 or Theorem 6) is stricter than the convergence requirement (i.e., user-specified error tolerance for convergence justification). A tighter error tolerance for convergence will help alleviate the stability problem. However, more iterations and/or more time points have to be simulated. Therefore, SILCA is not recommended for highly oscillatory circuits.
III. SVC METHOD
SPICE-like circuit simulators use the Newton-Raphson method to solve a set of nonlinear equations. Typically, for each Newton-Raphson iteration, a new LU factorization is required. This can be extremely costly for a circuit with strong parasitic coupling effects or with reduced dense linear networks. The successive chord method [19] always uses a fixed chord as the first-order derivative during nonlinear iteration. Hence, at each time point, only one LU factorization is needed for nonlinear iteration. But it is often hard to choose a single fixed chord for a (strongly) nonlinear curve to always ensure a good convergence rate. In general, a chord that ensures global convergence will unfortunately lead to a slow convergence rate.
To achieve a good balance between the number of LU factorizations and that of iterations, we propose the SVC method. The basic idea is to divide a nonlinear curve into different segments, each of which represents a weakly nonlinear curve and the same (local) chord is used for the same segment during nonlinear iteration-so-called PWNL analysis. As shown in Fig. 8 , the nonlinear curve is divided into three PWNL segments with three local chords, each of which represents the maximum derivative for the corresponding segment. A new LU factorization is performed only if the nonlinear curve enters a different PWNL segment, where a new local chord is used. By this method, similar convergence speed and accuracy can be achieved as the Newton-Raphson method while the number of LU factorizations can be decreased. We emphasize that the PWNL model of a nonlinear device is used only for the calculation of first-order derivatives while the nonlinear function is still evaluated using the original nonlinear device model.
The PWNL idea implemented with the SVC method can be very effective due to the following facts. 1) Since MOSFETs in analog applications generally operate linearly around their operating points, only weakly nonlinear properties may be present. A fixed chord representing the g m , g mbs , and g ds of MOSFETs at operating points is generally sufficient. A linearcentric harmonic balance analysis method has been proposed in [15] . 2) MOSFETs in digital applications reside in two regions at most time points-cutoff region and well-conducted linear region with a very small source-to-drain voltage, both regions have a relatively constant g m , g mbs , and g ds . The only situation where g m , g mbs , and g ds change a lot is the time when MOSFETs switch from the cutoff region through the saturation region to the linear region (or vice versa). This process only occupies a small fraction of the total simulation time for a MOSFET in a large-scale digital circuit. Hence, a fixed chord for these situations will not significantly affect the total iteration process.
With the above considerations, five MOSFET PWNL operating regions for digital circuit applications are defined as shown in Fig. 9 , and g m , g mbs , and g ds for different operating regions are listed in Table I . In Table I , Reg#0 represents the cutoff region, Reg#1 and Reg#3 are saturation regions, and Reg#2 and Reg#4 are linear regions. g m−max and g mbs−max are the maximum values in all the regions (defined by V dd ), and g ds−i is defined (generally the maximum values) for different regions to ensure convergence. It should be noted that, theoretically, the convergence rate of the SVC method is linear, but in practice it can be maintained close to that of the Newton-Raphson method by using more PWNL regions if needed.
Another advantage of the SVC method is that chords can be precalculated and stored before simulation, no derivative calculation is required during nonlinear iteration as in the Newton-Raphson method. This can lead to a significant saving in device loading time. Furthermore, table lookup models can be easily implemented in SILCA than in SPICE since there is no need of lookup tables for first-order derivatives.
The proposed SVC method is more accurate and effective than ad hoc device bypass techniques utilized in modern circuit simulators [14] , [21] , where device evaluations are bypassed when terminal voltages of a nonlinear device are kept almost constant for a few continuous nonlinear iteration steps. It has been reported that the voltage/current range of device bypass has to be kept small enough to avoid incorrect simulation results [21] . However, for high-frequency deep submicron circuit applications, the efficiency is limited, since terminal voltages of most nonlinear devices are not completely constant but are changing slowly. The SVC method defines PWNL segments and local chords based on the behaviors of specific nonlinear devices under study; therefore, it can keep the circuit matrix constant for a larger voltage/current range and requires much less LU factorizations.
By the above MOSFET PWNL operating region definition, only five sets of g m , g mbs , and g ds are used during time-domain simulation for digital systems. We further have the following observations. 1) At one time point, most MOSFETs in a large digital system will stay in their PWNL operating regions as defined above while only a few may switch from one region to another region. 2) For a switching MOSFET, the update of g m , g mbs , and g ds is regionwise. In other words, the change of g m , g mbs , and g ds from Reg#i to Reg#j is fixed. Therefore, in the case that a small amount of MOSFETs change their PWNL operating regions, we can compute the new L and U matrices directly from the old L and U matrices using the lowrank update technique [7] , [31] rather than performing costly LU factorization for the entire circuit matrix.
Suppose that the previous circuit matrix is Y and one MOSFET is now switching from Reg#1 to Reg#2. The new circuit matrix for the next iteration can be expressed by , where m is the number of updated elements and n is the matrix size. If m is much less than n, the low-rank update will perform much faster than a regular LU factorization, whose worst-case cost is O(n 3 ) for a dense matrix. With the introduced MOSFET PWNL definition, m will be kept small enough at a time point since the number of MOSFETs, whose terminal voltages change so violently that the operating region is switched, is generally small. Furthermore, the low-rank update cost can be decreased dramatically by exploiting sparse matrix techniques [7] , [31] and nonlinear/linear circuit partitioning to place matrix elements due to nonlinear devices at the bottom-right corner of a circuit matrix [7] . By this way, only matrix elements whose values need to be updated are recomputed while all other matrix elements are kept the same as before, i.e.,
For example, the circuit matrix Y in (17) ×) . Therefore, the matrix sparsity can be fully exploited by the low-rank update technique. SILCA utilizes the sparse matrix solver package SPARSE1.3 [12] , and a sparse low-rank update algorithm has been implemented successfully in SPARSE1.3. In practice, if the value of a diagonal element (L ii ) during low-rank updates becomes smaller than the predefined threshold value, the diagonal element will not be suitable for the following steps. In this case, a regular LU factorization is restored.
IV. SILCA ALGORITHM
The basic algorithm for SILCA time-domain simulation is shown in Table II . Practical considerations, such as processing breakpoints [21] , are not included for clarity. A new LU factorization is only required if the standard implicit integration scheme is used. In case that only local chords of nonlinear devices change, low-rank update is performed for fast LU factorization. No LU factorization is needed in any other case.
Nonlinear capacitors can be handled in SILCA by combining the proposed iterative trapezoid integration formula and the proposed SVC, illustrated aṡ In the above derivation, a linearized capacitance C is introduced to represent the PWNL definition of the nonlinear capacitor. The basis step-size h is used as previously. For clarity, the nonlinear charge is assumed to be the function of a single voltage. In practical MOSFET models, nonlinear charges are generally affected by three voltages V gs , V ds , and V bs . For example, the nonlinear charge between the drain and the source of a MOSFET is Q ds = Q(V gs , V ds , V bs ). Suppose that both linearized capacitors of Q ds (C ds , C m , and C mbs ) and linearized conductors of I ds (g ds , g m , and g mbs ) in a MOSFET need to be updated due to the switch of PWNL regions, the contribution of the MOSFET to the circuit matrix is as follows: 
There are a total of eight matrix entries to be updated. With the above representation, the rank-one update algorithm [7] , [31] can be used to realize fast LU factorization. In case that more matrix entries (at most 16 for a MOSFET) are affected by the switch of PWNL regions, a series of rank-one or rank-m updates [3] are required to perform fast LU factorization. In this case, the efficiency of low-rank updates may be reduced.
V. EXPERIMENTAL RESULTS
Four sets of experiments are reported to demonstrate the validity and efficiency of the introduced linear-centric techniques. The first test uses a simple linear RLC circuit to demonstrate the proposed predictor-corrector integration scheme. The second test uses a variety of analog, digital, and RF circuits with relatively small sizes to evaluate the effectiveness of the SVC method implemented with the low-rank update technique. The last two examples are circuits coupled with substrate and power/ground networks, which are used to demonstrate the scalability of SILCA on larger circuits, where a substantial portion of the circuits are linear parasitic devices. The level 1 model of MOSFETs is implemented with the proposed PWNL idea in SILCA, and nonlinear capacitors in MOSFETs are simplified as linear ones in both SILCA and SPICE3. To make a fair evaluation of the benefits of the proposed linear-centric techniques, no table lookup models of MOSFETs are used and no RC(L) model order reduction algorithm is utilized.
A. Evaluation of Predictor-Corrector Integration Scheme
The efficiency of the predictor-corrector integration scheme can be illustrated with the simple linear circuit example shown in Fig. 10 . It includes two RCL circuits with different time constants. The input is a pulse signal (initially in the low voltage level 0v) with 50% duty ratio and 80-s period. The simulation length is set to 160 s. Since the minimum time constant is 0.01 s for the left half RCL circuit, at least 16 000 time points are required for a fixed time step-size simulation.
The simulation results are shown in Table III , where #Total points represents the number of total simulated time points and #Accepted points represents the number of accepted time points. The rejected time points are those violating the LTE requirement or exceeding the maximum iteration limit. Since in SILCA a similar adaptive time step control scheme as that in SPICE3 is applied based on the LTE requirement, it can be seen from Table III that SILCA and SPICE3 achieve similar #Total points and #Accepted points, which are much less than that required by a fixed time step-size method. Furthermore, the number of LU factorizations used by SILCA decreases to 1.14% of that of SPICE3 (or 87.63× LU factorization cost saving). The number of iterations increases to about 2.5×. Fig. 11 shows the histogram of the number of iteration steps, in which it can be seen that most of the iterations converge in two to six steps. Fig. 12 shows the distribution of actual time step-sizes (h n = αh) during SILCA simulation. It can be seen that most simulated time step-sizes are between 0.05 and 0.2 s, centering around 0.08 s. Recall that since we choose 0.625 < α < 2.5, it is possible that fewer basis time step-sizes are required. This is confirmed by Fig. 13 , which shows the distribution of basis time step-sizes (h) during SILCA simulation. It can be seen that most basis time step-sizes are the same and near 0.08 s. In SILCA, it is the basis time step-size that is used for circuit matrix construction. Therefore, SILCA keeps the circuit matrix constant as long as the basis time step-size is constant.
The histogram of basis time step-sizes with SILCA is shown in Fig. 14. Compared to Fig. 13 , it can be concluded that most basis time step-sizes are near 0.08 s and constant during the following time intervals: 10-40, 45-80, 80-120, and 120-160 s. It should be noted that SILCA is mainly designed for speeding up circuit simulation in case that most of the time stepsizes h n are close to the basis time step-size h, i.e., 0.625 < (h n /h) < 2.5 in our experiments. In general, for transient simulation of parasitic-sensitive circuits, most of time stepsizes are close to the basis time step-size for a relatively long time interval when the transient behavior of circuits does not change significantly, i.e., staying either in the logical "0" state or logical "1" state. In case that time step-sizes h n change violently, a new basis time step-size h will be chosen. However, based on our experiences, such chances are only few (i.e., near break points). Further, SILCA can be combined with fixed time step-size methods to enlarge the range of (h n /h), as discussed in Section II-D.
B. Evaluation of SVC and Low-Rank Update
To illustrate the efficiency of the SVC method and low-rank update techniques, simulations on several analog, digital, and RF circuits have been performed, and the results are shown in Table IV . It can be seen that the number of iterations generally increases to 1.5-2.5× of that with SPICE3. But the number of LU factorizations used by the SVC method with low-rank update decreases to 3%-20% of that used by SPICE3. We can see more saving in LU factorization with low-rank update for larger circuits, such as a 20-stage inverter chain, a ring oscillator, and a voltage-controlled oscillator (VCO). In general, a lowrank update technique will be more efficient for simulating a nonlinear circuit with a large-scale (potentially dense) network of linear elements since only the L and U matrices for the sparse nonlinear part need to be updated during nonlinear iteration and the dense linear part remains unchanged.
It should be pointed out that although the number of LU factorizations is reduced dramatically with the SVC method and low-rank update techniques, the speedup for circuits in Table IV is not dramatic since the simulation cost is dominated by device evaluation. As a relaxed direct method, SILCA has to take more device evaluations than SPICE3 since more iteration steps are required. For the Opamp follower example (including 32 MOSFETs, eight capacitors, and four current sources), SPICE3 runs for 17.87 s, in which 12.06 s is spent on device loading, while SILCA requires 18.65 s with 13.89 s on device loading. In this case, SILCA is more costly than SPICE3 since the simulation time is dominated by device loading. Therefore, SILCA is more suitable for parasitic-coupled VLSI circuits, where the number of linear parasitic elements dominates the number of nonlinear devices.
C. Coupled Circuit and Substrate Analysis
The third example is a simple substrate network, as shown in Fig. 15 , coupled with two inverters with pulse inputs in different operating frequencies-the first inverter operates at a low frequency and the second inverter operates at a high frequency. The bulk contacts of nMOSFETs are directly connected to P-substrate ports and those of pMOSFETs are connected to P-substrate ports through a capacitor between the N-well and the P-substrate [27] . There are four other P-substrate ports connecting to the ground, and the backplane of the substrate is also connected to the ground. RCL loads are added at the output of each inverter (not shown in Fig. 15 ). The substrate is modeled as a network consisting of a three-dimensional (3-D) dense resistor mesh with multiple layers [32] . In Fig. 15 , a onelayer resistor network is illustrated to model the substrate part among four inverter bulk contacts.
Although simplified truncated substrate models have been proposed to capture dominant coupling conductance [20] , [27] , they are likely to underestimate coupling effects in circuit systems designed to be noise immune [24] . Furthermore, the accuracy with simplified substrate models may not be sufficient. Therefore, accurate analysis of a circuit with a fully modeled substrate is desirable for high fidelity circuit design and verification. Fig. 16 shows the time-domain output waveform of the first inverter when the output signal is a digital "1" (the high voltage level). First, the result from SILCA matches that from SPICE3. Second, it can be seen that high-frequency feedthrough signals from the second inverter are present in Fig. 16 . This is an important first-pass design failure reason in deep submicron digital and analog circuit designs, which may often not be captured by simplified substrate analysis. Table V shows the statistics of running SILCA on a number of substrate coupling examples with varying circuit substrate network complexity compared to SPICE3. In our experiments, the number of layers and the number of resistors per layer are changed to vary the total number of circuit elements. A maximum 38.69× LU factorization cost saving and 17.30× overall speedup (with about 35 000 elements) are achieved for this simple substrate coupling analysis example, and the cost of forward/backward substitution is increased to 2.5-2.75×. No lowrank update technique is used for this example. The run time comparison is shown in Fig. 17 . Several observations are as follows. 1) The larger the circuit is (therefore the larger LU/FBS cost ratio), the more overall speedup can be achieved with SILCA. SILCA is very suitable for deep submicron VLSI circuits with strong parasitic coupling effects. 2) Device load cost with SILCA is decreased, which is proportional to the LU factorization cost saving. The reason is that in SILCA, device loads are only performed when circuit matrix elements need to be updated due to nonlinear devices and/or capacitors/inductors. For the substrate coupling examples, since most devices are resistors, their device loads are only performed when a new LU is required.
3) The more savings on LU factorization, the more iterations are required, which means more cost on forward/backward substitution and device evaluation. Therefore, there exists a tradeoff between the cost of LU factorization and that of forward/backward substitution and device evaluation. The maximum overall speedup will approach the LU factorization speedup for large strongly coupled systems.
We also compare SILCA with a fast SPICE-like circuit simulator HSIM 1.3 [36] , and the results are also collected in Fig. 17 . HSIM 1.3 uses the BE integration formula, a table lookup MOS level 2 model, and device bypass techniques. Further, HSIMSPEED = 1 is set in HSIM 1.3 so that the number of total simulated time points is close to that of SPICE3 and SILCA to achieve the same accuracy. It can be seen from Fig. 17 that the larger the circuit is, the more speedup can be achieved with SILCA. Note that SILCA does not use table lookup MOSFET models. 
D. Coupled Circuit and Power/Ground Network Analysis
The fourth example is a power/ground network as shown in Fig. 18 . The power and ground supply networks are modeled as two RCL meshes (parasitic coupling capacitors are not shown in Fig. 18 ). Between these two layers is a 20-stage inverter chain, different inverters of which are connected to different power/ground nodes. RCL loads are added to each inverter to model interconnect lines between stages. Fig. 19 shows the time-domain output waveform of the inverter chain when the output signal is digital "1" (the high voltage level). The "1" signal has been disturbed due to the IR drop and L * dI/dt effects of the power/ground network (V dd is 3.3 V). Table VI shows the simulation results with varied numbers of elements modeling the power/ground network. In our experiments, the sizes of two RCL meshes are changed to vary the number of elements. We can see that SILCA achieves more speedup for larger circuits. The number of iterations increases to 3.5-4.2× with SILCA. It is worthy noticing that the maximum LU factorization cost saving and overall speedup reach 88.50× and 14.00× (with about 60 000 elements), respectively, with the rank-one update technique, which are 19.82× and 8.86×, respectively, with only the SVC method.
For comparison purposes, we have implemented a coupled iterative/direct solver for nonlinear circuits with largescale power/ground networks [17] . In this coupled solver, power/ground networks are formulated with a nodal analysis (NA) circuit matrix [19] , which is symmetric positive definitive, and solved by the conjugate gradient method with an incomplete Cholesky decomposition preconditioner [4] . Nonlinear circuits are formulated with an MNA circuit matrix and solved by the direct method based on LU factorization and Newton-Raphson iteration as in SPICE. The iterative method and direct method are coupled together by a Gauss-Seidel relaxation scheme [34] . Experimental results on the above power/ground coupling examples show that the coupled iterative/director solver achieved similar speedup over SPICE3 as SILCA. However, it should be noticed that the coupled iterative/direct solver is efficient only if there exists a good partition with only a few boundary nodes between linear circuit parts and nonlinear circuit parts and the coupling effects between those two parts are weak.
Very recently, we developed a new GMRES solver with an LU factorization preconditioning scheme [18] for time-domain simulation of nonlinear circuits with large-scale power/ground networks. The basic idea is to apply the same time step-size controlling scheme as that used in SILCA. Whenever time stepsizes change violently, a new basis time step-size is chosen and a regular LU factorization is performed. If time step-sizes change in the range of 0.625 < α < 2.5, rather than using linear-centric analysis methods in SILCA, a GMRES solver is applied with the previous factorized L and U matrices as the preconditioner. Meanwhile, to make a fair comparison with SILCA, low-rank update has been applied to the preconditioning L and U matrices whenever a nonlinear device switches its operating region. The GMRES solver is implemented following the left-preconditioned GMRES algorithm in [26] .
The simulation results with the new GMRES solver (ε = 1e − 8) are shown in Table VII . It is seen that the average number of GMRES iterations ((#GMRES Iter)/(#GMRES)) with the LU factorization preconditioner is about 3-3.5 for a GMRES solving process, which shows that the preconditioner is very efficient. It is shown in Table VII that the speedup over SPICE3 with the GMRES solver is less than that with SILCA. The main reason is that the number of forward/backward substitutions with the GMRES solver (#Precond in Table VII) is generally larger than that with SILCA (#Iter in Table VI) . Furthermore, extra costs due to matrix-vector product operations have to be taken during the GMRES solving process. It can be expected that the simulation cost will be increased if the error tolerance of the GMRES solver is made tighter. It should be noticed that the number of nonlinear iterations (#Tran Iter) is less than that with SILCA since there is no FLC integration scheme required for capacitors/inductors. However, the number of nonlinear iterations is larger than that with SPICE3 due to the PWNL definition of MOSFETs.
VI. CONCLUSION
In this paper, a new nonlinear time-domain circuit simulation method called SILCA has been proposed for deep submicron VLSI circuit design and verification, which requires accurate modeling of parasitic coupling effects. New variable time stepsize FLC numerical integration formulae are developed to ensure constant equivalent conductance for capacitor/inductor companion models. We have characterized convergence and stability properties of the newly introduced integration formulae. As an alternative to the Newton-Raphson method, an SVC method is proposed for nonlinear circuit simulation and the low-rank update technique has been implemented for efficient LU factorization. With these techniques, SILCA can reduce dramatically the number of costly LU factorizations for time-domain simulation. Experimental results on coupled circuit, substrate, and power/ground network analysis have demonstrated that SILCA can achieve SPICE-like accuracy yet with orders of magnitude speedup over SPICE. Future research includes handling of nonlinear capacitors, optimum PWNL model generation for nonlinear device models, exploiting incomplete LU preconditioners [26] for GMRES, and applications of SILCA to coupled electrical, electromagnetic, and thermal simulation.
APPENDIX PROOF OF THEOREM 4 AND THEOREM 6
Proof: Applying the iterative trapezoid formula (8) to an RC test example, the iterative relationship can be derived (τ = RC), i.e., According to (A.2), it is easy to check that the absolute stability condition cannot be satisfied if (1 − 1/α)/(1 − z) = 1. Therefore, the absolute stability region of the iterative trapezoid formula is then expressed by the inequality If the mixed trapezoid FE formula is applied as an integration predictor when α < 1, the absolute stability region of the iterative trapezoid formula is derived as This completes the proof of Theorem 6.
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