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Naslov: Podobnostna mrezˇa slik
Avtor: Jan Hartman
V diplomskem delu smo razvili novo orodje za interaktivno pregledovanje
slik. Orodje za izboljˇsan prikaz slik kombinira uporabo globokega ucˇenja z
drugimi tehnikami podatkovne analitike. Predlagana resˇitev je sestavljena
iz vecˇ zaporedno povezanih metod. Prvi korak je obdelava slik z uporabo
konvolucijskih nevronskih mrezˇ za pridobitev znacˇilk, s katerimi lahko slike
med seboj primerjamo. Nato z optimizacijskimi algoritmi slike razporedimo v
dvodimenzionalno pravokotno podobnostno mrezˇo, v kateri so podobne slike
postavljene blizˇje skupaj. Rezultat naloge je interaktivni pregledovalnik slik,
oblikovan kot podobnostna mrezˇa. Implementiran je v programskem jeziku
Python in vkljucˇen v orodje Orange kot gradnik z imenom Image Grid, kjer
se enostavno povezuje z ostalimi gradniki v dodatku Image Analytics.
Kljucˇne besede: podobnostna mrezˇa slik, interaktivni pregledovalnik slik,
konvolucijske nevronske mrezˇe, vlozˇitve slik, zmanjˇsevanje dimenzij, Orange.

Abstract
Title: Image Similarity Grid
Author: Jan Hartman
The thesis describes the development of an interactive image visualization
tool. To improve the display of images, the tool combines the use of deep
learning with other data analytics techniques. The proposed solution consists
of several sequentially connected methods. The first step is using convolu-
tional neural networks for image processing to acquire features which can be
used for image comparison. Then, optimization algorithms are used to place
images into a two-dimensional rectangular similarity grid where similar im-
ages are placed closer together. The result of the thesis is an interactive image
viewer, designed as a similarity grid. It is implemented in the Python pro-
gramming language and included in the Orange toolbox as a widget named
Image Grid, where it is seamlessly integrated with other widgets in the Image
Analytics add-on.
Keywords: image similarity grid, interactive image viewer, convolutional




V zadnjem desetletju je na podrocˇju globokega ucˇenja in nevronskih mrezˇ
priˇslo do ogromnega napredka [17, 11]. Novi algoritmi in arhitekture nevron-
skih mrezˇ so skupaj s porastom racˇunske mocˇi omogocˇili ucˇinkovito resˇevanje
problemov v strojnem ucˇenju, kjer prej ni bilo ucˇinkovitih in natancˇnih me-
tod. Primeri uporabe takih tehnik so avtomatsko prepoznavanje govora,
prepoznava slik in procesiranje naravnega jezika.
Cˇeprav imamo na voljo izredno mocˇne metode za procesiranje slik, pa
pogresˇamo orodja za elegantno in napredno pregledovanje slik, ki bi uspesˇno
kombinirala uporabo globokega ucˇenja in druge tehnike podatkovne analitike.
Iz tega se je porodila ideja za novo orodje – interaktivni pregledovalnik slik. S
pomocˇjo nevronskih mrezˇ bi moralo orodje znati slike med seboj primerjati in
jih razporejati glede na podobnost. Pomembno je, da je orodje interaktivno
in enostavno za uporabo. Uporabnost pa bi lahko sˇe povecˇali z dodajanjem
mozˇnosti izbiranja in grupiranja slik za nadaljnjo obdelavo.
Kot cilj smo si zadali ustvariti resˇitev v orodju za interaktivno podatkovno
analitiko Orange [3, 4], ki bi uresnicˇila zˇelje iz prejˇsnjega odstavka. Poleg
tega je bil cilj tudi dobra integracija v Orangevo okolje – resˇitev naj bi se
brez tezˇav uporabljala v povezavi z zˇe implementiranimi gradniki. Ker je bila
naloga sestavljena iz vecˇ manjˇsih, samostojnih delov, smo morali preizkusiti




V sklopu te diplomske naloge smo implementirali interaktivni pregledo-
valnik slik. Pregledovalnik je oblikovan kot dvodimenzionalna podobnostna
mrezˇa slik. Podobnostna mrezˇa slik je pravokotna mrezˇa, kjer je v vsaki
celici najvecˇ ena slika. Slike, ki so si med seboj podobne, so postavljene
blizˇje skupaj – to dosezˇemo z nevronsko mrezˇo in optimizacijskimi algoritmi
za preslikovanje v celice mrezˇe. Resˇitev je postala gradnik z imenom Image
Grid v Orangevem dodatku Image Analytics, kjer se enostavno povezuje z
obstojecˇimi funkcionalnostmi v tem paketu.
Slika 1.1: Delokrog za analizo slik v programu Orange in v diplomskem delu
razviti gradnik Image Grid.
Primer uporabe zgrajenega gradnika je na sliki 1.1, na kateri je prikazan
delokrog z gradniki, ki slike preberejo iz lokalne mape, jih predstavijo v
vektorski obliki, tako opisane slike med seboj primerjajo in predstavijo v
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gradniku Image Grid.
V nadaljevanju najprej opiˇsemo uporabljene metode, predstavimo upora-
bljeni pristop za razvrsˇcˇanje slik v pravokotno mrezˇo, predstavimo program-





V tem poglavju na kratko opiˇsemo metode, ki smo jih zdruzˇili v predlagano
resˇitev. Metode vkljucˇujejo vlaganje slik v vektorski prostor, kjer slike pred-
stavimo z vektorji realnih sˇtevil z visokim sˇtevilom (npr. 2048) komponent,
metode projekcij, ki visokodimenzionalne vektorje preslikajo v dvodimenzio-
nalni prostor, in maksimalno prirejanje, ki 2D vektorjem dolocˇi razporeditev
v diskretni 2D mrezˇi.
2.1 Vlozˇitve slik
Da bi orodje delovalo, kot si zˇelimo, moramo biti sposobni slike primerjati
med seboj. Za ljudi je to precej enostavno, racˇunalniki pa so tu postali
res dobri sˇele z napredkom na podrocˇju globokega ucˇenja [15, 16, 27]. Pri
tem so kljucˇne nevronske mrezˇe, naucˇene na velikih mnozˇicah slik, ki lahko
zgenerirajo predstavitve slik v obliki vektorjev. Tem predstavitvam recˇemo
vlozˇitve (ang. embeddings).
Umetne nevronske mrezˇe, na katerih temelji globoko ucˇenje [17], so sis-
temi, sestavljeni iz preprostih elementov za procesiranje – umetnih nevro-
nov [8]. Osnovane so na temeljih delovanja mozˇganov, saj podobno delujejo
pravi nevroni v zˇivcˇnem sistemu. Umetni nevroni so funkcije, ki sprejmejo
vecˇ vhodov in imajo en izhod. Imajo notranje stanje oz. utezˇi, ki dolocˇajo,
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ali se nevron sprozˇi in kaksˇen bo izhod. Vecˇ nevronov tvori nivoje, ki so
med seboj povezani in v nevronski mrezˇi opravljajo razlicˇne transformacije
vhoda. Povezave med nevroni v razlicˇnih nivojih (sinapse v zˇivcˇnem sistemu)
so prav tako utezˇene. Utezˇi mrezˇe pridobimo s procesom ucˇenja in jih med
ucˇenjem sproti posodabljamo glede na optimizacijski algoritem, v njih pa je
po koncu ucˇenja shranjeno znanje mrezˇe.
Pogosto se uporablja tudi izraz globoke nevronske mrezˇe, kar oznacˇuje
nevronsko mrezˇo z vecˇ nivoji med vhodnim in izhodnim (za te se uporablja
tudi izraz skriti nivoji). Globoke mrezˇe omogocˇajo grajenje kompleksnejˇsih
konceptov iz preprostejˇsih [7], kar omogocˇa resˇevanje problemov, ki so se
pred vzponom globokega ucˇenja zdeli tezˇki. Prednost nevronskih mrezˇ je
predvsem zmozˇnost modeliranja zapletenih razmerij, pri cˇemer s sestavlja-
njem primitivnih znacˇilk iz prejˇsnjih nivojev v nekem nivoju dobimo boljˇso
predstavo nekega objekta. Nevronske mrezˇe pa imajo kljub svoji mocˇi tudi
nekaj sˇibkih tocˇk, najbolj ocˇitni sta velika kolicˇina podatkov, ki je potrebna
za uspesˇno ucˇenje, in racˇunska zahtevnost ucˇenja, ki je najbolj vidna pri
mrezˇah z veliko skritimi nivoji.
Obstaja veliko razlicˇnih tipov nevronskih mrezˇ. Za delo s slikami so dalecˇ
najbolj popularne konvolucijske nevronske mrezˇe [16, 11]. Za razliko od mrezˇ
s polno povezanimi nivoji je njihovo ucˇenje manj zahtevno, saj rabijo manj
nevronov in imajo lahko vecˇ skritih nivojev [17]. Konvolucijske mrezˇe potre-
bujejo manj predprocesiranja vhodnih podatkov, poleg tega pa so odporne na
transformacije (skaliranje, premik, ...), ki so sicer v racˇunalniˇskem vidu pro-
blematicˇne. Glavna operacija, po kateri so tudi poimenovane, je konvolucija,
ki je pomembna za iskanje znacˇilk (za razlicˇne znacˇilke uporabimo razlicˇne
filtre). Zadnji nivoji konvolucijske nevronske mrezˇe tvorijo klasifikator, ki na
izhod posˇlje vektor verjetnosti, da objekt pripada razlicˇnim razredom. Poleg
prepoznave slik se pogosto uporabljajo na podrocˇjih analize videa, obdelave
naravnega jezika in tudi igranja iger1.
Na strezˇniku Laboratorija za bioinformatiko je postavljenih vecˇ zˇe naucˇenih
1https://deepmind.com/research/alphago/
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nevronskih mrezˇ. Za nasˇo resˇitev so pomembne mrezˇe za prepoznavo slik
(konvolucijske mrezˇe). Na razpolago je vecˇ razlicˇnih arhitektur: VGG-16,
VGG-19 [22] (ti dve se razlikujeta le v sˇtevilu nivojev v mrezˇi) in Googlova
Inception-v3 [24], naslednica GoogleNet [23], ki so bile izdelane posebej za na-
logo klasifikacije slik. Podatki za ucˇenje nasˇtetih modelov prihajajo iz zbirke
ImageNet [5]. ImageNet je projekt, katerega glavni cilj je vecˇmilijonska zbirka
slik, ki so oznacˇene z objekti, ki so na slikah. Prav tako so objekti hierarhicˇno
organizirani in vsak je prikazan z vecˇ sto ali vecˇ tisocˇ slikami. Zbirka podat-
kov taksˇne velikosti je v ogromno pomocˇ pri ucˇenju modela za generiranje
vlozˇitev. Projekt ImageNet tudi organizira tekmovanje ILSVRC2 (ImageNet
Large Scale Visual Recognition Challenge), v okviru katerega ekipe razisko-
valcev vsako leto tekmujejo v izdelavi modelov za prepoznavo slik. Arhitek-
turi VGG-16 in GoogleNet sta na tem tekmovanju leta 2014 dosegle prvi dve
mesti.
Omenjene nevronske mrezˇe so enostavno dosegljive za uporabo v pro-
gramu Orange preko gradnika Image Embedding. Vanj posˇljemo eno ali vecˇ
slik in kot izhod konvolucijske nevronske mrezˇe dobimo pripadajocˇe vektorje
znacˇilk, ki opisujejo slike. Konvolucijske mrezˇe kot izhod tipicˇno vrnejo vek-
tor verjetnosti, da objekt na sliki pripada razlicˇnim razredom. Gradnik Image
Embedding vrne vektorje nenegativnih realnih sˇtevil, ki pa so v bistvu izhod
skritega nivoja pred klasifikatorjem v konvolucijski mrezˇi. Tem znacˇilkam
pravimo kode konvolucijske nevronske mrezˇe (ang. CNN codes)3. Seveda ne
vemo, kaj ta sˇtevila pomenijo, a so zelo uporabna – imamo predstavitve slik
v prostoru realnih sˇtevil, ki jih lahko racˇunsko primerjamo in jih uporabimo




2.2 Tehnike zmanjˇsanja dimenzij
Podatki, ki jih zˇelimo vizualizirati, imajo pogostokrat prevecˇ dimenzij (npr.
vlozˇitve slik iz prejˇsnjega razdelka), da bi jih lahko prikazali na cˇloveku ra-
zumljiv nacˇin. V ta namen uporabimo zmanjˇsevanje dimenzionalnosti po-
datkov [28]. Cilj tega procesa je zmanjˇsati sˇtevilo znacˇilk, s katerimi so
primeri (ponekod slike) opisani. Zmanjˇsanje dimenzij ima tudi to prednost,
da zmanjˇsa zahteve po prostoru in cˇasu pri nadaljnjem procesiranju. Teh-
nike zmanjˇsanja dimenzij lahko v splosˇnem razvrstimo v dve skupini: izbira
znacˇilk in ekstrakcija znacˇilk. Pri prvem izberemo neko podmnozˇico znacˇilk
iz originalne mnozˇice, pri drugem pa nove znacˇilke tvorimo iz starih. V sklopu
te naloge smo uporabili ekstrakcijo znacˇilk.
Ekstrakcija znacˇilk je transformacija podatkov iz visokodimenzionalnega
v nizkodimenzionalni prostor. Pomaga nam predstaviti primere z manj zna-
cˇilkami. Originalne znacˇilke, ki so pogosto odvecˇne, preslikamo v nove, infor-
mativne in neodvecˇne znacˇilke. Tehnik za dosego tega je precej, v nadaljeva-
nju pa opiˇsemo tri bolj popularne in primerne za uporabo v nasˇem projektu.
Za to, da bo interpretacija cˇloveku prijazna in da bo mogocˇe podatke pred-
staviti na sliki, si tipicˇno zˇelimo dimenzionalnost podatkov zmanjˇsati na dve
do tri dimenzije.
2.2.1 Metoda glavnih komponent
Metoda glavnih komponent (ang. principal component analysis, PCA) je
ena najbolj znanih metod za zmanjˇsevanje dimenzionalnosti podatkov [9].
Visokodimenzionalni prostor z originalnimi podatki preslikamo v nov prostor
z ortogonalno bazo, kjer se ohrani cˇim vecˇ variance, ki predstavlja odstopanja
pri projekciji v nov prostor.
Metoda kot vhod prejme matriko primerov X ∈ Rm×n, v kateri je m
primerov (x1, x2, . . . , xm), ki so predstavljeni kot vektorji in opisani z n
znacˇilkami. V okviru te naloge so primeri vektorske vlozˇitve slik. Te pri-
mere zˇelimo opisati s k novimi znacˇilkami, kjer je k  n. Cilj metode je
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najti k ortogonalnih vektorjev vi ∈ Rn, ki tvorijo bazo novega prostora.
Varianco mnozˇice podatkov, ki jo projiciramo na prvo glavno kompo-












V oklepaju drugega izraza je v bistvu kovariancˇna matrika, ki nam pove, kako
so primeri med seboj povezani. Za vsak stolpec oz. znacˇilko izracˇunamo nje-
govo povprecˇje in ga odsˇtejemo od celotnega stolpca, da podatke centriramo.
Dobljeno matriko pomnozˇimo z njeno transponirano matriko, da dobimo ko-





(xi − µ)(xi − µ)ᵀ
Izraz za varianco lahko poenostavimo v
V ar(vᵀ1X
ᵀ) = vᵀ1Cv1
Isˇcˇemo ustrezen vektor v1, ki maksimizira varianco. Z omejitvijo v
ᵀ
1v1 = 1 in
uporabo Lagrangeovih multiplikatorjev pridemo do enacˇbe
Cv1 = λ1u1
v kateri u1 in λ1 predstavljata lastni vektor in pripadajocˇo najviˇsjo lastno
vrednost matrike C.
Izracˇunamo lastne vrednosti in pripadajocˇe lastne vektorje kovariancˇne
matrike. Lastni vektorji z najviˇsjimi lastnimi vrednostmi pojasnijo najvecˇ
variance. Lastni vektor vi z lastno vrednostjo λi pojasni λi variance. Ti
vektorji – glavne komponente – so med seboj ortogonalni in tvorijo bazo
novega prostora. Nasˇim primerom zmanjˇsamo dimenzionalnost tako, da jih
projiciramo v ta prostor. Projekcijska matrika V ∈ Rk×n je sestavljena iz









Projekcija vseh primerov v nov prostor P ∈ Rk×m se izrazi kot
P = V ᵀXᵀ
Sˇtevilo glavnih komponent (vektorjev) izberemo po potrebi – tipicˇno bi
radi, da je razlozˇene vsaj 80% variance. Vecˇje sˇtevilo izbranih komponent
vodi do boljˇse rekonstrukcije podatkov, manjˇse pa do manj sˇuma v rekon-
struiranih podatkih.
Metodo PCA lahko izvedemo tudi z uporabo singularnega razcepa (ang.
singular value decomposition, SVD) [25]. Singularni razcep se izogne tezˇavam
z numericˇno nestabilnostjo, do katerih lahko zaradi majhnih sˇtevil v kova-
riancˇni matriki pride pri navadnem razcepu po lastnih vrednostih. Cˇe zˇelimo
podatke projicirati v prostor z zelo malo dimenzijami (dve ali tri), je hitrejˇsa
mozˇnost uporaba potencˇne metode [28].
2.2.2 Vecˇrazredno lestvicˇenje
Vecˇrazredno lestvicˇenje (ang. multidimensional scaling, MDS ) je nelinearna
tehnika zmanjˇsanja dimenzionalnosti [12, 2]. Deluje po nacˇelu ohranjanja
razdalj med primeri v originalnem prostoru. Pri tem je vseeno, kako so
bile te razdalje izracˇunane, kar lahko poenostavi situacijo, cˇe primeri nimajo
enostavnih numericˇnih znacˇilk (npr. besedila).
Algoritem kot vhod prejme matriko razdalj med primeri δ ∈ Rn×n, kjer
je δij razdalja med i-tim in j-tim primerom, in zˇeleno sˇtevilo dimenzij k.
Algoritem najprej postavi primere v nov prostor in nato skusˇa pozicije opti-
mizirati. Kot resˇitev poiˇscˇe n vektorjev xi ∈ Rk, kjer d(xi − xj) ≈ δij za vse
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i, j ∈ 1, . . . , n, d pa je poljubna funkcija razdalje (najpogosteje je to evklidska
razdalja).
Cilj je, da so razdalje med primeri v projekcijskem prostoru cˇim bolj po-
dobne tistim v originalnem prostoru. Za to je potrebno minimizirati funkcijo





X ∈ Rk×n je matrika, ki predstavlja postavitev tocˇk, sestavljena je iz vektor-
jev xi. Koncˇna resˇitev je taksˇna postavitev, pri kateri ima funkcija napetosti
najmanjˇso vrednost.
Funkcija napetosti je kompleksna, pri odvajanju po vseh vektorjih do-
bimo preobsezˇen sistem enacˇb. Lahko bi jo minimizirali z uporabo gradien-
tnega spusta, vendar je ta metoda prepocˇasna in nezanesljiva (vedno obstaja
mozˇnost, da je resˇitev le lokalni in ne globalni minimum). Obstaja boljˇsi
postopek: namesto njenega minimuma raje iˇscˇemo minimum neke funkcije,
ki je zmeraj vecˇja ali enaka tej. Ta postopek se imenuje majorizacija. Majo-
rizacijo funkcije f zapiˇsemo kot
∀y∀x : g(x, y) ≥ f(x)
Pomembno je, da je g(x, x) = f(x) in da znamo poiskati vrednost x, pri
kateri g(x, y) dosezˇe minimum. Do resˇitve pridemo iterativno. Zacˇetno vre-
dnost x0 izberemo nakljucˇno. V i-tem koraku minimiziramo funkcijo g, kjer
pridemo do xi+1 in velja g(xi+1, xi) ≤ g(xi, xi), saj smo minimizirali po pr-
vem argumentu. Ker smo definirali funkcijo g kot zmeraj vecˇjo ali enako f ,
velja
f(xi+1) ≤ g(xi+1, xi) ≤ g(xi, xi) = f(xi)
V vsaki iteraciji se tako priblizˇamo minimumu. Uporabljamo algoritem SMA-
COF (ang. scaling by majorizing a complex function), ki je kljub iterativno-
sti sˇe vedno hitrejˇsi od gradientnega spusta, bolje pa deluje, cˇe imamo veliko
primerov [28].
12 Jan Hartman
Zacˇetne postavitve primerov v nov prostor so lahko nakljucˇne, lahko pa
algoritmu podamo neko zacˇetno postavitev, npr. rezultat metode glavnih
komponent. Cˇe zacˇetni polozˇaj inicializiramo z deterministicˇnim algoritmom,
MDS postane deterministicˇen – ista zacˇetna postavitev vodi k isti optimizaciji
in istemu rezultatu.
2.2.3 Stohasticˇna vlozˇitev sosedov
Stohasticˇna vlozˇitev sosedov (ang. t-distributed stochastic neighbor embed-
ding, t-SNE ) je tehnika, podobna metodi MDS [18]. Glavna razlika med
njima je v tem, da se metoda t-SNE osredotocˇa na ohranjanje razdalj med
sorodnimi primeri (tistimi, ki so si blizu), medtem ko ji je za oddaljene pri-
mere precej vseeno. V nasprotju s tem skusˇa metoda MDS razdaljo ohraniti
ne glede na njeno velikost. Cˇe zˇelimo pri vizualizaciji lazˇje videti skupine
podobnih primerov, je t-SNE lahko boljˇsa izbira.
Algoritem temelji na verjetnostni oceni podobnosti dveh primerov. Po-
dobnost primerov (vektorjev) xi in xj je pogojna verjetnost pi|j, da bi za
primer xi za soseda izbrali xj, cˇe bi sosede izbirali glede na Gaussovo ver-
jetnostno porazdelitev, ki je centrirana na xi. Pogojno verjetnost zapiˇsemo
kot
pi|j =
exp(−‖xi − xj‖2/2σ2i )∑
k 6=i exp(−‖xi − xk‖2/2σ2i )
kjer je σi varianca porazdelitve, ki je centrirana na xi. Pri tem imajo blizˇnji
primeri visoko verjetnost, da so sosedi, oddaljeni pa majhno. Za vse primere
xi definiramo dve verjetnostni porazdelitvi vseh sosedov: za originalni prostor
porazdelitev Pi in za projekcijski prostor porazdelitev Qi. Cilj je, da sta
med seboj cˇim bolj podobni. Za mero podobnosti se uporablja Kullback-
Leiblerjeva divergenca [14], ki pove, kako mocˇno qi|j sledi pi|j. Kriterijska













Ocena sosednosti je zaradi nesimetricˇnosti Kullback-Leiblerjeve divergence
tudi sama nesimetricˇna: bolj kaznuje, cˇe sta primera v projekciji dalecˇ, a bi
morala biti blizu (p q), kot cˇe sta blizu, a bi morala biti dalecˇ (p q). Po-
stavitev primerov v projekcijskem prostoru dobimo z uporabo gradientnega
sestopa, ki poiˇscˇe minimum kriterijske funkcije.
Za verjetnostno porazdelitev se je vcˇasih uporabljala Gaussova poraz-
delitev, zaradi boljˇsega razlikovanja med oddaljenimi tocˇkami pa je danes
bolj znana rahlo drugacˇna, popravljena metoda, ki uporablja Studentovo t-
porazdelitev. S tem dopustimo mozˇnost, da so primeri iz srednje okolice v
novem prostoru bolj oddaljeni. Popravljena metoda je izboljˇsana tudi v tem,
da je ocena sosednosti simetricˇna.
Metoda je bolj obcˇutljiva na lokalno strukturo primerov, prav tako lazˇje
razkrije strukturo na vecˇ nivojih in podatke, ki so v nekaksˇnih grucˇah (teh
seveda ne dolocˇi sama). Problem je v iskanju parametrov porazdelitve (µ in
σ) in pocˇasnosti metode, saj je zelo racˇunsko zahtevna.
2.2.4 Primer uporabe
Da bi bil opis metod za zmanjˇsanje dimenzij bolj razumljiv, v tem razdelku
prikazˇemo njihovo delovanje na primeru stotih slik. Iz nabora slik Caltech
1014 [6] smo izbrali sto slik iz petih razlicˇnih kategorij: sloni, soncˇnice, me-
tulji, kitare in pice. Na sliki 2.1 vidimo slike, razvrsˇcˇene po kategorijah.
V orodju Orange [3, 4] smo pridobili vlozˇitve slik z gradnikom Image
Embedding in jih nato dali na vhod metodam za zmanjˇsanje dimenzij, ki smo
jih opisali v prejˇsnjih razdelkih. Uporabili smo gradnika PCA in Manifold
Learning (ta podpira metodi MDS in t-SNE). Na slikah 2.2, 2.3 in 2.4 so
prikazani rezultati teh metod v razsevnem diagramu, ki ga prikazˇe gradnik
Scatter Plot. Primeri iz iste kategorije so predstavljeni s tocˇkami iste barve.
Pri vseh metodah vidimo, da je kombinacija pridobivanja vlozˇitev in
zmanjˇsanja dimenzij delovala, saj so primeri iz istih skupin tudi v 2D pro-
storu bolj skupaj. Vsaka od metod je dala drugacˇne rezultate, pri t-SNE
4http://www.vision.caltech.edu/Image_Datasets/Caltech101/
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Slika 2.1: Nabor stotih slik iz petih kategorij.
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so skupine najbolj vidne, pri PCA pa najmanj. Metode locˇujejo primere
drugacˇe, saj temeljijo na razlicˇnih postopkih in ne dajejo vse enako dobrih
rezultatov na istih podatkih. Za uspesˇno implementacijo podobnostne mrezˇe
je pomembno, da se teh lastnosti zavedamo.
Na sliki 2.2, ki kazˇe rezultat metode PCA, se enostavno vidi dve smeri, v
katerih so podatki najbolj razprsˇeni. Ti smeri ohranjata najvecˇ variance, v
tem primeru je to 18%. Primeri iz istih skupin niso povsem v grucˇah.
Slika 2.2: Rezultat metode PCA na naboru slik Caltech 101.
Pri rezultatu metode MDS na sliki 2.3 se lepsˇe vidijo skupine, ki so z
nekaj izjemami dobro locˇene. Vidimo lahko, kako MDS ohranja razdalje med
primeri, saj so podobni objekti iz razlicˇnih skupin ponekod blizu skupaj.
Na sliki 2.4, ki prikazuje je rezultat metode t-SNE, so skupine precej
locˇene in jasno vidne. Skoraj vsi primeri so razvrsˇcˇeni v prave skupine, saj
t-SNE primere iz srednje ali daljne okolice postavi dalecˇ stran in ohranja
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razdalje le za blizˇnje primere.
Slika 2.3: Rezultat metode MDS na naboru slik Caltech 101.
2.3 Maksimalno prirejanje
Metode zmanjˇsevanja dimenzionalnosti dajo kot rezultat tocˇke v nizkodimen-
zionalnem prostoru. Te tocˇke pripadajo vhodni mnozˇici slik, kjer ima vsaka
slika svojo tocˇko. Ker si zˇelimo slike prikazati brez prekrivanja, je najbolje,
da jih postavimo v diskretno mrezˇo in vsaki dodelimo svojo celico. Za to
je treba najti preslikavo med tocˇkami v 2D prostoru in tocˇkami na diskre-
tni mrezˇi. Ta preslikava mora biti cˇim boljˇsa oz. imeti cˇim manjˇso napako,
saj hocˇemo imeti taksˇno postavitev slik v mrezˇi, ki bi predstavljala podob-
nost med slikami. Pri tem ni nujno, da bo vsaka celica v diskretni mrezˇi
zapolnjena, saj je nabor slik lahko manjˇsi od sˇtevila celic.
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Slika 2.4: Rezultat metode t-SNE na naboru slik Caltech 101.
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Ta problem lahko posplosˇimo na nalogo maksimalnega prirejanja [1]:
imamo mnozˇico delavcev in mnozˇico nalog. Vsakega delavca lahko z neko
ceno dodelimo katerikoli (a natancˇno eni) nalogi. Zˇelimo si najti taksˇno do-
delitev, da bo vsota cen najmanjˇsa. Cˇe imamo n delavcev in m nalog, cene
dodelitev podaja n×m matrika C, v kateri je v i-ti vrstici in j-tem stolpcu
cena dodelitve i-tega delavca na j-to nalogo.
Resˇitev problema je dodelitev stolpcev na vrstice (oz. obratno), kjer
ni nujno, da so vsi stolpci oz. vse vrstice dodeljene – to se zgodi samo v
primeru, ko je n = m. Resˇitev lahko predstavimo z binarno matriko X,








Problem lahko predstavimo tudi kot polni dvodelni (bipartitni) graf
G = (U, V ;E), kjer je mnozˇica U sestavljena iz vseh delavcev in mnozˇica
V iz vseh nalog, povezave pa so utezˇene s cenami dodelitev. Graf mora po
definiciji biti poln, kjer so vse tocˇke iz U povezane z vsemi iz V . V tem
primeru je resˇitev podmnozˇica mnozˇice povezav E, za katero velja, da mora
vsebovati povezave do vseh tocˇk iz manjˇse od mnozˇic U in V , nobena od tocˇk
pa ne sme biti izbrana vecˇ kot enkrat. Cena optimalne resˇitve je najmanjˇsa
mozˇna vsota vseh utezˇi v tej podmnozˇici.
Najbolj znan algoritem za resˇevanje problema je verjetno madzˇarska me-
toda, poimenovan tudi Kuhn-Munkres [13]. Algoritem je precej enostaven,
deluje z vrsticˇnimi in stolpcˇnimi operacijami nad matriko C. Njegova cˇasovna
zahtevnost je polinomska (O(n3)) in pri majhnih dimenzijah matrike je za-
dosti ucˇinkovit. Za vecˇje matrike lahko uporabimo bolj ucˇinkovit algoritem
– Jonker-Volgenant [10]. Tudi ta ima cˇasovno zahtevnost O(n3), a je za-
radi uporabe hevristik za izogibanje nepotrebnemu procesiranju v praksi do-
sti hitrejˇsi. Poleg omenjenih dveh obstaja sˇe veliko drugih algoritmov za




V tem poglavju razlozˇimo, kako smo metode iz prejˇsnjega poglavja uporabili
v implementaciji pregledovalnika slik in gradnji podobnostne mrezˇe. Nasˇ cilj
je bil poiskati tako predstavitev slik, pri kateri razdalja med slikami v mrezˇi
predstavlja podobnost teh slik – blizˇe kot so, bolj so si podobne. Predlagani
algoritem sestavljajo metode za zmanjˇsanje dimenzionalnosti, normalizacijo
podatkov, dolocˇanje velikosti mrezˇe in izracˇun dodelitev v celice mrezˇe.
3.1 Zmanjˇsanje dimenzionalnosti
V prvi fazi algoritma kot vhod dobimo vlozˇitve slik iz nevronske mrezˇe. Vek-
torje z visokim sˇtevilom dimenzij moramo preslikati v dve dimenziji, za kar
uporabimo enega od prej omenjenih algoritmov. V koncˇni implementaciji je
privzeta izbira metoda MDS, implementirani pa sta tudi mozˇnosti uporabe
metod PCA ali t-SNE.
3.2 Normalizacija podatkov
Vhod v to fazo so 2D vektorji, ki predstavljajo slike v 2D prostoru. Da
lazˇje racˇunamo postavitve v diskretno mrezˇo v kasnejˇsi fazi, vektorjem koor-
dinate omejimo na interval [0, 1]. Pri tem uporabimo metodo normalizacije
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po razponu: v obeh dimenzijah odsˇtejemo minimum in delimo z razponom
max −min. Lahko bi uporabili drugacˇno metodo, ki bi standardizirala po-
razdelitev – odsˇtela povprecˇno vrednost in delila s standardnim odklonom,
vendar je za cˇim boljˇsi priblizˇek originalnih vektorjev boljˇsa prva mozˇnost.
3.3 Dolocˇanje velikosti mrezˇe
Ker hocˇemo preslikati tocˇke iz zveznega prostora v diskretni, moramo dolocˇiti,
koliko tocˇk ima slednji. Tu imamo dve mozˇnosti: ali dobimo zˇeleno velikost
mrezˇe tudi kot vhod ali jo moramo iz sˇtevila slik dolocˇiti sami. Prva mozˇnost
je enostavnejˇsa, saj moramo le preveriti, da lahko v mrezˇo taksˇne velikosti
razporedimo vse slike. Pri drugi mozˇnosti lahko privzeto velikost dolocˇimo
kot d√ne, kjer je n sˇtevilo slik. To da kvadratno mrezˇo, ki je zagotovo zadosti
velika za vse slike.
Zaradi lepsˇega prikaza je velikokrat bolje, cˇe je okoli slik nekaj prostora in
niso vse prevecˇ skupaj, za to pa bi potrebovali malo vecˇjo mrezˇo. Vecˇja mrezˇa
nudi vecˇ mozˇnosti za optimalno postavitev slik. Ker nismo hoteli vrednosti
povecˇave mrezˇe nastaviti na konstanto, smo se odlocˇili za statisticˇni pristop
– vrednost povecˇave naj bo odvisna od porazdelitve tocˇk – bolj narazen so,
vecˇja naj bo vrednost, za katero povecˇamo mrezˇo. Kot mero tega smo vzeli
splosˇcˇenost (ang. kurtosis). Koeficient splosˇcˇenosti pove, kako velika sta
repa porazdelitve. Dolocˇili smo, naj se mrezˇa raztegne glede na koeficient
splosˇcˇenosti γ2 po formuli 2 ∗ |dγ2e| po obeh dimenzijah.
3.4 Izracˇun dodelitev v celice mrezˇe
Zadnji korak v algoritmu je izracˇun polozˇajev slik v celicah mrezˇe. Do
zdaj imamo izracˇunane normalizirane 2D vektorje in velikost mrezˇe. Za
izracˇun dodelitev uporabimo algoritem, ki resˇuje problem maksimalnega pri-
rejanja. Kot vhod moramo v ta algoritem poslati matriko cen, ki jo moramo
izracˇunati. Mnozˇico
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delavcev“, ki bodo celice v mrezˇi. Te lahko dolocˇimo tako, da
ustvarimo mnozˇico x ∗ y tocˇk, katerim obe koordinati linearno narasˇcˇata od
0 do 1 v x oziroma y korakih, pri cˇemer sta x in y dimenziji mrezˇe. S tem
dobimo eno tocˇko za vsako celico v mrezˇi.
Izracˇun matrike cen je po tem enostaven – izracˇunati je treba le razda-
lje (uporabili smo kvadratno evklidsko) med vsemi pari vektorjev in celic
v mrezˇi. Razdalje so v nasˇem primeru cene dodelitev. Z matriko cen na
vhodu algoritem resˇi problem maksimalnega prirejanja. Kot izhod dobimo




V tem poglavju opiˇsemo implementacijo pregledovalnika slik kot gradnika v
Orangu. Zacˇnemo pri funkcionalnostih, ki smo jih hoteli podpreti, pregle-
damo sorodna dela, razlozˇimo, kako se gradnik vklaplja v Orange, podrobneje
pa se posvetimo koncˇnemu izdelku, uporabljenim tehnologijam in metodam
ter strukturi implementacije, ki se deli na skriptni del in uporabniˇski vmesnik.
Koda je locˇena na dva logicˇna dela zaradi delitve odgovornosti, enostavnosti
ponovne uporabe in lazˇjega refaktoriranja, cˇe oz. ko do tega pride. Na koncu
omenimo tudi omejitve in mozˇnosti za izboljˇsavo.
4.1 Cilji
V sklopu diplomske naloge smo zˇeleli implementirati orodje, ki bi bilo spo-
sobno interaktivnega pregledovanja slik. Slike bi moralo orodje med seboj
primerjati in jih razporejati v dvodimenzionalno mrezˇo glede na podobnost.
Tako bi omogocˇili enostaven pregled slik, grupiranih po podobnosti. Na
prvem mestu je bila interaktivnost orodja, vazˇno je, da je odzivno na upo-
rabnikove interakcije in nudi dovolj informacij. Cilj je bil tudi orodje imple-
mentirati kot gradnik v Orangu. Gradnik mora biti povezljiv z ostalimi, zˇe
implementiranimi gradniki, ki mu lahko dajo vhodne podatke ali pa upora-
bljajo njegove izhodne podatke. Zˇeleli smo, da bi se dobro vklopil v obstojecˇe
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delokroge in imel dovolj mozˇnosti za uporabo. Poleg osnovne zˇelene funkcije
smo podprli tudi dodatne, kot so izbiranje slik z mozˇnostjo grupiranja, ki jih
lahko nato posˇljemo na izhod, poljubno dolocˇanje velikosti mrezˇe in mozˇnost
locˇenega vhoda podmnozˇice slik.
4.2 Sorodna dela
Pred zacˇetkom implementacije orodja smo iskali obstojecˇe oz. podobne
resˇitve in raziskovalna dela s podobno tematiko. Od programskih resˇitev
smo nasˇli samo posamezne metode, kar ni bilo problematicˇno, saj smo jih
lahko povezali v celoto sami in uporabili tiste, ki so nam bolj ustrezale. V
nekaj cˇlankih je bila obravnavana tematika podobnostne mrezˇe slik oz. pre-
gledovalnika slik, vendar so bili njihovi nameni razlicˇni, tehnologija pa pri
vseh zastarela – cˇlanki so namrecˇ stari vsaj 10 let, kar pomeni, da avtorji
nevronskih mrezˇ niso uporabljali in so za ekstrakcijo znacˇilk iz slik upora-
bljali bolj preproste metode. V tem razdelku na kratko opiˇsemo sˇtiri dela,
od katerih sta dve naravnani bolj eksperimentalno, dve pa sta imeli za cilj
dejansko implementacijo.
4.2.1 Eksperimentiranje z vizualizacijami
podobnosti slik
Rodden, Basalaj, Sinclair & Wood [20] so leta 1999 preizkusˇali vizualizacijo
podobnosti slik kot orodje za brskanje po slikah. Za metriko podobnosti slik
so uporabili histograme barv na sliki, ki so jih primerjali z razdaljo hi-kvadrat.
Histograme, ki so predstavljali tocˇke oz. vektorje v visokodimenzionalnem
prostoru, so z metodo MDS preslikali v dve dimenziji. Namesto uporabe
mrezˇe celic so slike le postavili v 2D prostor na koordinate, izracˇunane z
metodo MDS. S pomocˇjo testnih subjektov so preverjali, ali je ta postavitev
boljˇsa za iskanje dane slike kot nakljucˇna razporeditev v mrezˇo: merili so
cˇas, ki so ga subjekti porabili, da so nasˇli dane slike. V povprecˇju so subjekti
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porabili 0,8 sekunde manj na sliko pri podobnostni postavitvi, kljub temu
pa se jim je ta zdela zelo neintuitivna, dodatno pa jih je motilo prekrivanje
slik, do katerega je priˇslo pri nekaterih podobnih slikah. Avtorji so zato
implementirali tudi postavitev v mrezˇo, pri cˇemer so primer, ko se je vecˇ slik
preslikalo v eno celico, resˇevali s spiralnim iskanjem. To je sicer hitrejˇse od
maksimalnega prirejanja, a ne zagotavlja optimalnega rezultata.
Isti avtorji [21] so leta 2001 izvedli podoben eksperiment. V njem so poleg
vizualne podobnosti uporabili tudi anotacijsko podobnost – pri drugi so bile
slike oznacˇene z besedami, iz katerih so tvorili vektorje in slike primerjali s
kosinusno razdaljo. Vnovicˇ so izvedli testiranje s pomocˇjo subjektov, le da
so bili ti v tem primeru graficˇni oblikovalci. Skusˇali so ugotoviti, katera od
mer podobnosti je boljˇsa za brskanje po slikah, ki so jih razporedili z meto-
dami iz prejˇsnjega cˇlanka. Naloga subjektov je bila iskanje nabora slik, ki
bi bile primerne za uporabo v potovalnih vodicˇih za razlicˇne destinacije v
treh razlicˇnih postavitvah: nakljucˇna, podobnostna v zveznem prostoru in
podobnostna v mrezˇi. Pri podobnostni postavitvi so imeli mozˇnost upora-
biti tako vizualno kot anotacijsko podobnost. Ugotovili so, da je subjektom
najbolj ustrezala anotacijska postavitev v mrezˇi, precej pa jim je tudi bila
vsˇecˇ mozˇnost uporabe razlicˇnih mer podobnosti. Oba cˇlanka se posvecˇata
predvsem cˇlovesˇkemu faktorju, saj so avtorji zˇeleli dokazati, da so vizualiza-
cije, ki uporabljajo podobnost slik, ljudem bolj vsˇecˇ in jih lahko efektivno
uporabljajo.
4.2.2 Interaktivni, semanticˇni slikovni brskalniki
Yang et al. [26] so zˇeleli implementirati semanticˇni slikovni brskalnik. Slikam
so dodelili veliko sˇtevilo znacˇilk (npr. barvni histogrami, teksture, razpo-
reditve barv) in jim dodali anotacije, ki so jih samodejno generirali. Slike
so razporejali z uporabo metode MDS, izumili pa so svoj prikaz, ki je lazˇje
prikazal visoko sˇtevilo dimenzij (anotacije in njihova povezanost). Podprli
so besedno iskanje po anotacijah in brskalnik razsˇirili za vecˇjo interaktivnost
(mozˇnost premikanja in urejanja slik). Brskalnik so preizkusili s pomocˇjo
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uporabnikov, ki so ga primerjali z navadnim urejenim brskanjem po mapah.
Prednost brskalnika je bil visok nivo interaktivnosti in olajˇsanje prikaza vecˇ
slik naenkrat, slabost pa ponekod slabe oz. napacˇne anotacije, ki so upo-
rabnike zavedle. Cˇlanek je inoviral na podrocˇju interaktivnega prikaza slik,
zˇal pa je tehnika samodejnega pridobivanja anotacij precej nezanesljiva in
dandanes zastarela.
Nguyen & Worring [19] sta si zadala podoben cilj kot Yang et al. [26],
vendar sta ciljala na optimalen sistem za pregledovanje velikih zbirk slik
in njihovo anotiranje. Kot zahteve sta postavila dober pregled, vidljivost in
ohranjanje strukture podobnosti slik. Preizkusila sta vecˇ razlicˇnih algoritmov
za zmanjˇsanje dimenzij in na koncu izbrala metodo SNE, za boljˇsi prikaz pa
sta slike zdruzˇevala v grucˇe. Razlicˇice sistema sta testirala s sˇtetjem akcij,
ki so jih navidezni uporabniki izvedli med delom, cilj pa je bil minimizacija
sˇtevila teh.
4.3 Orange
Resˇitev smo zˇeleli integrirati v orodje za interaktivno podatkovno analitiko
Orange [3]. Orange je zbirka orodij za strojno ucˇenje in podatkovno rudar-
jenje, ki ga Fakulteta za racˇunalniˇstvo in informatiko razvija zˇe od 1997 [4].
Odlikuje ga enostavnost in prijaznost do uporabnikov, saj je njegov graficˇni
uporabniˇski vmesnik preprost in hitro priucˇljiv, ponuja pa tudi skriptni del za
programsko uporabo. Orange je odprtokoden projekt, ki ga danes razvijajo
cˇlani Laboratorija za bioinformatiko na FRI. Aktualna verzija je na voljo na
spletni strani1, izvorna koda pa na storitvi GitHub2. Orangev graficˇni upo-
rabniˇski vmesnik ponuja delovno povrsˇino, na katero postavljamo gradnike.
Ti predstavljajo operacije, ki lahko sprejemajo in/ali oddajajo signale (to so
lahko podatki ali nove operacije) ter so med seboj povezljivi. Vsak gradnik




Poleg jedrnih funkcionalnosti ima Orange tudi dodatne v locˇenih paketih,
ki privzeto niso namesˇcˇeni z Orangem in jih uporabnik lahko namesti sam.
Eden od teh je Image Analytics3, ki podpira delo s slikami. V ta paket smo
uspesˇno integrirali razvito resˇitev kot gradnik Image Grid. Poleg tega so v
paketu sˇe trije drugi gradniki. Za delovanje Image Grid potrebuje dva druga
gradnika: Import Images, s katerim uvozimo slike (ima tudi to uporabno
funkcijo, da gradnik sam doda atribut s kategorijo, cˇe so bile slike v vecˇ pod-
mapah), in Image Embedding za pridobitev vlozˇitev slik, ki jih prejme kot
vhod. Trenutno je v gradniku Image Embedding na voljo sˇest nevronskih
mrezˇ, od katerih so tri namenjene splosˇni uporabi (naucˇene na zbirki Ima-
geNet [5]), tri pa so bolj specializirane: namenjene so prepoznavi obrazov,
napovedovanju slikarja, ki je avtor slike, in analizi celic kvasovk. Image Grid
lahko vlozˇitve slik z dodatnimi informacijami (ali so izbrane ali ne in v kateri
skupini so) posˇilja naprej v druge gradnike, npr. Image Viewer, ki sluzˇi kot
splosˇen pregledovalnik slik.
4.4 Tehnologije in metode
Resˇitev je tako kot celoten Orange implementirana v programskem jeziku
Python4. Python je dinamicˇno tipiziran, interpretiran visokonivojski pro-
gramski jezik, ki se odlikuje po berljivosti izvorne kode in hitrosti razvoja v
njem. Med drugim je izredno popularen na podrocˇju strojnega ucˇenja, saj
so v njem razvite knjizˇnice NumPy5 (numericˇno racˇunanje), SciPy6 (znan-
stveno racˇunanje) in scikit-learn7 (strojno ucˇenje), na katerih temelji tudi
Orange. Vse tri knjizˇnice so odprtokodne in so zˇe skoraj postale standard v
okolju Pythona. Orangev graficˇni uporabniˇski vmesnik je razvit v ogrodju








razvoja. Razvit je v jeziku C++, lahko pa ga prek vmesnikov uporabljamo
tudi v drugih programskih jezikih – Orange za ta namen uporablja vmesnik
PyQt9.
V prejˇsnjem poglavju smo opisali potek algoritma in ga razdelili na ko-
rake. Zˇeleli smo najti cˇim lazˇje dostopne in cˇim enostavnejˇse obstojecˇe imple-
mentacije vseh metod, saj bi bilo pisanje od zacˇetka zelo zamudno. Izkazalo
se je, da imamo v Orangu in SciPyu na voljo metode za vse sˇtiri korake:
Orange podpira vse tri opisane metode za zmanjˇsanje dimenzij, kjer interno
klicˇe implementacije v knjizˇnici scikit-learn. Prav tako imamo v Orangu na
voljo vecˇ vrst normalizacije, uporabili smo normalizacijo po razponu. SciPy
vsebuje izracˇun koeficienta splosˇcˇenosti, ki ga potrebujemo za dolocˇanje ve-
likosti mrezˇe in madzˇarski algoritem, s katerim resˇujemo problem maksimal-
nega prirejanja za dodelitev slik v celice. Odkrili smo, da je na zˇalost ta
implementacija zelo neucˇinkovita, kar se je poznalo pri vecˇjem sˇtevilu slik:
algoritem je za izracˇun dodelitev petstotih slik v mrezˇo 23x23 potreboval vecˇ
kot dvajset sekund na sˇtirijedrnem procesorju Intel i7-4700HQ pri 3,4 GHz,
kar je predolgo in bi zelo negativno vplivalo na uporabnost gradnika. Zaradi
tega smo iskali ucˇinkovitejˇso mozˇnost, kar nam je uspelo – nasˇli smo vecˇ im-
plementacij algoritma Jonker-Volgenant [10] v obliki Pythonovskih knjizˇnic.
Uporabili smo implementacijo z enostavnim vmesnikom10, ki je priblizˇno de-
setkrat hitrejˇsa od SciPyjeve.
Izmed treh metod, ki smo jih opisali v podpoglavju 2.2, smo morali izbrati
metodo za zmanjˇsanje dimenzij. Kriterij za izbiro je bil primarno vizualen:
hoteli smo, da postavitev izgleda cˇim bolj intuitivna. Poleg tega smo izme-
rili hitrost in povprecˇno ceno postavitve rezultatov metod v mrezˇo, rezultat
testa je v tabeli 4.1. Cena postavitve oz. napaka je lahko povezana z vizu-
alno privlacˇnostjo postavitve, saj vecˇja napaka potencialno pomeni vecˇ slabo
postavljenih slik. Vse tri metode so za izracˇun potrebovale priblizˇno enako




pojasnimo s slikami v razdelku 2.2.4. Metoda PCA na sliki 2.2 tudi razlicˇne
slike postavi prevecˇ skupaj, vidimo, da so prevecˇ zgosˇcˇene v majhnem pro-
storu. Zaradi tega pride do velike napake pri postavljanju slik v mrezˇo, saj
lahko ena celica v mrezˇi vsebuje najvecˇ eno sliko. Metoda t-SNE na sliki 2.4
po drugi strani zelo mocˇno locˇuje skupine slik, vendar ne ohrani razdalj med
bolj oddaljenimi primeri. Ker vsak primer v skupini zaradi omejene velikosti
mrezˇe ne more dobiti svoje celice, je napaka velika. Metoda MDS v tej na-
vezi deluje najbolje, saj postavi podobne primere skupaj, a vseeno ohranja
razdaljo med vsemi pari primerov. To vodi v boljˇso preslikavo, saj so primeri
enakomerneje porazdeljeni po prostoru. Ker mrezˇe privzeto niso veliko vecˇje
od minimalne mozˇne mrezˇe, je metoda MDS boljˇsa od t-SNE, ki bi v vecˇjih
mrezˇah lazˇje razpostavila slike v grucˇah. Dodaten bonus metode MDS je
deterministicˇnost pri inicializaciji s PCA. Pri istem naboru slik smo zˇeleli






Tabela 4.1: Rezultati testa na stotih slikah iz petih kategorij v mrezˇi 12x12.
Test smo pognali stokrat in rezultate povprecˇili.
4.5 Skriptni del
Skriptni del predstavlja algoritem, ki izracˇuna postavitev slik v mrezˇi. Im-
plementiran je v razredu ImageGrid. Razred vsebuje dve metodi, ki pred-
stavljata vmesnik za poganjanje algoritma. Prva je init , ki ji podamo
vlozˇitve slik. Metoda inicializira atribute razreda, preslika vlozˇitve v 2D pro-
stor, jih normalizira in shrani kot atribut. Cˇe se vhod v gradnik ne spremeni,
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se tako izognemo ponovnemu zmanjˇsevanju dimenzij, ki je lahko cˇasovno zah-
tevno. Druga metoda je process, ki izracˇuna postavitve slik v mrezˇo. Kot
argument lahko prejme velikost mrezˇe – cˇe ta ni podana, jo izracˇuna me-
toda sama. Metoda se poklicˇe ob vsaki spremembi velikosti mrezˇe, zato je za
kvaliteto uporabniˇske izkusˇnje pomembno, da se izvrsˇi cˇim hitreje. Razred
poleg dveh javnih metod vsebuje sˇe nekaj pomozˇnih, ki jih ti dve klicˇeta (npr.
pretvorba razporeditve slik iz indeksnega v tabelni zapis).
def _get_assignments(self, data):
# create grid with linearly spaced coordinates
# reshape to list of coordinates (size_x*size_y x2)
grid = np.dstack(np.meshgrid(
np.linspace(0, 1, self.size_x, endpoint=False),
np.linspace(0, 1, self.size_y, endpoint=False)))
.reshape(-1, 2)
# get squared euclidean distances between all pairs of grid
points and embeddings
cost_matrix = cdist(grid, data, "sqeuclidean")
cost, grid_indices, row_indices = lapjv(cost_matrix,
extend_cost=True)
assignments = grid[row_indices]
return cost, grid_indices, assignments
Programska koda 4.1: Racˇunanje dodelitev slik v celice mrezˇe.
V izseku kode 4.1 je prikazana funkcija, ki iz seznama normaliziranih
2D vektorjev, ki predstavljajo slike, izracˇuna postavitve v mrezˇo. Uporablja
funkcije iz knjizˇnic NumPy in SciPy ter modul za resˇevanje maksimalnega
prirejanja, zaradi katerih je resˇitev elegantnejˇsa in enostavnejˇsa.
Funkcija najprej z np.linspace ustvari dva vektorja dolzˇine x in y (ti
sˇtevili predstavljata velikost mrezˇe), ki vsebujeta enako razmaknjenih x oz.
y sˇtevil na intervalu [0, 1). Nato ju z np.meshgrid spremeni v matriki koor-
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dinat, ki sta sestavljeni iz y-krat ponovljenega prvega in x-krat ponovljenega
drugega vektorja. Ti matriki z np.dstack in reshape zdruzˇi v matriko di-
menzij x ∗ y × 2, imenovano grid. Ta vsebuje vse mozˇne pare koordinat,
ki oznacˇujejo celice v mrezˇi. S funkcijo cdist med vsemi pari tocˇk v mrezˇi
in 2D vektorji, ki predstavljajo slike, izracˇuna matriko kvadratnih evklid-
skih razdalj cost matrix. Matriko posˇlje v funkcijo lapjv, ki resˇi problem
maksimalnega prirejanja in vrne optimalno razporeditev slik s ceno.
4.6 Uporabniˇski vmesnik
Uporabniˇski vmesnik gradnika je implementiran po zgledu drugih gradnikov
v Orangu. Kot osnovo za implementacijo smo uporabili kodo gradnika Image
Viewer, saj sta oba gradnika oblikovana kot mrezˇa slik, le da Image Viewer
deluje kot navaden brskalnik oz. pregledovalnik slik. Vecˇino funkcionalno-
sti smo morali prilagoditi, nekaj pa smo lahko ohranili skupnih in ponovno
uporabili zˇe preverjeno kodo.
Glavni razred, ki opisuje gradnik, se imenuje OWImageGrid. Ta deduje
iz razreda OWWidget, ki je nadrazred vsem gradnikom v Orangu in vsebuje
skupne funkcionalnosti. V dedovanem razredu kot atribute nastavimo ime,
opis in ikono ter ob inicializaciji ustvarimo komponente vmesnika. Mrezˇo,
v katero razporedimo slike, implementiramo z nekaj dodatnimi razredi. Ra-
zred GraphicsThumbnailGrid skrbi za razpored slik v mrezˇi in mehanizme
selekcije. Posamezno sliko predstavlja razred GraphicsThumbnailWidget,
ki skrbi za izris slike in mozˇnih efektov. Oba razreda dedujeta iz Qtjevega
QGraphicsWidget, ki implementira nizkonivojske funkcionalnosti in jih izpo-
stavi prek visokonivojskega vmesnika.
Na sliki 4.1 je prikazan gradnik Image Grid. Uporabniˇski vmesnik je raz-
deljen na dva dela: kontrolni del na levi in mrezˇo na desni. Kontrolni del
vsebuje vse mozˇnosti, ki jih lahko nastavljamo. Po vrsti od zgoraj navzdol
so to izbira atributa slike, ki vsebuje ime datoteke, izbira prilagoditve slike
v celici (cˇe ni kvadratna, jo zmanjˇsamo ali obrezˇemo) in nastavitve velikosti
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mrezˇe, poleg katerih je tudi gumb za ponastavitev (Set size automatically).
V spodnjem delu je sˇe nekaj komponent: potrditveno polje Apply automati-
cally dolocˇa, ali naj gradnik takoj po koncˇanem procesiranju posˇlje podatke
na izhod, okvir Info prikazˇe informacije o statusu in potencialnih napakah,
gumbi skrajno na dnu pa sluzˇijo prikazu pomocˇi, shranjevanju slike mrezˇe in
izvozu porocˇila o gradniku.
Slika 4.1: Graficˇni uporabniˇski vmesnik gradnika Image Grid. Slike so obre-
zane za boljˇso zapolnitev mrezˇe.
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4.7 Nadaljnje mozˇnosti
Resˇitev, ki smo jo v sklopu diplomske naloge razvili, ima nekaj omejitev.
Pri razporejanju je omejena na dvodimenzionalno pravokotno mrezˇo, cˇeprav
bi ponekod verjetno priˇsli do kaksˇne boljˇse vizualizacije na drug nacˇin (npr.
heksagonalna mrezˇa ali zvezni 2D prostor). Poleg tega lahko vsaka slika
zasede le eno celico – lahko bi ugotovili, katera slika je za katero skupino
najbolj reprezentativna, in jo prikazali v vecˇjem formatu. To bi lahko razsˇirili
na rocˇno izbiro glavnih slik, ki bi bile vecˇje, okoli njih pa bi lahko z grucˇenjem
oblikovali skupine.
Podprli bi lahko tudi dve bolj enostavni funkciji. Prva je mozˇnost rocˇnega
premikanja slik po mrezˇi, saj se zaradi omejene velikosti mrezˇe lahko zgodi, da
maksimalno prirejanje za kaksˇno sliko ne najde dobre pozicije. Mozˇni sta tudi
situaciji, ko metoda MDS ne izracˇuna dobre postavitve ali ko vlozˇitev slike
ni reprezentativna (do tega lahko v konvolucijskih mrezˇah pride, cˇe je slika
obdelana s filtri). Druga funkcionalnost bi bila uporabna pri vecˇjem sˇtevilu
slik: povecˇevanje posameznega dela mrezˇe, saj gradnik vedno prikazˇe vse slike
naenkrat, te pa so lahko pri veliki mrezˇi zelo majhne. Vecˇje sˇtevilo slik je pro-
blematicˇno tudi zaradi visoke cˇasovne zahtevnosti algoritmov zmanjˇsevanja




V tem poglavju na nekaj primerih prikazˇemo uporabo gradnika Image Grid.
Uporabimo vecˇ razlicˇnih naborov slik in demonstriramo v prejˇsnjem poglavju
opisane funkcije. Poleg tega prikazˇemo tudi vklapljanje gradnika v delokrog
z drugimi gradniki.
5.1 Image Grid
Gradnik lahko prejme dva vhoda: vlozˇitve slik in opcijsko podmnozˇico teh.
Cˇe je prisoten tudi drugi vhod, bodo slike, ki niso v podmnozˇici, v mrezˇi
delno prosojne, zaradi cˇesar je podmnozˇica bolj opazna. Poleg dveh vhodov
ima tudi dva izhoda: vse slike in izbrane slike. Na prvi izhod zmeraj posˇlje
vse slike, ki jih prejme, doda jim stolpec, ki poda informacijo, cˇe je slika
izbrana ali ne in v kateri skupini je. Na drugi izhod posˇlje le izbrane slike z
enakim dodanim stolpcem.
Slike lahko izbiramo v skupinah – s pritiskom na tipko shift ob izbira-
nju ustvarimo nove skupine. Slike iz iste skupine imajo ozadje pobarvano z
isto barvo. Ker so slike v mrezˇi predstavljene v majhnem merilu, pride prav
mozˇnost povecˇave. S pritiskom na preslednico aktiviramo predogled posa-
mezne slike v posebnem oknu. Za hitrejˇse pregledovanje se lahko s smernimi





Na sliki 5.1 je prikazan delokrog z vecˇ gradniki in gradnik Image Grid s
slikami zˇivali. V gradnik Image Grid smo kot drugi vhod poslali podmnozˇico
slik, zaradi cˇesar je preostanek slik polprosojen. Izbrane slike smo poslali v
gradnik Image Viewer, vse slike pa v gradnika Manifold Learning, ki pozˇene
metodo MDS, in Scatter Plot, v katerem lahko vidimo razsevni diagram
vlozˇitev v 2D prostoru. V Image Embedding smo izbrali mrezˇo Inception-v3,
ki odlicˇno prepozna zˇivali na slikah, saj v mrezˇi vidimo grupiranje zˇivali istih
vrst.
5.3 Obrazi
Na sliki 5.2 je prikazana razporeditev sˇestdesetih slik obrazov treh oseb. Prav
tako je na sliki demonstrirana uporaba izbiranja skupin, ki omogocˇi izbiro vecˇ
elementov, locˇenih po skupinah. Vsaka skupina je oznacˇena s svojo barvo.
V mrezˇi smo oznacˇili tri skupine, kjer vsaka vsebuje slike ene osebe. Za
pridobitev vlozˇitev slik smo uporabili mrezˇo openface. Vidimo, da so z nekaj
izjemami slike iste osebe res postavljene skupaj.
5.4 Rocˇno napisane sˇtevke
Na sliki 5.3 smo v mrezˇo razporedili sto slik iz podatkovne baze rocˇno napisa-
nih sˇtevk MNIST1. Preizkusili smo mrezˇe Inception-v3, VGG-16 in VGG-19,
najboljˇsi rezultat je dala mrezˇa Inception. Razporeditev ni najboljˇsa mozˇna,
saj posameznih sˇtevk ne grupira dobro. Vecˇinoma skupaj stoji le nekaj slik
iste sˇtevke, najbolje grupirane pa so 1, 4 in 7, ki tvorijo najvecˇje skupine. Do
taksˇnega rezultata lahko pride, cˇe mrezˇa ni bila naucˇena na podobnih slikah.
1http://yann.lecun.com/exdb/mnist
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V diplomskem delu smo implementirali interaktivni pregledovalnik slik, ki
omogocˇa napredno vizualizacijo slik z razporeditvijo v podobnostno mrezˇo.
V predlagani resˇitvi smo povezali uporabo globokega ucˇenja s tehnikami
zmanjˇsanja dimenzij in pokazali, da tako lahko ustvarimo ucˇinkovite se-
manticˇne vizualizacije slik. Z implementacijo smo razsˇirili funkcionalnost
Orangevega okolja, kjer smo jo dodali v paket Image Analytics. V tem pa-
ketu je na voljo kot interaktiven gradnik z imenom Image Grid. Vsa koda
resˇitve je prosto dostopna v repozitoriju GitHub1.
Gradnik Image Grid uporabljamo preko preprostega uporabniˇskega vme-
snika. Podpira enostavno povezovanje z ostalimi gradniki v paketu in s tem
izboljˇsa funkcionalnosti paketa – slike lahko iz gradnika posˇljemo kot vhod
v druge gradnike, kar odpre veliko mozˇnosti za nadaljnjo obdelavo. Cilj
gradnika je v tem, da najde podobnosti med slikami in to z vizualizacijo
predstavi uporabniku, s cˇimer mu omogocˇi dober pregled nad podobnimi sli-
kami na razumljiv nacˇin. To pride sˇe posebej do izraza v primerih, ko cˇlovek
sam tezˇko prepozna podobnost slik.
Resˇitev bi lahko izboljˇsali in razsˇirili na vecˇ nacˇinov. Smiselno bi bilo
podpreti vecˇ mozˇnih postavitev slik, saj je trenutno edina mozˇnost pravo-




postavitev v 2D prostor. Gradnik prikazˇe vse slike naenkrat ne glede na
njihovo sˇtevilo, kar lahko pomeni zmanjˇsano preglednost. Naprednejˇsi, di-
namicˇni nacˇini vizualizacije (npr. osnovani na grucˇenju) bi to olajˇsali, saj bi
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