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a b s t r a c t
Growth models under uncertainty and constant relative risk aversion (CRRA) utility are fragile in
explaining consumers’ choice, as equilibrium consumption is dependent on distributional assumptions.
We show that, under semi-nonparametric distributions, general equilibrium models are stable, as the
existence of expected utility is guaranteed.
© 2011 Elsevier B.V. All rights reserved.1. Introduction
King et al. (1990) and Geweke (2001) highlight a number
of difficulties in the application of rational expectations models
to choice under uncertainty when the distribution of micro
and macro aggregates is heavy tailed. They show that, when a
Student’s t-distribution rather than log-normality is assumed, the
constant relative risk aversion (CRRA) expected utility (EU) model
does not have a solution leading to operational problems in the
theory of choice. Further, Geweke notes that, even when log-
normality is assumed, the EU model does not have a solution
regardless of the priors from which Bayesian learning begins.
More generally, Geweke (2001) shows that general equilibrium
models which embody rational expectations are quite fragile with
respect to different distributional assumptions (which are often
non-distinguishable on econometric grounds) and infinitesimal
changes in over-time marginal rates of substitution which can
lead to different equilibrium paths with quite different properties
(see also Pesaran et al., 2007). Yoon (2004) also shows that
similar fragility applies to a standard asset pricing model when
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doi:10.1016/j.econlet.2011.12.049the endowment follows a stochastic unit root process. In this
letter, we propose a solution to this problem. We assume that
the logarithms of macroeconomic variables (e.g. log-consumption)
follow a semi-nonparametric (SNP) density. The assumption of a
SNP distribution for random log-consumption provides stability
to general equilibrium models as the expected CRRA utility exists
under Bayesian learning for any value of the over-time marginal
rate of substitution. The rest of the letter is structured as follows.
In Section 2, we describe the properties of the SNP probability
distribution. In Section 3, we extend the results on EU under CRRA
assuming SNP densities, and also show that the EU model is well
defined under Bayesian updating for this density. The final section
(Section 4) provides a brief conclusion. An empirical application
and proofs of log-SNP properties are provided in Appendices A and
B, respectively.
2. The SNP distributions
This section describes properties of the SNP probability density
function (pdf hereafter),whichwill be useful throughout the paper.
Proposition 1 (Cramér, 1925). Let x be a continuous random vari-
able distributed according to a certain pdf f (x), which has a contin-










dx <∞ and f (x) →|x|→∞ 0. (1)
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where κs = 1s!
∞
−∞ Hs(x)φ(x)dx, and Hs(x) is the sth-order Cheby-




= (−1)sHs(x)φ(x), ∀s ≥ 1. (3)
Proposition 1 allows one to define a general family of SNP distri-
butions, g (x; δ) , δ ∈ Rn, δ = (δ1, . . . , δn), which can approximate
any pdf to any degree of accuracy depending on the truncation
order n.2







φ(x) ≃ f (x). (4)
The rationale behind this density expansion lies in the properties of
the Chebyshev–Hermite polynomials, which form an orthonormal
basis with respect to the weight function φ(x) (see Abramowitz




0, s ≠ r
s!, s = r. (5)
dHs(x)
dx
= sHs−1(x), ∀s ≥ 1. (6)
Based on these properties, other characterizations of the SNP
distributions can be obtained straightforwardly; for example,
Eq. (7) gives the cumulative distribution function (cdf hereafter),
and Eq. (8) is themoment-generating function (mgf hereafter) (see



























In addition, all order SNP distribution moments exist and are
functions of the density parameters. For example, the first four
central moments of the SNP pdf are E [x] = δ1, E

x2




 = 3δ1 + 6δ3, and E x4 = 3 + 12δ2 + 24δ4, and
the distribution has zero mean and unit variance if δ1 = δ2 = 0,
with δ3 and δ4 capturing the skewness and excess kurtosis of the
distribution, respectively (see Proof 3 in Appendix B).
3. The CRRA utility under SNP distributions
This section extends the EU results under CRRA by assuming
SNP-distributed microeconomic and macroeconomic variables.
1 This is the so-called Gram–Charlier series of Type A. By convention, it is usually
assumed that H0(x) = 1.
2 The truncation of the expansion involves positivity issues, which can be
addressed through either pdf reformulations (Gallant and Nychka, 1987) or
parametric constraints (Jondeau and Rockinger, 2001). In most cases, the use of
maximum likelihood estimation techniques for empirical purposes does not require
any restriction to obtain well-defined densities at the optimal δs parameters.
Appendix A provides details of log-SNP density estimation for consumption growth
data. On the other hand, note that without loss of generality we consider δ0 = 1.We show that, in contrast to the Student’s t-distribution, a log-
SNP pdf is valid for a wider range of possibilities, thus providing
consistency to rational expectations models in regards to heavy-
tailed distributional assumptions.
Definition 1. Let x = log(z) be a random variable with pdf f (x),




log(z) if α = 1,
(1− α)−1E z1−α if α ≠ 1. (9)
The EU function defined above is valid for any strictly
nonnegative randomvariables, e.g. consumption, provided that the
following hold.
1. The function f (x) is known.




, exists for all t = 1− α and α ≠ 1.
Then, under assumptions 1 and 2, it is straightforward to show
that EU(z) exists for all α ≠ 1, and it is given by
EU(z) = (1− α)−1E e(1−α)x = (1− α)−1Mx(1− α). (10)
The most common distributional assumption in the literature
on choice theory for the pdf of z is the log-normal one, i.e. x ∼
N(µ, σ 2), as it delivers estimates with almost surely known
properties. From a pragmatic viewpoint, improvements in model
reliability and theory predictions can be achieved assuming
alternative densities to the log-normal which may better capture
features of the data such as heavy tails. A straightforward way
of assuming a heavy-tailed distribution for x is by means of
the Student’s t-distribution with ν degrees of freedom, i.e. x ∼
t(µ, σ 2; ν). But under this assumption the CRRA utility is shown
not to be well defined, since themgf of the Student’s t-distribution
fails to exist for any t ≠ 0. This case is examined in Geweke (2001),
which points out the limitations of the CRRA utility when the
log-normal assumption is relaxed to incorporate a more realistic
heavy-tailed pdf (see also Kendall and Stuart, 1977, p. 60). If
the period utility function is bounded and the EU is guaranteed
to exist, Geweke’s result would not apply. This is the case for
some classes of hyperbolic absolute risk aversion (HARA) utility
functions (e.g. Cogley, 2009). It is also possible to obtain the
existence of EU even though period utility is unbounded, for
instance, in the case of a ‘finite-state’ economy (see Cogley and
Sargent, 2008).
Definition 2. We say that variable z > 0 is log-SNP distributed
if the pdf of the variable x = log(z) is that in Eq. (4) above,
x ∼ SNP(δ). For that variable, and provided that α > 0, the EU












if α ≠ 1. (11)
The EU in Eq. (11) is well defined as all order moments of the
SNP distribution and the mgf (Eq. (8)) exist. Consequently, the log-
SNP model appears useful as a method of generating solutions in
EU models when the distributions are assumed to exhibit heavy
tails.
We also note that assumption 1 does not seem to be consistent
under CRRA if the EU is accomplished by Bayesian updating. This
factmakes rational expectationsmodels dependent not only on the
distributional assumptions but also on the subjective distribution
of the priors. In this case, Geweke (2001) argues that the EU fails to
246 T.-M. Ñíguez et al. / Economics Letters 115 (2012) 244–248exist even in the log-normal case and regardless of the priors from
which Bayesian learning begins.3 Nevertheless, conditions can be
found for which the EU is well defined under Bayesian updating. In
particular, Definition 3 describes the EU for log-SNP nonnegative
random variables in a Bayesian framework.
Definition 3. Let x = log(z), z > 0, be a random variable with
pdf g (x; δ) (Eq. (4)), where the parameter vector δ is unknown
and has subjective pdf ϕ(δ) with support Rn. If E(x) =  · · · 
1
E[x|δ]ϕ(δ)dδ1 · · · dδn exists, then
EU(z) =

E(x) if α = 1,
(1− α)−1Eδ [Mx(1− α; δ)] if α ≠ 1, (12)
since Mx(1 − α; δ) exists for all δ ∈ Rn and is finitely integrable
with respect to δ.
For example, if x| (δ) ∼ SNP(δ) and di ∼ N(δi, q)∀i = 1,












if α ≠ 1. (13)
The example above illustrates the fact that the log-SNP pdf
may be used to overcome the fragility of rational expectations
models under CRRA utility and reasonable assumptions about the
subjective distribution of SNP pdf parameters.
4. Conclusion
Recent evidence in the literature (see the seminal paper of
Geweke, 2001) shows that traditional equilibrium models of
growth under the common assumptions of CRRA utility and ratio-
nal expectations may not be well defined when macroeconomic
variables exhibit heavy tails and/or learning is accomplished by
Bayesian updating. In these cases, the existence of expected util-
ity becomes very fragile with respect to the distributional assump-
tions leading to a non-operational theory of choice, particularly
when the model tries to embody high levels of economic uncer-
tainty through heavy-tailed distributions.
In this paper, we follow an alternative approach to that
of Geweke (2001) to recover an operational theory of choice.
We propose the replacement of the traditional assumption
of log-normality by (possibly heavy-tailed and skewed) log-
semiparametrically distributed random macroeconomic variables
(e.g. log-consumption). The advantages of this approach are
twofold. (a) As in Geweke (2001), it provides stability to the
existence of the agents’ expected utility under CRRA and Bayesian
learning, and (b) it provides the agentswith the possibility to better
identify the probabilities of extremeeventswhichmayoccur under
economic situations of high uncertainty. Thus, while Geweke
(2001) provides a solution to the stability of expected utility
3 See Examples 4 and 5 in Geweke (2001). It is worth mentioning that recent
contributions in the area of asset pricing have circumvented the problems with
Bayesian learning highlighted by Geweke in different ways. Bidarkota et al. (2009)
use a subfamily ofα-stable distributions (the oneswithmaximal negative skewness
of−1) to provide an operational theory under uncertainty for that particular case.
Bakshi and Skoulakis (2010) develop the model of Weitzman (2007) further, and
obtain a model that (with subjective expectations) yields a well-defined expected
utility and a finite moment-generating function of the predictive distribution of
consumption growth.
4 For example, given a prior di ∼ N(di, q) and T i.i.d. observations x1, . . . , xT ,




. See Example 3 in Geweke (2001).through modifications of the agents’ Bayesian learning process
still under log-normality, we focus on the whole distributional
assumption for log-consumption. We argue that our approach
allows us to recover an even more operational theory of choice
with CRRAutility, Bayesian learning and, in particular, heavy-tailed
distributed random consumption.
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Appendix A
This appendix presents an empirical application of the log-
SNP density. It provides details of the estimation of the density
parameters and assesses its goodness of fit in relation to the log-
normal and Student’s t densities used as benchmarks. The data
used are (monthly) percentage gross consumption growth (ct )
computed from an observed sample of (monthly) US personal
consumption expenditure, ct = 1 + log (Ct/Ct−1), , t = 1, . . . , T ,
over the period November 1961 to October 2011 for a total of
T = 598 observations. ct presents sample values of mean and
skewness equal to 1.0175 and 0.2304, respectively, and sample
standard deviation of 0.0256 and, high kurtosis of 12.10 biased
upwards by the presence of three very extreme positive and
negative observations. The Jarque–Bera test rejects the null of
normality at least at the 0.001% confidence level.
The log-SNP density is estimated sequentially up to a truncation
order of n = 4. Thus, the log-likelihood function for one
observation corresponding to ct distributed as a log -SNP(µ, σ 2, δ)









2+ln 1+4s=1 δsHs( ln(ct )−µσ ). Sequential estimation
starts with the simplest nested density, i.e. the log-normal, and
recursively adds δi parameters whose starting values are selected
consistently with the sample moments. Maximum likelihood
(ML) estimation of the log-SNP density is obtained smoothly
following this method.5 Table A.1 reports the ML estimates of the
aforementioned densities for ct . The estimation results show that
all models capture very well the mean and standard deviation of
the series, underestimate the kurtosis, andmixed results are found
for the skewness. Overall, the log-SNP (n = 4) density provides
more accurate estimates of all moments than the other considered
densities. On the other hand, the best goodness of fit according
to the AIC is provided by the log-SNP(c) (n = 4) (restricted
to δ1 = 0) density. Note that the Student’s t-distribution AIC
is not comparable with those of log-SNP and log-normal. The
Student’s t estimated kurtosis, ku = 3 (ν − 2) / (ν − 4), is
not displayed, as the optimal value of the degrees of freedom
parameter, ν, converges to the limit of 4, which is the lower bound
needed for the existence of the first four moments of the density.
This Student’s t estimation case usually occurs when the target
empirical distribution is leptokurtic with a pronounced peak in
the center. This is a documented result in the economic literature,
which has given place to the search for alternative heavy-tailed
distribution functions such as, for example, SNP densities.6
5 See León et al. (2005) and Ñíguez and Perote (in press) for further details on
optimal truncation and alternative estimation methods for SNP densities.
6 See Mauleón and Perote (2000).
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Estimation results.
log-SNP (n = 4) log-SNP(c) (n = 4) log-SNP (n = 2) log-normal Student’s tµ 0.0124 (8.40) 0.0174 (17.7) −0.0082 (−6.02) 0.0171 (16.6) 1.0152 (128.4)σ 0.0250 (33.3) 0.0255 (28.6) 0.0260 (29.3) 0.0251 (35.1) 0.0230 (25.4)δ1 0.1867 (4.26) 0.0000 (·) 0.9745 (48.9)δ2 0.0208 (0.53) −0.0473 (−1.49) 0.4423 (9.04)δ3 −0.0049 (−0.15) 0.0661 (2.59)δ4 0.1191 (9.48) 0.1026 (8.46)ν 4.0000 (·)
m 1.0175 1.0179 1.0175 1.0175 1.0152s.d. 0.0256 0.0249 0.0253 0.0256 0.0230sk 0.1412 0.6333 −0.6657 0.0755 0.0000ku 5.7550 6.1115 5.2522 3.0101 +INF
log L 1428.7 1418.5 1395.5 1343.2 1433.0
AIC −4.4758 −4.7275 −4.6541 −4.4857 −4.7828
Notes: Estimation results (ML t-statistics in brackets) for the log-SNP, log-normal and Student’s t models. n denotes the log-SNP truncation order. δs denotes the weighting
parameter of the sth-order Hermite polynomial in the log-SNP distributions. The upper index (c) in log-SNP(c) denotes that this density has been estimated by constrained
ML. ν denotes the degrees of freedom parameter in the Student’s t-distribution. m, s.d., sk, and ku denote mean, standard deviation, skewness, and kurtosis. AIC and log L
denote Akaike Information Criterion and log-likelihood, respectively.Appendix B









































= −Hs−1(x)φ(x).  (B.2)









































. (B.3)Integrating by parts and taking into account the property in (6) and
etxHs(x)φ(x) →
x→±∞ 0 ∀s ≥ 1, we have
u = etx H⇒ du = tetxdx (B.4)
dv = Hs(x)φ(x)dx H⇒ v = −Hs−1(x)φ(x).  (B.5)













































3t + t3 +
n
s=1
δs(ts+3 + 3(s+ 1)ts+1
+ 3s2ts−1 + s(s− 1)(s− 2)ts−3)

t=0










3+ 6t2 + t4 +
n
s=1
δs[ts+4 + 3(s+ 1)ts+2
+ (6s2 + 6s+ 3)ts + 2s(s− 1)(2s− 1)ts−2
+ s(s− 1)(s− 2)(s− 3)ts−4]+

t=0
= 3+ 12δ2 + 24δ4.  (B.9)
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