Abstract. In this paper, we construct a character theory for projective representations of finite groups and deduce some consequences of this theory. In particular, we compute the number of distinct irreducible projective representations (up to isomorphism) of a finite group with a given associated Schur multiplier. We also deduce properties on the degrees of such projective representations. Consequently, for a finite group G, we obtain a sufficient condition for H 2 (G, C × ) = 0. We also study unitary projective representations of compact groups and prove the Peter-Weyl theorem.
Introduction
Throughout this paper, except in Section 7, G is a finite group with identity element 1. One way to study projective representations of a finite group G is to construct a representation group G * of G and to show that the projective representations of G correspond to the linear representations of G * . Then we may obtain properties of projective representations of G by studying the linear representations of G * . In this paper, we study projective representations without G * . Moreover, if we take the trivial multiplier, we recover the properties of linear representations of finite groups. An advantage of this approach is that we can generalize some of the results to the case of projective representations of certain infinite groups. In the last section we explain this idea and study unitary projective representations of compact groups.
1.1. Definitions. To outline the contents of the paper, we first recall the definitions of Schur multipliers and projective representations. Definition 1.1. A map α : G × G → C × is called a multiplier (or a factor set or a 2-cocycle) on G if (1) α(x, y)α(xy, z) = α(x, yz)α(y, z) for all x, y, z ∈ G. (2) α(x, 1) = α(1, x) = 1 for all x ∈ G.
We say a multiplier is unitary if there exists a positive integer N , such that α(x, y) N = 1 for all x, y ∈ G.
The set of all possible multipliers on G has an abelian group structure by defining the product of two multipliers as their pointwise product. We denote this group by Z 2 (G, C × ).
There is a special subgroup B 2 (G, C × ) of Z 2 (G, C × ) consisting of multipliers α with the form α(x, y) = µ(xy) µ(x)µ(y) ,
where µ : G → C × is an arbitrary function with µ(1) = 1. An element of B 2 (G, C × ) is called a 2-coboundary. We denote the quotient group by H 2 (G, C × ) = Z 2 (G, C × )/B 2 (G, C × ).
If α is an element of Z 2 (G, C × ), we denote its image in H 2 (G, C × ) by [α] . Definition 1.2. Let V be an n-dimensional vector space over C (n < ∞). A projective representation of G over V is a map π : G → GL(V ) such that π(x)π(y) = α(x, y)π(xy) for all x, y ∈ G, where α is the associated multiplier. We denote this projective representation by (π, V, α) or (π, V ).
We call a projective representation of G unitary if the associated multiplier is unitary. We call the integer n the degree of π. If α is the associated multiplier of π, we say that the projective representation (π, V, α) belongs to [α] . Definition 1.3. A sub projective representation of a projective representation (π, V ) is a vector subspace W of V which is stable under G, i.e., π(g)W ⊂ W for all g ∈ G.
A projective representation is called irreducible if there is no proper nonzero G-stable subspace W of V .
Let (π, V, α) and (π , W, α) be two projective representations of G with the same multiplier α. A linear map ϕ : V → W is called a G-morphism or a map of projective representations if for any g ∈ G and v ∈ V , ϕ(π(g)v) = π (g)(ϕ(v)). Write Hom G (V, W ) for the set of all G-morphisms from V to W .
Two projective representations (π, V ) and (π , W ) are equivalent if there exists a linear isomorphism ϕ : V → W and a map µ : G → C × with µ(1) = 1, such that the following diagram commutes for all g ∈ G. If we fix a basis of V , then we may identify the group GL(V ) and the group GL n (C). A projective representation (π, V ) gives us a homomorphism of groupsπ : G → PGL n (C). On the other hand, for a group homomorphismπ : G → PGL n (C), any lift π : G → GL n (C) is a projective representation with some associated multiplier α. Different lifts may give us projective representations with different multipliers, but they belong to the same cohomology class and all lifts are equivalent.
1.2.
Contents of the paper. Fix a Schur multiplier α of G. Let (π, V, α) be a projective representation of G over a C-vector space V with associated multiplier α. In Section 2, we show that (π, V, α) is a direct sum of irreducible projective representations (Theorem 2.3). Then to understand the set Rep α G of all projective representations of G with associated multiplier α, it suffices to understand the irreducible ones. We also prove that Schur's Lemma is true for projective representations (Theorem 2.12). . In particular, we may choose α to be unitary. This is the starting point of the character theory.
Fix a unitary Schur multiplier α. In Section 3, we construct a character theory for Rep α G
and prove some properties of the characters. More precisely, we show that the characters of distinct irreducible projective representations of G form an orthonormal basis of the space H α , the space of α-class functions of G (Definition 3.13 and Theorem 3.15).
In Section 4, we define the inductions of projective representations and compute the characters of inductive projective representations.
Section 5 is the main part of this paper. We relate the projective representations of G to C[G] α -modules, where C[G] α is the twisted group algebra. By studying the algebra C[G] α , we prove that the degree of an irreducible projective representation of G divides the order of G (Theorem 5.6). As a byproduct, we obtain a sufficient condition for H 2 (G, C × ) = 0 (Corollary 5.7). We also give another description of inductions of projective representations using tensor products and prove the Frobenius reciprocity (Propositions 5.8 and 5.11). Finally, we give a criteria for the irreducibility of an inductive projective representation (Proposition 5.13) and deduce a stronger result on the degrees of irreducible projective representations (Theorem 5.20 ). In the case where G is abelian, we can describe the degrees explicitly (Theorem 5.28).
In Section 6, we study the group of virtual projective characters R α (G) and prove Artin's theorem.
In Section 7, we study the unitary projective representations of compact groups. As in the situation of linear representations, most properties of projective representations of finite groups carry over to unitary projective representations of compact groups. We also prove the Peter-Weyl Theorem (Theorem 7.10) for projective representations and deduce some consequences.
The theory of projective representations of finite groups has a long history ( [9] , [10] ). Some of the results in these notes have been proven and published by others. For example, Subsection 4.3 on twists of projective representations and related topics are studied in [7] , Proposition 5.24 is proved in [1, Theorem 1] , a special case of Theorem 5.20 is proved in [8] (see also [6] ), etc. The author claims no originality of these results. See the survey paper [3] for more discussion on the history and a more complete list of references.
Nevertheless, the treatment in these notes is different (e.g., the representation group G * plays no role) and induces new results. The goal is to develop the theory of projective representations of finite groups (and compact groups) by exploiting the analogy with linear representations of finite groups (and compact groups). The readers will find out that the structure of these notes and some arguments are similar to those in the book [11] by J. P. Serre, which is the main source of motivations of these notes.
Basic properties

Complete reducibility.
Lemma 2.1. Let π : G → GL(V ) be a projective representation of G in V with associated multiplier α. Let W be a G-stable subspace of V . Then there exists a complement W of W in V , such that W is also G-stable.
Proof. Let W 0 be any complement of W in V and let p be the corresponding projection V → W . Define
It is easy to see that
g∈G w = w. Therefore, Im(p ) = W and p is also a projection from V to W . Let W be the corresponding kernel of this projection. Note that
Remark 2.2. Let V be a projective representation of G. We see that V is irreducible if V is not a direct sum of two projective representations except for the trivial decomposition V = 0 ⊕ V . A projective representation of degree 1 is evidently irreducible. On the other hand, if (π, V, α) is a projective representation of degree 1, it is easy to see that α is a 2-coboundary.
One may also prove the lemma by constructing a G-invariant inner product on V . An immediate consequence of the lemma is the following result. Theorem 2.3. Every projective representation of G is a direct sum of irreducible projective representations.
Proof. Let V be a projective representation of G. We prove the theorem by induction on dim(V ). If dim(V ) ≤ 1, there is nothing to prove. Suppose that dim(V ) ≥ 2. If V is irreducible, there is nothing to prove. Otherwise, by last proposition, V = V 1 ⊕ V 2 with dim(V i ) < dim(V ) for i = 1, 2 and V 1 and V 2 are projective representations of G. By induction hypothesis, V i (i = 1, 2) are direct sums of irreducible projective representations, and so the same is true for V .
Remark 2.4. Although we can decompose a projective representation into a direct sum of irreducible ones, the decomposition is not unique.
2.2.
Complete reducibility via twisted group algebra. Let G be a finite group and let R be a commutative ring. Fix α ∈ Z 2 (G, R × ) a 2-cocycle. We denote by R[G] α the α-twisted group algebra over R. This algebra has a basis (a g ) indexed by the elements of G. Each element f of R[G] α can be uniquely written as
Let V be a free R-module and let π : G → GL R (V ) be a projective representation of G in V . For each g ∈ G and v ∈ V , set a g v = π(g)v. By linearity this defines f x for any f ∈ R[G] α and v ∈ V . Thus V is endowed with the structure of a left R[G] α -module. Conversely, such a structure defines a projective representation of G in V with associated multiplier α.
To say a ring or an algebra A is semisimple is equivalent to saying that each A-module M is semisimple, i.e., that each submodule M of M is a direct summand in M as an A-module. Proof. Let M be an R[G] α -module and M ⊂ M a submodule. Certainly, M is a sub R-vector space of M and is a direct factor as an R-module. Let p : M → M be an R-linear projection, define
Then P is a projection and is
Remark 2.6. This proposition corresponds to the complete reducibility of projective representations Theorem 2.3.
Corollary 2.7. If R is a field of characteristic zero, the algebran R[G] α is a product of matrix algebras over skew fields of finite degree over R.
Some lemmas.
In this subsection, we prove some basic lemmas that may help us simplify the study of projective representations of G.
Lemma 2.8. Let (π, V, α) and (π , V , α ) be two projective representations of G. If these two projective representations are equivalent, then α and α have the same image in
Proof. By definition, there exist ϕ : V → V and µ : G → C × , such that
Let g, h ∈ G, we have
On the other hand,
Comparing the above two equations, we have
Lemma 2.9. Let (π, V, α) be a projective representation. Let α be another multiplier such that
. Then there exists a projective representation (π , V ) with multiplier α , such that (π, V, α) is equivalent to (π , V , α ).
Proof. By assumption, we may assume that
for a function µ : G → C × . Then we define V = V and π (g) = µ (g)π(g). The identity map V → V = V gives us an equivalence of projective representations.
More generally, we have the following result.
Lemma 2.10. Let α and α be two multipliers.
Proof. This follows from the same argument of Lemma 2.9.
Lemma 2.11. Let (π, V, α) and (π , V , α) be two projective representations of G. Let ϕ : V → V be a G-morphism. Then the kernel of ϕ, the image of ϕ, and the cokernel of ϕ are either 0 or projective representations with associated multiplier α.
Proof. The statement on the kernel and image of ϕ is clear. Assume that the cokernel of ϕ is nonzero. Letv be an element of the cokernel of ϕ. Let v ∈ V be a lift ofv . Then we defineπ : G → GL(Coker(ϕ)) by the equation
It is easy to check that the definition is independent of the choice of v and it defines a projective representation of G on Coker(ϕ) with associated multiplier α.
2.4.
Schur's Lemma.
Theorem 2.12 (Schur's Lemma). If V and W are irreducible projective representations of G with the same multiplier and ϕ : V → W is a map of projective representations, then
Proof. The proof of this result is the same as the proof in the classical case. The first claim follows from the fact that Ker ϕ and Im ϕ are G-stable subspaces. For the second, since C is algebraically closed, ϕ must have an eigenvalue λ ∈ C. Therefore, ϕ − λ · id V has a nonzero kernel. Since V is irreducible, we must have ϕ − λ · id V = 0 and therefore
We deduce some corollaries of Schur's Lemma.
Corollary 2.13. Let (π 1 , V 1 , α) and (π 2 , V 2 , α) be two irreducible projective representations of G with the same multiplier. Let f : V 1 → V 2 be a linear map of vector spaces. Define
Proof. For any h ∈ G, we have
Therefore, f : V 1 → V 2 is a map of projective representations. The first statement follows from Schur's Lemma. Assume now that (π 1 , V 1 , α) = (π 2 , V 2 , α). By Schur's Lemma again, f is a homothety. Let λ be the ratio of f . Then
The claim follows.
We may write the above result in matrix form. Assume that
The linear maps f and f are defined by matrices (x i 2 i 1 ) and (x i 2 i 1 ) respectively.
Corollary 2.14. With the notation as above, we have
Proof. By definition,
The right hand side is a linear form with respect to x j 2 j 1 . In case (1), this form vanishes for all systems of values of the x j 2 j 1 . Thus the coefficients are zero. The claim follows. In case (2), we have x i 2 i 1 = λδ i 2 i 1 , and
Therefore, we have the following equation
Comparing the coefficients of x j 2 j 1 , the claim follows.
2.5. Direct sums, tensor products, and dual projective representations. Let (π, V, α) and (π , V , α ) be two projective representations of G. The tensor product V ⊗V is a projective representation with associated multiplier αα via
Let α be a multiplier of G.
Lemma 2.15. With the notation as above, we have
Proof. The first claim follows from the definition. We prove the second claim. By definition, α(x, y)α(xy, z) = α(x, yz)α(y, z) for all x, y, z ∈ G.
Let y = x −1 we see that
Then let z = x, we see that
For any x, y ∈ G, we have
and
Combining the above two equations, we have
Here µ : G → C × is defined by µ(x) = α(x, x −1 ). We see that the difference of α and α * is given by a 2-coboundary. The claim follows.
The dual V * = Hom(V, C) of V is also a projective representation of G via
Let , be the natural pairing of V and V * , then we have
By definition,
Therefore, the multiplier attached to π * is α −1 .
Character theory
In this section, we construct a character theory for unitary projective representations of finite groups.
3.1. Unitary projective representations. Let (π, V, α) be a projective representation of G. By definition, we have
We cannot expect that the eigenvalues of π(g) are algebraic integers. Nevertheless, as we will show next, we can find another projective representation (π , V , α ) such that it is equivalent to (π, V, α) and π (g) has roots of unity as eigenvalues. Proof. Denote by |G| the order of G.
Let β : G → C × be a map such that (β ) |G| = β and β (1) = 1. Define α by
It is easy to see that α is a unitary multiplier and [α ] = [α]. From the above discussion, every element of H 2 (G, C × ) is represented by a function α : G × G → {|G|-th root of unity}. Therefore H 2 (G, C × ) is a finite set.
By Lemma 2.9 and Lemma 3.1, every projective representation of G is equivalent to a unitary projective representation. Let c ∈ H 2 (G, C × ). In order to understand the projective representations belonging to c, it suffices to study the projective representations (π, V ) with associated multiplier α, for a fixed unitary multiplier α with [α] = c.
3.2.
Definition of characters of projective representations. Let (π, V, α) be a unitary projective representation. Define χ π : G → C by the equation
The function χ π is called the character of the projective representation (π, V, α). Note that χ π (g) is the sum of all eigenvalues of π(g). 
Proof. The first claim is clear. Note that G is a finite group, any element g ∈ G has finite order. Let |G| be the order of G, then
Since α is unitary, there exists a positive integer N , such that π(g) N = I n×n . The eigenvalues of π(g) are roots of unity. Assume that
The second claim follows. The third claim follows from the following equation
and the fact that similar matrices have the same eigenvalues.
Lemma 3.5. Let V and W be two unitary projective representations of G with associated multipliers α and α respectively. Then
Proof. The claims are clear.
3.3. Orthogonality of characters. If φ and ψ are two C-valued functions on G, define
This is a scalar product, i.e., it is linear in φ, semilinear in ψ, and (φ, φ) > 0 for all φ = 0. Proof. We prove this result by using Corollary 2.14. Let (π, V ) be an irreducible projective representation with character χ, given in matrix form
The second claim follows by a similar argument.
A character of an irreducible projective representation is called an irreducible character. By the above theorem, the irreducible characters form an orthonormal system. Corollary 3.7. Let (V, α) be a unitary projective representation of G with character φ. Suppose that V decomposes into a direct sum of irreducible projective representations
Then, if (W, α) is an irreducible representation with character χ, the number of W i isomorphic to W is equal to the scalar product (φ, χ).
With the same notation as in last theorem, the number of W i isomorphic to W does not depend on the chosen decomposition. This number is called the number of times that W occurs in V .
Corollary 3.8. Two unitary projective representations with the same associated multiplier and the same character are isomorphic.
Proof. The last corollary shows that they contain each given irreducible projective representation the same number of times.
The above results reduce the study of unitary projective representations with associated multiplier α to that of their characters. If χ 1 , . . . , χ l are the distinct irreducible characters of G, and if W 1 , . . . , W l denote the corresponding irreducible projective representations, each projective representation V with associated multiplier α is isomorphic to a direct sum
We have the following result. 
3.4.
The α-regular projective representation of G. In this subsection, we study a special projective representation: the α-regular projective representation. Fix α a unitary multiplier of group G. The irreducible characters of G with associated multiplier α are denoted by χ 1 , . . . , χ l , their degrees are n 1 , . . . , n l .
Let R be the α-regular representation of G. It has a basis (e g ) g∈G such that R(h)(e g ) = α(h, g)e hg . If h = 1, we have hg = g for all g, which shows that the diagonal entries of the matrix R(h) are zero. In particular, Tr(R(h)) = 0. On the other hand, for h = 1, we have
Lemma 3.10. The character r G of the α-regular projective representation is given by
Corollary 3.11.
(1) Every irreducible projective representation W i with associated multiplier α is contained in the α-regular projective representation with multiplicity equal to its degree n i .
(2) The degrees n i satisfy the relation i n 2 i = |G|.
Proof. For (1), the multiplicity is equal to (r G , χ i ). Since
The claims follow.
The above result can be used in determining the irreducible projective representations of a group G with associated unitary multiplier α. Suppose we have constructed some mutually nonisomorphic irreducible projective representations of degrees n 1 , . . . , n k with associated multiplier α, in order that they be all the irreducible projective representations of G with associated multiplier α, it is necessary and sufficient that n 2 i = |G|. Furthermore, the above result has the following interesting corollary.
Corollary 3.12. Let G be a group of order n, such that n is either a prime number or n ∈ {6, 10, 14, 15}. Then
Proof. If n is a prime number, then G is a cyclic group and the corollary follows from the formula
Assume now that n ∈ {6, 10, 14, 15}. Suppose that H 2 (G, C × ) = 0. Then their exists a unitary multiplier α of G such that α is not a coboundary. By definition, there exists no projective representation of G with degree 1 and associated multiplier α. By the above results, we have
with n i ≥ 2. This is impossible if n ∈ {6, 10, 14, 15}. The claim follows.
See Corollary 5.7 for a stronger result.
3.5. The number of simple objects in Rep
Let H α denote the space of α-class functions on G. The characters of projective representations belong to H α .
Lemma 3.14. Let α be a unitary multiplier. Let f be an α-class function on G. Let (π, V, α) be an irreducible projective representation of G. Let π f be the linear map of V into itself defined by
If V is irreducible with degree n and character χ, then π f is a homothety of ratio λ given by
Therefore π f is a map of projective representations. If V is irreducible, by Schur's Lemma, π f is a homothety of ratio λ. Note that
The claim follows. Proof. It suffices to show that the characters (χ i ) generate H α . For this, it suffices to show that every element of H α orthogonal to all the χ i is zero.
Let f ∈ H α and assume that f is orthogonal to all χ i , i.e., (χ i , f ) = 0 for all i. For each projective representation of G with multiplier α, put π f = g∈G f (g)π(g). Since f is orthogonal to χ i , the above lemma shows that π f is zero as long as π is irreducible. From the direct sum decomposition, we see that π f is always zero. Applying this to the α-regular projective representation R and computing the image of e 1 under π f , we have
Therefore f (g) = 0 for all g. The theorem follows.
The number dim C H α is less or equal to the number of the conjugacy classes of G. Let g ∈ G. We say g is an α-element if
Then g is an α-element if and only if α(g, h) = α(h, g) for all h ∈ C G (g). (2) If g ∈ G is an α-element, then so are the conjugates of g.
Proof.
The first claim follows from the fact that C G (g) is a group and the following equation
For the second claim, first note that C G (xgx −1 ) = xC G (g)x −1 . By the following computation
The second claim follows from the first claim.
Corollary 3.17. Let l α be the number of the conjugacy classes of G which contain α-elements. Then dim C H α = l α .
3.6. Products of projective representations. Let G 1 and G 2 be two finite groups.
It is easy to check that
and (π 2 , V 2 , α 2 ) be projective representations of G 1 and G 2 respectively. We define a map π 1 ×π 2 :
If moreover π 1 and π 2 are unitary projective representations, then so is π 1 × π 2 . Let χ i be the character associated with the projective representation π i of G i (i = 1, 2), then the character χ of π 1 × π 2 is given by
Proposition 3.18. With the above notation,
is isomorphic to a representation π 1 × π 2 , where π i is an irreducible projective representation of G i with multiplier α i (i = 1, 2).
Proof. We may assume that the projective representations are unitary. If π i is irreducible, then 1
Taking product, we have 1 |G|
To prove (2), we show that each α-class function f on G 1 × G 2 , which is orthogonal to the characters of the form χ 1 (g 1 )χ 2 (g 2 ), is zero. Suppose f is such a function, we have
This tells us
By the above proposition, to understand the projective representations of G 1 × G 2 with associated multiplier α 1 × α 2 , it suffices to understand the projective representations of G 1 with associated multiplier α 1 and the projective representations of G 2 with associated multiplier α 2 . On the other hand, note that there are multipliers of G 1 × G 2 which are not of the form α 1 × α 2 . We do not obtain all projective representations of G 1 × G 2 by the construction in this subsection.
Induced projective representations
4.1. Two descriptions of induced projective representations. Fix a multiplier α of G. Let H ⊂ G be a subgroup of G. We denote α H : H × H → C × the restriction of α. Thus α H ∈ Z 2 (H, C × ). Let (p, W, α H ) be a projective representation of H. Let V be the vector space
We define a map π :
Lemma 4.1. With the above notation, the map π defines a projective representation of G with associated multiplier α. We write this projective representation as Ind
Then for any f ∈ V , we have
Proof. Let g ∈ G. Assume that g ∈ Hy, then
The lemma follows.
Define another vector space V = ⊕ Hx∈H\G W x , where W x = W as vector spaces for all x. Fix a set {x i } of representatives of the right cosets H\G. Define a map π :
Here θ(i) is the index such that x i g ∈ Hx θ(i) . We define a map F : V → V by
Lemma 4.3. With the above notation, (π , V ) is a projective representation of G with associated multiplier α. Moreover, the map F is an isomorphism of projective representations.
Proof. It suffices to show that F is an isomorphism of vector spaces and π(g)
For any y ∈ G, assume that ygx
4.2.
The characters of induced projective representations. Let α be a unitary multiplier. The isomorphism F allows us to compute the characters of the induced projective representations. First, we prove the following lemma.
Lemma 4.5. Let χ p be the character of (p, W, α). Fix an element g ∈ G. Let r ∈ G such that rgr −1 ∈ H. If s ∈ Hr, then
To prove the lemma, it suffices to prove that
, it suffices to prove that
This follows from the following computation.
(4.8)
The lemma follows. 
Proof. The second equality follows from last lemma. It suffices to show the first equality. The space V = ⊕ x∈H\G W x and π(g) permutes the subspaces W x . By definition, π(g)
The theorem follows.
Twists of projective representations.
Assume that H is a normal subgroup of G, then for any g ∈ G, gHg −1 = H.
Then (p g , W ) is a projective representation of H with associated multiplier α H .
Proof. It suffices to show that
. By definition, this is equivalent to
Thus it suffices to show that
, it suffices to show that
(4.12)
The proposition follows.
Proposition 4.8. With the notation as above,
Proof. For the first claim, we may assume that p is unitary. Let χ g be the character of p g . Then χ g (h) = c(h)χ p (ghg −1 ) with c(h) a root of unity. Therefore
Thus p g is irreducible.
The second claim follows from the fact that W x ∼ = p x .
Twisted group algebras
5.1. The structure of C[G] α . Since C is algebraically closed, each skew field or field of finite degree over C is equal to C. Thus the twisted group algebra C[G] α is a product of matrix algebras M n i (C). Let π i : G → GL(W i ) be the distinct irreducible projective representations of G with associated multiplier
We thus obtain a homomorphism
Proposition 5.1. The homomorphism Π defined above is an isomorphism of C-algebras. Let C be the set of conjugacy classes of α-elements of G. For each c ∈ C, fix an element g c ∈ c. Set
It is easy to see that e c is an element of Cent .C[G] α , the center of the twisted group algebra. By the above proposition, dim
Remark 5.2. The definition of e c depends on the choice of the fixed element g c ∈ c. Let g c = sg c s −1 ∈ c be another element and define
e c . Indeed, let g = g c , to see this, it suffices to prove
This follows from
=α(h, s)α(hs, gs
In particular, in the case α is unitary, the difference between e c and e c is given by a root of unity. 
Moreover, the family (ω i ) 1≤i≤l defines an isomorphism of Cent .C[G] α onto the algebra C l .
5.2.
Degrees of irreducible projective representations. Let (π, V, α) be a unitary projective representation of G with character χ. Note that our α is unitary, therefore every eigenvalue of π(g) is a root of unity. In particular, it is an algebraic integer. Thus the value χ(g), which is the sum of the eigenvalues of π(g), is also an algebraic integer. Proof
. It is contained in the ring of integers of the field Q(Im(α)) and thus is finitely generated over Z. Note that e c e d is a linear combination with O-coefficients of the e c 's, the subgroup R = ⊕ c∈C O · e c is a subring of Cent .C[G] α and it is finitely generated over Z. Every element in R is integral over Z. The claim follows.
Lemma 5.5. Let (π i , W i , α) be an irreducible unitary projective representation of G with degree n i and character χ i . Let f = g∈G k g a g be an element of Cent .C[G] α such that k g 's are algebraic integers. Then the number
is an algebraic integer. Proof. This number is the image of f under the homomorphism
As f is integral over Z, the same is true for its image under ω i . Proof. It suffices to prove this for unitary irreducible projective representations. Let χ be the character of such a projective representation with multiplier α. First, we show that the element g∈G α(g, g −1 ) −1 χ(g −1 )a g is an element of Cent .C[G] α . It suffices to show that a h ( g∈G α(g, g −1 ) −1 χ(g −1 )a g ) = ( g∈G α(g, g −1 ) −1 χ(g −1 )a g )a h for any h ∈ G. This is equivalent to
which is easy to see since α is a multiplier. We may apply the above result to the element g∈G α(g, g −1 ) −1 χ(g −1 )a g . The number
is an algebraic integer. Therefore n i | |G|. The claim follows. 
Proof. This is a generalization of Corollary 3.12. The proof is similar.
If G is a group such that |G| = pq, where p, q are distinct prime numbers, it is easy to see that H 2 (G, C × ) = 0 by the corollary.
5.3.
Frobenius reciprocity. Fix a unitary 2-cocyle α ∈ Z 2 (G, C × ). Let H be a subgroup of G and α H the restriction of α on H × H. If (W, α H ) is a projective representation of H, we may consider W as a
Proof. This is a consequence of the fact that the elements x ∈ H\G form a basis of
Corollary 5.9.
(
1) If V is induced from W and if E is a C[G] α -module, then we have a canonical isomorphism
(2) Induction is transitive in the following sense. If G is a subgroup of a finite group L and α is the restriction of a 2-cocycle in
. Proof. The claims follow from the properties of tensor products. If f is an α H -class function on H, consider the function f on G defined by
We say that f is induced from f and denote it by either Ind G H (f ) or Ind(f ). Lemma 5.10.
(1) The function Ind(f ) is an α-class function on G. Proof. The second claim is Theorem 4.6. The first claim follows from the fact that each α-class function is a linear combination of characters.
If V 1 and V 2 are two C[G] α -modules, we set
Proposition 5.11.
(1) If V i is a unitary projective representation of G with character
(2) If ψ is an α H -class function on H and φ is an α-class function on G, then
Proof.
(1) If V 1 and V 2 are irreducible, the claim follows from the orthogonality formulas for characters. In the general case, we decompose V 1 and V 2 into direct sums of irreducible modules and it is easy to see that the claim follows.
(2) Since α is unitary, each α-class function is a linear combination of characters of projective representations, we may assume that ψ is the character of a C[H] α -module W and φ is the character of a C[G] α -module E. Then it suffices to show that
This is the same as dim(Hom H (W, Res E)) = dim(Hom G (Ind W, E)), which follows from Corollary 5.9.
A criteria for the irreducibility of the induced projective representations.
Fix a multiplier α of G. Let H and L be two subgroups of G. Let p : H → GL(W ) be a projective representation of H with multiplier α H and V = Ind We apply the above discussion to the special case L = H. For g ∈ G, we denote by H g the subgroup g −1 Hg ∩ H. The projective representation p of H defines a projective representation Res Proof. We may assume that α is unitary. In order that V be irreducible, it is the same that (V, V ) G = 1. We have Corollary 5.14. Suppose that H is a normal subgroup of G. In order that Ind G H p be irreducible, it is necessary and sufficient that p is irreducible and is not isomorphic to any of its twists p g for g ∈ H.
Proof. This is clear from the proposition since H s = H for all s ∈ G.
Proposition 5.15. Let A be a normal subgroup of G and π : G → GL(V ) be an irreducible projective representation of G. Then (1) either there exists a subgroup H of G, unequal to G and containing A, and an irreducible projective representation p of H such that π is induced from p; (2) or else the restriction Res G A π is isotypic, i.e., it is a direct sum of isomorphic projective representations of A.
Proof. Let V = ⊕V i be the canonical decomposition of the representation π| A into a direct sum of isotypic representations. For g ∈ G, π(g) permutes the V i . Since V is irreducible, G permutes them transitively. Let V i 0 be one of these. If V i 0 = V , then we are in case (2). Otherwise, let H be the subgroup of G consisting of those g ∈ G such that π(g)V i 0 = V i 0 . It is easy to see that A ⊂ H and H = G. Moreover, V i 0 is an irreducible projective representation of H and Ind 
It is easy to see that I p is a subgroup of G and A is a normal subgroup of I p .
Lemma 5.16. For any elements g 1 , g 2 , h ∈ G, we have
), the lemma follows.
Lemma 5.17. Let (p, W, α) be an irreducible projective representation of A. One can extend W to a projective representation p of I p with some multiplier β such that
Proof. For any g ∈ I p , there exists a matrix ρ(g) such that
Note that ρ(
−1 (which follows from last lemma) and p is irreducible, by Schur's Lemma, there exists an element γ(
Let {x i } be a set of right coset representatives of
for all i and h ∈ A. It is easy to check that (p , W ) is a projective representation of I p that satisfies the properties.
Remark 5.18. With the notation as in the lemma, we have p (g)p(h) = α(g, h)p (gh). Indeed, since
(5.6) Therefore, the following equations hold:
where g ∈ I p and h ∈ A. Thus αβ −1 is a well defined multiplier of the group I p /A.
Let Q p be the quotient group I p /A. Let q be an irreducible projective representation of Q p with associated multiplier αβ −1 . We may also consider q as a projective representation of I p via the natural map I p → Q p . Proof. We prove this theorem by induction on the order of G. In case (1) of Proposition 5.15, by induction, the degree of p divides d A · (H : A) . Therefore, the degree of π divides (G :
In case (2) of Proposition 5.15, assume that V | A = W ⊕k for an irreducible projective representation W of A. In the above discussion, take p = W . Then I p = G, i.e., any twist of p is isomorphic to p. We may extend W to a projective representation p of G with associated multiplier β.
We define an action of G on W via the equation
(1) By Lemma 5.17,
Thus q is a projective representation of G with multiplier αβ −1 . Consider the natural map W ⊗ C W → V, it is easy to check that it is an isomorphism of projective G-representations. Furthermore, Since V is irreducible, W is also irreducible as a projective representation of G. On the other hand, if g ∈ A, then q(g) acts as scalar. Thus W has a structure as an irreducible projective representation of G/A. Therefore Proof. Since A is cyclic, H 2 (G, C × ) = 0. Therefore every irreducible projective representation of A is equivalent to an linear irreducible representation, which has degree 1. Thus d A = 1 and the claim follows.
This result gives us a stronger version of Corollary 5.7 and has useful applications. We explain the idea in the following simple but nontrivial example. 5.6. On abelian groups. In this subsection, we assume that G is abelian. In this case, one can say more about the degrees. First, we have the following result.
Proposition 5.24. Let G be a finite abelian group and α a fixed multiplier of G. Then all the irreducible projective representations of G with multiplier α have the same degree. We denote this number d α G . Proof. One needs only the results in Section 3 to prove this. We may assume that α is unitary. Let π i be an irreducible projective representation of G with multiplier α and character χ i (i = 1, 2). We claim that there exists a one-dimensional linear representation *
Indeed, letπ 2 be the projective representation of G defined byπ 2 (g) = π 2 (g). Herex is the complex conjugation of x. Then the associated multiplier ofπ 2 isᾱ = α −1 since α is unitary. The character ofπ 2 isχ 2 . Consider the projective representation π 1 ⊗π 2 . The associated multiplier is α · α −1 = 1. Because G is abelian, there exists a one-dimensional linear representation τ : G → C × , such that dim C Hom G (τ, π 1 ⊗π 2 ) ≥ 1, i.e., the number g∈G τ (g)χ 1 (g)χ 2 (g) * We do not use the word character to avoid the confusion with the characters of projective representations.
is a positive integer. Thus
is a positive integer. Moreover, both π 2 andτ ⊗ π 1 are irreducible and thus they are isomorphic. The claim follows.
Remark 5.25. From the proof of the proposition, one sees that each one-dimensional linear representation appears at most once in the space π 1 ⊗π 2 . The G-representation π 1 ⊗π 2 is a direct sum of (d α G ) 2 distinct one-dimensional linear representations. In particular, d α G ≤ |G|, which is also a consequence of Corollary 3.11.
In the following, we describe the number d α G more precisely. Let α be a multiplier of group G. Let A ⊂ G be a subgroup. We say that A is α-symmetric if α(a, b) = α(b, a) for any a, b ∈ A.
Lemma 5.26. If G is abelian and α-symmetric, then α is a coboundary.
Proof. Let π be any irreducible projective representation of G with multiplier α. Then by
Lemma 5.27. Let A be an α-symmetric subgroup of an abelian group G. Let s ∈ G − A. If α(a, s i ) = α(s i , a) for all a ∈ A and i ∈ Z, then the subgroup B = A, s is also α-symmetric.
Proof. By definition, we have
Since α(s i , s j ) = α(s j , s i ) for any s ∈ G, it is easy to see that α(as i , bs j ) = α(bs j , as i ). The lemma follows.
Theorem 5.28. Let G be an abelian group. Let α be a fixed multiplier of G. Let A be a maximal α-symmetric subgroup of G. Then d α G = (G : A). Proof. Let π be an irreducible projective representation of G with multiplier α. Consider the restriction π| A , it is a projective representation of A with multiplier α| A , which is a coboundary. Thus π| A = ⊕ i∈I χ i is a finite direct sum of one-dimensional projective representations. Fix one χ ∈ {χ i } i∈I and consider the projective representation V = Ind G A χ. Note that here Ind G A is the one defined in Section 4 with respect to the multiplier α. First, we show that V is irreducible. By Proposition 5.13, it suffices to show that χ is not isomorphic to χ s for any s ∈ G − A. Suppose that there exists s ∈ G − A such that χ ∼ = χ s . From the definition of χ s , we have α(a, s −1 ) = α(s −1 , a) for any a ∈ A.
Inductively, we see that α(a, s i ) = α(s i , a) for any a ∈ A and i ∈ Z. Therefore, A, s is an α-symmetric subgroup, which contradicts to the assumption on A. Thus V is irreducible.
has a nontrivial element. So V ∼ = π and deg π = (G : A). The theorem follows.
Corollary 5.29. Let α be a multiplier of an abelian group G. Then all the maximal α-symmetric subgroups of G have the same index in G, and this number is less or equal to |G|.
In particular, for any abelian group G and α ∈ Z 2 (G, C × ), there exists a subgroup A of G with |A| ≥ |G| and α| A ∈ B 2 (A, C × ).
The group of virtual projective characters
In this section, we study the group of virtual projective characters. The contents are similar to [11, Chapter 9] , where the group of usual virtual characters is studied. 
An element of R α (G) is called a virtual projective character attached to α. It is a subgroup of the vector space H α .
Define a group
Then R α is a ring. The group R(G) := R α N (G) is the group of usual virtual characters and it is a subring of R α (G). Note that if χ (resp. τ ) is an element in R α (G) (resp. R β (G)) and α = β, χ + τ has no meaning in terms of projective representations. Let H be a subgroup of G. We also denote α the restriction of α to H × H. The operations Ind and Res define two group homomorphisms
They induce two natural maps
Lemma 6.1. With the above notation, (1) The two maps in (6.1) are group homomorphisms. Moreover, the map Res is a ring homomorphism. (2) The image of Ind :
Proof. The statement (1) follows easily from the definition. For (2) , it suffices to show that Ind(τ · Res(χ)) = Ind(τ ) · χ for irreducible projective characters τ ∈ R β (G) and χ ∈ R α (G). Let τ be the character of a projective representation W of H with multiplier β, χ be the character of a projective representation E of G with multiplier α. Then the identity above is equivalent to
This follows from the formula (4.3).
6.2. Characters of symmetric and exterior powers. Let π : G → GL(V ) be a projective representation of G with unitary multiplier α and character χ. The tensor product W = V ⊗k is a projective representation of G with multiplier α k . It has two natural subprojective representations
S and χ k A be the characters of π k S and π k A respectively. In the following, we compute the two characters explicitly. Define
where T is an indeterminate.
.
Proof. Let (λ i ) be the eigenvalues of π(g). Choose a basis (e
Therefore,
The proof for A T (χ) is the same.
Let f be a function on G.
Lemma 6.3. With the above notation,
Proof. We prove the lemma for S T (χ). The other case is similar. It suffices to show that
This follows from the definition of Ψ k α (χ) and the fact π(g)
Proposition 6.4. With the above notation,
Proof. We only prove the first equality. The other case is similar. By the above computation, we have
Taking derivative with respect to T on both sides, we obtain
Comparing the coefficients of T n−1 , the proposition follows.
Corollary 6.5. With the above notation,
Proof. Using induction on n, the first claim follows easily from Proposition 6.4. For (2), we see that Ψ n α (χ) is an element in R α n (G) by (1) . Therefore, to show it is an irreducible projective character, it suffices to show that Ψ n α (χ)(1) ≥ 0 and (Ψ n α (χ), Ψ n α (χ)) = 1. By the assumption, these two conditions hold. The claim follows.
6.3. Artin's theorem. For any subset H of G, let H α be the subset of H consisting of α-elements. We have the following result, which corresponds to [11, Theorem 17] . Theorem 6.6. Let X be a family of subgroups of G. Let Ind X : ⊕ H∈X R α (H) → R α (G) be the homomorphism induced from Ind G H , H ∈ X. Then the following conditions are equivalent.
(1) G α is the union of the conjugates of
For each projective character of G in R α (G), there exist virtual projective characters χ H ∈ R α (H), H ∈ X, and a positive integer d, such that
Proof. The proof is the same as the proof of [11, Theorem 17] . We give details here for completeness. Since R α (G) is a finitely generated group, it is clear that (2)⇔(3). First, we show that (2)⇒(1). Let S = ∪ H∈X,g∈G (gH α g −1 ) ⊂ G α . Every function of G with the form H∈X Ind (2) is true, then each α-class function on G vanishes outside S, which shows that S = G α , i.e., (1) is true.
Conversely, suppose (1) is satisfied. To prove (2) , it suffices to show that the Q-linear map
is surjective. Then it suffices to show the surjectivity of the C-linear map
This is equivalent to the injectivity of the adjoint map
which is obvious because G α is covered by the conjugates of H α (H ∈ X). The theorem follows.
Remark 6.7. Let A be the subring of C generated by |G|-th root of unity. If α = 1, then Spec(A ⊗ R(G)) is connected in the Zariski topology (see [11, Proposition 31] ). In general, what can we say about the map Spec(A ⊗ R α (G)) → Spec(A ⊗ R(G))? We hope to come back to this question in a future work.
On compact groups
In this section, we study the (unitary) projective representations of compact groups. The set up is similar as for finite groups, but there are some subtle differences and we need to introduce some new definitions. In this section, G is a compact topological group with identity element 1. Fix a Haar measure G · d g on G.
7.1. The set up. Definition 7.1. Let S 1 be the unit circle in C. A continuous map α : G × G → S 1 is called a multiplier (or a factor set or a 2-cocycle) on G if (1) α(x, y)α(xy, z) = α(x, yz)α(y, z) for all x, y, z ∈ G.
(2) α(x, 1) = α(1, x) = 1 for all x ∈ G.
Remark 7.2. Note that for finite groups, the multipliers are defined using C × , not S 1 . But each element c ∈ H 2 (G, C × ) is represented by an element in Z 2 (G, S 1 ) (Lemma 3.1). Therefore, the definition here does not lose the generality. The same statement is true for pro-finite groups by [12, Chap. 1, Proposition 8].
Definition 7.3. Let V be an n-dimensional Hilbert vector space over C. (n is not necessarily finite). A projective representation of G over V is a continuous map π : G → U(V ) such that π(x)π(y) = α(x, y)π(xy) for all x, y ∈ G, where α is the associated multiplier, U(V ) is the set of bounded invertible linear operators from V to V . Here continuous means that the map (g, v) → π(g)v is a continuous map from G × V to V . We denote this projective representation by (π, V, α) or (π, V ).
The other notions are defined in the same way as in finite group case. From the following lemma, every projective representation with multiplier α ∈ Z 2 (G, S 1 ) is unitary and we may and will take U(V ) to be the set of unitary operators from V to V . Lemma 7.4. Let (π, V, α) be a projective representation of G. Then there exists a Ginvariant Hermitian inner product , on V , i.e., π(g)v, π(g)w = v, w for any g ∈ G and v, w ∈ V .
In particular, π(g) is unitary and the eigenvalues of π(g) have absolute value 1.
Proof. Let (, ) be any Hermitian inner product on V . Given v, w ∈ V , the function
Since α is unitary, it is easy to check that this defines a G-invariant Hermitian inner product.
From now on, we assume that all projective representations are unitary.
Corollary 7.5. Every projective representation of G is completely reducible. i.e., it is a direct sum of irreducible projective representations.
7.2.
Schur's Lemma and finite dimensional projective representations. We prove Schur's Lemma for projective representations of compact groups and study finite dimensional projective representations. The situation is very similar to the case of linear representations.
Lemma 7.6. Let (π 1 , V 1 ) and (π 2 , V 2 ) be two projective representations of G with multi-
Here A * is the adjoint of A.
Proof. This follows from
where g ∈ G, v, w ∈ V 1 .
Lemma 7.7 (Schur's Lemma). Let (π 1 , V 1 ) and (π 2 , V 2 ) be two projective representations of G with multiplier α. Assume that π 1 is irreducible and A ∈ Hom G (V 1 , V 2 ) is a nonzero bounded linear operator. Then A(V 1 ) ⊂ V 2 is a closed subspace for π 2 and
Proof. By Lemma 7.6, A * A ∈ Hom G (V 1 , V 1 ). Because π 1 is irreducible, we must have A * A = λ·id for some λ. Indeed, for any bounded normal operator Most of the properties of projective representations of finite groups carry over to finite dimensional projective representations of compact groups. As for the proof, one only needs to replace 1 |G| g∈G by G d g. First, Corollaries 2.13 and 2.14 are true for finite dimensional projective representations of compact groups.
Let (π, V, α) be a finite dimensional projective representation of G. Define the character of π χ π : G → C by the equation
Then Lemmas 3.4, 3.5 and Theorem 3.6 carry over. We collect some other properties in the following proposition. Proposition 7.9. Let (π 1 , V 1 ) and (π 2 , V 2 ) be finite dimensional projective representations of G with the same multiplier. Then
Here , 2 is the scalar product defined by equation (7.2). (3) If G is abelian, then all finite dimensional irreducible projective representations of G with the same multiplier have the same degree.
7.3. The Peter-Weyl theorem. From now on, we fix a multiplier α. Let L 2 (G) be the space of measurable functions on G for which
be the space of measurable functions on G for which
an inner product by
With this inner product, L 2 (G) is a Hilbert space. Furthermore, f f ∈ L 1 (G) and we have the following inequalities.
) defines a unitary projective representation of G with associated multiplier α. We call it the right translation or right regular projective representation of G on L 2 (G) with respect to α. It is also easy to check that , 2 is G-invariant, i.e., r(g)f, r(g)f 2 = f, f 2 . Thus (r, L 2 (G), α) decomposes as a direct sum of irreducible unitary projective representations by Corollary 7.5.
Let (π, V, α) be a finite dimensional projective representation of G. Let , be a Ginvariant Hermitian inner product on V . Given v, w ∈ V , the function f : g → π(g)v, w is a matrix coefficient of π. Let A α (G) be the space spanned by all matrix coefficients of finite dimensional irreducible projective representations of G with multiplier α. The main result in this subsection is the following theorem.
The strategy of the proof is similar as for linear representations (see for example [5] ). First, we prove some lemmas.
Lemma 7.11. With the above notation, the functions g → α(g, g
are matrix coefficients of π. We call them the adjoint of f , the right translation of f , the left translation of f , respectively.
Proof. Note that
This shows that g → α(g, g −1 )f (g −1 ) is a matrix coefficient. Similarly, it is easy to see that
The claims follow easily.
Denote by C(G) the space of all continuous functions from G to C. It is dense in L 2 (G).
Proof. Let > 0. Choose φ ∈ C(G) such that ||f − φ|| 2 < /3. Note that G is compact, each continuous function on G is uniformly continuous. In particular, for the function
The continuity follows.
Lemma 7.13. Let f ∈ L 2 (G). For every > 0, there exist finitely many g i ∈ G and Borel sets B i ⊂ G such that G is the disjoint union of the B i 's and ||r(g)f − r(g i )f || 2 < for all i and g i ∈ B i .
Proof. By Lemma 7.12, there exists an open neighborhood U of 1 such that ||r(g)f −f || 2 < for all g ∈ U . Note that {hU | h ∈ G} is an open cover of G and G is compact, there exist finitely many g 1 , . . . , g n such that
It is easy to check that these objects satisfy the property in the statement.
Then F is an element in L 2 (G) and it is a limit of a sequence of functions, each of which is a finite linear combination of right translates of f .
Proof. Let > 0. Choose g i and B i as in Lemma 7.13 .
For compact group G, a function f : G → C is called an α-class function if it satisfies the equation in Definition 3.13.
Lemma 7.15. Let f be any integrable function on G. Set
Then f is an α-class function on G.
Then to show that f is an α-class function, it suffices to show that
is also an α-class function.
Proof. One needs to show that
This is equivalent to Since I U , f 0 ∈ L 2 (G), by Schwarz inequality, we see that f U is continuous. Furthermore, By Lemma 7.14, f U ∈ A α (G) ⊥ . In particular, A α (G) ⊥ contains a nonzero continuous function. Let f 1 be such a function. We may assume that f 1 (1) ∈ R − {0}. Define
By Lemma 7.15, f 2 is an α-class function. It is easy to see that f 2 is continuous and f 2 (1) ∈ R−{0}. Moreover, for any f ∈ A α (G), f (g) = α(h −1 , g)α(h, h −1 ) −1 α(h −1 g, h)f (h −1 gh) is also an element in A α (G) by Lemma 7.11. Note that The eigenspace V γ is stable under right translation. Now r : G → U(V γ ) is a finite dimensional unitary projective representation of G with multiplier α. Let W ⊂ V γ be an irreducible sub projective representation and {e 1 , . . . , e n } an orthonormal basis of W with respect to r. Then g → r(g)e i , e j 2 = G α(g 0 , g)e i (g 0 g)e j (g 0 ) d g 0 is a matrix coefficient in A α (G). Since f 3 ∈ A α (G) (T e j )(g)e j (g) d g = γ e j , e j 2 .
(7.15) Hence γ = 0, which is a contradiction. Therefore, we must have A α (G) = L 2 (G).
by d ρ the degree of ρ. Then every projective representation π of G with multiplier α decomposes as π ∼ = ⊕ ρ∈ Gα m ρ · ρ for some m ρ ∈ Z ≥0 ∪ {∞}.
7.4.2.
Trace formula twisted by α and decomposition of L 2 (G). Let G be a unimodular group (not necessarily compact) and Γ ⊂ G a discrete normal subgroup such that Γ\G is compact. Let α ∈ Z 2 (Γ\G, S 1 ) be a unitary multiplier. We may view α as an element in Z 2 (G, S 1 ) via the natural projection G×G → Γ\G×Γ\G. The right regular representation r α of G with respect to α over L 2 (Γ\G) is defined by (r α (h)(f ))(g) = α(g, h)f (gh).
Let φ ∈ C(G) with compact support. Define R(φ) :
It is easy to check that this is well defined. Note that we may write R(φ) = G φ(g)r α (g) d g. Thus R(φ) sends each irreducible component of (r α , L 2 (Γ\G), α) to itself. Moreover, The following result corresponds to Corollary 3.11 and Proposition 5.1 in finite group case.
7.4.4.
The space of α-class functions. Let H α be the closed subspace of L 2 (G) consisting of square-integrable α-class functions. Let χ ρ be the character of the projective representation ρ ∈ G α . We have the following result corresponds to Theorem 3.15 in finite group case.
Proposition 7.23. The characters (χ ρ ) ρ∈ Gα form an orthonormal basis of H α .
Proof. Let f be an α-class function on G. Let (π, V, α) be an irreducible projective representation of G. Let π f be the linear map of V into itself defined by π f = G f (g)π(g) d g. Argue as in Lemma 3.14, π f is a map of projective representations. By Schur's Lemma, π f is a homothety of ratio λ given by
Now to prove the proposition, it suffices to show that every element of H α orthogonal to all the χ ρ is zero. Let f ∈ H α with χ ρ , f 2 = 0 for all ρ ∈ G α . The above discussion shows that π f is zero as long as π is irreducible. From the direct sum decomposition, we see that π f is always zero. Applying this to the α-regular projective representation (r, L 2 (G)) we obtain
for all ψ ∈ L 2 (G) and x ∈ G. Then it is easy to see that f is the zero function. The proposition follows.
