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Abstract
We introduce the notion of Hopf algebroids, in which neither the total algebras nor
the base algebras are required to be commutative. We give a class of Hopf algebroids
associated to module algebras of the Drinfeld doubles of Hopf algebras when the R-
matrices act properly. When this construction is applied to quantum groups, we get
examples of quantum groupoids, which are semi-classical limits of Poisson groupoids.
The example of quantum sl(2) is worked out in details.
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1 Introduction
The notion of commutative Hopf algebroids was given in [Ra]. It is modeled on the space
of functions on a groupoid. In this definition, both the algebra for the total space and the
1
algebra for the base space are commutative. The commutativity of these algebras plays a
crucial role in this definition.
It is natural to try to replace the algebras for both the total space and the base space
by non-commutative algebras. In [Ma], Maltsiniotis gives a definition of Hopf algebroids,
where the base algebras are still required to be commutative and their images under the
source and target maps are required to lie in the centers of the total algebras. See also [B-M]
for a study of “quasi-quantum groupoids”, where the base algebras are again commutative.
In this paper, we formulate a definition of Hopf algebroids where none of the algebras
are required to be commutative. Like in [Ma], we use the term Hopf algebroids in general
and reserve the term “quantum groupoids” for the examples associated to quantum groups.
A class of examples associated to module algebras of the Drinfeld doubles of Hopf algebras
is described in Theorem 5.1. An example constructed from the quantum group SLq(2)
when q is a root of unity is described in details.
Our work is motivated by the the notion of Poisson groupoids in Poisson geome-
try [We2]. Roughly speaking, we think of Hopf algebroids as “quantizations” of Poisson
groupoids, just like quantum groups are quantizations of Poisson groups. Our main example
(see Theorem below) describes the direct Hopf analog of some Poisson groupoids associated
to Poisson Lie groups.
Our definition reduces to the one given by Maltsiniotis in [Ma] when the base algebra
is commutative and when its images under the source and target maps lie in the center of
the total algebra. The semi-classical limits of the quantum groupoids given by Maltsiniotis
are Poisson groupoids with the zero Poisson structure on the base spaces, while those by
our definition have arbitrary Poisson groupoids as their semi-classical limits.
We would also like to point out that our definition of a Hopf algebroid is not the same
as the one given in [Va], either, where Vainerman studies the Hopf analog of transformation
groupoids. The semi-classical limit of his example does not give rise to a Poisson groupoid.
The main difference between our example and the one in [Va] is that he uses a direct product
algebra structure while we use a smash product algebra structure.
For any algebra A over a field k, we can associate to it the bi-algebroid Endk(A) over A,
and the Hopf algebroid A⊗Aop over A. The latter is obviously the Hopf analog of the coarse
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groupoid structure on X × X over any space X. Our main examples of Hopf algebroids,
however, are the following:
Theorem Let A be a Hopf algebra and let D(A) be the Drinfeld double of A. Let V be a left
D(A)-module algebra. Assume that the R-matrix of D(A) acts on V⊗V in the following
way:
mopV ◦R = mV ,
where mV : V⊗V → V is the product on V and m
op
V is its opposite. Then there is a
Hopf algebroid structure over V on the smash product algebra H = V#A, where the smash
product is constructed using the left action of A on V that is the restriction to A of the
action of D(A) on V .
One example of such a V is the dual Hopf algebra A∗ of A. The smash product algebra
H = A∗#A is, by definition, the Heisenberg double of A∗, and we denote it by H(A∗).
Thus, the above Theorem says that there is a Hopf algebroid structure over A∗ on the
Heisenberg double H(A∗).
In formulating the definition, we use the following simple dictionary of Poisson geometry
and the theory of algebras (see [Lu2] for more details):
Poisson manifold P associative algebra V
Poisson morphisms algebra homomorphisms
Poisson submanifolds of P two-sided ideas of V
coisotropic submanifolds of P one-sided ideas of V
Poisson group G Hopf algebra A
Poisson action of G on P A-co-module algebra V
dual Poisson group G∗ dual Hopf algebra A∗
Semidirect product Poisson structure on P ×G∗ smash product on V⊗A∗
Poisson double (D = G ⊲⊳ G∗, π−) dual of Drinfeld double D(A)
symplectic double (D = G ⊲⊳ G∗, π+) Heisenberg double H(A)
We now recall the definition of a Poisson groupoid. A groupoid over a set P is a set
X together with
1) surjections α, β : X −→ P (called the source and target maps respectively);
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2)m : X2 −→ X (called the multiplication), where X2 := {(x, y) ∈ X×X|β(x) = α(y)},
such that α(m(x, y)) = α(x) and β(m(x, y)) = β(y);
3) an injection ǫ : P −→ X (identities) such that βǫ = αǫ = idP ;
4) a bijection ι : X −→ X (inversion).
These maps must satisfy
(1) associative law: m(m(x, y), z) = m(x,m(y, z)) (if one side is defined, so is the
other);
(2) identities: for each x ∈ X, (ǫ(α(x)), x) ∈ X2, (x, ǫ(β(x))) ∈ X2 and m(ǫ(α(x)), x) =
m(x, ǫ(β(x))) = x;
(3) inverses: for each x ∈ X, (x, ι(x)) ∈ X2, (ι(x), x) ∈ X2,m(x, ι(x)) = ǫ(α(x)), and
m(ι(x), x) = ǫ(β(x)).
A groupoid P over X is called a Lie groupoid if both X and P are smooth manifolds and
if all the structure maps are smooth. We also require that both α and β be submersions.
A Poisson groupoid [We2] is a Lie groupoid P over X together with a Poisson structure
such that the graph of the groupoid multiplication, i.e., the set
{ (m(x, y), x, y) : β(x) = α(y) } ⊂ X ×X ×X
is a coisotropic submanifold of X × X¯× X¯ , where X¯ denotes X equipped with the negative
Poisson structure. When the Poisson structure on X is nondegenerate, we say that X is a
symplectic groupoid [We1] over P .
We summarize the properties of Poisson groupoids in the following proposition. See
[We2] for the proofs. This proposition explains some of the requirements we put in our
definition of a Hopf algebroid.
Proposition 1.1 Let X be a Poisson groupoid over P with structure maps α, β,m, ǫ and
ι. Then
1) there is a unique Poisson structure on P such that α is a Poisson map and β is an
anti-Poisson map. Consequently, the submanifold
{(x, y) : β(x) = α(y)} ⊂ X ×X
is a coisotropic submanifold of X ×X;
2) the antipode map ι is an anti-Poisson isomorphism for X;
3) the map ǫ : P → X embedds P into X as a coisotropic submanifold.
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Our main example of a Hopf algebroid is a direct Hopf analog of the following theorem
on Poisson Lie groups [Lu1].
Theorem 1.2 Let P be a Poisson manifold. Let G be a Poisson Lie group, G∗ its dual
Poisson Lie group and (D,π−) the Poisson double of G and G
∗. Assume that
1) there exists a right Poisson action σ of (D,π−) on P :
σ : P ×D −→ P
2) the Poisson structure on P is determined by the action σ in the sense that the Poisson
bracket of two functions φ1 and φ2 on P is given by
{φ1, φ2} = (σφ1 , σ
′
φ2
)
where ( , ) denotes the pairing between the Lie algebra g of G and the Lie algebra g∗ of G∗,
and σφ1 and σ
′
φ2
are the g and g∗-valued functions on P respectively given by
σφ1(X)(p) =
d
dt
|t=0φ1(p · exp tX), X ∈ g
σ
′
φ2
(ξ)(p) =
d
dt
|t=0φ2(p · exp tξ), ξ ∈ g
∗.
Then the manifold P × G∗, together with the transformation groupoid structure over P
defined by the restricted G∗ action on P and the semi-Poisson structure defined by the
restricted action of G on P , becomes a Poisson groupoid over P .
Throughout this paper, vector spaces are assumed to be over the ground field k, and
tensor products are over k unless otherwise indicated. Algebras are assumed to have identity
elements, and algebra morphisms are assumed to preserve identity elements.
The paper is organized as follows. In Section 2, we give the definition of a bi-algebroid.
We show in Section 3 that for any finite dimensional algebra A, the space Endk(A) has a
natural bi-algebroid structure over A. Moreover, for any other bi-algebroid H over A, there
is a bi-algebroid morphism from H to Endk(A). Another example of a bi-algebroid over A
is A ⊗ Aop. In Section 4, we give the definition of a Hopf algebroid. The main examples
are described in Theorem 5.1 in Section 5. The Hopf algebroid structure on the Heisenberg
double H(A∗) of a Hopf algebra A∗ is described in details in Section 6. Finally, we give the
example related to the quantum group SLq(2) at a root of unity in Section 7.
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2 Bi-algebroids
Definition 2.1 A bi-algebroid consists of the following data:
1) an algebra H called the total algebra;
2) an algebra A called the base algebra;
3) the source map: an algebra homomorphism
α : A −→ H
and the target map: an algebra anti-homomorphism
β : A −→ H
such that the images of α and β commute in H, i.e., ∀a, b ∈ A,
α(a)β(b) = β(b)α(a). (1)
There is then a natural (A,A)-bimodule structure on H given by
λ : A⊗H −→ H : a⊗h 7−→ α(a)h (2)
ρ : H⊗A −→ H : h⊗a 7−→ β(a)h. (3)
Using this bimodule structure, we can form the (A,A)-bimodule product H⊗AH of H with
itself. As a vector space over k, it is simply the quotient of H⊗H by the subspace
I2 := {β(a)h1⊗h2 − h1⊗α(a)h2 = (β(a)⊗1− 1⊗α(a))(h1⊗h2), h1, h2 ∈ H, a ∈ A} . (4)
Notice that in this case, I2 is in fact the right ideal of H⊗H generated by the subset
{β(a)⊗1− 1⊗α(a) : a ∈ A}.
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We will still denote elements of H⊗AH by h1⊗h2. The (A,A)-bimodule structure onH⊗AH
is now given by
A⊗(H⊗AH) −→ H⊗AH : a⊗(h1⊗h2) 7−→ α(a)h1⊗h2
and
(H⊗AH)⊗A −→ H⊗AH : (h1⊗h2)⊗a 7−→ h1⊗β(a)h2.
We can then form the (A,A)-bimodule product of H⊗AH with H to get the triple product
H⊗AH⊗AH. In general, we can form the n’th (A,A)-bimodule product of H with itself. It
is the quotient of H⊗n by the right ideal In generated by the subspace
{1⊗ · · · ⊗1︸ ︷︷ ︸
i−1
⊗β(ai)⊗1⊗ · · · ⊗1−1⊗· · · ⊗1︸ ︷︷ ︸
i−1
⊗1⊗α(ai)⊗1⊗ · · · ⊗1, i = 1, ..., n−1, ai ∈ A}. (5)
4) the co-product: an (A,A)-bimodule map
∆ : H −→ H⊗AH : h 7−→ h(1)⊗h(2)
with ∆(1) = 1⊗1 satisfying the co-associativity:
(∆⊗AidH)∆ = (idH⊗A∆)∆ : H −→ H⊗AH⊗AH.
The co-product ∆ and the algebra structure on H are required to be compatible in the
sense that the kernel of the following map
Φ : H⊗H⊗H −→ H⊗AH : h1⊗h2⊗h3 7−→ (∆h1)(h2⊗h3) (6)
is a left ideal of H⊗Hop⊗Hop, where Hop denotes H with the opposite product. Here we
are using the fact that H⊗H acts on H⊗AH from the right by right multiplications;
5) the co-unit map: an (A, A)-bimodule map
ǫ : H −→ A
satisfying
ǫ(1H) = 1
(it follows then that ǫβ = ǫα = idA) and
λ(ǫ⊗idH)∆ = ρ(idH⊗ǫ)∆ = idH : H −→ H, (7)
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where λ and ρ are respectively the left and right A-module maps for H given by (2) and
(3). Notice that two maps on the left hand side of the above equation are well-defined. It
is also required to be compatible with the algebra structure on H in the sense that the
kernel of ǫ is a left ideal of H.
The following Lemma shows that when A is the 1-dimensional algebra k, our definition
of a bi-algebroid over k is reduced to that of a bi-algebra over k.
Lemma 2.2 Let A and B be two algebras. A linear map f : A → B mapping 1A to 1B is
an algebra homomorphism if and only if the kernel of the map
F : A⊗B −→ B : a⊗b 7−→ f(a)b
is a left ideal of A⊗Bop. In this case, the left ideal is generated by the subspace {a⊗1 −
1⊗f(a) : a ∈ A}.
Proof. Assume first that f is an algebra morphism. Then it is easy to see that kerF is a
left ideal of A⊗Bop. Moreover, if
∑
ai⊗bi ∈ kerF , then
∑
ai⊗bi =
∑
(1⊗bi)(ai⊗1− 1⊗f(ai)) ∈ A⊗B
op.
Thus kerF coincides with the left ideal generated by the given subspace. Conversely, assume
that kerF is a left ideal of A⊗Bop. Then for any a1, a2 ∈ A, since
a2⊗1 − 1⊗f(a2) ∈ kerF,
we know that
a1a2⊗1− a1⊗f(a2) = (a1⊗1)(a2⊗1− 1⊗f(a2)) ∈ kerF.
Thus f(a1a2) = f(a1)f(a2). Hence f is an algebra homomorphism.
Q.E.D.
Assume that H is a bi-algebroid over the algebra A with structure maps α, β,∆ and ǫ.
Then since ǫα = idA, the map ǫ is subjective, so we can identify A with the quotient space
H/ ker ǫ. Since ker ǫ ⊂ H is a left ideal of H, there is an induced left action of H on A.
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Since α : A −→ H is a section of ǫ, we can identify A with the subspace α(A) ⊂ H. The
left action of H on A can then be explicitly written down as
T1 : H −→ Endk(A) : h(a) := ǫ(hα(a)). (8)
Definition 2.3 We call the action T1 given by (8) the left action of H on A associated to
the bi-algebroid structure on H over A.
Proposition 2.4 The action T1 given by (8) has the following properties:
1) The composition T1 ◦ α (resp. T1 ◦ β): A → Endk(A) gives the left (resp. right)
action of A on itself by left (resp. right) multiplications;
2) ǫ(h) = h(1A), ∀h ∈ H;
3) The map T2 : H⊗H −→ Homk(A⊗A,A) given by
T2(h1⊗h2)(a⊗b) = h1(a)h2(b)
induces a well-defined map, still denoted by T2, from H⊗AH to Homk(A⊗A,A). We have
h(ab) = (T2 ◦∆)(h)(a⊗b) = h(1)(a) h(2)(b), ∀h ∈ H, a, b ∈ A. (9)
Proof. Statement 1) follows from the fact that ǫ : H → A is a (A,A)-bimodule map, i.e.,
for all a ∈ A and h ∈ H,
ǫ(α(a)h) = aǫ(h), ǫ(β(a)h) = ǫ(h)a.
Statement 2) follows from the definition of the action T1. Since T2 maps elements in the right
ideal I2 given by (4) to zero, it induces a well-defined map from H⊗AH to Homk(A⊗A,A).
To see the second part of statement 3), we first prove the following:
hα(a) = α(h(1)(a))h(2), ∀a ∈ A,h ∈ H. (10)
Since ∆(1) = 1⊗1 and since ∆ is a left A-module map, we have
∆(α(a)) = α(a)⊗1, a ∈ A.
Thus
α(a)⊗1⊗1− 1⊗α(a)⊗1 ∈ ker Φ,
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where Φ is given by (6). Since ker Φ is a left ideal in H⊗H¯⊗H¯, we have
hα(a)⊗1⊗1− h⊗α(a)⊗1 ∈ ker Φ, h ∈ H.
Hence
∆(hα(a)) = h(1)α(a)⊗h(2).
Applying (7), we get
α(ǫ(h(1)α(a)))h(2) = hα(a).
But
ǫ(h(1)α(a)) = h(1)(a)
by definition. Therefore we get (10). Consequently, we have
h(ab) = (hα(a))(b) = h(1)(a)h(2)(b).
Q.E.D.
Remark 2.5 Note how the condition that kerΦ be a left idea in H⊗H¯⊗H¯ and the com-
patibility condition of ǫ and ∆ are used in the above proof.
Remark 2.6 Apart from the right A-module structure ρ onH given by (3), there is another
right A-module structure on H given by
H⊗A −→ H : h⊗a 7−→ hα(a).
Equation (10) should be thought of as expressing this right A-module structure in terms of
the left A-module structure λ as defined in (2). Similarly, we have
hβ(a) = β(h(2)(a))h(1), ∀a ∈ A, h ∈ H, (11)
which expresses the left A module structure on H given by
A⊗H −→ H : a⊗h 7−→ hβ(a)
in terms of the right A-module map ρ.
We think of (9) as the “product” rule for the action T1 of H on A with respect to the
algebra structure of A. Thus, roughly speaking, a bi-algebroid over A is an algebra which
acts on A in such a way that 1) it contains as part of it the left and right actions of A
on itself by left and right multiplications, and 2) it obeys a product rule specified by the
co-product of the bi-algebroid.
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3 Two examples of bi-algebroids: A⊗Aop and Endk(A)
We now give two examples of bi-algebroids.
Example 3.1 Let A be an arbitrary algebra and let H = A⊗Aop, i.e., H is the direct
product algebra of A and its opposite. Then there is a bi-algebroid structure on H over A
with the following structure maps:
1) the source map α : A→ H : a 7→ a⊗1, and the target map β : A→ H : a 7→ 1⊗a;
2) the co-product
∆ : H −→ H⊗AH : a⊗b 7−→ (a⊗1)⊗(1⊗b).
3) the co-unit
ǫ : H −→ A : a⊗b 7−→ ab.
It is easy to check that these maps indeed define a Hopf algebroid structure on H =
A⊗Aop over A. The associated left action of H on A is given by
T1 : H −→ Endk(A) : T1(a⊗b)(c) = acb.
Remark 3.2 This example is modeled on the Poisson groupoid structure on P × P¯ for
any Poisson manifold (see [We2]), which is in turn a Poisson version of the coarse groupoid
structure on X ×X over any space X. Thus we call A⊗Aop the “coarse Hopf algebroid” of
A.
Remark 3.3 We will show in Section 4 that in addition to the bi-algebroid structure, there
is actually a Hopf algebroid structure on A⊗Aop.
Example 3.4 Let A be any finite dimensional algebra over k. Let H = Endk(A) be the
algebra of k-linear maps from A to itself. We will show that there is a bi-algebroid structure
on H over A. We need the following Lemma.
Lemma 3.5 Let A and H be as above. For any a ∈ A, let α(a) ∈ H and β(a) ∈ H be
respectively the maps from A to itself defined by the left and right multiplications by a. Then
the right ideal I2 of H⊗H given by (4) coincides with the kernel of the map
T2 : H⊗H −→ Homk(A⊗A,A) : T2(h1⊗h2)(a⊗b) = h1(a)h2(b).
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Thus we get a natural indentification between H⊗AH and the space Homk(A⊗A,A). In
general, for any positive integer n, the map
Tn : H
⊗n −→ Homk(A
⊗n, A) : Tn(h1⊗ · · · ⊗hn)(a1⊗ · · · ⊗an) = h1(a1) · · · hn(an)
gives a natural identification of the (A,A)-bimodules H⊗A · · · ⊗AH︸ ︷︷ ︸
n
and Homk(A
⊗n, A).
Proof. Clearly, I2 ⊂ ker T2. Conversely, let {as} be a basis of A and let {xs} be its dual
basis for A∗. For each s = 1, 2, ...,dimA, let hs ∈ Endk(A) be defined by
hs(a) = (a, xs)1A.
Then any
∑
i h
′
i⊗h
′′
i ∈ kerT2 can be written as
∑
i
h
′
i⊗h
′′
i =
∑
i
dimA∑
s=1
(
β(h
′
i(as))⊗1− 1⊗α(h
′
i(as))
)
(hs⊗h
′′
i ).
Thus
∑
i h
′
i⊗h
′′
i ∈ I2. Hence I2 = ker T2. For a general n ≥ 2, recall that the space
H⊗AH⊗A · · · ⊗AH is the quotient of H
⊗n by the right ideal In given in (5). Clearly,
In ⊂ ker Tn. Conversely, any
∑
i h
′
i⊗h
′′
i ⊗· · · ⊗h
(n)
i ∈ kerTn can be written as
∑
i
h
′
i⊗h
′′
i⊗ · · · ⊗h
(n)
i =
∑
i
n−1∑
j=1
∑
1≤s1,···,sj≤dimA
(hj; s1,···,sj)(hs1⊗ · · · ⊗hsj⊗h
(j+1)
i ⊗ · · · ⊗h
(n)
i ),
where for 1 ≤ s1, · · · , sj ≤ dimA,
hj; s1,···,sj = 1⊗ · · · ⊗1︸ ︷︷ ︸
j−1
⊗
(
β(h
′
i(as1)h
′′
i (as2) · · · h
(j)
i (asj ))⊗1
)
⊗1⊗ · · · ⊗1
− 1⊗ · · · ⊗1︸ ︷︷ ︸
j−1
⊗
(
1⊗α(h
′
i(as1)h
′′
i (as2) · · · h
(j)
i (asj ))
)
⊗1⊗ · · · ⊗1
∈ In.
Thus ∑
i
h
′
i⊗h
′′
i⊗ · · · ⊗h
(n)
i ∈ In.
Hence In = ker Tn. Consequently, the space H⊗AH⊗A · · · ⊗AH can be identified with the
space Homk(A
⊗n, A). Since Tn is an (A,A)-bimodule map, this is an identification of
(A,A)-bimodules.
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Q.E.D.
We now define the bi-algebroid structure on Endk(A) over A. Define
∆ : H −→ H⊗AH ∼= Homk(A⊗A,A)
by
∆(h)(a⊗b) = h(ab),
and
ǫ : H −→ A
by
ǫ(h) = h(1A).
Then it is straightforward to check that the maps α, β,∆ and ǫ define a bi-algebroid structure
on H = Endk(A) over A. Here we only prove the compatibility of the product and the
co-product on H = Endk(A). Identify
H⊗AH ∼= Homk(A⊗A, A)
by the map T2. The map Φ given in (6) now becomes
Φ : H⊗H⊗H −→ Homk(A⊗A, A) : Φ(h1⊗h2⊗h3)(a⊗b) = h1 (h2(a)h3(b)) .
Let {as} be a basis of A, and let {xs} be the dual basis for A
∗. Then the algebra structure
on A corresponds to the element
m = asat ⊗ xs ⊗ xt ∈ A⊗A
∗⊗A∗
under the natural identification of A⊗A∗⊗A∗ with Homk(A⊗A,A). The kernel of Φ is
now the annihilator in H⊗Hop⊗Hop of the element m ∈ A⊗A∗⊗A∗ with respect to the
left representation of H⊗Hop⊗Hop on A⊗A∗⊗A∗, where Hop acts on A∗ by dualizing the
action of H = Endk(A) on A. Hence kerΦ is a left ideal in H⊗H
op⊗Hop.
Definition 3.6 A bi-algebroid morphism from a bi-algebroid (H1, A1, α1, β1,∆1, ǫ1) to an-
other bi-algebroid (H2, A2, α2, β2,∆2, ǫ2) consists of an algebra morphism T : H1 → H2 and
an algebra morphism t : A1 → A2 witch commute with all the structure maps.
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Our previous discussion leads immediately to the following proposition:
Proposition 3.7 Assume that A is a finite dimensional algebra. Then for any bi-algebroid
H over A, there is a bi-algebroid morphism from H to Endk(A) given by the map T1 defined
by (8) and the identity map on A.
Example 3.8 When A is a finite-dimensional simple algebra, the map
T1 : A⊗A
op −→ Endk(A) : T1(a⊗b)(c) = acb
defines an algebra isomorphism. Thus in this case, the two bi-algebroids A⊗Aop and
Endk(A) over A are isomorphic.
4 Hopf algebroids
Naturally, Hopf algebroids should be bi-algebroids with antipodes.
Definition 4.1 A Hopf algebroid is a bi-algebroid H over an algebra V with structure
maps α, β,∆ and ǫ together with a bijective map τ : H → H, called the antipode map,
which has the following properties:
1) τ is an algebra anti-isomorphism for H;
2) τβ = α;
3) mH(τ⊗id)∆ = βǫτ : H → H, where mH denotes the multiplication of H;
4) there exists a linear map γ : H⊗AH → H⊗H with the following properties:
4a) γ is a section for the natural projection p : H⊗H → H⊗AH;
4b) the following identity holds:
mH(id⊗τ)γ∆ = αǫ : H −→ H. (12)
Remark 4.2 1) The map mH(τ⊗id)∆ in the formula in 3) is well-defined as a map from
H to H, but the map mH(id⊗τ)∆ is not well-defined. This is why we need to require the
existence of the section γ.
2) In general, ǫτ 6= ǫ, as can be seen in Example 4.4.
3) In [Ma], Maltsiniotis studies the case when A is commutative and when the images
of V under α and β lie in the center of H. In this case, his definition coincides with ours.
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Proposition 4.3 There exists an algebra automorphism θ for V such that
τα = βθ. (13)
Proof We know that
∆α(v) = α(v) ⊗ 1.
Apply the identity mH(τ⊗id)∆ = βǫτ to α(v). We get
τ(α(v)) = βǫτα(v).
Set
θ(v) = ǫτα(v) ∈ V. (14)
Then
τ(α(v)) = β(θ(v)).
Since τ is an algebra anti-isomorphism for H and since β is injective, we know that θ is an
algebra automorphism for V .
Q.E.D.
Example 4.4 For any algebra A, let H = A⊗Aop be the bi-algebroid over A as described
in Example 3.1. Define τ : H → H by
τ(a⊗b) = b⊗a.
Then H = A⊗Aop is a Hopf algebroid over A with antipode τ . The induced algebra
isomorphism θ for A in this example is the identity map.
5 The Hopf algebroid V#A
We now give a class of Hopf algebroids. They should be considered as the Hopf version of
transformation groupoids.
Theorem 5.1 Let A be a Hopf algebra and let D(A) be the Drinfeld double of A. Let V
be a left D(A)-module algebra. Assume that the R-matrix of D(A) acts on V⊗V in the
following way:
mopV ◦R = mV , (15)
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where mV : V⊗V → V is the product on V and m
op
V is its opposite. Then there is a
Hopf algebroid structure over V on the smash product algebra H = V#A, where the smash
product is constructed using the left action of A on V that is the restriction to A of the
action of D(A) on V .
The rest of this section is devoted to the explanation and the proof of this theorem.
We first recall the definition of the Drinfeld double D(A) of a Hopf algebra A. As a
vector space, D(A) is isomorphic to the tensor product space A∗⊗A. As a coalgebra, it
has the direct product coalgebra structure of A∗coop and A, where A∗coop is A∗ with the
opposite co-product. Its algebra structure is defined as follows: for x⊗a and y⊗b in D(A),
their product in D(A) is given by
D(A) ∋ (x⊗a)(y⊗b) = x (a(1) ⊲ y(2)) ⊗ (a(2) ⊳ y(1)) b,
where
A⊗A∗ −→ A∗ : a⊗x 7−→ a ⊲ x = a(1)⇀ x ↼S
−1(a(2))
is the left co-adjoint representation of A on A∗ and
A⊗A∗ −→ A : a⊗x 7−→ a ⊳ x = S−1(x(1))⇀ a ↼x(2)
is the right co-adjoint representation of A∗ on A. Here we are using the standard notion
⇀ and ↼ to denote the left and right representations of A and A∗ on each other given as
follows: for a ∈ A and x ∈ A∗,
a ⇀ x = x(1)〈x(2), a〉 (16)
x ↼ a = x(2)〈a, x(1)〉. (17)
The antipode map SD(A) of D(A) is given by
SD(A)(x⊗a) = S(a)S
−1(x).
Notice that the natural inclusions
A →֒ D(A) : a 7−→ 1⊗a
A∗ →֒ D(A) : x 7−→ x⊗1
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are Hopf algebra morphisms.
The R-matrix for D(A) is given by
R = (1⊗at)⊗(xt⊗1) ∈ D(A)⊗D(A) (18)
where {at} is a basis for A, and {xt} is its dual basis for A
∗. Condition (15) now reads as
xt(u) at(v) = vu, ∀u, v ∈ V. (19)
We also recall that V is said to be a left D(A)-module algebra if the action of D(A) on
V satisfies
d(uv) = d(1)(u) d(2)(v), ∀d ∈ D(A), u, v ∈ V.
In particular, since the inclusion
A −→ D(A) : a 7−→ 1⊗a
is a Hopf algebra inclusion, we can restrict the action to an action of A on V , making V
into a left A-module algebra. The smash product algebra H = V#A is, by definition, the
algebra structure on the vector space V⊗A, whose elements are now denoted by v#a, given
by
(v#a)(u#b) = va(1)(u) # a(2)b.
This algebra is defined in such a way that the map
T1 : H = V#A −→ Endk(V ) : T1(v#a)(u) = va(u) (20)
defines a left representation of H on V .
Before describing the Hopf algebroid structure on H = V#A over V , we first give an
example of this Theorem.
Example 5.2 The following left action of D(A) on A∗ makes A∗ into a left D(A)-module
algebra:
D(A) ∋ x⊗a : y 7−→ x(2) (a ⇀ y) S
−1(x(1)), y ∈ A
∗. (21)
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Moreover, for this action, Condition (15) is satisfied. Indeed, we have, for any x, y ∈ A∗,
xt(y)at(x) = (xt)(2)yS
−1((xt)(1))(at ⇀ x)
= xsyS
−1(xt)((atas) ⇀ x)
= xsyS
−1(xt)x(1)〈x(2), at〉〈x(3), as〉
= x(3)yS
−1(x(2))x(1)
= xy.
Notice that as a Hopf subalgebra of D(A), A∗coop acts on A∗ from the left by
A∗coop⊗A∗ −→ A∗ : x⊗y 7−→ adxy =: x(2) y S
−1(x(1)). (22)
It makes A∗ into a left A∗coop-module algebra. We call it the left adjoint representation
of A∗coop on A∗.
As a Hopf subalgebra of D(A), A acts on A∗ by
A⊗A∗ −→ A∗ : a⊗x 7−→ a⇀x = x(1)〈x(2), a〉. (23)
It makes A∗ into a left A-module algebra. We call it the left regular representation
of A on A∗. The corresponding smash product algebra H = A∗#A is, by definition, the
Heisenberg double of A∗. Thus our theorem describes a Hopf algebroid structure over A∗
on its Heisenberg double.
Returning to Theorem 5.1, we now describe the Hopf algebroid structure on H = V#A.
• The source map is defined by
α : V −→ H : v 7−→ v#1.
It is clearly an algebra homomorphism.
• To define the target map β : V → H, we first restrict the action of D(A) on V to a
left action of A∗ on V . Since the inclusion
A∗coop = (Aop)∗ −→ D(A) : x 7−→ x⊗1
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is a Hopf algebra inclusion, V becomes a left A∗coop ∼= (Aop)∗-module algebra. The
corresponding co-module map, which will be the target map so we denote it by β:
β : V −→ V⊗Aop : β(v) = xt(v)⊗at
is an algebra homomorphism from V to the direct product algebra V⊗Aop.
Lemma 5.3 As a map from V to the algebra H = V#A, the map β has the following
properties:
1) α(v)β(u) = β(u)α(v) for all u, v ∈ V . In fact, this is equivalent to Condition (15);
2) It is an algebra anti-homomorphism from V to H = V#A.
Proof 1) For u, v ∈ V , we have, on the one hand,
α(v)β(u) = (v#1)(xt(u)#at) = vxt(u)#at,
and on the other hand,
β(u)α(v) = (xt(u)#at) (v#1)
= xt(u)(at)(1)(v)#(at)(2)
= (xsxt)(u) as(v)#at
= xs(xt(u)) as(v)#at.
By Condition (15), we have
β(u)α(v) = vxt(u)#at = α(v)β(u).
It is easy to see that conversely 1) implies Condition (15).
2) Using Condition (15) again, we have, for all u, v ∈ V ,
β(u)β(v) = (xt(u)#at) (xs(v)#as)
= xt(u)(at)(1) (xs(v))#(at)(2)as
= (xγxξ)(u) aγ (xs(v))#aξas
= xs(v)xξ(u)#aξas
= (xt)(2)(v)(xt)(1)(u)#at
= xt(vu)#at
= β(vu).
Thus β is an algebra anti-homomorphism from V to H = V#A.
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Q.E.D.
• The coproduct: The co-product should be a map from H to H⊗AH. In our case, the
latter is the quotient space of H⊗H by the subspace spanned by the following subset:
{β(v)(v1#a1)⊗(v2#a2)− (v1#a1)(vv2#a2) : v, v1, v2 ∈ V, a1, a2 ∈ A}.
Thus each element in H⊗AH is uniquely represented by an element of the form∑
(vi#ai)⊗(1#bi)). In other words, we have a map
γ : H⊗AH −→ H⊗H : (v1#a1)⊗(v2#a2) 7−→ β(v2)(v1#a1)⊗(1#a2) (24)
which is a section for the natural projection from H⊗H to H⊗AH.
Define ∆ : H −→ H⊗AH by
∆(v#a) = (v#a(1))⊗(1#a(2)). (25)
The associativity of the co-product for A implies that ∆ is co-associative. It is also
easy to see that ∆ is a (V, V )-bimodule map. It remains to prove the compatibility of
the co-product and the product of H.
We first observe that
γ(H⊗AH) = {h⊗(1#b) : h ∈ H, b ∈ A}
is a subalgebra of H⊗H. Moreover, the map
γ ◦∆ : H −→ γ(H⊗AH)
is an algebra homomorphism. Thus the following defines a left H-module structure
on γ(H⊗AH):
(v#a) · (h⊗1#b) = ∆(v#a)(h⊗1#b) = (v#a(1))h⊗(1#a(2)b).
On the other hand, by identifying γ(H⊗AH) with H⊗AH, the right (H⊗H)-module
structure on H⊗AH now becomes the following right (H⊗H)-module structure on
γ(H⊗AH):
(h⊗1#b) · (h1⊗(v2#a2)) = β(a(2)(v2))hh1⊗(1#b(2)a(2)).
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These two module structures on γ(H⊗AH) commute. Indeed, let v#a, h1, h2 =
v2#a2 ∈ H. We have
((v#a) · (h⊗1#b)) · (h1⊗h2) = β
(
a(2)(b(1)(v2))
)
(v#a(1))hh1 ⊗ (1#a(3)b(2)a2)
= vβ
(
a(2)(b(1)(v2))
)
(1#a(1))hh1 ⊗ (1#a(3)b(2)a2)
= v(1#a(2))β(b(1)(v2))hh1 ⊗ (1#a(3)b(2)a2)
= (v#a) · ((h⊗1#b) · (h1⊗h2)) .
We used 1) in Lemma 5.3 and the following fact in deriving the above identities:
Lemma 5.4 For any u ∈ V and a ∈ A,
β(a(2)(u))(1#a(1)) = (1#a)β(u). (26)
Proof of Lemma 5.4. By the definition of the map β, we have
β(a(2)(u))(1#a(1)) = xs(a(2)(u)) # asa(1) ∈ V⊗A
and
(1#a)β(u) = a(1)(xs(u)) # a(2)as ∈ V⊗A.
Regarding both elements as in Homk(A
∗, V ), we see that (26) is equivalent to
x(1)(a(2)(u))〈a(1), x(2)〉 = a(1)(x(2)(u))〈a(2), xa〉
for all x ∈ A∗. But this follows from the following identity in D(A) which can be
proved directly using the definition of the product of D(A):
x(1) a(2) 〈a(1), x(2)〉 = a(1)x(2)〈a(2), b(1)〉, ∀a ∈ A, x ∈ A
∗. (27)
Q.E.D.
We now return to the proof of the compatibility of the co-product δ and the product
of A. We need to show that the kernel of the map
Φ : H⊗H⊗H −→ H⊗AH : h⊗h1⊗h2 7−→ (∆h)(h1⊗h2)
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is a left ideal in H⊗Hop⊗Hop. Let h⊗h1⊗h2 ∈ H⊗H⊗H and let
∑
i hi⊗h
′
i⊗h
′′
i ∈
ker Φ. Then
Φ(
∑
i
hhi⊗h
′
ih1⊗h
′′
i h2) =
∑
i
(γ ◦∆)(hhi) · (h
′
ih1⊗h
′′
i h2)
=
∑
i
(∆(h) · (γ ◦∆)(hi)) · (h
′
i⊗h
′′
i )(h1⊗h2)
=
∑
i
∆(h) ·
(
(γ ◦∆)(hi) · (h
′
i⊗h
′′
i )(h1⊗h2)
)
= ∆(h) ·
(
Φ(
∑
i
hi⊗h
′
i⊗h
′′
i ) · (h1⊗h2)
)
= 0.
Here we have just used the fact that the left H-module structure and the right H⊗H-
module structure on γ(H⊗AH) commute. Hence ker Φ is a left ideal of H⊗H
op⊗Hop.
• The co-unit: define
ǫ : H −→ V : ǫ(v#a) = ǫ(a)v. (28)
Then it satisfies all the requirements for a co-unit. For example, the kernel of ǫ is the
space of annihilators in H of the identity element 1V of V under the left action T1 of
H on V . Therefore it is a left ideal of H.
We have thus obtained a bi-algebroid structure on the smash-product algebra H =
V#A over the algebra V . The associated left action of H on V is the one given by
(20).
• The antipode: introduce a special element d0 ∈ D(A) given by
d0 = S
2(at)xt ∈ D(A). (29)
We now define the antipode map τ by
τ : H −→ H : τ(v#a) = (1#S(a)) β(d0(v)). (30)
Lemma 5.5 The element d0 ∈ D(A) has the following properties:
1) It is invertible in D(A) and d−10 = S
−1(at)xt.
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2) For any x⊗a ∈ D(A) we have
S2D(A)(x⊗a) = d0(x⊗a)d
−1
0 , (31)
where SD(A) is the antipode map for D(A) given by SD(A)(x⊗a) = S(a)S
−1(x).
3) ∆d0 = (R
21R)(d0⊗d0), where R is the R-matrix for D(A) given by (18) and R
21 is
its flip, i.e.,
R21 = (xt⊗1) ⊗ (1⊗at) ∈ D(A)⊗D(A).
4) d0 acts as an algebra isomorphism on V .
Proof. The first three properties of d0 were proved in [Mt] [Dr]. We only prove 4).
Condition (15) implies, on the one hand, mopV = mV ◦ R
−1, and on the other hand, mopV =
mV ◦R
21. Therefore, we have
mV = mV ◦ (R
21R).
Hence, using the “product rule” for the action of D(A) on V , we get, for any u, v ∈ V ,
d0(uv) = mV∆d0(u⊗v)
= mV ◦R
21R(d0(u)⊗d0(v))
= d0(u)d0(v).
Thus d0 acts as an isomorphism on V .
Q.E.D.
Lemma 5.6 1) τ is an algebra anti-isomorphism for H, and τ−1 : H → H is given by
τ−1(v#a) = (1#S−1(a)) β(v) = (1#S−1(a)) (xt(v)#at). (32)
2) τβ = α and τα = βd0.
3) mH(τ⊗id)∆ = βǫτ .
4) mH(id⊗τ)γ∆ = αǫ, where γ : H⊗AH → H⊗H is given by (24).
Proof. 1) To prove that τ is an algebra anti-isomorphism, it is sufficient to prove the
following: for any v ∈ V and a ∈ A:
τ((1#a)(v#1)) = τ(v#1) τ(1#a).
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Now
lhs = τ(a(1)(v)#a(2))
= (1#S(a(2))) β(d0a(1)(v))
= β(S(a(2))d0a(1)(v)) S(a(3)).
Using (31), we have
S(a(2))d0a(1) = S(a(2))S
2(a(1))d0 = ǫ(a(1))d0.
Thus
lhs = β(d0(v)) S(a) = rhs.
The proof of 3) uses Identity (26). The proof of τα = βd0 is trivial, and so is the proof
of 4). We now give the proof of τβ = α. Let v ∈ V be arbitrary. Then
τβ(v) = τ(xt(v) #at)
= (1 # S(at)) β(d0xt(v))
= (1 # S(at)) ((xsd0xt)(v) # as)
= (S(aη)xsd0xξxη) (v) # S(aξ)as.
By (31),
d0xξ = S
−2(xξ)d0.
Moreover,
xsS
−2(xξ) ⊗ S(aξ)as = 1⊗1 ∈ A
∗⊗A.
This can be seen by pairing both sides with arbitrary elements a⊗x ∈ A⊗A∗. Thus
τβ(v) = (s(aη)d0xη)(v) # 1
= (S(aη)S
−2(xη)d0)(v) # 1.
But
S(aη)S
−2(xη) = S
2
D(A)(S
−1(aη)xη) = S
2
D(A)(d
−1
0 ) = d
−1
0 .
Hence τβ(v) = v#1 = α(v).
Q.E.D.
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We have finished the proof of Theorem 5.1.
Corollary 5.7 The algebra automorphism θ on V as defined in Proposition 4.3 is given by
the action of d0 on V .
The proof of the following Proposition is straightforward.
Proposition 5.8 Let V,A and H = V#A be as in Theorem 5.1. The left representation
of H on V associated to the Hopf algebroid structure on H (see Definition 2.3) is the one
given by (20).
6 The Hopf algebroid H(A∗)
In this section, we study in more details the Hopf algebroid H(A∗) for any finite dimensional
Hopf algebra A.
The representation T1 of H(A
∗) on A∗ defined by (20) now becomes
T1 : H(A
∗) : −→ Endk(A
∗) : T1(x#a)(y) = x(a ⇀ y).
The following Proposition says that T1 is an algebra isomorphism from H(A
∗) to Endk(A
∗).
Proposition 6.1 For any φ ∈ Endk(A
∗),
T1
(
φ(xs)xt #S
−1(at)as
)
= φ, (33)
where {at} is a basis for A and {xt} is its dual basis for A
∗.
Proof. For any x ∈ A∗,
T1
(
φ(xs)xt #S
−1(at)as
)
(x) = φ(xs)xt
(
S−1(at)as ⇀ x
)
= φ(xs)xtx(1)〈S
−1(at), x(2)〉〈as, x(3)〉
= φ(x(3))S
−1(x(2))x(1)
= φ(x).
Q.E.D.
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Corollary 6.2 The map
D(A) −→ H(A∗) : a # x 7−→ x(2)(a⇀xt)S
−1(x(1))xs # S
−1(as)at (34)
is an algebra homomorphism.
The structure maps for the Hopf algebroid H(A∗) are now given by
1) α : A∗ → H(A∗) : x 7→ x#1;
2) β : A∗ → H(A∗) : x 7→ xsxxt #S
−1(at)as;
3) ǫ : H(A∗)→ A∗ : x#a 7→ ǫ(a)x;
4) ∆ : H(A∗)→ H(A∗)⊗A∗H(A
∗) : x#a 7→ x#a(1) ⊗ 1#a(2);
5) τ : H(A∗)→ H(A∗) : x#a 7→
(
S(a)⇀(xsS
−2(x))
)
xt # S
−1(at)as.
7 An example of a quantum groupoid associated to SLq(2)
Let d > 1 be an odd integer. Let q be a root of unity of order d. Let A be the Hopf algebra
with two generators E and K and relations:
KE = q2EK, Kd = 1, Ed = 0;
∆K = K⊗K, ∆E = 1⊗E + E⊗K;
S(K) = K−1, S(E) = − EK−1;
ǫ(K) = 1, ǫ(E) = 0.
It is easy to see that the set {EmKn}m,n=0,1,...,d−1 is a basis for A, so dimA = d
2.
The dual Hopf algebra A∗ of A is the Hopf algebra with two generators κ and η and
relations
κη = q−2ηκ, κd = 1, ηd = 0;
∆κ = κ⊗κ, ∆η = η⊗1 + κ⊗η;
S(κ) = κ−1, S(η) = − κ−1η;
ǫ(κ) = 1, ǫ(η) = 0.
Again, the set {ηiκj}i,j=0,1,...,d−1 forms a basis for A
∗, with the pairing between A and A∗
given by
〈ηiκj, EmKn〉 = δmi(i)q2 !q
2j(i+n), (35)
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where
(i)q2 =
q2i − 1
q2 − 1
and
(i)q2 ! = (i)q2(i− 1)q2 · · · (2)q2(1)q2 .
By definition,
(0)q2 = 0, (0)q2 ! = 1.
In particular,
〈κ, Em〉 = δm0, 〈κ, K
n〉 = q2n,
〈η, Em〉 = δm1, 〈η, K
n〉 = 0.
The Drinfeld Double D(A) of A has four generators E,K, η and κ with the following
relations:
Kd = 1, κd = 1, Ed = 0, ηd = 0;
KE = q2EK, κη = q−2ηκ;
Kκ = κK, Eκ = q−2κE,
Kη = q−2ηK, Eη = q−2(−1 + ηE + κK);
S(K) = K−1, S(κ) = κ−1, S(E) = − EK−1, S(η) = − ηκ−1;
∆K = K⊗K, ∆κ = κ⊗κ,
∆E = 1⊗E + E⊗K, ∆η = 1⊗η + η⊗κ;
ǫ(K) = ǫ(κ) = 1, ǫ(E) = ǫ(η) = 0.
The R-matrix for D(A) is given by
R =
1
d
∑
0≤m,n,j≤d−1
1
(m)q2 !
q−2j(m+n)EmKn ⊗ ηmκj ∈ D(A)⊗D(A). (36)
The left regular representation of A on A∗ (see Example 5.2) is given by
K ⇀ (ηiκj) = q2jηiκj
E ⇀ (ηiκj) = (i)q2q
2(j−i+1)ηi−1κj+1.
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In particular,
K ⇀ κ = q2κ, K ⇀ η = η;
E ⇀ κ = 0, E ⇀ η = κ.
This makes A∗ into a left A-module algebra.
The left adjoint representation of A∗coop on A∗ (see Example 5.2) is given by
adκ(η
iκj) = q−2iηiκj
adη(η
iκj) = (1− q−2j)ηi+1κj−1.
In particular,
adκκ = κ, adκη = q
−2η;
adηκ = (1− q
−2)η, adηη = 0.
This action makes A∗ into a left A∗coop-module algebra.
The left regular representation of A on A∗ and the left adjoint representation of A∗coop
on A∗ combine to give a left action of D(A) on A∗ (see Example 5.2). This makes A∗ into
a left D(A)-module algebra. Thus by Theorem 5.1, there is a Hopf algebroid structure over
A∗ on the Heisenberg double of A∗.
The Heisenberg double H(A∗) = A∗#A of A∗ is the algebra with four generators, again
denoted by E,K, κ and η with relations:
KE = q2EK, Kd = 1, κd = 0;
κη = q−2ηκ, κd = 1, ηd = 0;
Kκ = q2κK, Kη = ηK, Eκ = κE, Eη = ηE + κK.
It has a natural left representation T1 on A
∗ given by (20). Namely, under T1, A acts on
A∗ by the left regular representatin and A∗ acts on A∗ by left multiplications.
The Hopf algebroid structure on H(A∗) over A∗ is the following:
1) The source map
α : A∗ −→ H(A∗) = A∗ # A : α(k) = k #1
α(η) = η # 1;
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2) The target map
β : A∗ −→ H(A∗) = A∗ # A : β(k) = k + (1− q−2)ηEK−1
β(η) = ηK−1.
3) Identify the space H⊗AH with the space spanned by the set
{ηiκjEmKn ⊗ ErKs : i, j,m, n, r, s = 0, ..., d − 1},
then the co-product on H(A∗) is given by
∆ : H(A∗) −→ H⊗AH : η
iκjEmKn 7−→
∑
r
(
m
r
)
q2
ηiκjEmKn ⊗ ErKm+n−r.
4) The antipode map
τ : H(A∗) −→ H(A∗) : τ(k) = q2k + (q2 − 1)ηEK−1
τ(η) = ηK−1
τ(K) = K−1
τ(E) = − EK−1.
5) The co-unit map
ǫ : H(A∗) = A∗ # A −→ A∗ : ǫ(ηiκjEmKn) = δm0η
iκj .
6) The induced algebra automorphism θ on A∗ as defined in Proposition 4.3 is given by
θ = q2S−2 : θ(k) = q2k
θ(η) = η.
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