In this paper, we establish some properties of the estimate for distance ratio of domain in two special continuous distributions and find the unbiased estimate and the asymptotic distribution.
Introduction
Continuous distribution is an important part in probability and statistics, which has a very wide range of applications in social production and life. The point sets which are randomly selected are widely applied in various models, such as medicine, biology and the traffic flow theory, and so on. So, it has an extremely vital significance for the research on continuous distribution. In order to facilitate the analysis of this paper, we will introduce some notations and descriptions. Let X be a continuous random variable with the probability density function
, where b > 0, then we can denote it as X ∼ M(0, b). Moreover, b can be regarded as the distance of domain of X.
There are many literatures to study the estimate problems for a single continuous distribution, which have got some good conclusions, such as [1] , [2] , [3] . The research on overall of two continuous distributions has also aroused wide attention from scholars, for example, Xiong et al. [4] has given some analysis results about the standard deviation ratio in two uniform distributions. Based on the above results, this paper focuses on the estimate for distance ratio of domain in two special continuous distributions
and give its probability density function and asymptotic distribution.
Main Results
Let
, and suppose that the two samples
Assume that the parameters b 1 , b 2 be unknown, then the estimate of the distance ratio of domain
can be used as
Theorem 2.1 The probability density function of
and the probability density function of
Proof It is easy to see
By making derivative of the above equation we get
then, it follows that
By the same method, (2) holds.
Theorem 2.2 The joint probability density function for (X
where
Proof Because X (n) and Y (n) are independent of each other, the theorem can be easily proved by using (1) and (2).
Theorem 2.3 The probability density function for
, W = Y (n) , then it is not difficult to get the joint probability density function of (U, W ) (see [5] ) is
, we have
For u < 0, we have f U (u) = 0.
Theorem 2.4 Let
Proof A straightforward computation using (4) shows that
At last, we have
, we can find
. Moreover, U 1 is the strong consistent estimate of
Proof By a straightforward computation we have
so, U 1 is the unbiased estimate of
. For ∀ε > 0, by the Chebyshev's inequality we have
so, by Borel-Cantelli lemma, we can obtain the desired results.
, then we have the following asymptotic density function of T , t ≥ 0 .
