We address the problem of learning a deterministic finite-state automaton (DFA) from labeled examples in the PAC model. This is well-known to be a computationally intractable problem, even if improper learning is allowed. Despite the pessimistic hardness results, a growing body of theoretical and empirical evidence suggests that a random automaton is not nearly as hard to learn as a worst-case one. In particular, typical automata (whose graph topology may be adversarial but each state is marked as accepting or rejecting by independent coin flips) were shown to be learnable in 1997 by Freund et al., under a distribution on Σ * which is uniform conditioned on string length.
Introduction

Background and related work
Inferring regular languages from examples is a central problem in learning theory. Since the concept class of n-state DFAs has VC-dimension Θ(n log n) [16] , the learning problem is solved in principle by building a DFA of size n consistent with a given labeled sample. Indeed, the latter scheme is guaranteed, with probability at least 1 − δ, to have a generalization error of O n log n log m + log(1/δ) m after observing m correctly labeled examples [33, 37] . Unfortunately, as shown in the works of Angluin [1] , Gold [15] and Pitt and Warmuth [28] , under standard complexity assumptions, finding small consistent automata is a computationally intractable task. Rivest and Schapire [30] summarized the state of affairs in 1987 thus: "The problem of learning an automaton by passively observing [a labeled sample] is now well established to be a hard computational problem" -and this is still very much the case in 2009. Furthermore, attempts to circumvent the combinatorial search over automata by learning with a different representation class are thwarted by cryptographic hardness results. The papers of Pitt and Warmuth [27] and Kearns and Valiant [17] show how to construct small automata and "difficult" distributions over {0, 1} n so that any learning algorithm that manages to achieve sub-polynomial generalization error will break various cryptographic hardness assumptions.
Theoretical obstacles notwithstanding, the practical need for learning automata has motivated numerous heuristic approaches and partial positive results. The rigorous positive results include learning the k-reversible languages [2] and subsequential transducers [26] (in Gold's "identification in the limit" [13] model), as well as learning restricted classes of probabilistic automata such as acyclic probabilistic automata [31] . In a modified model of PAC, and with additional language complexity constraints, a class of probabilistic finite state automata was shown in [8] to be learnable; see also literature review therein.
The prevailing paradigm in formal language learning has been to make structural regularity assumptions about the family of languages and/or the sampling distribution in question and to employ a state-merging heuristic. Indeed, over the years a number of clever and sophisticated combinatorial approaches have been proposed for learning DFAs. Typically, an initial automaton or prefix tree consistent with the sample is first created. Then, starting with the trivial partition with one state per equivalence class, classes are merged while preserving an invariant congruence property. The automaton learned is obtained by merging states according to the resulting classes. Thus, the choice of the congruence determines the algorithm and generalization bounds are obtained from the structural regularity assumptions. This rough summary broadly characterizes the techniques of [2, 25, 31, 8] and until recently, this appears to have been the only general-purpose technique available for learning finite automata.
The first works to depart substantially from the state-merging paradigm were [19, 20] , where a kernel was used to embed a specific family of regular languages (the piecewise-testable ones) in a Hilbert space and languages were identified with hyperplanes. This line of research is continued in [9] , where linear separability properties of rational kernels are investigated. A unifying feature of this methodology is that rather than building an automaton, the learning algorithm outputs a classifier defined as a weighted sum of simple automata. In a recent paper [21] , this approach was extended to learning general discrete concepts and several margin-based generalization bounds were given.
On the heuristic end, various search methods have been developed for finding a small consistent automaton in moderately-sized problems [22, 24, 7] . Although empirically, considerable success is reported, this line of work gives little insight as to why random DFAs appear to be easy to learn in practice.
The first theoretical hints that learning automata in the average case is not nearly as hard as in the worst-case appeared in the groundbreaking work of Trakhtenbrot and Barzdin' [4, 35] . Among their many results was the discovery that the smallest consistent DFA can be efficiently constructed from a complete sample of all strings up to a given length (cf. [25] , where a "structurally complete" sample is required for learning). Now every regular language L has a critical length ℓ L , with the property that whenever k ≥ ℓ L and Σ ≤k is labeled by membership in L, the smallest DFA consistent with this labeled sample is precisely the canonical DFA for L. It turns out that the critical length for a regular language is bounded by the distinguishing length of its canonical automaton, and the latter was shown in [35] to be O(log n) for random n-state DFAs. The idea of distinguishing strings has proved crucial in the automata-learning literature, beginning with the work of Gold [14] and Angluin [3] , continuing with Rivest and Schapire [29, 30] and culminating in the celebrated paper of Freund et al. [10] .
Statement of results
The present work combines the weighted-sum-of-automata methodology developed in [19, 20, 9, 21] with the insight that random automata are "easy" to learn, emerging from the works of Angluin, Gold, Freund, Kearns, Rivest, Ron, Rubinfeld, Schapire and Sellie cited above. Our main result is a randomized algorithm, AdaReg, which receives a sample of m strings drawn from an arbitrary, unknown distribution on Σ * and labeled correctly by an unknown n-state DFA with arbitrary topology and accepting states determined by independent coin flips. Our algorithm runs in expected time
and produces, with probability at least 1 − δ, a classifier with generalization error
(Theorems 2.1, 3.1, 4.1). This result extends the work of Freund et al., in that we can learn under arbitrary distributions on Σ * , as opposed to only the "random walk" distributions (i.e., those whose restriction to Σ k is uniform for each k > 0). The bounds in (1) and (2) may also be contrasted with the results in [21] , where a (deterministic) polynomial-time learning algorithm was given, and the generalization bound is stated in terms of an automaton's intrinsic marginbut no average-case analysis is undertaken. Note that in [21] , the automaton size n is unknown and an adaptive regularization scheme is employed, while in this paper we take n to be fixed and known.
Outline of paper
In Section 2, we outline a general scheme for learning DFAs with AdaBoost. The weak learner is constructed in Section 3 and its performance is analyzed in Section 4. Our results are summarized in Section 5, where some ideas for future work are also discussed.
Notation and definitions
We follow the standard conventions for sets, languages, probability and automata, and refer the reader to [18] for basic learning-theoretic definitions and facts. Thus, Σ * is the free monoid over a finite alphabet Σ, its elements are called strings and the length of x ∈ Σ * is denoted by |x|. A language is any L ⊆ Σ * , and we shall abuse the notation slightly by identifying L with the function L :
A Deterministic Finite-state Automaton (DFA) is defined as the tuple A = (Σ, Q, q 0 , F, δ) where
• Σ is a finite alphabet
n} is a finite set of states
• q 0 ∈ Q is the set starting state
• F ⊂ Q is the set of the accepting states
(among the standard introductory texts on automata are [23] and [34] ). For our purposes, an nstate DFA is a directed multigraph on n labeled vertices (states), with edges labeled by elements in Σ, and some of the vertices designated as accepting. The automata are not assumed to be minimal or connected, nor are isomorphic ones identified. The starting state is always taken to be q 0 = 1. The collection of all n-state DFAs is denoted by DFA(n). We distinguish two types of distributions on DFA(n) -the uniform one, UDFA(n), and an adversarial one, ADFA(n). UDFA(n) is defined by sampling δ uniformly from Q Q×Σ (which is equivalent to drawing each δ(q, σ) uniformly at random from Q) and sampling F uniformly from 2 Q (which is equivalent to flipping a fair coin to determine whether each q ∈ Q belongs to F ). ADFA(n) samples F uniformly as above, but is allowed to choose δ arbitrarily. This is precisely the mixed average/worst-case model considered in [10] . We identify automata with functions Σ * → {−1, 1} as in (3).
Learning languages with AdaBoost
We briefly recall the supervised learning model in the setting of formal languages. The learner is presented with m strings sampled independently from Σ * according to an unknown distribution P and labeled correctly with {−1, 1} depending on their membership in an unknown language L belonging to some known class L. The learner outputs a hypothesis languageL, whose generalization error is defined as the probability (under P ) of misclassifying a string:
SinceL is a function of the random sample, err(L) is also a random variable, and we say that the learner is ε, δ-successful if
The class L is said to be PAC-learnable if for all 0 < ε, δ < 1 there is an m 0 = m 0 (ε, δ) such that some learner is ε, δ-successful on all samples of size at least m 0 and all L ∈ L. The learning is said to be efficient if m 0 and the time to constructL are at most polynomial in 1/ε, 1/δ, and in the size of L in some fixed representation. A central result in learning theory [18, 37] is that PAC-learnability is characterized by a combinatorial property of the language class L known as the Vapnik-Chervonenkis (VC) dimension, denoted here by d VC (L). In particular, if the learner has found a hypothesis languageL ∈ L that is consistent with the m labeled strings, then we have, with probability at least 1 − δ,
where [33] . Lacking in (4) is any clue as to how to produce a consistentL ∈ L -and in the case of regular languages, this is a hard computational problem, as discussed in Section 1.1. A partial solution is provided by the celebrated AdaBoost algorithm [11] , which combines weak learners to produce a classifier with arbitrarily small sample error. A weak learner is a routine that inputs a labeled sample {(x i , y i ) : 1 ≤ i ≤ m, x i ∈ Σ * , y i = ±1} along with a distribution D on the {x i } m 1 and a margin 0 < γ ≤ 1/2, and outputs an L weak ∈ L satisfying
(note that a weak learner's accuracy need only be bounded away from 1/2 and may be close to 0 or 1). The AdaBoost algorithm takes the labeled sample (x i , y i ) 
3. the quantity α t is computed:
the distribution D t is updated:
where Z t is chosen so that m i=1 D t+1 (i) = 1. Finally, after the T rounds are completed, we have the hypothesis H : Σ * → {−1, 1}, which is a weighted sum of the weak learners:
As proved by Freund and Schapire [11] , the classifier H constructed by AdaBoost has a training error exponentially small in T and γ:
To control the generalization error, Freund and Schapire invoke a result of Baum and Haussler [5] , which bounds the VC-dimension of concept classes defined by linear combinations of simpler concepts. In particular, if H is the collection of all H : Σ * → {−1, 1} of the form (6) with h t ∈ L, then
The discussion above suggests a natural way to apply AdaBoost to learning DFAs. We take L = DFA(n) and assume for the moment the existence of a weak learner satisfying (5). We input a labeled sample (x i , y i ) m 1 and set
with γ to be specified later. We run AdaBoost on the labeled sample with parameter γ for T rounds. Our choice of T in (9) guarantees exp(−2T γ 2 ) < 1/m. Thus, the classifier H constructed by AdaBoost in (6) achieves zero training error and the generalization bound in (4) applies. Further, combining the VC-dimension bound in (8) with the fact [16] that the n-state DFAs over an alphabet Σ have VC-dimension (|Σ| − 1 + o(1)) n log 2 n for |Σ| > 1, we have that the collection of T -term linear combinations of n-state DFAs has VC-dimension O(nT log n log T ), which, for our choice of T in (9), yields d VC (H) = O n γ 2 log n log m log log m γ .
We summarize these observations formally:
Theorem 2.1. Suppose there is a weak learner for DFA(n), in the sense of (5) . Then there is an algorithm, AdaReg, which takes a sample {(x i , y i ) : 1 ≤ i ≤ m, x i ∈ Σ * , y i = ±1} labeled by an unknown target n-state DFA, and produces a classifier H : Σ * → {−1, 1} with the following properties:
(a) with probability at least 1 − δ,
where W = W (m, n, γ) is the running time of the weak learner.
It remains to construct a weak learner and analyze its running time, which we address in the coming sections. We mention in passing that the hypothesis constructed by AdaReg is necessarily a regular language [20, Theorem 5] -though its canonical DFA need not have n states.
Constructing the weak learner
In the previous section we outlined a learning algorithm for DFAs, AdaReg, whose correctness and efficiency hinge on the existence of the requisite weak learner (5). It is obvious that for any sample (x i , y i ) m 1 labeled by an A ∈ DFA(n), any distribution D on the {x i }, and any γ ∈ [0, 1/2], there is a B ∈ DFA(n) satisfying (5) -in particular, the choice B = A will do. The challenge is to find such a B ∈ DFA(n) efficiently. This is generally intractable, for otherwise AdaReg would be a PAC-learner for DFAs, violating cryptographic assumptions (see discussion in Section 1.1). However, if the target automaton A is not arbitrary but typical, then we could sample B ∈ DFA(n) randomly in hope of finding on that satisfies (5). This is precisely the approach we adopt. Our notion of typical is that of Freund et al. [10] and is captured by the distribution ADFA(n) defined in Section 1.4: the automaton topology is arbitrary but each state is chosen to be accepting or rejecting by a fair, independent coin flip. Recall also the uniform distribution on n-state DFAs, denoted by UDFA(n). A simple and efficient method for sampling from UDFA(n) is given in Lemma 18 of [21] , with time complexity
We define the algorithm WeakReg, which inputs a labeled sample (x i , y i )
and a margin 0 < γ ≤ 1/2, and outputs a B ∈ DFA(n) as follows: It remains to analyze the running time of WeakReg. To this end, we define the random variable ξ as follows. Let S ⊂ Σ * be some set of strings and D be a distribution on S; both may be chosen adversarially. Let A, B ∈ DFA(n) be drawn independently, with A ∼ ADFA(n) and B ∼ UDFA(n). Then ξ is defined to be the fraction of S on which A and B agree, weighted by D:
From the symmetry in the distribution of F ⊆ Q, it is obvious that
We will need a simple anti-concentration inequality pointed out to us by Mark Rudelson:
Lemma. Suppose −a ≤ X ≤ a is a random variable with EX = 0 and VarX = σ 2 . Then
Proof. First assume |X| ≤ 1. In this case, for all t ∈ [0, 1],
since |X| ≤ 1. Taking t 2 = σ 2 /4 proves the claim for a = 1. The general case follows since σ(X/a) = σ(X)/a.
Applying the lemma to X = ξ − 1/2 ∈ [−1/2, 1/2], we have that
where
. This allows us to obtain a bound on the running time of WeakReg:
and ξ is defined in (11) .
Proof. If a coin is repeatedly flipped until it lands on heads, the expected number of flips is 1/p, where p is the probability of heads. In our case, a coin flip corresponds to the comparison γ B ≥ v/2. Although A ∼ ADFA(n) is fixed through the iterations, the random variables γ B and γ B ′ are independent whenever B and B ′ are drawn independently (this is because 
(Although we only need this claim for finite S, the statement and proof hold for infinite S as well.)
Proof. Since Eξ = 1/2, as shown in (12), we only need to lower-bound Eξ 2 . The latter is given by
where Ξ is the event (A(x) = B(x))∧(A(y) = B(y)) and the probability P{·} is over (A, B, x, y), with A ∼ ADFA(n), B ∼ UDFA(n), and x, y ∈ S drawn independently according to D.
in words, this is the state at which the automaton M arrives upon reading the string u. Let ∆ be the event that q A (x) = q A (y) -that is, that two strings x and y picked independently from S according to D take the automaton A ∼ ADFA(n) to the same state. Similarly, let Γ be the event that q B (x) = q B (y), where x, y ∼ D are independent and B ∼ UDFA(n).
Applying the total probability formula to (13), we get
By the laws of conditional probability and independence, we may rewrite (14) as
Next, observe that
[note that only the analysis of P Ξ |∆, Γ actually requires that A ∼ ADFA(n) as opposed to being completely adversarial]. Thus,
Since H(·, ·) is monotonically increasing in both arguments, it suffices to lower-bound δ and γ separately to obtain a lower estimate on H. We estimate γ first:
To estimate δ we partition S into equivalence classes, where x ≡ y iff they take A to the same state. Thus, to each q ∈ Q corresponds the equivalence class Π q = {x ∈ S : q A (x) = q} .
Substituting these estimates into (15), we get
Finally,
Conclusion and future work
We presented a randomized algorithm, AdaReg, which (improperly) learns typical n-state DFAs inÕ(mn 4 ) time and achieves, with a high probability, a generalization error ofÕ(n 3 /m), with log factors suppressed in theÕ(·) notation. This claim follows by using Theorems 3.1 and 4.1 to construct a weak learner with margin γ = 1/4n and expected runtime W = O(mn 2 ) and substituting this into Theorem 2.1(b). Ours appears to be the first efficient algorithm for PAC-learning random automata.
This work opens up a few directions for future research. Numerical simulations suggest that the variance bound in Theorem 4.1 is indeed tight. Surprising, however, was that for γ = 1/4n, WeakReg seemed to run in average time O(m), making our analysis in Theorem 3.1 appear overly pessimistic and suggesting that the actual running time for AdaReg is more likeÕ(mn 2 ). This suggests that the variance-based bound is somewhat crude and a more delicate analysis of ξ is needed.
There is also the possibility that representing A ∈ DFA(n) as a linear combination of other n-state DFAs is not optimal in the structural risk minimization (SRM) [36] framework. A richer hypothesis class makes finding a hypothesis consistent with a labeled sample easier, but yields worse generalization bounds; this is the tradeoff between informational and computational complexity explored in [6, 21] . It may well be the case that drawing B from DFA(n ′ ), n ′ < n, in WeakReg will yield a better performance.
This brings us to the question of learning a DFA whose size is now known a priori. A general framework for doing this is provided by the SRM paradigm and an alternative view is given in [21] , where DFAs are learned by separating hyperplanes. Our construction of WeakReg allows the possibility of gradually increasing n until B ∼ UDFA(n) achieves the desired margin γ as a way of adaptively selecting hypothesis complexity.
Finally, as our method relies on AdaBoost as the workhorse, it inherits the various benefits of AdaBoost and its derivatives. In particular, one could adapt the smooth boosting techniques in [12, 32] to make the learning algorithm robust to noise in the labels y i . Additionally, one could try to extend the AdaReg framework beyond DFAs to other discrete concept classes.
