Purpose: Low-dose CT (LDCT) technique can reduce the x-ray radiation exposure to patients at the cost of degraded images with severe noise and artifacts. Non-local means (NLM) filtering has shown its potential in improving LDCT image quality. However, currently most NLM-based approaches employ a weighted average operation directly on all neighbor pixels with a fixed filtering parameter throughout the NLM filtering process, ignoring the non-stationary noise nature of LDCT images. In this paper, an adaptive NLM filtering scheme on local principle neighborhoods (PC-NLM) is proposed for structure-preserving noise/artifacts reduction in LDCT images. Methods: Instead of using neighboring patches directly, in the PC-NLM scheme, the principle component analysis (PCA) is first applied on local neighboring patches of the target patch to decompose the local patches into uncorrelated principle components (PCs), then a NLM filtering is used to regularize each PC of the target patch and finally the regularized components is transformed to get the target patch in image domain. Especially, in the NLM scheme, the filtering parameter is estimated adaptively from local noise level of the neighborhood as well as the signal-to-noise ratio (SNR) of the corresponding PC, which guarantees a "weaker" NLM filtering on PCs with higher SNR and a "stronger" filtering on PCs with lower SNR. The PC-NLM procedure is iteratively performed several times for better removal of the noise and artifacts, and an adaptive iteration strategy is developed to reduce the computational load by determining whether a patch should be processed or not in next round of the PC-NLM filtering. Results: The effectiveness of the presented PC-NLM algorithm is validated by experimental phantom studies and clinical studies. The results show that it can achieve promising gain over some stateof-the-art methods in terms of artifact suppression and structure preservation. Conclusions: With the use of PCA on local neighborhoods to extract principal structural components, as well as adaptive NLM filtering on PCs of the target patch using filtering parameter estimated based on the local noise level and corresponding SNR, the proposed PC-NLM method shows its efficacy in preserving fine anatomical structures and suppressing noise/artifacts in LDCT images.
INTRODUCTION
Nowadays, the risk of x-ray radiation induced genetic, cancerous and other diseases is of a greatly concern to patients and operators. [1] [2] [3] [4] Minimizing x-ray exposure to patients has been one of the major efforts in the computed tomography (CT) community. There are two main strategies to reduce the radiation dose subjected to patients: one is to lower the x-ray tube current (mAs) as low as reasonably achievable in data acquisition, and the other is to use less number of x-ray projections per scan. Both the two options are highly detrimental to image quality, resulting in reconstructed images with severe noise and streak artifacts. 5 Up to now, many noise-reduction strategies have been proposed to address this problem. One of the major strategies is statistic-based iterative reconstructions (SIR) methods, which optimize a cost function according to both the noise statistics of the measurements and the priori structural information of the reconstructed object. [6] [7] [8] [9] [10] [11] [12] [13] An alternative strategy is preprocessing approaches, which model the noise statistics by a cost function in sinogram space, seek an optimal estimation of the ideal projection, and then reconstruct the CT image from the estimated projection by the traditional filtered backprojection (FBP) algorithm. [14] [15] [16] [17] [18] Excessive computational demand of SIR methods for large image size and the lack of priori structural information in pre-processing methods may constrains their use in some clinical applications.
In the present work, we focus on the third strategy, i.e., post-processing approaches, which mitigate noise and artifacts directly from reconstructed CT images. [19] [20] [21] [22] [23] [24] [25] [26] Borsdorf et al. presented a multiscale structure-preserving denoising method using correlation analysis in Wavelet domain. 19 Yu et al. proposed a regularized reconstruction strategy, where previous normal-dose CT scans were used to recover the details of current low-dose images. 20 Chen et al. developed a dictionary learning algorithm that trained an artifact dictionary to reduce the artifacts in LDCT images. 21 Recently, many approaches use the concept of non-local means (NLM) 22 for this task since it can extract redundant information from the neighborhood using the self-similarity property of images. For example, Ma et al. proposed the ndiNLM algorithm that adapted the NLM to utilize redundant information of the previous scans for LDCT image restoration. 23 Xu et al. developed a matched reference-based NLM filtering method (MR-NLM), which used the degraded prior for NLM match and uses the clean prior for LDCT image regulation. 24 , 25 Chen et al. developed a large-scale non-local means (LNLM) filter to reduce streak artifacts in LDCT images. 26 In traditional NLM scheme, [22] [23] [24] [25] [26] the information redundancy is extracted by weighted averaging of neighbor pixels. However, this scheme applies weighted average operation directly to all neighbor pixels without data selection, making irrelevant neighboring structures be possibly introduced during the filtering process. In addition, the filtering parameter plays an important role in NLM filtering, which controls the overall smoothness of the filtering process. Considering the non-stationary nature of noise in LDCT images, stronger smoothing should be used in regions with more noisy interruptions, whereas a weaker one can perform well in the relatively smooth regions. However, in most previous work, [22] [23] [24] [25] [26] a fixed parameter was generally used throughout the NLM filtering process, ignoring the non-stationary noise property of LDCT images.
Each pixel in the image can be viewed as a random variable with noise. Statistic-based techniques such as principle components analysis (PCA), 27 when applied on local image patches, can provide locally adaptive transformation basis set to decorrelate data correlation of a patch, and has been widely used for image denoising. Muresan et al. proposed a PCA-based denoising scheme, which computed the locally fitted basis to transform the image and preserved only the several most significant principal components to remove the noise. 28 Zhang et al. presented a two-stage LPG-PCA denoising strategy by integrating PCA with local pixel grouping, which provided a sparser representations of local patterns. 29 Manj on et al. proposed a twostage PRI-NL-PCA denoising algorithm for MR images, which first employed a hard-thresholding PCA method to pre-filter the noisy image and then applied a NLM operation on the filtered image for further removal of noise. 30 The concept of adaptive NLM filtering for CT denoising has been proposed previously by Li et al., 31 through adjusting the NLM filtering parameter adaptively to the estimated noise level of the pixel being denoised. Considering that PCA decomposes the original signals into uncorrelated PCs, each PC can be regularized adaptively according to its SNR. In addition, if the adaptive NLM filtering can be performed in the PCA domain, the filtering strength can be adjusted according to the noise level of the patch to be denoised. With the two adaptive strategies, the LDCT images can be denoised with better preservation of details.
In this work, we present a PCA-based noise/artifacts reduction method for LDCT images. The innovation is the use of a PC-wise NLM operation in the PCA domain adaptively for better structure reservation, which we refer to as "PC-NLM". Unlike traditional NLM, only PCs of neighboring patches similar to the target patch are considered in the NLM operation, such that the noise/artifacts can be reduced after inverse transformation, without the introduction of irrelevant structures. To make the filtering process adaptive to non-stationary noise, the NLM filtering parameter is automatically estimated from local noise level of the neighborhood as well as the signal-to-noise ratio (SNR) of the PC, which guarantees "weaker" NLM filtering on PCs with higher SNR and "stronger" filtering on PCs with lower SNR, resulting in more efficient denoising. The PC-NLM procedure is iteratively performed several times for better removal of the noise and artifacts, and an adaptive iteration strategy is developed for this iterative PC-NLM scheme to further alleviate its computational burden, which can determine whether a patch should be processed or not in next round of PC-NLM based on non-stationary property of LDCT noise.
The rest of this paper is organized as follows. In section 2, the PC-NLM denoising scheme is presented in details. Section 3 evaluates the proposed scheme with experimental phantom studies, clinical studies and compares its performance with state-of-the-art methods. Finally, a discussion and conclusion is given in section 4.
METHODS AND MATERIALS

2.A. PC-NLM noise/artifacts reduction method
2.A.1. Generally description of the proposed method
Generally in a NLM filtering, the target pixel and its K 9 K square neighbors are modeled as a random vector variable, called the target patch to be estimated and denoted
T , where M = K 2 and T denotes the transpose operator. To find patches with similar structure in the image, an L 9 L (L > K) local search window centered on the target pixel is also defined, as shown in Fig. 1 .
In the proposed PC-NLM scheme, instead of using these patches for weighted filtering directly, it applies a statisticalbased PCA on selected patches and performs an adaptive NLM filtering on principal components of the target patch to estimate x from a noisy image. The proposed PC-NLM method contains three major steps: (a) Sorting and selecting patches similar to the central target one in the local search window as the training samples; (b) Decompose the patches into uncorrelated PCs by locally fitted PCA basis set computed from the training samples; (c) Adaptively, PC-wise NLM weighted averaging of corresponding PCs of selected neighboring patches to regularize each PC of the central target patch. Apply the above procedure to each central target patch of the LDCT image and estimate the final intensity value of each pixel by averaging its estimates from all target patches overlapped on it, the whole image can be restored. The PC-NLM procedure will be performed iteratively until the change in the processed image is less than a predefined small value. In the following subsections, we describe each step in detail.
2.A.2. Training patches selection
With a sliding distance of one pixel, (L -K + 1) 2 overlapping patches can be extracted from the search window of a LDCT image, which can be treated as training samples drawn from the multivariable random process. We denote the noisy observation of the central target patch x by x 0 ¼ ½x
2 À1, the observations corresponding to other patches within the search window. In Ref. [29] , to accurately estimate the local statistics for the PCA transform, patches similar to the central one in the local search window are sorted and selected as the training sample patches. In fact, the training patches selection operation will provide a high level of pattern redundancy within selected patches and therefore will provide sparser representations of local patterns for better denoising. 30 Here, we compute the Euclidean distance between the central target patch and a neighboring patch as the patch similarity and sort them in ascending order. Then, we select the most N similar patches (including x 0 ) as the training samples. We denote the training patch set (with noise corrupted) as
where
The corresponding distance between x 0 and x i can be expressed as
To guarantee robust estimation of the local statistics, N should be big enough. A previous study 29 shows that N = CÁM with constant C = 8~10 can achieve a stable estimation of the PCA transformation matrix.
Our next task is to estimate the ideal target patch x from the training samples x 0 , x 1 , ÁÁÁ, x NÀ1 using the PC-wise NLM filtering in PCA domain.
2.A.3. PCA transformation of local patches
Given the training patch set X v , the PCA transformation is to seek a basis set that minimizes the sum of the square errors between the first M bases and the training patches. We first compute the covariance matrix of the training dataset as
The terms k 1 , k 2 , ÁÁÁ, k M are the eigenvalues of C X v , sorted in descending order, and the terms φ 1 , φ 2 , ÁÁÁ, φ M are the corresponding eigenvectors forming the desired basis set for the PCA transform.
Here, the noise in the local neighborhood is assumed to follow approximately additive, independent and identical distribution. Previous studies 32, 33 have investigated that the principal directions of a multivariate probability distribution function are extremely robust to additive spherically symmetric noise. Therefore, the eigenvectors would not be affected by the additive noise noticeably.
Then, we can decompose the patches by applying U X v T to X v and have
2.A.4. Adaptively PC-wise NLM weighted average
The NLM concept was first proposed by Buades et al., 22 which relies on the information redundancy within a neighborhood. In this paper, we employ a PC-wise NLM operation in the PCA domain to adaptively regularize each PC of the central target patch.
Denoted the lth row of the decomposition matrix
, where y i l is the principle component of the patch x i in the direction of the lth PCA transformation basis (i.e., the projection of x i onto the lth PCA transformation basis), and for simplicity, we call it the lth PC of x i . With the PC-wise NLM operation, the lth PC of the central target patch x can be regularized as 
where w l,i is the weight assigned to y i l , which satisfies the conditions of 0 ≤ w l,i ≤ 1 and P NÀ1 i¼1 w l;i ¼ 1. It can be computed as
where the term
. h 2 l is a normalizing factor, and the term ky 0 À y i k 2 2 is the Euclidean distance between y 0 and y i . On the basis of the orthogonal property of the PCA transform, we have
where q i has been calculated previously by Eq. (2) in the Section 2.A.2. In Eq. (7), h l (l = 1, 2, ÁÁÁ, M) is the filtering parameter that controls the overall smoothness of the NLM filtering on the lth PC, which should be adaptive for effective denoising of LDCT images, as described previously. In this paper, we propose a novel approach for automatic tuning of h l in the PCA domain based on the noise level of the local neighborhood and the SNR of the lth PC. The details on h l tuning will be given later in Section 2.B.
After the estimation of all PCs for the target patch x, we havê
By transformingŷ back to the image domain, the denoised x can be obtained bŷ
By applying the above steps (Subsection 2.A.2-2.A.4) to each target patch, all the patches in the image can be estimated. For each pixel, there are multiple estimates from neighboring overlapped target patches. We estimate the final intensity value of each pixel by averaging its estimates from all target patches overlapped on it, as did in Refs. [29] and [30] . The above procedures should be iteratively performed several times for better removal of the noise and artifacts. Finally, as adopted by many CT vendors, we also introduce a weighted solution based on a weight b, representing a weighted averaging of the restored image (with fraction b) and the original LDCT FBP image (with fraction 1Àb), for better maintaining the natural appearance of the LDCT image.
2.B. Automatic tuning of the filtering parameter in the PC-wise NLM scheme
According to the previous study, 22 the filtering parameter h depends on the noise level of the image to be processed, and h 2 = ar 2 is a good choice for the independent and identically distributed noise, where r 2 is the variance of the noise and a is a scalar. However, in our case, the filtering parameter is employed in the PCA transformed domain, and the noise is non-stationary with its variance being usually unknown. Therefore, an innovative estimation of the filtering parameter is essential for the proposed PC-wise NLM scheme.
As discussed in Section 2.A.3, the noise in a small local neighborhood can be assumed to follow approximately additive, independent, and identical distribution. Then, the noisy target patch variable can be expressed by
where x is the noise free patch variable, and n = [n 1 , n 2 , ÁÁÁ, n M ] T with n i being the noise of a pixel in the patch, with constant mean and variance r 2 . Accordingly, the target patch decomposition [i.e., Eq. (5)] can be rewritten as
where x and n are mean vectors of x and n, respectively. According to the noise assumption of the local neighborhood, U X v % U X where Φ X is the transformation matrix computed from the noiseless signal dataset. 32, 33 Thus, Eq. (12) becomes
T are the principal coefficient vectors of the target patch x v , the signal x and the noise n, respectively.
As y v is centralized in PCA domain, the expectation value E½y 2 v;l (l = 1,2,ÁÁÁ,M) represents the variability/power of the lth component of the target patch x v in the PCA subspace. We can derive that
Since the image and noise are independent, E[y l n y,l ] should be zero, then we have
where E½y 2 l and E½n 2 y;l can be viewed as the signal variability/power and the noise variability/power of lth component of the target patch x v in the PCA subspace, respectively. From another point of view, Eq. (15) can be viewed as that the total power of lth PC of x v is composed of its corresponding signal power and noise power.
Base on the property of the PCA decomposition, 27 we can derive that Eq. (4) , and K X ¼ diagfk On the basis of the noise assumption in a patch (i.e., independent and identical), we can derive that 
Please note that in the PCA domain, the signal power of PCs of x v is non-uniformly distributed. The larger the eigenvalue of a PC is, the higher the signal power, i.e., E½y
, l < m. Therefore, both local noise level and the signal-to-noise ratio of the corresponding PC should be considered for adaptive tuning of the filtering parameter.
On the basis of the above consideration, we use the local noise variance as well as the ratio of the noise power to the total power (NTR)
where a is a scalar, r 2 is noise variance of the local neighborhood. Based on Eqs. (16) and (17) and (18) becomes
where k l is the lth eigenvalue of C X v . In Eq. (19), the noise variance r 2 is still unknown. Previous studies (Refs. 28 and 32) have investigated that the smallest eigenvalue of the covariance matrix of the training patch set X v can be used as an estimator for noise variance; in other words, r 2 = k M . Using the noise estimator together with Eq. (19), we have
In PCA domain, most signal power concentrates on the first few PCs, while the noise power distributes more evenly. As a result, with the proposed adaptive filtering, a "weak" NLM is applied to the first few PCs of x v using a smaller h l , while a "strong" NLM with a larger h l is applied to PCs followed.
To illustrate the performance of the proposed parameter tuning, Fig. 2 shows the filtering parameter [ignoring the scalar a, i.e., k The size of the local search windows is 11 9 11 pixels and the size of the patches is 3 9 3 pixels. Figure 2(b) shows the filtering parameter of each PC from the three search windows in the first iteration of the proposed PC-NLM algorithm. Figure 2(c) shows the filtering parameter of each PC from ROI I in three iterations of the PC-NLM algorithm. We can see in Fig. 2(b) and Fig. 2(c) that for one fixed window the former PCs have lower filtering parameter than the latters. Furthermore, as can be seen in Fig. 2(b) , the filtering parameters from windows with higher noise level are higher than the corresponding ones from the other windows; in other words, "stronger" NLM filtering would be employed to the windows with higher noise level. In Fig. 2(c) , we can see that for one fixed window the filtering parameters are reduced adaptively with the iterations; in other words, the "stronger" NLM filtering would be performed in the former rounds of the PC-NLM scheme than the latters. In sum, the proposed filtering parameter configuration strategy can improve the denoising through performing "weaker" NLM filtering on PCs with higher SNR and "stronger" NLM filtering on PCs with lower SNR.
2.C. Fast and efficient realization
2.C.1. Computational complexity
Suppose that |U|, |S|, and M are the number of pixels in the LDCT image U, in the search window S and in the patch, respectively. Suppose N training samples are selected. The computational complexity of training patches selection is O(|U|Á|S|ÁM). The computational complexity of PCA transformation of local patches is O(|U|ÁM 2 ÁN + |U|ÁM 2 ÁN + |U|ÁM 3 ), where the first term O(|U|ÁM 2 ÁN) is the cost in building the local covariance matrices for PCA, the second term O(|U|ÁM 2 ÁN) is the cost for computing the projection coefficients, and the third term O(|U|ÁM 
2.C.2. Adaptive iteration strategy
After one round of PC-NLM denoising, there were still some noise and artifacts left. That is because the strong noise/artifacts in original LDCT image would lead to patches sorting errors and estimation bias of PCA eigenvectors. Therefore, repeated use of the PC-NLM procedure may benefit further removal of the noise and artifacts. To reduce the computational load of the PC-NLM filtering, we further developed an adaptive iteration strategy through reducing the number of target patches needed to be processed in the following iterations.
In LDCT image, the noise and artifacts are non-stationary. Along high attenuation structures, such as bone tissues, the noise and artifacts are more severe than those in other regions, such as soft tissues. As a result, patches in relatively smooth region need less rounds of denoising than those in relatively noisy region. On the basis of this property, we propose a criterion to determine whether a patch needs further denoising or not. The criterion is based on the fact that using one round of PC-NLM denoising, the clean patches would remain almost unchanged, while the noisy patches would change obviously.
Denoted the target patch in the ith round of PC-NLM by
, we determine whether it needs to be processed in the (i + 1)th round or not by:
is a clean patch and do not need to be processed further; else x ðiþ1Þ is a noisy patch and need to be processed in this round:
Here, M is the number of pixels in the patch. C r is a constant that represents the tolerance of the noise and in our experiments, we found that taking C r = 1 can lead to satisfying tradeoff between noise reduction and computational complexity. Obviously, when C r = 0, the adaptive iteration mode would return to the traditional iteration mode.
The proposed adaptive iteration strategy can greatly reduce the number of target patches needed to be processed in the following iterations and therefore efficiently ease the computational burden of the iterative PC-NLM method. Figure 3 illustrates an example of the adaptive iteration strategy on the LDCT image of the anthropomorphic torso phantom (see Fig. 2(a) in Section 2.B), which demonstrates the patches (marked with black blocks) needed to be processed in the fourth iteration. We can see that the number of the patches needed to be processed in this round has been greatly reduced. Furthermore, we can observe in Fig. 3 that almost all the patches to be processed are located in highly attenuated regions, which demonstrates that the adaptive iteration strategy can efficiently detect the noisy patches.
2.D. Overall workflow
The PC-NLM procedure will be iteratively performed until the change in the processed image becomes very small. The overall flowchart for the proposed PC-NLM algorithm is presented in Table I .
EXPERIMENT RESULTS
In this section, we evaluated and validated the proposed PC-NLM algorithm using experimental studies with QA phantom, anthropomorphic torso phantom, and clinical studies. For comparison, the performance of the NLM algorithm, 22 the LPG-PCA algorithm, 29 and the ndiNLM algorithm 23 were also evaluated. Here, we adopt the nidNLM algorithm as an evaluation reference considering that it can achieve nearly state-of-the-art denoising effect using a previously scanned high-quality reference to regularize the corresponding LDCT image. Besides, for a fair comparison, the NLM, LPG-PCA, and ndiNLM algorithms also used the blending operation at their final step. Input: the LDCT image U, the parameters K, L, a, b;
1. Loop: a. For each target patch x, if it is a noisy patch according to criterion (21), then i. Compute distance between patches using Eq. (2) and select patches in local search window to form training patch set; ii. Compute the locally fitted PCA basis set using Eqs. (3) and (4), and transform the local patches using Eq. (5); iii. Estimate the filtering parameters h l using Eq. (20) and perform the PC-wise NLM to adaptively regularize each PC of the target patch using Eqs. (6), (7) and (8); iv. Transform regularized components of the target patch back to image domain using Eq. (10). b. Estimate the final intensity value of each pixel by averaging its estimates from all target patches overlapped on it, to obtain the restored LDCT image V. 2. Blending: Weighted averaging of the restored image V and the original image U as the final result:
We experimentally studied the proposed PC-NLM algorithm using various configurations of the patch size K and local search window size L. The experiments indicate that a larger patch size can better preserve the primary structures of the image but may blur some tiny details. During the implementation, we experimentally found that setting K = 3, L = 11 for images with relatively low noise level, and setting K = 5, L = 21 or K = 7, L = 31 for images with relatively high noise level, would lead to satisfying results in both structures preservation and noise reduction.
3.A. Phantom studies
3.A.1. QA phantom study
A GE QA phantom was used to evaluate the effectiveness of the proposed PC-NLM method. The low-dose scan was acquired with GE Hi-Speed multi-slice spiral CT at 120 kVp and 10 mAs. The time per gantry rotation was 1 s. The slice thickness was 1.25 mm. The tradition FBP with a standard kernel was employed to reconstruct all the images. The reconstructed image is of 512 9 512 array size. The other acquisition protocols were: time per gantry rotation of 1 s, slice thickness of 1.25 mm, detector cell spacing of 1.0239 mm, projection views of 984, and detector bins of 888. Besides, a scan acquired with 120 kVp and 190 mA was used to serve as the reference image. Figure 4 shows the 190 mAs reference phantom and the processing results. As shown in Fig. 4(b) , severe noise and artifacts can be seen in the 10 mAs FBP reconstructed phantom. The NLM and LPG-PCA methods are not only ineffective in suppressing streak artifacts, but also lead to obvious structure obscurity. Both the ndiNLM and the proposed PC-NLM algorithms suppress the noise and preserve the fine structures effectively. We can see that the PC-NLM can achieve a comparable restoration result to the ndiNLM algorithm. Please note that the ndiNLM needs a previously scanned high-quality reference to assist the denoising process, while such a previous reference scan of the same patient may not always be available. To visualize the iterative process of the proposed PC-NLM method, the processing results of the QA phantom using each round of PC-NLM denoising are shown in Fig. 5 . It can be observed that the noise is reduced gradually with the iterative processing, while the fine structures are preserved.
The performance of the proposed algorithm was quantitatively evaluated using the root mean square error (RMSE), the correlation coefficient (CC), and the structural similarity index comparisons (SSIM) metrics. The RMSE and CC were employed to reflect the difference between the processed result and the ground truth and characterize the restoration accuracy. The SSIM 34 was employed to specifically gauge the preservation of perceptually salient information. The corresponding results using different methods were list in Table II . Quantitatively, the ndiNLM and PC-NLM methods outperformed NLM and LPG-PCA methods and the PC-NLM achieves a comparable restoration results to the ndiNLM.
3.A.2. Anthropomorphic torso phantom study
The effectiveness of the proposed PC-NLM method was further validated with a low-dose scan acquired by a GE HiSpeed multi-slice CT spiral scanner at 120 kVp and 50 mAs from an anthropomorphic torso phantom, as shown in Fig. 2(a) . The other acquisition configurations were the same as those of the QA phantom study. Figure 6 shows the processing results and associated difference images. We can observe in Fig. 6 that the proposed PC-NLM algorithm performs much better in both noise suppression (please see the blue solid arrows in Fig. 6 ) and fine structure preservation (please see the green dotted arrows and the difference images in Fig. 6 ).
3.B. Clinical study
3.B.1. Clinical liver study
A clinical human liver scan downloaded from the "Give a Scan" dataset 35 was used for clinical study. The liver scan was acquired by a GE LightSpead CT scanner at 120 kVp, 100 mA from a female at 61 yr of age. The slice thickness was 2.5 mm. A standard reconstruction kernel and tradition FBP method was employed to reconstruct the image. The reconstructed image was of 512 9 512 array size. Figure 7 shows the processing results and associated difference images. Zoomed images of selected ROIs [outlined by the dotted rectangle in Fig. 7(a) ] are given in Fig. 8 . better in both suppressing noise and preserving fine anatomical structures.
3.B.2. Clinical lung study
We also compared the proposed PC-NLM algorithm with a Siemens commercial FBP result smoothed with the kernel "B31f" using a lung scan acquired from a clinical CT-guided lung nodule needle biopsy study. The patient was recruited under informed consents after approval by the Institutional Review Board. The low-dose CT scans were acquired by a Siemens CT scanner at 120 kVp and 20 mAs. The time per gantry rotation was 0.5 s. The FBP with the convolution kernel of "B60f" and "B31f" were employed to reconstruct the image, with an array size of 512 9 512 and slice thickness of 0.5 mm. Figure 9 shows the processing results. We can observe in Fig. 9 that the proposed PC-NLM performs much better in structures/details preservation compared with kernel "B31f", especially for the ROI of the lung nodule (please see the arrows in Fig. 9 ).
DISCUSSION AND CONCLUSION
This paper presents a structure-preserving noise/artifacts reduction scheme for LDCT image using the adaptive PCwise NLM operation in the PCA domain. In the proposed PC-NLM scheme, PCA on local neighborhood is used to decompose the data correlation of neighbor patches and extract principal variations inside the window. Then, an adaptive NLM filtering is applied on each PC of the target patch based on its similarity to PCs of other patches. The filtering parameter in the PC-wise NLM scheme is automatically tuned according to the noise level of the local neighborhood and the SNR of the corresponding PC. Using these strategies, the "weaker" NLM filtering is performed on the PCs with higher SNR, and the "stronger" NLM filtering is performed on the PCs with lower SNR to make the denoising more efficient in preserving structures.
In this paper, we introduce the adaptive iteration strategy to reduce the computation burden of the PC-NLM filtering using a criterion to determine whether a patch should be processed in next round of the PC-NLM denoising or not. For example, Table III shows the run time for each round of the PC-NLM algorithm that using different patch size and search window size to process the aforementioned anthropomorphic torso phantom image. The algorithm was coded in Matlab and executed on a 3.6 G Intel Core i7 CPU. It shows that using the adaptive iteration strategy, the run time of the PC-NLM method for later iterations is greatly reduced, especially in the last few rounds. In the proposed PC-NLM algorithm, the computation of PCA transforms costs most time. Using the cosine transform to approximate the PCA transform may be a good solution to reduce the computational burden. In addition to the above strategies, the computational burden of the proposed PC-NLM method can be further reduced using a step distance of N step pixels in both horizontal and vertical directions. With such a step distance, the number of processed patches can be reduced greatly from |U| to jUj . N 2 step , where |U| is the total number of pixels in the image. Besides, several techniques, such as the PND technique 32 and the parallel computation technique, can be employed in the PC-NLM scheme for further reduction in the computational burden.
In this study, the noise in the local neighborhood is assumed to follow approximately additive, independent and identical distribution. Generally for a small local region of natural images, additive, independent and identical noise distribution is usually assumed. However, for CT images, the noise assumption needs further verification because there may be a violation to the true noise statistics of LDCT images. Using only similar neighboring patches as the training samples may reduce the violation. The violation of the noise assumption may result in some noise residual after one round of the PC-NLM denoising, which can be reduced gradually in further iterations. With the iterative process, the primary structures of the image can be well preserved through the adaptive strategies. However, the natural appearance of the image, such as the noise texture, may also been suppressed. This can be improved by weighted averaging of the restored image and the original FBP image. Through the blending operation, the natural appearance of the LDCT image as well as primary structures can be better maintained.
As a post-processing method, though the proposed PC-NLM algorithm has been proved to be effective in both noise/ artifacts suppression and structure preservation in many cases including those listed here, it may be invalid for extremely low-dose CT images. This is a common problem for almost all the post-processing methods because in extremely lowdose CT images, anatomical structures would be submerged under strong noise/artifacts, making the restoration of obliterated information quite difficult. In the further work, we would incorporate the PC-NLM procedure into the SIR framework or with the pre-processing strategy for better utilization of data statistics and prior information. It has been demonstrated that the previous normal-dose images regularized methods, such as the ndiNLM algorithm, 23 can usually achieve remarkable noise/artifacts reduction results for LDCT images. However, these methods usually require a previously scanned high-quality reference to assist the denoising process, while such a previous reference scan of the same patient may not always be available. Considering that the proposed PC-NLM scheme can learn features of the local structure from previous normal-dose scans by the PCA and use the learned features to regularize the LDCT images, rather than directly utilize the intensity of pixels in previous scans, the integration of the PC-NLM scheme with normaldose priors may overcome the drawbacks of the current prior-image-regularized methods, and may be a promising solution for ultra LDCT imaging.
