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1. INTRODUCTION
Finland is a country of four seasons. Thermal winter, meaning the period of the year when the
daily mean temperature stays below 0°C, is the longest season in a large part  of Finland.
(https://en.ilmatieteenlaitos.fi/seasons-in-finland). Due  to  the  length  of  the  winter,  society
needs to be well-informed of the prevailing cold-season climate conditions to understand the
possible risks and benefits they may cause. If the prevailing conditions change, society needs
to adapt to the changes. 
Finland is located between a very maritime and a continental climate and also in the pathway
of moving low pressure systems from the west, which makes the climate conditions variable.
In  winter,  low  pressure  areas  from the  west  typically  bring  moist  and  warmer  air  with
precipitation to Finland. On the other hand, temperature can drop to very low degrees, if
Arctic air masses from the north and east prevail. Also the Baltic Sea affects the weather and
climate  conditions  especially  near  the  coast  areas.  Depending on temperature,  the  winter
precipitation falls as snow, sleet or rain.
Snow and sea ice are an essential part of winter climate in Finland. Snow and ice cover affect
society and its inhabitants in many ways. Snow cover serves multiple recreation possibilities
in winter time (Hall, 2014; Neuvonen et al., 2015) and protects vegetation from cold. It is also
a storage of fresh water. On the other hand, snow may cause problems for transportation and
electricity  distribution  (e.g.  Andersson,  2010;  Juga  et  al.,  2014),  and  sea  ice  affects  the
shipping in wintertime (Critch et al., 2013). Furthermore, the amount and extent of snow and
ice cover and changes in them are a sensitive indicator of climatic conditions in the region.
Assessments  of  the  possible  changes  in  the  sea ice  cover  and snow conditions  will  help
societies to adapt to changes.
Finland  is  surrounded  by  the  Baltic  Sea  from  the  south  (Gulf  of  Finland),  southwest
(Archipelago Sea) and west (Gulf of Bothnia). It is common that these sea areas partly or
totally  freeze  during  winter,  and  the  ice  cover  is  present  on  average  five  months  from
December to April (Raateoja and Setälä, 2016). The ice cover in the Baltic Sea will  face
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changes in response to global warming. A longer ice-free season of the Baltic Sea will again
affect the climatic conditions of the surrounding regions. If a sea area remains ice-free in
winter, it serves as a constant source of moisture and heat. If cold and dry air masses flow
over the ice-free sea area, beneficial conditions for intensive convective snow bands to occur
are  generated.  This  sea-effect  snowfall  phenomenon  is  a  typical  part  of  Finland’s  winter
climate. With certain wind directions, these snow showers may hit the coastline and cause
problems to traffic, for example. 
Objectives of this thesis
While global warming continues, it is the local effects that humans can perceive and that
affect  humans  and  society  the  most.  This  emphasizes  the  importance  of  local-scale
climatological research. The main purpose of this thesis is to examine what the winters are
like  in  Finland  in  the  changing  climate.  This  issue  is  addressed  through  the  following
questions:
 What changes have occurred in snow conditions and factors affecting them in Finland
(Papers I and II)?
 What changes are expected to occur in sea ice conditions surrounding Finland (Paper
III)?
 What  factors  affect  climate  model  performance  in  simulating  snow  melt  timing
(Paper IV)?
 Based on a case study, how well can a sea-effect snowfall event be simulated over the
Baltic Sea (Paper V)?
This  thesis  is  organized  as  follows:  In  section  2,  a  review  of  snow-  and  ice-related
climatological research is first given to put the results of this thesis in a broader context. In
section 3, the approaches that were used in this thesis are introduced. Section 4 describes the
observed conditions and changes in temperature, precipitation and snow cover in Finland and
section 5 presents the future projections for Baltic Sea ice cover. In section 6, two examples
of  modeling  studies  benefiting  climate  research  are  presented.  Finally,  the  results  are
summarized and discussed and the research questions are answered in section 7.
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2. BACKGROUND
Warming  due  to  the  anthropogenic  greenhouse  effect  is  projected  to  be  strongest  in  the
northern areas of the Earth where also Finland is located. The observed and projected annual
average temperature increase in the Arctic is assessed to be more than twice as strong as the
global mean temperature increase (AMAP, 2019; Meredith et al., 2019). The warming in the
north is largest in winter. Rising temperatures accelerate the melting of snow and ice, which
has many direct and indirect impacts on the physical, chemical and biological systems in the
Arctic area. The changes in the Arctic may also affect the conditions outside the region, for
example through the changes in the atmospheric or ocean general circulation (AMAP, 2019;
Meredith et al., 2019). 
Snow and ice cover are the most important factors in the climate of the Northern Hemisphere
and their  presence in winter is typical at  high latitudes.  Snow and ice cover have a high
albedo. Albedo is the fraction of solar radiation that is reflected from the surface. High albedo
means that a large part of the incoming solar radiation is reflected back into space. This tends
to cool the climate. When snow and ice decrease, surface albedo also decreases and a larger
part of the incoming solar radiation is absorbed by the surface. This leads to warming which
further  reduces  the  ice  and snow. Thus,  this  snow/ice-albedo feedback affects  the energy
budget  of the Earth and highlights the significance of ice and snow cover  in  the climate
system (Abram et al., 2019).
In several studies the recent past state and changes of the snow conditions have been reported
at  different  spatial  scales,  ranging from the whole Northern Hemisphere (e.g.  Brown and
Mote, 2009; Choi et al., 2010; Park et al., 2012; Callaghan et al., 2012; Vaughan et al., 2013;
Hernández-Henríquez  et  al.,  2014;  Mioduszewski  et  al.,  2015;  Derksen  et  al.,  2016)  or
Eurasia (Bulygina et al., 2011; Ye and Cohen, 2013; Zhong et al. 2018) to individual countries
or smaller districts within them (e.g. Kohler et al., 2006; Brown, 2010; Skaugen et al., 2012;
Kerr et al., 2013; Stuefer et al., 2013; Najafi et al., 2016). The magnitude of the changes has
not been spatially uniform in the Northern Hemisphere.  For example, the changes in snow
depth have differed between North America and Eurasia: an increase in snow depth in many
regions over Eurasia was observed during the period  1966-2009, while in North America
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decreasing snow depth trends occurred (Bulygina et al., 2011, Callaghan et al., 2012). On the
other hand, updated trends in maximum snow depth over Russia in 1966-2014 show less
evidence  of  significant  increases  compared  to  trends  reported  by  Bulygina  et  al.  (2011)
(AMAP, 2017). Also Park et al. (2012) reported wide-spread negative snow depth trends in
most of pan-Arctic after about 1990, clear positive trends occurring only in Western Siberia.
Within Eurasia, the changes in snow conditions vary substantially depending on the latitude,
elevation and the proximity to the sea. The largest decreases in snow water equivalent (SWE)
and snow cover duration in recent decades have occurred in maritime regions in northern
Scandinavia and the Pacific coast region of Russia (Callaghan et al., 2012).
Two  main  factors  which  affect  snow  conditions  are  temperature  and  precipitation  (e.g.
Räisänen,  2008;  Brown and Mote,  2009;  Mankin and Diffenbaugh,  2015;  Mudryk et  al.,
2016). Temperature defines the form of precipitation, which affects the amount of snow on
the ground. Besides altering the amount and form of precipitation, increasing temperatures
also affect the snow cover by either increasing or decreasing the number of thaw days, the
sign of the change depending on the prevailing baseline mean temperatures. In the late 20th
century, the borderline between increasing and decreasing snow water equivalent (SWE) was
found to have mainly corresponded to the -20°C isotherm of the cold season (NDJFM) mean
temperature (Räisänen,  2008).  The midlatitude  snow margin zone was the most  sensitive
region  for  snow loss  due  to  warming  in  1981-2010  (Mudryk  et  al.,  2016).  Mankin  and
Diffenbaugh (2015) found that in 8 out of 9 of their study regions in the Northern Hemisphere
near-future March snow accumulation trends responded negatively to temperature increases
and all their study regions exhibited reductions in the fraction of precipitation falling as snow.
However,  internal  variability  can  influence  the  magnitude  of  snow  accumulation  trends.
Brown and Mote (2009) noted that, among various snow variables, snow cover duration has
the strongest sensitivity to warming. They discovered that the largest decreases in Northern
Hemisphere snow cover duration in 1966-2007 were located in a zone where the mean air
temperature of the snow season varied from -5 to +5 degrees Celsius.
Climate model results project that drastic changes in snow conditions are expected to continue
during  the  ongoing century  (Bintanja  and Andry,  2017).  Mid-winter  SWE and maximum
SWE are projected to increase in the coldest regions of the Northern Hemisphere (Räisänen,
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2008; Callaghan et al., 2012; AMAP, 2017), elsewhere SWE is expected to decrease. In spite
of the projected increases in SWE in the coldest regions, snow season is expected to shorten
at  both ends in the whole Northern Hemisphere (Räisänen, 2008; Callaghan et  al.,  2012;
AMAP, 2017). In Europe, the largest percentage reductions in the number of snow cover days
and the average SWE are projected to occur in southern and western Europe (Jylhä et al.,
2008).  In  Northern  Fennoscandia,  the  annual  number of  snow cover  days  is  projected to
decrease most  in the coastal  regions and least  in the mountainous areas (Lehtonen et  al.,
2013). In Northern Europe,  the regional and interannual variability is projected to remain
high: individual snow-rich winters can still occur in the future decades even where the long-
term mean SWE is  projected  to  decrease  (Räisänen and Eklund,  2012).  Snowfall  is  also
projected  to  decrease  across  much  of  the  Northern  Hemisphere  in  the  21st century,  the
transition between negative and positive seasonal and annual trends occurring close to the
corresponding average -10°C isotherms over the period 1986-2005 (Krasting et al., 2013). At
the  same time,  rainfall  is  projected to  increase throughout  the  year  (Bintanja  and Andry,
2017). In midwinter in the coldest regions, snowfall is still projected to increase (Räisänen
and Eklund, 2012; Räisänen, 2015; Danco et al., 2016; Krasting et al., 2016) but the snowfall
fraction is expected to decrease due to increasing rainfall (Bintanja and Andry, 2017). When
using climate model data, it is important to realize that climate models have deficiencies and
the model physics include simplifications and parametrizations. For example, many different
processes affect the snow conditions in a climate model and improving a single process may
either improve or deteriorate the agreement with observations. 
Arctic sea ice extent has decreased since 1979 in each month (Meredith et al., 2019). The
decrease has been largest in summer and smallest in winter. The loss of sea ice on a more
regional scale is seen also in the Baltic Sea, which is a small inland sea bordering Finland in
the south and west. Annual maximum ice extent in the Baltic Sea (MIB) has been monitored
fairly accurately from 1880 onwards (Haapala et al., 2015). A large interannual variability is
typical for the annual maximum ice extent. Still, a significant decreasing trend in MIB (-3400
km2/decade or -2%/decade) has been observed for the past 100 years (1912-2011) (Haapala et
al., 2015). In addition, a decreasing trend in the length of the ice season in the Finnish coastal
zone has been observed (Ronkainen, 2013). In the Bothnian Bay (Kemi), the trend was -18
days/100 years and in the eastern Gulf of Finland (Loviisa) -41 days/100 years. 
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The decline of the Arctic sea ice is projected to continue through the ongoing century, but
there is a large spread in the climate model results concerning the timing of when the Arctic
may become ice-free in  the summer (Meredith et  al.,  2019).  Also the Baltic  Sea ice will
continue to face changes. Höglund et al. (2017) used a coupled ice-ocean model system with
two  global  climate  models  and  two  scenarios  to  predict  the  future  changes  in  the  ice
conditions of the Baltic Sea. According to their results, the annual maximum ice extent will
decrease 46-57% under the RCP4.5 scenario, which describes a mid-range development in
greenhouse  gas  concentrations,  and  81-82% under  a  very  high  greenhouse  gas  scenario,
RCP8.5, by the end of the century. Also the ice thickness and the length of the ice season were
projected to decrease. The decrease in the ice extent and thickness can lead to increased ice
mobility and thus more ridging events.
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3. APPROACHES FOR STUDYING COLD CLIMATE FEATURES
The specific topics and materials used in this thesis are presented in Fig. 1. Several different
data sets and approaches were used. Data sets consisted of observations and model-based data
and they were  used  together  or  separately  with  different  methods  to  gain  information  of
observed winter climate conditions and future projections of sea ice. Observations and model-
based  data  were  both  utilized  also  in  two  modeling  studies  concerning  climate  model
performance in snow-melt timing and a sea-effect snowfall event. In this chapter, the different
data  sets  are  first  introduced  and  then  the  methods  are  presented.  Lastly,  two  numerical
modeling experiments are described.
Figure 1. Flow diagram showing the main topics and materials of the thesis. 
3.1 Data
3.1.1 Gridded datasets based on in situ -observations
Weather observations are made all around the world. Station observations tell us about the
weather  conditions  only  at  a  certain  station  and  its  direct  vicinity.  To  get  a  more
comprehensive  picture  of  conditions  and  changes,  gridded  datasets  are  an  advantageous
approach for analysis. 
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Figure 2. The station network that was used for producing gridded snow depth data. The
points denote the stations in Finland and in neighboring countries. The colors indicate the
total numbers of years with snow depth observations. (Reproduced from Fig. 1 of Paper I.).
The past conditions and changes in temperature, precipitation and snow cover were assessed
using the  daily  gridded climate  data  for  Finland (FMIClimGrid,  version  1.0,  Aalto  et  al.
2016). In this data set, meteorological station data is interpolated to a 10 km x 10 km grid,
which covers whole Finland. The gridding of the station observations was produced with
kriging interpolation (Matheron, 1963; Goovaerts, 2000). The background information for the
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interpolation took into account the geographical locations of the stations, topography and the
effects of water bodies. In Fig. 2, the station network used for producing gridded snow depth
data is shown. In Paper I, precipitation, temperature and snow depth, and variables related to
them, were examined. These were analyzed from FMIClimGrid data for the years 1961-2014
for the whole of Finland. In Paper II, we examined these variables for the shorter time range
of 1981-2010 and a smaller study region which covered the reindeer management area in
Finland.
In Paper III, we used E-OBS daily gridded dataset version 6.0 for the years 1951-1960 and
version 7.0 for the years 1961-2012 (Haylock et al., 2008) together with observed values of
annual maximum ice extent in the Baltic Sea (MIB) for the years 1951-2012. E-OBS gridded
dataset is a dataset which covers Europe in a 0.1 or 0.25 degree grid. It includes temperature,
precipitation  and sea  level  pressure  on  land  areas.  In  this  work,  we utilized  data  with  a
resolution of 0.25 degrees.
3.1.2 Climate model data
Future climate changes are assessed using climate models. Paper III used the air temperature
data of simulations from 28 CMIP5 global climate models in projecting the future changes in
the Baltic Sea ice cover. These simulations were under two greenhouse gas scenarios: RCP4.5
and RCP8.5 (Moss et al. 2010, van Vuuren et al.  2011). The former represents mid-range
development in greenhouse gas concentrations and the latter represents very high greenhouse
gas concentrations. The differences between the scenarios are small at the beginning of our
study period, but increase over time.
Monthly mean temperature data for both scenarios were available for a total of 35 climate
models.  However,  we excluded  those  models  from the  analysis  that  failed  to  meet  three
fundamental conditions. First, the simulated global mean temperature trend during the past 50
years was not allowed to exceed the observation-based estimate by more than 0.4°C. Second,
the projected global mean temperature increase under the various RCP scenarios was not
allowed  to  behave  inconsistently,  meaning  that  for  an  individual  model  the  ratio  of
temperature responses to e.g., RCP8.5 and RCP4.5 scenarios was not permitted to notably
differ  from  the  multimodel  median  of  that  ratio.  Third,  the  simulated  baseline-period
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climatological mean temperature and/or precipitation in Europe was not allowed to deviate
markedly from the observations.  Fulfilling these conditions led to  the exclusion of  seven
models from the analysis.
The climate model data were smoothed by applying a 30 yr running mean and interpolated
onto the same 0.25° grid as in E-OBS gridded dataset. 
3.1.3 Other observations
Besides the gridded data, which was introduced in section 3.1.1, several other observation-
based data sets were utilized in this work as reference material. 
Observations of the annual maximum ice extent of the Baltic Sea (MIB) were used in Paper
III. MIB is the most widely used parameter to indicate climate variability in the Baltic Sea
region. Its recordings date back to 1720 (Seinä and Palosuo, 1996), but the most reliable
observations  begin  in  the  late  19th century  (Vihma  and  Haapala,  2009).  We  used  MIB
observations from the years 1952-2012. Furthermore, observations of the annual maximum
ice thickness available for Kemi (63.73°N, 24.55°E) and Loviisa (60.42°N, 26.27°E) in 1971-
2000 (Jevrejeva et al., 2002) were also used in Paper III.
2  m  air  temperature  observations  from  Climate  Research  Unit  (CRU)  land  surface  air
temperature data, v. 3 (CRUTEM3; Brohan et al. 2006) was employed in Paper IV as well as
monthly mean surface albedo from the CLARA-SAL data set (Riihelä et  al.,  2013). Also
satellite observations of snow melt timing over Northern Eurasia (Takala et al. 2009) were
utilized in Paper IV. 
Weather radar observations from Finland was used in Paper V as reference material for a sea-
effect  snowfall  modeling study with weather  prediction model  HARMONIE (see Chapter
3.3.2). 
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3.2 Methods
3.2.1 Analyzing temporal averages and trends from the FMIClimGrid data
The  following  averages  and  trends  of  snow-related  quantities  were  analyzed  from
FMIClimGrid data for the period 1961-2014 in Paper I:
 Monthly mean snow depth calculated from daily values.
 Annual maximum snow depth.
 The beginning time of the seasonal snow cover period (BEG): the first day after the
autumn’s last snow-free day when the snow depth reaches at least 1 cm.
 Snow-off date (SOD): the first snow-free day in spring after the winter’s maximum
snow depth. The maximum snow depth was assumed to occur after January 1st.
For two shorter time periods (1961-1987 and 1988-2014) and two smaller study domains, we
also  examined  temperature-  and  precipitation-related  quantities  and  the  role  of  these  in
controlling  snow  depth  (Paper I).  These  study  domains  represent  two  contrasting  snow
climate regimes within Finland: a southwestern maritime region (SF) and a northern region
with Arctic conditions (NF). These quantities included:
 Monthly  mean temperature  (T):  temperature  affects  the  form of  precipitation  and
melting of snow.
 Monthly mean amount of precipitation (PR): precipitation may increase or decrease
the snow amount depending on its form.
 Monthly mean maximum temperature (TMAX).
 Monthly  mean amount  of  solid  precipitation  (PRs):  precipitation  falling  on  a  day
when daily maximum temperature is equal to or less than 0°C.
The significance of the change in these quantities over the two time periods was assessed for
each month and winter period (DJF) using two-sided Mann-Whitney-tests.
For  the  shorter  time  period  of  1981-2010  we  analyzed  averages,  trends  and  standard
deviations of following quantities in autumn, winter and spring for the reindeer management
area in Finland (Paper II):
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 Ice days (ID): Number of days when the daily maximum temperature is equal to or 
less than 0°C.
 Rain days (Rain-d): Number of days when the daily precipitation is at least 1 mm and 
the daily minimum temperature is at least 0°C.
 Annual maximum snow depth (MAXSN).
 The beginning time of the seasonal snow cover period (BEG).
 Snow-off date (SOD).
3.2.2 Regression model for predicting sea ice extent
E-OBS data and observations of the maximum ice extent in the Baltic Sea (Fig.  1) were
combined to form a simple non-linear regression model, following Tinz (1996) and Jylhä et
al. (2008). This model was then used with CMIP5 data to predict the future sea ice conditions.
The regression equation was given by:
  MIB=A e− BT   (1)
where MIB is the annual maximum ice extent (km2) and T is the November-March mean
temperature (°C) averaged over the coastal grid points around the Baltic Sea. Based on the
data (Fig. 3), the following values were derived for the coefficients: A= (90.2 ± 4.2) x 103 km2
and B = (0.253 ± 0.015) °C-1. 
The regression model was used with E-OBS and CMIP5 climate model data to project the
future changes in the annual maximum ice extent in the Baltic Sea. For assessing the future
temperature,  a  simple  delta-change  method  was  used.  We  first  calculated  the  change  in
November-March mean temperature, ΔT T, at coastal grid points between the baseline period
1971-2000 and each of the seven future decades in the period 2021-2090 using CMIP5 air
temperature. ΔT T for each decade was calculated as a 30 yr mean, centered on that decade. For
example, mean T in 2011-2040 represents the decade 2021-2030. These temperature increases
for each future decade were added to the observed E-OBS mean temperature values in 1961-
2010 (50 values) to create an artificial temperature distribution for each future decade. Next,
these samples of T were used in Eq. 1 to obtain the frequency distribution of MIB for each of
the future decades. The uncertainty in the results was assessed by performing the calculations
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for each climate model and for both RCP scenarios. Also the 28-model average temperature
was used in calculations to get a best estimate for the long-term trends. The model uncertainty
assessment focused on the decade 2041-2050.
Figure 3. The regression model for the ice extent in the Baltic Sea. The model was fitted to the
observed annual  maximum sea ice extent  and the November-March mean temperature in
coastal grid points in 1951-2012. (Reproduced from Fig. 4 of Paper III.)
3.2.3 FDD-model for sea ice thickness
The  30  yr  mean  of  the  annual  maximum fast  ice  thickness,  h,  was  calculated  using  an
analytical solution for the thermodynamic ice growth equation that is based on the sum of
freezing-degree days (Stefan, 1891; Zubov, 1945; Leppäranta, 1993), so-called FDD-model
(Paper III):
 h=√a
2
S+d
2
− d  (2) 
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where S = the annual cumulative (°C x d) sum of daily mean temperatures below 0 degrees
(freezing degree-day sum), a = 3 cm(°C x d)-1/2, d = 10 cm.
The  sum of  the  freezing-degree  days  for  future  decades,  that  was  needed in  Eq.  2,  was
calculated from air temperature output data from the CMIP5 simulations. The changes in 30
yr monthly mean temperatures in coastal grid points, ΔT T, for each decade in 2021-2090, were
added to the observed 30 yr monthly mean temperatures in 1971-2010 derived from E-OBS.
The sum of the freezing-degree days was obtained from monthly mean temperatures of each
decade as follows: the negative monthly mean temperatures were multiplied by the number of
days  in  the month.  Then the sum of  the contributions  of all  months with negative mean
temperature was used in Eq. 2. These calculations were performed separately for temperatures
of each CMIP5 model and for the 28-model mean.
Equation (2) does not take into account the snow layer lying on top of the ice cover. Ice
thicknesses  are  thus  systematically  overestimated  by  up  to  40  cm.  The  ice  thickness
calculated using (2) can be considered as the upper limit for the ice growth in a typical winter
(Leppäranta,  1993).  As  the  E-OBS  gridded  temperatures  cover  only  land  areas,  the  ice
thickness could only be assessed in the coastal areas.  
3.3 Numerical model experiments
3.3.1 ECHAM5 simulations
As the snow cover has both global and local climatic impacts,  it  is essential  that climate
models that are used to project future climate,  produce the observed distribution of snow
cover  realistically.  Paper  IV examined  the  ability  of  ECHAM5.4  atmospheric  general
circulation model (GCM) to simulate the Northern Eurasian snow melt timing in 1979-2006
as an example of climate models. The model was used in resolution T63 which corresponds to
a grid spacing of 1.875 degrees (Roeckner et al., 2003, 2006).
In ECHAM5’s snow scheme,  snow water  equivalent  (SWE) is  a  prognostic  variable,  but
changes in snow density or grain size are not taken into account in the snow-related model
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physics. In the model, SWE intercepted by the canopy (Roesch et al. 2001) and SWE on the
ground (Roeckner et al. 2003) are calculated separately. The grid-mean surface albedo, which
is  closely  related  to  the  snow  cover,  is  parameterized  and  it  depends  on  the  specified
background albedo, the fractional forest area of the grid cell, the snow cover on the canopy,
the snow cover on the ground and a specified snow albedo. The albedo of snow on land
depends on the surface temperature and the albedo of snow-covered forests depends on the
leaf-area index (LAI). A complete description of the parameterization is found in Roeckner et
al. (2003).
First, a reference experiment (REF) was run using the default version of ECHAM5.4 in an
ordinary climate simulation mode. The experiment was conducted for years 1978-2006 and
all but the first year were used for analysis of the results. The snow-off date was evaluated in
the experiment results based on daily mean SWE values. The snow-off date was defined to be
the first day with zero SWE after a winter’s maximum SWE. This definition is the same as
was used for SOD in Paper I and II, except that in these Papers SOD was calculated using
snow depth instead of SWE. The results from the REF experiment were compared to satellite
observations  of  SOD and  differences  between  these  were  found.  In  order  to  explain  the
discrepancies,  we performed five more ECHAM5 experiments, where the model’s surface
albedo and/or atmospheric circulation was modified.
All six experiments used observed sea surface temperatures and sea ice (AMIP Project Office,
1996) as boundary condition and the concentrations of well-mixed greenhouse gases were
held constant following AMIP II guidelines (AMIP Project Office, 1996). As surface albedo
strongly  influences  the  energy  available  for  melting  snow  in  spring,  in  two  of  the
experiments, ALB1 and ALB2, the reduction of the biases in ECHAM5’s surface albedo was
attempted by modifying the model’s surface albedo field. In experiment ALB1, the model’s
albedo  field  over  continents  was  replaced  by  prescribed  surface  albedos  based  on
observations  (CLARA-SAL,  Riihelä  et  al.,  2013).  In  ALB2,  two  modifications  were
implemented  in  ECHAM5’s  surface  albedo  parameterization.  First,  the  minimum  snow
albedo value was increased from 0.3 to 0.6. Second, a stem area index (SAI=2) was added to
the equation which is used for calculating the albedo of snow-covered forests, as it was noted
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by Roesch and Roeckner (2006) that the shadowing of the ground below the canopy by stems
and branches was neglected in ECHAM5.
The remaining three  experiments  (REF_NDG, ALB1_NDG, ALB2_NDG) were  primarily
similar to the other three experiments (REF, ALB1 and ALB2), except that so-called nudging
was used in all of them. In these nudging experiments four model fields were nudged towards
ERA-Interim  reanalysis  data  (Dee  et  al.,  2011):  vorticity,  divergence,  atmospheric
temperature and logarithm of surface pressure. The nudging acts to minimize the errors in
simulated  atmospheric  circulation,  which  is  one  possible  cause  for  differences  between
simulated and observed snow-off dates.
3.3.2 HARMONIE simulations
Winter climate in Finland includes many small-scale weather events.  One such is  the so-
called sea-effect snowfall phenomenon which is a common occurrence in sea areas around
Finland  in  winter.  Paper  V examines  the  use  of  a  high-resolution  numerical  weather
prediction  model,  HARMONIE,  together  with  other  datasets  for  investigating  the  basic
characteristics of a sea-effect snowfall case. 
HARMONIE is  a numerical  convection-permitting mesoscale model (Bénard et al.,  2010,
Brousseau et al.,  2011). In this kind of high-resolution models, the small-scale convective
phenomena can be resolved and convection parameterization schemes are no longer needed.
This  is  advantageous,  as  parameterization  of  convection  is  a  large  source  of  error  and
uncertainty in lower-resolution models (Prein et al., 2015, Weusthoff et al., 2010).
In our model setup, model version 40h1.1 was used and the model resolution was 2.5 km. The
simulation  domain  covered  Finland,  Scandinavia  and  the  Baltic  countries.  The  boundary
conditions were obtained from the Integrated Forecast System (IFS), which is an operational
global forecasting system at ECMWF. The boundary conditions were updated every hour.
Data  assimilation  is  used  in  HARMONIE  meaning  that  a  running  model  simulation  is
corrected at regular time intervals with observations. The basic set of observations consisted
of  surface  synoptic  observations  (SYNOP),  sea-based  stations  (SHIP),  aircraft  reports
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(AMDAR,  AIREP),  buoy  observations  (BUOY),  radiosondes  (TEMP)  and  wind  profiler
(PILOT) observations. 
We ran two experiments  with the  HARMONIE model  to  simulate the  selected sea-effect
snowfall case. In the reference simulation, the above-mentioned basic set of observations was
assimilated to the model. In the second simulation also radar reflectivities were utilised. The
purpose was to examine if the assimilation of the radar reflectivities improves the simulation
results.  Both of the simulations consisted of several forecast cycles. We also qualitatively
evaluated which cycle gave the best results compared to radar observations. The results from
HARMONIE simulations were also compared to some other observational data in Paper V,
but the focus in this thesis is on the HARMONIE model and its results.
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4. OBSERVED WINTER CLIMATE CONDITIONS IN FINLAND
4.1 Temperature and precipitation
Temperature and precipitation are the main variables  affecting snow conditions  and other
winter  climate characteristics  in Finland.  In  Paper I,  changes  in  these were examined at
monthly scale in two smaller domains (boxes in Fig. 6) between periods 1961-1987 and 1988-
2014. These domains represented two contrasting snow climate regimes within Finland: SF in
the southwestern maritime region and NF in the northern region with Arctic conditions. In
Paper I, we also studied the changes in solid precipitation. The amount of solid precipitation
was assessed so that the total precipitation falling on a day when the maximum temperature
was less  than  or  equal  to  zero  degrees  Celsius  was classified  as  solid  precipitation.  Our
findings indicated that in SF, both the monthly mean and monthly maximum temperatures (T
and  TMAX)  increased  in  January-April  and  total  precipitation  increased  in  January  and
February (Fig. 4). In SF, the amount of solid precipitation did not change but the fraction of
solid  precipitation  decreased  in  January  and  February  meaning  that  the  increase  in  total
precipitation was due to increases in mixed and liquid precipitation. 
In NF, T and TMAX increased in some winter and spring months, but because of the colder
baseline  climate  they  stayed  below  zero  also  during  the  latter  period  (Fig.  5).  Solid
precipitation was found to increase when the three months’ sum over  the winter  months,
December-February  (DJF),  was  examined.  Also  total  precipitation  and  mixed  and  liquid
precipitation were found to increase when they were calculated over the DJF period.  The
changes in the annual amount of solid precipitation divided Finland into two parts (Fig. 6.). In
northern and eastern Finland, solid precipitation increased in 1961-2014 whereas in southern
and western Finland it decreased. 
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Figure  4.  Twenty-seven-year  mean  seasonal  cycles  of  monthly  mean  temperature  (a,T),
monthly maximum temperature (b, TMAX), monthly mean amount of precipitation (c, PR) and
monthly mean solid precipitation (d, PRs) in southern Finland (SF). The dashed line indicates
the 1961-1987 period and the solid line indicates the 1988-2014 period. The months when the
change between the two periods  is  statistically  significant  at  the  5% level  and 1% level
according  to  two-sided  Mann-Whitney  tests  are  denoted  by  *  and  **,  respectively.
(Reproduced from Fig. 4 of Paper I.)
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Figure 5. As in Fig. 4 but for northern Finland (NF). (Reproduced from Fig. 5 of Paper I.)
In Paper II, changes in rain days and ice days were examined in autumn, winter and spring in
1981-2010. A rain day was defined to be a day when the minimum temperature was above or
equal to zero and daily precipitation amount was at least 1 mm. An ice day was defined to be
a day when the maximum temperature was 0 degrees at the highest. Slight local statistically
significant increases in the number of rain days in winter in the southern part of the reindeer
management area were found in 1981-2010. There was no clear trend in the number of ice
days in autumn or winter. In spring, the number of ice days was declining in the northwestern
areas  of  the  reindeer  management  area  (Fig.  7.),  locally  3-5  days/decade.  The  standard
deviation of ID in these regions was 0.5-3 days. In spring, the rain days were found to slightly
increase, especially in the southern parts of the reindeer management area. This trend was 2-3
days/decade and the corresponding standard deviation was 3-5 days in these areas. 
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Figure 6. a) The mean annual snowfall in 1961-2014, b) The linear trend in annual snowfall
in 1961-2014. Black dots mark the regions with a statistically significant trend at the 5%
level. The boxes denote the domains of SF and NF. (Reproduced from Fig. 6 of Paper I.) 
Figure  7.  The  linear  trend  in  ice  days  (ID)  in  spring  in  1981-2010  in  the  reindeer
management area in Finland. The regions with statistically significant trend at the 5% level
are marked with x. (Reproduced from Fig. 11 of Paper II.)
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4.2 Snow depth and snow cover season
In Paper I, the changes in snow cover in Finland were analyzed for the years 1961-2014 from
the FMIClimGrid data. In a typical winter in Finland in 1961-2014, snow depth gradually
increased towards March. The snow depth values were the highest in northern Lapland and
the lowest in southwestern Finland. The long-term trends in monthly mean snow depth were
generally negative during the study period. The strongest absolute decrease, locally up to 4-6
cm/decade, occurred in February and in March in southern and western Finland and in April
in central Finland. Annual maximum snow depth (MAXSN) decreased most in southwestern
Finland – in places more than 4 cm/decade (Fig. 8). The trend in MAXSN was compared to
the trend in the annual solid precipitation (Fig. 6). The spatial pattern correlation between
these showed that in almost half of Finland’s area MAXSN decreased despite increasing solid
precipitation. In  Paper II, MAXSN was analyzed for the shorter period of 1981-2010 and
only  for  the  reindeer  management  area.  In  this  area  and  period,  MAXSN  showed  a
statistically significant decreasing trend of 5-10 cm/decade in the northern part of the reindeer
management area and the standard deviation was 10-20 cm in the same region.
In 1961-2014, the seasonal snow cover period typically began in northern Finland before the
end of October and in southwestern Finland at the end of December (Fig. 8). The seasonal
snow cover period ended in southwestern Finland as early as the end of March, whereas in
northern Finland, at the end of May. These beginning and end dates of the seasonal snow
cover period (BEG and SOD) changed almost everywhere in Finland – BEG to later dates and
SOD to earlier dates. The strongest change in BEG occurred in the central and southeastern
parts  of Finland, locally  more than 4 days/decade,  and the strongest change in SOD was
found  in  the  western  coastal  areas,  locally  more  than  -4  days/decade.  The  length  of  the
seasonal snow cover period shortened practically everywhere in Finland. In  Paper II, BEG
and  SOD  were  analyzed  for  the  shorter  period  of  1981-2010  and  only  for  the  reindeer
management area. During this period, there was a tendency towards later BEG, but this trend
was significant only in the most northern regions. SOD had a significant decreasing trend
only in the southern part of the reindeer management area, locally 3-5 days/decade.
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Figure  8.  Upper  row:  The  mean  annual  maximum  snow  depth  (MAXSN),  the  average
beginning (BEG) and end date (SOD) of seasonal snow cover period in 1961-2014. Lower
row: The linear trends of MAXSN, BEG and SOD in 1961-2014. The small black dots denote
the regions where the trend is statistically significant at the 5% level. (Reproduced from Figs.
2 and 3 of Paper I.) 
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5. PROJECTED CHANGES IN THE SEA ICE IN THE BALTIC SEA
5.1 Annual maximum ice extent in the Baltic Sea
Maximum ice extent (MIB) is the most widely used parameter to indicate climate variability
in the Baltic sea region. Traditionally ice winters in the Baltic Sea have been sorted into ice
severity classes on the basis of the observations of the annual maximum ice extent. According
to the present standards (Vainio, 2011), winters with an ice extent smaller than 115x103 km2
are classified as mild,  those from 115 to 230x103 km2 as  average and those from 230 to
345x103 km2 as severe. If the ice extent exceeds 345x103 km2, it is classified as extremely
severe. 
In Paper III, we projected future changes in the Baltic Sea ice cover with a regression model
using air temperature. The changes in annual maximum fast ice thickness (MIB), based on the
ensemble mean of 28 models, were calculated for three percentiles: the median, and 5th and
95th percentiles. During the period 2021-2090, the linear trends for all percentiles under both
scenarios,  RCP4.5  and  RCP8.5,  were  decreasing  (Fig.  9).  The  95 th percentile,  which
represented an uncommonly wide ice cover, was projected to diminish faster than the median
or the 5th percentile under both scenarios. If RCP8.5 is realized, according to our results the
average ice winters would be very exceptional from the 2060s onward. Under RCP4.5, the
95th percentile  falls  to  the category of average ice winters  still  in  the 2080s.  Under  both
scenarios, the probability for unprecedentedly mild ice winters will increase during the study
period.
Intermodel scatter around the median, 5th and 95th percentile was examined for the decade
2041-2050 to  get  an insight  into  the uncertainty caused by different  climate  models.  For
RCP8.5, there was a strong consensus among the model projections that the median MIB
belongs to the class of mild ice winters in 2041-2050. Under RCP4.5 most of the models
agreed with that. The scatter was widest for the 95th percentile under both scenarios: for most
of the model projections, the high percentile belonged to the class of average ice winters.
According to RCP8.5, severe ice winters will not occur anymore in the 2040s. The scatter was
smallest  around  the  5th percentile:  all  model  projections  belong  to  the  class  of  mild  ice
winters.
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Figure 9. Temporal evolution of the 28-model mean annual maximum ice extent in the coming
decades according to a) RCP4.5 and b) RCP8.5. The vertical axis on the right shows the
upper limits for mild and average ice winters. (Reproduced from Fig. 5 of Paper III.)
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5.2 Annual maximum fast ice thickness
Annual maximum fast ice thickness based on Eq. 2 was examined for two future decades,
2041-2050 and 2081-2090 as a response to the 28-model mean temperature projections. The
ice thickness for the baseline period 1971-2000 was assessed using observed temperatures in
Eq.  2.  In  the  baseline  period,  most  of  the  coastal  areas  become ice-covered  in  a  typical
contemporary winter (Fig. 10a). Still, there was a substantial variability in the ice thickness:
in the Bay of Bothnia it was locally more than 90 cm, whereas in the southwestern parts of
the Baltic Sea only 0-10 cm. The mean maximum ice thickness was projected to decrease in
the coming decades according to both scenarios, but the decrease was faster under RCP8.5
scenario. Under RCP4.5, the ice thickness was projected to be about 60-80 cm in the Bay of
Bothnia in 2041-2050 (Fig. 10b) and under RCP8.5 about 50-70 cm (Fig. 10c). In 2081-2090,
the ice thickness in the Bay of Bothnia may locally still exceed 60 cm; elsewhere in the Gulf
of  Bothnia  and in  the  Gulf  of  Finland,  it  is  10-40 cm,  according to  RCP4.5  (Fig.  10d).
According to RCP8.5, most of the Baltic Sea will become ice-free in 2081-2090 (Fig. 10e). In
the northernmost Bay of Bothnia ice thickness is still mainly 20-40 cm even if RCP8.5 is
realized. Our results indicate that the Baltic Sea is unlikely to become totally ice-free in a
typical winter during this century.
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Fig. 10. The annual maximum fast ice thickness (cm) in the coastal regions of the Baltic Sea
in  a  typical  past  and  two  future  decade  winters.  The  values  are  based  on  a)  observed
temperatures  in  1971-2000  and  b-e)  the  28-model  mean  temperature  projections  under
RCP4.5 and RCP8.5. (Reproduced from Fig. 8 of Paper III.) 
 
39
The temporal evolution of ice thickness was examined separately at three locations, which are
marked in Fig. 10a with crosses (Kemi, Loviisa and Vilsandi from north to south). The linear
trends for Kemi and Loviisa, derived from the 28-model mean temperature responses, were
about  -3  cm/decade  according  to  the  RCP4.5  scenario  and  more  than  double  under  the
RCP8.5. Relative to the period 1971-2000, the decline in 2041-2050 would be about 25-30%
in Kemi and 40-50% in Loviisa (Table 1). At the most southern location, Vilsandi, there was
little or no sea ice in a typical winter of the last three decades of the century, which made the
trend notably weaker there than in Kemi or Loviisa. The disappearance of the ice cover in
Vilsandi from the 2060s onwards does not, however, mean that sea ice cannot occur there at
all in the late 21st century. 
Table 1. The projected percentage reductions in the mean maximum ice thickness. The best
estimates for the changes from the period 1971-2000 to future decades are based on the 28-
model mean temperature projections. The 90% confidence intervals (given in parentheses)
are derived from the inter-model differences in the temperature responses.
Observation RCP4.5 RCP8.5
1971-2000 (cm) 2041-2050 (%) 2081-2090 (%) 2041-2050 (%) 2081-2090 (%)
Kemi 75 25 (16-44) 37 (19-59) 32 (18-50) 63  (40-99)
Loviisa 38 40 (25-63) 57 (32-81) 50 (34-67) 83 (64-100)
Vilsandi 88 (46-100) 97 (81-100) 97 (80-100) 100
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6. EXAMPLES OF NUMERICAL MODELING STUDIES IN CLIMATE 
RESEARCH 
6.1 Performance of ECHAM5 in simulating snow melt timing
The snow-off date in ECHAM5 was analyzed first  from the reference experiment (REF).
Results of the experiment were compared to satellite observations (Fig. 11a) in all of Northern
Eurasia. The comparison showed that the REF experiment (Fig. 11b) reproduced well the
general  pattern  of  snow-off  dates  that  was  seen  in  the  satellite  observations:  the  earliest
snowmelt  occurred  in  the  Baltic  Sea  region  (around julian  day  80)  and the  latest  in  the
Taymyr  Peninsula  (between days  150-160).  However,  in  most  of  northern  Eurasia,  snow
melted earlier  in  the model  results  than in  the satellite  observations,  the difference being
typically 5-20 days (Fig. 11c). On the other hand, in eastern Siberia and in some far eastern
parts of Russia snow melted locally over 10 days later in REF experiment than in the satellite
observations.
Figure 11. Mean snow-off date (SOD) in years 1979-2006 based on a) satellite retrievals and
b)  ECHAM5 REF experiment.  Unit:  Julian  day.  Snow-off  dates  of  90,  120 and 150 are
indicated with black lines. c) The difference between b) and a). (Reproduced from Fig. 3 of
Paper IV.)
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To examine  the  possible  reasons  for  the  differences  in  snow-off  dates  we  compared  the
temperature  and  surface  albedo  from  REF  simulation  to  observations.  This  comparison
showed that in eastern Siberia, there were too high albedo values and too low temperatures
and also too large accumulations of snow, whereas in the Taymyr region in spring, albedo
values were underestimated and temperature overestimated and snow melted too early. The
earlier than observed snow melt in western Russia and Scandinavia was due to too early start
of snow melt. This occurs in spite of a slightly negative temperature bias in spring.
The sensitivity experiments, both nudging and different treatment of surface albedo, managed
to reduce some of the model biases in snow-off date. Nudging made snow melt occur earlier
in most northern Eurasia, with the largest effects (over 15 days) in southeastern Siberia and
locally  in  Fennoscandia.  In  this  region,  the  reason  for  earlier  snow-off  were  higher
temperatures  and  in  eastern  Siberia  also  slightly  reduced  snowfall.  In  northern  parts  of
Northern  Eurasia  (e.g.  Taymyr)  and  also  in  central  Russia,  snow-off  was  delayed.  The
changes  in  albedo  parameterizations  also  made  snow  melt  occur  earlier  in  southeastern
Siberia, and later in Taymyr and in a large area in central Russia and in Russian Far East.
When  nudging  and  albedo  parameterizations  were  combined,  the  earlier  snow  melt  in
southeastern Siberia and later in Taymyr became even more pronounced. However, the early
bias in snow melt in western parts of Northern Eurasia was not reduced considerably in any of
the experiments. As this too early snow melt was accompanied by a negative bias in spring
temperature, it implied that simulated temperature stays too low in the snow melt season. The
main reason for this finding proved to be the simplifications in the calculations of surface
energy budget: the surface energy budget was not computed separately for the snow-free and
snow-covered parts of the grid cell. This means that the grid-mean surface temperature was
not allowed to rise above 0°C, even if the snow-covered fraction was well below 1.
6.2 Sea-effect snowfall case on Finland’s west coast 
On  January  8,  2016,  a  record-breaking  snowfall  hit  the  west  coast  of  Finland,  in  the
municipality of Merikarvia, and accumulated 73 cm snowdrift in less than a day. On that day,
all favorable conditions for cold-season convection (Jeworrek et al., 2017) were fulfilled. Due
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to the warm autumn, the Baltic Sea was still open, which enabled a long fetch over relatively
warm water at the same time as cold arctic air masses reached the region. 
Figure 12. One-hour cumulative precipitation (mm/h) in the radar images (left panel) and
forecast cycle 2016010803 at 05 (top), 13 (middle), and 21 (bottom) UTC on Jan 8 2016
simulated with HARMONIE with assimilated radar reflectivities (middle panel). Red contours
show the simulated convergence zones. The difference between HARMONIE with and without
assimilated radar reflectivities is shown in the right panel (mm/h). (Reproduced from Fig. 6
of Paper V.)
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In  Paper V, results from HARMONIE simulations of the snowfall case were compared to
radar observations at 05, 13 and 21 UTC on January 8 (Fig. 12). At 05 UTC, the snowfall
band  was  directed  from  south  to  north  and  was  still  located  in  the  sea  area  offshore
Merikarvia. At 13 UTC, the snowfall had intensified and was partly located over land areas
and at  21 UTC, the snowfall  area had become smaller  and slightly weaker  (Fig.  12,  left
column). When simulation results from the cycle that was initiated at 03 UTC on January 8
were  qualitatively  compared  to  radar  observations,  it  showed  that  both  HARMONIE
simulations managed to capture the snowfall event. The assimilation of radar reflectivities
(Fig. 12, middle column) spread the total area of simulated precipitation, produced a clearer
hook to the coastline and the area of maximum precipitation grew slightly stronger. Radar
assimilation  especially  intensified  the  precipitation  more  to  the  north  when  compared  to
simulation without radar assimilation. In Fig. 12, convergence zones are also shown. In these
zones, near-surface winds converged, which further enhanced convective snowfall. When the
results from other forecast cycles were compared with radar observations, it was found that
the location of the snow band differed from the radar observations the most in the forecast
cycles  that  were  initiated  23-41  hours  before  the  time  of  analysis.  Also  the  simulated
precipitation area was smaller than in later forecast cycles.
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7. SUMMARY AND DISCUSSION 
Knowing the prevailing climate conditions is  relevant for society.  As the global  warming
proceeds, it is crucial to understand that the global change affects the local conditions as well.
Also for adaptation, the knowledge of the local scale conditions is needed. In this thesis, the
main objective was to examine what the winters are like in Finland in the changing climate. In
this section the research questions presented in section 1 are being answered. 
 What kind of changes have occurred in snow conditions and factors affecting them in
Finland? 
This question was addressed in Papers I and II. The results from Paper I showed that snow
depth  has  decreased  and snow season shortened  in  large  areas  in  Finland  in  1961-2014.
During  this  period,  increasing  precipitation  and  the  changes  in  its  composition  had  a
significant role in observed changes in snow cover. In southern Finland, winters are becoming
more  rainfall-dominated.  In  northern Finland,  the  winter  baseline temperature is  still  low
enough that  the increasing temperature has  largely stayed below freezing.  Thus,  no clear
change in snow cover occurred, even though increases in both solid and liquid precipitation
were observed. In Paper II, the changes in the reindeer management area in northern Finland
were analyzed for the years 1981-2010. The results were generally in agreement with the
results of Paper I, but the strength of the trends were partly differing due to the shorter study
period. This is an important fact to bear in mind when analysing trends: The selection of the
time period always affects the results. Our findings of the changes in snow conditions are in
line with those reported by Hannula (2012), Jylhä et al. (2014), Lehtonen (2015), Aalto et al.
(2016), Lépy and Pasanen (2017) and Merkouriadi et al. (2017). The findings are also in line
with the projections of the future snow conditions in northern Europe (Räisänen and Eklund,
2012; Räisänen, 2015).        
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 What kind of changes are expected to occur in sea ice conditions surrounding Finland?
In  Paper III, the future changes in the Baltic Sea ice cover were assessed for 2020-2090
based on CMIP5 climate model simulations. The annual maximum ice extent in the Baltic Sea
was found to decrease markedly under both RCP scenarios. According to RCP8.5, in practice
only mild ice winters occur from the 2060s onwards. If the RCP4.5 is realized, the decline of
the ice extent is slower and average ice winters may still occur even in the 2080s. Also the
mean maximum sea  ice  thickness  in  coastal  areas  was  found to  decrease  in  the  coming
decades. According to RCP8.5, in the 2080s sea ice would occur only in the Bay of Bothnia
with a maximum thickness of 30-40 cm. Based on RCP4.5, the coastal areas of the Gulf of
Finland and the Gulf of Bothnia will still be ice-covered. Maximum ice thicknesses in the Bay
of Bothnia would locally exceed 60 cm. Uncertainties in the results are largely due to the
statistical calculation methods and the large spread among the individual models. On the other
hand, the use of statistical methods enabled us to examine data from several climate models.
The simple delta-change method that we used in constructing the future coastal temperatures
assumed that the shape and width of the temperature distributions remained unchanged. In
near-term  temperature  projections,  this  method  is  found  to  be  a  reasonable  approach
(Räisänen and Räty, 2013; Kämäräinen, 2013). For projections for the end of the century, a
method including changes in the interannual variability would probably be beneficial. Despite
the scatter in the rate of the future changes, the direction of the long-term trends is clear: sea-
ice will significantly decrease, although the Baltic Sea is unlikely to become totally ice-free
during this century.
The decreases in the ice-cover will have consequences on the ecosystems in the Baltic Sea.
For example, the breeding habitats of the Baltic ringed seal will decline (Meier et al., 2004) or
the timing of the spring bloom of phytoplankton will change (Eilola et al., 2013). On the other
hand, shipping in the area will benefit from the longer ice-free period. As ice-free conditions
become more common in wintertime, it may increase the number of sea-effect snowfall cases.
This phenomenon is dependent also on other factors, which is why more research is needed of
the favorable sea-effect snowfall circumstances in the future.  
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 What are the factors affecting climate model performance in simulating snow melt
timing?
When climate model data is used, it is essential to understand that models have deficiencies.
An example of these deficiencies was seen in our results in  Paper IV, when the ability of
ECHAM5 to describe the snow melt timing was evaluated. In general, ECHAM5 produced
the observed geographical pattern of snow melt date quite well. Still, in some regions snow
clearly melted too early and in some other regions too late. The biases that were found, were
partly  alleviated  when nudging and surface albedo modification were  used  to  correct  the
biases in simulated atmospheric circulation. Still, there were regional differences even after
the albedo modifications and nudging. An important factor causing biases especially in the
western parts of Northern Eurasia turned out to be too low a temperature in the snowmelt
season, which resulted from simplifications in the model’s surface energy budget. 
It is worth noting that our results for performance concern only one model. Climate models
with a more advanced snow and/or surface radiation scheme may perform differently. Thus, it
would be beneficial to repeat these kinds of analyses with more advanced models. Overall,
the  results  showed that  many different  processes  affect  the  snow conditions  in  a  climate
model and improving a single process may either improve or deteriorate the agreement with
observations. When climate models are used to predict future climate, it is thus important to
use several models instead of just one and still regard the results with certain reservation.
Continuous development of climate models is crucial for obtaining more reliable and accurate
climate projections. 
 How well can a sea-effect snowfall case be simulated over the Baltic Sea?
Paper V analyzed a sea-effect snowfall event which occurred on the west coast of Finland in
2016 causing  a record-breaking snow depth increase of  73 cm in less  than  a day.  High-
resolution convection-permitting weather prediction model,  HARMONIE, was used in the
analysis with and without the assimilation of radar reflectivities. Both simulations managed to
simulate the event quite well but assimilation of radar reflectivities improved the simulation
results  by spreading the most  intense precipitation area and intensifying  the precipitation
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more to the north. It was also found that the forecast cycles which were initiated closer to the
event  corresponded best  with  the  radar  observations  in  both  simulations.  However,  these
results were based on a qualitative assessment of a single sea-effect snowfall case. More cases
need to be identified and analyzed to get a broader outlook of this phenomenon and to enable
more accurate model predictions. This kind of small-scale heavy snowfall events may cause
serious troubles for infrastructure near the coastline. Reliable prediction of such events is thus
important for society as ice-free conditions become more common in wintertime.
Final remarks
Based on our results, some points arose that would be interesting to include in possible future
studies. 
 CMIP6 models are the newest generation of global climate models that are used to
predict future climate conditions. How well are the snow conditions described in these
models?
 When ice cover in the Baltic Sea decreases, it may affect the occurrence of sea-effect
snowfall events. Further research is needed of the future conditions of these events.
 The gridded datasets, such as FMIClimGrid, will be available in higher resolution in
the future. It would be interesting to examine more localized climate changes using,
for example, 1 km resolution.
 There are many variables related to winter climate conditions that were excluded from
this work. These include for example changes in the intensities of solid precipitation
events and spatial changes in snow water equivalent. 
It is obvious that winter climate conditions in Finland are changing and so far the changes
have occurred more clearly in southern than in northern Finland. The need for high quality
observations and data sets will most probably increase in the future when climate warming
proceeds. Also improved climate and weather prediction models are necessary to produce
more  realistic  climate  projections  which  can  help  in  considering  possible  impacts  of  the
changes. The impacts of the changes can be very complicated and both beneficial and harmful
even  within  the  same  region.  For  example,  less  snow  in  winter  may  decrease  road
maintenance costs but at the same time reduce wintertime outdoor recreation possibilities. For
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ecosystems,  the  strongest  and  most  rapid  impacts  of  climate  change  are  expected  in
environments  characterized  by  snow,  ice  and  permafrost  (Ministry  of  Agriculture  and
Forestry, 2014). When selecting the adaptation measures, it is thus important to assess all the
relevant  impacts  in  order  to  benefit  from the  positive  effects  and  to  reduce  the  adverse
impacts.  As  the  global  warming  continues,  the  importance  of  monitoring  the  climate
conditions in the northern areas will amplify, which is shown in the findings presented in this
thesis.
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Snow conditions in high-latitude regions are changing in response to climate warm-
ing, and these changes are likely to accelerate as the warming proceeds. Here, we
analyse daily gridded snow depth, temperature and precipitation data from Finland
over the period 1961–2014 to discover the ongoing changes in monthly average
snow depths (SN) and several snow-related indices. Our results indicate that
regional differences of changes in snow conditions can be relatively large, even
within such a small district as Finland. Moreover, the interannual variation of the
various snow indices was found to be larger in southern Finland than in northern
Finland. The largest decrease in snow depth occurred in the southern, western and
central parts of Finland in late winter and early spring. This decrease was driven by
increasing mixed and liquid precipitation and, especially in spring, increasing tem-
perature. In northern Finland, the decreasing trend of snow depth was most evident
in spring, but no change occurred during winter months, although the amount of
solid precipitation was found to increase in December–February. In the same
months, temperature and the amount of mixed and liquid precipitation increased,
likely counteracting the effects of the increasing solid precipitation on snow depth.
The annual maximum snow depth that typically occurs in March was found to
decrease in over 85% of Finland's area, most strongly in western coastal areas. In
almost half of Finland's area, this decrease occurred despite increasing solid precip-
itation. Our findings highlight the complexity of the responses of snow conditions
to climatic variability in northern Europe.
KEYWORDS
climate, precipitation, snow depth, snowfall, temperature, trend
1 | INTRODUCTION
Northern European countries such as Finland are highly sen-
sitive to variability and changes in snowfall and snow cover.
Intense snowfall may cause severe problems for traffic and
electricity supply (Andreescu and Frost, 1998; Andersson,
2010; Juga et al., 2014; Vajda et al., 2014; Lehtonen, 2015),
and maintaining sufficient snow removal equipment requires
financial resources (Keskinen, 2012; Lehtonen, 2015). Snow
cover conditions and the changes in them also impact rein-
deer herding (Hansen et al., 2011, 2014; Rasmus et al.,
2014, 2016; Turunen et al., 2016) and boreal agriculture and
vegetation, especially in spring (Bjerke et al., 2014;
Peltonen-Sainio et al., 2016). On the other hand, the pres-
ence of snow in the winter season is essential for recreation
and wintertime tourism (Tervo-Kankare et al., 2013; Hall,
2014; Neuvonen et al., 2015).
Several studies have reported the recent past state and
changes in the snow conditions at different spatial scales
ranging from the entire Northern Hemisphere (e.g., Brown
and Mote, 2009; Choi et al., 2010; Takala et al., 2011; Park
et al., 2012; Callaghan et al., 2012; Vaughan et al., 2013;
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Mioduszewski et al., 2015; Hernández-Henríquez et al.,
2014; Derksen et al., 2016) or Eurasia (Bulygina et al.,
2011; Ye and Cohen, 2013; Zhong et al., 2018) to individual
countries or smaller districts within them (e.g., Kohler et al.,
2006; Brown, 2010; Skaugen et al., 2012; Kerr et al., 2013;
Stuefer et al., 2013; Najafi et al., 2016). Within the Arctic,
the largest decreases in snow water equivalent (SWE) and
snow cover duration in recent decades have occurred in mar-
itime regions, including northern Scandinavia (Callaghan
et al., 2012). Drastic changes in snow conditions are
expected to continue during the ongoing century (Bintanja
and Andry, 2017). In Europe, the largest percentage reduc-
tions in the number of snow cover days and the average
SWE are projected to occur in southern and western Europe
(Jylhä et al., 2008). In northern Europe, the amount of snow
is also generally projected to decrease, but the regional and
interannual variability is expected to remain high; individual
snow-rich winters can still occur in future decades, even
where long-term mean SWE is projected to decrease
(Räisänen and Eklund, 2012). In northern Fennoscandia, the
annual number of snow cover days is projected to decrease
most in the coastal regions and least in the mountainous
areas (Lehtonen et al., 2013).
The main factors affecting snow conditions are tempera-
ture and precipitation (e.g., Räisänen, 2008; Brown and
Mote, 2009; Mankin and Diffenbaugh, 2015; Mudryk et al.,
2016). Changes in both or one of them lead to changes in
snow cover, especially in those regions and times of the year
experiencing temperatures close to 0C (Brown and Mote,
2009; Mudryk et al., 2016). Rising temperature influences
the form of precipitation, increasing rainfall at the cost of
snowfall, and enhances air moisture content. The latter can
be expected to further increase precipitation regardless of the
changes in extratropical cyclone frequency (Yettella and
Kay, 2017). In nearly all of northern Europe, the winter total
snowfall is projected to decrease, even though in the coldest
regions, snowfall is still expected to increase in the middle
of winter (Räisänen and Eklund, 2012; Räisänen, 2015;
Danco et al., 2016; Krasting et al., 2013). In addition to tem-
perature and precipitation, atmospheric humidity was
recently noted as a third important variable affecting the
changes in snowpack (Harpold and Brooks, 2018).
In Finland, previous studies of trends in snow depth
(SN) have tended to be regional in scope, so there is no clear
picture of snow cover changes at the national scale. During
the period 1919–2010 the strongest, statistically significant
decrease in SN on March 15 in gridded observations was
located in southwestern Finland (Hannula, 2012); elsewhere,
in southern, western and central parts, the decreasing trend
was not statistically significant. In the same study, a negative
correlation between SN in March and seasonal mean temper-
ature was found, the correlation being stronger in southern
Finland and weaker in northern Finland. For a shorter period
of three to five decades, Aalto et al. (2016) reported
statistically significant decreases in the gridded annual mean
SN in most areas of Finland, whereas Rasmus et al. (2014),
Lepy and Pasanen (2017) and Merkouriadi et al. (2017)
found no consistent trends in the annual maximum SN
among weather stations in Finnish Lapland. Statistically sig-
nificant decreases in the annual maximum SN (Lehtonen,
2015) and the average December–February SN (Jylhä et al.,
2014) were found at some stations in southern Finland dur-
ing the last five to six decades.
The main goals of the present paper are to first character-
ize the spatio-temporal changes in snow cover in Finland
over 1961–2014 and to then examine the roles of
temperature- and precipitation-related variables in the
observed changes. We base our analyses on a gridded daily
dataset of snow depth, temperature and precipitation recently
developed at the Finnish Meteorological Institute (Aalto
et al., 2016). Finally, we discuss our findings with respect to
changes in snow conditions in northern Eurasia.
2 | DATA AND METHODS
The present analyses are built on the newly developed daily
gridded climate data for Finland (“FMIClimGrid”, version
1.0) spanning 1961–2014 at a spatial resolution of
10 × 10 km. The dataset (e.g., quality control, station net-
work and statistical interpolation) is fully documented in
Aalto et al. (2016), so only a brief description (focusing on
daily snow depth) is provided here.
The observation data used for gridding have been
extracted from both national (Finnish Meteorological Insti-
tute, FMI) and international source (European Climate
Assessment & Dataset (ECA&D) databases (Klok and Klein
Tank, 2009)). Meteorological station data from the neigh-
bouring countries (i.e., Sweden, Norway, Russia and Esto-
nia) were used to reduce the uncertainty near the border
regions of Finland. The snow observation network is rela-
tively evenly distributed across the study area (Figure 1). On
average, the number of stations per day available for interpo-
lation was 351 over the period 1961–2014. The station den-
sity dropped towards the 21st century due to the automation
of the measurement stations. In Finland, the transition from
manual to automated measurements has been gradually pro-
gressing from the end of the 1990s until now, and at the
moment, approximately 50% of the snow measuring stations
are automated. The interpolation errors remained relatively
stable throughout the years (the mean root mean square error
[RMSE] over 1961–2014 was 5.3 cm, excluding months
from June to August).
For the gridding procedure, kriging interpolation was
used (Matheron, 1963; Goovaerts, 1999), which has been
widely applied in climatological studies (e.g., Haylock et al.,
2008; Hofstra et al., 2008). The kriging method is based on
spatial correlations of the observed variable and external
background information (Goovaerts, 2000). The
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interpolation routine used by Aalto et al. (2016) accounts for
the effects of geographical location (i.e., stations' latitudinal
and longitudinal positions), topography and water bodies
(sea and lake effects), thus adding local scale realism to the
gridded data. For precipitation and snow depth, a stepwise
gridding procedure was deployed, where interpolated
amounts were combined with interpolated probability of
occurrence of precipitation and snow (Barancourt et al.,
1992; following Haylock et al., 2008). Using such an
approach aids in accurately delineating areas with no precip-
itation or snow.
The accuracy and uncertainties of the dataset used in the
present work concern spatiotemporal inconsistencies in sta-
tion network, the incomplete sample of background data
used as external predictors, inhomogeneity in the observa-
tion data and the sensitivities of the interpolation model
parameters (Aalto et al., 2016). Moreover, Aalto et al.
(2016) deployed an uncertainty analysis based on a repeated
resampling approach, where multiple daily gridded outputs
were produced using slightly different station networks. Grid
points categorized as uncertain (SD larger than the 90th per-
centile of all SD values) were excluded from the subsequent
analyses (Figure 2e–h).
2.1 | Analysing temporal averages and trends
We defined long-term averages and trends of several snow
related indices.
• Monthly mean snow depth (SN) calculated from the
daily values.
• Annual maximum snow depth (MAXSN).
FIGURE 1 Spatio-temporal characteristics of the station network used for producing the gridded snow depth data in Aalto et al. (2016). (a) The points depict
the stations in Finland and in the neighbouring countries (n = 842), with the colours indicating the total number of years with snow depth observations and
(b) the curve shows the general temporal patterns of daily station data availability (smoothed using a local polynomial regression). The black points show the
annually averaged interpolation error in terms of root mean squared error (RMSE), with the vertical lines indicating SD (months from June to August were
excluded)
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• The beginning time of the seasonal snow cover period
(BEG): the first day after the autumn's last snow-free day
when the snow depth reaches at least 1 cm.
• Snow-off date (SOD): the first snow-free day in spring
after the winter's maximum snow depth. The maximum
snow depth is assumed to occur after January 1. If sev-
eral equal maximum values are found, the date of the
first maximum value is chosen to be the starting point to
search for the SOD.
• The length of the seasonal snow cover period (LSS): the
number of days between the previous two variables.
• The date of the winter's maximum snow depth (MAXD):
the date when the snow depth reaches its maximum
value. MAXD is assumed to occur between January
1 and June 30. If equal maximum values are observed
several times, the date of the first observed maximum
snow depth is chosen to represent the date of the winter's
maximum snow depth.
• The number of snow days (N1): the number of days dur-
ing the winter when snow depth is at least 1 cm.
• The number of days during the winter when the snow
depth is equal or greater than 15 cm (N15).
• The number of days during the winter when the snow
depth is equal or greater than 25 cm (N25).
Note that when calculating N1, N15 and N25, we also
took into account snowy days outside the seasonal snow
cover period, that is, before BEG and after SOD. To estimate
the spatial variation in temporal trends of the snow related
indices, a pixel-wise least squares linear regression model
was fitted to the yearly values (n = 54). The significance of
the trends was assessed using two-tailed t tests.
In addition to whole country, the statistics of the snow-
related indices, including maximum, minimum and mean
values, SD and slope of the linear trend, were examined in
two smaller study domains (Figures 2 and 6) of approxi-
mately 110 × 110 km (or approximately 120 grid points),
one being located in the south (SF) and the other in the north
(NF). These domains represent two contrasting snow climate
regimes within Finland: a southwestern maritime region and
a northern region with Arctic conditions. We also examined
the role of temperature and precipitation related quantities in
controlling SN in these two snow climate regimes in Fin-
land. Therefore, the relations between spatially averaged
FIGURE 2 Monthly mean snow depth (SN, a–c, upper row) and the linear trend of SN (e–g, lower row) in December, February and April in 1961–2014.
The last panels in the first and second rows show the winter mean maximum snow depth in 1961–2014 (d, MAXSN) and the linear trend of the maximum
snow depth (h). Black dots mark the areas where the trend is statistically significant at the 5% level. The areas with the largest uncertainties in the gridded
snow data are marked in grey in the panels of linear trend. The two boxes in the panels denote the SF (southern Finland) and NF (northern Finland) districts
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long-term trends of SN and the following quantities were
investigated for the study domains of SF and NF.
• Monthly mean temperature (T): temperature affects the
form of precipitation and melting of snow cover.
• Monthly mean amount of precipitation (PR): precipita-
tion may increase or decrease the snow amount depend-
ing on its form.
• Monthly mean maximum temperature (TMAX).
• Monthly number of ice days (ID): monthly number of
days having the daily maximum temperature equal or
less than 0C. These are the potential days for solid pre-
cipitation to occur.
• Monthly mean amount of solid precipitation (PRS): precip-
itation falling during ice days of each month. An increase
in solid precipitation tends to increase snow depth.
• Monthly fraction of solid precipitation (FRPRS).
• Monthly mean amount of mixed and liquid precipitation
(PRML): the difference between monthly amount of pre-
cipitation (PR) and monthly amount of solid precipita-
tion (PRS). An increase in PRML tends to decrease snow
depth.
These quantities were analysed over two shorter periods
(1961–1987 and 1988–2014) and the significance of the
change between the periods was assessed for each month
and winter period (DJF) using two-sided Mann–Whitney-
tests.
It is worth noting that our method of identifying solid
precipitation ignores the fact that some snow may also fall
during frost days (i.e., on days having daily minimum tem-
peratures equal to or less than 0C). Precipitation during
frost days may thus include snowfall, rainfall and a mixture
of both, that is, sleet. In Finland, no gridded datasets exist
separately for snowfall and rainfall. Although precipitation
during ice days provides only an approximation for snowfall,
we considered the method sufficient for the needs of the pre-
sent work. Moreover, the amount of precipitation caused by
snowfall is a difficult quantity to measure, and the equip-
ment for measuring precipitation has developed over time
(Kuusisto, 1984; Taskinen and Söderholm, 2016). The
changes in precipitation gauges create uncertainty to snow-
fall trends, which is why we examined the linear trends of
annual and DJF PRS also for two shorter time periods of
1961–1980 and 1983–2014 (not shown). These trends were
in general in line with the results presented in this paper.
3 | RESULTS
3.1 | Spatial variations in long-term means and trends
of snow depth
In an average winter of the period 1961–2014, a large part
of Finland had already received its first snow during
November. In December (Figure 2a), the snow cover was
thinnest in southwestern Finland and thickest in northern
Finland. During the remaining winter months, the spatial
patterns of snow depth resembled that in December: lowest
in the southwest and highest in the north (Figure 2b). In
April (Figure 2c), snow was generally melting, but the varia-
tion in snow depth within Finland was large. Expectedly, the
long-term mean annual maximum snow depth was lowest in
southwestern Finland and highest in northern Finland
(Figure 2d).
The long-term trends in SN over the period 1961–2014
were generally negative (Figure 2e–g). The strongest abso-
lute decrease, locally up to 4–6 cm/decade, occurred in
February (Figure 2f) and in March in southern and western
Finland and in April (Figure 2g) in central Finland. In
December, the snow depth decreased in eastern and northern
parts of the country. In May, the decreasing trend of
2–4 cm/decade was statistically significant in many areas in
northern Finland; elsewhere, snow had melted already.
MAXSN changed most in southwestern parts of Finland—in
places more than −4 cm/decade (Figure 2h) or −7%/decade
in relative terms.
3.2 | Characteristics of the snow season and their
changes in time
The climatological beginning time of the seasonal snow
cover period (BEG) and snow-off date (SOD) in 1961–2014
are shown in Figure 3a,b. Over that time, BEG shifted to
later dates and SOD to earlier dates almost everywhere in
Finland (Figure 3e,f). The areas of the strongest and statisti-
cally significant positive trend in BEG were mainly located
in central and southeastern parts of Finland. The strongest
negative trend in SOD was found in western coastal areas,
where SOD advanced locally more than 4 days/decade.
Snow depth reached its maximum value mainly in March
(Figure 3c). No clear statistically significant change occurred
in MAXD during the study period (Figure 3g).
The seasonal snow cover period (LSS) lasted on average
less than 85 days in the southwestern coastal area and the
Archipelago (not shown). In northern Finland, LSS varied
from 175 to 225 days. During the period 1961–2014, LSS
shortened practically everywhere in Finland. The shortening
was strongest in western parts of Finland, where the negative
trend was locally 8–14 days/decade, and weakest in Lap-
land, where the negative trend varied from 0 to 5 days/de-
cade. The trend was significant at the 5% level in western
and central parts and locally also in Lapland.
The climatological mean N1 was on average
85–130 days in southwestern Finland. In Lapland, N1 was
mainly over 190 days, and in northern Lapland, N1 was
locally over 225 days. Similar to LSS, N1 decreased every-
where in Finland during the study period. The trend was
strongest in western and central Finland, where it was
mainly −5 to −8 days/decade and locally −8 to
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−14 days/decade. While N15 (Figure 3d) and N25 were
clearly smaller than N1, their negative trends were consider-
ably stronger. The climatological means varied from less
than 80 days for N15 and approximately 7 days for N25 on
the southwestern coastline to over 180 days (N15) and
160 days (N25) in northern Lapland. The decrease in N15
was strongest in central, western and southwestern parts of
Finland—in relative terms, −8 to −11%/decade (not shown).
3.3 | Interannual variation and trends in the northern
and southern study domains
The summary statistics for MAXSN, MAXD, SOD, BEG,
LSS, N1, N15 and N25 for 1961–2014 are provided in
Table 1 for the two domains of southern Finland (SF) and
northern Finland (NF) (see the domains in Figures 2 and 6),
and the time series and linear trends for BEG, SOD, MAXD
and N15 are shown in Supporting Information Figure S1.
The values of MAXSN, MAXD, LSS, N1, N15 and N25
were consistently smaller in SF than in NF. Correspondingly,
the earliest and latest MAXD and SOD occurred earlier in SF
than in NF, and the earliest and latest BEG occurred later in
SF than in NF. The SDs of all the indices were larger in SF
than in NF, indicating that the interannual variation was larger
in SF than in NF.
While the trends generally indicated less snow, not all
were statistically significant (Table 1). The linear trend of
SOD was statistically significant both in SF and NF. In
terms of absolute values, it was stronger than the linear trend
of BEG in both districts, meaning that the change in the
snow season was stronger in spring than in autumn. Similar
to SOD, the decreasing trends of N1 and N25 were statisti-
cally significant over both domains (Table 1). In SF, LSS
had a stronger negative trend than N1, which implies that
the snow season in SF has become more fragmental—snow
falls and then melts away several times during winter.
3.4 | Potential drivers of observed changes in snow
conditions
We observed significant changes in potential drivers of the
snow conditions over the two study domains of SF and NF
between the 1961–1987 and 1988–2014 time periods. In SF,
both the monthly mean and monthly maximum temperatures
increased in January–April (Figure 4a,b). For TMAX, the
change between the periods was critical in March—the near-
zero TMAX in 1961–1987 rose clearly above zero in
1988–2014. Total precipitation increased in January and
February, and the fraction of solid precipitation decreased in
the same months (Figure 4c–e). These changes in PR and
FRPRS were due to increased mixed and liquid precipitation
(Figure 4f), as the amount of solid precipitation did not
change (Figure 4d). Additionally, ID decreased in January
and February. The decrease in SN between the two periods
FIGURE 3 The beginning of the permanent snow season (a, BEG), snow-off date (b, SOD), the date of the winter's maximum snow depth (c, MAXD) and
the number of the days when the snow depth is at least 15 cm (d, N15) in 1961–2014 (upper row) and their corresponding linear trends (e–h, lower row).
Black dots mark the areas where the trend is statistically significant at the 5% level
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was evident in SF in February–April (Figure 4g). Based on
the changes seen in temperature and precipitation related
variables, we state that in February, SN decreased most
likely due to increasing PRML and rising temperature. In
March and April, the main reason is probably increasing
temperature. The strong effect of increasing liquid and
mixed precipitation on snow depth is also seen in Supporting
Information Figure S2. The decrease in snow depth began
approximately at the same time PRML began to increase in
November–December. Supporting Information Figure S3
shows the strong relationships between regionally averaged
annual MAXSN and November–March mean temperature,
PRS and PRML in SF.
In NF, the changes were not as clear as in SF. Monthly
mean T increased in December, January and April, and
TMAX increased in January, March, April and May
(Figure 5a,b). Despite the increases, T and TMAX stayed
below 0C also during the latter period in mid-winter
because of the colder baseline climate. In precipitation
(Figure 5c–f), there seems to be no clear pattern of changes
in the individual months, except for February, and thus the
changes in 3 months sum over the winter months
(December, January and February, referred to as DJF hereaf-
ter) were also analysed. The increases in DJF PR, DJF PRS
and DJF PRML were all statistically significant (Table 2), but
in monthly mean SN (Figure 5g) or in DJF mean SN
(Table 2), there occurred no change due to the counteracting
effects of increasing DJF PRS and DJF PRML. The counter-
acting behaviour of the PRS and PRML change is more
clearly shown in Supporting Information Figure S2. A slight
decrease in November–December snow depth originated in
October due to decreased solid precipitation. An increase in
December–February solid precipitation acted to compensate
this decrease, but at the same time, increasing liquid and
mixed precipitation counteracted it. Supporting Information
Figure S4 shows that in NF, the role of November–March
precipitation is stronger than the role of November–March
temperature for the annual MAXSN. In NF, DJF ID
decreased (Table 2). The inverse changes in DJF PRS and
DJF ID in NF may imply that snowfall events have become
more intense, causing more snowfall in less time.
The changes in the annual amount of solid precipitation
divide Finland into two parts (Figure 6). The decrease was
the strongest and locally also statistically significant in west-
ern and southwestern coast areas (in relative terms, −3 to
−6%/decade [not shown]) or locally more. In eastern and
northern Finland, the annual PRS increased in many areas,
the strongest increase being mainly 3–6%/decade in relative
terms. When the spatial pattern correlation between annual
PRS and MAXSN trends (Figures 6b and 2h) was examined,
we found that in almost half of Finland's area, MAXSN
decreased despite increasing PRS (Figure 7), whereas in 40%
of the area, both MAXSN and PRS decreased (Pearson's cor-
relation = 0.60, p < 0.001). This result indicates that even
in the areas where PRS increases, it cannot fully counteract
the effects of increasing mixed and liquid precipitation and
temperature in reducing snow depth.
4 | DISCUSSION
In the present work, we analysed gridded snow depth and
several snow related indices characterizing snow season in
Finland. During the study period of 1961–2014, snow depth
decreased in each winter month nearly everywhere in Fin-
land, most strongly so in western and southern parts of the
country in February and March. These findings mostly fol-
low expectations. At these southern locations, the more mar-
itime climate and milder winters make snow cover more
sensitive to increasing temperature when compared to more
northern locations, as noted by Callaghan et al. (2012).
Southern Finland is estimated to belong to the zone where
climate warming influences on maximum SWE are first
expected to appear (fig. 3.21 in Brown et al., 2017). Our
findings of the changes in snow conditions are also in line
TABLE 1 The mean, minimum and maximum values, together with the SDs and the slopes of the linear trends of selected snow related indices in
1961–2014 in two study domains in Finland (Figure 1a), one of which is in the south (SF), and the other of which is in the north (NF)
Mean Minimum/earliest value Maximum/latest value SD Slope (per decade)
Variable (units) SF NF SF NF SF NF SF NF SF NF
MAXSN (cm) 43.9 82.7 15.3 (2014) 58.4 (1990) 78.4 (1966) 121.5 (2000) 15.2 14.5 −2.1 −0.3
MAXD (date) February 26 March 23 January 5, 1989 February 11, 2003 April 2, 1996 April 24, 1992 18.4 15.7 −1.7 −1.6
SOD (date) April 7 May 14 February 19, 1975 April 27, 1990 May 3, 1966 May 27, 1968 16.5 7.1 −3.3 * −1.6 **
BEG (date) December 15 October 28 November 9, 2002 October 6, 1968 January 30, 2008 November 21, 2011 21.8 11.9 2.3 0.8
LSS (days) 112.0 197.0 22 (1974–1975) 159 (1989–1990) 165 (1965–1966) 231 (1968–1969) 31.6 14.8 −5.7 * −2.4
N1 (days) 137.4 206.8 78 (2013–2014) 181 (1989–1990) 178 (1980–1981) 243 (1968–1979) 22.0 12.6 −4.8 * −2.9 **
N15 (days) 85.6 169.1 3 (2013–2014) 121 (1989–1990) 152 (1980–1981) 228 (1968–1969) 32.9 19.6 −5.6 −3.8 *
N25 (days) 56.1 149.3 0 (2013–2014) 96 (1989–1990) 144 (1965–1966) 214 (1968–1969) 34.9 22.7 −6.5 * −4.1*
The year when the maxima/minima occurred is given in brackets. MAXSN: annual maximum snow depth; MAXD: the date of the winter's maximum snow depth;
SOD: snow-off date; BEG: the beginning of the permanent snow season; LSS: the length of the permanent snow season; N1, N15, N25: number of days during the win-
ter when the snow depth is at least 1, 15 or 25 cm, respectively.
*Statistically significant trends at the 5% level according to two-sided t tests.
**Statistically significant trends at the 1% level according to two-sided t tests.
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with those reported by Hannula (2012), Jylhä et al. (2014),
Lehtonen (2015), Aalto et al. (2016), Lepy and Pasanen
(2017) and Merkouriadi et al. (2017).
Long term increases in snow depth in February and in
annual maximum snow depth over northern Eurasia were
reported by Bulygina et al. (2011) and Callaghan et al.
(2012). Updated trends for Russia in 1966–2014 show less
evidence of increases in maximum snow depth and more
evidence of decreases (Brown et al., 2017). We did not find
any statistically significant increase in February SN or
MAXSN in Finland but decreases occurred in southern and
western parts of the country. Our results correspond in gen-
eral with the results of Park et al. (2012), who found a long-
term decrease in January–March snow depth in 1948–2006
in large areas of northern Eurasia (see fig. 5b in Park et al.
(2012)). Additionally, Zhong et al. (2018) detected a
decreasing trend in annual mean snow depth over the west-
ern areas of European Russia and some other areas, even
though the trend for the entire Eurasia was increasing. Calla-
ghan et al. (2012) linked their finding to a long-term
increase in cold season precipitation (north of 60N), with-
out distinguishing the form of the precipitation. An increase
in winter precipitation was seen also in our results for the
two study domains (Table 2). In the south, the increase in
precipitation was due to mixed and liquid precipitation,
whereas solid precipitation amounts remained practically
invariant. These changes in the form of winter precipitation
along with the increase in winter and spring temperatures
explain the decrease in SN in the south. In the north, we
found increases in DJF and annual amounts of solid precipi-
tation, but these increases did not cause a long-term increase
in SN or MAXSN. This increase in solid precipitation is in
line with Zhong et al. (2018), who found an increasing trend
in annual snowfall across the former USSR. The area indi-
cating recent past increases in the annual snowfall sum
(Figure 6b) roughly corresponds to an area of projected
increases in heavy snow loads in forests (Lehtonen et al.,
2016). This suggests that even though an increase in snow-
fall does not increase the monthly amount of snow on the
ground, it may still affect snow loads in forests.
Various studies have reported the strongest decrease in
Northern Hemisphere snow cover duration and snow cover
extent occurring in spring and little or no change in autumn
(Brown and Mote, 2009; Brown and Robinson, 2011; Calla-
ghan et al., 2012; Kunkel et al., 2016). Our findings regard-
ing the changes in SOD and BEG in Finland support that
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FIGURE 4 Twenty-seven-year mean seasonal cycles of monthly mean temperature (a, T), monthly mean maximum temperature (b, TMAX), monthly mean
amount of precipitation (c, PR), monthly mean solid precipitation (d, PRS), monthly fraction of solid precipitation (e, FRPRS), monthly mean mixed and liquid
precipitation (f, PRML), monthly mean snow depth (g, SN) and monthly number of ice days (h, ID) in southern Finland (SF). The dashed line indicates the
1961–1987 period, and the solid line indicates the 1988–2014 period. The months when the change between the two periods is statistically significant at the
5% level and 1% level according to two-sided Mann–Whitney tests are denoted by * and **, respectively
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result. Still, regional differences can be relatively large,
even within such a small district as Finland. For example,
in western and northern parts of Finland, the last date of
the seasonal snow cover period generally changed more
than its onset date, but the reverse occurred in eastern and
central parts of Finland. A strong retreat in snow cover in
spring is generally associated with the positive snow-
albedo feedback (Dery and Brown, 2007; AMAP,
2017)—the loss of snow in spring accelerates the warming
because the surface becomes darker, which reduces the
albedo. On the other hand, the earlier snowmelt has been
linked to increases in carbon uptake during spring, which
in part counteracts the positive feedback of the earlier
snowmelt (Pulliainen et al., 2017).
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FIGURE 5 Twenty-seven-year mean seasonal cycles of monthly mean temperature (a, T), monthly mean maximum temperature (b, TMAX), monthly mean
amount of precipitation (c, PR), monthly mean solid precipitation (d, PRS), monthly fraction of solid precipitation (e, FRPRS), monthly mean mixed and liquid
precipitation (f, PRML), monthly mean snow depth (g, SN) and monthly number of ice days (h, ID) in northern Finland (NF). The dashed line indicates the
1961–1987 period, and the solid line indicates the 1988–2014 period. The months when the change between the two periods is statistically significant at the
5% level and 1% level according to two-sided Mann–Whitney tests are denoted by * and **, respectively
TABLE 2 The DJF mean values for T, Tmax and FRPRS, and DJF sum for PR, PRS, PRML and ID in two study domains in Finland (Figure 2a), one in the
south (SF) and the other in the north (NF), for two periods, 1961–1987 and 1988–2014
SF NF
Variable (units) 1961–1987 1988–2014 p 1961–1987 1988–2014 p
T (C) (mean) −7.1 −4.6 0.0012** −13.6 −11.1 0.0012**
Tmax (C) −4.1 −1.9 0.00087** −9.5 −7.2 0.0019**
PR (mm) 110.5 142.8 0.0011** 85.8 112.8 0.00015**
PRS (mm) 59.1 53.2 0.23 74.2 93.4 0.0031**
FRPRS (%) 56.8 39.5 0.0020** 87.1 83.1 0.084
PRML (mm) 51.4 89.5 0.00050** 11.5 19.4 0.015**
ID (days) 62.9 49.1 0.00081** 81.4 78.0 0.039*
Note. *Statistically significant change at the 5% level.
**Statistically significant change at the 1% level.
The P-values for the change between the two periods according to two-sided Mann–Whitney tests are also shown. T: mean temperature; Tmax: mean maximum temper-
ature; PR: total precipitation; PRS: solid precipitation; FRPRS: fraction of solid precipitation; PRML: mixed and liquid precipitation; ID: ice day sum.
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Our results regarding changes in precipitation form in
southern Finland agree with the future projections (Bintanja
and Andry, 2017), according to which the rainfall is expected
to strongly increase and snowfall to moderately decrease
throughout the entire Arctic by the end of the 21st century.
We also found indications that snowfall events may have
become more intense in northern Finland as the solid precipi-
tation increased, but ice days, which are the potential days for
snowfall to occur, decreased. Räisänen (2015) found similar
results in future projections for the end of the present century;
the frequency of days with at least 1 mm of snowfall was pro-
jected to decrease in the whole of Finland, most strongly in
southwestern Finland, but the intensity of snowfall on those
days was simulated to slightly increase everywhere.
Snow density and SWE are connected to snow depth. In
an approximately 50-year long time series of snow bulk den-
sity at five snow survey locations of the Finnish Environ-
ment Institute (SYKE), only weak trends could be detected,
but if present, they most often showed either slight decreases
in early winter or slight increases in spring density (Rasmus,
2013). Some datasets of SWE do exist, such as the SYKE
snow survey data (Reuna, 1994) and the GlobSnow SWE
product (Luojus et al., 2013), but they typically cover a
shorter time range or are of coarser temporal or spatial reso-
lution than the FMIClimGrid dataset utilized in this paper.
An option is also to apply a snowpack model to simulate
SWE, as undertaken by Irannezhad et al. (2016) for three
stations in Finland. They found that during a recent century-
long period, the simulated annual peak SWE decreased and
shifted in time to earlier dates and the continuous snow
cover duration shortened at three weather stations located in
southern, central and northern parts of the country. Contrary
to our results, however, they attributed the changes in snow
cover to decreasing snowfall and unchanged wintertime rain-
fall at all three stations they considered.
FIGURE 6 (a) Annual amount of solid precipitation (PRS) in 1961–2014 and (b) its linear trend. The black dots in b mark the areas where the linear trend is
significant at the 5% level. The two boxes in the panels denote the SF (southern Finland) and NF (northern Finland) districts
FIGURE 7 Density scatterplot showing the spatial pattern correlation
between the linear trends of annual PRS (mm/decade) and MAXSN
(cm/decade). For calculating local densities, 128 bins for both directions
were used (default in R function smoothScatter). The percentages depict the
proportion of data falling inside each quadrat. The correlation is expressed
as Pearson's correlation coefficient (r)
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5 | CONCLUSIONS
Snow depth decreased and snow season shortened in large
areas in Finland. Increasing precipitation and the changes in
its form played a significant role in the changes that were
observed. In southern Finland, increasing mixed and liquid
precipitation and rising temperature drove the changes. Our
results clearly show that in southern Finland, winters are
becoming more rainfall-dominated. In northern Finland, the
changes and the factors driving them were not as straightfor-
ward, as both solid and liquid precipitation were found to
increase, and thus the decrease in snow depth was smaller
than in southern Finland or non-existent. The change in
annual snowfall amount divided Finland roughly to two
parts. In northern areas, the winter baseline temperature is
still low enough that the increasing temperature largely stays
below 0C, and the increasing precipitation mostly falls
as snow.
Despite decreasing monthly snow depth and shortening
of the snow season, short-term strong snowfall events may
still occur. An example of those was seen on the west coast
of Finland in January 2016, when a new national daily
snowfall record of 71 cm was measured due to a lake-effect
phenomenon (Olsson et al., 2017). Additionally, blizzards
may still occur, although their probability of occurrence is
projected to decrease in a major part of northern Europe dur-
ing the ongoing century (Groenemeijer et al., 2016).
Our findings of decreased snow depth, increased mixed
and liquid precipitation and, in northern Finland, increased
solid precipitation, are in line with the contemporary projec-
tions of the future snow conditions for northern Europe
(Räisänen and Eklund, 2012; Räisänen, 2015). The general
agreement between our results for the past and projected
future changes supports the reliability of climate model pre-
dictions. However, the exact rate of the future changes is
highly dependent on the evolution of the GHG concentra-
tions and natural climatic variability. Using a long-term
gridded dataset of snow depth and multiple indices, we can
show substantial past changes in local scale snow conditions.
These kinds of findings are highly relevant for planning effi-
cient climate change adaptation strategies for multiple
sectors.
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APPENDIX 
Fig. A1. The regionally averaged time series for a) BEG, b) SOD, c) MAXD and d) N15
and their linear trends in the SF (black dots) and NF (open circles) study domains. The
slopes for the trends are given in each graph.
Fig. A2. The absolute change in monthly mean snow depth (cm), monthly amount of
solid precipitation (mm) and monthly amount of liquid and mixed precipitation (mm)
between the two study periods 1961-1987 and 1988-2014 in NF (upper panel) and SF
(lower panel). Note the different units for precipitation and snow depth.
Figure A3.  Scatterplots showing the relationships between regionally averaged annual
maximum snow depth and a) November-March mean temperature (T), b) November-
March  total  precipitation  (PR),  c)  November-March  mixed  and  liquid  precipitation
(PRML), and d) November-March solid precipitation (PRS) for each year of the 1961-
2014 study period in domain SF. Pearson’s correlation coefficient (R) is given in each
graph. The linear trend is fitted if the correlation is significant at the 5% level.
Figure A4.  Scatterplots showing the relationships  between  regionally averaged  annual
maximum snow depth and a) November-March mean temperature, b) November-March
total  precipitation,  c)  November-March  mixed  and  liquid  precipitation,  and  d)
November-March solid precipitation  for each year of the 1961-2014 study period  in
domain NF. Pearson’s correlation  coefficient  (R) is  given in each graph. The linear
trend is fitted if the correlation is significant at the 5% level.
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H I G H L I G H T S
• Systematically collected reindeer herder
knowledge was combined to weather
data.
• Practitioner knowledge was mainly in
line with the long-term meteorological
data.
• Changing seasonal climate affects rein-
deer condition and herding practices.
• Adaptation requires development of
work practices and the governance of
herding.
• Our approach can ease the dialogue be-
tween the practitioners and policy
makers.
G R A P H I C A L A B S T R A C T
Experiential practitioner 
knowledge
- questionnaire
Scientific knowledge
- spatially interpolated
meteorological data
Holistic understanding of the impacts of climate
change and adaptation to changes in the future
Improved dialogue between the local
practitioners, researchers and policy makers
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Westudied interannual variability and changes over time in selected climate indices in the reindeermanagement
area (RMA) in northern Finland. We present together the knowledge possessed by reindeer herders with infor-
mation from meteorological measurements over three decades. The practitioner knowledge was gathered via a
survey questionnaire addressing herder observations of long-term changes (approximately during the past
30 years) in climatic conditions and their impacts on herding during the four seasons. A set of temperature-,
precipitation- and snow-related indices relevant for herding within the RMAwas derived from spatially interpo-
lated daily meteorological data (1981–2010). Climatic changes detected based on the measurement data were
mainly consistent with earlier studies, and practitioner knowledgewas generally in line with themeteorological
data. The herders had experienced the largest number of changes during the winter, and the smallest number of
changes during the summer. The herders reported various impacts of changing seasonal weather on reindeer
condition and behavior, and on herding practices. Adaptation to the changing conditions requires adoption of
various coping strategies by the herders in their everyday work, continuous development of professional tech-
niques and practices, as well as support received from the governance of reindeer management. We conclude
that holistic understanding of the impacts of climate change and adaptation to changes in the future requires si-
multaneous analyses of data from different sources, more research co-defined with local practitioners, and co-
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planned governance solutions. The approach presented in this work can ease the dialogue between the local
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1. Introduction
Knowledge sets gained outside the scientific communities such as
indigenous knowledge (IK), traditional ecological knowledge (TEK) or
practitioner knowledge are often defined as contextual, local knowledge,
typically passed on from one generation to the next, and often attrib-
uted to a particular ethnic group inhabiting a given area. This knowl-
edge has been used as a basis for local level decision-making within a
given livelihood and community (Agrawal, 1995; Ingold and Kurttila,
2000; Menzies and Butler, 2006; Berkes, 2008; Buchanan et al., 2016).
Its use for scientific purposes has been criticized for lack of systematic
approach to data collection, uncertainties and potential bias within the
dataset, missing common terminology, and for being incommensurate
with the spatial and temporal scales of observational data (Couzin,
2007; Monastersky, 2009; Alexander et al., 2011; Huntington, 2011).
Nevertheless, during the 21st century, the value of local knowledge is
being increasingly acknowledged, particularly in the sparsely populated
areas where observational data may be scarce or seasonally biased and
the time-series length insufficient (Couzin, 2007; Alexander et al., 2011;
Huntington, 2011; IPCC, 2019).
Arctic and subarctic regions have shown significant warming
trends during the recent decades (AMAP, 2017; Kivinen et al.,
2017; IPCC, 2018; Marshall et al., 2018). Experiences of northern
communities of changing climate have been collected in different
parts of the circumpolar area (e.g. ACIA, 2004). Reindeer herders in
northern Fennoscandia and Russia have extensive knowledge on
weather. Weather conditions can strongly affect reindeer pastures,
reindeer condition, reproduction, and mortality, and increase the
workload and costs of reindeer husbandry (Heggberget et al., 2002;
Kumpula and Colpaert, 2003; Helle and Kojola, 2008; Kumpula,
2012; Turunen et al., 2016). Herders thus need to continually moni-
tor the grazing conditions during different seasons (e.g. Helle, 1984;
Ryd, 2001; Eira et al., 2013).
Climate change, manifesting itself as long-term warming and
changes in precipitation and snow conditions, is expected to have
both positive and negative impacts on herding (Moen, 2008; Turunen
et al., 2016). For example, on onehand,warmer earlywinterswith vary-
ing temperatures and events like rain-on-snow (ROS) or thaw-freeze
may lead tomore frequent icing of snow and basal ice, which can hinder
reindeer access to ground lichens (Rasmus et al., 2016, 2018; Eira et al.,
2018). Warm autumns may also result in the growth of mycotoxin-
producing microfungi (molds) below the snow in reindeer pastures
(Kumpula et al., 2000; Rasmus et al., 2018). On the other hand, warmer
winter weather can help reindeer keep fit, and early snowmelt and in-
creased availability of fresh forage in spring are favorable for lactating
reindeer and the new-born calves (Kumpula and Colpaert, 2003;
Mårell et al., 2006; Helle and Kojola, 2008; Turunen et al., 2009;
Tveraa et al., 2013). Warmer summers with increased precipitation
may lead to more severe insect harassment and more frequent parasite
epidemics (Soppela et al., 1986; Soppela, 2009; Laaksonen et al., 2007,
2010; Härkönen et al., 2010). Further, cold summers with heavy rains
are considered harmful to young calves (Helle and Aspi, 1984; Helle
and Kojola, 1994; Hagemoen and Reimers, 2002; Weladji et al., 2003;
Turunen et al., 2016).
Both indigenous Saami and non-Saami Finns practice reindeer
husbandry in Finland, unlike in Sweden and Norway where it is
mainly an exclusive right of the Saami (Helle and Jaakkola, 2008;
Soppela and Turunen, 2017). We consider the knowledge of herders
as practitioner knowledge (Ingold, 2000). Practitioner knowledge
widens the scope of IK or TEK to acknowledge the non-ethnic nature
of knowledge gained in certain livelihoods by spending time on the
land, developing skills, and evolving knowledge through practice
and experience. Practitioner knowledge on reindeer and the envi-
ronment possessed by the herders is acquired since childhood and
passed on from one generation to the next (Forbes, 2006; Forbes
and Stammler, 2009; Vuojala-Magga et al., 2011). Reindeer herders
traditionally have various coping strategies to deal with adverse
weather and pasture conditions. These strategies are based on
context-situated learning where new knowledge about new situa-
tions and new practices adopted is accumulated and exchanged
within the herding community (Turunen and Vuojala-Magga,
2014). Today, in the rapidly changing Arctic environments, unprece-
dented challenges related to adverse weather conditions may
emerge, and no coping strategies operate for them exist thus far
(Peltonen-Sainio et al., 2017; Eira et al., 2018).
In previous studies, collection of reindeer herder knowledge has
been rather localized in space and time (Helander, 2004; Vuojala-
Magga et al., 2011; Turunen et al., 2016; Jaakkola et al., 2018), sys-
tematic collection of herder knowledge for research purposes has
been rare, and relating such local knowledge with scientific observa-
tions even rarer. We anticipate that relating practitioner knowledge
of herders and meteorological measurements gives more in-depth
understanding of the environmental changes in northern regions,
also of aspects like experiences, impacts and coping. In this article,
we examine the changes in climate conditions in the reindeer man-
agement area (RMA) in northern Finland during the past 30 years
using knowledge of reindeer herders together with information orig-
inating from meteorological measurements. Rather than compare,
nor validate either of the knowledge sets in detail, we aim at present-
ing the knowledge sets together to bring out themost important out-
comes of both. We also review which coping strategies the herders
use in their daily herding work and what kinds of governance level
adaptation strategies exist. The objectives of this paper are to:
1) Study reindeer herder observations of changes in seasonal weather
characteristics and their consequent impact on herding in forest
and fell regions during the past 30 years.
2) Examine the inter-annual variability and changes over time of
various climate indices relevant for herding, using high-
resolution daily meteorological data covering approximately the
same period;
3) Give an overview of the strategies to cope with difficult weather
conditions, both from the viewpoint of everyday herding work
and regarding policies that govern the reindeer management in
Finland;
4) Discuss how these different knowledge sets can be used together, to
create new understanding of the effects of climate change on the
nature-based livelihoods, such as reindeermanagement, and to sup-
port decision-making on adaptation to climate change.
2. Materials and methods
2.1. Reindeer management area
In the Finnish reindeer management area (RMA) covering 36% of
the country (Fig. 1, Supplementary text S1, Fig. S1 and Table S1), the
semi-domesticated reindeer (Rangifer tarandus tarandus) has, in
principle, a free grazing right. The RMA is divided into 54 herding
districts, the organization and activities of which are guided by the
Reindeer Husbandry Act (848/1990). The 21 northernmost districts
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belong to an area specially intended for reindeer husbandry,1 and 13
of these are located within the Saami Homeland area. The maximum
allowed number of reindeer over one-year-old (the winter stock) is
currently 203,700 within the whole RMA. About 100,000 calves are
born in the spring, and 80,000 calves and 20,000 over one-year-old
reindeer are slaughtered in the autumn (RHA, 2018).
We have divided the RMA into two major study areas, which dif-
fer from their environmental conditions, reindeer herding practices
and culture: 1) forest reindeer husbandry region and 2) fell reindeer
husbandry region (Fig. 1, Table 1). Forest reindeer husbandry region
is situated within the boreal forest zone and fell reindeer husbandry
region within the mountain birch woodland zone. The border be-
tween the forest and fell reindeer husbandry regions generally fol-
lows the southern border of the Saami Homeland area as well as
southern timberline of spruce (Franke et al., 2015). In the Saami
Homeland, reindeer herds are generally larger and herding is more
commonly the main source of livelihood, whereas in southern dis-
tricts, herding is traditionally more often combined with other live-
lihoods, particularly forestry and tourism (Soppela and Turunen,
2017; Jaakkola et al., 2018).
2.2. Survey on the practitioner knowledge possessed by reindeer herders
Practitioner knowledge of reindeer herders was gathered via a sur-
vey which was planned in collaboration with Metsähallitus, Reindeer
Herders' Association, Finnish Environment Institute (SYKE), the Univer-
sity of Lapland and the University of Jyväskylä (see also Markkula et al.,
2019). The survey was part of the assessment of threatened habitat
types in Finland in 2018 (Pääkkölä et al., 2018). It was conducted in
the form of a questionnaire using theWebropol survey tool. The survey
was open from 13 October 2016 to 28 February 2017 (Supplementary
text S2). The survey was distributed systematically to all herding dis-
tricts through the information services of the Reindeer Herders' Associ-
ation using its Internet page, Facebook page, electronic mailing list and
the professional journal Poromieswhich, in theory, reaches every rein-
deer owner in Finland.
The questionnaire comprised of 26 arguments that addressed
changes in climate on a seasonal basis and their impacts on herding
during the past 30 years (approximately from the 1980s to the
2010s). Young herders who participated in the survey were
instructed to consider the changes they had experienced during
their whole life. The arguments were formulated using existing
knowledge on projected climate change in northern Finland (e.g.
Ruosteenoja et al., 2015, 2016) and knowledge of the impacts of
weather conditions on reindeer well-being and herding (e.g.
Vuojala-Magga et al., 2011; Turunen et al., 2016; Supplementary
text S1). The arguments were formulated to express the changes
generally associated with warming climate. Because of this, some
framing effect cannot be ruled out.
The respondents were asked to express their level of agreement/dis-
agreement with the arguments on a five-point scale, coded as follows:
1) I have observed a change in this feature into the direction of the argu-
ment 2) I have observed some change in this feature into the direction
of the argument 3) I have not observed any change in this feature 4) I
have observed some change in this feature, but into the opposite direc-
tion 5) I have observed a change in this feature, but into the opposite di-
rection. Respondents also had the possibility to describe the observed
changes and their impacts on herding in more detail in a free-form
text field in the questionnaire.
For this studywedefine a person as a herder if he/she owns reindeer,
practices herding either full-time or part-time, and earns at least part of
the income through practicing herding - and most importantly, defines
himself/herself as a herder. It is estimated that there are approximately
2000 active reindeer herders in Finland (RHA, 2018). A total of 90
Fig. 1. The reindeer management area (RMA) of Finland. The thin black lines show borders of herding districts. Green and gray shading indicate fell and forest reindeer husbandry regions,
respectively. The border between the regions generally follows the southern border of the Saami Homeland area in Finland (red line). (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
1 When referring to reindeer as a livelihood, we use the term “reindeer husbandry”.
“Herding” refers to day-to-day practices (and it also appears in the term “reindeer herding
district”), whereas husbandry considers reindeer as a resource and is related e.g. to the
profits, breeding, and social mechanisms. “Reindeer management” is related to all of the
practices pertaining to the keeping of reindeer, including governance (Forbes, 2006).
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reindeer herders from42herding districts responded to the survey. This
gives us a response rate of 4.5%.
Responseswere received fromnine out of 14 districts of the fell rein-
deer husbandry region (henceforth fell districts), and from 33 out of 40
districts of the forest reindeer husbandry region (henceforth forest dis-
tricts). About 44% of respondents had herding as their full-time job and
56% as a part-time job. The average age of respondents was 51 years.
Based on the age distribution of respondents, we estimate that at least
80% of the respondents have at least 30 years of experience on practic-
ing the livelihood. Respondents gave altogether 160 in-depth descrip-
tions of the seasonal weather changes (41 for summer, 39 for autumn,
36 for winter and 44 for spring) and 194 descriptions of consequent ef-
fects onherding (46 for summer, 47 for autumn, 50 forwinter and51 for
spring).
The reindeer herder responses were analyzed separately for the
fell and forest districts in Fig. 1. We classified the replies as agree-
ments (values 1–2; change observed into the direction of the
argument), neutrals (3; no change observed) and disagreements
(values 4–5; change observed into opposite direction). The key find-
ings of the study are presented in the form of maps, while more de-
tailed results are shown as column charts in the Supplementary
material (Figs. S2–S9).
Adaptation actions performed in response to climate changes were
not explicitly addressed by the survey, but, in their free-form com-
ments, many respondents explained the coping strategies they had
adopted in their everyday herding work (altogether 62 references).
The free-form comments are presented in full in the Supplementary
material (Tables S2–S9) and some excerpts of this material are pre-
sented in this article to illustrate the effects of the ongoing climate
change on the nature-based livelihoods from a more holistic
perspective.
2.3. Climate indices
Alongside analyses of the herder observations and perceptions, a
suite of seasonal and annual climate indices were calculated on the
basis of information frommeteorological measurements during the pe-
riod 1981–2010. A total of 14 temperature-, precipitation- and snow-
related indices relevant for reindeer herding were considered
(Table 2). Three of the indices (ID, R1d, RR10) belong to the core set of
extreme indices recommended by the Expert Team on Climate Change
Detection and Indices (ETCCDI; e.g. Sillmann et al., 2013). The snow-
related indices were selected from a set of indices examined by
Luomaranta et al. (2019). The indices for prolonged warm and wet pe-
riods (Warm1w and Wet2w) were originally defined by Peltonen-
Sainio et al. (2016a) and used in studies on weather risks in agriculture
(Peltonen-Sainio et al., 2016b, 2016c).
For calculating the indices, seasons were defined as JJA (summer),
SON (autumn), DJF (winter) and MAM (spring). The number of rainfall
days (Rain-d) was set equal to the number of wet days having daily
minimum temperature equal to or above zero. When the number of
rain-on-snow days (ROS-d) was calculated, a condition of at least
1 cm snow depth was added to this definition. In northern Finland,
the day is generally regarded as hot if the daily mean temperature is
higher than 20 °C, and cold if it is lower than−25 °C. The number of
hot days (Hot-d) and cold days (Cold-d) were defined accordingly
(Table 2).
The climate indices were derived from FMIClimGrid, a daily gridded
climate dataset covering Finland with a spatial resolution of 10 km
× 10 km (Aalto et al., 2016). The dataset consists of daily values of
seven climate variables, of which five were used in the present study:
minimum, maximum and mean temperature, precipitation and snow
depth (Table 2). FMIClimGrid is based onweather observations atmete-
orological stations in Finland and the neighboring countries
(i.e., Sweden, Norway, Russia and Estonia). A kriging interpolation
method was used for the gridding procedure (Matheron, 1963;
Goovaerts, 1999). The effects of the geographical location of theweather
stations, topography andwater bodies (sea and lake effects) were taken
into account in the interpolation routine used by Aalto et al. (2016). The
uncertainties in the dataset were related to spatiotemporal inconsis-
tencies in the station network, the incomplete sample of background
data used as external predictors, inhomogeneity in the observation
data, and the sensitivity of the interpolation model parameters. The
dataset is fully documented in Aalto et al. (2016).
The climate indices are presented in this paper as 1) time series
showing annual values calculated separately for the fell and forest dis-
tricts, 2) maps showing the mean values (in Supplementary material),
and 3) maps showing the temporal trend values for selected indices at
10 km resolution within the RMA. The trends in indices were calculated
using the non-parametric Sen's slope method. The statistical signifi-
cance of the trends was calculated using the Mann-Kendall trend test.
These methods are generally considered as robust and reliable, except
that in the case of rare events, the trend may appear significant even
though it is, in practice, nonexistent. We also calculated the standard
deviations of yearly values of annual and seasonal climate indices and
compared these to time-mean average changes per decade in the re-
gions of RMA where the trends were statistically significant. The pur-
pose of this comparison was to support our interpretations regarding
the questionnaire survey results (for a human observer it may be diffi-
cult to separate the possible change in a variable from interannual var-
iation, when the standard deviation is of the same magnitude or larger
than the decadal trend). Some of the indices corresponded directly to
the arguments presented in the questionnaire survey, whereas other in-
dices were rather discrete or stand-alone ones. Some of the arguments
Table 1
Main characteristics of fell and forest reindeer husbandry regions.
Fell reindeer husbandry region Forest reindeer
husbandry region
Vegetation zonea Mountain birch woodland, treeless
heaths, boreal forest (Scots pine)
Boreal forests (Scots
pine, Norway
spruce)
Total area (km2)b 37,221 85,600
Climate
Mean annual
temperature (°C)c
−1.3 0.3
Mean annual
precipitation
(mm)c
486 581
Mean maximum
snow depth (cm)c
86 85
Reindeer management
Number of
reindeerb
82,745 115,576
Number of reindeer
ownersb
1383 3047
Reindeer/ownerb 70.4 37.4
Supplementary winter feedingd:
-in enclosures (% of
reindeer)
8.5 76.5
-in the field or to
support herding
(%)
65.2 17.4
-no supplementary
winter feeding (%)
26.4 6.1
Pasture rotation in
use (% of
districts)d
100 21
a Oksanen and Virtanen (1995) and Virtanen et al. (2016).
b During a herding year 2016–2017; approximately one third of reindeer owners are
women, and 10–15% are under-aged (RHA, 2018), reindeer owners belonging to these
groups are less involved in the daily practices of herding.
c During 1981–2010 (Pirinen et al., 2012).
d During 2004–2015 (RHA, 2018).
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of the survey were difficult to translate into climate indices (e.g. more
frequent mold/ice layer formation).
3. Results
Mean climatic conditions vary considerably within the RMA
(Figs. S10–S13). Climate indices show also remarkable interannual var-
iability, both in fell and forest districts (Figs. S14–S17). In this section,
we present the changes in the seasonal weather as experienced by the
herders, and as manifested through the climate indices calculated for
the RMA for the period from 1981 to 2010. We start from the summer
season, following the seasonal cycle in reindeer life and herding
(Table S1 and Fig. S1). Also, the reindeer herder observations of the ef-
fects of these changes on herding practice are described. See Table 3
for the summary of the survey results and Supplementary material
(Figs. S2–S9; Tables S2–S9) for further details not shown here.
3.1. Summer – warmer or wetter?
3.1.1. Herder experiences and meteorological observations of summer
climate
In the questionnaire survey, nearly 80% of the herders reported that
summer precipitation has increased, and over 70% reported that heavy
rains have become more common. Instead, the herders had not gener-
ally observed any particular changes in the summer temperatures, al-
though some divergent views on warming and more frequent heat
periods were expressed (Table 3, Table S2). Present-day summers
were perceived as warmer than before in some districts in the southern
andnorthwestern parts of theRMA (Fig. 2a). Themajority of the herders
reported having observed greater variability in summer weather. They
noted that variation in the summer temperature and precipitation is
large not only interannually but also within the season. The views of
the herders of the fell and forest districts concerning the changes in
summer weather were mostly similar to each other.
Statistically significant increasing temporal trends in the annual
number of hot days (Hot-d) were detected rather widely in the south-
ern part of the RMA (Fig. 2b). In these regions, the increase was
1–1.5 days per decade and, on the other hand, the standard deviation
of yearly values was 2–6 days. In only four districts located within
these regions, a majority of respondents reported about warming sum-
mers (Fig. 2a). The annual degree day sum (DD) has significantly in-
creased all around the RMA (Fig. 3b), most strongly in the southern
and central RMA where the trend was 80–100 days per decade, the
standard deviation being 110–130 days or locally more. This is not
only related to warmer summers, but also to the lengthening of the
growing season.
All precipitation indices had remarkable interannual and spatial var-
iability (shaded areas in the Fig. S14). The number of rain days (Rain-d)
increased significantly (by 4–6 days per decade) in some rather local-
ized areas only (Fig. 4). In these areas the standard deviation of Rain-d
was 3–5 days. Indices related to the heavy precipitation events also
showed increasing trends in some northern locations: 3–6 mm per de-
cade for the largest daily precipitation (R1d; Fig. 5a) and approximately
1 day per decade for the number of heavy precipitation days (RR10;
Fig. 5b). The corresponding standard deviations for R1d and RR10
were mainly 5–10 mm and 3–4 days, respectively. For R1d, decreasing
trends occurred in the southern areas, locally−2 to−4mmper decade,
standard deviation being 5–10 mm and locally up to 15 mm.
3.1.2. Effects of the changes in the summer climate on herding
According to the free-form comments of the herders of the fell
districts (Table S6 in Supplementary material), a cold and rainy sum-
mer is worse for herding than a dry and warm one. Delayed and poor
development of vegetation can have negative impacts on milk pro-
duction of dams and growth of calves. A rainier but warmer and lon-
ger growing season may increase the growth of vegetation and
availability of high-quality forage, e.g. mushrooms, for reindeer. On
the other hand, rainy summers, wet ground and flooding rivers can
make gathering and moving reindeer to the round-up sites with ter-
restrial vehicles more difficult. Interestingly, lack of insect harass-
ment, which is dependent on temperature and precipitation, can
hamper reindeer moving to the round-up sites. Only 11% of the re-
spondents had not observed any impacts of changes in the summer
weather on herding so far.
The herders of the forest districts reported that collecting and
moving reindeer to the calf-marking round-up sites has become
more difficult, because due to, e.g. short heat periods and lack of in-
sect harassment, reindeer do not gather into herds as early as they
Table 2
Climate indices calculated from the FMIClimGrid dataset for daily mean temperature (Tmean), daily maximum temperature (Tmax), daily minimum temperature (Tmin), daily precipi-
tation sum (Prec) and snow depth (SN). The indices have been calculated for a 3-month season, unless marked with an asterisk (annual values used).
Index Description Unit Season
Temperature
Hot-d Days with Tmean N20 °C Nr of days ⃰ ANN
DD Degree day sum for Tmean N5 °C °C days⃰ ANN
Cold-d Days with Tmean b−25 °C Nr of days* ANN
ID Days when Tmax ≤0 °C Nr of days SON, DJF, MAM
Zero Zero-crossing days: Tmin b0 °C and Tmax N0 °C Nr of days SON, DJF, MAM
Warm1w Periods of seven consecutive days with Tmean ≥ Tseaa +3 °C, and in at least six of them Tmean ≥ Taveb + 3 °C
Nr of
periods
JJA, SON, DJF,
MAM
Precipitation
Rain-d Days when Prec ≥1 mm and Tmin ≥0 °C Nr of days
JJA, SON, DJF,
MAM
R1d Largest daily precipitation mm/day JJA
RR10 Days with Prec ≥10 mm Nr of days JJA
Wet2w
Periods with Prec2wc ≥ Pmond and at least seven days with Prec ≥0.5 mm and at maximum two consecutive days with Prec b0.5
mm
Nr of
periods JJA
ROS-d Days when Prec ≥1 mm, Tmin ≥0 °C and SN ≥ 1 cm Nr of days SON, DJF, MAM
Snow
BEG Snow cover formation date Date* ANN
SOD Snow cover melt day, first snow free day after the winter maximum snow depth Date* ANN
MaxSN Annual maximum snow depth cm* ANN
a Tsea = climatological mean temperature of a season.
b Tave = mean temperature of a 30-day period (moving average).
c Prec2w = precipitation sum during a 2-week period.
d Pmon= climatological monthly mean precipitation sum.
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did before. Many herders also pointed out that lack of long dry pe-
riods in the summer has led to difficulties in producing hay for sup-
plementary winter feed for reindeer, and that hay is of worse
quality than earlier. Some herders had observed that reindeer in
the forest districts are in any case doing better due to lack of long
heat periods and weaker insect harassment: “Cool summer has helped
reindeer keep fit… The heat periods have been relatively short.” Some of
the herders held the view that the changing summer weather is in-
significant for reindeer herding.
3.2. Longer and warmer autumn?
3.2.1. Herder experiences and meteorological observations of autumn
climate
The herder views on delayed frost season in autumn and its conse-
quent impacts on snow and ice phenomena are rather unanimous
(Table 3, Table S3). Herders of the fell and forest districts had experi-
enced a delayed onset of the frost period (subzero temperatures),
later formation of the ground frost as well as ground frost being
Table 3
A summary of the survey results. Agreements, i.e., changes observed into the direction of the argument (median values 1–2) are bolded. Percentages of responseswith values 1–2 (change
observed into the direction of the argument), 3 (no change observed) and 4–5 (change observed into opposite direction) are also given. NA means missing answers; no answers were
missing from the fell districts. The category including the majority of the responses is shaded.
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shallower than before, and later formation of the snow cover. Experi-
ences of autumn precipitation changes differed regionally. About 58%
of the herders of the forest districts and only 39% of herders of the fell
districts had observed increased precipitation in autumn. As many as
68% of the herders of the forest districts had observed increased forma-
tion of mold in the vegetation compared to 44% of the herders of the fell
districts.
Meteorological data for 1981–2010 showed a tendency towards
later snow cover formation dates, but the trends in BEGwere significant
only in some northern parts of the RMA (Fig. 6), locally 4–7 days per de-
cade. In the same areas the standard deviationwas 5–15days. The num-
ber of ice days (ID) declined in the whole RMA, but the trend was not
significant during the study period. Further, the number of zero-
crossing days (Zero) and the number of rain-on-snow days (ROS-d),
the indices considered among themain drivers of formation of icy forag-
ing conditions, did not change significantly during the study period. It is
nevertheless clear that therewas large annual variability in the values of
these indices (Fig. S15), and their number alone could not describe the
occurrence of conditions favoring ice formation on the ground and the
severity of icing on reindeer pastures.
3.2.2. Effects of the changes in the autumn climate on herding
According to the free-form comments of the herders of the fell
districts (Table S7 in Supplementary material), reindeer, particularly
calves, benefit from late formation of the snow cover through higher
availability of forage. Herders of the fell districts also reported that
variable andwarm autumnweather may delay the timing and impair
the intensity of the rut. Round-ups may be delayed even until Janu-
ary, and reindeer need to be collected and moved to the round-up
sites by terrestrial vehicles instead of snowmobiles due to lack of
snow or thin snow cover. Some herders of the fell districts pointed
out that the need for supplementary winter feeding has increased
due to an increased risk of poor digging conditions (risk of icing of
the snow cover).
The herders of the forest districts reported that, due to warm au-
tumn weather, reindeer stay longer in summer pastures. Foraging con-
ditions in autumn have deteriorated because the frosts arrive later than
before, soil does not freeze before the snow comes,moldmay be formed
on the vegetation and if it rains there is a risk of basal ice formation on
the soil. Because of poor foraging conditions, reindeer may start
roaming and the herds are dispersed, which may make the gathering
of the herds difficult and delay the round-ups. Also, the rut can be
weaker and delayed. Use of terrestrial vehicles (ATVs) has increased
due to lack of frost periods and snow, and their period of usage has
been extended. Lack of or a weak ice cover on the waterbodies and
mires may increase the risk of reindeer drowning when they are
moved to the round-up sites. Herders also reported that supplementary
feeding needs to be started earlier in some regions than before. Reindeer
tend to move to familiar feeding places and enclosures much earlier
than 20–30 years ago. Furthermore, in particular the herders from the
southernmost districts noted that warmer autumns have increased
the occurrence of new parasites, such as the deer ked, (Lipoptena
cervi), whichworsens the condition of the reindeer. One herder pointed
out that warm and moist autumn weather makes the reindeer more
susceptible to diseases.
3.3. Warmer and wetter winters?
3.3.1. Herder experiences and meteorological observations of winter
climate
The respondents were rather unanimous in their views of most of
the arguments about the changes in winter climate presented in the
survey (Table 3; Table S4). The herders from both the fell and the for-
est districts reported that winters have become warmer and the
number of subzero days has decreased. The majority of the herders
also reported that rainfalls during the winter have become more fre-
quent. The argument about increased snow depth yielded somewhat
divergent responses (Table 3). Many of the herders had not observed
Fig. 2. a) Median values of answers by district to the argument “Summers are warmer than before” in the survey targeted to reindeer herders. Violet = no change observed (median
2.5–3.5); red = change/some change observed into the direction of the argument (median b 2.5); blue = change observed into the opposite direction (median N 3.5); white =
missing data. b) The change in the annual number of hot days (Hot-d) per decade within the RMA in 1981–2010. Locations with significant trends (at 5% significance level) are
marked with black check marks. The trend is zero in the white area. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
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changes in snow depth during the study period. However, deeper
snow covers had been recently experienced in the northern part of
the RMA in particular (Fig. 10a). The herders also pointed out that ac-
cumulation of snow and hard rime loads on tree branches (“tykky”)
has increased. The herders from the forest districts in particular re-
ported that winters have become windier. They had also observed
that winter weather has become more variable and that the forma-
tion of icy layers within the snow cover and basal ice has become
more common (Table 3).
According to the indices calculated from the meteorological data,
winter warmingwas evident in the whole of the RMA. The number of
warm weeks (Warm1w) has increased (Fig. 7) in large areas, most
strongly in the southern and central parts of the RMA (about
1 week per decade). The standard deviation in these areas was
1.5–2.5 weeks. The number of cold days (Cold-d) has decreased in
parts of the RMA 2–4 days per decade (Fig. 8), standard deviation
in these parts being mainly 6–10 days. There were also local in-
creases in the number of rain days (Rain-d); most notably in the
southern part of the area (Fig. 9) where the trend was 1–2 days per
decade and standard deviation was 1–2 days. Annual maximum
snow depth (MaxSN) had a decreasing trend of 5–10 cm per decade,
or locally more, in the northern part of the RMA (Fig. 10b). The
Fig. 3. a) The annual degree day sum (DD) as a function of time in fell and forest districts during 1981–2010, indicating significant increasing trends. The dots depict spatial averages and
the shaded areas show the ranges (the highest and lowest annual values) across the grid boxes of the regions. b) The change inDDwithin theRMA in1981–2010. Locationswith significant
trends (at 5% significance level) are marked with black check marks.
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standard deviation of MaxSN in these regions was 10–20 cm. The re-
gion where the herders reported deeper snow covers (Fig. 10a)
partly coincides the area with weak increases detected in the
MaxSN. The trend was, however, not statistically significant during
the study period.
3.3.2. Effects of the changes in the winter climate on herding
There was a great local variation in the responses among the
herders of the fell districts on how changing winter conditions affect
herding (Table S8 in Supplementary material). Some herders re-
ported that reindeer foraging conditions have been deteriorated
Fig. 4. The change in the number of rain days (Rain-d) in the summer season within the
RMA in 1981–2010. Locations with significant trends (at 5% significance level) are
marked with black check marks. The trend is zero in the white area.
Fig. 5. a) The change in the largest daily precipitation (R1d) and b) the number of heavy precipitation days (RR10) in the summer season within the RMA in 1981–2010. Locations with
significant trends (at 5% significance level) are marked with black check marks. The trend is zero in the white area.
Fig. 6. The change in the snow cover formation date (BEG)within the RMA in 1981–2010.
Locations with significant trends (at 5% significance level) are marked with black check
marks. The trend is zero in the white area.
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due to deep snow and ice formation, whereas others had experi-
enced an improvement in winter conditions through less snow.
Also, in forest districts, both positive and negative impacts of
changes in winter conditions were experienced. Thinner snow
cover, milder weather and shorter periods of very low temperatures
are favorable for reindeer, because reindeer stay more fit due to
higher availability of forage and lower energy expenditure. Some
herders reported that foraging conditions have been deteriorated
due to hard snow and icy layers formed on the soil and snow cover
resulting in declined availability of ground lichens for reindeer.
Hard snow and rime accumulated on the branches of trees have
also decreased the availability of arboreal lichens. As a consequence,
reindeer herds can be dispersed and the animals move more than
usual, which can present challenges to reindeer round-ups, leading
to delays in them. Changing winter conditions have increased the
need for taking reindeer into enclosures. Feeding reindeer in the en-
closures have largely replaced feeding in the field, and supplemen-
tary feeding has to be started earlier than before. In some districts,
the conditions were more favorable for the use of snowmobile over
extended time periods.
3.4. Earlier and warmer springs?
3.4.1. Herder experiences andmeteorological observations of spring climate
Most of the herders of both fell and forest districts reported that the
frost period ends earlier in the spring, and some had experienced that
the spring heat waves occur earlier than before (Table 3, Table S5).
The growing season was found to start earlier and the development of
birch leaves wasmore advancedwhen compared to the earlier decades.
Therewas some divergence in the views of the herders from the fell dis-
tricts (Table 3). Some experienced that the duration of the frost period
during the spring has become longer, whereas most of the herders
had experienced earlier discontinuation of the frost period. Most of
the herders had experienced ice- and snowmelt occurring earlier, but
some stated that snowmelt now occurs later than before. Some herders
pointed out that the season of hard night frosts (affecting the snow
hardness during the spring) is shorter than before, being over already
before March. Some herders also noted that, due to evaporation of
snow, spring flooding is not as strong as before.
Fig. 7. The change in the number of warmweeks (Warm1w) in the winter season within
the RMA in 1981–2010. Locations with significant trends (at 5% significance level) are
marked with black check marks. The trend is zero in the white area.
Fig. 8. The change in the number of cold days (Cold-d) within the RMA in 1981–2010.
Locations with significant trends (at 5% significance level) are marked with black check
marks. The trend is zero in the white area.
Fig. 9. The change in the number of rain days (Rain-d) in the winter season within the
RMA in 1981–2010. Locations with significant trends (at 5% significance level) are
marked with black check marks. The trend is zero in the white area.
10 S. Rasmus et al. / Science of the Total Environment 710 (2020) 136229
A decrease in the number of ice days (ID) in springwas found partic-
ularly in the northern part of the study area (Fig. 11), where it was lo-
cally 3–5 days per decade. The standard deviation of ID in these
regions is 0.5–3 days. A trend towards an earlier snowmelt date
(SOD), locally 3–5 days per decade, was statistically significant only in
the southern part of the RMA (Fig. 12). The standard deviation of SOD
Fig. 10. a) Median values of answers by district to the argument “Snow cover is deeper than before” in the survey targeted to reindeer herders. Violet = no change observed (median
2.5–3.5); red = change/some change observed into the direction of the argument (median b 2.5); blue = change observed into the opposite direction (median N 3.5); white =
missing data. b) The change in the annual maximum snow depth (MaxSN) within the RMA in 1981–2010. Locations with significant trends (at 5% significance level) are marked with
black check marks. The trend is zero in the white area. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 11. The change in the number of ice days (ID) in the spring season within the RMA in
1981–2010. Locations with significant trends (at 5% significance level) are marked with
black check marks. The trend is zero in the white area.
Fig. 12. The change in snowmelt date (SOD)within the RMA in1981–2010. Locationswith
significant trends (at 5% significance level) are marked with black check marks. The trend
is zero in the white area.
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was 9–12 days in these areas. The number of zero-crossing days (Zero)
related to the night frosts showed an increasing trend of 3–5 days per
decade in the northern parts of the region (Fig. 13) (standard deviation
6–8 days). Slight, local increases in the number of rain days (Rain-d)
were found within the RMA, most clearly in its southern parts where
the trend was 2–3 days per decade (map not shown). Standard devia-
tion of Rain-d was 3–5 days in these areas. Precipitation in spring was
not explicitly addressed in our questionnaire.
3.4.2. Effects of the changes in the spring climate on herding
According to the free-form comments of the herders of the fell dis-
tricts (Table S9 in Supplementary material), earlier arrival of spring
has had a positive impact on reindeer herding. Snow-free patches on
the fells were available for reindeer grazing earlier than before. Due to
advanced development of vegetation and the consequent higher avail-
ability of fresh forage plants for milk-producing dams and their calves,
the calves will be fit by the time the calf marking period starts in the
summer. Spring can also be a difficult time for herding on the fells:
Start of the growing season is uncertain, it can snow heavily at calving
time, and riverine flooding can be strong, which exposes the calves to
accidents.
In the forest districts, as well, most of the herders reported that ear-
lier spring can have positive impacts on herding. Due to earlier snow-
melt, the risk of reindeer calving taking place in snowy conditions is
nowadays smaller, and due to advanced emergence of spring vegeta-
tion, reindeer can feed on natural forage earlier than before. Early spring
lowers the expenses of supplementary feeding. The winter feeding pe-
riod is shorter because reindeer can be released from enclosures to the
summer pastures much earlier than before. Some herders report that
the interannual variation of spring conditions is great and that the ar-
rival of spring has not advanced. A few herders reported that the earlier
arrival of spring has not had any impact on reindeer herding. Some
others list negative impacts related to early springs, such as strong
flooding and increased predatory threat.
3.5. Coping strategies of herders
Gathering and moving reindeer to the calf marking round-up sites
has becomemore difficult in the summer, because reindeer do not nec-
essarily gather into herds due to e.g. short warm periods and lack of in-
sect harassment (Table S6). Therefore, many herders have given up the
summer calf-marking period and, instead, mark calves only during the
autumn-winter round-ups or already in the spring in the case of enclo-
sure calving. Rescheduling the calf marking was also reported as a way
to cope with long heat periods and severe insect harassment during
summer (see also Turunen et al., 2016). In the autumn, weather-
related factors, such as mold or ice on pastures may cause herds to be
dispersed over a wide area, which delays round-ups (Table S7). Due to
lack of snow or thin or non-uniform snow cover, reindeer are collected
and moved to the round-up sites increasingly by terrestrial vehicles,
particularly ATVs, or helicopters instead of snowmobiles.
In winter, supplementary feeding plays an important role in adapta-
tion of reindeer to the changing weather conditions (Table S8). The
need for supplementary winter feeding of reindeer has increased, and
in some regions, it needs to be started earlier than before. Many herders
held the view that although supplementary winter feeding increases
expenses, taking reindeer into enclosures is nowadays the only way to
gain regular income from herding (see also Turunen et al., 2013;
Turunen and Vuojala-Magga, 2014; Turunen et al., 2016). The majority
of the herders of the forest districts reported that changing winter con-
ditions have increased the need for taking reindeer into enclosures, and
that feeding reindeer in the enclosures has largely replaced feeding of
reindeer in the field. The herders of fell districts reported several strate-
gies for coping with deteriorated foraging conditions. These included
moving herds to lower elevations of fells with less snow or to wind-
exposed habitats where snow cover is thinner; adjusting the time the
herds (of a village or a siida) are kept together; moving the herds
from one pasture to another with the aid of hay earlier in the spring;
starting supplementary winter feeding; and monitoring ice formation
in the snow cover more carefully. Some herders reported (Table S9)
that supplementary feeding can bediscontinued earlier in the spring be-
cause of early snowmelt, which reduces the expenses for feeding. Rein-
deer can also be released from enclosures to the summer pasturesmuch
earlier than before.
4. Discussion
Our findings of the trends in climate indices were mainly consistent
with earlier studies in northern Fennoscandia. According to earlier stud-
ies, summers in northernmost Finland have become warmer in many
locations, but the trends in the amount of summer precipitation are
not clear (Virtanen et al., 2010; Lépy and Pasanen, 2017; Maliniemi
et al., 2018). Warmer autumns have been reported in several earlier
studies (Vuojala-Magga et al., 2011; Turunen et al., 2016; Kivinen
et al., 2017; Lépy and Pasanen, 2017; Jaakkola et al., 2018) as well as
shorter snow season with later formation of the snow cover (Rasmus
et al., 2014; Luomaranta et al., 2019). Only local increases in autumn
precipitation have been reported (Kivinen et al., 2017; Lépy and
Pasanen, 2017). Our observations of increased winter temperatures
are in accordance with earlier studies (Vikhamar-Schuler et al., 2010;
Vuojala-Magga et al., 2011; Kivinen et al., 2012; Rasmus et al., 2014;
Kivinen and Rasmus, 2015; Lépy and Pasanen, 2017). Winter precipita-
tion has increased within the study region (Rasmus et al., 2014; Lépy
and Pasanen, 2017). Increasing amount of mixed and liquid precipita-
tion has also been reported (Luomaranta et al., 2019) together with
more frequent and more intense rainy periods (Vikhamar-Schuler
et al., 2016). Previous studies have not found any significant changes
in thickness of the winter snow cover in the region (Rasmus et al.,
2014; Lépy and Pasanen, 2017; Luomaranta et al., 2019). Increasing
spring temperatures have been observed in previous studies (e.g.
Kivinen et al., 2017; Lépy and Pasanen, 2017), as well as earlier
Fig. 13. The change in the number of zero-crossing days (Zero) in the spring seasonwithin
the RMA in 1981–2010. Locations with significant trends (at 5% significance level) are
marked with black check marks. The trend is zero in the white area.
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snowmelt (Vikhamar-Schuler et al., 2010; Rasmus et al., 2014; Lépy and
Pasanen, 2017) and thinner spring snow covers (Luomaranta et al.,
2019).
Reindeer herder observations of changes in seasonal weather char-
acteristics, gathered via a survey questionnaire, were generally in line
with the meteorological data. The observations of herders from the for-
est and the fell districts were mainly consistent with each other. Some
regional differences were seen in the observations concerning the
warming of summers, and changes in the autumn precipitation and
snow depth. Local variation was seen in the responses among the
herders when the arrival of spring was in question. The herders had ex-
perienced the largest number of changes during the winter, and the
smallest number of changes during the summer. Furthermore, herders
had experienced more variable weather, which has also been reported
in earlier studies based on local knowledge (e.g. ACIA, 2004; Helander,
2004; Vuojala-Magga et al., 2011).Weather variability is a complex con-
cept. Conclusions drawn in the scientific studies depend on the tempo-
ral scales and measures of variability used (Fischer and Knutti, 2014). If
the variance of daily temperatures is considered as a measure of vari-
ability (or spread), it is evident that there is a general decreasing trend
in variability in northern mid- and high latitudes, as cold days have
warmed more than warm days (Screen, 2014; Lorenz et al., 2019). Fur-
thermore, in the mid-latitudes the warming may cause weather pat-
terns to move more slowly, increasing weather persistence (Overland
et al., 2015). The replies in our survey may be interpreted as a common
perception of a decrease, rather than an increase, inweather persistence
from one day to the next, meaning rapid, intermittent change in the
daily weather. To the knowledge of the authors, weather persistence
of sub-arctic Scandinavia has not been explicitly studied, but there are
several recent studies on high latitude cyclone activity. Changes in cy-
clone activity in the vicinity of our study area could lead to changes in
weather persistence. Studies concentrating on Arctic cyclone activity
during past decades observe no clear trends, or regional decreases or in-
creases (Koyama et al., 2017;Wei et al., 2017; Zahn et al., 2018). Accord-
ing to Koyama et al. (2017), more intense cyclones have been
experienced due to the increases in precipitable water in the atmo-
sphere. Zhang et al. (2004) and Sepp and Jaagus (2011) also report on
increase in the number and intensity of cyclones entering the Arctic
from the mid-latitudes.
There were some interesting discrepancies between herder obser-
vations and the meteorological data. For example, warming of sum-
mers was seen more in the analysis of climate indices, than in the
answers of the survey respondents. The herders had generally experi-
enced an increase in summer precipitation and reported that heavy
precipitation has become more frequent, while meteorological data
showed only local increases in the indices related to the heavy precip-
itation events. The human memory is believed to emphasize recent
and rare conditions. Our survey opened in autumn 2016, just after
the summer during which record-breaking precipitation sums had
been observed in several locations around the northern Finland
(FMI, 2017). Both summer of 2016 and also 2015 had been relatively
cool and rainy; autumns, winters and springs of these recent years
had, on the other hand, been warmer than average. The use of climate
data from the period of 1981–2010 (current three-decade normal pe-
riod in use, not extending to themost immediate past) has most prob-
ably contributed to these discrepancies. Furthermore, for a human
observer it may be difficult to separate the possible change from inter-
annual variation (Figs. S14–S17). Standard deviations of climate indi-
ces were generally of the same magnitude or larger than the changes
per decade. The detected decadal change was stronger than the stan-
dard deviation only for the number of rain days (Rain-d) in the sum-
mer, locally, and the number of ice days (ID) in the spring. For
example, the decrease in the ID per decade in northwestern fell region
was 3–5 days, standard deviation being 0.5–3 days. In this case, most
of the herders from the fell districts had experienced discontinuation
of the frost period in spring. Large interannual variability, together
with a relatively short study period, may also mask trends possibly
present in a longer time series.
Experienced impacts on herding and adaptation needs were rather
consistent between the forest and fell districts, but more numerous
and varied in the forest districts compared to the fell region. Local vari-
ation was seen in the herder views concerning the impacts of changing
winter climate on herding. Reindeer management adapts to changing
climatic conditions through adoption of various coping strategies in
the everyday work of herders. Professional techniques and practices
are also continuously developed, e.g. regulating the reindeer numbers
and herd structure, or utilizing pasture rotation systems. The coping ca-
pacity of herding is dependent on the geographical space available for
adaptation actions and facilitated by variations in topography, vegeta-
tion and herding practices (Tyler et al., 2007; Moen, 2008; Riseth
et al., 2016; Turunen et al., 2016, 2019; Peltonen-Sainio et al., 2017).
Large, diverse and peaceful pastures give herdersmore choice regarding
the coping strategies available during various weather conditions. The
fell and forest districts differ in terms of herding practices and pasture-
land types (Table 1) as well as are involved with different kinds of dis-
turbance factors. Seasonal coping strategies of herders (Tables S6–S9)
mirror these differences.
It is crucial that the coping strategies adopted in everyday herding
work are supported by local, regional and national governance of rein-
deer management. When preparing adaptation strategies, governance
level of reindeer management needs to understand the local impacts
of seasonal changes, and to acknowledge that the coping strategies al-
ready in use are based on local practitioner knowledge – experiences
and perceptions on what is normal and what can be expected. In
Finland, national adaptation to climate change is guided by TheNational
Climate Change Adaptation Plan 2022 (MAF, 2014). A separate adapta-
tion plan does not exist for reindeer husbandry, although need for this
has been acknowledged (MAF, 2005, 2014). Reindeer management in
Finland has recognized the need for adaptationmeasures, impacts of cli-
mate change are known qualitatively, and some adaptation measures
have been identified and are being planned (MAF, 2009, 2013;
Peltonen-Sainio et al., 2017). Measures mentioned to mitigate the ad-
verse effects of climate change are maintaining the uniformity and di-
versity of the pasture areas, improving reindeer health, limiting the
expansion of invasive alien species, environment protection, consider-
ing reindeer management in the legislation regulating land-use plan-
ning, developing the financial instruments, and relevant research.
Accordingly, adaptation to climate change requires consolidation of dif-
ferent land use needs and participatory planning approaches (Oinonen
et al., 2014; RHA, 2014), consideration of sustainable development and
socio-economic and cultural aspects in planning processes, and research
and education on climate risks (Forbes, 2006; Hukkinen et al., 2006;
Finland's Strategy for the Arctic Region, 2013; Soppela and Turunen,
2017). Furthermore, legislation has recently recognized the need of
reindeer herding to cope with difficult weather events. Act on
compensation of damages caused to reindeer herding (987/2011 and
655/2016) aims at supporting herders to copewith extensive and unex-
pected damages resulting from natural events like exceptional weather
conditions. To our knowledge, at the time of writing this article, there
have been no cases inwhich this legislation has been applied in practice.
In the time of rapid change, it may be challenging to definewhat consti-
tutes “normal”, “rare”, “exceptional” and “unexpected” weather condi-
tions and set the corresponding compensation amounts.
Both meteorological observations and practitioner knowledge are
needed for understanding of the effects of climate change on reindeer
management, and to support decision-making on adaptation to climate
change. To clarify the useful features of the knowledge sets, also critical
evaluation is needed. Meteorological data are objective, systematical,
and have full spatial coverage on the study area. However, fine-scale
variability seen in the northern nature may cause errors and uncer-
tainties into the interpolation of the climate data, even when a grid
with high spatial scale is used. Also aspects like experiences, impacts
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on, and coping of local communities aremissing. Herder experiences on
seasonal weather are very much local in nature. On one hand this
knowledge is unsystematic, spatially inconsistent and potentially biased
(Couzin, 2007; Monastersky, 2009; Alexander et al., 2011; Huntington,
2011). There may, e.g. be seasonal bias causing the critical seasons to
get disproportionate attention. On the other hand, herder observations
provide valuable information on local conditions, the occurrence of ex-
treme and harmful weather events and their consequences on the live-
lihood (see e.g. Rasmus et al., 2018).
Climate indices provide a quantitative ground which serves as an
easy starting point for discussions on climate change and the adaptation
actions it calls for. We aimed at using indices with a temporal scale that
is comparable to human experience and easy to relate to the daily work
of herding. High spatial resolution of themeteorological data and its full
spatial coverage on the study area also enable bringing changing sea-
sonal weather to the scale of the herder experiences as they move
around and work in the landscape. Time series data and spatial visuali-
zations of observed changes enable discussions on topics such as the re-
gional differences in extreme events and the reasons for adopting
different coping strategies. It should be noted that some of the indices
could be easily connected with practitioner knowledge, whereas some
of the arguments used in the questionnaire were difficult to translate
into indices which could be derived from the data set used (more fre-
quent mold/ice layer formation). The data set itself had some inherent
limitations as e.g. humidity and wind data were not available.
5. Conclusions
Parallel examination of meteorological observations and practi-
tioner knowledge can provide new insights into the temporal and spa-
tial variability of the warming of the northern latitudes. In our work,
relating the different knowledge sets enabled us not only to study the
ongoing climate change in general, but also to examine its specific im-
pacts on the northern environment with a particular focus on the
nature-based livelihoods. We conclude that using different knowledge
sets togetherwill support decisionmaking related to climate change ad-
aptation. This view is shared also by IPCC (2019),who recently called for
learning to relate different knowledge sets, as through this process new
and relevant understanding for improveddecisions and solutions can be
created.
It is expected that, in the future, research problems will be increas-
ingly co-defined and governance solutions co-plannedwith local practi-
tioners. In these processes, new tools to present data and discuss the
implications of observed changes are needed. Important features of
these new tools are defining quantities, indices and observations rele-
vant for all involved in the process, consideration of temporal and spa-
tial scales when presenting the data, and genuine data fusion, where
both local practitioner knowledge and scientific knowledge are treated
with appreciation, acknowledging the strengths and weaknesses of
both formsof knowledge. The approach presented in thiswork can facil-
itate the dialogue between the local practitioners, researchers and pol-
icy makers. Our study focused on reindeer husbandry, but the
approach is applicable to other nature-based livelihoods (e.g. hunting,
gathering, fishing and small-scale farming and forestry) facing adapta-
tion needs caused by changing climate.
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ABSTRACT
We project changes in the annual maximum ice extent and the maximum coastal fast ice thickness in the Baltic
Sea during the ongoing century. The influence of future warming on the ice conditions was assessed using the
NovemberMarch Baltic coastal mean temperature as a predictor for the annual maximum ice extent (MIB),
and the local freezing degree-day sum as a predictor for the fast ice thickness. Future winter temperatures were
derived by adjusting observational baseline-period temperatures in accordance with temperature projections
based on 28 global climate models (GCMs) participating in the CoupledModel Intercomparison Project Phase 5.
Under the Representative Concentration Pathway (RCP) 4.5 scenario, the ensemble-mean trend of MIB is
6400 km2/10 yr, and from the 2060s onwards in a typical winter MIB remains below 80103 km2. If the
RCP8.5 scenario is realised, the corresponding estimates are 10 900 km2/10 yr for the trend and 60103 km2
for a typical MIB. For cold rather than typical winters, the projected rate of decrease in MIB is even faster.
During the late century under RCP8.5, in 9 out of 10 yr the ice would only cover 520% of the total sea area.
The projected trends in the mean annual maximum ice thickness are 7.6 . . . 3.3 cm/10 yr, depending on
location and applied scenario. In the 2040s under both scenarios, and in the 2080s under RCP4.5, the ice
thickness may still exceed 60 cm in the northernmost Bay of Bothnia, while elsewhere in the Gulf of Bothnia
and in the Gulf of Finland, it will vary between about 10 and 40 cm. In the 2080s under RCP8.5, virtually no
ice occurs outside the Bay of Bothnia. For both the ice extent and thickness, the spread among the responses
based on the temperature projections of individual GCMs is considerable. Nonetheless, a robust finding is that
the Baltic Sea is unlikely to become totally ice-free during this century.
Keywords: sea ice extent, ice thickness, climate change, CMIP5 models, inter-model differences, inter-annual
variability
1. Introduction
The seasonal ice cover of the Baltic Sea exhibits a large inter-
annual variability which is mainly driven by variations in
the large-scale atmospheric circulation, such as the North-
Atlantic Oscillation (Omstedt and Chen, 2001; Vihma and
Haapala, 2009). Of all the sea ice parameters, such as thick-
ness, concentration, freezing and break-up dates, the maxi-
mum ice extent of the Baltic Sea (MIB) is the mostly widely
used parameter to indicate climate variability in the region.
Recordings of theMIB date back to 1720 (Seina¨ and Palosuo,
1996), but the most reliable observations begin in the late
19th century (Vihma and Haapala, 2009). During the most
severe winters the Baltic Sea has been entirely ice-covered,
equivalent to an ice extent of 420103 km2. The minimum
MIB observed thus far, 49103 km2, occurred in 2008.
The northernmost sub-basin of the Baltic Sea, the Bay of
Bothnia, has so far been entirely ice-covered and the eastern
Gulf of Finland partially so, even during the mildest winters.
Winters can be sorted into ice severity classes on the
basis of MIB observations. According to the present
revised standards that correspond to the recent climate
(Vainio, 2011), winters with an ice extent smaller than
115103 km2 (or 27% of the total sea area) are classified
as mild, those from 115 to 230103 km2 (2755%) as
average and those from 230 to 345103 km2 (5582%)
as severe. If the ice extent exceeds 345103 km2, the
winter is regarded as extremely severe. Since the smallest
MIB observed thus far is 49103 km2 (12%), winters
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with an even smaller ice extent than this are termed
unprecedentedly mild.
The variability of the sea ice cover in the Baltic Sea is a
sensitive indicator of climatic fluctuations and changes in
northern Europe. Several studies have reported a declining
trend in MIB (Jevrejeva et al., 2004; Schmeltzer et al., 2008;
Vihma and Haapala, 2009; BACC II Author Team, 2014).
Considering the winters of 19012013, we did not, how-
ever, find any statistically significant linear trend in MIB
(Fig. 1a) or in the decadal sums of severe and extremely
severe ice winters (Fig. 1b). Instead, there were strong inter-
annual and inter-decadal variations. A noteworthy feature
is, nonetheless, the scarcity of extremely severe ice winters
since the late 1980s.
One of the most robust features of future climate projec-
tions is that the surface air temperature will increase within
the Baltic Sea catchment area in winter (BACC II Author
Team, 2014). A warming trend can be expected to directly
impact the duration, thickness, extent and other properties
of the sea ice cover, as well as the partitioning between
snowfall and rainfall. Such changes in turn will have a major
impact on oceanographic and hydrological conditions, the
ecosystems, the biogeochemical cycles, coastal erosion, ice
roads and winter navigation in the Baltic Sea.
Previous estimates of the sensitivity of the Baltic Sea ice
cover to climatic changes have been based on numerical
modelling (Omstedt and Nyberg, 1996; Haapala and
Leppa¨ranta, 1997; Omstedt et al., 2000; Haapala et al.,
2001; Meier et al., 2004; Meier, 2006) or on using statistical
methods to correlate sea ice variability to atmospheric
conditions (Tinz, 1996; Omstedt and Chen, 2001; Jylha¨
et al., 2008; Luomaranta et al., 2010). In conjunction with
projections of future warming, considerable thinning of the
ice and shrinking of the ice cover, as well as a shortening of
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Fig. 1. Past records of the Baltic Sea ice cover. (a) The annual maximum ice extent (MIB) in 19012013; (b) the number per decade of
severe (dark grey) and extremely severe (light grey) ice winters, that is, winters with MIB exceeding 230103 km2 or 345103 km2,
respectively, during 19012010. The dotted and solid curves in panel (a) show the 10 and 30 yr running means, respectively.
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the ice season in the Baltic Sea, are foreseen in these
studies, but there are differences in the strength of the
responses. For example, Haapala et al. (2001) assessed a
reduction of the mean MIB by one-third or a half by the
late 21st century, the range corresponding to two regional
ice-ocean models that had been run with equal future
atmospheric forcing. In the works of Meier et al. (2004) and
Meier (2006), two different scenarios for the concentrations
of greenhouse gases (GHGs) and altogether four modelling
systems were applied, the corresponding projected de-
creases in mean MIB ranging from a half to four-fifths.
Despite these drastic reductions, no totally ice-free winters
were simulated to occur during 20712100. In contrast, in a
model experiment conducted by Omstedt et al. (2000), there
was almost no ice in 3 out of 10 winters.
As regards statistical methods, Omstedt and Chen (2001)
established a multiple regression equation that linked MIB
to the large-scale atmospheric circulation. An exponential
regression model between MIB and the mean air tempera-
ture from November to March was in turn developed by
Tinz (1996) and updated by Jylha¨ et al. (2008) and
Luomaranta et al. (2010). Based on that approach and on
temperature projections derived from a set of global and
regional climate model experiments, Jylha¨ et al. (2008)
assessed MIB to become smaller than 80103 km2 in the
majority of years during 20712100. Using a subsequent
(but not the most recent) generation of climate projections,
Luomaranta et al. (2010) inferred that winters with an MIB
larger than 280103 km2 would be very improbable in
20412050.
In the papers referred to above, the differences in the
responses of the Baltic Sea ice conditions arose from the
divergent climate projections applied and the differences in
numerical models or statistical approaches. Regional Baltic
Sea circulation models, including the dynamics of the ice
cover, are the most advanced tools to estimate the impacts
of changes in the global climate system on a local scale, but
due to the heavy computational requirements, their capa-
city to produce simulations under a wide ensemble of cli-
matic forcing is limited. Conversely, statistical approaches
cannot capture the real physical linkages among the various
components of the climate system, but require very little
computing resources compared to the numerical models.
Statistical models are thus feasible tools for producing
estimates of ice cover changes based on a large number of
climate change scenarios. For example, it is possible to
analyse a multitude of alternative temperature change pro-
jections produced by a wide ensemble of models forced by
several greenhouse gas concentration scenarios.
In the present work, our objectives are to assess the
temporal evolution of the Baltic Sea ice cover during the
period 20212090 and to give an insight into the related
uncertainties. We consider two sea ice quantities: the
annual MIB and the climatological mean of the maximum
fast ice thickness. Statistical methods are employed for
both quantities: a non-linear regression model for the
former and an analytical solution for the ice growth rate
equation for the latter. Both approaches required projec-
tions of future changes in air temperature; these were
based on data retrieved from the recently published global
climate model (GCM) simulations within the Coupled
Model Intercomparison Project Phase 5 (CMIP5, see
Taylor et al., 2012). The CMIP5 simulations are forced
by the new Representative Concentration Pathway (RCP)
scenarios for GHGs and aerosol particles (Moss et al.,
2010; van Vuuren et al., 2011); the simulations forced by
RCP4.5 and RCP8.5 were selected for the present analysis.
In addition to the best estimates for changes in average
sea ice conditions, derived from multimodel ensemble
means, we explore three aspects not adequately addressed
in previous studies: inter-annual variations, scatter across a
multitude of climate models and the uncertainty induced by
future GHG emissions. In order to consider inter-annual
variability, frequency distributions of MIB in the future
climate are constructed and three percentiles in them are
considered. This allows us to compare the influence of
climate change on winters that represent typical ice
conditions versus those with very extensive or scant ice
cover. Second, to assess the uncertainty associated with
modelling differences, we examine the scatter of the
responses produced by 28 individual models. Finally, the
uncertainty induced by future emissions is considered by
analysing the responses to two very divergent GHG
scenarios.
2. Data and methods
2.1. Data
2.1.1. Ice and temperature observations. Our observa-
tional data consisted of observations of annual maximum
ice extent in the Baltic Sea in the years 19522012 and air
temperature observations in the coastal area of the Baltic
Sea during the same period. Furthermore, observations of
the annual maximum ice thickness in 19712000 were
available for Kemi (65.738N, 24.558E) and Loviisa
(60.428N, 26.278E) (Jevrejeva et al., 2002).
Most of the observed MIBs in 19522012 can be
classified as average ice winters (Fig. 2). The date refers
to the year of January in each winter; that is, the first and
last winters included in our study were the cold seasons of
19511952 and 20112012.
For air temperature observations on the coasts of the
Baltic Sea, we used the E-OBS gridded dataset (Haylock
et al., 2008) within the latitudes of 53678N and longitudes
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of 14318E (Fig. 3). The spatial resolution of the dataset
was 0.258, and the number of coastal grid points used here
was 245. E-OBS version 7.0 was employed (except for the
years 19511960 that were covered by version 6.0).
2.1.2. Climate model output. Climate model simulations
of air temperature under the RCP4.5 and RCP8.5 scenarios
(Moss et al., 2010; van Vuuren et al., 2011), extending until
the end of this century, were downloaded from the CMIP5
archive. Of these two greenhouse gas scenarios, the RCP4.5
scenario is mid-range, in which the actions of climate policy
are moderately effective. The RCP8.5 scenario, by contrast,
represents very high emissions. In RCP4.5, the CO2 con-
centration stabilises at around 540 ppm by the end of the
century; in RCP8.5 the concentration at that time exceeds
900 ppm. The differences between the scenarios are small at
the beginning of the study period, but increase over time.
Monthly mean temperature data for both the RCP4.5 and
RCP8.5 scenarios were available for a total of 35 GCMs.
However, models failing to meet three fundamental condi-
tionswere omitted from the analysis. First, two of themodels
(BNU-ESM and FGOALS-s2) were severely biased in
simulating the sensitivity to recent past forcing, the simu-
lated global mean temperature trend during the past 50 yr
exceeding the observation-based estimate by more than
0.48C. Second, in four models (FGOALS-s2, FIO-ESM,
GFDL-ESM2G and HadGEM2-AO) the projected global
mean temperature increase under the various RCP scenarios
behaved inconsistently. For example, the global mean
temperature response to the RCP8.5 forcing simulated by
FIO-ESM was 2.7 times as large by 20702099 as the
corresponding response to RCP4.5, while the multimodel
median of that ratio was 1.8. Third, there were five models
(BNU-ESM, CSIRO-Mk3-6-0, FGOALS-s2, FIO-ESM
and IPSL-CM5B-LR) for which the simulated baseline-
period climatological mean temperature and/or precipita-
tion in Europe deviated markedly from their observational
counterparts. Note that for some models there were several
objections; for example, the FGOALS-s2 model failed to
fulfil all three criteria.
Since the above-discussed seven models were disregarded,
the present analysis is based on 28 GCMs in total (Table 1).
For control purposes, however, we also calculated the
multimodel mean temperature response to the RCP8.5
forcing as a mean of all the 35 models. The outcome proved
to be nearly indistinguishable from the 28-model mean.
The climate model data were smoothed by applying a
30 yr running mean and interpolated onto the same 0.258
grid that was used for the observational temperatures. The
NovemberMarch mean temperature change from 1971
2000 to 20312060, averaged over the coastal grid points
(Fig. 3), differs from model to model (Table 1). In the
RCP4.5 scenario, the change varies between 0.8 and 4.98C,
while in the RCP8.5 scenario the range is 1.95.28C. In
Table 1, the models are ordered according to their
projected temperature response (shown in parentheses).
2.1.3. Evaluation of the model simulations. Although the
28 GCMs selected behave reasonably on the large scale,
biases may still exist on regional scales, resulting, for
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example, from a crudely resolved topography and land-sea
distribution in the Baltic Sea and its adjacent areas. Hence,
this sub-ensemble of the original set of 35 models was
further evaluated by comparing the modelled temperature
climate on the Baltic Sea coasts with its observational coun-
terpart. The comparison covers the years 19612010, that
is, the same period that was used as a baseline in deriving
the statistical distributions of ice extent for the future time
slices (section 2.2). Note that this evaluation was only made
with respect to one variable (air temperature) and a limited
area; it is not intended to be used for far-reaching infer-
ences on the quality of the models in general.
In the model comparison, three quantities were exam-
ined: (1) the climatological long-term (50 yr) mean tem-
perature in NovemberMarch, (2) the annual temperature
range, that is, the 50 yr mean of July minus February tem-
perature and (3) the 50 yr linear least-squares trend of the
NovemberMarch mean temperature. All quantities are
averages over the coastal grid points of the Baltic Sea (Fig. 3).
In studying the 28-model mean, quantities (1) and (2)
proved to be simulated well, even though there was rather a
large scatter across the models (Table 1). The observation-
based NovemberMarch mean coastal temperature in
19612010 was 2.48C. The corresponding multimodel
mean is 3.08C, with individual models simulating mean
temperatures ranging from 7.08C (CMCC-CM) to 0.08C
(EC-EARTH). For the annual temperature range, the cor-
responding values are 21.38C (observational), 21.58C (multi-
model mean), 16.68C (minimum among the GCMs) and
27.28C (maximum). The modelled biases in quantities (1)
and (2) bear a strong inverse correlation (Table 2), reflecting
the fact that the simulated temperatures vary more strongly
Table 1. The CMIP5 models used in this study
Model Country of origin Mean (i) (8C) Range (ii) (8C) Trend (iii) (8C/10 yr) DT (8C): RCP4.5 DT (8C): RCP8.5
MIROC5 Japan 3.4 26.5 0.41 2.8 (16) 2.9 (14)
MIROC-ESM Japan 0.4 22.0 0.28 3.2 (23) 3.9 (24)
MIROC-ESM-CHEM Japan 0.6 22.6 0.11 3.5 (25) 4.1 (25)
MRI-CGCM3 Japan 4.1 20.3 0.21 1.8 (6) 2.8 (11)
BCC-CSM1-1 China 5.1 20.7 0.72 2.6 (15) 3.7 (20)
INMCM4 Russia 3.4 21.2 0.14 1.9 (8) 2.0 (2)
NorESM1-M Norway 1.4 18.8 0.19 2.4 (11) 2.6 (10)
NorESM1-ME Norway 1.2 18.7 0.17 2.0 (9) 2.8 (12)
HadGEM2-ES UK 3.4 22.4 0.38 2.8 (18) 3.4 (18)
HadGEM2-CC UK 6.1 24.8 0.34 2.8 (17) 3.9 (23)
MPI-ESM-LR Germany 2.3 20.1 0.34 1.8 (7) 2.6 (9)
MPI-ESM-MR Germany 2.4 19.7 0.34 2.4 (12) 2.4 (5)
CNRM-CM5 France 3.6 24.8 0.56 2.5 (13) 3.1 (16)
IPSL-CM5A-LR France 6.7 27.2 0.42 4.0 (26) 4.6 (27)
IPSL-CM5A-MR France 3.5 23.7 0.42 3.2 (24) 3.0 (15)
CMCC-CM Italy 7.0 21.4 0.70 4.5 (27) 5.2 (28)
CMCC-CMS Italy 6.4 22.4 0.72 4.9 (28) 4.4 (26)
GFDL-CM3 USA 1.2 17.4 0.46 3.2 (21) 3.8 (22)
GFDL-ESM2M USA 4.2 21.6 0.23 2.9 (19) 2.9 (13)
GISS-E2-R USA 6.0 25.6 0.39 2.5 (14) 3.8 (21)
GISS-E2-H USA 5.1 22.8 0.22 3.2 (22) 3.4 (17)
CCSM4 USA 0.8 21.0 0.31 1.6 (4) 1.9 (1)
CESM1-CAM5 USA 0.9 20.5 0.18 1.6 (3) 2.5 (8)
CESM1-BGC USA 0.4 20.5 0.59 0.8 (1) 2.5 (7)
CanESM2 Canada 1.3 22.3 0.48 3.0 (20) 3.6 (19)
ACCESS1-0 Australia 1.8 18.6 0.22 1.4 (2) 2.1 (3)
ACCESS1-3 Australia 0.3 17.2 0.09 2.2 (10) 2.5 (6)
EC-EARTH Several 0.0 16.6 0.27 1.7 (5) 2.4 (4)
28-model mean 3.0 21.5 0.35 2.6 3.2
Observations 2.4 21.3 0.48
Columns 35 show (i) the NovemberMarch mean temperature (8C), (ii) the annual temperature range (8C) and (iii) the trend (8C/decade)
in NovemberMarch mean temperature, all calculated for the period 19612010. The NovemberMarch mean temperature change DT
(8C) between the periods 19712000 and 20312060 is given separately for the RCP4.5 and RCP8.5 scenarios. All quantities are averaged
over the coastal grid points. The ordinal numbers of the models, shown in parentheses, are determined by the magnitude of the projected
temperature change (in ascending order) under these two scenarios. The countries involved in the development of the EC-EARTH model
are Belgium, Denmark, Ireland, Italy, the Netherlands, Norway, Portugal, Spain, Sweden and Switzerland.
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across the models in winter than in summer. Of these
two variables, we therefore concentrate on exploring the
NovemberMarch mean temperature (quantity (1)).
As far as quantity (3) is concerned, the observation-
based Baltic Sea coastal temperatures in 19612010 show a
warming trend of 0.488C/decade. The corresponding multi-
model mean trend is 0.358C/decade, while the trends
simulated by individual models vary from 0.09 to 0.728C/
decade (Table 1). In total, 22 out of 28 models simulate
trends that are weaker than observed. Nevertheless, this
does not necessarily indicate that the models do in fact
tend to underestimate the actual warming signal; in such
a small area as the Baltic Sea the observed trend may be
severely affected by noise originating from natural climatic
fluctuations. In fact, there was a distinct jump in the time
series of winter temperatures around the year 1988, with
cold winters occurring much more frequently before than
after that year. The discontinuity is apparent in the ice
extent observations as well (see Fig. 1a).
Several previous studies (see Bracegirdle and Stephenson
(2013) and references therein) have suggested that models
simulating a cold bias in baseline climate have a tendency
to produce large future temperature responses in high lati-
tudes, particularly close to the sea ice edge. Here, we discuss
the relation between the model biases and their projections
of future temperatures under the RCP8.5 scenario. The
conclusions also hold for RCP4.5, even though the correla-
tions are somewhat weaker (see Table 2). In the model
ensemble, there is a significant positive correlation (r:0.5)
between the modelled past (19612010) trends and the
changes projected from 19712000 to 20312060. More-
over, both quantities correlate negatively (r:0.5 to 0.6;
Table 2) with the modelled bias of the NovemberMarch
temperature. In part, this may be explained by local feed-
back phenomena. Models producing too low winter tempera-
tures typically simulate sea ice and snow cover in excess,
the resulting large albedo and effective thermal isolation
further strengthening the coldness. As climate warms, this
cooling effect is mitigated, leading these models to simulate
strong increases in temperature. In other models with high
baseline temperatures, this feedback works less effectively.
Using all the 28 models included in the analysis, the
multimodel mean temperature response to the RCP8.5
forcing for the 2040s was 3.28C. We next studied the
influence of further reducing the ensemble size by excluding
models with a lower performance, that is, the three models
simulating the largest positive and the three producing the
largest negative bias inmean temperature. As a consequence,
the multimodel mean temperature response would only
be reduced by 5%, but the scatter among the modelled
responses would be diminished by 23%. A less drastic eli-
mination, only omitting those three models producing the
largest bias in absolute terms (in all of them, the bias was
negative), would reduce the multimodel mean temperature
response by 6% and the standard deviation by 21%.
Accordingly, disregarding the models having the largest
difficulties in simulating the recent past climate in the tar-
get area would not substantially affect the best-estimate
(multimodel mean) temperature response, but the apparent
uncertainty interval would be curtailed appreciably.
At first sight, any prospect of narrowing the uncertainty
interval sounds beneficial. Nonetheless, as shown by
Huybers (2010), the various feedback effects (cloud, albedo
and the combined water vapour plus lapse rate) tend to
co-vary negatively in the GCM ensemble. This kind of
compensation between the feedbacks may spuriously cur-
tail the inter-model spread of climate sensitivity. Therefore,
in order to avoid the risk of determining too small error
bars for the Baltic Sea ice projections, it was decided
in this work to accept for analysis all the 28 models
showing reasonable skill in simulating the present past
climate.
2.2. Methods
2.2.1. Annual maximum ice extent. Broadly following
Tinz (1996) and Jylha¨ et al. (2008), we fitted a non-linear reg-
ression model to the observed NovemberMarch mean tem-
perature and annual maximum ice extent data for the years
19522012 (Fig. 4). The regression equation is given by:
MIB ¼ Ae
BT (1)
Table 2. Correlations between various temperature indices derived from the 28 GCMs listed in Table 1
Index Range (ii) Trend (iii) RCP4.5 RCP8.5
NovemberMarch mean temperature (i) 0.62 0.48 0.60 0.61
Annual temperature range (ii) 0.30 0.45 0.47
NovemberMarch temperature trend (iii) 0.40 0.53
The indices representing the simulated recent past climate are (i) the NovemberMarch mean temperature, (ii) the annual temperature
range, and (iii) the trend in NovemberMarch mean temperature, all calculated over the period 19612010. The index representing the
future climate is the projected change in NovemberMarch temperature from the period 19712000 to 20312060; the correlations for this
index are given separately for the RCP4.5 and RCP8.5 scenarios. Temperatures are averaged over the Baltic Sea coastal grid points (Fig. 3).
Significance limits for the correlations: 0.37 (p0.05), 0.48 (0.01), 0.59 (0.001).
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whereMIB is the annual maximum ice extent (km2) and T is
theNovemberMarchmean temperature (8C) averaged over
the coastal grid points. Based on the data, the following
values were derived for the coefficients: A(90.29
4.2)103 km2 and B(0.25390.015) (8C)1. The coeffi-
cient of determination of the model, R2, is 82.8%. At
T38C, the error in MIB due to the standard errors of
the coefficientsA andB is about 10%, and from1 to18C
about 5%.
The regression model [eq. (1)] was applied to project the
probability distributions of MIB during the coming dec-
ades of this century. At first, a sample of size 50 was
constructed to represent NovemberMarch temperatures T
for each decade. This was produced by adding the GCM-
based temperature increases DT for the decade in question
to the observed values of T in the years 19612010 (a delta-
change method). In order to reduce random effects, DT for
each decade was calculated as a 30 yr mean, centred on that
decade. For example, the mean temperature change for the
period 20112040 represents the decade 20212030. Next,
using these samples of T in eq. (1), we produced artificial
frequency distributions of MIB for the seven future decades
in the period 20212090. Finally, we determined three
percentiles of the MIB distributions: the 5th (lower tail),
50th (median) and 95th (upper tail), the first and the third
roughly corresponding to values that are fallen short of or
exceeded, respectively, on average once in 20 yr. In 9 out of
10 yr, MIB can be expected to remain between the 5th and
95th percentiles.
The calculations were performed for each climate model
listed in Table 1 and for bothRCP scenarios. This enabled us
to assess the uncertainty in MIB caused by the differences in
the GHG scenarios and by the scatter of the temperature
responses in the various GCMs. In order to obtain the best
estimates for the long-term trends in the three percentiles of
MIB, we also derived their 28-model averages. The model
uncertainty assessment focused on the decade 20412050.
This decade was selected for three reasons. First, it is
sufficiently distant to exhibit a clear climate change signal
compared to the noise due to internal climate variability.
Second, it is sufficiently near not to be disturbed by a
simplification made in our calculations, that is, the omission
of potential changes in the inter-annual variability of winter
temperatures. This omission mainly affects results at the end
of the century, an issue to be discussed later. Third, an insight
into the reliability of the sea ice projections for the first half
of this century is of the highest relevance for many practical
applications, such as designing fleets of icebreakers.
2.2.2. Sea ice thickness. The 30 yr mean of the annual
maximum fast ice thickness was assessed using an analy-
tical solution for the thermodynamic ice growth equation
that is based on the sum of freezing degree-days (Stefan,
1890; Zubov, 1945; Leppa¨ranta, 1993):
h ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2S þ d2
p
 d (2)
where a3 cm(8Cd)1/2, d10 cm and S is the annual
cumulative sum (8Cd) of daily mean air temperatures
Fig. 4. The regression model for the ice extent. The model was fitted to the observed annual maximum ice extent and the November
March mean temperature at coastal grid points in 19522012. Some winters with a very high or low value of air temperature or ice extent
are annotated. The date refers to the month of January in each winter.
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below 08C (freezing degree-day sum). The approach, the
so-called FDD model, is suitable for assessing ice thickness
during the ice growth phase, up to an annual maximum
value of h, but is no longer valid when the ice is melting
(Stefan, 1890).
Our method of estimating the freezing degree-day sum S
in eq. (2) was based on local monthly mean temperatures.
We first multiplied the negative monthly mean tempera-
tures in Celsius by the number of days in the month to get
an approximation for the monthly freezing degree-day
sums. The sum of the contributions of all months with a
sub-zero mean temperature, that is, S in eq. (2), was then
used to obtain the maximum ice thickness h.
For the baseline period 19712000, we used the observed
monthly 30 yr mean temperatures to compute S and
thereby h. The climatological monthly mean temperature
for a future decade was obtained by adding the GCM-
based 30 yr mean temperature response, centred on the
target decade, to the observational baseline-period tem-
peratures. The temperature projections were calculated
separately for each individual GCM and, in addition, as
28-model means. Our results for the climatological maxi-
mum ice thickness h thereby represent responses to a range
of individual temperature projections as well as to their
average.
The FDD model [eq. (2)] does not take into account the
snow layer lying on top of the ice cover. Ice thicknesses are
thus systematically overestimated by up to 40 cm, and the
value of h resulting from the model can be considered as the
upper limit for ice growth in a typical winter (Leppa¨ranta,
1993). The present approach is only valid for the coastal
fast ice, since in the drift ice regions, sea ice thickness
depends substantially on the dynamical processes like
rafting and ridging (Vihma and Haapala, 2009). Further-
more, as the E-OBS gridded dataset does not cover air
temperatures over sea areas, the ice thickness could only be
assessed in coastal areas.
The 30 yr means of the observed maximum fast sea ice
thickness at Kemi and Loviisa in 19712000 were 75 and
38 cm, respectively. The corresponding values of h based
on eq. (2) are 98 and 66 cm, respectively, implying an
overestimation of 24 cm (32%) for Kemi and 28 cm (74%)
for Loviisa. The insulating effect of snow-on-ice, ignored
here, is presumably the main reason for this overestima-
tion. Additionally, the exact locations of the ice thickness
observation sites may have changed in time during the
30 yr period, which may have influenced the quality of the
observational time series. At Loviisa, the proximity of a
nuclear power plant, with its condensation water having
a warming effect, may also be seen in the ice thickness
statistics.
3. Results
3.1. Annual maximum ice extent
We first focus on the ensemble-mean changes in the
distribution of the annual maximum ice extent. Three
percentiles (95th, 50th and 5th) were derived from the
artificial 50 yr samples that were produced for each decade
of the period 20212090. The 95th percentile, representing
winters with an uncommonly wide ice cover, is projected
to diminish faster than the median or the 5th percentile
(Fig. 5). The linear trends under the RCP4.5 scenario for
the three quantities are 12 700 km2/10 yr, 6400 km2/
10 yr and 2900 km2/10 yr, respectively. The decline is faster
under the RCP8.5 than the RCP4.5 scenario, in accordance
with the more ample warming in the former scenario. The
corresponding linear trends in the percentiles for RCP8.5
are 21 600 km2/10 yr, 10 900 km2/10 yr and 5000
km2/10 yr, respectively. If the RCP8.5 scenario is realised,
average ice winters, according to the current standards,
would be very exceptional from the 2060s onward, but
under the RCP4.5 scenario the 95th percentile of MIB falls
to that category even in the 2080s. Under both scenarios,
the probability of unprecedentedly mild ice winters will
increase during the study period. In the RCP8.5 scenario,
even the median MIB would belong in that category from
the 2080s onward.
We next address the uncertainty caused by different
temperature responses in the various GCMs, first discuss-
ing the inter-model scatter of the medians of MIB. The
median values decreased in time in all model projections,
faster so in the RCP8.5 scenario than in RCP4.5. For
RCP8.5, the inter-model range of median MIB became
smaller during the study period, with the standard devia-
tion of the medians decreasing from 19 000 km2 in the
2020s to 14 000 km2 in the 2080s. The standard deviation
under RCP4.5 was larger than under the RCP8.5 scenario,
ranging over the whole period between 19 000 and 22 000
km2 without any clear temporal trend. The smaller scatter
among the model projections in the RCP8.5 than in the
RCP4.5 scenario is, however, less evident when the normal-
ised standard deviations (or coefficients of variance) of the
medians are considered.
The multimodel means and the inter-model scatter for all
three percentiles of MIB are exemplified for 20412050 in
Fig. 6. The mean median value for the RCP4.5 scenario is
about 93103 km2 and for RCP8.5 about 80103 km2 (see
also Fig. 5). For the RCP8.5 scenario, there is a strong
consensus among the model projections that the median
MIB falls into the class of mild ice winters. For RCP4.5,
most of the models likewise agree with that. The scatter
is wider for the 95th percentile, representing winters with
a more widespread ice cover. For most of the model
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projections, this high percentile belongs to the class of
average ice winters. However, according to the model en-
semble, there is a small probability for the upper tail of the
MIB distribution to be classified as a severe ice winter in
RCP4.5, or as a mild ice winter in RCP8.5. The scatter is
smallest around the 5th percentile, representing the lower tail
of the MIB distribution. All the models are strongly unani-
mous in the 5th percentile belonging to the class of mild or
even unprecedentedly mild ice winters. Inferring from the
observations performed thus far, in the mild winters of the
2040s, ice only occurs in the Bay of Bothnia and perhaps in
the eastern Gulf of Finland.
Finally, we consider MIB in 20412050 separately for
each ensemble member (Fig. 7). In that decade under the
RCP4.5 scenario, the model with the weakest warming
(Table 1) and thereby the largest mean MIB is CESM1-
BGC; this model produces the widest range between the 5th
and 95th percentiles (Fig. 7a). The model projecting the
strongest warming (Table 1), CMCC-CMS, is that also
producing the smallest mean MIB and the narrowest range.
In RCP8.5 (Fig. 7b), the corresponding extreme models are
CCSM4 (the largest MIB) and CMCC-CM (the smallest
MIB). Under the RCP4.5 scenario, the mean MIBs derived
from the temperature responses of seven models (25% out
of the total number) can be classified as average, the rest of
the model-based estimates belonging to the class of mild
ice winters. The 95th percentiles of four models can be classi-
fied as severe, and the 5th percentiles of 21 models as un-
precedentedly mild. Under the RCP8.5 scenario, the mean
values of all models fall into the class of mild (but not unpre-
cedentedly mild) ice winters, and none of the 95th percen-
tiles exceeds the class limit of a severe ice winter.
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Fig. 6. Inter-model scatter and inter-annual variability of the
annual maximum ice extent in 20412050. The median and the 5th
and 95th percentiles (the horizontal axis) demonstrate inter-annual
variability and the box-and-whiskers plots illustrate inter-model
scatter. Within each box, the thick solid line refers to the 28-model
mean ice extent, also shown in Fig. 5. The box depicts the upper
and lower quartiles of the sea ice projections, whiskers the 5th and
95th quantiles. The boxes drawn with solid lines show the RCP4.5
scenario and those with dashed lines RCP8.5. The vertical axis on
the right shows the upper class limits for mild and average ice
winters. The limit for unprecedentedly mild winters is 49103 km2.
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Fig. 5. Temporal evolution of the annual maximum ice extent
during the course of this century. The estimates are given
separately for the median values, representing a typical winter (line
with dots), and for the 5th and 95th percentiles, corresponding to
scant and widespread ice cover (lines with crosses). All the results
are ensemble means of sea ice projections, derived from tempera-
ture responses of 28 individual CMIP5 models (Table 1). The
vertical axis on the right shows the upper class limits for mild and
average ice winters, according to current standards. The limit for
unprecedentedly mild winters is 49103 km2. (a) The RCP4.5
scenario, (b) the RCP8.5 scenario.
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3.2. Ice thickness
The mean annual maximum fast ice thickness for the whole
study area was examined as a response to the 28-model
mean temperature projection in two future decades, 2041
2050 and 20812090. In addition, the results based on the
individual model projections were calculated for the whole
study period at three locations: Kemi, representing the
coast of the Bay of Bothnia; Loviisa, representing the
eastern Gulf of Finland; and Vilsandi (58.388N, 21.828E),
representing the Baltic Sea Proper (for the locations, see
Fig. 8a).
When applied to the observed temperatures of the
baseline period 19712000, the FDD model [eq. (2)]
implied that most of the coastal areas become ice-covered
in a typical contemporary winter (Fig. 8a). The resulting
mean maximum ice thickness varies substantially, being
locally more than 90 cm in the Bay of Bothnia and only
010 cm in the south-western parts of the Baltic Sea.
The mean maximum ice thickness is projected to
decrease in coming decades (Fig. 8b8e). Based on the
28-model mean temperature projections, for the northern
coast of the Bay of Bothnia in 20412050, the ice thickness
is about 6080 cm under the RCP4.5 scenario (Fig. 8b) and
about 5070 cm under RCP8.5 (Fig. 8c). The differences
between the scenarios increase by the end of the study
period. In 20812090 under RCP4.5, the ice thickness in
the Bay of Bothnia may locally still exceed 60 cm, whereas
elsewhere in the Gulf of Bothnia and in the Gulf of Finland
it is 1040 cm (Fig. 8d). According to the RCP8.5 scenario,
most of the Baltic Sea is projected to be ice-free in 2081
2090 (Fig. 8e). In the northernmost Bay of Bothnia,
however, h is then mainly 2040 cm. This indicates that
even if the high-emission RCP8.5 is realised, in a typical
winter the Baltic Sea is unlikely to become totally ice-free
during this century.
The linear trends in h, derived from the 28-model mean
temperature projection under the RCP4.5 scenario, were
3.4 cm/10 yr, 3.3 cm/10 yr and 1.0 cm/10 yr for
Kemi, Loviisa and Vilsandi, respectively (Fig. 9a). The
inter-model standard deviation in the projected ice thick-
ness in 20212030 was 6 cm at all three sites. At Kemi and
Loviisa, the deviation increased to 15 cm and 11 cm,
respectively, by the end of the study period. The southern-
most location of the three, Vilsandi, already remains
ice-free in the first decade, 20212030, according to six of
the 28 models. In the last decade 20812090, the tempera-
ture projections of only five models allow the formation of
ice there. In contrast to Kemi and Loviisa, the standard
deviation at Visandi decreased towards the end of the
period, being only 2 cm in 20812090.
The thinning of the ice is faster in the RCP8.5 scenario
(Fig. 9b) than in RCP4.5. The linear trends of the ice
thickness for Kemi, Loviisa and Vilsandi are now 7.6 cm/
10 yr, 7.0 cm/10 yr and 0.8 cm/10 yr, respectively. The
zero-values at Vilsandi in the last three decades made
the trend notably weaker there than at Kemi or Loviisa.
At Kemi, the inter-model standard deviation of the mean
maximum ice thickness increased from 7 to 19 cm during
the study period. At Kemi, two of the 28 modelled tem-
perature projections produced no ice for a typical winter in
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Fig. 7. The annual maximum ice extent (MIB) in 20412050
according to each individual GCM. The numbers on the horizontal
axis show the GCMs in ascending order of the projected
NovemberMarch mean temperature response (for identifying the
models, see Table 1). The short black line inside a box denotes the
mean value of the distribution, the boxes the 25th and 75th
percentiles and the whiskers the 5th and 95th percentiles of inter-
annual variability for each model. The vertical axis on the right
shows the upper class limits for mild and average ice winters. (a)
RCP4.5, (b) RCP8.5.
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20812090. At Loviisa, the corresponding number was 15 of
the 28models. The ice cover for an averagewinter disappears
at Vilsandi in 20612070, as it stays ice-free according to the
temperature projections of all the models in the last three
decades. This does not, however, mean that sea ice cannot
occur at Vilsandi at all in the late 21st century.Our results for
the ice thickness portray climatological means, but do not
provide inter-annual variations.
As mentioned earlier, due to the calculation method
these results should be considered as an upper limit for the
ice growth in a typical winter (Leppa¨ranta, 1993). Because
of this tendency towards an overestimation in the absolute
Fig. 8. The annual maximum coastal sea ice thickness (cm) in typical past and future winters. The calculations with the FDD method are
based on (a) observed temperatures in 19712000 and (be) the 28-model mean temperature projections under the two RCP scenarios for
two future decades. The crosses denote the locations of Kemi, Loviisa (Lov) and Vilsandi (Vil).
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values of h, we also considered the percentage changes
relative to the period 19712000. When derived from the
28-model mean temperature projections, the decline in
20412050 would be about 2530% at Kemi and 4050%
at Loviisa, only weakly depending on the RCP scenario
(Table 3). In 20812090, the ensemble-mean change at
Kemi is about 40% under RCP4.5 and about 60% under
RCP8.5. Further southwards, the projected percentage
changes are stronger, that is, 6090% at Loviisa and up
to 100% at Visandi. Apart from Visandi under RCP8.5,
however, the ranges of the responses derived from the
individual GCMs are considerable. In the 2040s at Loviisa,
for example, the uncertainty range is 2067% when both
RCP scenarios are taken into account (Table 3).
4. Discussion
4.1. Causes of uncertainties
The wide uncertainty ranges in our results are caused by
differences in the climate models employed to produce the
temperature projections, by the two different RCP scenarios
and by internal climate variability. Owing to the large
number of climate models used, the uncertainty related to
model formulation could be estimated rather reliably. It
appeared that the inter-model spread of temperature re-
sponseswould be reduced appreciably if six out of 28models,
that is, those showing the lowest performance in simulating
the observed climate, were omitted (Section 2.1.3). However,
Huybers (2010) argued that GCMs in general rather under-
than over-estimate the uncertainty of climate sensitivity. As
previously mentioned, we therefore decided to retain all of
the 28 models in order to avoid the risk of estimating too
small error bars for the Baltic Sea ice projections.
Besides the issues mentioned above, some additional
uncertainties arise from the calculation methods used in
this work. For the estimates of the future ice extent, the
exponential regressionmodel [eq. (1)] had to be extrapolated
outside the temperature range that was used to establish it.
The model uses the average NovemberMarch temperature
over the whole coastal Baltic Sea. Since it is possible to have
freezing temperatures and sea ice in some parts of the study
area (particularly in the north) and, at the same time, a
considerably warmer winter elsewhere, the model produces
non-zero ice extent even for spatially averaged temperatures
above 08C, in accordance with the observations (Fig. 4). But,
because of its exponential form, the model actually never
gives a zero MIB. Even with unrealistically high tempera-
tures, it still would produce a small area of ice. On the other
hand, the uncertainty related to the regression equation is
relatively small compared to the inter-GCM scatter. For the
2080s, the error in MIB due to the standard errors of the
regression coefficients is about 5000 km2, whereas the inter-
model standard deviation of the medians of MIB is 14 000
km2 for RCP8.5 and even larger for RCP4.5. Even so, with
the climate change continuing, higher temperatures will
evidently occur, and the regression equation should be
revised accordingly.
The delta-change method that we have used in construct-
ing the probability distributions of the average coastal
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Fig. 9. Temporal evolution of the mean maximum ice thickness
at three locations during the course of this century. The ice
projections for Kemi (dots), Loviisa (crosses) and Vilsandi
(triangles) are based on the temperature responses of the individual
GCMs. The short horizontal lines show the mean values of all the
model-based projections for each decade. Note that the position of
the symbols within each decade is slightly shifted to make the
figure more readable. (a) RCP4.5, (b) RCP8.5.
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NovemberMarch temperatures for future decades assumes
that the shape and width of the distribution remain un-
changed. In particular, any possible changes in the inter-
annual temperature variability are not taken into account. In
near-term temperature projections, this simple constant
delta-change method is found to be a reasonable approach
(Ra¨isa¨nen and Ra¨ty, 2013; Ka¨ma¨ra¨inen, 2013). However,
for projections targeted to the end of the century it would
probably be beneficial if a method that includes changes in
both the average values and the inter-annual variability were
employed.
As mentioned earlier, the FDD model [eq. (2)] does not
take into account the snow cover on the top of the ice. This
causes an overestimation of up to 40 cm in the ice thickness
estimates (Leppa¨ranta, 1993). Despite a general decreasing
trend in snow (Ra¨isa¨nen and Eklund, 2012), a similar bias
exists to some degree in estimates of h both in the current
and the future climate. We can therefore assume that the
magnitude of the change is a fair estimate, perhaps more so
in percentage terms (Table 3). Another feature related to
eq. (2) is that our method of estimating the freezing degree-
day sum S on the basis of monthly mean temperatures is
somewhat inaccurate. Only months with a negative mean
temperature were taken into account. For example, at the
beginning of March, the month typically having the
thickest ice cover in the Gulf of Finland (SMHI and
FIMR, 1982), there may be sub-zero temperatures that still
favour ice growth. This increase in the ice thickness is
ignored in calculations of h, if a warm period later on
during the month causes the monthly mean temperature to
rise above zero. The impact of this error source is, however,
reduced by the fact that the annual maximum ice thick-
nesses were examined as 30 yr mean values.
Important factors that could not be taken into account
in this study are possible changes in precipitation, wind and
ocean salinity. Based on the GCMs in Table 1, we assessed
that in our study area the winter mean precipitation would
increase by 2031% under RCP8.5 by the 2080s. Both
directly and through river runoff, this may affect salinity,
and thereby the growth of ice. Because wind conditions
control ice dynamics, potential changes in windiness are
also of relevance. Wind speeds, especially in storms, have a
large impact on the sea ice thickness distribution in drift ice
regions, where ridging and new ice production in the leads
may double the mass of thermodynamically produced ice
(Vihma and Haapala, 2009). Besides wind speed, wind
direction should also be considered. The prevailing wind
direction determines in which coastal regions of the Baltic
Sea ice ridging and compression predominantly occur.
South-westerly to north-westerly winds increase the need
for ice-breaking near the harbours of Finland and Russia,
whereas easterly to northerly winds are likewise influential
in Sweden and Estonia. However, the differences in
responses between the current and the previous generation
of GCMs make the projections for wind in the Baltic Sea
area far more uncertain than those for temperature and
precipitation. According to previous estimates for the
winter season (NovemberMarch), both mean and extreme
wind speeds would increase by approximately 25% by the
end of this century (Gregow et al., 2012). On the other
hand, our preliminary CMIP5-based calculations for
monthly mean wind speeds, without investigations into
extremes, only suggest a large inter-model scatter but no
significant multimodel mean response.
4.2. Comparison to previous studies
The annual maximum Baltic Sea ice extent and thickness in
the future have been a subject of several earlier studies.
However, the surveys are not completely comparable, as
they were based on different generations of climate models
and GHG scenarios, analysed different time ranges or
reported diverse aspects of the results. In the following, we
compare our findings for the late century to the outcomes
of the studies by Haapala et al. (2001), Meier et al. (2004)
and Meier (2006); they used numerical sea ice models to
estimate future changes in the Baltic Sea. Comparisons for
the middle of the century are made between the present
work and Luomaranta et al. (2010).
Table 3. The projected percentage reductions in the mean maximum ice thickness (h)
Observation RCP4.5 RCP8.5
19712000 (cm) 20412050 (%) 20812090 (%) 20412050 (%) 20812090 (%)
Kemi 75 25 (1644) 37 (1959) 32 (1850) 63 (4099)
Loviisa 38 40 (2063) 57 (3281) 50 (3467) 89 (64100)
Vilsandi 88 (46100) 97 (81100) 97 (80100) 100
The best estimates for the declines from the period 19712000 to the decades 20412050 and 20812090 are based on the 28-model mean
temperature projections under the RCP4.5 and RCP8.5 scenarios. The 90% confidence intervals, derived from the inter-model differences
in the temperature responses, are given in parentheses. The 30 yr mean values of the observed annual maximum ice thickness in 19712000
at Kemi and Loviisa are shown in Column 2.
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In the study by Haapala et al. (2001), two coupled ice-
ocean models were applied to simulate ice conditions
during two 10 yr periods, one representing pre-industrial
atmospheric conditions and the other a climate generated
by a 150% increase in the CO2 concentration. Meier et al.
(2004) employed a regional atmosphereocean climate
model driven by two GCMs, both forced by the SRES
A2 and B2 scenarios. Two 30 yr time slices were con-
sidered: 19611990 and 20712100. Meier (2006) widened
the investigation by including four additional experiments
that were conducted with a regional ocean climate model.
The simulated mean MIB during the late 21st century
varied between (117190)103 km2 in Haapala et al. (2001)
and between (48113)103 km2 in Meier et al. (2004) and
Meier (2006), depending on the modelling system and the
GHG scenario. In the present work, for comparison, the
multimodel average for the median MIB in the 2080s under
the RCP4.5 and RCP8.5 scenarios was 73103 km2 and
44103 km2, respectively (Fig. 5).
In order to cursorily view to what degree the deviations in
the results for MIB may be explained by divergent GHG
scenarios, we now focus on multimodel mean percentage
changes (Table 4). By examining percentage changes, the
influence of model biases both in numerical and statistical
studies can be alleviated. The scenarios were ordered based
on the corresponding multimodel mean global temperature
changes. For the 2040s, the responses to the RCP4.5 forcing
scenario, derived in the current work, were very close to
those presented by Luomaranta et al. (2010). For the 2080s,
it appeared that the decrease in MIB was clearly weakest in
the work by Haapala et al. (2001). Based on the remaining
studies, the percentage declines in typical and high values of
MIB tended to strengthen with increasing degree of global
warming. For low values of MIB, representing winters with
only a minor ice cover, the differences across the GHG
scenarios were less evident (Table 4). Note, however, that the
ensemble sizes diverged a lot between the studies, which
hinders us from making robust inferences. Besides, the
definitions of the low and high values of MIB given in the
studies were not exactly equivalent.
Sensitivity studies performed by Meier et al. (2004) and
Meier (2006) showed that severe ice winters are more
responsive to the warming climate than are mild ones. This
is also seen in our results shown in Fig. 5, where the rate
of decrease of the 95th percentile is, in absolute terms,
faster than that for the median or, especially, for the 5th
percentile. In percentage terms, however, the changes for
winters with scant ice cover are comparable (our study) or
even larger than for winters with a more widespread ice
cover (Table 4).
In the present paper, the mean annual maximum ice
thickness (h) was only estimated in the coastal areas of the
Baltic Sea. In the work by Meier et al. (2004), an assessment
was made of h in the centre of the Bay of Bothnia (658N 27?,
238E 33?) for 20712100. The mean ice thickness there
decreased from 58 cm to 2339 cm, that is, 5060%,
depending on the scenario (Table 4). According to Haapala
et al. (2001), the mean annual maximum ice thickness at the
same location at the end of the century would be 2743 cm,
depending on the modelling system used. The two-model
mean corresponded to a relatively modest percentage
reduction of 42%, consistent with the moderate decline in
MIB (Table 4). In ourwork, theRCP4.5 scenario produced a
28-model mean thickness of 61 cm for Kemi in 20812090.
According to the RCP8.5 scenario, the corresponding
thickness was 36 cm. The percentage declines were 37 and
63%, respectively (Table 4). Despite the differences in the
study locations, the coastal area on the one hand, and the
Table 4. The projected percentage changes in the annual maximum ice extent (MIB) and the mean maximum ice thickness (h)
Scenario Global DT (8C) Ensemble size Low MIB (%) typical High h (%) Mean Reference
Mid-century (2040s)
RCP4.5 1.4 28 47 46 47 25 This study
SRES A1B 1.4 19 49 44 47 Luomaranta et al., 2010
RCP8.5 1.8 28 55 53 54 32 This study
Late century (2080s)
RCP4.5 2.1 28 58 58 59 37 This study
SRES B2 2.5 4 81 58 51 50 Meier et al., 2004; Meier, 2006
150%a 2.6b 2 74 44 42 42 Haapala et al., 2001
SRES A2 3.3 4 88 70 65 60 Meier et al., 2004; Meier, 2006
RCP8.5 3.7 28 76 74 75 63 This study
The multimodel mean responses by the 2040s and 2080s under various GHG scenarios are based on previous studies and the current work.
The multimodel global mean temperature change (DT) is derived directly from the GCMs used (this work and Luomaranta et al. (2010)) or,
for the dynamical downscaling experiments, is obtained from the references for the driving GCMs (the other studies). Low, typical and high
MIB refer to the 5th, 50th and 95th percentiles of inter-annual variability, respectively (this work), or to the minimum, mean and maximum
values during the simulation period. The results for h refer to Kemi (this work) or the centre of the Bay of Bothnia.
a150% increase in the atmospheric CO2 concentration, compared to pre-industrial conditions.
bRa¨isa¨nen et al. (2001).
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open sea, considered by Meier et al. (2004), on the other,
the results are in good agreement. The differences among
the GHG scenarios are clear. It can be inferred from Table 4
that, owing to two very divergent GHG scenarios and a
multitude of alternative GCM-based temperature projec-
tions for both scenarios, the uncertainty in future ice
thickness could be estimated more comprehensively in the
current work than in the previous studies.
4.3. Consequences of a mainly ice-free Baltic Sea
According to our results for the RCP8.5 scenario, most of
the Baltic Sea would be ice-free in the typical winters of the
2080s (Fig. 8e), the ensemble-mean estimate for the annual
maximum ice extent ranging between about 20 and 85103
km2 (or 520% of the total sea area) on an average in nine
out of 10 yr (Fig. 5b). The decreases in ice cover will affect
the ecosystems in the Baltic Sea. For example, the Baltic
ringed seal, breeding on the ice, will probably lose many of
its southern breeding habitats. In 20712100, the breeding
of the Baltic ringed seal will be most likely to succeed in the
Bay of Bothnia only (Meier et al., 2004). If the Baltic Sea,
excluding the Bay of Bothnia, becomes ice-free during early
spring by the end of the century the spring bloom of
phytoplankton will start and end notably earlier (Eilola
et al., 2013). Another consequence of the early ice break-up
is that the mean significant wave height in spring will
increase by 30 to 50 cm in many areas of the Gulf of
Finland and the Gulf of Bothnia (Eilola et al., 2013).
Some consequences of the future loss of ice for the
human activities are positive. The shipping in the area will
benefit from the longer ice-free period, and the ice-breaking
assistance will probably only be needed in the northern and
the most eastern parts of the Baltic Sea (Haapala et al.,
2001). However, when the sea remains ice-free, wave
damage on the coastline may become more severe during
winter storms. Wintertime cold outbreaks over an ice-free
gulf with warm surface water (for example the Gulf of
Finland) may cause intense snow showers in coastal areas
(Savija¨rvi, 2012) presenting challenges to the maintenance
of road networks and towns.
5. Conclusions
In this work, we have estimated future changes in the annual
maximum sea ice extent and the mean maximum coastal sea
ice thickness in the Baltic Sea under the RCP4.5 andRCP8.5
scenarios. The ice cover projections were based on tempera-
ture responses produced by 28 CMIP5 GCMs that showed
reasonable performance in simulating the recent past climate
in the Baltic Sea area. The sea ice projections were examined
both as an ensemble-mean and separately for individual
GCM-based temperature projections.
The annual maximum ice extent was estimated by a non-
linear regression model, which was fitted to the observed
values of wintertime temperature and annual maximum ice
extent in the years 19522012. Applying this regression
model to the GCM-based temperature projections, we
derived frequency distributions for annual maximum ice
extent for seven future decades within the period 2021
2090. According to both RCP scenarios studied, the annual
maximum ice extent was found to decrease markedly.
According to the RCP8.5 scenario, virtually only mild ice
winters (ice extentB115103 km2) occur from the 2060s
onwards. Under RCP4.5, the decline of the ice extent is
slower: average ice winters (ice extent between 115103
km2 and 230103 km2) may still occur even in the 2080s.
The mean maximum sea ice thickness in coastal areas
was assessed based on the sum of freezing degree-days.
As expected, the decrease in ice thickness is faster in the
RCP8.5 than in the RCP4.5 scenario. According to
RCP8.5, in a conventional winter of the 2080s, sea ice
would only occur in the Bay of Bothnia, with a maximum
ice thickness of 3040 cm, and in the north-eastern parts of
the Gulf of Finland, with an ice thickness of 010 cm.
According to RCP4.5, the coastal areas of the Gulf of
Bothnia and the Gulf of Finland will still be ice-covered
in the 2080s. Maximum ice thicknesses, locally exceeding
60 cm, would be found in the Bay of Bothnia.
Uncertainties in the results arise partially from the
statistical calculation methods that we used in this work.
On the other hand, since the statistical approaches required
very little computing resources, we were able to incorporate
a large number of different climate change scenarios. The
spread among the changes derived from individual climate
models appeared to be rather large. This suggests that when
regional Baltic Sea circulation models are used to assess
the impacts of climate change on ice cover, it would be
necessary to employ the wide range of boundary conditions
provided by a number of different climate models in order
to adequately quantify the uncertainty in the estimates.
Despite the scatter in the rate of the projected changes,
no uncertainty prevails about the direction of the long-term
trend in sea ice. We conclude that sea ice will significantly
decrease during this century. Although the Baltic Sea is
unlikely to become totally ice-free in the typical winters of
these coming decades, it is evident that the consequences of
the ice reduction for ecosystems and communities will be
notable.
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Abstract. The timing of springtime end of snowmelt (snow-
off date) in northern Eurasia in version 5.4 of the ECHAM5
atmospheric general circulation model (GCM) is evaluated
through comparison with a snow-off date data set based on
space-borne microwave radiometer measurements and with
Russian snow course data. ECHAM5 reproduces well the
observed gross geographical pattern of snow-off dates, with
earliest snow-off (in March) in the Baltic region and latest
snow-off (in June) in the Taymyr Peninsula and in north-
eastern parts of the Russian Far East. The primary biases
are (1) a delayed snow-off in southeastern Siberia (associ-
ated with too low springtime temperature and too high sur-
face albedo, in part due to insufficient shielding by canopy);
and (2) an early bias in the western and northern parts of
northern Eurasia. Several sensitivity experiments were con-
ducted, where biases in simulated atmospheric circulation
were corrected through nudging and/or the treatment of sur-
face albedo was modified. While this alleviated some of the
model biases in snow-off dates, 2 m temperature and surface
albedo, especially the early bias in snow-off in the western
parts of northern Eurasia proved very robust and was actu-
ally larger in the nudged runs.
A key issue underlying the snow-off biases in ECHAM5
is that snowmelt occurs at too low temperatures. Very likely,
this is related to the treatment of the surface energy budget.
On one hand, the surface temperature Ts is not computed sep-
arately for the snow-covered and snow-free parts of the grid
cells, which prevents Ts from rising above 0 ◦C before all
snow has vanished. Consequently, too much of the surface
net radiation is consumed in melting snow and too little in
heating the air. On the other hand, ECHAM5 does not in-
clude a canopy layer. Thus, while the albedo reduction due
to canopy is accounted for, the shielding of snow on ground
by the overlying canopy is not considered, which leaves too
much solar radiation available for melting snow.
1 Introduction
Snow cover is one of the most important elements in the cli-
mate and hydrology of the Northern Hemisphere. Large ar-
eas of the Eurasian and North American continents are cov-
ered by seasonal snow. The varying snow cover affects di-
rectly the surface energy balance by interfering with the en-
ergy storage, net radiation and fluxes of sensible and latent
heat. A significant positive feedback mechanism of the snow,
albedo and solar radiation amplifies the climatic effects re-
lated to the snow cover: decreasing snow cover reduces the
surface albedo and increases the amount of absorbed solar
radiation at the surface, leading to increased melting and fur-
ther reduction in the snow cover. The snow–albedo feedback
(SAF) is largest when changes in snow cover area are linked
with substantial changes in regional albedo (Brown, 2000).
This coincides with the maximum influence of snow cover
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on surface net radiation in spring, typically in April and May,
when strong solar radiation and snow cover co-exist (Grois-
man et al., 1994). Snow cover also serves as a fresh water
reservoir, thus regulating run-off in winter and spring, and in-
fluencing soil moisture content. Typically, delayed snowmelt
can increase spring and summer soil moisture content which
can further contribute to cooler and wetter weather condi-
tions even after the snowmelt (Cohen, 1994), and conversely
for early snowmelt (Wetherald and Manabe, 1995; Rowell
and Jones, 2006; Kendon et al., 2010).
The key climatic role of snow cover has prompted a wide
range of observational and modelling studies on the topic.
These include several intercomparisons of snow conditions
simulated by atmospheric and fully coupled general circula-
tion models (GCMs) with observational data (Foster et al.,
1996; Frei and Robinson, 1998; Frei et al., 2003, 2005;
Roesch, 2006; Derksen and Brown, 2012; Brutel-Vuilmet
et al., 2013). Most recently, Brutel-Vuilmet et al. (2013)
evaluated the snow cover simulated by models participating
in Phase 5 of the Coupled Model Intercomparison Project
(CMIP5). In terms of the multi-model average, the models
reproduced the observed snow cover extent very well, with
a slight tendency toward too late snowmelt in Eurasia and too
early snowmelt in northern North America. However, there
was still substantial inter-model dispersion around the multi-
model average. Moreover, the results highlighted two issues
already found in earlier intercomparison studies. First, the
interannual variability in Northern Hemisphere snow cover
extent was underestimated by almost all models, which was
already noted by Frei and Robinson (1998) in an analy-
sis of Atmospheric Model Intercomparison Project, phase 1
(AMIP1) models. Second, the models underestimated con-
siderably the observed negative trend in snow cover in spring
(for years 1979–2005), which is similar to the findings
of Roesch (2006) for CMIP3 models. Derksen and Brown
(2012) further demonstrated, for a subset of eight CMIP5
models, that the models failed to capture the rapid decline
in Northern Hemisphere late spring (May–June) snow cover
observed in 2008–2012.
Regarding the reasons for biases in modelled snow con-
ditions, the intercomparison studies have, in general, not
been very conclusive. Most attention has been paid to biases
in simulated air temperature (Foster et al., 1996; Räisänen,
2008) and total precipitation or snowfall (Foster et al., 1996;
Roesch, 2006; Brutel-Vuilmet et al., 2013). Frei et al. (2005)
further suggested that the exclusion of subgrid-scale treat-
ments for terrain and land cover contributed to overestimated
ablation rate of snow in spring over North America in AMIP2
models.
Multi-model intercomparisons have also demonstrated
that the strength of SAF varies substantially among both
CMIP3 (Hall and Qu, 2006; Qu and Hall, 2007; Fletcher
et al., 2012) and CMIP5 models (Qu and Hall, 2014). There
is a strong correspondence between the SAF evaluated based
on transient climate change experiments and based on the
seasonal cycle. Model results for the seasonal SAF fall on
both sides of the corresponding observational estimates (Hall
and Qu, 2006; Fletcher et al., 2012; Qu and Hall, 2014). The
simulated SAF is strongly influenced by the climatological
surface albedo of snow-covered land, which shows a sur-
prisingly large spread even among the CMIP5 models. Pre-
sumably, this is related to how vegetation masking of snow-
covered land is treated (Qu and Hall, 2007, 2014).
The focus of the current work is narrower than in the multi-
model intercomparisons discussed above, which, however,
allows for more in-depth analysis. We look in detail at the
performance of a single model, the ECHAM5 atmospheric
GCM (Roeckner et al., 2003, 2006), in simulating the tim-
ing of snowmelt in spring in northern Eurasia, north of lat-
itude 55◦ N. Specifically, we focus on the average timing of
the end of the snowmelt season (i.e. the snow-off date; the
day when all snow accumulated during the winter has van-
ished). Snow-off dates simulated by ECHAM5 are compared
with snow-off dates derived from two observational data sets:
first, a satellite data set based on data from passive multichan-
nel microwave radiometers (Takala et al., 2009), and second,
Russian in situ snow course measurements (Bulygina et al.,
2011a). The geographical focus on northern Eurasia is moti-
vated by the vast area of the continent, which makes Eurasian
snow conditions important for understanding the planetary
climate as a whole.
The performance of a slightly earlier version of ECHAM5
in simulating the Northern Hemisphere snow depth, snow-
covered area and surface albedo was assessed by Roesch
and Roeckner (2006). By using snow products based on vis-
ible and microwave remote-sensing data, they found that
ECHAM5 reproduces the amplitude and phase of the annual
snow depth cycle quite precisely – however, with a slight
overestimation of the snow depth in late winter and spring
over Eurasia. The present work builds on Roesch and Roeck-
ner (2006) but goes deeper in analysing the regional de-
tails and causes underlying the biases in modelled snow-off
dates. Thus, while it is shown that in ECHAM5 simulations,
snow-off tends to occur too late in the eastern part of north-
ern Eurasia (especially southeastern Siberia) and too early
in the western and northern parts, the most fundamental is-
sue is that snow-off occurs at lower-than-observed air tem-
peratures. The likely main reason for this are simplifications
inherent to the model’s surface energy budget calculation in
the presence of partial snow cover and in the treatment of for-
est canopy. This highlights the need to consider carefully the
treatment of the surface energy budget in the models, in addi-
tion to the fidelity of simulated temperature and precipitation
fields.
The rest of this paper is organized as follows. First, in
Sect. 2 we introduce the ECHAM5 model and the experi-
ments conducted. In Sect. 3, the observational data sets used
in this work are described. Section 4 addresses the non-trivial
issue of the definition of snow-off dates. Results are reported
in Sect. 5, both for the default version of ECHAM5 and for
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sensitivity experiments, in which biases in simulated atmo-
spheric circulation were corrected through nudging and/or
the treatment of surface albedo was modified. The reasons
underlying the biases in modelled snow-off dates are further
discussed in Sect. 6, followed by conclusions in Sect. 7.
2 Model and experiments
2.1 Model description
Version 5.4 of the ECHAM5 atmospheric general circulation
model (Roeckner et al., 2003, 2006) was used. The dynam-
ical part of ECHAM5 is formulated in spherical harmon-
ics, while physical parameterizations are computed in grid
point space. The simulations reported were conducted at hor-
izontal resolution T63 (corresponding to a grid spacing of
1.875◦) with 31 layers in the vertical and model top at 10 hPa.
A semi-implicit time integration scheme is used for model
dynamics with a time step of 12 min. Model physical param-
eterizations (Roeckner et al., 2003) are invoked at every time
step, except for radiation, which is computed once in 2 hours.
The snow scheme in ECHAM5 is relatively simple: the
snow water equivalent (SWE; kgm−2) is a prognostic quan-
tity, but changes in snow density or grain size are not con-
sidered. In the presence of snow, the top of the snow layer
is treated as the top of the soil model. For snow-free and
snow-covered land alike, the surface temperature is deter-
mined through the surface energy balance, while the ther-
mal diffusion equation is used to calculate the soil (or snow)
temperature profile. Five layers within the topmost 10 m are
considered, with thicknesses of 0.065, 0.254, 0.913, 2.902
and 5.700 m, respectively. For snow-free land, spatially vary-
ing volumetric heat capacity and thermal diffusivity are pre-
scribed for five soil types according to the FAO soil map
(Gildea and Moore, 1985; Henderson-Sellers et al., 1986).
For snow-covered land the procedure is the same except that
the thermal properties are modified. For example, if snow
fills the top soil layer completely, and the second layer par-
tially, the thermal properties of snow are used for the top
layer while a mass-weighted mixture of soil and snow prop-
erties is used for the second layer. A constant snow density
of 330 kgm−3 is assumed in this procedure.
The ECHAM5 snow scheme considers both SWE inter-
cepted by the canopy (Roesch et al., 2001) and SWE on
the ground (Roeckner et al., 2003). The budget equation
for snow on the ground accounts for snowfall through the
canopy, sublimation/deposition, melting, and unloading of
snow from the canopy due to wind. The snowmelt rate M
is computed from the surface energy budget equation:
CL
∂Ts
∂t
= Rnet+H +LE+G−M, (1)
where CL is the heat capacity of the surface layer, Ts the sur-
face temperature, Rnet the surface net radiation, H the sen-
sible heat flux, LE the latent heat flux, and G the ground
heat flux (all defined positive when the surface layer gains
energy). A preliminary estimate for Ts at the next time step
(T ∗) is obtained by considering everything else but snowmelt
(M = 0). If T ∗ exceeds the melting point (T ∗ > T0 = 0 ◦C),
the snowmelt rate is inferred from the condition that the heat
consumed in melting snow restores Ts to T0:
M =
CL
Lf
(
T ∗− T0
1t
)
, (2)
where Lf is the latent heat of fusion and 1t the model time
step.
The snow cover fraction on the ground (SCF) is diagnosed
following Roesch et al. (2001):
SCF= 0.95tanh(100hsn)
√
1000hsn
1000hsn+ 0.15σz+ ǫ
, (3)
where hsn is SWE expressed in metres of liquid water, σz (m)
is the subgrid-scale standard deviation of surface elevation
and ǫ is a small number used to avoid division by zero for
totally flat and snow-free grid cells.
The parameterized grid-mean surface albedo depends on
the specified background albedo, the fractional forest area of
the grid cell, the snow cover on the canopy, the snow cover on
the ground, and a specified snow albedo. While a complete
description of the parameterization can be found in Roeck-
ner et al. (2003), two details are mentioned here to provide
a background for the sensitivity tests in Sect. 2.2.3. First, the
albedo of snow on land (αsn) depends on the surface temper-
ature Ts according to
αsn = αsn, min+
(
αsn, max−αsn, min
)
f (Ts), (4)
where
f (Ts)=min
[
max
(
T0− Ts
T0− Td
,0
)
,1
]
(5)
and αsn, min = 0.3, αsn, max = 0.8, T0 = 0 ◦C and Td =−5 ◦C.
Second, the albedo of snow-covered forests is parameterized
according to
αfor = SVFαg+ (1−SVF)αcan, (6)
where αg is the ground albedo (αg = αsn if the ground is com-
pletely snow covered), αcan is the albedo of the canopy (0.2
for completely snow-covered canopy) and the sky view fac-
tor (SVF) depends on the leaf-area index (LAI):
SVF= e−LAI. (7)
2.2 Experiments
A total of six ECHAM5 experiments were conducted. All
experiments were run for years 1978–2006, and years 1979–
2006 were used for analysis of the results. Note that the
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years 2008–2012 during which a rapid reduction in North-
ern Hemisphere May–June snow cover has been observed
(Derksen and Brown, 2012) fall outside this period. All sim-
ulations used observed sea surface temperatures (SSTs) and
sea ice (AMIP Project Office, 1996), and some of them used
nudging fields and/or observed albedo fields that likewise in-
cluded “real” year-to-year variations (see below). The con-
centrations of well-mixed greenhouse gases were held con-
stant following AMIP II guidelines (AMIP Project Office,
1996), at 348 ppmv for CO2, 1650 ppbv for CH4, 306 ppbv
for N2O, 280 pptv for CFC-11, and 484 pptv for CFC-12. For
aerosols, a climatological distribution was assumed (Tanré
et al., 1984). The distribution of ozone, vegetation area and
LAI followed a prescribed climatological seasonal cycle.
Three of the experiments (REF, ALB1 and ALB2) were
run in an ordinary climate simulation mode. In the re-
maining three experiments (REF_NDG, ALB1_NDG and
ALB2_NDG), four model fields were nudged towards ERA-
Interim reanalysis data (Dee et al., 2011): vorticity (relax-
ation timescale 6 h), divergence (48 h), atmospheric tempera-
ture (24 h) and logarithm of surface pressure (24 h). Nudging
acts to minimize the errors in simulated atmospheric circu-
lation, which is one of the possible causes for differences
between simulated and observed snow-off dates.
2.2.1 REF and REF_NDG
The reference experiment (REF) and the corresponding
nudged experiment (REF_NDG) used the default version of
ECHAM5.4. To evaluate the impact of model internal vari-
ability on the results, three runs were conducted for the REF
experiment. The runs were started from different initial dates
(1, 2 and 3 January 1978, respectively), which is sufficient
for ensuring that within a few weeks, the weather condi-
tions in the three runs become essentially independent of
each other. Where not otherwise stated, the mean value of
these three runs is reported. REF_NDG, as well as ALB1,
ALB1_NDG, ALB2 and ALB2_NDG consist of a single run
for years 1978–2006.
2.2.2 ALB1 and ALB1_NDG
Surface albedo influences strongly the energy available for
melting snow in spring. In an attempt to eliminate errors in
surface albedo, in the experiments ALB1 and ALB1_NDG
the model’s albedo field over continents was replaced by
prescribed surface albedos based on observations. Monthly
mean albedos in the CLARA-SAL data set derived from
AVHRR satellite data (Riihelä et al., 2013) were applied.
Since this data set starts from year 1982, for years 1978–1981
the average annual cycle of CLARA-SAL albedo for years
1982–2006 was employed. While this approach is instructive
for diagnostic purposes, it has the major weakness that the
albedo is independent of simulated land-surface properties,
including snow cover.
2.2.3 ALB2 and ALB2_NDG
In an attempt to reduce biases in ECHAM5’s surface albedo
field while keeping it interactive, experiments ALB2 and
ALB2_NDG were conducted. Two modifications were im-
plemented in ECHAM5’s surface albedo parameterization.
First, for snow-covered forests, the sky-view factor in Eq. (7)
was replaced by
SVF= e−(LAI+SAI). (8)
Here, the stem area index (SAI) assumes a constant value of 2
for all forest types, following the Biosphere–Atmosphere
Transfer Scheme (Dickinson et al., 1993). This modification
was motivated by Roesch and Roeckner (2006), who noted
that ECHAM5 overestimates the total surface albedo in east-
ern Siberia in the dormancy season of deciduous needleleaf
trees, and ascribed this problem to the fact that the shadow-
ing of the ground below the canopy by stems and branches
is neglected. Second, the value of αsn, min in Eq. (4) was in-
creased from 0.3 to 0.6. This was motivated by the findings
of Pedersen and Winther (2005) and Mölders et al. (2008),
who note that for ECHAM5’s snow albedo parameterization,
and also for ECHAM4 for which αsn, min = 0.4, snow albedo
decreases too early and too fast during snowmelt.
3 Observational data
Seven observational data sets were used in the present work.
First, a snow-off date data set based on remote sensing of
snow with space-borne microwave radiometer measurements
(Takala et al., 2009) was used for evaluating snow-off dates
in the ECHAM5 simulations. The Eurasian region is well
suited for remote sensing of snowmelt for two reasons. First,
temperatures in much of the Eurasian region are very low in
winter-time, which leads to the formation of a dry snow pack.
Second, as tundra is the predominant surface type, the snow
conditions are relatively homogeneous over extended areas
in the absence of e.g. mountain regions with a complicated
topography. These properties are profitable for microwave in-
struments that measure highly contrasting surface brightness
temperatures for dry vs. melting snow related to the progres-
sion of spring.
The remote-sensing data set utilized measurements by
the Scanning Multichannel Microwave Radiometer (SMMR;
Knowles et al., 2002) onboard Nimbus 7 for years
1978–1987 and measurements by the Special Sensor Mi-
crowave/Imager (SSM/I) (Armstrong et al., 1994) onboard
the Defence Meteorological Satellite Program (DMSP) satel-
lites D-11 and D-13 for years 1988–2007. A time series
thresholding algorithm based on the brightness temperature
difference between vertically polarized radiances around 37
and 19 GHz was used to determine the snow-off date for each
year (see Takala et al., 2009 for details). The snow-off dates
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(given as day-of-year from 1 to 180) are provided at a nomi-
nal resolution of 25km× 25 km.
The snow-off date estimates in the microwave data set
were calibrated against the INTAS-SCCONE observations
(Kitaev et al., 2002; Heino and Kitaev, 2003) of snow depth
and snowmelt flag at Eurasian, mostly Russian, weather sta-
tions. Specifically, for the calibration data, the snow-off date
was defined as the last event during spring when the station
snow status flag changed from “snow depth is correct” to
“temporary melting” or “continuous melting”, both of which
refer to a situation in which there is no snow left at the sta-
tion. Thus, in principle, the microwave data set is targeted
at presenting the final snow-off date at each station. This is
discussed further in Sect. 4.
Second, snow course measurements made in Russia (or
the former Soviet Union) were used for evaluating both the
simulated snow-off dates and the seasonal cycle of SWE.
These data were acquired from the Russian Hydrometeo-
rological Centre; http://meteo.ru/english/climate/snow1.php
(Bulygina et al., 2011a). The “routine snow surveys” data set
contains data from 517 meteorological stations (288 within
the region considered here), for which either open-terrain1
or forest snow course measurements (or both) have been per-
formed. These are a subset of the 958 stations considered in
Bulygina et al. (2011b).
The SWE was measured at 100 m intervals along the forest
snow courses, which had a total length of 1 km, and at 200 m
intervals along the open-terrain snow courses with a total
length of 2 km. Typically, measurements are provided at 10-
day intervals in winter and 5-day intervals in spring (starting
from March or April). The data availability varies, however,
and not all stations provide data throughout the period 1979–
2006 considered here. To compare with ECHAM5, the SWE
values were regridded to the T63 grid, by averaging the SWE
values over the stations if several stations existed in a grid
cell. The procedure for estimating the snow-off date from the
snow course data is described in the Appendix. We include
in our analysis those grid cells for which the snow-off date
could be determined for at least 5 years during 1979–2006.
Third, for surface albedo, we employ the monthly mean
version of the CLARA-SAL data set (Riihelä et al., 2013),
which is based on a homogenized AVHRR radiance time se-
ries. These data provide black-sky albedo values from Jan-
uary 1982 onwards. The data, originally given at a 0.25◦×
0.25◦ resolution, were averaged to the T63 grid for compari-
son with modelled values, and for use as input for the ALB1
and ALB1_NDG experiments (Sect. 2.2.2).
Fourth, for snow cover fraction, we use version 2.0 of the
snow extent (SE) data set created in the European Space
Agency’s (ESA) Data User Element project GlobSnow (Met-
1The term “open-terrain snow courses” is used here instead of
the term “field snow courses” used in Bulygina et al. (2011a, b).
These refer to non-forested snow courses in general, some of which
are above (or north of) the treeline.
sämäki et al., 2015). The GlobSnow SE is based on data ac-
quired by the ERS-2/ATRS-2 and Envisat/AATSR satellite
instruments, and is provided on a 0.01◦× 0.01◦ grid. Here,
monthly mean data averaged to the T63 grid are used. The
years for which there is springtime snow cover data both for
GlobSnow and the current ECHAM5 experiments are 1997–
2006, but 2002 was discarded due to issues with data quan-
tity and quality. While longer-term snow cover data sets ex-
ist (Zhao and Fernandes, 2009; Brown and Robinson, 2011),
GlobSnow was selected for the present study because its re-
trieval algorithm was specifically designed to enable accu-
rate snow mapping also in forests, which cover a large part
of northern Eurasia.
Fifth, information on forest cover from the GlobCover
2009 data set (Bontemps et al., 2011; Arino et al., 2012) is
used, along with the GlobSnow snow cover data, to aid the
interpretation of the differences between modelled and ob-
served albedo fields.
Sixth, for 2 m air temperature, Climate Research Unit
(CRU) land surface air temperature data, version 3
(CRUTEM3; Brohan et al., 2006) is employed.
Seventh, daily measurements of snow depth and diurnal-
mean temperature conducted at the Finnish Meteorologi-
cal Institute Arctic Research Centre at Sodankylä (67.37◦ N,
26.63◦ E, 179 ma.s.l.) in January–June 1979–2006 are em-
ployed for a detailed comparison with ECHAM5 experi-
ments in Sect. 6. The Sodankylä site belongs to the north-
ern boreal forest zone with the snow type of taiga, which is
typical of most of northern Eurasia.
4 Definition of snow-off date
Snow-off date is evaluated in ECHAM5 based on daily mean
SWE values. There are several possible methods for defining
the snow-off date, the most obvious ones being (1) the first
snow-off date (i.e. the first day with zero SWE after a win-
ter’s SWE maximum) and (2) the final snow-off date (i.e.
the day following the last day with SWE > 0 in spring). In
some cases, the first and final snow-off dates differ substan-
tially. As an example, Fig. 1 shows the time series of SWE
for spring 1988 for a grid point in western Russia (60.6◦ N,
39.4◦ E) in one of the REF runs. The first snow-off date is
day 99 (8 April), but three separate short periods with snow
occur after it, the final snow-off date being day 129 (8 May).
In this paper, we use the first snow-off date for ECHAM5
because it is a more robust indicator of model behaviour than
the final snow-off date. The first snow-off date represents an
integral measure of how much snow accumulates during the
winter and how fast it melts in the spring. In contrast, when
the final snow-off date differs from the first snow-off date,
it is, in essence, determined by the last occurrence of solid
or mixed-phase precipitation in spring. This makes the fi-
nal snow-off date much more sensitive to day-to-day weather
patterns in spring than the first snow-off date.
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Figure 1. Time series of snow water equivalent (kg m−2) in days 0–
150 of year 1988 for a grid cell in western Russia (60.6◦ N, 39.4◦ E)
for one of the ECHAM5 runs included in the REF experiment (SWE
plotted in a square root scale for a better viewing of small val-
ues). The grey horizontal lines correspond to SWE values of 100,
10, 1 and 0.1 kgm−2. The four arrows at days 99 (8 April), 110
(19 April), 121 (30 April) and 129 (8 May) indicate possible snow-
off days (first day with SWE= 0 after a period with SWE > 0). The
first snow-off day is employed in this paper for comparison with ob-
servational data.
Even when setting aside potential issues related to spa-
tial and temporal resolution, the definition of snow-off date
in ECHAM5 results is not fully compatible with how the
snow-off date is derived from the microwave satellite data.
As noted in Sect. 3, the satellite snow-off date represents, in
principle, the final snow-off date rather than the first snow-off
date; that is, it can be affected by secondary periods of snow
after the first snow-off date. Nevertheless, the use of final
snow-off date in ECHAM5 for comparison with the satellite
data would be problematic. The secondary periods of snow
after the first snow-off date in ECHAM5 are often short and
the values of SWE very low (e.g. SWE∼ 0.1 kgm−2 for the
last two periods of snow in Fig. 1) so it is unclear whether
they would really be detected by the satellite algorithm. Thus,
we opt to use the first snow-off date for ECHAM5, but ac-
knowledge that this may contribute towards an early bias in
snow-off dates when compared with the satellite data.
In the comparisons with the snow course data, the snow-
off date in ECHAM5 is evaluated as the first snow-off date,
but using SWE for only those days for which snow course
measurements are available (i.e. every 5th or 10th day). This
is fully consistent with how the snow-off date is derived from
the snow course data (see the Appendix).
Figure 2 compares time-average snow-off dates derived
from the snow course data and the satellite data, for each
ECHAM5 grid cell separately. While these estimates are, of
course, strongly correlated (r = 0.775), there is an apprecia-
ble scatter among them. For some grid cells, the difference
between satellite and snow-survey snow-off dates is more
negative than −10 days, and for many more grid cells (es-
Figure 2. The relationship between time-mean snow-off dates based
on the snow course data and the satellite retrievals. The satellite
snow-off dates were averaged to the T63 horizontal resolution and
screened according to the availability of snow course data. Only
those grid cells for which the snow-off date in the snow course data
could be determined for at least 5 years during 1979–2006 are in-
cluded. The data points are colour-coded according to longitude.
The solid diagonal line indicates equal snow-off dates for the two
data sets, while the dashed diagonals correspond to a difference of
±10 days.
pecially in Siberia, in particular between 100 and 120◦ E)
more positive than 10 days. The mean difference between the
satellite and snow survey snow-off dates is 5.1 days, while
the rms difference is 12.2 days. The positive mean difference
is, in principle, consistent with the notion that the satellite
snow-off date may be in some cases influenced by secondary
periods of snow after the first snow-off date; however, the
substantial scatter indicates that there must be other factors
at play. Unravelling the causes of these differences falls be-
yond the scope of this paper. Rather, we focus on what can be
concluded from the model behaviour, given the observational
uncertainty.
5 Results
5.1 Reference experiment REF
5.1.1 Snow-off timing
The geographical distribution of the mean snow-off date dur-
ing the period 1979–2006 in the satellite retrievals is shown
in Fig. 3a. In general, springtime snow-off progresses grad-
ually from the southwestern parts of the domain towards the
northern and eastern parts. Earliest snow-off occurs in the
Baltic Sea area (around 20◦ E), before day 90 (end of March).
An area of rather early snow-off dates can also be found in
eastern Siberia where around the latitude 60◦ N snow melts
right after day 120 (beginning of May). Snow melts latest
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Figure 3. Mean snow-off date in years 1979–2006 based on (a) the satellite retrievals and (b) the REF experiment. Unit: day of year (Julian
day). Snow-off dates of 90, 120 and 150 corresponding approximately to the beginning of April, May and June are indicated with black lines.
(c) The difference in the average snow-off date between the REF experiment and the satellite retrievals. For computing the difference, the
satellite snow-off dates were averaged to the model grid. (d) The standard deviation (σn−1) in 28-year mean snow-off date among the n= 3
differently initialized runs included in the REF experiment. (e) The standard deviation of yearly snow-off dates in the satellite retrievals (for
snow-off dates averaged to the model grid), and (f) in the REF experiment (computed first separately for the three runs in REF and then
averaged).
in the Taymyr Peninsula (around 75◦ N, 100◦ E), after day
170 (about 20 June). Snow also persists until June in parts of
Russian Far East (east of 160◦ E). In addition to the general
southwest-to-northeast gradient, some orographic effects can
be detected. In the Ural Mountains (60◦ E) and in the Scan-
dinavian (about 20◦ E) and Verkhoyansk (130◦ E) mountain
ranges, snow melts later than in the surrounding regions, by
up to 30 days in the Ural region. Although mountainous areas
are problematic to handle in algorithms based on microwave
radiometer data (Mialon et al., 2008; Pulvirenti et al., 2008),
these features are expected on physical grounds: colder tem-
peratures and orographically enhanced precipitation favour
later snowmelt.
The REF experiment (Fig. 3b) reproduces well the gen-
eral pattern of snow-off dates seen in the satellite data, the
snow-off being latest in the Taymyr Peninsula (between days
150 and 160) and earliest in the Baltic Sea region (around day
80). However, in most of northern Eurasia, snow melts earlier
in the model results than in the satellite retrievals (Fig. 3c).
The difference to the satellite retrievals is mainly 5–20 days
but locally exceeds 20 days in northern Europe. In contrast,
in eastern Siberia and in some far eastern parts of Russia,
snow melts locally over 10 days later in REF than in the satel-
lite data. The orographic effects seen in Fig. 3a are absent in
the model results, presumably because the model resolution
(T63) is too coarse for describing them.
Figure 3d displays the standard deviation in the 28-year
mean (1979–2006) snow-off date among the three runs in-
cluded in the REF experiment. For most of northern Eurasia,
the standard deviation is less than 2 days, with larger values
mainly confined to the southwestern part of the domain and
the Scandinavian coastline. In general, the standard deviation
is much smaller than the respective differences between REF
and the satellite data. This provides a justification for includ-
ing only a single model run in the sensitivity experiments. Fi-
nally, Fig. 3e and f show the interannual standard deviation
of snow-off dates for the satellite retrievals averaged to the
model grid and for the REF simulation, respectively. Over-
all, the magnitude and the geographic pattern of the standard
deviation are similar for the model results and for the obser-
vations, typical values ranging from 5–6 days in central and
eastern Siberia to ∼ 20 days in the Baltic Sea region. Natu-
rally, there are some differences in the details, such as, for
example, a smaller standard deviation of snow-off dates in
REF than in the satellite data set in western Siberia.
Figure 4a compares the snow-off dates in the REF exper-
iment with those derived from the snow course data. The
general tendency towards too early snow-off dates in the
west (about 30–90◦ E) and too late snow-off dates in the east
in REF as compared with the snow course data is in qual-
itative agreement with the corresponding comparison with
satellite data (Fig. 3c). However, the positive differences in
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Figure 4. The difference in the average snow-off date for years
1979–2006 between the REF experiment and Russian snow course
data for (a) all snow courses, (b) open-terrain snow courses, and
(c) forest snow courses. Only those grid cells with snow-off data for
at least 5 years are included.
the east, indicating delayed snow-off in ECHAM5, are more
widespread and more pronounced than those in Fig. 3c, ex-
ceeding 20 days at some locations. Figure 4b and c show
a similar comparison as Fig. 4a, but separately for open-
terrain and forest snow courses. It is seen that particularly in
the west, the model snow-off dates are rather close to those
derived from the open-terrain snow courses, the differences
being only slightly negative, and in some cases slightly pos-
itive. In contrast, a comparison with the forest snow courses
west of 90◦ E shows a persistent negative bias, indicating too
early snowmelt in the model. The more negative differences
for the forest snow courses than for the open-terrain courses
indicate that snow tends to persist longer in forests than on
open ground. For those grid cells (located mainly in western
Russia) that have both forest and open-terrain courses, the
snow clearance occurs on average 10.5 days later for the for-
est courses. In ECHAM5, however, neither snow-off dates
nor SWE values are defined separately for the forested and
non-forested parts of a grid cell.
The later snow-off for forests is consistent with the find-
ings of Lundquist et al. (2013) for locations with cold win-
ters (December–January–February (DJF) mean temperatures
colder than −6 ◦C, which applies to most of northern Eura-
sia). However, the opposite behaviour (earlier snow-off in
forests than on open ground) was observed in climates with
warm winters (DJF mean temperature>−1 ◦C). In general,
several factors influence the relative timing of snow-off in
Figure 5. Differences in 2 m air temperature [K] for years 1979–
2006 between the REF experiment and the CRUTEM3 data set for
the months of March, April, May and June.
forests and on open ground (e.g. Essery et al., 2009; Strasser
et al., 2011). During the accumulation season, the intercep-
tion and subsequent sublimation of canopy snow reduces ac-
cumulation of snow in forests, while wind-blown snow from
open areas may be deposited around forest edges, thus in-
creasing the snow depth. In spring, less solar radiation is
available for melting the snow under a forest canopy than on
open ground, but increased downwelling long-wave radiation
may partly compensate for this.
5.1.2 Other snow-related quantities
To set the stage for further discussion, 2 m air temperature
(T2), surface albedo, SCF and SWE are considered. Figure 5
shows a comparison of T2 in REF and in the CRU data for
the extended spring season (March through June). A cold
bias prevails through most of the spring and peaks at −7 K
in southeastern Siberia in April. Positive temperature biases
occur in the Taymyr region (throughout the spring) and in the
Russian Far East (mainly in March and April).
The left half of Fig. 6 displays a comparison of surface
albedo in the REF experiment with the CLARA-SAL data
set. Two pronounced biases appear. First, in agreement with
Roesch and Roeckner (2006), a positive bias prevails in the
central and eastern parts of Siberia for much of the spring, es-
pecially in March and April. Second, a negative albedo bias
occurs in the northernmost parts of northern Eurasia (espe-
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Figure 6. (a, c, e, g) Differences in surface albedo for years 1982–2006 between the REF experiment and the CLARA-SAL data set for the
months of March, April, May, and June. (b, d, f, h) Corresponding differences in snow cover fraction for years 1997–2006 (excluding 2002)
between the REF experiment and the GlobSnow data set. The coloured contours (magenta= 0.1; orange= 0.5; blue= 0.8; and violet= 0.9)
indicate the snow cover fraction in REF.
cially in the Taymyr region) in May and June, and in northern
Fennoscandia especially in April. Some understanding of the
albedo biases can be gained by considering the snow cover
fraction along with forest fraction and LAI.
The right half of Fig. 6 shows monthly mean SCF differ-
ences between the REF simulation and the GlobSnow data
set for the years 1997–2006, excluding 2002. Although this
period is shorter than the period 1982–2006 used for the
albedo comparison, the REF vs. CLARA-SAL albedo differ-
ences for these two periods are very similar, with monthly
spatial correlations of 0.98–0.99. Interestingly, ECHAM5
underestimates SCF compared to GlobSnow almost through-
out northern Eurasia, with the exception of parts of southeast
Siberia in May, where snow-off is delayed in the REF simu-
lation. During March and April, the GlobSnow SCF is very
high (0.99–1) through much of the central and northern parts
of northern Eurasia. For ECHAM5, SCF is typically 0.90–
0.95 in non-mountainous regions, but locally only ≈ 0.75–
0.8 in the Verkhoyansk range in eastern Siberia, where SWE
is relatively low (60–80 kgm−2) and subgrid orographic vari-
ability is fairly large, σz ≈ 250 m (see Eq. 3). The largest neg-
ative SCF differences to GlobSnow occur, however, in the
snowmelt season, in April and May in the western parts of
northern Eurasia and in June in the Taymyr peninsula, con-
sistent with the too early snow-off in these regions. The small
negative SCF biases that appear in June in southern and west-
ern parts of northern Eurasia in Fig. 6h are, however, artifacts
related to clouds misinterpreted as snow in the GlobSnow
data set.
The impact of SCF biases on surface albedo is best dis-
cernible in tundra (i.e. forest-free) regions (see Fig. 7a, b for
the distribution of forests). In particular, the strong negative
albedo bias in June in the Taymyr peninsula in Fig. 6g is re-
lated to insufficient snow cover in the REF simulation. The
negative albedo bias in the northernmost parts of Fennoscan-
dia and Russia in May can also be partly ascribed to underes-
timated SCF. However, especially in the Taymyr peninsula,
the albedo bias (≈−0.24, averaged over land grid points
north of 72.5◦ N) is larger than the SCF bias (≈−0.12). Very
likely, this is related to the unrealistically low value (0.3) as-
sumed for the albedo of “warm” snow (Ts ≥ 0 ◦C).
The positive albedo bias that prevails in central and east-
ern Siberia (and to a lesser extent, in parts of western Russia)
in March and April is related to the treatment of forests. In-
deed, the regions with most pronounced positive albedo bias
are associated with a high forest fraction (locally higher than
0.9) in the GlobCover 2009 data set (Fig. 7a). In ECHAM5,
the forest fraction is somewhat smaller, typically ≈ 0.5–0.6.
This difference should be interpreted with caution, however,
as the dominant GlobCover land cover class in forested parts
of Siberia is “open needle-leaved deciduous or evergreen for-
est”, which has a canopy coverage of 15–40 % when viewed
from directly above. The reason why the albedo bias is es-
pecially large in central and eastern Siberia is related to the
LAI. There, the LAI in ECHAM5 is very low in the dor-
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Figure 7. (a) Forest fraction in the GlobCover 2009 land cover
map (computed as the sum of land cover classes 40, 50, 60, 70, 90
and 100). (b) Forest fraction assumed in the ECHAM5 simulations.
(c) Leaf area index assumed in the ECHAM5 simulations, averaged
over March and April.
mancy season of deciduous needleleaf trees, including March
and April (Fig. 7c). When only the leaves (and not the stems
and branches) are considered in the computation of the sky-
view factor (Eq. 7), this results in very little shading of the
snow surface by the forest. Therefore, as previously dis-
cussed by Roesch and Roeckner (2006), the albedo is over-
estimated substantially.
Figure 8 shows the average annual cycle of SWE in the
REF experiment and in the snow course measurements, for
the entire northern Eurasia and for two subregions denoted
as western Russia (55–70◦ N, 30–70◦ E) and eastern Siberia
(55–70◦ N, 100–140◦ E). Note that grid cells without snow
course data are not included in the averages, and therefore,
for example, the average over the entire northern Eurasia
gives more weight to the western and southern parts of the
region than its eastern and northern parts, especially when
considering open-terrain snow courses. With this caveat in
mind, we note that the domain-mean annual cycle of SWE
over the entire northern Eurasia in REF agrees well with
the snow course data, although the maximum is slightly
higher and occurs 5–10 days earlier than observed (Fig. 8a).
There are, however, regional differences. For western Russia
(Fig. 8b), the simulated maximum SWE is very close to that
observed, but SWE starts to decrease earlier than observed
in the spring, in agreement with the too early snow-off days
in Figs. 3c and 4a. In contrast, for eastern Siberia, the REF
experiment overestimates substantially the accumulation of
snow during winter (Fig. 8c), and the timing of maximum
SWE and snowmelt is delayed, which is again consistent
with Fig. 4a.
When considering the open-terrain snow courses only,
the simulated SWE maximum is higher than observed for
all three regions (Fig. 8d–f), and the overestimate is es-
pecially pronounced for eastern Siberia. In contrast, when
compared with the forest snow courses, the simulated maxi-
mum SWE is slightly too low for the entire northern Eurasia
(Fig. 8g) and for western Russia (Fig. 8h) and only moder-
ately overestimated for eastern Siberia (Fig. 8i). The more
positive ECHAM5 vs. observation differences for open-
terrain than forest snow courses suggest that in reality (but
not in ECHAM5), more snow accumulates in forests than
on open ground. We verified that this also holds true when
the comparison is restricted to grid cells and years with both
forest and open-terrain observations. It is worth noting that
often the opposite has been reported (though mainly for sites
at lower latitudes): less accumulation in forests due to subli-
mation of intercepted snow or due to midwinter melt induced
by the larger downwelling long-wave flux in forests (Essery
et al., 2009; Strasser et al., 2011; Lundquist et al., 2013).
The delayed snow-off in the REF experiment in central
and eastern Siberia is physically consistent with the low-
temperature bias and high-albedo bias in spring. On one
hand, overestimated surface albedo keeps the absorbed solar
radiation low, which favours cold temperatures and delays
the onset of snowmelt. On the other hand, delayed snowmelt
provides a positive feedback by keeping the albedo high.
Furthermore, too large accumulation of snow in winter con-
tributes to the delayed snow-off in eastern Siberia (Fig. 8c).
Similarly, underestimated albedo and overestimated T2 in
spring in the Taymyr region are consistent with the snow
vanishing too early. For western Russia, however, the main
reason for the earlier than observed snow-off dates (Figs. 3c
and 4a) seems to be that at least in a domain-average sense,
snowmelt starts somewhat too early (Fig. 8b). Intriguingly,
this occurs in spite of a slightly negative temperature bias in
spring (Fig. 5).
5.2 Sensitivity experiments
The sensitivity experiments show that both nudging and
changes in the treatment of surface albedo have substan-
tial impacts on the snow-off date simulated by ECHAM5
(Fig. 9). Nudging makes snow-off occur earlier in most
of northern Eurasia, with largest effect (over 15 days) in
southeastern Siberia and locally in Fennoscandia. The earlier
snow-off in REF_NDG is both due to higher temperatures
(as discussed below) and due to slightly reduced snowfall in
eastern Siberia, as reflected in the seasonal cycle of SWE in
Fig. 8c, f and i. However, in the Taymyr region, snow-off
is delayed by more than 5 days in REF_NDG as compared
with REF (Fig. 9a). Use of observed (CLARA-SAL) albedo
in ALB1 likewise makes the snowmelt earlier in southeast-
ern Siberia and later in the Taymyr region, with larger im-
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Figure 8. Mean annual cycle of SWE according to the snow course measurements (solid line), in the REF experiment (dashed line) and in
the REF_NDG experiment (dotted line) for (a) all snow courses for the whole northern Eurasian domain, (b) for western Russia (55–70◦ N,
30–70◦ E) and (c) for eastern Siberia (55–70◦ N, 100–140◦ E). (d–f) as (a–c) but including only open-terrain snow courses. (g–i) as (a–c) but
including only forest snow courses. Only those ECHAM5 grid cells with snow course data are included in the domain-mean values. For
clarity, results for the ALB1, ALB2, ALB1_NDG and ALB2_NDG experiments are not shown. In general, albedo changes had little effect
on SWE, except for the snowmelt season.
pact in the latter (ALB1–REF differences of ≈−5 days and
≈ 15 days, respectively; Fig. 9b). In general, snow-off is de-
layed somewhat in the northern parts of northern Eurasia,
and also in central Russia. For the ALB2 experiment with
changed albedo parameterization, snow-off occurs up to 5
days earlier in southeastern Siberia than in REF (Fig. 9c).
This is very similar to the ALB1 experiment, and results from
the modification of the sky-view factor in the calculation of
surface albedo in forested regions. However, due to the in-
crease of the albedo of “warm” snow (Ts ≥ 0 ◦C) from 0.3
to 0.6, snow-off is delayed in the northeastern parts of the
Russian Far East and particularly in the Taymyr region, lo-
cally by 5–10 days. This response is qualitatively similar but
somewhat weaker than that in ALB1. Finally, when nudging
is combined with changed treatment of albedo (ALB1_NDG
and ALB2_NDG; Fig. 9c and e), the earlier snow-off in
southeastern Siberia and delayed snow-off in the Taymyr re-
gion become even more pronounced. In southeastern Siberia,
the difference to REF reaches locally −20 days.
Figures 10 and 11 compare the snow-off dates in all
ECHAM5 experiments with the snow-off dates derived from
microwave satellite data and Russian snow course data, re-
spectively. In spite of the inter-experiment differences noted
above, all free-running (i.e. non-nudged) simulations show
the same basic pattern of differences compared to the satel-
lite data (Fig. 10): too early snow-off dates in the west, along
with regions of delayed snow-off in eastern parts of north-
ern Eurasia. The ALB1 and ALB2 experiments show some
improvement in southeastern Siberia, where the positive bias
in snow-off date is reduced but not eliminated. Furthermore,
the negative bias in the Taymyr region is reduced in the
ALB2 experiment with changed snow albedo parameteriza-
tion, and turned into a slight positive bias in ALB1, which
uses observation-based CLARA-SAL albedo data.
Nudging eliminates entirely the positive bias in snow-off
date in southeastern Siberia as compared with the satellite
data. As a consequence, the REF_NDG experiment features
an early bias throughout northern Eurasia (Fig. 10b), with
largest biases in the west. Likewise, for the nudged simula-
tions with albedo changes (ALB1_NDG and ALB2_NDG),
snow-off generally occurs earlier than in the satellite data, the
most notable exception being that for ALB1_NDG, near-zero
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Figure 9. Differences in average snow-off date between the five sensitivity experiments (REF_NDG, ALB1, ALB1_NDG, ALB2 and
ALB2_NDG) and the REF experiment.
Figure 10. Differences in average snow-off date between the six ECHAM5 experiments and the satellite retrievals.
or even positive differences (i.e. delayed snow-off) appear in
the Taymyr region.
It should be recalled that the early bias in snow-off dates
compared with the satellite data may be, in part, an arti-
fact related to differences in the definition of snow-off time
between the ECHAM5 simulations and the satellite data
(Sect. 4). Indeed, when compared with the snow course data
(Fig. 11), all free-running simulations feature delayed snow-
off in eastern Siberia and in the Russian Far East. The dif-
ferences between REF, ALB1 and ALB2 are rather small
in comparison with their biases with respect to the snow
course data. Even for the nudged simulations (REF_NDG,
ALB1_NDG, and ALB2_NDG), positive differences indi-
cating delayed snow-off prevail for many measurement sta-
tions in eastern Siberia and in the Russian Far East, although
slightly negative differences occur for some stations. In the
western parts of northern Eurasia, however, all simulations
feature negative biases, snow-off occurring 10–20 days ear-
lier than in the snow course data for many stations in western
Russia. The negative biases are, in general, slightly larger for
the nudged simulations, especially in the westernmost parts
of Russia. Furthermore, as noted in Sect. 5.1 for the REF
experiment, the negative biases are especially pronounced
when compared with forest snow courses.
The changes in snow-off timing are influenced by, and they
feed back on, simulated 2 m air temperature (Fig. 12) and
surface albedo (Fig. 13) in the sensitivity experiments. For
brevity, only mean values over the months of April and May
are shown. All experiments feature a cold bias in southeast-
ern Siberia, which amounts down to−7 K in REF (Fig. 12a).
Consistent with the earlier snowmelt (Fig. 9), this bias is re-
duced in ALB1 (Fig. 12c) and ALB2 (Fig. 12e), and espe-
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Figure 11. Differences in average snow-off date between the six ECHAM5 experiments and the Russian snow course data. Both open-terrain
and forest snow courses are included in the comparison.
Figure 12. Differences in April–May mean 2 m air temperature between ECHAM5 and the CRUTEM3 data set for the (a) REF,
(b) REF_NDG, (c) ALB1, (d) ALB1_NDG, (e) ALB2 and (f) ALB2_NDG experiments. The contours in (b–f) indicate the difference
from the REF experiment (contour interval 1 K; zero contour omitted).
cially in the nudged experiments (Fig. 12b, d and f). A slight
negative temperature bias (≈−2 to −1 K) prevails in large
parts of western and central Russia, and this feature varies
only slightly between the experiments. Positive temperature
biases are seen in all experiments in the Taymyr region and
in parts of the Russian Far East.
Figure 13 displays surface albedo differences from the
CLARA-SAL data for the REF, REF_NDG, ALB2 and
ALB2_NDG experiments (for ALB1 and ALB1_NDG, the
differences are zero by construction). It is seen that the high-
albedo bias in southeastern Siberia is reduced substantially in
both REF_NDG and ALB2, and it is eliminated completely
in ALB2_NDG. In the case of ALB2 and ALB2_NDG, the
modified computation of the sky-view factor in the albedo
parameterization for forested regions contributes to this. For
REF_NDG, however, the change in surface albedo stems
entirely from changes in meteorological conditions, the re-
duced negative temperature bias (Fig. 12b) leading to both
lower snow albedo and reduced snow cover. However, all
four experiments show some common biases, most distinctly
an underestimation of albedo compared to the CLARA-SAL
data in the northern parts of northern Eurasia and in the Rus-
sian Far East. Interestingly, the use of a higher value for the
albedo of “warm” snow (0.6 instead of 0.3 when Ts ≥ 0 ◦C)
in the ALB2 and ALB2_NDG experiments reduces some-
what the negative bias in the Taymyr region but does not
eliminate it. A negative SCF bias likely contributes to the
remaining albedo bias, the average difference to GlobSnow
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Figure 13. Differences in April–May mean albedo between ECHAM5 and the CLARA-SAL data set for the (a) REF, (b) REF_NDG,
(c) ALB2 and (d) ALB2_NDG experiments. In ALB1 and ALB1_NDG (not shown) the albedo values are, by construction, identical to the
CLARA-SAL data.
data in the Taymyr peninsula being 1SCF≈−0.08 both in
April and May. However, it still appears that snow albedo is
underestimated in May, which suggests that even the value
of 0.6 is too low at least in this region.
6 Discussion
The analysis of the sensitivity experiments in Sect. 5.2
showed that nudging and changes in the treatment of sur-
face albedo in the presence of snow alleviated some of the
model biases in snow-off dates, 2 m temperature and surface
albedo. Nevertheless, many of the biases seen in Figs. 10–13
are quite similar for all experiments. Regarding the timing
of springtime snow-off, the results are somewhat ambigu-
ous for the eastern parts of northern Eurasia, due to large
differences between observational snow-off date estimates
from satellite and snow course data, and hence in the result-
ing model biases. For western Russia, however, comparisons
with the satellite data and the snow course data indicate unan-
imously that snow-off occurs too early in ECHAM5 for all
experiments, with only moderate variations due to nudging
or changes in the treatment of surface albedo (Figs. 10 and
11). Moreover, surprisingly, the too early snow-off co-occurs
with a slight negative temperature bias in the snow-melt sea-
son (Fig. 12).
To shed more light on the seemingly contradictory biases
in temperature and snow-off dates, a detailed comparison of
ECHAM5 results with observations at Sodankylä in Finnish
Lapland is presented. The black line in Fig. 14a displays the
mean seasonal cycle of snow depth measured at Sodankylä in
1979–2006, for days of year 1–165 (i.e. from 1 January un-
til 14 June). The other curves show the corresponding sea-
sonal cycle of SWE for four ECHAM5 experiments (REF,
REF_NDG, ALB1 and ALB2). While there is no one-to-
one correspondence between snow depth and SWE, due to
variations in snow density, it is clear from Fig. 14a that in
three of the four ECHAM5 experiments (REF, REF_NDG
and ALB2), snowmelt occurs earlier than in the observa-
Figure 14. Comparison of ECHAM5 simulations with observations
at Sodankylä (67.37◦ N, 26.63◦ E). (a) Mean seasonal cycle of ob-
served snow depth (black line, scale on the left) and modelled SWE
(four curves for different ECHAM5 experiments, scale on the right)
in 1979–2006. (b) Mean seasonal cycle of 2 m air temperature.
(c) Mean 2 m air temperature composited with respect to the snow-
off date, “day 0” representing the first completely snow-free day.
The ECHAM5 results are taken from the grid point nearest to the
Sodankylä site (68.08◦ N, 26.25◦ E).
tions, by roughly 10–15 days. This is consistent with Fig. 3c,
which indicates that in the Finnish Lapland, snow-off in the
REF experiment occurs∼ 15 days earlier than in the satellite
data. The exception is that in the experiment ALB1, which
prescribes surface albedo from the AVHRR-based CLARA-
SAL data set, the timing of snowmelt coincides well with the
observations.
Figure 14b shows a comparison for the seasonal cycle of
2 m air temperature. From mid-March (day 75) onwards, all
ECHAM5 simulations underestimate the average T2 system-
atically. The average underestimate in the primary snowmelt
season (mid-April to mid-May; days 105–135), is ≈ 1.8 K
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for REF, REF_NDG and ALB2, and≈ 3.5 K for ALB1. Thus
the Sodankylä site represents a case where snowmelt (and
snow-off) occurs earlier in ECHAM5 than in the observa-
tions, in spite of a negative temperature bias in the snowmelt
season.
The problems with representing correctly the relation-
ship between snowmelt timing and temperature become even
more obvious, when the temperature data are composited
with respect to the snow-off date. Thus, for each year in
1979–2006, the snow-off date (“day 0”) was defined as the
first day after the winter’s snow maximum completely with-
out snow (in ECHAM5) or with snow depth equal to zero in
the morning (in the observations), and the average T2 was
computed for each day in the range from 45 days before
snow-off to 15 days after snow-off (Fig. 14c). Note specif-
ically that as “day 0” represents the first completely snow-
free day, snow actually vanishes sometimes during “day−1”,
and “day−2” is (generally) the last day with snow persisting
throughout the day.
It is clear from Fig. 14c that ECHAM5 substantially un-
derestimates T2 in the snowmelt season. Strikingly, this de-
pends quite little on the experimental details such as nudg-
ing or changed treatment of surface albedo. The negative
bias in T2 culminates just before snow-off, being ≈−7 K on
“day −2”. Furthermore, it is noted that in ECHAM5, the av-
erage T2 reaches 0 ◦C as late as “day −1”, during which the
snow vanishes in the model. In the observations, the average
T2 reaches 0 ◦C already on “day −20”, and climbs to 7 ◦C
by “day −1”. It is further seen that in ECHAM5, there is
a substantial jump in temperature from “day −2” (the last
day with snow throughout the day) to “day 0” (the first com-
pletely snow-free day), 2.9–3.9 ◦C depending on the experi-
ment, whereas the observed change is only 1.0 ◦C. A similar
composite analysis of temperature with respect to snow-off
date was repeated for ECHAM5 for the entire northern Eura-
sia, and it confirmed that the behaviour seen in Fig. 14 is
quite universal. In particular, throughout the region, the aver-
age T2 stayed below 0 ◦C until and including “day −2” (not
shown).
The likely main reason for the fact that T2 simulated by
ECHAM5 stays close to 0 ◦C in the snowmelt season is that
the surface energy budget (and hence surface temperature) is
not computed separately for the snow-free and snow-covered
parts of the grid cell. Rather, while snow cover fraction is
taken into account in defining grid-mean properties like sur-
face albedo and roughness length, a single snow-covered en-
ergy balance computation is performed (Eq. 1).
As explained in Sect. 2.1, the amount of snowmelt is deter-
mined from the condition that, when the surface temperature
Ts would rise above 0 ◦C without considering snowmelt, the
heat consumed in melting snow restores Ts to 0 ◦C (Eq. 2).
Here, Ts refers to the grid-mean surface temperature, not the
temperature of melting snow. Therefore, as long as there is
any snow left in the grid cell, Ts is not allowed to rise above
0 ◦C, irrespective of the snow cover fraction. Naturally, this
acts to suppress the sensible heat flux (or even makes it neg-
ative), so 2 m air temperature cannot rise much above 0 ◦C
either. In reality, in a region with partial (patchy) snow cover,
surface temperature is kept to zero only in the patches of
melting snow. In the snow-free patches, Ts, and consequently,
T2, can rise substantially above 0 ◦C. Furthermore, local tem-
perature advection from snow-free to snow-covered patches
and subsidence associated with a “snow breeze” circulation
can increase T2 over the latter (e.g. Yamazaki, 1995; Liston,
1995).
In summary, the use of a single surface energy budget
computation leads to a misrepresentation of grid-mean sur-
face fluxes in the presence of fractional snow cover (Liston,
2004): too much energy is spent in melting snow, and too
little in warming the air and the ground. Consequently, T2
stays too low in the snowmelt season (Fig. 14c). This likely
explains why ECHAM5 features a persistent cold bias in
springtime T2 even in regions where snow-off occurs earlier
than observed (Figs. 10–12).
In addition, there is another factor related to the treat-
ment of surface energy budget that may contribute to the too
early snow-off: ECHAM5 does not include a canopy layer.
In ECHAM5, forests influence the energy budget through
changing the surface albedo and roughness length, but, for
example, the shading of the surface by the canopy is not con-
sidered. Since forests reduce the surface albedo in the pres-
ence of snow (or more precisely, the combined albedo of the
surface and the canopy) in ECHAM5, this implies that the
amount of solar radiation available for snowmelt at ground is
increased in forests. In reality, the opposite happens, which
acts to delay springtime snowmelt in forests relative to non-
forested areas (Strasser et al., 2011). This may explain why,
in comparison with the snow course data, ECHAM5’s ten-
dency toward too early snow-off is more pronounced for for-
est than open-terrain measurements (Fig. 4b–c).
Recently, Brutel-Vuilmet et al. (2013) found that, while
there is still substantial intermodel dispersion among the
CMIP5 models, on average the springtime snowmelt is
slightly delayed in northern Eurasia. Taken at face value, the
default version of ECHAM5 agrees with this result for the
eastern parts of northern Eurasia, while in the west, snow
vanishes too early (Figs. 3 and 4). However, such regional
features are not discussed in Brutel-Vuilmet et al. (2013), and
moreover, a rigorous comparison with their results is difficult
due to the different data sets and analysis methods used (e.g.
Brutel-Vuilmet et al., 2013, used only monthly data). An in-
teresting question for further research is how well the CMIP5
models are able to represent the relationship between spring-
time temperature and snow-off timing. In particular, is the
problem of snowmelt occurring at too cold grid-mean tem-
peratures, as demonstrated in the current study, an exception
or the rule for the CMIP5 models? A priori, we would ex-
pect some of the models to behave better (or at least differ-
ently) than ECHAM5. A prime example is the CLM4 land-
surface model (Oleson et al., 2010) employed in the Com-
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munity Earth System Model (CESM) (Hurrell et al., 2013),
which addresses all the main limitations of ECHAM5 iden-
tified in this work: the energy budget computation is sepa-
rated for the snow-covered and snow-free parts of a grid cell,
the computation of radiative fluxes at the snow surface ac-
counts for the shading by the overlying forest canopy, and
the snow albedo computation is more rigorous, based on ra-
diative transfer modelling and a prognostic effective radius
of snow grains. The CLASS land surface scheme (Verseghy,
2000) used in the CanCM4 climate model (von Salzen et al.,
2013) also separates the energy budgets for snow-covered
and snow-free land.
7 Conclusions
In the present work, we have evaluated the timing of spring-
time snow-off in northern Eurasia in the ECHAM5 (ver-
sion 5.4) atmospheric GCM. Simulated snow-off dates were
compared with a snow-off date data set based on space-borne
microwave radiometer measurements and with Russian snow
course data. The primary conclusions are as follows:
– In general, the default version of ECHAM5 reproduces
well the observed geographic pattern of snow-off dates,
with earliest snowmelt (snow disappearing in March) in
the Baltic region, and latest snowmelt (in June) in the
Taymyr region and parts of the Russian Far East. How-
ever, compared to the satellite data, snow-off occurs too
early in the western parts of northern Eurasia, and also
in the northernmost regions like the Taymyr peninsula,
with largest differences (locally over 20 days) in north-
ern Europe. In contrast, in southeastern Siberia and in
some far eastern parts of Russia, snow melts locally over
10 days later than in the satellite data. Comparison with
the Russian snow course data confirms the pattern of
too early snow-off in the west and too late snow-off in
the east, although the former is slightly less pronounced,
and the latter more pronounced, than in the correspond-
ing comparison with the satellite data set.
– The later than observed snow-off in southeastern Siberia
is associated both with overestimated snow accumula-
tion during winter and a springtime cold bias, which
exceeds −6 K in April. The latter is, in part, related
to an overestimation of surface albedo, which arises
from insufficient shadowing of the snow surface by the
canopy in ECHAM5 in the dormancy season of decid-
uous needleleaf trees. In contrast, surface albedo is un-
derestimated in late spring especially in the Taymyr re-
gion, both due to underestimated snow cover and be-
cause an unrealistically low albedo (0.3) is assumed
for “warm” snow (Ts ≥ 0 ◦C). This promotes too early
snow-off in this region.
– Several sensitivity experiments were conducted, where
biases in simulated atmospheric circulation were cor-
rected through nudging and/or the treatment of sur-
face albedo was modified. Both nudging and surface
albedo modifications alleviated some of the model bi-
ases in snow-off dates, 2 m temperature (T2) and sur-
face albedo. In particular, it proved possible to reduce
substantially the biases in snow-off date in southeast-
ern Siberia and in the Taymyr region. In contrast, the
early bias in snow-off in the western parts of north-
ern Eurasia was not reduced appreciably in any of the
experiments; rather it was slightly increased by nudg-
ing. Furthermore, surprisingly, this early bias in snow-
off was accompanied by a slight negative bias (≈−2 to
−1 K) in springtime T2, both for the default version of
ECHAM5 and for the sensitivity experiments.
– The combination of a too early snow-off with a cold
springtime temperature bias implies that temperature
stays too low in the snowmelt season. In fact, as long as
there is any snow left on the ground, the daily mean T2
simulated by ECHAM5 rarely rises above 0 ◦C. In con-
trast, as demonstrated for the Sodankylä site in Finnish
Lapland, the observed daily mean T2 typically climbs
several degrees above 0 ◦C before all snow has van-
ished.
– The likely main reason for the fact that T2 in ECHAM5
stays close to 0 ◦C in the snowmelt season is that the
surface energy budget (and hence the surface temper-
ature Ts) is not computed separately for the snow-free
and snow-covered parts of the grid cell. Thus, even if
the diagnosed snow cover fraction is well below 1, the
grid-mean Ts is not allowed to rise above 0 ◦C. This acts
to suppress the sensible heat flux (or even makes it neg-
ative), so T2 cannot rise much above 0 ◦C either, and
leaves too large a fraction of the grid-mean surface net
radiation to be consumed in melting snow.
– There is another factor related to the treatment of sur-
face energy budget, which also likely contributes to the
too early snow-off: ECHAM5 does not include a canopy
layer. Thus, in particular, the shielding of snow on
ground by the overlying canopy is not accounted for,
which leaves too much solar radiation available for
melting snow. This may explain why the early bias of
snow-off in ECHAM5 in western Russia is especially
pronounced when compared with snow course measure-
ments made in forests.
Overall, the present study highlights the fact that snow-off
timing in an atmospheric GCM depends on the simulation
of a number of processes: large-scale circulation and temper-
ature (which mainly determine the snowfall during winter),
computation of snow properties on ground, treatment of sur-
face albedo, and in general, the surface energy budget (which
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plays a key role for snowmelt). In such a situation, as often in
climate modelling, compensating errors are likely, so that im-
proving any single process in the model may either improve
or deteriorate the agreement with observations. An example
of this is that for ECHAM5, the general tendency towards too
early snow-off becomes clearer when biases in atmospheric
circulation and temperature are corrected by nudging. This
exposes more clearly the problems related to the treatment
of surface energy budget, especially in the presence of par-
tial snow cover and forests. Beyond that, an obvious area for
further development would be the snow scheme itself, which
is rather simplistic in ECHAM5. Only the SWE and snow
temperature are computed, with no consideration of snow
density and snow grain size. Furthermore, the temperature
dependent snow albedo scheme in ECHAM5 is very simple
and, as demonstrated in this and previous work, to some ex-
tent unrealistic.
Finally, according to our preliminary tests, snowmelt
also occurs at too low (grid-mean) temperatures in the
Max Planck Institute’s newest atmospheric GCM, ECHAM6
(Stevens et al., 2013). Like ECHAM5, ECHAM6 does not
define separately the surface temperature for the snow-free
and snow-covered parts of a grid cell. It is an intriguing ques-
tion to which extent this issue pertains to other global and
regional climate models.
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Appendix A: Determination of snow-off dates based on
Russian snow course data
In the Russian snow course data (Bulygina et al., 2011a),
SWE measurements are typically provided at 10-day inter-
vals in winter and 5-day intervals in spring (starting from
March or April). A major issue in defining the snow-off
date based on these data is, however, that in the absence of
snow, SWE measurements are generally not reported. Thus
one cannot always be sure whether missing data indicate that
there is no snow left to be measured, or that the measure-
ment was not performed for some other reason. To define the
snowmelt date, we adopted the following procedure.
1. The observation date with maximum SWE (dmax) for
the winter was located.
2. The part of the SWE time series after dmax was studied,
and cases were sought in which a valid measurement
of SWE was followed by missing data, with the corre-
sponding dates denoted by dmiss-1 and dmiss.
3. In such cases, it was assessed whether the missing data
could plausibly indicate the absence of snow. For this
end, we evaluated the statistics of SWE changes be-
tween two observation times (either 5 or 10 days apart
from each other) within 1 month of the date in ques-
tion, considering all years for which the station re-
ported data. If the change in SWE from dmiss-1 to dmiss
required for all snow to melt by the time dmiss (i.e.
1SWE_required=−SWEmiss-1) was within two stan-
dard deviations (σ1SWE) of the mean value (1SWE) of
SWE changes for the time of the year, that is
1SWE_required≥1SWE− 2σ1SWE, (A1)
it was assumed that the missing SWE value at day dmiss
indicates the absence of snow (SWEmiss = 0).
4. If the missing value was deemed to be zero, all subse-
quent missing values were also interpreted as zero, until
(possibly) a positive SWE value was found.
5. After the SWE time series was corrected as outlined
above, the snow-off date was determined. Data for three
observation days were used: the first observation day
(dzero) with corrected SWE= 0 after the winter’s SWE
maximum (dmax), and the 2 observation days preceding
it with SWE > 0 (denoted as dm2 and dm1, with SWEs
of SWEm2 and SWEm1, respectively). If linear extrap-
olation based on the values SWEm2 and SWEm1 sug-
gested all snow to have melted before dzero, the snow-
off date was computed as
dsnow-off =
dm1+ (dm1− dm2)
SWEm1
SWEm2−SWEm1
, (A2)
otherwise, it was assumed that dsnow-off = dzero.
6. Finally, if the SWE reached values higher than
20 kgm−2 after the determined snow-off date, the case
was considered suspicious; thus this winter’s data for
this snow course were ignored in further analysis. Cases
in which the above algorithm failed to find a snow-off
date were likewise ignored in the subsequent analysis.
Clearly, the above algorithm involves some arbitrary
choices (especially the criterion of two standard deviations
in Eq. (A1) and the limit of 20 kgm−2 in step 6 of the al-
gorithm). However, a number of sensitivity tests were con-
ducted regarding the choice of these parameters, and it was
found that the statistics of model vs. observation differences
were largely insensitive to them. For example, changing the
criterion of two standard deviations in Eq. (A1) to either one
or three standard deviations changed the average model vs.
observation difference in snow-off dates by less than 1 day.
Lastly but importantly, to compare ECHAM5’s snow-off
dates with the snow course data as consistently as possible,
the simulated SWE time series were first subsampled accord-
ing to the availability of the snow course data (i.e. including
only the days with measurements), and the snow-off dates for
ECHAM5 were then determined according to the algorithm
outlined above. For comparison with satellite data, however,
the simulated snow-off dates were derived from the complete
time series of daily mean SWE.
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Abstract 
A sea-effect snowfall accumulated a national record-breaking snowdrift of 73 cm in Merikarvia, 
on the west coast of Finland, in less than one day on 8 January 2016. A good understanding of such 
heavy sea-effect snowfalls in the present climate is essential if we want to assess the probability of their 
occurrence and intensity in the future. Since very few in situ observations were made of the Merikarvia 
snowfall event in the sea area where the convection cells developed, we investigated the case with an 
ERA5 reanalysis, the Global Navigation Satellite System (GNSS), and the numerical weather prediction 
model HARMONIE, using weather radar information as a reference. We aimed to study the feasibility of 
the reanalysis and GNSS methods for investigating the basic characteristics of the snowband. In addition, 
we examined whether the assimilation of observed radar reflectivities could improve the HARMONIE 
simulations. In addition to snowfall patterns, the vertical structure of the atmosphere during the sea-effect 
snowfall case was analysed. HARMONIE was able to simulate the intensity of the sea-effect snowfall sit-
uation well, but the spatial spread of the snowfall remained too narrow, and the snowband was located 
slightly too far north compared to the radar observations. Assimilation of radar reflectivities increased 
the simulated moisture content in the vertical direction and spread the precipitation area horizontally, 
especially in the north-south direction, but shifted the most intense precipitation even more to the north. 
The location of the snowfall area was captured by ERA5, but the intensity was estimated to be considera-
bly weaker, and the site of the most intense snowfall was more offshore compared to the radar observa-
tions and HARMONIE simulations. The vertical structure of specific humidity was similar and of the 
same order of magnitude in HARMONIE and ERA5. The GNSS, ERA5 and HARMONIE showed reason-
ably good agreement on the precipitable water content. The case study demonstrated that the three meth-
ods, and combinations of them, can be useful in order to obtain the best possible view of local severe 
weather events as possible. 
Keywords:  
1 Introduction 
Weather can change rapidly during the cold Nordic winter. Even small changes in 
the moisture content of the air and slight variations in temperature near zero degrees 
Celsius may determine whether precipitation will fall as snow, sleet, rain, freezing rain, 
or ice pellets. Extreme weather events, such as sea-effect snowfall, can have severe im-
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pacts on infrastructure and human safety. Prediction and forewarning of intense snow-
fall events is highly important, especially for road traffic, because rapidly decreasing 
road surface friction and reduced visibility increase the probability of severe accidents 
(Juga et al., 2012). 
In Finland, an essential source of energy for sea-effect snowfall is the Baltic Sea. 
When cold air outbreaks originating from the north or east pour over the still unfrozen, 
relatively warm Baltic Sea, the moisture flux and instability from the temperature con-
trast between the air mass and the sea surface build snowbands, which are then deposit-
ed downwind from the sea. These kinds of cold outbreaks are quite common over the 
Baltic Sea in the autumn and winter and have been investigated by several authors. 
Most of the studies have aimed to understand the associated dynamical processes and 
thermodynamic aspects by modelling the cases numerically, e.g., Andersson and Gus-
tafsson (1994), Gustafsson et al. (1998), Vihma and Brümmer (2002), Savijärvi (2012), 
Mazon et al. (2015) and Olsson et al. (2017). 
Based on previous studies, it is possible to sum up a set of local preconditions that 
favour sea/lake-effect snowfalls (Jeworrek et al., 2017 and the references therein). The 
large air-water temperature difference is the most important precondition for forming 
snowbands, but there are other factors that support their formation. Relatively strong 
wind, higher than 10 m s-1, is often found to be an important factor (Andersson and 
Nilsson, 1990, Savijärvi, 2015). The ratio between the wind speed and the fetch (dis-
tance over ice-free water) is found to be between 0.02 and 0.09 m s-1 km-1, which means 
lower wind speeds in the case of shorter fetches (Laird et al., 2003). The directional 
wind shear from the surface up to 700 hPa is expected to be small, less than 60° (Niziol, 
1987). The shape and the topography of the coasts surrounding the water body and their 
exposure to the prevailing wind is also crucial for the mesoscale structures to be formed. 
However, in addition to the local preconditions, it has also been noted that the real 
evolution of processes depends strongly on large-scale atmospheric patterns (Savijärvi, 
2012, Mazon et al., 2015, Savijärvi, 2015). An interesting point, not covered in detail 
earlier, is the role of water vapor transport from longer distances in causing very severe 
snowfalls in a relatively cold atmosphere (see section 3.1). The sea-effect snowfall cases 
typically have temporal and spatial scales smaller than what can be covered by the con-
ventional weather station network and resolved by climate models. Therefore, to ana-
lyse them and their impacts, additional high-resolution information is needed. Examples 
of such observations are precipitation fields from weather radar and integrated precipi-
table water (IPW) from the Global Navigation Satellite System (GNSS). 
This paper is an extension of a former study of a record-breaking snowfall of 
73 cm (31 mm as liquid water) that fell in less than a day in Merikarvia, Finland, on 8 
January 2016 (Olsson et al., 2017). In the previous study, it was found that the 
HARMONIE/AROME numerical weather prediction system captured the overall sea-
effect snowfall quite well, but the simulated weaker snowfall did not spread as broadly 
along the coastline as was observed by weather radar. Numerically simulated atmos-
pheric vertical profiles of equivalent potential temperatures indicated that the atmos-
phere was unstable to vertical motions, with decreasing equivalent potential temperature 
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with height. Together with colliding winds over the relatively warm and ice-free sea, a 
very localised extreme snowfall was produced. In the current study, we used a newer 
version of HARMONIE/AROME, and unlike the previous study, where the observa-
tions of radar reflectivities were applied only for qualitative evaluation of the model re-
sults, here, the radar reflectivities were assimilated into the modelling system. Because 
very few in situ observations were made in the sea area where the convection cells de-
veloped, we examined whether assimilation of observed radar reflectivities could im-
prove the results of the simulations. Since earlier studies suggest that assimilation of the 
radar reflectivity observations have a beneficial effect on numerical weather prediction, 
and especially on humidity forecasts (Ridal and Dahlbom, 2017, and references there-
in), we might expect some improvement in the forecast accuracy. 
The Merikarvia snow event evolved relatively quickly and, as shown later, with 
an extremely low background level of IPW in the atmosphere. Therefore, we have cho-
sen the GNSS as a method that is possibly suitable for detecting small changes in IPW 
with a high enough temporal resolution to analyse this kind of extreme event (Guerova 
et al., 2016). 
Reanalyses are dynamically consistent methods to reprocess observational data 
and are therefore widely used in weather and climate research. Improvements in model-
ling and data assimilation are accommodated into the new generations of reanalysis. 
With increasing spatial and temporal resolutions, as well as advancing assimilation ca-
pabilities, the chance to detect small-scale extreme weather events with reanalysis prod-
ucts increases. In this work, we put the latest reanalysis, ERA5, to the test. The authors 
of this work are not aware of any published research using reanalyses to reconstruct a 
severe small-scale snowfall event. ERA5 moisture profiles and maps are investigated 
here in detail in the snowfall case, and its 2-metre temperature and pressure data are 
used as an input for the GNSS analysis. 
In general, the ultimate purpose of the simulations is to obtain an upper estimate 
of how reliable model-based assessments can be with regard to the occurrence and char-
acteristics of sea-effect snowfall events. Case studies of intense snowfall events also in-
crease the scientific understanding of favourable atmospheric conditions for severe win-
tertime convective weather. This is useful from the viewpoint of developing sea-effect 
snowfall detection algorithms (e.g., Jeworrek et al., 2017, Kämäräinen and Jokinen, 
2014), which could be applied to output from high-resolution climate models. In the fu-
ture, a warmer climate due to climate change might favour the occurrence of snowbands 
over the Baltic Sea, because the length of the ice season is expected to decrease (Vihma 
and Haapala, 2009, Mazon et al., 2015). This could increase the probability of cold-air 
outbreaks occurring over the relatively warm open sea in late autumn and early winter. 
In this study, we first give a description of the reanalysis data, remote sensing da-
ta, and the HARMONIE/AROME model in section 2, as well as the simulations that 
were run. Then, the results of the simulations are presented and discussed in sections 3 
and 4, respectively. 
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2 Data 
2.1 Reanalysis 
The European Centre for Medium-Range Weather Forecasts (ECMWF) has de-
veloped atmospheric reanalyses of the global climate since the 1980s, starting with 
FGGE reanalyses (Bengtsson et al., 1982) and followed by ERA-15 (Gibson et al., 
1999), ERA-40 (Uppala et al., 2005), ERA-Interim (Dee et al., 2011) and most recently 
ERA5 (Hersbach and Dee, 2016). The latter has been used in this work. It provides 
gridded estimates of a large number of atmospheric, land and oceanic climate variables. 
Although the whole ERA5 dataset is not available yet, a first segment covering the peri-
od from 2008 to the present day is available for public use. Compared to ERA-Interim, 
ERA5 has a better spatial resolution as well as higher output frequency (31 km horizon-
tal, 137-layer vertical and 1-h temporal resolution). Moreover, ERA5 takes into account 
various newly reprocessed datasets and recent instruments (Hersbach and Dee, 2016). 
In this work, ERA5 products with a 1-h temporal resolution were used, except for 
precipitation and convective snowfall, which were accumulated over 3 hours. In addi-
tion to investigating ERA5 moisture profiles and maps in detail for the snowfall case, its 
2-m temperature and pressure data were used as an input for the GNSS analysis. Both 
were linearly interpolated to the GNSS stations in the horizontal and vertical. 
2.2 Global Navigation Satellite System tropospheric products 
Meteorological applications of geodetic satellite observations have existed since 
the early 1990s, after the publication of Bevis et al. (1992 and 1994). Zenith total delay 
(ZTD) can be computed from the Global Navigation Satellite System (GNSS) observa-
tions and turned into an amount of water vapour using surface measurements of pres-
sure and temperature. 
Observational data acquired from GNSS receivers are processed by GNSS data 
processing software to obtain the corresponding tropospheric products, i.e., ZTD and 
their uncertainties (σ). These values, accompanied by additional meteorological data 
and different physical constants with their uncertainties are used in a second phase of 
data processing, the conversion of ZTD and σZTD to values of IPW and σIPW. 
Approximately 60 GNSS sites between 50–70° N, 10–37° E were chosen to ana-
lyse the Merikarvia snow event (Fig. 1). GNSS data (from national and international 
networks) was processed with the GAMIT/GLOBK software (Herring et al., 2015), 
with the main attention paid to the evolution of GNSS-IPW in the sub-area of 56–66° N, 
16–32° E in 1-h steps. 
Surface meteorological data were initially obtained from in situ measurements at 
co-located meteorological sites, with a co-location radius <30 km, and interpolated to 
GNSS antenna heights. Additionally, the 2-m air pressure (Ps) and temperature (Ts) 
were derived from ERA5 and interpolated to the GNSS antenna heights. These data 
were used to generate meteorological Receiver Independent Exchange Format (RINEX) 
files for GNSS data processing. ERA5 data has been compared with in situ meteorolog-
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ical measurements, and the differences were found to be ca. 1 hPa for pressure and 1 K 
for temperature. 
Due to non-continuous data streams from several meteorological sites and very 
small differences compared to in situ measurements, it was considered reasonable to 
base the IPW analysis on ERA5 data. 
From a practical point of view, it is necessary to obtain not only values for GNSS-
IPW but also the uncertainty (σIPW) of these values, especially if we want to compare 
the results with independent techniques and observations. An extensive overview of the 
methods and relevant error sources of GNSS measurements can be found in Ning et al. 
(2016). For the Merikarvia case, we selected the theoretical method by Ning et al. 
(2016). The choice was based on the fact that we did not have three or more co-located 
IPW time series from independent techniques, as would have been required for a statis-
tical analysis. Three somewhat different approaches were adopted (Appendix A). 
Usually, the realistic GNSS-IPW uncertainty values stay below 1 mm, which 
makes the conversion process challenging for a winter-season atmosphere with extreme-
ly low background IPW values (usually ~1–3 mm) in the northern areas. 
2.3 Model description 
HARMONIE in the ALADIN-HIRLAM NWP system is a non-hydrostatic con-
vection-permitting mesoscale model (Bénard et al., 2010, Brousseau et al., 2011, 
Bengtsson et al., 2017). In this work, the HARMONIE-AROME model configuration of 
the HARMONIE model was used. It is run operationally at the Finnish Meteorological 
Institute (FMI) at 2.5-km resolution. The model has 65 levels in the vertical, and the top 
is at 10 hPa. In our model setup, the simulation domain covers Finland, Scandinavia and 
the Baltic countries (Appendix B). Because the HARMONIE model simulates weather 
conditions in a limited area, information from the lateral boundaries of this area is need-
ed. The boundary conditions for HARMONIE runs are obtained from the IFS (Integrat-
ed Forecast System), which is an operational global forecasting system at the ECMWF. 
These boundary conditions are updated every hour. 
High-resolution models, such as HARMONIE, no longer rely on a convection pa-
rameterization scheme since the small-scale convective phenomena can now be re-
solved. This is advantageous, since parameterization of convection is a large source of 
error and uncertainty in lower-resolution mesoscale models (Prein et al., 2015, 
Weusthoff et al., 2010). 
In our research, the HARMONIE model version 40h1.1 was used. In the model 
setup, the forecast model and analysis system were those of the AROME model from 
Météo-France (Seity et al., 2011, Brousseau et al., 2011). Version 7.3 of surface scheme 
SURFEX was used to calculate atmospheric processes near the underlying surface. 
SURFEX consists of a set of models for the description of the different types of surfac-
es: urban environments, soil, and sea and inland water bodies (SURFEX Scientific Doc-
umentation, Masson et al., 2013). 
Data assimilation is used in HARMONIE, meaning that a running model simula-
tion is corrected at regular time intervals with observations. In data assimilation, we 
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vertical humidity profiles from radar reflectivities, and these humidity retrievals are then 
assimilated into the 3D-Var assimilation system. Additionally, dry profiles with no re-
flectivity were assimilated, since an important part of radar assimilation is also to assim-
ilate areas where the model indicates precipitation but the radar does not. Hence, an ob-
servation of reflectivity will either moisten the model in areas where the model indicates 
no precipitation or adjust the intensity in precipitation areas (Ridal and Dahlbom, 2017). 
Before assimilation, some quality control steps were performed on the radar data. 
These included checking for errors and format differences in the data from different 
countries, horizontal thinning, and blacklisting of the lowest elevation angle scans of 
each volume to avoid clutter. The quality control steps inside the HARMONIE/AROME 
radar data assimilation system are described in more detail by Ridal and Dahlbom 
(2017) and Gustafsson et al. (2017). 
In this work, we used OPERA (The Operational Weather Radar in Europe) data, 
including radar from Finland, Sweden, Norway, Denmark, and Estonia. The radar in use 
in 2016 can be seen in Figure 1. Near the edges of the visibility area, radar can detect 
precipitation only if the precipitation falls from a cloud higher than 6 km. For liquid 
precipitation, this is a good assumption, but not for snowfall. Precipitation from a cloud 
higher than 2 km can be detected inside a 120-km radius from the radar. During the 
winter, the visibility area is somewhere between the 120-km radius and the whole visi-
bility area. 
2.5 Simulations 
The Merikarvia sea-effect snowfall case was simulated by two experiments with 
the HARMONIE model: a simulation without assimilation of radar reflectivities (NR 
hereafter) and a simulation where radar reflectivities were assimilated (R hereafter). The 
results from the simulations were compared to each other and to radar observations to 
determine whether the assimilation of the radar reflectivities improves the model per-
formance in simulating the sea-effect snowfall case. Three hours on 8 January 2016 
were selected for closer examination: 05 UTC, 13 UTC and 21 UTC. These were the 
same hours as previously studied by Olsson et al. (2017). Due to assimilation, both of 
our simulations consist of several forecast cycles, starting from 00 UTC with 3-hour in-
tervals, each of which lasts 48 hours. Within both simulations, we qualitatively evaluate 
which cycle gives the best results compared to radar observations. 
3 Results 
3.1 The overall meteorological situation 
In late December 2015, a very large amount of warm and humid air was transport-
ed to the Arctic region by storm “Frank”, one of the strongest North Atlantic storms on 
record (Kim et al., 2017). Binder et al. (2017) have shown that the 2015/2016 record-
breaking warm winter was the result of a very unusual configuration of large-scale at-
mospheric flow that came along with other regional extremes. One of these was the 
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An analysis of the uncertainty σIPW in the IPW values obtained from GNSS meas-
urements was performed using three methods (Appendix A). The results for temporal 
averages of σIPW at seven GNSS stations during 7–9 January 2016, given in Table A1, 
show slight differences between the methods. In the top panel of Figure 5, the GNSS-
IPW uncertainty ranges are depicted for Olkiluoto, the nearest GNSS site to Merikarvia. 
To gain better confidence in the GNSS results, we compared the GNSS-IPW at 
two sites (Olkiluoto and Vaasa) with the IPW extracted from ERA5 and HARMONIE 
simulations (middle and bottom panels in Figure 5). The comparison of IPWs from 
GNSS, ERA5 and HARMONIE shows relatively small differences (~1 mm), while the 
uncertainty σIPW in the GNSS values at Olkiluoto stay within ± 0.5 mm during the peak 
of the snow event (top panel Fig. 5). Similar tendencies, such as that described in Figure 
5, were noticed for all sites – the ERA5 results were smoother, but the differences 
stayed within ~1 mm. It can be concluded that the GNSS-IPW values used in this analy-
sis are reliable. 
3.3 Outcomes from the HARMONIE simulations 
Radar observations of the Merikarvia snowfall case at 05, 13, and 21 UTC on 8 
January (Fig. 6) were chosen for closer analysis. At 05 UTC, the snowfall band was di-
rected from the south to the north and was still located in the sea area in front of Meri-
karvia. At 13 UTC, the snowfall had intensified and was partly located over land areas. 
At 21 UTC, the snowfall area had grown smaller and slightly weaker. 
Throughout 8 January, according to the HARMONIE simulations, the sensible 
heat flux over the sea was directed upwards to the atmosphere (i.e., heat loss from the 
sea) due to the cold south-westerly flow over the relatively warm Baltic Sea, supporting 
convection. The sensible heat flux was strongest during the night, 00–06 UTC, over the 
sea area from Åland to the west coast of Finland (not shown). The highest values, up to 
350 W/m2, were found near the west coast, decreasing there towards the end of the day 
to 60–140 W/m2. The upward latent heat flux from the sea had a temporal and spatial 
variability similar to that of the sensible heat flux. The highest values, up to 160 W/m2, 
occurred during the night and decreased to 50–80 W/m2 over the course of the day. The 
correspondence between HARMONIE and ERA5 was good for temporal and spatial 
patterns of the heat fluxes, but in ERA5, the values were distinctly smaller, 80 W/m2 at 
the highest for the sensible heat flux and 50 W/m2 at the highest for the latent heat flux. 
There is a good agreement of the HARMONIE output with ERA5 and the GNSS 
method. Although ERA5 estimates precipitation to be relatively weaker in contrast to 
HARMONIE simulations (Fig. 3), the vertical profiles of specific humidity (Fig. 4) are 
very similar in ERA5 and the HARMONIE simulation according to shape and maxi-
mum values. The greatest difference comes from the resolution, as HARMONIE is able 
to simulate more distinct variations in the specific humidity fields. 
Additionally, the IPW time series show good agreement between ERA5, the 
GNSS method and HARMONIE simulations, with GNSS showing the largest varia-
tions. Thus, the greatest differences can be found between different forecast cycles and 
simulation with (R) and without (NR) radar assimilation (Fig. 5). The R simulation ini-
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tiated at 7 January at 00 UTC (2016010700) was not able to forecast the highest peak of 
IPW in Olkiluoto at approximately noon on 8 January, as the simulated values were 
0.8–0.9 mm lower compared to ERA5, the GNSS method and forecast cycles initiated 
later. Nevertheless, in Vaasa, the forecast cycle 2016010700 performed as well as the 
other methods. In both locations, the forecast cycle initiated on 8 January 00 UTC 
(2016010800) simulated the cycle and variation of IPW closest to ERA5 and the GNSS 
method. The cycle initiated closest to the most intense precipitation (2016010812) simu-
lated the peak values close to ERA5 and the GNSS method, but the forecast for the fol-
lowing hours was too moist in both locations. 
Adding radar assimilation to HARMONIE increased the moisture content, espe-
cially in the lower model levels and within the precipitating cloud. HARMONIE NR 
simulations had IPW values that were too low (0.5–1 mm lower), especially between 
12–24 UTC on 8 January, compared to ERA5, GNSS and HARMONIE with R. 
Figure 6 shows the hourly accumulated total precipitation for a simulation with 
assimilation of radar reflectivities (R) and the difference between the R and NR simula-
tions for the cycle initiated at 03 UTC on 8 January 2016. When the results from the 
simulations are compared with the radar observations at the same hour (the left panel in 
Fig. 6), we note that the location of the strongest snowband offshore of Merikarvia is 
well captured by HARMONIE in both simulations. The assimilation of radar reflectivi-
ties spread the total area of simulated precipitation, produced a clearer hook to the 
coastline, and the area of maximum precipitation grew slightly stronger. In particular, 
the HARMONIE with an R simulation intensified the precipitation north of the NR 
simulation. 
In Figure 6, convergence zones are also shown. In these zones, near-surface winds 
converged, which led to vertical air movement that further enhanced the convective 
snowfall. In both simulations, NR and R, the offshore convergence zones were located 
very close to the snowband. When the snowfall reached the coast at approximately 10 
UTC, two convergence zones formed, one along the coastline on both sides of the 
strongest snowfall and another along the strongest snowband, perpendicular to the 
coastline. 
Figure 7 illustrates the vertical cross-section of the simulated sum of cloud ice and 
water, as well as the meridional wind speed. The convergence zones near the coastline 
can be seen distinctly as the meridional winds show a sharp gradient in wind speed and 
direction. Data assimilation intensified the near-coastline cloud water and ice (Fig. 7, 
columns A and B) and spread them in a south-north direction (Fig. 7, columns C and D) 
compared to the simulation without assimilation of radar reflectivities. In addition, the 
assimilation of radar reflectivities removed an upper-level tail from cloud water and ice 
content above the sea (Fig. 7, columns A and B). The cloud water and ice content was 
higher in the lower model levels with assimilated radar reflectivities, and the cloud wa-
ter and ice were preserved longer during the day (Fig. 7). Assimilation of radar reflec-
tivities increased the southerly wind speeds in all forecast cycles compared to 
HARMONIE with NR. 
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that evolve inside a snowstorm (von Lerber, 2018). The challenge stems from the large 
uncertainty in the microphysical properties of snowfall, i.e., the effect of the density and 
size of snow particles on the measured back-scattered power. In addition, since radar 
observes precipitating clouds above the ground and the measurement height increases 
with distance from the radar, the actual accumulated snowfall on the ground might be 
some kilometres off depending on the wind speed and direction. 
From radar snowfall images, it can be seen that the area of the actual snow event 
was extremely narrow, not exceeding ca. 35 km. Taking into account the temporal and 
spatial scale of such a sea-effect case, ERA5 as a global reanalysis with a 30-km hori-
zontal resolution showed good agreement with the other methods used. The timing and 
location of the snowfall were accurately estimated. This suggests that reanalyses are 
able to detect not only regional long-term trends but also local short-term extreme 
weather events. This benefit is clearly overlooked, and more is yet to be discovered in 
the future as reanalyses keep improving. On the other hand, the magnitude of the snow-
fall intensity was underestimated, and correctly capturing it still appeared to be beyond 
the capabilities of ERA5. 
The GNSS-IPW maps generated for 7–9 January 2016 show the evolution of IPW 
fields during this time period. Local peak values of IPW can be observed on 8 January 
at Olkiluoto. The density of GNSS sites situated in and around the Merikarvia area is 
not sufficient for a more detailed analysis of the precipitation process at this scale. It is 
also impossible to obtain GNSS-data from the sea area. However, the GNSS results can 
be used to calibrate NWP models at GNSS sites at the areas of interest (OLKI, VAA2, 
FINS, etc.). Additional benefit from GNSS observations can come for operational 
weather services if the GNSS data could be assimilated in near real time. 
According to the WMO Rolling Review of Requirements for IPW 
(http://www.wmo-sat.info/oscar/variables/view/162), the goal for nowcasting, NWP and 
climate research is to reach uncertainty values below 1 mm. A theoretical analysis (Ning 
et al., 2016) of GNSS-IPW uncertainty for Merikarvia case demonstrates that these re-
quirements are fulfilled, but it is not the final truth, because statistical analyses (with 
three or more independent methods) may give higher uncertainty values. A statistical 
analysis of the results could be possible only for the Sodankylä site (has at least three 
independent techniques for obtaining the IPW time series), but it would be too far to 
make decisions about the extremely local Merikarvia snow event. 
However, there is great improvement to be gained for data availability and quali-
ty. One issue is the density of the GNSS sites in the network, but it is equally important 
operatively to have high-quality meteorological data for these GNSS sites. Ideally an 
automatic weather station (AWS) should be installed together with the GNSS receivers 
(which is true for the majority of Estonian sites used in this analysis) to avoid interpola-
tion errors from co-located meteorological sensors in a radius of ca. 10–30 km. High-
quality meteorological data will ensure more accurate ZTDs thanks to realistic a priori 
meteorological constraints for the GNSS data processing software. 
Models are a powerful tool in estimating the state of the atmosphere and investi-
gating possible changes in it, as well as in making physical sense of observational data. 
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This is especially true for areas where the scarcity of observing systems restricts inves-
tigation (e.g., seas, large lakes, polar regions). We performed two HARMONIE simula-
tions: one with the assimilation of radar reflectivities and the other without. The assimi-
lation of radar reflectivities did not significantly improve the skill of the forecast in this 
particular case, as HARMONIE performed well even without radar reflectivities. Never-
theless, the assimilation of radar reflectivities lowered the top of the cloud water and ice 
and added moisture to lower model levels. It also spread the precipitation area in the 
south-north direction on the coastline and intensified the strongest snowband over the 
land, which improved the results compared to ERA5, the GNSS method and radar im-
ages. 
The forecast cycles that were initiated more than 24 hours before the event gave 
the weakest results, especially concerning the location of the snowband when compared 
to radar observations. The results in the forecast cycles that were initiated closer to the 
event corresponded best with the radar observations in both simulations. In these cycles, 
the location and the pattern of the precipitation area was well simulated but still slightly 
too far north. 
When radar reflectivities were assimilated to HARMONIE the most intense pre-
cipitation area was shifted even more to the north. The reason for this behaviour is be-
yond the scope of this study. One possibility is that increased southerly winds drive the 
precipitation towards the north. Some of the difference in the location originates from 
the analysis of the precipitation, because radar sees the precipitating cloud and 
HARMONIE simulates the accumulated snow cover over land. In addition, because the 
radar reflectivities are assimilated into HARMONIE at the time of analysis, the effect of 
added/reduced moisture fields might not be long-lasting in model simulations as added 
moisture is precipitated out. Due to this fact, the impact of the assimilation of radar re-
flectivities might not be visible many hours after the analysis time. However, the fore-
cast cycle with radar reflectivities initiated as close to the maximum intensity of the 
snowband as possible did not improve the accuracy of the simulation, because the max-
imum intensity of the precipitation added to the HARMONIE increased the moisture 
content too much, preserving IPW values that were too high for too long compared to 
ERA5 and the GNSS method. The snowband was still visible, although distinctly weak-
er, in radar images on 9 January, but because the radar reflectivities were assimilated to 
HARMONIE only at the analysis time, the information of the evolution of the snow-
band observed with radar was not added to the simulation. 
Advanced methods are required in order to be able to produce a comprehensive 
view of the probability of occurrence of sea-effect snowfall in the past and to assess the 
influence of climate change in the future. In the future, we plan to perform a similar 
analysis of simulations of known past sea-effect cases in Finland. It would be of great 
relevance to see whether and how the assimilation of radar reflectivities affects simulat-
ed precipitation and air flow patterns in several recent past sea-effect snowfall cases. 
The findings would increase the scientific understanding of favourable atmospheric 
conditions for the occurrence of severe wintertime convective weather. They would also 
be useful from the viewpoint of developing sea-effect snowfall detection algorithms (as 
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in Jeworrek et al., 2017), analogous to the freezing rain algorithm developed and uti-
lized by Kämäräinen et al. (2017a, 2017b). 
5 Conclusions 
We analysed a strong small-scale sea-effect snowfall case in Merikarvia, Finland. 
In this work, we had three main questions: 1) Is ERA5 reanalysis capable of recon-
structing a severe snowfall event? 2) Is the density of the GNSS sites in and around 
Merikarvia sufficient for a detailed analysis of IPW within such a small area? 3) And 
finally, could assimilation of observed radar reflectivities improve HARMONIE simula-
tions? The last question was motivated by the fact that no assimilation of radar reflectiv-
ity data in HARMONIE has been previously performed in Finland for the purpose of 
studying sea-effect snowfall. 
We treated radar as the reference method in this study. Regarding intensity and 
location, radar may give the most accurate precipitation estimate, but it does not provide 
much information about the origin of the event. Hence, it is useful to pair radar observa-
tions with models and the GNSS output. 
Reanalysis involves significant time latency – it cannot give any improvement for 
severe weather forecasting, but it can be used afterwards to check whether the forecasts 
and measurements (including possible measurement errors) were realistic. The state-of-
the-art ERA5 reanalysis should presently be the most reliable reference, at least on a 
larger scale. However, it is a result from a model. In this case study, ERA5 showed 
good agreement with other methods, but the magnitude of the small-scale snowfall in-
tensity was distinctly underestimated. 
The GNSS method for IPW is based on in situ measurements, and the results can 
be obtained in near real time. An uncertainty analysis shows that the IPW values ob-
tained from GNSS measurements can be trusted over land and satisfy the requirements 
set for NWP and climate research. However, in our Merikarvia example, it is observed 
that the GNSS data is problematic for processes evolving over the sea. As an example, 
we could detect a clear increase in IPW at only one coastal site (Olkiluoto), without any 
idea about the true horizontal scale of the anomaly. The results with given uncertainties 
could be compared with different independent techniques (including calibration of nu-
merical models). It may help in forecasting severe weather events if the GNSS products 
could be assimilated into the forecast model. They can also serve as a near real-time ref-
erence and in early warning systems for severe weather events. 
Finally, adding data assimilation of radar reflectivities did improve the 
HARMONIE simulations by increasing the moisture content of the boundary layer and 
spreading the most intense precipitation area. We found, however, that the cycle that 
initiated the closest (12 UTC) to the most intense precipitation did increase the precipi-
table water content of the forecast too much and preserved it for too long compared to 
ERA5 and GNSS data. The forecast cycle initiated 12 hours prior to the most intense 
precipitation simulated the snowfall case well and outperformed the HARMONIE simu-
lation without data assimilation of radar reflectivities. 
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Appendix A. Uncertainty analysis of integrated precipitable water from GNSS 
The temporal mean uncertainties σIPW in the IPW values obtained from GNSS 
measurements were calculated by three methods: A) obtained directly from GAMIT 
metutil, B) derived from calculated ZTD and σZTD by a method described by Ning et al. 
(2016) and C) by method B, but with a constant σZTD = 4 mm, as claimed by the Inter-
national GNSS Service (IGS) for their tropospheric product. 
In this work, the method developed by Ning et al. (2016) for the GRUAN GNSS 
product is currently used without information on additional uncertainties from orbital 
errors (adding ca. 3 mm to the σZTD values calculated by EPOS8 software for GRUAN). 
Not using these additional uncertainties is compensated for by the use of different 
methods by GAMIT for deriving realistic uncertainties and optionally by the use of the 
IGS-supported σZTD = 4 mm (method C). 
Table A1. GNSS-IPW mean uncertainties (in mm), as calculated by methods A, B and C and averaged 
over the 7th to 9th of January 2016. 
Site σIPW (method A) σIPW (method B) σIPW (method C) 
OLKILUOTO 0.45 0.51 0.63 
TUORLA 0.45 0.5 0.62 
VAASA 0.44 0.49 0.62 
FINSTROM 0.43 0.5 0.64 
SUURUPI 0.39 0.45 0.63 
SODANKYLÄ 0.56 0.6 0.62 
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Appendix C. Abbreviations 
ECMWF European Centre for Medium-Range Weather Forecasts 
EPOS8 Earth Parameter and Orbit System Software, developed by GFZ 
FMI Finnish Meteorological Institute 
GAMIT/GLOBK a comprehensive suite of programs for analyzing GNSS measurements, 
developed by MIT, Scripps Institution of Oceanography and Harvard 
University with support from the National Science Foundation 
GNSS Global Navigation Satellite System 
GRUAN Global Climate Observing System (GCOS) Reference Upper-Air Net-
work 
IFS Integrated Forecast System 
IGS International GNSS Service 
IPW integrated precipitable water 
OI Optimal Interpolation method 
OPERA The Operational Weather Radars in Europe 
RINEX Receiver Independent Exchange Format -  a data interchange format for 
raw satellite navigation system data 
WMO World Meteorological Organization 
ZTD Zenith total delay 
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