Modeling and Solving a Large-Scale Generation Expansion Planning Problem Under Uncertainty by Jin, Shan et al.
Industrial and Manufacturing Systems Engineering
Publications Industrial and Manufacturing Systems Engineering
11-2011
Modeling and Solving a Large-Scale Generation
Expansion Planning Problem Under Uncertainty
Shan Jin
Iowa State University
Sarah M. Ryan
Iowa State University, smryan@iastate.edu
Jean-Paul Watson
Sandia National Laboratories
David L. Woodruff
University of California - Davis
Follow this and additional works at: http://lib.dr.iastate.edu/imse_pubs
Part of the Industrial Engineering Commons, and the Systems Engineering Commons
The complete bibliographic information for this item can be found at http://lib.dr.iastate.edu/
imse_pubs/18. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html.
This Article is brought to you for free and open access by the Industrial and Manufacturing Systems Engineering at Iowa State University Digital
Repository. It has been accepted for inclusion in Industrial and Manufacturing Systems Engineering Publications by an authorized administrator of
Iowa State University Digital Repository. For more information, please contact digirep@iastate.edu.
Modeling and Solving a Large-Scale Generation Expansion Planning
Problem Under Uncertainty
Abstract
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be constructed over each year of an extended planning horizon, considering uncertainty regarding future
demand and fuel prices. Our model is expressed as a two-stage stochastic mixed-integer program, which we
use to compute solutions independently minimizing the expected cost and the Conditional Value-at-Risk; i.e.,
the risk of significantly larger-than-expected operational costs. We introduce stochastic process models to
capture demand and fuel price uncertainty, which are in turn used to generate trees that accurately represent
the uncertainty space. Using a realistic problem instance based on theMidwest US, we explore two
fundamental, unexplored issues that arise when solving any stochastic generation expansion model. First, we
introduce and discuss the use of an algorithm for computing confidence intervals on obtained solution costs,
to account for the fact that a finite sample of scenarios was used to obtain a particular solution. Second, we
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makers who seek truly robust recommendations for generation expansion planning.
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Abstract We formulate a generation expansion planning problem to determine
the type and quantity of power plants to be constructed over each year of an ex-
tended planning horizon, considering uncertainty regarding future demand and fuel
prices. Our model is expressed as a two-stage stochastic mixed-integer program,
which we use to compute solutions minimizing the expected cost or the Condi-
tional Value-at-Risk, i.e., the risk of signiﬁcantly larger-than-expected operational
costs. We introduce stochastic process models to capture demand and fuel price
uncertainty, which are in turn used to generate trees that accurately represent
the uncertainty space. Using a realistic problem instance based on the Midwest
US, we explore two fundamental, unexplored issues that arise when solving any
stochastic generation expansion model. First, we introduce and discuss the use of
an algorithm for computing conﬁdence intervals on obtained solution costs; i.e., to
account for the fact that a ﬁnite sample of scenarios was used to obtain a partic-
ular solution. Second, we analyze the nature of solutions obtained under diﬀerent
parameterizations of this method, to assess whether the recommended solutions
themselves are invariant to changes in costs. These issues provide critical informa-
tion to decision-makers, and are required to ensure truly robust recommendations
relating to generation expansion planning.
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1 Introduction
Generation expansion planning is the problem of determining the type, quantity,
and timing of power plants to build in order to meet increasing demand for elec-
tricity over an extended time horizon. Over the last two decades, the magnitudes
and types of uncertainties confronting system planners have increased with the
growth of policies to encourage generation from renewable sources, the possibility
of regulation to control carbon emissions, and volatility in the prices of fossil fu-
els, particularly natural gas. Consequently, explicit consideration of uncertainty is
required to mitigate down-side risk in generation expansion planning models.
Extended, long-term time horizons are an additional integral component in
generation expansion models, for the following reasons [55,43]:
– Initial capital investment is expensive and the lifetime of a power plant nor-
mally ranges from 25 to 60 years. Therefore, a long term perspective is neces-
sary to accurately evaluate alternative build schedules.
– Multiple organizations must be involved in the planning process, as the addi-
tion of new power plants typically imposes additional capacity requirements
on transmission and distribution facilities. Consequently, organizations must
coordinate their activities, which occur over extended time horizons.
– Long lead times may be required to obtain regulatory approval for plant con-
struction, acquire land on which to build plants, negotiate fuel procurement
contracts, and build up the required infrastructure. These considerations also
imply that there is limited maneuverability for investment decisions as new
information becomes known or underlying conditions change.
Generation planning decisions must also account for operational impacts. Because
the demand for electricity varies with diurnal, weekly, and seasonal patterns, dif-
ferent combinations of generating units are most cost-eﬀective at diﬀerent times,
depending on fuel prices, availability of intermittent energy sources, and equipment
outages.
Uncertainty regarding future operational conditions arises from several sources.
Load (demand) growth has always been a signiﬁcant source of uncertainty in gen-
eration expansion planning. Historically, it is estimated through combinations of
climate forecasts, population expansion or movement models, projected economic
conditions, and technology evolution. The world-wide annualized growth rate in
electricity demand increased from 2% in 1990 to 4% in 2007 [1], and is projected
to grow at an annual rate of 2% until 2030 [13]. Growth in electricity demand in
the US has gradually slowed from 9% per year in the 1950s to less than 2.5% per
year in the 1990s. Recently, from 2000 to 2007, the average US growth rate in de-
mand dropped to 1.1% per year. The slowdown in growth is projected to continue
until the year 2030 [11]. In contrast, China – currently one of the fastest-growing
economies – has experienced an average 14% annualized growth rate in electricity
demand over the past ﬁve years [1].
The introduction of new generation technologies is also becoming important,
as environmentally friendly renewable energy is receiving increased public support.
The US government is considering greatly increasing the percentage of wind energy,
to 20% of total electricity generation by 2030 [11], compared to 9% in 2008 [2].
Some state mandates specify a proportion of capacity rather than generation.
For example, Iowa plans to increase the Renewable Portfolio Standard (RPS)
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to 20% of generation capacity by 2020, compared with 7% in 2007. Most of this
increase will be obtained from wind energy due to the abundance of wind resources
in the Midwest US. However, integration of wind generation into the electrical
grid is problematic due to output uncertainty, caused by weather (wind speed)
dependence [26,24,38,50,36,32]. Hence, instead of a “capacity factor” (an average
output over a year), the concept of a “capacity credit” is introduced as a measure
of generation potential. The capacity credit captures the output of wind generation
in the worst case, i.e., the minimal amount of power that the grid can rely upon at
any given point in time. This quantity can be estimated using various methods [46,
65,45,47]. In addition to wind generation, clean coal [3], solar, new nuclear, and
bio-based technologies should also be considered in generation expansion planning.
Environmental concerns, including emission penalties/constraints and other
sources of regulatory uncertainty, also have a large potential inﬂuence on the cost-
eﬀectiveness of investments in diﬀerent types of power plants [60]. In particular,
potential policies to limit or reduce greenhouse gas emissions would have a signif-
icant impact on generation planning. For the past several decades, tax incentives
have yielded increased growth in renewable generation sources. The renewable elec-
tricity production tax credit (PTC) [4] was established as an incentive to promote
renewable energy alternatives, and has signiﬁcantly aﬀected the growth of wind
generation sources over the past 10 years [11]. It is likely that the PTC program
will be extended in the near future.
Prices and availabilities of fuels, particularly for coal and natural gas, con-
tribute additional sources of uncertainty in generation expansion planning. The
price of coal is considered generally stable, with an average annualized growth
rate of 2%. Natural gas prices ﬂuctuate in a more unpredictable way [11], mainly
depending on economic and technology development growth rates. The proportion
of electricity generated by natural gas in the US in 2008 was approximately 21%
[5]. Because natural gas is typically the most expensive fuel, power plants using
natural gas are considered peak load generation units. Due to its large degree of
uncertainty, consideration of natural gas price is critical in generation expansion
planning.
Generation expansion planning involves two primary costs: investment costs
and generation costs. Investment costs are dictated by decisions specifying how
many units of each power plant type to build in each year of the planning hori-
zon. Operational costs depend on the quantity of electricity generated by each
plant in each year of the planning horizon, and fuel costs associated with such
generation. To mitigate costs, investment decisions must take into account future
uncertainties, which in turn aﬀect operational costs. At the same time, investment
decisions must satisfy additional requirements, including satisfaction of electricity
demand, power generation reliability, energy resource limitations, ﬁnancial bud-
gets, maximum carbon emissions, and the minimum required electricity generation
proportion for the renewable energy.
In this paper, we formulate a model for the long term generation expansion
problem, with the goal of deciding how many units of each type of power plant
to construct, for each year in the planning horizon. The optimization objective
in our model is to minimize the sum of initial investment costs and subsequent
generation costs, while taking into account future uncertainty in both electricity
demand and natural gas price. From a modeling perspective, we focus on resolution
of the following issues:
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– Identifying an appropriate model for the evolution of demand and fuel price
uncertainty over time.
– Constructing a set of scenarios that adequately represent the evolution of un-
certainty.
– Developing a test problem instance, with realistic parameter values for the US
Midwest.
– Specifying a reasonable level of risk aversion in view of the trade-oﬀ between
reducing expected cost and reducing risk.
We formulate our model as a two-stage stochastic mixed-integer program, con-
sidering both minimization of the expected cost and the Conditional Value-at-Risk
(CVaR). Given the computational diﬃculty of our model, we investigate methods
for quantifying the conﬁdence interval associated with the computed costs, using
a limited number of scenarios to capture the space of future outcomes. Finally, we
investigate the similarity of solutions obtained with diﬀerent sets of scenarios, in
order to assess the practical impact of scenario reduction on the actual decisions
obtained from the model. These two computational issues are largely ignored in
the literature on stochastic optimization and energy planning, yet are crucial when
presenting potential solutions to decision-makers.
The remainder of the paper is organized as follows. We begin in Section 2 with
a brief review of state-of-art methodologies for solving the generation expansion
planning problem. In Section 3, we present a two-stage stochastic programming
model for our generation expansion planning problem, accounting for both ex-
pected cost and Conditional Value-at-Risk. In Section 4, we further discuss how
to realize the computational implementation, including model assumptions, ﬁtting
of uncertain variables’ continuous time distributions, and generation of discrete
scenarios for the case study. Section 5 details a case study based on the Midwest
electric power system. A procedure for computing conﬁdence intervals on solution
costs is introduced in Section 6; experimental results regarding both conﬁdence
intervals and solution similarity across diﬀerent sets of scenarios are presented in
Section 7. Finally, we conclude in Section 8.
2 Background
Both general capacity expansion planning problems and power-speciﬁc generation
expansion problems have been studied for decades, yielding a range of diﬀerent
optimization models and algorithmic techniques for solving these models. We now
brieﬂy survey this literature, in order to place our research in the broader context.
Stochastic programming has been used frequently to address uncertainties in
general capacity expansion problems [25,15,64]. Robust optimization has also been
studied in the context of general capacity expansion, to reduce cost variance over
the range of possible scenarios [63,41,34]. Ahmed, King and Parija [56] describe
a multi-stage stochastic programming model for capacity expansion, introduce
a reformulation technique to reduce computational diﬃculty, and analyze vari-
ous heuristic methods for solving large problem instances. Ahmed and Sahini-
dis [16] introduce a fast approximation scheme based on linear programming to
solve a multi-stage stochastic integer programming model of a capacity expansion
planning problem. State-of-the-art optimization methods under uncertainty are
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reviewed in [58], and include stochastic programming, robust optimization, prob-
abilistic (chance-constrained) programming, fuzzy programming, and stochastic
dynamic programming.
Independent of the speciﬁc model formulation, capacity expansion planning
problems can pose signiﬁcant computational challenges, due to the number of
scenarios used to model uncertainty, the number of decision stages in the planning
horizon, the scale of the system under consideration, and the presence of integer
decision variables. Thus, signiﬁcant research has been devoted to the development
of decomposition techniques to solve these problems more eﬃciently, and heuristics
for obtaining high-quality approximate solutions in tractable run-times.
Laurent [37] summarizes diﬀerent methodologies for scenario discretization.
Several techniques for constructing multi-stage scenario tree are presented in [31].
A scenario construction algorithm successively reducing the tree structure by
bundling similar scenarios is introduced in [48]. Høyland and Wallace propose
a generalized method applied for both single-stage scenario and multi-stage sce-
narios [30]. The latter method is applied in this paper to generate the scenarios
for the multi-year case study.
The state of the art in generation (as well as transmission) expansion plan-
ning, in addition to an overview of optimization under uncertainty, is described
in [55]. Here we mention only a few highlights. A collection of stochastic pro-
grams is discussed in [29]; one of the applications involves electricity generation
capacity expansion with uncertainty arising from diﬀerent modes of demand. A
game-theoretic model to solve the generation expansion problem in a competitive
environment is described in [19], motivated by the desire to analyze diﬀerences
in the solutions relative to centralized expansion plan. Multi-objective optimiza-
tion has been applied to the generation expansion problem, in order to balance
minimization of cost, environmental impact, imported fuel, and fuel price risk [66,
33]. Dynamic programming has also been used to solve the generation expansion
problem [60,21,20].
Parallel genetic algorithms have been introduced to solve a deterministic power
generation expansion problem [28]; Firmo and Legey [27] also use a genetic al-
gorithm to yield approximate solutions to a related problem. A comparison of
meta-heuristic techniques for solving the generation expansion planning problem
is described in [57].
In the electric power industry, some commercial packages for generation ex-
pansion planning are available, including EGEAS [12], ProMod [6], and Plexos [7,
8]. Most of these packages are based on deterministic models, although Plexos also
oﬀers support for two-stage stochastic programming. They are also widely used
in practice to approximate a stochastic programming model to address the future
uncertainties by solving the diﬀerent deterministic models based on one of the spe-
ciﬁc generated future scenarios at each time. Robust optimization is approximated
in an ad hoc way by identifying common elements of the optimal plans found for
diﬀerent futures.
We chose to formulate a two-stage stochastic programming model for three
main reasons. First, the decisions can be segmented naturally into discrete invest-
ment decisions that must be adopted before uncertain quantities are realized and
continuous operational variables that can include recourse to demand and cost re-
alizations. Second, historical data are available for ﬁtting models for the evolution
of the uncertain variables. Third, the risk of unacceptably high cost can be con-
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trolled in a tractable way by including linear constraints to compute Conditional
Value at Risk.
3 A Two-Stage Stochastic Mixed-Integer Program for Generation
Expansion Planning
We now describe our two-stage stochastic programming model for our generation
expansion planning problem. We begin in Section 3.1 with a discussion concerning
high-level assumptions underlying our optimization model. Section 3.2 introduces
notation for model sets and associated indices and parameters, while Section 3.3
details the decision variables. Model constraints are described in Section 3.4. Fi-
nally, expected-cost and Conditional Value-at-Risk minimization objectives are
described respectively in Sections 3.5 and 3.6.
3.1 Modeling Assumptions
We assume that the optimization objective is to minimize some function of the
combined investment and generation costs for pre-existing and newly constructed
power plants, over the entire planning horizon. Additionally, because power out-
ages can be both costly and disruptive, we impose monetary penalties for unmet
demand. For example, outages might result in direct economic impact due to
damage incurred by the electricity infrastructure, loss of data or breakdown of
an assembly line, loss of life due to hospital service disruptions, and failure of
public services. Finally, the model constraints enforce the following requirements,
which are essential in generation expansion models: (1) because electricity can-
not be stored economically, we require the energy to meet the demand in each
sub-period; (2) the load for each type of generator must be less than its planned
capacity; and (3) the total number plants of each type built over the planning hori-
zon must be less than a pre-deﬁned maximum imposed due to budget, resource,
or regulatory limitations.
3.2 Notation: Sets, Indices, and Parameters
Our generation expansion optimizationmodel is expressed in terms of the following
sets, described in conjunction with the corresponding index notation:
– g ∈ G: Types of generators.
– y ∈ Y : Years in planning horizon.
– t ∈ T : Load duration curve sub-periods.
– Ty: Set of sub-periods t in year y.
– Yt: Year y to which sub-period t belongs.
– ω ∈ Ω: Scenario paths representing parameter uncertainties.
Model parameters common to all scenarios are given as follows:
– cg: Cost to build a MW of capacity for each generator of type g, discounted to
the beginning of the construction period. Units are $/MW.
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– mmaxg : Maximum output capacity of installed generators of type g. Units are
MW.
– ht: Number of hours in sub-period t.
– nmaxg : Maximum output rating of generators of type g over a year. Units are
MW.
– umaxg : Maximum number of generators of type g that can be constructed over
the planning horizon.
– ug: Existing number of generators of type g at the beginning of the planning
horizon.
– pu: Penalty cost for unserved energy. Units are $/MWh.
– r: Annual interest rate, for cost discounting purposes.
As discussed in Section 4, uncertainty regarding future demand and fuel prices
is captured by discrete scenarios. The following parameters are deﬁned for each
scenario ω ∈ Ω:
– lgtω: Generation cost per MW hour for generators of type g in sub-period t,
for scenario ω. Units are $/MWh.
– dtω: Demand per hour in sub-period t for scenario ω. Units are MW.
– πω: Probability that scenario ω is realized;
∑
ω∈Ω πω = 1.
3.3 Decision Variables
Decision variables in our optimization model are partitioned into investment and
operations categories, as follows:
– Ugy ∈ Z+: (Investment) Number of generators of type g to be built in year y.
– Lgtω ≥ 0: (Operations) The power generated by generators of type g per hour
in sub-period t for scenario ω. Units are MW.
– Etω ≥ 0: (Operations) The unserved load per hour in sub-period t for scenario
ω. Units are MW.
This partitioning of decision variables corresponds to that of a two-stage stochas-
tic (mixed-integer) program [61]. The ﬁrst-stage variables correspond to invest-
ment decisions over the planning horizon, and are determined prior to resolution
of any uncertainty. The second-stage variables correspond to operational decisions,
and are scenario-dependent because their evaluation is delayed until it is clear
which speciﬁc scenario has been realized. In contrast to a multi-stage stochastic
programming formulation [56], there is no recourse associated with the investment
plan; all decisions are made up-front, and cannot be modiﬁed as uncertainty about
the future is resolved.
A deterministic mixed-integer programming formulation can be seen as a spe-
cial case of the two-stage stochastic formulation when there is a single scenario
that occurs with probability 1. The parameters in such a formulation can be taken
as the planner’s best guess of the outcomes of uncertain quantities, or computed
as the expectation over the range of anticipated future outcomes.
3.4 Constraints
As indicated in Section 3.2, we impose limits on the total number of units for each
generator type built over the planning horizon. This requirement is expressed as
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follows, constraining the cumulative number of units built during the planning
horizon:
∑
y Ugy ≤ umaxg ∀g ∈ G (1)
For each scenario, we impose energy balance constraints to enforce equality be-
tween the demand and the sum of electricity generated and unmet demand:
∑
g Lgtω + Etω = dtω ∀t ∈ T , ω ∈ Ω (2)
Finally, we bound the output for each type of generator by the aggregate output
rating of both existing and newly constructed units through each year in the
planning horizon:
Lgtω ≤ nmaxg (ug +
∑
y≤Yt Ugy) ∀g ∈ G, t ∈ T , ω ∈ Ω (3)
Let |G| denote the number of generator types, |Ω| the number of scenarios,
|Y | the number of years in the planning horizon, and |T | the total number of the
sub-periods. The number of decision variables and constraints in the deterministic
(single-scenario) mixed-integer program are then respectively |T |+ |T ||G|+ |G||Y |
and |T | + |T ||G| + |G|. For the two-stage mixed-integer stochastic program, the
number of decision variables and constraints are |T ||Ω| + |T ||Ω||G| + |G||Y | and
|T ||Ω|+|T ||Ω||G|+|G|, respectively. Of the decision variables, |G||Y | are constrained
to take integer values.
3.5 Minimization of Expected Cost
The most widespread optimization objective in two-stage stochastic programming
is minimization of the expected cost, i.e., the sum of the ﬁrst stage cost and the
expected second stage costs. We denote our generation expansion optimization
model with the expected cost minimization objective, subject to the constraints
deﬁned in Section 3.4, as GEP-EC. Formally, this objective is deﬁned as follows:
min
Ugy ,Lgtω ,Etω
∑
ω∈Ω πωξω (4)
where the per-scenario costs ξω are deﬁned as:
ξω =
∑
y∈Y
∑
g∈G(cgm
max
g Ugy)+
∑
t∈Ty (
∑
g∈G(htlgtωLgtω)+puhtEtω)
(1+r)y−1 ∀ω ∈ Ω (5)
Because the discount rate r is applied to both investment and operations costs
throughout the planning horizon, we write the total cost in a scenario-oriented
manner, as opposed to a more traditional form in which the expectation is taken
strictly over the second stage costs. In contrast to the Conditional Value-at-Risk
metric introduced next in Section 3.6, the expected cost metric is risk-neutral. In
particular, it makes no attempt to hedge speciﬁcally against risk as deﬁned by the
presence of very high second-stage (operational) costs.
The formulation GEP-EC is known as the extensive form of the stochastic
program, in which the variables and constraints for all scenarios are explicitly
represented in a single, large mathematical program. The extensive form can in
principle be solved directly via commercial solvers, which is the approach we take
This is a manuscript of an article from Energy Systems 2 (2011): 209. The final publication is available 
at Springer via http://dx.doi.org/ 10.1007/s 12667-011-0042-9. Posted with permission.
Generation Expansion Planning Under Uncertainty 9
in generating the results described in Section 7 because we want to make compar-
isons between provably optimal solutions. However, the diﬃculty of these problems
can be considerable, especially in the presence of discrete decision variables such
as the number of generators built. Consequently, researchers have developed de-
composition techniques to accelerate the solution times for large-scale stochastic
programs [62,52].
3.6 Minimization of Conditional Value-at-Risk
The standard two-stage stochastic programming model does not take into account
the potentially signiﬁcant risk that the cost of one or even many scenarios far ex-
ceeds the expected cost. Various metrics have been introduced to formally quantify
risk, including worst-case cost, cost variance, and the cost of a speciﬁc quantile
(Value-at-Risk or VaR). Alternatively, one can focus on the cost expectation of the
most costly α fraction of scenarios, i.e., the tail-conditional expectation. An easily-
computed representation of the tail-conditional expectation has recently attracted
signiﬁcant attention in the risk analysis community. This metric is known as Con-
ditional Value-at-Risk, or CVaR [51,54]. CVaR is parameterized by , 0 ≤  ≤ 1,
which represents the fraction of high-cost scenarios that are to be considered by
the metric. CVaR has a number of mathematically appealing properties (speciﬁ-
cally, relative to VaR), and is particularly useful in optimization contexts because
it can be expressed and minimized as a simple variant (as we discuss below) of a
two-stage stochastic program [59].
We denote the generation expansion optimization model with CVaR mini-
mization as the objective, subject to the constraints deﬁned in Section 3.4, as
GEP-CVAR. Formally, the CVaR optimization objective is deﬁned as follows:
min
Ugy ,Lgtω ,Etω,η,δω
η +
∑
ω πωδω
 (6)
where η is an additional ﬁrst-stage decision variable and the δω denote additional
second-stage, per-scenario variables. To compute CVaR, it is also necessary to
impose per-scenario constraints as follows:
δω ≥ ξω − η ∀ω ∈ Ω (7)
δω ≥ 0 ∀ω ∈ Ω (8)
The quantity ξω in equation 7 represents the discounted investment cost and gen-
eration cost incurred under scenario ω, as deﬁned in Equation 5.
In practice, CVaR solutions are often viewed as excessively costly, so CVaR
is often combined with expected-cost minimization in a weighted multi-objective
scheme. For further discussions on the computation of CVaR, we refer to [59].
4 Scenario Tree Generation
We base our case study and test problem instance on real data we collected from
the Energy Information Administration (EIA), Midwest Independent System Op-
erator (MISO), and the Joint Coordinated System Planning Report 2008 (JCSP)
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[14]. EIA is an independent statistical agency providing data, analysis and future
projection within the U.S. Department of Energy (DOE). MISO is an indepen-
dent system operator and the regional transmission organization that monitors the
transmission system and provides safe and cost-eﬃcient delivery of electric power
across the Midwest US and one province, Manitoba, in Canada. JCSP is a joint
organization in the Midwest and Northeast regions of the US formally initiated in
November 2007. Both economic and reliability studies have been conducted by the
JCSP to develop a conceptual overlay to accommodate the potential 20% wind
energy mandate in the future years. Year 2008 is considered as the reference year
in our case study, since all the assumptions made for the later years are based on
the 2008 data.
The uncertainties considered in the case study are both electricity demand and
natural gas price. We now consider stochastic process models for these quantities,
and propose a methodology to construct a sample-path tree that represetns these
processes, providing input to our GEP-EC and GEP-CVAR optimization models
where paths through the tree are used as scenarios.
4.1 Stochastic Process
In order to model the future uncertainties over multiple years, demand and natural
gas price, respectively represented by D(y) and G(y), are considered as continuous
time random variables. We need to ﬁt a model for their evolution over time. Be-
cause both the demand and natural gas price are usually modeled with an annual
growth rate relative to the previous year, which is equivalent to geometric growth
over time, and these annual growth rates in diﬀerent years are taken to be mu-
tually independent, we need to ﬁnd an appropriate stochastic process which best
satisﬁes these characteristics to model the uncertainties.
4.2 Geometric Brownian Motion
A continuous time stochastic process Z(y) is a Brownian motion with drift coeﬃ-
cient μ and variance parameter σ2 if Z(0) = 0, Z(y) has stationary and independent
increments, and Z(y) is normally distributed with mean μt and tσ2 variance [53].
If Z(y) is a Brownian motion with drift coeﬃcient μ and variance parameter
σ2, then the stochastic process X(y) = eZ(y) is deﬁned as a geometric Brown-
ian motion (GBM), which is widely used for modeling ﬁnancial markets [9]. It
has the statistical property that w(y) = log(X(y+1)X(y) ) is normally distributed with
mean μx and standard deviation σx. In addition, the log ratios w(y) are mutually
independent.
Considering that the continuous time random variables, annual electricity de-
mand and natural gas price, also possess the similar characteristic, with an annual
geometric growth rate uncorrelated in diﬀerent years, GBM might be a reasonable
assumption for the random variables D(y) and G(y).
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Fig. 1 Log ratios of annual demand in the Midwest US from 1991-2006.
4.3 Veriﬁcation of Geometric Brownian Motion
To test that both the annual electricity demand and the natural gas price can be
represented as GBM, we obtained hourly demand data from year 1991 to 2007
for the Midwest region from the MISO website, and calculated the average annual
natural gas price data from EIA by state in Midwest region from year 1970 to
2006, weighted by their consumption.
The annual data were ﬁrst transformed to logarithm format by computing
wD(y) = log(
D(y+1)
D(y) ) and wG(y) = log(
G(y+1)
G(y) ), and then statistical software JMP
was used to ﬁt a normal distribution to the data. By performing a goodness of
ﬁt test on each data series, we found that both wD(y) and wG(y) are consistent
with observations from normal distributions, N(μD , σD) and N(μG, σG), respec-
tively with μD=0.0072, σD=0.0094, μG=0.037 and σG=0.082. The related JMP
outputs are shown in Figures 1 and 2. They show the histogram, moment and
normal probability plot of the log ratios of the demand and natural gas price in
the Midwest region respectively from year 1991-2007 and year 1970-2006. Since
the Shapiro-Wilk test statistics for log ratios of demand is 0.951568 and p-value is
0.5149, it fails to reject the null hypothesis that the data is from the normal dis-
tribution. Similarly, since the Shapiro-Wilk test statistics for log ratios of natural
gas price is 0.985879 and p-value is 0.9237, it fails to reject the null hypothesis
that the data is from the normal distribution as well. Thus, we conclude that the
log-normal distribution is a reasonable representation for each data set.
Besides the test of normal distribution, we also test the correlation between
wD(y+1) and wD(y), and between wG(y+1) and wG(y) for each y, and furthermore
conﬁrm the independence of successive values of both wD(y) and wG(y). The
related JMP outputs are shown in Figures 3 and 4. The R2 for the log ratios of
demand is 0.208272 and the R2 for the log ratios of natural gas price is 0.041814,
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Fig. 2 Log ratios of annual average natural gas prices in the Midwest US from 1970-2006.
Fig. 3 Scatter plot of annual demand quantities over successive years in the Midwest US from
1991-2006.
and the p-values are respectively 0.0756 and 0.2387, thus we fail to reject the null
hypothesis of the zero correlation.
Another way to verify the independence is through the autocorrelation test
with diﬀerent lags of the time series model in JMP. The null hypothesis is that
there is no autocorrelation. For the time series result for historical demand in
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Fig. 4 Scatter plot of annual average natural gas prices over successive years in the Midwest
US from 1970-2006.
Figure 5, the p-value 0.0742 with lag =1. For the time series result for historical
natural gas price in Figure 6, the p-value is 0.2086 with lag 1. Both of the p-values
fail to reject the null hypothesis, which indicates there are no autocorrelation for
the time series data with lag 1. Therefore, the assumption that both D(y) and
Fig. 5 Time series autocorrelation with lag = 1 for demand in the Midwest US from 1991-
2006.
G(y) follow GBM processes is supported by these tests [42].
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Fig. 6 Time series autocorrelation with lag = 1 for natural gas prices in the Midwest US from
1970-2006.
4.4 Statistical Properties of Random Variables
Because w(y) = log(X(y+1)X(y) ) is normally distributed with mean μX and standard
deviation σX , the ratio
X(y+1)
X(y) exhibits a the log-normal distribution with mean
μX and standard deviation σX . Consequently, we can derive the following sta-
tistical properties of the GBM using the following formulas for the log-normal
distribution [35]:
E
(
X(y+1)
X(y)
)
= eμX+
σ2X
2 (9)
V ar
(
X(y+1)
X(y)
)
=
(
eσ
2
X − 1
)
e2μX+σ
2
X (10)
sk
(
X(y+1)
X(y)
)
=
(
eσ
2
X + 2
)√
eσ
2
x − 1 (11)
Let x(y) denote the actual value of x in year y. Assume that the initial year of
the expansion planning is year 0, and that there is no uncertainty in x(0). Given
Equations 9 – 11 and the condition that X(0) = x(0), we then derive conditional
formulas for the evaluation of X(y) as follows:
E (X(y + 1) | X(u),0 ≤ u ≤ y) = E
(
eZ(y+1) | Z(u), 0 ≤ u ≤ y
)
= E
(
eZ(y)+Z(y+1)−Z(y) | Z(u), 0 ≤ u ≤ y
)
= eZ(y)E
(
eZ(y+1)−Z(y) | Z(u), 0 ≤ u ≤ y
)
= x(y)E
(
X(y+1)
X(y)
)
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)
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Random Variables Statistical Property First Year (y = 1) After First Year (y > 1)
Demand Mean 1.00727d(0) 1.00727d(y − 1)
(Billion MWhs) Std. Dev. 0.009469d(0) 0.009469d(y − 1)
D(y) Skewness 0.028 0.028
Natural Gas Price Mean 1.041188g(0) 1.041188g(y − 1)
($/Thousand Cubic Feet) Std. Dev. 0.085521g(0) 0.085521g(y − 1)
G(y) Skewness 0.25 0.25
Gas Price and Demand Correlation 0.866 0.866
Table 1 Statistical properties of random variables representing natural gas price and demand
in the Midwest US over planning horizon.
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From Equations 12 - 14 for the conditional statistical properties, the conditional
expectation and variance in later years both depend on the values for the previous
year. However, the skewness is independent over the years, and thus remains the
same, depending only on σX . Apply Equations 12 - 14 to the annual demand
and annual natural gas price in the Midwest region and the derived results are
summarized in Table 1. The correlation value between the two random variables
in each year was also obtained by JMP as shown in Figure 7. In general, the
annual natural gas price and electricity demand both have increasing trends over
the years.
The R2 value for the linear regression model of the annual demand versus the
annual natural gas price is 0.75002, with a p-value <0.0001. Thus we reject the null
hypothesis of zero correlation. A correlation of 0.866 was indicated by the JMP
outputs. Hence, there is a strong positive correlation between the total annual
electricity demand and average annual natural gas price over the years.
4.5 Scenario Generation Method
Given distributional characterizations of uncertainty in future demand and natural
gas price, we now consider the issue of generating a tree from those distributions.
The paths through this tree will form the scenarious used as input to our GEP-
EC and GEP-CVAR optimization models. We use Equations 12 - 14 to specify
statistics for one-step-ahead samples. Let X and q respectively denote the set
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Fig. 7 Correlation between total annual demand and average annual natural gas price in the
Midwest US from 1991-2006.
of representative values and the associated probability vector, and let S denote
a set of labels for the elements in X. Next, let xs ∈ X denote a single pair of
respresentative values for demand and gas price with label s ∈ S and probability
qs. Finally, let fi(X, q) denote the value of the i
th statistical measure of interest
computed for X and q. For example, if fi(X, q) represents the sample mean vector
X¯, then fi(X, q) is computed as
∑
s∈S qsxs.
To generate a sample of paths through a tree accurately representing the uncer-
tainty space of future demand and natural gas price, we use a procedure introduced
by Høyland and Wallace [30]. The foundation of this procedure is the following
optimization model, in which the objective is to match as closely as possible sta-
tistical properties of the original continuous random variables and that of a set
of discrete values that we will treat as if they were samples from those random
variables:
minX,q
∑
i∈P φi(fi(X, q)− PV ALi)2 (15)∑
s∈S qs = 1 (16)
qs ≥ 0 ∀s ∈ S (17)
In this formulation, P (indexed by i) denotes a set of statistical measure of interest,
and PV ALi denotes the value of the i statistical measure quantiﬁed in the context of
the original continuous random variables. The squared sum of diﬀerences between
PV ALi and the corresponding sampled quantity fi(X, q) are then minimized. The
weights φi provide a mechanism to specify the relative importance to modelers of
the various measures i ∈ P . In our case study, we deﬁne P to include the mean and
variances of both random variables (with φi = 2), the skewness of both random
variables (with φi = 1), and the correlation between the random variables (with
φi = 1). The constraints (Equations 16 and 17) ensure the qs are interpretable as
probabilities.
Høyland and Wallace discuss the issue of how to select an appropriate number
of scenarios |S| for a given optimization problem. To avoid both underspeciﬁca-
tion and overspeciﬁcation, the chosen number of statistical measures |P | should
be similar to the number of decision variables in Equation 15. In our case study,
we have a two-dimensional scenario variable to represent demand and natural gas
price, and the probability needs to be decided. The number of decision variables is
|S|(2+1)−1, since all the scenario probabilities adding to 1 eliminates one degree
of freedom. Regarding the number of the statistical speciﬁcations, there are 7,
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including the mean, standard deviation, and skewness of each of the two random
variables, as well as their correlation. We use |S| = 3 because with two uncertain
variables (demand and gas price) that leave us with just under 7 statistical speci-
ﬁcations. Hence, the number of branches from each node in the tree representing
the stochastic process is determined to be 3.
The scenario generation problem is a nonlinear mathematical program with
a nonlinear objective function and linear constraints. We solve this problem us-
ing the nonlinear solver Tomlab/SNOPT, available from Matlab, which iterates
to a locally optimal solution from a speciﬁed starting point. We use multiple
starting points to heuristically identify a posited global optimum. The initial
points for the 3 value vectors, X and associated scenario probabilities, q are as-
sumed to be X1 = (μD − σD, μG − σG), q1 = 0.333, X2 = (μD , μG), q2 = 0.334,
X3 = (μD + σD, μG + σG) and q3 = 0.333. The minimum possible objective value
is expected to equal zero, if the speciﬁcations are consistent. However, because
Equation 15 is generally not a convex optimization problem, the ﬁnal solution
may be locally optimal even with diﬀerent initial conditions. If the derived sta-
tistical properties are still close to the speciﬁcation, a locally optimal solution
is also acceptable. However, if severe inaccuracy occurs, it must be resolved ei-
ther resetting the weight coeﬃcient φi or increasing the number of initial starting
points.
Once the 3 represenatative value pairs for 2009 are generated based on d(0)
and g(0), we generate the 2010 values similarly. Conditional statistical properties
are ﬁrst speciﬁed based on the 3 generated 2009 value pairs by applying Equations
12 – 14. Then, another 3 discrete pairs are generated using Equations 15 – 17.
The complete stochastic process tree can be recursively constructed through
the end of the planning horizon. A fragment of the tree for our case study is shown
in Figure 8. Each column in the tree represents a single year, and each tree node
represents one possible outcome for that year. For each node, the number at the top
of the corresponding block represents the product of the conditional probabilities
for that speciﬁc scenario path up to that node (i.e., the absolute probability of
occurrence; for nodes in the ﬁnal period, these are the path probabilities πω). The
numbers in the parenthesis at the bottom of each block indicate the scenario-
speciﬁc values for both demand and natural gas price. In the initial year 2008,
d(0) = 0.57 and g(0) = 9.37. The units for demand and natural gas price are
respectively billion MWhs and $/thousand cubic feet.
5 A Realistic Problem Instance
We now describe in detail a realistic instance of our generation expansion planning
problem, derived from system data associated with the Midwest US. In particular,
we describe the sources for all ﬁxed and uncertain parameters, primarily drawn
from EIA, MISO, and JCSP sources. The computational studies described subse-
quently in Section 7 are based on this instance.
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Fig. 8 A fragment of the stochastic process tree for a multi-year planning horizon, showing
the subpath probability, total demand for the year, and annual average natural gas price.
Fig. 9 Load duration curve in year 2008 (3 demand blocks).
5.1 Demand
We divide each year in the planning horizon into three sub-periods correspond-
ing to demand blocks: peak, medium, and low. Hourly demands during the year
are ordered in a decreasing sequence, forming a load duration curve (LDC). The
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t Block Hours(h) Load (MWh) λt
1 Peak 271 2.427E+7 1.38
2 Base 6556 4.437E+8 1.04
3 Shoulder 1933 1.006E+8 0.80
Total 8760 5.685E+08
Table 2 Baseline sub-period hourly demand.
three demand blocks are then formed by imposing break points at the top quarter,
middle half, and bottom quarter of the load curve. An example is provided in Fig-
ure 9, which shows the hourly load for 2008 in the Midwest US; data are obtained
from the real-time market report of MISO [10]. The demand for each sub-period,
which actually represents nonconsecutive hours in the year, is simply taken as
the corresponding area under the LDC. By considering only three demand blocks,
we reduce the problem size and also retain information about the chronological
demand variability.
Demand data for the 3 demand blocks corresponding to these 2008 data (con-
verted to a non-leap-year basis) is summarized in Table 2. The multiplier λt for
demand block t is the ratio of average hourly demand in that block to the overall av-
erage demand for the year. Because future LDCs are unknown, we assume they are
formed via incremental additions to the reference year 2008 (ignoring leap years)
and the blocks are proportional to those in the reference year 2008. That is, given a
realization of total energy demand d(y) in year y under the stochastic process path
ω, for t ∈ T (y) the average hourly demand dtω in MW is max λtd(y)8760E+9 − d(0),0.
Because the stochastic demand process is incremental over the reference year, we
set the initial numbers of generating units ug to zero accordingly.
5.2 Generator Data
We assume six diﬀerent candidate generator types are available for new construc-
tion in all time periods of the planning horizon: G = {BaseLoad, CC, CT, nuclear,
wind, IGCC}. Here, CC and CT respectively denote combined cycle and com-
bustion turbine power plants, both of which are fueled by natural gas. Integrated
gasiﬁcation combined cycle (IGCC) power plants are fueled by coal.
With the exception of wind farms, the calculation of generator build cost is
based on the capital expenditure proﬁle suggested by the JCSP [14]. Table 3 shows
the fraction of overnight investment costs actually expended in each year to build
each type of generator. For wind farms, because the construction time is estimated
at two years [14], the capital expenditure is simply split evenly. To obtain cg,
the total cost to build a single generator of type g, we sum the present value in
each construction year using the discount rate r. For example, to obtain cg for
a CC plant, we ﬁrst multiply the overnight build cost by the capital expenditure
percentage for each year, yielding $1.833(0.25)million for the ﬁrst year, $1.833(0.5)
million for the second year, and $1.833(0.25)million for the third year. These values
are then discounted by r to the ﬁrst year, and summed to form cg. Table 4 reports
both the overnight investment cost and the ﬁnal calculated build cost cg for each
generator type g. We assume that the newly built generators are able to generate
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Year BaseLoad CC CT Nuclear Wind IGCC
1 0.02 0.25 0.5 0.01 0.5 0.02
2 0.03 0.5 0.5 0.01 0.5 0.03
3 0.25 0.25 0.01 0.25
4 0.3 0.01 0.3
5 0.3 0.01 0.3
6 0.1 0.02
7 0.03
8 0.2
9 0.3
10 0.3
11 0.1
Table 3 Capital expenditure proﬁle for generators
Technology Overnight Cost($/MW) Build Cost cg($/MW)
BaseLoad 1.833E+6 1.446E+6
CC 0.857E+6 0.795E+6
CT 0.597E+6 0.575E+6
Nuclear 2.928E+6 1.613E+6
Wind 1.713E+6 1.650E+6
IGCC 2.118E+6 1.671E+6
Table 4 Overnight cost for generators
Technology Fuel Price($/Mbtu) Heat Rate(Btu/KWh) Eﬃciency Variable OM Cost ($/MWh)
BaseLoad 3.37 8844 0.40 4.70
CC 9.11 7196 0.56 2.11
CT 9.11 10842 0.40 3.66
Nuclear 0.93E-3 10400 0.45 0.51
Wind 0 N/A N/A 5.00
IGCC 3.37 8613 0.48 2.98
Table 5 Generation cost related parameters for the generators in the ﬁrst year
electricity beginning in the year that the expansion decision is made, i.e., the lead
time for building and installing a generator is ignored.
Power generation costs are divided into two components: (1) fuel costs and
(2) variable operation and maintenance (OM) costs. All the related parameters
for calculating the generation cost for year 2008 are shown in Table 5 from JCSP
[14]. From Table 5, we can easily calculate the generation costs. For t ∈ T1 and all
stochastic process paths ω, lgtω is found by converting the fuel price to $/MWh
using the heat rates and eﬃciencies, then adding the variable OM cost. In later
years we made the escalation assumptions that 2% annual growth rate was applied
to the fuel price (coal, nuclear, wind) and 3% annual growth rate was applied to
the variable OM cost, suggested by JCSP [14]. For the CC and CT technologies,
the fuel price in $/MBtu is obtained by dividing the natural gas price in the
corresponding nodes of the stochastic process tree by 1.028 MBtu per thousand
cubic feet.
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Type BaseLoad CC CT Nuclear Wind IGCC
Generator g 1 2 3 4 5 6
Install Capacity(MW),mmaxg 1200 400 400 1200 500 600
Generator Rating(MW),nmaxg 1130 390 380 1180 175 560
Table 6 Installed capacity and generator rating for generators
Type BaseLoad CC CT Nuclear Wind IGCC
Max Units Built,umaxg 4 10 10 1 45 4
Table 7 Max units to build for generators
The installed capacity and generator ratings are based on the JCSP [14] and
the generator ratings are calculated by their installed capacity multiplied by the
forced outage rate (FOR), also from the JCSP [14]. The installed capacity is for
calculating the investment cost of the power generation expansion, and the rating
is considered as a maximum capacity for the electricity generation in the future
daily operation. The relevant assumptions are shown in Table 6. For the maximum
units to build constraint over the whole planning horizon, we used the assumptions
shown in Table 7.
5.3 Other
We assume an annualized interest rate of r = 0.08, based on data reported by the
JCSP [14]. This rate is used to discount all future expenditures (capital investments
and operational costs) to the reference year 2008. The penalty, pu, for unserved
load is 100,000 $/MWh.
6 Scenario Sampling and Cost Conﬁdence Intervals
In this section, we describe procedures for computing statistical bounds on the
optimal objective function values for both the GEP-EC and GEP-CVAR optimiza-
tion models. In the following, we use the term “cost” loosely to denote either the
expected value objective (Equation 4) or the CVaR objective (Equation 6). We
begin in Section 6.1 by discussing the motivation behind such procedures. The
speciﬁc procedure we employ is detailed in Section 6.2. We conclude in Section 6.3
with a discussion of the key practical issues surrounding the use of such bounding
procedures in the context of our optimization models.
6.1 Motivation
In any stochastic optimization model in which uncertainty is treated via Monte
Carlo sampling (in contrast to analytically), practical questions arise involving
the nature of the sampling strategy employed. From the standpoint of solution
validation, a key question is: Did we use a suﬃcient number of samples to achieve
a solution with the required level of accuracy? From a computational standpoint,
a related question of signiﬁcant practical importance (particularly in the case of
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stochastic mixed-integer programs) is: What is the smallest number of samples
with which we can obtain a solution possessing the required level of accuracy? The
remainder of this sub-section is devoted to discussing computational procedures
to answer these two questions.
Let Ω+ denote the (inﬁnite) space of all possible scenarios to our generation
expansion planning problem, deﬁned using the stochastic processes introduced in
Section 4. Further, let Ω denote a ﬁnite set of scenarios generated from Ω+ via
sampling. We assume that the process used to generate Ω is suﬃciently representa-
tive of the underlying continuous probability space, i.e., that our sample of 19,683
scenarios accurately reﬂects the statistics of the reference stochastic process. In
practice, directly solving either GEP-EC and GEP-CVAR using Ω is computa-
tionally infeasible, requiring at a minimum several weeks of run-time on a mod-
ern high-performance workstation. Thus, we focus on the analysis of sub-samples
E˜ ⊂ Ω.
In our generation expansion planning models, the ﬁrst-stage decisions Ugy rep-
resent the primary variables of interest, while the second-stage variables Lgtω and
Etω are derived variables used to quantify the operational impacts given particu-
lar Ugy . Further, given ﬁxed values for the Ugy variables, the values for the Lgtω
and Etω variables can be immediately determined by solving the resulting linear
program for each scenario independently. Thus, in order to assess the accuracy of
a particular solution, we consider our conﬁdence in the total cost as a function of
the ﬁrst-stage Ugy variables.
Let F (v; E˜) denote the minimal total cost of either GEP-EC (Equation 4) or
GEP-CVAR (Equation 6) given a set of scenarios E˜, subject to the constraint that
the ﬁrst-stage decision variables U are ﬁxed at v if v is feasible. If v is not feasible,
then F (v; E˜) = ∞. Finally, let z∗ denote the minimal total cost for one of our
optimization models if it could be computed for the entire set of scenarios Ω (i.e.,
z∗ = miny F (y;Ω)).
6.2 A Multiple Replication Procedure
Once we obtain what we believe to be a good ﬁrst-stage solution Uˆ , we wish
to obtain a bound on the gap between the total cost of Uˆ and z∗. One way to
perform such validation is to sample additional groups of scenarios (those not used
to compute Uˆ), optimize the corresponding extensive forms, and use diﬀerences in
the resulting total costs relative to Uˆ to compute statistical bounds.
Mak, Morton and Wood [40] propose a method for computing a conﬁdence in-
terval for the total cost that could be achieved if it were possible to use extremely
large sample sizes, i.e., sample sizes so large that the solution to the full stochas-
tic program using all scenarios from Ω is perfectly approximated. This method is
known as the Multiple Replication Procedure (MRP). Consider a ﬁnite universe
of N available scenarios, from which nˆ < N are drawn at random and without
replacement. The extensive form of a stochastic program is then solved using the
sample of nˆ scenarios, resulting in a “reference” or baseline solution Uˆ . The remain-
ing N − nˆ scenarios are then partitioned into equal-sized groups, each containing
n scenarios. To enforce the equality constraint, small numbers of scenarios may be
discarded. The MRP takes as input a parameter 0 < α < 1 specifying a 1−α con-
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ﬁdence level and generates ng sets of “validation” scenario groups E˜ i, i = 1, . . . , ng
such that each set has equal probability.
A high-level description of the MRP is as follows (loops are combined in the
actual implementation; we consider the common number streams variant described
in [40]):
1. For each validation group E˜ i, i = 1, . . . , ng, compute a gap statistic as follows:
Gi = F (Uˆ, E˜ i)−min
U
F (U, E˜ i)
2. Compute the average gap statistic G¯ and the sample standard deviation sG.
Each computation of Gi in Step 1 involves solving two optimization problems.
First, the computation of F (Uˆ , E˜ i) requires solution of a stochastic program exten-
sive form given ﬁxed ﬁrst stage decisions Uˆ ; in the case of GEP-EC andGEP-CVAR,
this simply requires the solution of a linear program due to the ﬁxing of all inte-
ger variables. Second, the computation of minU F (U, E˜ i) requires the solution of a
stochastic mixed-integer program extensive form. Thus, depending on the values
of N , ng and nˆ, the MRP can be computationally expensive.
Given the gap statistics computed above, the approximate (1-α)-level conﬁ-
dence interval for the optimality gap on the total cost of baseline solution Uˆ is
then given as: [
0, G¯+
tng−1,αsG√
ng
]
where tng−1,α is the α tail value for a t-distribution with ng−1 degrees of freedom.
6.3 Research Questions
Several fundamental computational questions arise when applying the MRP in
practice. These questions aﬀect both the practical utility of the MRP and the
interpretation of results obtained using the procedure. The experimental method-
ology described subsequently in Section 7.3 is explicitly designed to yield data to
provide at least preliminary answers such questions, as outlined below.
Foremost among these questions is the selection of parameter values for the
procedure, speciﬁcally for nˆ and ng. There is presently little empirical guidance
to suggest speciﬁc values for MRP parameters. At one extreme, there is strong
motivation to use a large (relative to N) nˆ value, in order to obtain an accurate
reference solution. On the other hand, we want to leave a suﬃcient number of
scenarios for purposes of validation; too few scenarios will likely lead to either
small ng or n, which may in turn lead to unnecessarily conservative conﬁdence
intervals. Further, given N − nˆ samples for validation, there is the question of how
to select ng. One could argue that small values of ng yield more accurate solutions
U˜ . However, the use of small ng also leads to conservative conﬁdence intervals,
and it is therefore necessary to balance both the number and size of the validation
groups E˜ i. Fundamentally, as we show next in Section 7, diﬀerent values of the
MRP parameters do lead to diﬀerent results, thus motivating the need to explore
trends in the MRP parameter space.
At a higher level of abstraction, there is the question of stability of MRP results:
Given a ﬁxed set of scenarios, how variable are results obtained with diﬀerent
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partitions of those scenarios among the baseline nˆ group and the ng validation
groups? This variability has not been addressed previously in the literature, and
as we show in Section 7, its presence aﬀects both the aggregation and interpretation
of results from the MRP procedure.
Next, there is the up-front question of how to select a proper value of N .
In our case study, we conjectured that only a fraction of the 19,683 scenarios
were ultimately required to obtain reasonably small conﬁdence intervals. This
conjecture was based on a series of experiments described below in Section 7.2,
in which we sub-sample an increasing number N of scenarios, solve the resulting
stochastic program extensive form, and observe the stability in the total cost as a
function of N . We observe stability by approximately N = 1,000, so we conjecture
that at most this number of scenarios would be required to obtain reasonably
tight conﬁdence intervals on optimal solution cost. This conjecture is substantiated
by the experiments discussed in Section 7. However, we observe that in general,
selection of N is more art than science, requiring a careful balance between N , the
computational time associated with the MRP procedure, and the desired tightness
of the obtained conﬁdence intervals.
Finally, in addition to consideration of cost conﬁdence intervals, there is the
question of solution similarity: How diﬀerent are the solutions obtained under
diﬀerent MRP parameterizations or replications? Answers to this question directly
aﬀect the decision-maker, as it is possible that even if observed solution costs are
disparate, the underlying solutions may not be – implying that the existence of
cost variability may have little impact on any ﬁnal investment decisions.
7 Experimental Results
We now report and analyze the results obtained by executing the MRP on our two
optimizationmodels. In Section 7.1, we brieﬂy discuss the computational tools used
to model and solve our GEP-EC and GEP-CVAR formulations. Our experimental
methodology involving the MRP is then detailed in Section 7.3. We present results
for GEP-EC and GEP-CVAR in Sections 7.4 and 7.5, respectively. Finally, we
conclude with a discussion regarding the structural similarity of solutions obtained
with diﬀerent parameterizations of the MRP in Section 7.6.
7.1 Implementation
We modeled the GEP-EC and GEP-CVAR two-stage stochastic programs using
the PySP software package [49]. PySP is a Python-based, open-source tool co-
developed and maintained by Sandia National Laboratories, the University of
California Davis, Texas A&M, and others. It is part of IBM’s COIN-OR open-
source initiative for operations research software [22]. The data corresponding to
the case study instance described in Sections 4 and 5 was encoded in PySP’s na-
tive data format, similar to that used by the commercial modeling tool AMPL [17].
Both the PySP model and data ﬁles can be obtained by contacting the authors.
We leverage integrated algorithms within PySP to execute all MRP trials de-
scribed below. Speciﬁcally, PySP provides a generic MRP implementation, and
functionality to generate and solve extensive forms of stochastic programs. PySP
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Optimal Solution Cost Run-Time
N GEP-EC GEP-CVAR GEP-EC GEP-CVAR
10 1.91175E+10 2.18873E+10 17.49 13.19
100 1.81437E+10 2.49147E+10 57.93 145.9
250 1.72728E+10 2.45407E+10 986.45 1622.11
500 1.74896E+10 2.38776E+10 5176.26 1547.48
1000 1.77731E+10 2.36481E+10 52442.93 8402.54
Table 8 The stability of optimal solution costs for the GEP-EC and GEP-CVAR optimization
models. Columns report the solution cost (USD) and run-time (wall clock seconds), as a
function of the number of scenarios N .
leverages commercial solvers to obtain solutions to the mixed-integer extensive
forms, including CPLEX 12.0 [23], which was used for all experiments. All exper-
iments were executed on a modern 2.93GHz Intel Xeon 8-core workstation (each
core is hyper-threaded), with 96GB of RAM, running Linux.
7.2 Cost Stability and Extensive Form Run-Times
In order to conduct experiments concerning how to best allocate N scenarios be-
tween those used to compute the best possible solution and those used to compute
a conﬁdence interval, we ﬁrst conduct experiments to determine the largest com-
putationally feasible N and to verify that the optimal solution values obtained
using the full N scenarios are reasonably stable. The optimal solution cost of both
GEP-EC and GEP-CVAR will stabilize toward an asymptotic value as nˆ → ∞. It
is an empirical question as to how fast this convergence occurs for ﬁnite sample
sizes. However, knowledge of the empirical convergence rate in the low sample
count regime suggests a heuristic for selecting the parameter N associated with
tests of the MRP procedure.
In Table 8, we show the optimal solution cost and the run-time required to solve
the corresponding stochastic program extensive form, for a range of N . For GEP-
CVAR, we use  = 0.05. The scenarios in each sample were drawn randomly and
without replacement from the full scenario tree (containing all 19,683 scenarios);
diﬀerent random seeds were used for each value of N , so any overlap in the selected
scenarios is by chance. Run-time is reported in terms of wall clock time, while costs
are measured in USD. We observe that CPLEX 12.2 is multi-thread capable, and
routinely uses 16 threads during execution of these problems on our compute
hardware. Thus, execution times on less powerful platforms will be signiﬁcantly
longer.
Analyzing the results in Table 8, we observe signiﬁcant growth in run-time as a
function of N . This is consistent with the observed empirical diﬃculty of stochas-
tic mixed-integer programs reported in the literature, particularly at this scale.
Further, the memory requirements are non-trivial, exceeding 8GB of RAM for the
larger runs. Given the large run-times at N = 1000, it is clear that solution of
either model given our complete scenario tree is intractable via the extensive form
approach, and would likely require signiﬁcant eﬀort even leveraging decomposition-
based approaches – which in turn would require signiﬁcant implementation eﬀort
and tuning. There is no consistent trend in the run-time diﬀerences between the
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GEP-EC and GEP-CVAR runs. The large diﬀerence at N = 1000 is an artifact of
the particular sample chosen; mixed-integer solvers are known to exhibit signiﬁcant
variability in run times as problem data is changed.
The optimal solution costs for both GEP-EC and GEP-CVAR vary signiﬁcantly
for N ≤ 100, but start to stabilize once N ≥ 250. When N = 1000, we further
observe (not reported) signiﬁcant stability across replications of the experiment.
These two trends lead us to heuristically select N = 1000 for all replications of the
MRP procedure reported subsequently.
7.3 Experimental Methodology
To experiment with ways to allocate a ﬁxed sample between ﬁnding a solution
and computing its conﬁdence interval, we draw a random sample of N = 1000
scenarios from the full scenario tree described in Section 4. We then execute a full
factorial experiment for both the GEP-EC and GEP-CVAR optimization models,
executing the MRP for each of the following combinations of parameters:
– nˆ ∈ {70,140,280,420,560}
– ng ∈ {2, 5, 10,20,40}
These values were selected to obtain results over the spectrum of MRP parame-
terizations. As discussed in Section 6.3, there is little empirical evidence to guide
selection of nˆ and ng.
For each combination of nˆ and ng we execute ﬁve MRP trials, varying the
random seed used to partition the set of N scenarios into the set, Ωˆ, which is
used to compute the reference solution and the ng validation groups, which are
used to compute conﬁdence intervals. To reduce variance, we use identical sets of
random seeds across trials involving diﬀerent nˆ and ng. For each trial, we record
the conﬁdence interval width on the optimal solution cost f(Uˆ) ≡ F (Uˆ , Ωˆ) for
level α = 0.05. The particular value of α does not aﬀect the qualitative nature
of the results presented below (for example, moving from α = 0.05 to α = 0.01
roughly doubles the conﬁdence interval width in the worst case), and was selected
arbitrarily. For all GEP-CVAR runs, we use α = 0.05.
7.4 Expected Cost Minimization
The results obtained from executing the MRP on our GEP-EC optimization model
are shown in Table 9. For each MRP parameterization, the table shows results for
both a single, arbitrary MRP trial and aggregated statistics taken over all ﬁve
MRP trials. Units for entries associated with f(Uˆ) and the 95% CI are given in
billions USD.
We begin by considering the results obtained for one replication of the MRP,
whose outputs are reported in the columns labeled “f(Uˆ)” and “95% CI”. Recall
that we use (for a given MRP trial) a ﬁxed random seed across experiments in-
volving diﬀerent combinations of nˆ and ng. This seed is used to randomize the list
of scenarios, which are then sequentially partitioned into the baseline set contain-
ing nˆ scenarios and the ng validation groups. Consequently, the value of f(Uˆ) is
identical in all trials in which only ng is varied. We ﬁrst observe that the cost f(Uˆ)
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MRP Results Veriﬁcation: Five MRP Trials
nˆ ng n f(Uˆ) 95% CI f(Uˆ) Std. Dev. 95% CI Std. Dev.
70 2 465 17.362 0.021 0.42 0.22
70 5 186 17.362 0.055 0.42 0.19
70 10 93 17.362 0.051 0.42 0.20
70 20 46 17.362 0.124 0.42 0.19
70 40 23 17.362 0.290 0.42 0.19
140 2 430 17.214 0.026 0.34 0.05
140 5 172 17.214 0.070 0.34 0.04
140 10 86 17.214 0.074 0.34 0.03
140 20 43 17.214 0.101 0.34 0.02
140 40 21 17.214 0.241 0.34 0.03
280 2 360 17.151 0.053 0.39 0.03
280 5 144 17.151 0.074 0.39 0.03
280 10 72 17.151 0.101 0.39 0.03
280 20 36 17.151 0.241 0.39 0.02
280 40 18 17.151 0.452 0.39 0.03
420 2 290 17.337 0.017 0.24 0.04
420 5 116 17.337 0.039 0.24 0.05
420 10 58 17.337 0.110 0.24 0.03
420 20 29 17.337 0.224 0.24 0.03
420 40 14 17.337 0.522 0.24 0.02
560 2 220 17.377 0.020 0.14 0.04
560 5 88 17.377 0.063 0.14 0.04
560 10 44 17.377 0.103 0.14 0.05
560 20 22 17.377 0.198 0.14 0.07
560 40 11 17.377 0.571 0.14 0.07
Table 9 Results of applying the Multiple Replication Procedure (MRP) to the GEP-EC
optimization model. The MRP input parameters are reported in the columns labeled nˆ, ng,
and n. Outputs are reported for MRP as well as summary statistics taken over ﬁve MRP trials
to verify the stability of the procedure.
of the baseline solution Uˆ is remarkably stable as nˆ is varied. This is consistent
with the experiments reported in Section 7.2. Further, we would expect (and in-
deed observe) more stability in Table 9 because scenarios are accumulated as nˆ is
increased – due to the use of a common random number seed across the individual
MRP trials, and the sequential partitioning of the scenarios.
Next, we analyze the widths of the 95% conﬁdence interval on the cost f(Uˆ) as nˆ
and ng are varied, considering a single MRP trial. The largest CI width obtained is
approximately 571 million USD, representing less than 3.5% of corresponding total
cost of 17.377 billion USD. These results strongly suggest that accurate estimates
of the optimal cost to our GEP-EC optimization model can be obtained using a
remarkably small number of scenarios – especially relative to the full scenario tree.
Unexpectedly, we observe that CI widths for a ﬁxed nˆ are generally increasing in
ng; the tightest conﬁdence intervals appear at ng = 2, despite the trivial number
of degrees of freedom in the resulting t test. This behavior is partially explained
by the fact that for even modest ng, the number of samples in each group is too
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small to observe stability in f(Uˆ). However, this explanation fails to account for
the fact that the pattern holds even when the baseline solution is obtained with
nˆ = 70. Fundamentally, the increase in the number of degrees of freedom in the
t distribution is not oﬀset by the stability in the total costs obtained from the
validation scenario groups. Recall that the CI width is proportional to both the
standard deviation of the sample optimality gap and the t-statistic, and is inversely
proportional to the square root of the number of scenario groups. The CI width
monotonically increases as a function of ng for the GEP-EC optimization model
(this behavior is not universal, but depends on both the speciﬁc optimization
problem under consideration and the particulars of the MRP parameterization)
because the sample optimality gap variance overcomes the beneﬁt of increased√
ng and the number of degrees of freedom in the t distribution. Given a ﬁxed ng,
CI widths are reasonably consistent across diﬀerent nˆ. Remarkably, the lowest CI
widths obtained represent less than 0.5% of f(Uˆ).
Finally, we consider the variability over multiple trials of MRP results, given
ﬁxed nˆ and ng. Such variability is generated by varying the random seed used
to order the scenarios prior to partitioning them into the baseline and validation
groups. The standard deviations of f(Uˆ) reported in Table 9 indicate that the
stability of the MRP increases – as expected – with growth in nˆ; taking a larger
proportion of the N = 1000 scenarios in Ω will necessarily decrease variability.
However, even with modest nˆ, the standard deviations are comparatively small,
indicating less than 5% deviation from the single-trial MRP result. The variability
in CI widths obtained by the MRP also rapidly decreases as nˆ is increased, roughly
leveling oﬀ once nˆ ≥ 140. Fundamentally, the ﬁve-trial MRP results indicate that
the most accurate results are obtained using a large number of scenarios to form
the baseline solution Uˆ , yielding minimal negligible variability in both f(Uˆ) and
CI width.
Overall, the results presented in Table 9 illustrate that very high-quality esti-
mates of the minimal total cost for the GEP-EC optimization model can be ob-
tained by using surprisingly small numbers of scenarios. Speciﬁcally, the computed
CI widths range from less than 0.2% to roughly 3.5% of the baseline solution cost
f(Uˆ). Given the nature of long-term planning models – particularly the model-
ing assumptions employed and the range of uncertainties not explicitly considered
– such tight conﬁdence intervals strongly suggest that further eﬀorts should be
focused on improving the optimization model and uncertainty characterization,
rather than using larger scenario samples in the existing GEP-EC model.
7.5 Conditional Value-at-Risk Minimization
The results obtained for executing the MRP on our GEP-CVAR optimization
model are shown in Table 10. Considering the results for an individual MRP
trial, we again observe stability in f(Uˆ) – despite the more sensitive nature of
the optimization metric. However, the associated conﬁdence intervals are substan-
tially wider than those observed for the GEP-EC model. On average, the solution
costs are approximately 40% larger than the GEP-EC results, given ﬁxed nˆ and
ng. While the growth in cost is necessary, the magnitude of growth is highly
problem-dependent. Relative to other studies involving planning models in unre-
lated domains, e.g., see [67], the increase is modest. We observe trends in MRP
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MRP Veriﬁcation: Five MRP Trials
nˆ ng n f(Uˆ) 95% CI f(Uˆ) Std. Dev. 95% CI Std. Dev.
70 2 465 23.341 0.265 0.70 1.97
70 5 186 23.341 0.365 0.70 1.78
70 10 93 23.341 0.509 0.70 1.93
70 20 46 23.341 0.784 0.70 1.93
70 40 23 23.341 1.260 0.70 1.98
140 2 430 23.575 0.113 0.55 1.36
140 5 172 23.575 0.199 0.55 1.19
140 10 86 23.575 0.349 0.55 1.15
140 20 43 23.575 0.635 0.55 1.12
140 40 21 23.575 1.240 0.55 1.26
280 2 360 23.534 0.338 0.50 0.25
280 5 144 23.534 0.454 0.50 0.22
280 10 72 23.534 0.557 0.50 0.17
280 20 36 23.534 0.975 0.50 0.19
280 40 18 23.534 1.588 0.50 0.21
420 2 290 23.630 0.487 0.38 0.29
420 5 116 23.630 0.461 0.38 0.28
420 10 58 23.630 0.755 0.38 0.18
420 20 29 23.630 1.113 0.38 0.23
420 40 14 23.630 1.817 0.38 0.18
560 2 220 23.907 0.150 0.13 0.26
560 5 88 23.907 0.282 0.13 0.15
560 10 44 23.907 0.548 0.13 0.16
560 20 22 23.907 0.825 0.13 0.18
560 40 11 23.907 1.551 0.13 0.19
Table 10 Results of applying the Multiple Replication Procedure (MRP) to the GEP-CVAR
optimization model. The MRP input parameters are reported in the columns labeled nˆ, ng,
and n. Outputs are reported for MRP as well as summary statistics taken over ﬁve MRP trials
to verify the stability of the procedure.
parameter-result correlations that are similar in most cases to those observed for
GEP-EC. Speciﬁcally, CI widths are monotonically increasing functions of ng given
a ﬁxed nˆ.
The largest diﬀerence between the single-trialGEP-EC and CVAR MRP results
are the computed conﬁdence interval widths – which range from approximately
1% of the base cost to over 9% of the base solution cost. However, even with a
limited number of scenarios, parameterizations of the MRP with modest nˆ and
small ng indicate that the optimality gaps associated with the baseline solutions
are relatively small, i.e., within a few percent.
Next, we consider variability of MRP trials given given ﬁxed nˆ and ng. The
variability in both f(Uˆ) and the conﬁdence interval widths are modestly higher
than those observed for GEP-EC. The increase can be attributed to the sensitivity
of CVaR; there are comparatively few high-cost scenarios, and the results are as
a consequence sensitive to the distribution of those high-cost scenarios among the
baseline and validation scenario groups. Overall, the increased variability in MRP
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results indicates that GEP-CVAR solution costs should be interpreted carefully,
i.e., that there is a signiﬁcant risk of deviation from the computed CVaR cost
metric.
7.6 The Structural Similarity of Solutions
Conﬁdence intervals on optimal solution costs are important pieces of informa-
tion for decision-makers, but they only capture one dimension of “stability” in
a solution. A complementary dimension of solution stability considers the degree
to which the solutions themselves diﬀer, independent of any variability that may
occur in the objection function.
In order to make statements regarding comparisons of many solutions, a metric
in the space of solutions is needed. As we shall see, a metric that takes into account
covariances will require some degree of dimension reduction in the metric space.
Suppose our solutions are represented by column vectors of length p.
The Euclidean similarity or distance metric for two solutions x and y can be
written as dI(x, y) =
√
(x− y)T I−1(x− y), where I is the p by p identity matrix.
The Euclidean metric is very unsatisfying for quantifying the diﬀerence between
solutions to the GEP-EC and GEP-CVAR optimization models, because it ignores
(for example) the fact that a diﬀerence of 2 CT generating units in a pair of
solutions is conceptually (to domain experts) much less signiﬁcant than a diﬀerence
of 2 nuclear generating units. This situation could be remedied if we somehow knew
an appropriate variance for each generator type. With this information, we could
form a p× p matrix S with the standard deviations on the diagonal, and instead
use the distance metric dS(x, y) =
√
(x− y)TS−1(x− y).
A more subtle issue is the consideration of correlations that would be expected
between generator selections. To address this concern, we consider the Mahalanobis
distance [39] metric, given by:
dΣ(x, y) =
√
(x− y)TΣ−1(x− y)
where Σ is a p × p positive deﬁnite matrix. In particular, if Σ is an appropriate
covariance matrix, then we have a distance that is scaled for both variance and
covariance. The Mahalanobis metric is widely used to characterize distances be-
tween vectors and groups of vectors (e.g., see [18,44].) There are some theoretical
properties of the Mahalanobis metric that can provide quantitative insights under
speciﬁc conditions. In particular, if x has a multi-variate normal distribution (μ,Σ)
then d2Σ(x,μ) obeys a χ
2 distribution with p degrees of freedom.
When comparing solutions to generation expansion planning models, the in-
vestment variables are generally the drivers of structural diﬀerences of interest to
decision makers. To reduce the dimension, we consider the total number of each
type of generator over time prescribed by a particular solution U∗, i.e., we will ex-
amine the vector whose components are formed from the components xg =
∑
y U
∗
gy,
for all g ∈ G.
Table 11 reports statistics for the Mahalanobis distances for both the GEP-EC
and GEP-CVaR optimization models. The statistics are computed using the ﬁve
Uˆ reference solutions obtained across replications of the MRP procedure, for the
range of nˆ. The aggregation procedure is then as follows. For each nˆ and each
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Objective Function
nˆ EC CVaR
70 17.3 12.1
140 3.7 7.9
280 5.8 4.5
420 3.0 2.5
560 5.3 5.4
Table 11 The average pair-wise Mahalanobis distances for the generation expansion planning
investment decisions aggregated over time, for both the GEP-EC and GEP-CVAR optimiza-
tion objectives.
optimization objective (GEP-EC and GEP-CVAR), we form a “population” using
the Uˆ solutions associated with the other nˆ values. Considering a ﬁxed nˆ, twenty
replicates are then available for use in estimating the mean and covariance. Each
solution is represented by investments in each generator type aggregated over
time, as described previously. In our particular study, there is no variance in the
number of CC and BaseLoad generator types, so they are ignored, leaving vectors
with p = 4. For reference, the 95th percentile of a χ2 with four degrees of freedom
is 9.49.
The solutions generated for nˆ = 70 diﬀer signiﬁcantly from the solutions for
other nˆ for both optimization objectives, which is not unexpected given the small
number of samples used to form the reference solutions Uˆ . However, the average
pair-wise solution distance rapidly drops as nˆ grows, albeit somewhat more slowly
for GEP-CVAR than for GEP-EC (speciﬁcally, the drop at nˆ = 140 is not as
punctuated in GEP-CVAR as for GEP-EC. However, in both cases the diﬀerences
are very small once nˆ ≥ 280.
A key question is: are the solutions obtained for GEP-CVAR statistically and
qualitatively diﬀerent than those obtained for GEP-EC. To get a quantitative mea-
sure of the distance we take as our population the solution for GEP-EC and drop
those for nˆ = 70 since they seem to be diﬀerent. That is, we take as our popula-
tion the solutions from MRP replicates for GEP-EC with nˆ ≥ 140, so we have 20
vectors of aggregated investment decisions that can be used to estimate a mean
and covariance for the sample. The smallest Mahalanobis distance to the aggre-
gated investment decisions for any of the GEP-CVAR solutions was 108 and the
average distance to those solutions was 281. Hence, we have strong evidence based
on the metric that the GEP-CVAR solutions are much diﬀerent from the GEP-EC
solutions.
To illustrate the diﬀerences between solutions obtained using GEP-EC and
GEP-CVAR, we make use of solutions with tight conﬁdence intervals. The lowest
CI widths obtained for GEP-EC represent 0.12% of the cost estimate with nˆ = 420,
ng = 2 and n = 290. The total cost is 17.337 billion USD and the 10-year optimal
expansion plan is shown in left hand side of Figure 10. For GEP-CVAR, the lowest
CI widths obtained represent 0.36% of the point estimate with nˆ = 560, ng = 2
and n = 220. The CVaR is 23.907 billion USD and the 10-year optimal expansion
plan is shown in right hand side of Figure 10. The GEP-CVaR planning decision
is a bit diﬀerent from the GEP-EC plan in Figure 10. It greatly increases the wind
power capacity with almost zero operational cost and decreases the number of
gas-ﬁred CT plants because GEP-CVaR avoids the risk of high gas prices in the
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Fig. 10 The GEP-EC solution with nˆ = 420 (left ﬁgure) and the GEP-CVAR solution with
nˆ = 560.
future. The total cost of the planning decision with more units of CT is subject
to the natural gas price volatility, as well as the high electricity demand. Besides,
GEP-CVaR should be more costly than GEP-EC since it is more likely to suggest
building suﬃcient generation capacity to ensure meeting the high demand in a
small percentage of extreme scenarios.
Overall, our analysis of solution stability reinforces the general conclusions ob-
tained with the MRP procedure. In the case of the GEP-EC optimization model,
the Uˆ reference solutions obtained using a small number of scenarios are stable in
terms of both cost and solution structure. In the case of GEP-CVAR, the solution
stability results indicate that even with larger-than-desirable conﬁdence intervals
on solution cost, the underlying structural characteristics of the resulting solutions
are not signiﬁcantly diﬀerent. In other words, the cost uncertainty does not ap-
pear to translate into signiﬁcant diﬀerences in the recommendations provided to
a potential decision maker.
8 Conclusions
We have introduced a novel formulation of the generation expansion planning prob-
lem, with the goal of determining the types and quantities of available generator
types to build during each year of a long-term planning horizon. We formulate the
problem as a two-stage mixed-integer stochastic program, considering minimiza-
tion of both expected cost and the Conditional Value-at-Risk. The optimization
models incorporate two sources of uncertainty regarding the future: natural gas
fuel prices and demand for electricity. We propose a stochastic process model
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describing the evolution of these parameters, and use this model to construct a
scenario tree for input to the stochastic program. As a case study, we introduce a
planning problem based on the US Midwest generation infrastructure.
Direct solution of a large-scale, mixed-integer stochastic generation expansion
planning problem is computationally prohibitive. Consequently, the full scenario
tree must be down-sampled for purposes of computational tractability. This down-
sampling leads to a variety of computational issues, which must be addressed to
accurately represent the approximated solution to a decision maker. Speciﬁcally, it
is necessary to quantify the stability of the approximate solution – error is necessar-
ily present due to the approximation of a stochastic process by a scenario tree small
enough to facilitate tractable solution of the corresponding stochastic program. To
address the issue of stability of solution cost, we apply the Multiple Replication
Procedure of Mak, Morton, and Wood [40] to compute conﬁdence intervals on
the optimality gap. Our results indicate that the optimality gaps obtained when
minimizing expected cost are very small, while those obtained when minimizing
conditional value-at-risk are large enough to be of concern. Independent of cost,
the solutions obtained under diﬀerent samplings of scenarios are structurally very
similar for both optimization metrics. This suggests that the presence of even
moderate optimality gaps for solution cost have little impact on the ﬁnal solution
recommended to a decision-maker. Our results indicate that limited-scale sam-
pling of a very large scenario tree is suﬃcient in our particular problem to yield
high-accuracy solutions.
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