(fa.o;)(X) =L^-iCc;(ad(fa)X).

Thus, we obtain a map from C^ (C°° (M)
This map is just one component of our equivariant Hochschild-Kostant-Rosenberg map; the other components correspond to other points of G, and define maps from C^ (C°° (M)) to C 00 (^, ^ (M 9 )) 0 ', where M 8 is the fixed-point set of g acting on M, G 8 is the fixedpoint set of g acting by conjugation on G (in other words the centralizer of g) and Q 9 is the Lie algebra of G 8 
Afc
We call this map Og. It turns out that the correct way to describe the situation is by means of sheaves on G, with the topology given by open sets invariant under conjugation; all of our sheaves will be equivariant. In Section 1, we define a sheaf whose stalk at g G G is the space of germs at 0 of maps from Q 9 to f2* (M 9 ) invariant under the centralizer G 8 . In Section 2, we introduce the equivariant cyclic chains; these are just smooth functions on M^ x G which are invariant under the action of G: 496 J. BLOCK AND E. GETZLER In this paper, we will work with sheaves over G with this topology; for example, we have the sheaf of invariant function Cg", defined by T(U, C^) = C°° (U)°.
This sheaf is fine, since there exists partitions of unity on G invariant under conjugation, G being a compact Lie group. All of our sheaves on G will be sheaves of modules for Cg", and hence will be fine.
Let M be a compact manifold with a smooth action of a compact Lie group G, which we denote by (p, x) G G x M i-» g . x. The group G acts on the algebra of differential forms on M by the formula g.u; = U-i a;,
where Lg-i : M -^ M is the operation of left translation by g~1 G G.
If uj : g ->• Q, 9 (M) is a map from Q to f2* (M), the group G acts on uj by the formula
{g.^(X)=g.^{Ad{g-l )X)).
If V is a finite-dimensional vector space, we will denote by Cg° (V) the algebra of germs at 0 E V of smooth functions on V.
DEFINITION 1.1. -A (local) equivariant differential form on M is a smooth germ at 0 G Q of a smooth map from g to f2* (M) invariant under the action of G: (M) = Cg° (fl, ^ (M))°.
This space is Z/2-graded, and is a module over the algebra Cg° (g) 0 of germs of invariant smooth functions over g. Since the algebra of invariant polynomials C^] 0 on g is a subalgebra of C°° (fl)^, the space (C [s] 0 ^ (M))° is a subspace of C2^ (M) -this is Cartan's definition of the space of equivariant differential forms, of which our space is a certain completion.
Let us define operators d and L on C°° (fl, f^ (M)) by the formulas (do;)(X)=d(o;(X)), (^)(X)=.(X)(o;(X)).
It is easy to check that d and L commute with the action of G. By the formula ([d, i] ^) (X) = C (X) a;, we see that d and L graded commute on elements of f2^ (M).
In this section, we will define a sheaf Q. 9 (M, G) over G which is an algebra over the sheaf of rings Cg". If g G G, let M 8 denote the fixed point set of the diffeomorphism induced by g on M. Let G 8 denote the centralizer of g
nd Q 9 its Lie algebra. The passage from the compact Lie group G acting on a manifold M to the compact Lie group G 8 acting on M 8 is an example of the procedure of descent.
The stalk of the sheaf ^* (M, G) at g G G is the space of equivariant differential forms $r (M, G), = ^ W. EQUIVARIANT CYCLIC HOMOLOGY 497 that is, germs at zero of smooth maps from Q 9 to f2* (M 9 ) which are invariant under G 8 . If a; e ^e (M, G)^ = ^5 (5?), it is easily seen that k. uj is an element of ^ (M, G)^ == ("^ Q, (M^5); thus, the group G acts on the sheaf (T (M, G) = |j Qe ( M^ G )^ in a wa y <?€G compatible with its conjugation action on G. We will write the differential on Q® (M, G)g as dg\ it is easy to see that k. dg uj = djc.g k. (jj. DEFINITION 1.2.
-We say that a point h = g exp X G G 9 , where X G Q 9 , is near a point g € G i/M^^ C M 9 and G 9^^ C G 9 .
If G is a compact Lie group and M is a compact manifold with smooth G-action, then by a theorem of Mostow and Palais [12] , [13] , there is a finite-dimensional linear representation V of G and a smooth equivariant embedding M ^ V. LEMMA 1.3.-Let M (X) be the fixed point set of the element g exp X, where X G Q 9 . Then for X sufficiently small, M (X) C M (0) = M 9 . In other words, the set of all points in G 8 near g is a neighbourhood of g.
Proof.
-By the above considerations, we may assume that M is a complex vector space on which G acts linearly. We may certainly assume that this action is unitary. In this way, we need only consider the case in which g is a diagonal matrix acting on C^. Decomposing C^ according to the eigenvalues of g, we may even assume that g is a multiple of the identity, in which case the results is obvious. D A section uj G F (U, O* (M, G)) of the sheaf ^ (M, G) over an invariant open set U C G is defined by giving, for each point g e U, an element ujg of ^e (M, G)g, such that if h is near g, we have the equality of germŝ
We see that f2* (M, G) is an equivariant sheaf of differential graded algebras over G. a; e r (G, ^ (M, G)). EXAMPLE 1.5.-The simplest example of the above construction is where M is a point pt. Observe that Cg° (5, ^ {pt))° is equal to Cg° (5)°, and hence the stalk of f2* (pt, G) at the identity may be identified with the stalk of Cg" at the identity. A similar argument at other point of G shows that ^e (M, G) = C^ is the sheaf of invariant functions on G, concentrated in degree 0, and hence that A^ (M) = R°° (G). EXAMPLE 1.6. -As another example, we may consider the case of a manifold P with a free action of the group G (that is, a principal bundle). In this case, the stalks of St. 9 (M, G) vanish except at the identity e e G, where we have f^ (M, G)e = f2^ (P); hence, we see that^ (P) = ^ (P). EXAMPLE 1.7. -Let G be a compact connected Lie group with maximal torus T. Consider the action of G on the flag variety M = G/T. It suffices to calculate the stalk of the sheaf fl, 9 (M, G)g for g G T, since the conjugates of T cover G. Let H be a connected reductive subgroup of G containing the maximal torus T, and having positive 498 J. BLOCK AND E. GETZLER roots A"^ (H) C A + (G). If g G T lies in the centralizer of H, that is, the intersection of the sets {aQ^llaGA^H)}, we see that M 8 may be identified with N (H)/T, where N (H) is the normalizer of the group H, and that G 8 may be identified with H. In this way, we see that f^ (M, G)g = f^ (N (H)/T). In particular, the case H = T corresponds to the set of regular points g G T, and we see that for such points,
where W (G, T) is the Weyl group of G with respect to T, and that the boundaries d and i vanish.
The equivariant Hochschild complex
Before continuing, we must recall a little of the theory of Hochschild homology for topological algebras; as references, we suggest Taylor [15] or Block [3] . If Vi and ¥2 are two locally convex topological vector spaces, we will denote by Vi (g) Va their completed projective tensor product, usually denoted Vi^Va (we will have no cause for considering the algebraic tensor product, so this should not cause any confusion). A topological algebra is a locally convex topological vector space A with associative multiplication given by a continuous linear map from A (g) A to A; in other words, the product is jointly continuous. Given a right module K and a left module L (again, with jointly continuous actions), the tensor product K 0A L is defined to be the quotient
Unless otherwise stated, all algebras will have identities.
In the category of modules of a topological algebra A, an exact sequence is a complex of modules
which is split exact as a complex of topological vector spaces. We may develop a relative homological algebra using exact resolutions of a module by projective modules, where we define projective to mean with respect to this definition of exact sequence.
The Hochschild homology of the topological algebra A with coefficients in a topological A 0 A°-module L is defined to be the sequence of derived functors of the functor
If E is a veqtor bundle over a manifold, denote by r (M, E) the space of smooth sections of E; it is a nuclear Frechet space. If M and N are manifolds with vector bundles E and F respectively, the projective tensor product r (M, E) 0 F (N, F) is isomorphic to F (M x N, E S F).
By the results of Section 4 of Taylor [15] , the Hochschild homology H» (A, L) of a nuclear Frechet module L over a nuclear Frechet algebra A may be calculated by taking a resolution
of A by projective A 0 A°-modules and forming the homology of the complex (F, 0A0A° L, Qi). Thus, at least in this case, relative homological algebra is not too different from ordinary homological algebra.
If A is a topological algebra, the vector spaces [k] i-^ A 0^"^ form a cyclic vector space in the sense of Connes [6] ; the generators are represented by the formulas If A is an algebra without identity, we must the Hochschild homology a little more careffuly. Let A+ = A 6 C be the unital algebra obtained by adjoining an identity to A. This dihedral structure may be related to equivariant KR-theory. Normalizing the cyclic space [k] ^ C°° (G, A 0^"^)0 , we obtain the equivariant Hochschild complex of A, hich we will denote C^ (A). The homology of this complex is called the equivariant Hochschild homology of A, and denoted HH^ (A).
If A is a topological algebra with smooth action of a compact Lie group G, we denote by A x G the crossed product algebra G°° (G, A), with multiplication
Note that if G is not discrete, this algebra does not have an identity.
The following theorem is due to Brylinski [4] , [5] .
THEOREM 2.1. -Let A be a topological algebra "with identity, and let G be a compact Lie group acting on A. There is a natural isomomorphism HH^ (A) ^ HH» (A Xl G).
On the normalization of a cyclic vector space, we also have a differential B of degree minus one, which graded commutes with b\ it is given by the formula In the case of A == C°° (M), the operators b and B are given on a chain c G C°° (M^1 x G) by the formulas
There are a number of multilinear operators that may be introduced on the equivariant Hochschild complex of a commutative algebra. We will start with the shuffle product, which defines a graded commutative product on the space of equivariant chains C^ (C°° (M)), since C°° (M) is commutative.
A (fc, l)-shuffle is a permutation x e SA;+I with the property that x W < X U) if 1 < i < J ^ fc, or if k + 1 < i < j < k + 1. The shuffle product on C^ (C 00 (M)) is defined as the sum over all (fc, ^-shuffles
The following proposition summarizes the properties of this product.
PROPOSITION 2.2.
- (1) The shuffle product on C^ (C°° (M)) is associative and graded commutative with identity 1 G C^ (C 00 (M)).
(2) The differential b on C^ (C 00 (M)) satisfies Leibniz's rule with respect to the shuffle product, so that C^ (C 00 (M)) is made into a commutative differential graded algebra.
It is possible to generalize the results of [10] to the equi variant setting, and define an Aoo-structure on C^ (C°° (M)) [u] with differential b + uB and product a deformation of the shuffle product.
In order to define the higher maps B^, we need a little combinatorial machinery. Given numbers %i,..., in, order the set
lexicographically, that is (fci, /i) < (k^, l^) if and only if fci < k^ or fci = k^ and l-i < l^. A c^cZ^'c .sTiMj^k ^ is a permutation of the set C (%i,..., in) which satisfies the following two conditions: (1) x (^ 0) < x 0\ 0) if i < j, and (2) for each 1 ^ m < n, there is a number 0 < jy^ < %yyi such that
We will denote the set of cyclic shuffles by S (%i, • • •, in).
Given chains c^, 1 < k < n, in C^ (C°° (M)), we define the result of the operation Bn (ci,..., Cn) e C^ (C 00 (M)) by the formula
Here, ^ (%, j) equals 0 if x (^ 0) < ^ (z, j), and 1 if x (^ j) < X (^ 0). Using the operators B^, we may define a series of multilinear products m^ on C^ (C°° (M)) \u\ by the formula
It may be proved, in much the same way as in Getzler-Jones [10] , that the operators mn define an Aoo-structure on C^ (C 00 (M)) {u}. Thus, C^ (C 00 (M)) is a sort of homotopyassociative algebra: the operator mi = b+uB is a differential and m^ is a (non-associative) product on C^ (C 00 (M)) for which Leibniz's rule holds:
Finally, m^ defines a homotopy which corrects the non-associativity of m^\
In particular, m2 defines an associative (graded) commutative product on the homology theories HC.-' 0 (C 00 (M)) and HP^ (C 00 (M)).
We will now give a construction which is basic to the study of cyclic homology of algebras of smooth functions. If U is an invariant open subset of M, let
with boundary
This may be identified with the (unnormalized) chain complex for the algebra C°° (M), with coefficients in the bimodule C 00 (U x G), with respect to the two actions
for m G C 00 (U x G) and / e C°° (M).
. By restriction from U x M^ x G to U^ x G, we obtain a map
-For any invariant open subset U C M, the map (3 is a quasiisomorphism of complexes.
Proof. -We use the following abstract result. 
This complex is the standard complex computing H, (A, B 0 B) which is exact by hypothesis so provides a resolution of B by free B 0 B° modules. So by tensoring the above resolution by L over B 0 B° we find that H, (B, L) can be computed from
which also computes H» (A, L). D In order to apply this result, we use the following lemma; this is Lemme 6.1 of Tougeron [16] . 
is a quasi-isomorphism, and Proposition 2.3 follows by taking invariants.
The statements (1) and (2) are both contained in the exactness of the following complex: We will now construct a map a between the sheaves C. (C°° (M), G) and O* (M, G). In fact, since both sheaves are fine, it suffices to construct a map from the space of global sections C^ (C°° (M)) to F (G, ^e (M, G)), in other words, for each g e G, a map ag from C^ (C 00 (M)) to f2^ (M 9 ) such that for h near g,
and also which is equivariant in the sense that
We will actually construct the map Og from C°° (
where /, e C 00 (M) and ^ G C 00 (G), and for X <E Q 9 , {ag c) (X) e ^ (M 9 ) is defined by the integral over the ^-simplex
JAfc
It is easy to see that this map extends to all of C°° (M^"^1 x G).
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The maps ag generalize the map from the Hochschild chain complex C, (C°° (M)) to f^ (M) defined by the formula
This map sends the Hochschild differential b to zero, and Conne's differential B to the exterior differential d. Our goal is to generalize this result.
The next result shows that the maps ag combine to give a map of sheaves a :
for Y G s\ ( 2) The map Og is equivariant with respect to the action ofG 8 , and hence sends invariant chains c C C°° (M^1 x G)° to elements of ^ {M 9 ). In particular, Og (Be) = dag (c). sing integration by parts, we see that
Adding up all of these terms, we see that and form the product
here o^ is the element of Cg° (fl, 0^ (M)) given by the formula
hus, a is given by an integral over product of simplices 
77'.
Strangely enough, the product o;i o c<;2 introduced above is associative, and so by throwing away the higher m^-operators, we obtain a differential graded algebra deforming the usual one. This product was used by Fedosov in his proof of the Atiyah-Singer index theorem for Euclidean space [9] , although he obtained it without having any knowledge of cyclic homology theory. Note that the correction term to Fedesov's product is exact, and hence the product induced on the cohomology of the complex
by the product 0:1 o uj^ is the same as the product induced by the exterior product c<;i A 0:2 • We can now state the main result of this paper.
THEOREM 3.3. -Let M be a compact G-manifold, where G is a compact Lie group. Let W be a module over C \u\ of finite projective dimension. Then the equivariant Hochschild-Kostant-Rosenberg map
is a quasi-isomorphism of complexes of sheaves.
For us, the most important application of the above theorem is where W is the module C with u acting by the identity; the theorem implies that the Hochschild-Kostant-Rosenberg map induces as isomorphism between HP^ (C 00 (M)) and the cohomology of the complex of global equivariant differential A^ (M) with boundary d + i.
By the identification of K^ (M) 0R(G) R°° (G) with HP^ (C°° (M)), this give us a de Rham model for equivariant K-theory of M.
The proof of Theorem 3.3 will be obtained by a sequence of reductions, each of which is straightforward. The first step is an application of the following lemma (see [10] ). Recall that a mixed complex is a graded vector space C» and two operators b: C, -> C»_i and B : C. -^ C,+i, such that b 2 = 0, B 2 = 0, and bB + Bb = 0. We can now explain the Mayer-Vietoris short exact sequences for equivariant cyclic homology and for equivariant differential forms. Let Ui and U2 be two invariant open subsets of M, and choose an invariant partition of unity {y?i, ^2} for the covering {Ui, 112} of Ui U IJ2. That is, ^ e C°° (Ui U L^) 0 are such that ^ + ^ = 1 and supp((^) C Vz. Using this partition of unity, we may show that the following sequence of C°° (Ui U U2)-bimodules is split exact, O^C°°((UiUU2) x G^C^Ui xG)eC°°(U2 x G^C^OJinL^) x G)^0, where the first map sends / to /|ui 0 f\\j^, and the second map sends /i ® f-z to A|uinU2 -/2|uinu2-Indeed, the splitting sends / G C°° ((Ui H U2) x G) to (^i /, -^2 /) e C 00 (Ui x G) e C 00 (^ x G).
It is important that this splitting is G-equivariant. From this, we obtain a commutative diagram of short exact sequences of complexes,
Applying Proposition 2.3 to each complex in the left-hand column, we see that in the diagram of complexes of sheaves this reduction follows from Lemmas 3.6 ande 3.7 which show that the vertical arrows in the following commutative diagram are quasi-isomorphisms:
We now apply the following result, which shows that any equivariant manifold is built up by a sequence of equivariant surgeries. Proof. -Lemma 3.8, combined with an iterative application of the Meyer-Vietoris sequences for the two theories shows that it suffices to prove the quasi-isomorphism of sheaves for equivariant handle-bodies G XH (B (V) x B (W)) and for their sub-spaces G XH (B (V) x S (W)). By Lemmas 3.6 and 3.7, we see that is suffices to prove the quasi-isomorphism of sheaves for the H-manifolds B (V) x B (W) and for their subspaces B (V) x S (W).
By hypothesis, the quasi-isomorphism holds for B (V) x B (W). To prove it for the H-manifold B (V) x S (W), we apply Lemma 3.8 once more, obtaining an equivariant handlebody decomposition of B (V) x S (W). It is easy to see that this inductive procedure must terminate, since the closed subgroups of G form a partially ordered set under inclusion satisfying the finite chain condition. D Now, we prove that the hypotheses of Lemma 3.9 hold. Let U be a convex invariant neighbourhood of zero in the linear representation (V, p) of G, and let 0 be a neighbourhood of zero in Q 9 . We may think of C°° (U x 0) as a module over the algebra C°° (U 2 ), with action
for f e (U 2 ) and m G C°° (U x 0). Consider its bar resolution
where / G C°° (U 2 ) acts on m G C°° (U^2 x 0) by (/.m) {xo,..., a;fc+i|X) = / {xo, e x Xk+i) m (xo,..., a;fc+i|X); although this is not quite the standard action of C 00 (U 2 ) on C°° (U^2 x 0), this is nevertheless a free resolution, by an evident isomorphism of the C°° (U^-module C°° (U^+ 2 x 0) with
The boundary 9 is given by the formula
and the augmentation C 00 (U 2 ) -^ C 00 (U) is pull-back by the diagonal map
The bar resolution is exact, with contracting homotopy
given by pull-back by the map
It may be checked that the complex (C°° (U^1 x g exp 0) , b) of Lemma 3.9 is isomorphic to (C°° (V+ 2 x 0) 0c-(u^) % (U), 9 0 id).
Thus, we see that the complex on the left-hand side in Lemma 3.9 has cohomology
where C?°^ (U) is the module, isomorphic to C°° (U) as a vector space, with action of f C C°° (U 2 ) given by the formula
Since U is an open subset of the linear representation V of G, there is another resolution of the module C°° (U x 0) over C°° (U 2 ), called the Koszul resolution:
Here, / e C°° (U 2 ) acts on uj e C 00 (U 2 x 0, A* V*) by the formula (/ . u} {x, y, X) = / (a;, ^/) a; (a;, y, X), and r* is pull-back by the map r : U x 0 3 {x, X) ^ {x, e x x, X) G U 2 x 0.
It is clear that the spaces C 00 (U 2 x 0, A ^V*) are free C°° (U^-modules.
The boundary in the Koszul complex is i (R + L), where R and L are the elements of C°° (U 2 x 0, V) given at a point {x, y, X) e U 2 x 0 by the formulas R {x, y, L) = x -y and L (x, y, X) = dp (X) a;. To show that the Koszul complex is exact, we introduce a contracting homotopy
which is related to the homotopy used to prove the Poincare lemma. We will abbreviate dp (X) a; to X a; in this discussion, and similarly write gx for p (g) x.
Consider the flow <&(^ x, x) on U given by the formulâ
this is the integral of the vector field R + L, since the vector fields R and L have vanishing Lie bracket. In defining the contracting homotopy s, we identify the space C°° (U 2 x 0, A' V*) with C°° (U x 0, ^ (U)) by composing the two identifications
where the first identification sends a function / (re, y^ X) to the map (re, X) \-> f (re, ., X). We now define s by the formula
As in the proof of the Poincare lemma, we see that
Since ^(o,a;,x) is the identity, while ^(i,a;,x) is the map y \-> e^ xŵ e see that the Koszul complex is indeed a resolution of C°° (U x (9). Our proof of the hypothesis of Lemma 3.9 will come from considering the map between our two resolutions of the bimodule C°° (
The map of complexes a is defined by a formula analogous to the Hochschild-KostantRosenberg map a for the equivariant cyclic bar complex: if
then ac (E C 00 (U 2 x 0, A^ V*) is given by the formula
where Xi == e* ( R + L )a; = e tx ((l-^)r^+t2/). It is easily checked, by a proof analogous to that of Theorem 3.2, that this is a map of complexes. Also, a is a map of C 00 (U^-modules.
Thus, we may calculate Tor^0 0 (U2) (C°° (U x 0), C^ (U)) equally well from the complex
It is easy to identity the boundary in this complex as i {gx -x) + i, where gx -x G C°° (U, V) is the vector field which at the point x G U equals gx -x e V. Thus, to verify the hypothesis of Lemma 3.9, we must show that the restriction map from U to \J 8 induces a quasi-isomorphism
To do this, we choose an invariant metric on V, and decompose V into the orthogonal direct sum V=VoCVi, where Vo = ker {g -1); clearly, V 9 = UnVo. Denote by P and Q the orthogonal projection from V to Vo and Vi respectively, and let y? {v) = [Q^| 2 . Denote by d 1 -= Qd the exterior differential operator acting along Vi. If X € Q 9 is in the centralizer of g, the corresponding vector field X on U satisfies QX = XQ; we will denote QX = XQ by X- Proof. -The vector field gx -x + X-1 -may be written Q {gx -x + X) Q, and hence the associated flow will commute with P and Q.
From the convexity and invariance of U, we see that the flow ^x (t) preserves U, since the vector field gx -x points inwards, and X-1 G Q. where P* uj is the pull-back of uj by the projection P : Vg -^ U. Thus, we see that restriction from the Koszul complex on U to the fixed point set U^ of g induces a quasi-isomorphism of complexes: this completes the proof of Theorem 3.3.
The equivariant Chern character
In this section, we will compare the equivariant Chem character of Berline and Vergne with the one which emerges from our theory: these two equivariant differential forms agree with each other (and with the Chem character of Chem-Weil theory) when there is no group action but are different in general. We will construct an explicit homotopy between the two differential forms. 
We will use the following properties of the equivariant Chem character ch 0 (p); these were proved by Brylinski [5] , and may be proved easily using the methods of [11] .
(1) It is closed, that is, (6 + uB) ch 0 (p) = 0. 
Combining these results, we see that there is a map (4.2) ch° : KG (M) -^ HP^ (C°° (M)).
Let G be a compact Lie group with Lie algebra Q, and let M be a compact manifold with a smooth action of G. If E is an equivariant vector bundle over M, let X \-> C E (X) be the infinitesimal action of X G Q on sections of E; it is a Lie algebra homomorphism from Q to the first-order differential operators on the bundle E.
The moment of an invariant connection V on E is the differential operator, linearly dependent on X C Q, defined by /.(X^Vx-^X). Berline and Vergne define the equivariant Chern character of E by the formula
It is easily seen that
The following theorem is proved by the same method as the corresponding formulas in the Chem-Weil theory [2] . PROPOSITION 4.3. -(1) The differential form chg (E) is equivariantly closed: dg chg (E) = 0.
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The image under the Hochschild-Kostant-Rosenberg map of ch°(p) is given by the formulâ
) (e-^ c W. dp) ..
• (e-^ c W.dp)} J^2l \ \ z / ) MÎ f we insert (4.4) into this formula and use the fact that Tr is a trace to bring the operator e^ ^ to the right end, we obtain the proposition. D From (4.2), we deduce that there is a theory of secondary characteristic classes associated to the equivariant Chem class choO?); the variation of the equivariant Chem class as the idempotent p G C°° (M, End (V))° varies differentiably is an explicit equivariantly exact differential form. However, we will leave working out the details to the reader.
It is interesting to compare the two equivariant Chem characters thus defined:
(1) our equivariant Chem character cho (p) is only defined when the bundle E is presented as the image of an idempotent p G C°° (M, End (V))°;
(2) the 2/-form component of the Berline-Vergne Chem character Cho(E) may be expressed as an integral over an /-simple, while for chcCp), it is an integral over a 2/-simplex; (3) the zero-form component of Cho (E) may be rewritten using the formula p,
while for cho (p), the corresponding zero-form component iŝ
{p.e^^.p).
We will now derive an explicit formula showing the relationship between these two equivariant Chem classes.
If p G C°° (M, End (V))° is an idempotent over M as above, let p 1 -= 1 -p be the complementary idempotent, and let V be the Grassmannian connection on the trivial bundle over M with fibre V associated to the idempotent p, given by the formula
LEMMA 4.5. -This connection has curvature F = {dp) 2 , and moment
Proof. -The calculation of the curvature is standard, using the formulas p {dp) = {dp) ^±, p^ {dp) = {dp) p, and (2p -I) 2 = 1:
{d + {2p -1) dp) 2 =d 2 +d{2p-1) dp + {2p -1) dp {2p -1) dp
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The formula for /^(X) now follows by inserting (4.3): The second term on the right-hand side, being the supertrace of a supercommutator, vanishes, while the first term is easily seen to equal d^ Str (a).
The rest of the lemma is a straightforward calculation, obtained by combining the following easily verified formulas:
[p, dp} = {2p -1) dp, \p, (2p -1) dp} = dp, \p, {dp) 2 } = 0;
[V, p} = [V, p^} = 0, [V, dp] = -(-Ip -1) {dp) 2 , [V, (dp) 2 } = 0;
[. (X), dp] = -[p (X), p}, [i {X), {dp) 2 } = -[p (X), (2p -1) dp}.
From these formulas, it is easy to check that [Vg + \ep^ o^] = 0 for i = 0,1. since the double complexes Cp (A, Bq (P, B, Q <g)A L)) and Cq (B, Bp (Q 0A L, A, P)) are naturally isomorphic, in such a way as to identify the second spectral sequence of the first double complex with the first spectral sequence of the second. The theorem follows from the degeneration of both spectral sequences at the E^term. D Let G be a Lie group, and let A be a unital topological algebra with smooth action of G.
DEFINITION A. 4. -The crossed product algebra A x G is H-unital.
Proof. -Fix an element ^p G C 00 (G) such that / (p dg = 1, where dg is the left Haar JG measure on G. We may think of y? as defining an element of A x G whose value at any element of G is a scalar multiple of the identity.
