Scientific workloads running on current extreme-scale systems routinely generate tremendous volumes of data for postprocessing. This data movement has become a serious issue due to its energy cost and the fact that I/O bandwidths have not kept pace with data generation rates. In situ analytics is an increasingly popular alternative in which post-simulation processing is embedded into an application, running as part of the same MPI job. This can reduce data movement costs but introduces a new potential source of interference for the application. Using a validated simulation-based approach, we investigate how best to mitigate the interference from time-shared in situ tasks for a number of key extreme-scale workloads. This paper makes a number of contributions. First, we show that the independent scheduling of in situ analytics tasks can significantly degradation application performance, with slowdowns exceeding 1000%. Second, we demonstrate that the degree of synchronization found in many modern collective algorithms is sufficient to significantly reduce the overheads of this interference to less than 10% in most cases. Finally, we show that many applications already frequently invoke collective operations that use these synchronizing MPI algorithms. Therefore, the syncronization introduced by these MPI collective algorithms can be leveraged to efficiently schedule analytics tasks with minimal changes to existing applications. This paper provides critical analysis and guidance for MPI users and developers on the importance of scheduling in situ analytics tasks. It shows the degree of synchronization needed to mitigate the performance impacts of these time-shared coupled codes and demonstrates how that synchronization can be realized in an extreme-scale environment using modern collective algorithms.
INTRODUCTION
Next-generation extreme-scale computing systems are projected to be dramatically larger than current state-of-theart capability-class machines. MPI-based simulation workloads running on these systems routinely write tremendous amounts of simulation output data per process to a parallel filesystem for later use. This has become a serious issue in large bulk-synchronous parallel applications. Because typical I/O bandwidths on modern platforms have not kept pace with data generation rates, significant contention forces longer waits for I/O to complete and in turn lengthens simulation run times. Additionally, tight energy budgets are raising concerns over the energy consumed by transporting large quantities of data over the shared interconnect. A system's energy budget and I/O bandwidth are typically fixed design quantities, which means that scaling data-intensive MPI applications requires the development of strategies for reducing data volume.
As data produced for certain purposes (such as checkpoints) cannot be abbreviated without jeopardizing simulation correctness, developers of many leadership-class applications have begun to explore what can be done with the large amounts of output data intended for processing by post-simulation analysis tasks. In situ analytics is an increasingly popular technique in which such post-simulation processing is embedded into an application, running as part of the same MPI job and processing data as it is generated. This technique can have significant benefits, including the elimination of the movement of large raw data files both between nodes and between the application and the filesystem.
There are potential drawbacks, however. The addition of analytics tasks, which are periodically executed by the application, introduces a new potential source of interference be-tween processes. This interference may combine with other scheduling factors to significantly impede performance at scale. Complicating this is the manner in which in situ analytics are incorporated into the application. A space-sharing approach isolates analytics processing from application processing by dedicating cores to it, while time-sharing causes each core to alternate between the main computation and analytics. Space-sharing attempts to fully isolates application performance from analytics at the cost of increased data movement between cores. It also can result in resource allocation imbalances where either the main computation or the analytics are over-provisioned in terms of CPU cycles. Timesharing attempts to reduce data movement requirements by placing both tasks on the same CPU core, but does so at the cost of possibly interrupting the forward progress of the simulation. Time-sharing has the better potential for making efficient use of available resources, and for this reason it is the focus of this work.
Coordinating the execution of the computation and analytics is a straightforward approach to mitigating interference by globally isolating the two tasks' computation and communication from each other. Coordination can come in many forms, from synchronized hardware clocks to messagebased collective operations. Each of these synchronization methods comes with costs and an associated synchronization resolution. However, the necessary degree of synchronization required from the application to keep impacts low has not yet been studied in detail. This guidance is necessary to calibrate developer approaches to the design of applications using in situ analytic processes, and can also inform feature selection for next-generation hardware.
In this paper, we show that not synchronizing analytics at all can have, as might be expected, a significant negative effect of performance. We also show that, perhaps counter to intuition, tight synchronization on the order of that typically provided by hardware facilities does not provide performance benefits commensurate with its potential cost. More specifically, we discuss how the performance of applications in which both simulation and in situ analytics tasks share on-node resources is affected by the degree of synchronization among their processes. Therefore, this paper makes the following contributions:
• We describe a simulation-based approach to the analysis of time-shared MPI applications using in situ analytics.
• We show that independent execution of analytics tasks in such applications can result in severe performance degradation, with slowdowns exceeding 1000% in some cases.
• We demonstrate that specific implementations of common MPI collective operations can induce non-trivial synchronziation between application processes.
• We demonstrate that relatively loose inter-process synchronization, on the order of that may be introduced by MPI collective algorithms for collectives that are already being executed, can provide significant performance benefits. In some cases reducing slowdowns to less than 10%.
The remainder of this paper is structured as follows: Section 2 provides general background on in situ analytics and Section 3 describes our approach to simulating the impact of these tasks on MPI applications. Section 4 then evaluates the impact of analytics on MPI applications and the viability of using the latent synchronization provided by collective communication algorithms to mitigate this impact. Finally, Section 6 describes related work and Section 7 concludes.
IN SITU ANALYTICS
Output from computational simulations is used for several purposes, including fault-tolerance, input to analysis and steering, and to build visualizations for a more complete understanding of results. A prevalent approach to analysis is for simulations to write their result data to networked parallel filesystems where they are then available for consumer processes and analytics to read directly. This arrangement has provided a separation of concerns between simulations and their associated analysis tasks. Also, new analysis tasks can be developed independently of the simulation, relying solely upon the semantics and structure of the simulation output data found on disk.
Parallel filesystem bandwidth, however, has not kept pace with the rates at which extreme-scale applications can generate information. Consequently, applications must either refrain from scaling to hardware limits, idle at large scales while complete result data is being written (an understandably unpopular choice), or find some way to write less data in order to maintain computation rates (which disrupts "downstream" analytics processing). The overwhelming trend has been for applications to preserve their scalability headroom while keeping average CPU utilization as high as possible. Attempts at addressing this problem have therefore emphasized reductions in the volume of data which must be stored.
Many analysis processes involve reductions from raw data, either to produce summary or sampled information or to convert into output formats more suitable for analytics running on desktop-scale systems instead of leadership-scale supercomputers. At the same time, CPU cycles have become a relatively cheap commodity on modern multi-core processors. Conversion to in situ analytic processes exploits both of these factors, providing reduced data output volume (in turn reducing I/O bandwidth contention) by allocating application-"owned" CPU cycles to analysis tasks.
Other approaches to locating data reduction or analysis processing have also been studied. Among these are socalled in-transit arrangements [4] , where raw data is not handled by the same cores that produce it. Instead, data is relocated using an RDMA transfer to another node in the system which performs the analysis task and writes data to the filesystem. This avoids the bandwidth constraints and contention imposed by a parallel filesystem (typically an "analysis node" is shared as an RDMA target by a tunable number of compute nodes) at the cost of sacrificing nodes that would otherwise participate in the application.
Representative Workloads
A variety of analysis tasks, from different scientific disciplines and having differing computational characteristics, have been implemented using in situ processing within largescale MPI-based application codes. We describe representative examples here.
Visualization and Steering.
For large-scale scientific simulations, in situ analytics codes have been used to prepare visualizations of results [41] . Without an in situ component, data must be transferred either to storage or to another machine so that it can be processed and rendered for display. The quality of visualized information available to scientists is then dependent on the volume of raw data that can be moved over the network. Because the volume of data that can be reasonably moved is a fraction of the total, scientists are forced to select a subset of timesteps or to eliminate features. Using in situ processing addresses this issue by extracting and storing only the visualization-relevant features for full-fidelity processing later, or by producing rendered images directly without incurring data transport costs. Steering the simulation (i.e. selecting between available code paths) can be accomplished by executing conditional statements based on the output of in situ processing [41] .
Cosmology Analytics.
A common task in cosmology is to manipulate particle datasets produced by N-body simulations so that they may be treated as a continuous field for the purposes of analytics. Due to the wide variance in particle densities in these datasets, Voronoi tesselation [3] is used to produce unstructured meshes where mesh cell sizes correspond to particle spacing. These meshes can then be used to estimate particle density and other quantities for the purposes of isolating clusters and voids. Performing simulation-scale, parallel in situ tesselation allows longitudinal observation of statistical changes without incurring the I/O overhead of storing and retrieving particle and tesselation data [31] .
PreDatA -Preparatory Data Analytics.
PreDatA [42] is a component-based middleware that allows user-defined custom processing to be inserted between applications and storage. Examples of this processing include data sorting, filtering, and histogram generation. Several large-scale applications have used PreDatAto implement in situ analytics. These include the Gyrokinetic Toroidal Code (GTC) [26] , a computational-science application used for 3D particle-in-cell simulations of plasma micro-turbulence; and Pixie3D [6] , a 3D MHD (Magneto Hydro-Dynamics) solver.
SmartPointer.
SmartPointer [40] is a program for preparation and visualization of data generated by molecular dynamics applications. It provides a flexible framework with configurable components. One of these components, Bonds, enhances the LAMMPS simulation code [33] with in situ crack detection and tracking capabilities. Specifically, Bonds uses atom bonding information from LAMMPS to conduct a computeintensive analysis that determines the location of adjacent molecules in a simulated material which are no longer bonded (i.e. a crack has formed). This information can then be analyzed or visualized independently of LAMMPS.
Studying in-situ workload interference
The evaluation we describe in the remainder of this paper uses a workload derived from the execution of Bonds within SmartPointer. Several factors influenced this choice:
• The Bonds analysis component is freely available. Additionally, the LAMMPS application codebase with which Bonds works is also freely available and its behavior is well-understood thanks to its use in many research efforts. Results using this combination should be straightforwardly reproducible.
• The computational intensity of Bonds has been shown to be comparable to other analytics workloads (such as that generated in Goldrush [43] using PreDatA). We therefore believe Bonds to be a reasonable proxy for studying analytics workloads [29] .
• Like the other representative workloads we have described in this section, Bonds does no communication of its own; it relies on communication performed by LAMMPS to obtain ghost cell information from other nodes in the simulation. A number of emerging analytics workloads do use a non-trivial amount of communication orthogonal to their respective main MPI application computation tasks, including in many cases MPI collectives. In this paper, we do not discuss such communicating analysis workloads, although our results do provide general guidance on how to mitigate their performance impacts as well and this remains a topic of interest for future work.
EXPERIMENTAL APPROACH
In this section we outline the experimental approach used to investigate the influence of synchronization in time-shared analytics tasks. First, we describe our validated simulation framework for examining analytics impact. This simulation framework allows a level of detail and functionality not possible with actual implementations on most current systems. For example, the simulator provides us with a global clock that can be used to enforce precise synchronization limits. In addition, we can determine precisely where slowdowns are accumulating, at per-message and per-collective levels. Second, we provide important guidance on interpreting our results in the context of MPI collective operation semantics. Finally, we conclude the section by detailing the important scientific workloads and production analytics tasks used in this evaluation.
Simulating the Performance Impact of In Situ Analytics
Our simulation-based approach models the impact of analytics on application performance by modeling the effect of the CPU cycles that are taken from the application to run the analytics code. This approach allows a level of fidelity and control not always possible in implementationbased approaches. It also allows us to examine application performance on systems that are much larger than those that are generally available for systems research.
Our simulation framework is based on LogGOPSim [21] . LogGOPSim uses the LogGOPS model, an extension of the well-known LogP model [7] , to model the temporal cost of communication events. An application's communication events are generated from traces of application execution. These traces contain the sequence of MPI operations invoked by each application process. LogGOPSim uses these traces to reproduce all communication dependencies, including indirect dependencies between processes which do not communicate directly. For collective operations, the communication dependencies depend on the collective algorithm that is used. The collective algorithm that LogGOPSim uses is configurable. For example, the supported collective algorithms for simulating MPI_Allreduce() include: binomial tree, dissemination, linear, and MPI_Reduce_scatter()/MPI_Allgather().
LogGOPSim can also extrapolate traces from small application runs; a trace collected by running the application with p processes can be extrapolated to simulate performance of the application running with k · p processes. The extrapolation produces exact communication patterns for MPI collective operations and approximates point-to-point communications [21] . The validation of LogGOPSim and its trace extrapolation features have been documented elsewhere [20, 21] . To simulate the impact of depriving the application of CPU cycles in order to run in situ analytics codes, LogGOPSim accepts an execution trace: an ordered list of an analytics code's execution, expressed as the start time and duration of each of its computation periods.
We use the Linux ftrace utility [36] to collect an execution trace of the Bonds function of SmartPointer analysis. ftrace allows us to measure the computational requirements of analytics running in-line with the application. Specifically, the sched_switch events provide a trace of CPU time slices used by the analytics code. A portion of Bonds' execution pattern is shown in Figure 1 . These data show periodicity in the execution of Bonds; every few seconds it executes for tens of milliseconds, but is otherwise largely idle. LogGOPSim can simulate the degree of synchronization between analytics codes running in different application processes by adding an initial offset to the replay of the execution trace. Using an initial offset of zero for application processes will simulate analytics execution that is tightly synchronized across application processes. At the other extreme, choosing the initial offset for each simulated process uniformly at random will simulate uncoordinated execution of analytics. Choosing the starting point from a normal distribution will simulate different degrees of synchronization of analytics execution. The standard deviation of the distribution controls the degree of synchronization.
Collective Synchronization in MPI
In this paper, we consider how collective algorithms may impact the degree to which application processes will synchronize. However, these results need to be carefully interpreted. Guidance provided in the MPI Standard, version 3.0, cautions against the perils of relying on the synchronizing effect of collective operations [16, §5.1] . In accordance with the MPI standard, we do not rely on synchronization for correctness. Rather, we examine how particular implementations of common MPI collective operations may influence the synchronization of application processes. Therefore, while we refer in the text to the degree of synchronization of MPI collective operations, we are actually referring to the degree of synchronization of the modern point-topoint collective algorithms [17, 34, 38] used by current MPI libraries to perform these operations. The MPI specification itself makes no such synchronization guarantees.
Application Workload Details
In the remainder of the paper, we present results from simulation experiments based on the behavior of a set of five workloads. These workloads were chosen to be representative of scientific applications that are currently in use and computational kernels thought to be important for future extreme-scale computational science. They include:
• LAMMPS: A scientific application developed in Sandia National Laboratories to perform molecular dynamics simulations. We used the LAMMPS 2D crack and Lennard-Jones potentials [33] .
• CTH: A code developed at Sandia National Laboratories for modeling complex problems that are characterized by large deformations or strong shocks [9] .
• HPCCG: A simple conjugate gradient solver from the Mantevo suite of mini-applications [18, 37] .
• LULESH: An application that represents the behavior of a typical hydrocode [25] .
CTH and LAMMPS are important U.S. DOE applications which run for long periods of time on production machines and exhibit a range of different communication structures. HPCCG represents an important computational pattern in key HPC applications. LULESH is an exascale application proxy from the DOE ExMatEx co-design center [11].
EXPERIMENTAL RESULTS
In this section, we discuss our experimental evaluation of the extent to which latent synchronization introduced by MPI communication algorithms can be used to ameliorate interference from computational in situ analytics tasks. To measure inter-process synchronization, we record the global simulated time when the first and last processes enter and exit the collective operation.
1 From these data, we determine how synchronized the application processes by computing the temporal distance between the fastest and slowest processes.
Subsection 4.1 quantifies the potential impact of in situ analytics tasks when they are scheduled at the two extremes of synchronization: totally unsynchronized and perfectly synchronized. These results show that uncoordinated execution has potentially catastrophic performance results, while globally synchronized scheduling of analytics, which is expensive to implement in practice, can eliminate virtually all analytics-based interference. The subsections that follow Collective operation microbenchmark interval duration ∈ {50ms, 500ms, 5s, 50s} collective operation ∈ {27pt stencil, MPI_Allreduce(), MPI_Bcast(), MPI_Reduce() } procedure collective micro(interval duration, collective operation) for all intervals do execute collective operation sleep interval duration end for end procedure Algorithm 1: Pseudocode of collective operation microbenchmark. describe our use of microbenchmarks and full-fledged MPI applications to quantify the degree to which different MPI collective algorithms induce inter-process synchronization. Finally, Subsection 4.5 evaluates the degree to which this latent synchronization may ameliorate the impact of analytics interference on MPI applications. These results show that leveraging even approximate synchronization can significantly reduce the performance impact of in situ analytics.
Examining the extremes in analytics scheduling
We begin by considering the performance impact of the two extremes of analytics scheduling: allowing analytics tasks to be independently scheduled within each application process vs. perfectly synchronizing the execution of analytics tasks across processes. The former is both simple to implement and minimizes added communication, while the latter relies on expensive hardware capabilities, for example, a global hardware clock. Each simulated process begins at an offset from the beginning of the Bonds execution trace (see Figure 1 ). To simulate independently-scheduled analytics tasks, the offset for each process is randomly generated; for perfectly-synchronized execution, the offsets of all processes are identical.
The results of these experiments are shown in Figure 2 . For some applications (e.g., CTH-st, HPCCG, and LAMMPScrack) totally unsynchronized scheduling of Bonds can have a disastrous effect on application performance. Perfectly synchronizing Bonds execution does eliminate this performance overhead, but in practice, achieving sufficiently tight synchronization on large-scale distributed systems is prohibitively expensive.
Communication Algorithm-induced Synchronization
We next evaluate the degree to which MPI collective communication algorithms effectively synchronize process execution. Our hypothesis is that this latent synchronization is sufficient to provide most of the benefits of perfectlysynchronized scheduling of analytics. To do so, we developed a set of microbenchmarks to determine how much interprocess synchronization might be introduced by the communication dependencies generated by MPI collective algorithms. The MPI standard describes the high-level semantics of each supported collective operation; it does not specify inter-process communication dependencies. As a result, MPI collective operations are not guaranteed to synchronize application execution (see Section 3.2). However, the structure of the communication pattern created by a particular implementation may influence inter-process synchronization. Our microbenchmarks allow us to examine the degree to which specific implementations of MPI collective operations cause application processes to synchronize.
We use these microbenchmarks to study the synchronization impact of four common collective communication motifs in MPI applications: (i) dissemination (e.g., a common motif for MPI_Allreduce()); (ii) binomial tree dispersal (e.g., a common motif for MPI_Bcast()); (iii) binomial tree aggregation (e.g., a common motif for MPI_Reduce()); and (iv) stencil communication. For the stencil communication experiments, the microbenchmarks use a three-dimensional 27-point stencil. In MPI, stencil communication can be implemented using a communicator with topology information attached, like MPI_Cart_create(), and a neighborhood collective like MPI_Neighbor_alltoall(). For the binomial tree experiments the microbenchmark uses the process with rank 0 as the root of the collective operation. To evaluate the impact of collective frequency, we conducted a set of experiments in which we considered the impact of four intercollective periods: every 50 milliseconds, 500 milliseconds, 5 seconds and 50 seconds. Pseudocode for our microbenchmark is shown in Algorithm 1.
We collected a trace of the execution of each benchmark. We then ran each trace in LogGOPSim in conjunction with the execution trace collected from SmartPointer analysis running the Bonds function. We then measured the temporal distance between each simulated process, leveraging the global clock provided by the simulator.
The results of these experiments are shown in Figure 3 . Although each microbenchmark runs for more than six minutes, we show only the first two minutes of execution here to highlight the fine-grained behavior of each. This figure shows that each of these communication motifs results in significantly different amounts of inter-process synchronization. MPI_Bcast() is only able to synchronize the processes to within a few seconds. The stencil communication introduces more inter-process dependencies and is able to keep the processes within a few hundred milliseconds of each other. MPI_-Allreduce() creates more rigid dependencies and is able to tightly synchronize the processes. At the completion of an MPI_Allreduce(), the processes are synchronized to within a few tens of milliseconds, depending on the interval between collectives. At the initiation of the next MPI_Allreduce(), the processes are not as tightly synchronized but are still within a few hundred milliseconds of each other.
Application-level Synchronization
We next quantify the degree to which MPI collective algorithms synchronize the execution of real applications. The results of these experiments are shown in Figures 4 and 5. Figure 4 shows the synchronization effect of the dissemination algorithm. As a whole, this figure confirms the data in Section 4.2. Specifically, it shows that MPI collectives that use the dissemination algorithm (e.g., MPI_-Allreduce()) have a tendency to tightly synchronize application processes. Although there are outliers, the application's processes are within a few tens of milliseconds of each other following most calls to MPI_Allreduce(). This is true even when the application's processes are not well synchronized before the collective (see e.g., Figure 4b (HPCCG) and Figure 4e (LULESH)). Figure 5 shows the same data for the binomial dispersal algorithm (e.g., an implementation of MPI_Bcast()). In contrast to the dissemination algorithm, the binomial dispersal algorithm has very little impact on process synchronization. The distributions of the temporal distances between the fastest and slowest process in all five applications are essentially the same before and after the execution of collectives that use this algorithm.
Application Inter-collective Times
We have shown that modern collective communication algorithms have the side effect of introducing a non-trivial amount of synchronization into the application's execution. To better understand the viability of using this synchronization to coordinate the execution of analytics tasks, we next investigate how frequently MPI applications invoke collective operations that use these algorithms. Figure 6 shows the discrete cumulative distribution functions (CDF) of the inter-collective times of the MPI collective operations for each of our five workloads. In this figure, a point at (x, y) indicates that, for a given application, at least (x * 100)% of the inter-collective times are smaller than y seconds. For example, Figure 6e demonstrates that 100% of the inter-collective times for MPI_Allreduce() in LULESH are less than 150 milliseconds.
The first thing we observe in these data is that MPI_-Allreduce() is the most common collective operation for all five workloads. In fact, for LULESH and HPCCG, MPI_-Allreduce() is the only collective operation used. 2 The next observation is that the rate of MPI_Allreduce() varies significantly between applications:
• in CTH-st, the inter-collective time for 80% of MPI_-Allreduce() operations is less than 125 milliseconds; • in HPCCG, the inter-collective times for MPI_Allreduce() are bimodal: approximately half are between 40 and 50 milliseconds, and approximately half are between 300 and 500 milliseconds; • in LAMMPS-crack, 80% of the MPI_Allreduce() intercollective times are between 9 and 10 milliseconds, but there is also a small number that are in excess of 150 milliseconds; and • in LAMMPS-lj, half of the MPI_Allreduce() inter-collective times are between 10 and 100 microseconds, but 2 While MPI_Allreduce() is the only collective operation that we observed for these applications in our experiments, the occurrence of MPI collective operations may depend on the inputs provided to the application. more than 10% are in excess of 5 seconds.
Of the remaining collective operations, only MPI_Bcast() is called more than a handful of times during the execution of these five applications. CTH-st, LAMMPS-crack, and LAMMPS-lj call MPI_Bcast() frequently (i.e., the intercollective times tend to be small). Collectively, these data demonstrate that collective operations that use the dissemination (e.g., MPI_Allreduce()) and binomial tree dispersal (e.g., MPI_Bcast()) are common in important MPI workloads and are done frequently enough in many applications to be utilized to schedule analytics tasks.
Performance Impact of Synchronizing Analytics Execution
Based on the preceding experiments that characterize the extent to which MPI collective algorithms may synchronize application execution, we turn to the potential performance impact of leveraging existing synchronization to schedule analytics. We use our simulation framework to examine the impact of synchronizing the execution of the analytics code across application processes. For each of our five workloads, we simulate the degree of analytics execution synchronization by staggering the starting point of each simulated process in the analytics execution trace. We randomly select each offset from a normal distribution with mean 0. The standard deviation of the distribution corresponds to how tightly synchronized the set of processes in each trial are; based on the results presented above we use the values 0 seconds (perfectly synchronized), 10 milliseconds, 100 milliseconds, 1 second, and ∞ (totally unsynchronized).
The results of these experiments are shown in Figure 7 . These data show that perfect synchronization of analytics execution is not necessary. Approximate synchronization is sufficient to dramatically reduce the performance impact of analytics execution. Specifically, if the scheduling of each execution period of the analytics execution is normally distributed with a standard deviation of 100 milliseconds (i.e. on average, 95% of the processes will be within 200 milliseconds of ideal), then the performance impact will be less than 20% for all but LAMMPS-crack, even for 64Ki processes. The data in Figure 3 suggest that this degree of synchronization can be obtained by leveraging latent synchronization in applications that regularly invoke the MPI collectives that use the dissemination algorithm (e.g. MPI_-Allreduce()). Moreover, these data show that if the analytics can be scheduled within 20 milliseconds of ideal (i.e., if the standard deviation of the distribution is less than 10 milliseconds), which might be possible by leveraging the existing frequent calls to MPI_Allreduce() many applications already do (see Figure 3a) , then the application slowdown drops below 10%.
Finally, we compare the performance of existing synchronization methods with the approximate synchronization that is induced by MPI collectives that are implemented with the dissemination algorithm. We examine two common hardwarebased synchronization mechanisms. First, systems like the IBM BlueGene series have a separate global interconnect for high performance time synchronization [1] . For these systems, the variance in global time has been shown to be less than 10 microseconds. For some machine configurations it may be possible to synchronize within 1 microsecond by us- : Impact of analytics execution on application performance as a function of the degree of inter-process synchronization for 64 Ki processes. The magnified view is annotated to show the approximate degree of synchronization that is obtainable using three different approaches.
ing the global interrupt network [2, 23] . Another hardwarebased approach is to use highly accurate and self-adjusting clocks on each node, for example the clock provided by a Global Positioning System (GPS) card [28] . This approach has been shown to be able to synchronize per-node clocks to within 1 microsecond. Software-based techniques are also common. For example, running the network time protocol (NTP) on a leadership-class system has been shown to be able synchronize per-node clocks to within 100 microseconds [23] . In this paper, we have shown that leveraging the synchronization induced by the dissemenation algorithm in applications that rely on frequent calls to MPI_Allreduce() may be able to synchronize application processes to within 10 milliseconds (see Figure 3a) . Figure 7b is a magnified view of the results in Figure 7a for tight synchronization. This figure is annotated to show the approximate degree of synchronization that is achievable using: hardware mechanisms (e.g., the BlueGene global interrupt network), software mechanisms (e.g., NTP), and the dissemination algorithm that is commonly used to implement collectives such as MPI_Allreduce(). Although the synchronization induced by the dissemination algorithm is much looser than the other mechanisms, this figure shows that the impact of each of these techniques on application performance is comparable. For all three types of synchronization, the application slowdown is less than 10%. The advantage of leveraging the dissemination algorithm is that it allows the scheduling of analytics to be integrated into the natural execution of the application (e.g., at the completion of a MPI_Allreduce() operation) rather than by the arbitrary expiration of a timer. Moreover, leveraging collective operations does not require the addition of expensive hardware features.
ANALYSIS
The experimental results presented in Section 4 demonstrate that leveraging the latent synchronization induced by MPI collective algorithms may be sufficient to significantly reduce the performance impact of time-shared in situ analytics. In this section, we explain why even approximate synchronization may be enough reduce the impact of in situ analytics on application performance.
The mechanism by which independently-scheduled in situ analytics activities affect application performance is analogous to the manner in which operating system noise can affect HPC applications. Drawing on this analogy, Figure 8 illustrates how applications may be affected by the degree to which the delays induced by in situ analytics are synchronized across processes. Figure 8a represents the execution of a simple application running without in situ analytics on three processes: p0, p1, and p2. Time progresses from left to right. These processes exchange two messages, m1 and m2, at times t1 and t2, respectively. For the purposes of this discussion, we assume that these messages represent tight dependencies: the receiving process will immediately stall if the expected message is delayed. In Figures 8b, 8c , and 8d, we examine the effect of in situ analytics on application performance. The delays introduced by in situ analytics are represented by black regions marked with a white δ. For the purposes of this discussion, we assume that the duration of the delays are uniform across processes. The time a process spends stalled due to an unsatisfied communication dependency is shown in grey. Figure 8b shows how the application's execution is affected when the delays introduced by in situ analytics are perfectly synchronized. Because each process is delayed by the same amount at the same time, the inter-process timings are preserved. For example, message m1 arrives at process p1 at the same point in p1's execution as in Figure 8a . As a result, p1 never stalls waiting for m1. In contrast, Figure 8b demonstrates the potential impact of allowing in situ analytics to execute in the absence of inter-process synchronization. For example, if the execution of the application on p0 is delayed by the execution of in situ analytics, then it may delay the transmission of message m1. As a consequence, process p1 stalls waiting for the arrival of this message. Moreover, this delay may ultimately propagate to process p2 because of its dependency on communication from process p1. Finally, Figure 8d illustrates the potential benefits of approximate synchronization. When the in situ analytics execute at close to the same time for each process, the resulting delays may overlap significantly across processes, reducing communication-induced delays. Moreover, approximate synchronization may be enough to ensure that all of the application processes are delayed by the same amount within a single inter-communication interval. As a result, inter-process timings will be preserved relative to communication events and application processes will not be forced to stall.
RELATED WORK
Characterizing time-sharing impacts.
The effects of time-sharing CPU cores between applications and background system activities have been extensively studied [13, 14, 30, 32] . Additionally, the time-sharing of resources between application and potentially more harmful workloads have been studied, including asynchronous checkpointing [15, 27] , and in situ analytics systems [43] . In contrast, our work focuses on understanding the effects of time-shared in-situ analytics applications and the requirements of mitigation techniques based on global synchronization, and without the assumption that significant serial portions exist that can be exploited as in [43] . Most closely related, Mondragon et al. [29] outline the challenges involved in scheduling independent in situ analytic tasks in emergent HPC applications. Using an optimistic analytic model, this work compares the overheads in time-verses space-shared analytics tasks. Overall, this brief work shows that the performance impact of space-shared tasks is greatly reduced in comparison to that of time-shared ones, at the cost of dedicating additional hardware to analytics. In comparison, our work demonstrates how the synchronization inherent in many modern collective algorithms, applications, and hardware can be exploited to reduce the performance impact of time-shared analytics to a level comparable to that of spaceshared without requiring dedicated hardware.
Simulating time-sharing impacts.
LogGOPSim [21] has been used to study the impact of timesharing on application performance. Hoefler et al. [20] used this simulator to evaluate the impact of background system activities on application performance. Levy et al. [27] extended LogGOPSim and demonstrated that this extension could be used to accurately predict the impact of resilience mechanisms on applications performance. Ferreira et al. [15] subsequently used LogGOPSim to demonstrate the impact of asynchronous checkpoint/restart on application performance at scale. Similarly, Widener et al. [39] used LogGOPSim to study how non-blocking collectives might be used to reduce the performance penalties associated with asynchronous checkpoint/restart. In this work, we leverage LogGOPSim to study the impacts of time-sharing analytics codes and the ability of the global synchronization latent in many current MPI collective operations to mitigate overheads.
Other works have used simulation-and emulation-based approaches to study time-sharing. Engelmann et. al. [10] use an over-subscription method in their extreme scale simulator xSim [5] to investigate the effects of time-sharing CPU cores among short-lived system tasks on HPC systems with up to 2M nodes and 1 billion cores. They study the effects of interference amplification and absorption on MPI collectives and propose this framework as a tool to be used in hardware/software co-design of future HPC systems. Pradipta De et. al. [8] propose an emulation-based approach to study similar performance impacts. These over-subscription and emulation approaches, however, have significant limitations which do not apply to our work. First, while these approaches can potentially provide a tremendous amount of detail about the performance of applications, significant costs exist. Due to limits on the degree of over-subscription and detail in emulation, the physical system size required for their execution increases proportionally to the size of the studied application. Moreover, as the size of the simulated system grows and the degree of over-subscription therefore increases, the required simulation time increases dramatically. Lastly, over-subscription and system emulation can place significant limits on the size of the problem that can be studied as the memory for each simulated node must exist in the memory of one physical node. In contrast, our approach allows us to simulate interference overheads for systems comprised of tens or hundreds of thousands of nodes on very modest hardware (e.g., a single node). In many cases, this simulation completes in less time than it would take to run the application itself, but at the cost of producing possibly less detail about the computation [27] .
Synchronization mechanisms.
Feitelson et. al. [12] , in one of the first works that studied gang-scheduling, compared two synchronization techniques: a busy-waiting-based gang-scheduling technique implemented by the runtime, which allowed applications processes to be scheduled at the same time; and a blocking, with uncoordinated scheduling, synchronization mechanism. They show that fine-grained parallel applications benefit from using the gang-scheduling policy and otherwise incur context switching overheads while blocking (i.e., the processor switches to another thread during each block) to perform synchronization.
More recently, Jones et al. [24] proposed a mitigation approach based on co-scheduling system background tasks. They show the performance benefits of this approach on BSP applications. By decreasing interference, this approach facilitates the communication between application processes and reduces the amount of time that the fastest processes spend waiting for group operations (e.g. MPI collectives). In this work, we focus on the performance impact of coupled application and analytics workloads and leveraging the side-effect global coordination existing in current production workloads to mitigate impacts.
Characterizing the performance of MPI collectives.
Effective methods for benchmarking MPI collective performance have been widely studied, see e.g., [19, 22, 35] . To facilitate accurate measurement of the duration of a collective operation, this body of research has focused on the development of sophisticated techniques for ensuring that every process enters a collective at the same time. However, Hunold and Carpen-Amarie [22] also examine the distribution of process exit times from an MPI_Barrier(). Specifically, they examine how the distribution of these times are affected by the choice of implementation: Intel MPI 5 or MVAPICH 2.0a-qlc.
In contrast, we allow completely unsynchronized processes to enter a collective (possibly at widely varying times) and measure how tightly the processes are synchronized when they exit the collective. Moreover, we are the first to present detailed results about how the dissemination, binomial aggregation and binomial dispersal algorithms affect the relative synchronization of application processes.
CONCLUSION AND FUTURE WORK
As data-intensive MPI applications become more prevalent, understanding the performance implications of techniques such as in situ analytics will also become critical for accurate performance prediction on next-generation systems. Using a simulation-based approach, we have examined how the synchronization of time-shared in situ analysis tasks can affect overall application performance. We have demonstrated that some degree of synchronization is desirable in order to prevent severe slowdowns. We have shown that, perhaps counter to intuition, that strong performance benefits are possible without necessarily resorting to expensive tight synchronization solutions. In particular, our results show that even relatively loose synchronization (e.g. within a few hundred milliseconds of ideal) of the execution of in situ analysis tasks is sufficient to significantly reduce slowdowns due to interference. For many important MPI applications, these benefits may be realizable simply by relying on the latent synchronization induced by existing invocations of MPI collectives implemented with the dissemination algorithm, like MPI_Allreduce().
More work is needed along several axes for a complete understanding of the types of performance interference we have studied here. While introducing fast "nearby" storage such as NVRAM into supercomputer designs may reduce contention for I/O bandwidth, issues surrounding data volume and how to most efficiently reduce it are unlikely to disappear completely for large-scale MPI applications and their associated analytic codes. In situ analysis is part of a spectrum of techniques being researched to address these issues, and the performance impact of interference between, for instance, processes involved in an "in-transit" arrangement have not been explored in any detail. Also, increasing core counts mean that some applications may choose to use a space-sharing approach for their in situ data analysis, with effects that remain to be explored. Finally, analysis codes that perform non-trivial communication of their own (independent of the main simulation) may in turn become more commonplace; characterizing the degree to which such communication may provide even tighter inter-process synchronization is part of our ongoing and future work.
