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Povzetek
Iskanje najblizˇjih objektov se uporablja na razlicˇnih podrocˇjih in pomembno
je, da jih lahko hitro poiˇscˇemo. Pri iskanju v visokodimenzionalnih prostorih
ne znamo hitro poiskati eksaktnih sosedov, zato se zadovoljimo s priblizˇnimi.
V magistrski nalogi opiˇsemo najbolj uporabljane eksaktne in priblizˇne me-
tode za iskanje najblizˇjih sosedov. Med eksaktnimi so to R, R*, KD, M, PM
in ball-drevo, med priblizˇnimi pa RKD-drevo, LSH, hierarhicˇno razvrsˇcˇanje
z voditelji in gozd robov. Nekatere smo implementirali sami, druge smo
uporabili iz zˇe obstojecˇih knjizˇnic. Predstavimo in analiziramo rezultate te-
stiranj hitrosti iskanja najblizˇjih sosedov, tocˇnosti in porabe pomnilnika. V
programskem jeziku python smo razvili knjizˇnico, ki vsebuje opisane me-
tode in omogocˇa njihovo preprosto in enotno uporabo preko programskega
vmesnika. Knjizˇnica omogocˇa tudi avtomatsko izbiro najprimernejˇsega al-
goritma za dano podatkovno mnozˇico. Algoritem izberemo na podlagi dveh
odlocˇitvenih dreves, ki smo ju sestavili s pomocˇjo analize rezultatov testiranj.
Kljucˇne besede: algoritmi, podatkovne strukture, iskanje najblizˇjih so-
sedov, priblizˇni najblizˇji sosedi, visokodimenzionalni prostor, R-drevo, R*-
drevo, M-drevo, PM-drevo, ball-drevo, KD-drevo, RKD-drevo, LSH, hie-
rarhicˇno razvrsˇcˇanje z voditelji

Abstract
Nearest neighbours search is used in different problems, therefore it is im-
portant that we are able to find nearest neighbours fast. When searching
in high-dimensional spaces we have to be satisfied with approximate near-
est neighbours, because fast methods do not exist. In this master thesis
we describe some well-known exact and approximate methods for searching
nearest neighbours. The described exact ones are R, R*, KD, M, PM and
ball-tree, while the approximate are RKD-tree, LSH, hierarchical k-means
and boundary-forest. Some of them we implemented, while others were taken
from existing libraries. We present and analyze the search results in terms
of speed, precision and memory requirements of methods. We developed
a library in python programming language, which includes the described
methods and provides a simple and consistent API. The library also allows
automatic selection of the most suitable algorithm for a given dataset based
on two decision trees, which were created through analysis of the results.
Keywords: algorithms, data structures, nearest neighbours search, ap-
proximate nearest neighbours, high-dimensional space, R-tree, R*-tree, M-
tree, PM-tree, ball-tree, KD-tree, RKD-tree, LSH, hierarchical k-means

Poglavje 1
Uvod
Algoritmi za iskanje najblizˇjih sosedov se uporabljajo za razlicˇne naloge, kot
so iskanje najblizˇjega soseda v geometrijskem prostoru, iskanje podobnih do-
kumentov in napovedovanje pri strojnem ucˇenju. Zaradi sˇiroke in pogoste
uporabe je zazˇeljeno, da se iskanje izvaja hitro. V tem delu obravnavamo
algoritme za iskanje najblizˇjih sosedov, ki imajo manj kot linearno cˇasovno
zahtevnost, ki jo zahteva izcˇrpno iskanje, pri katerem preiˇscˇemo vso bazo
podatkov. Na izbiro najprimernejˇsega algoritma vplivajo razlicˇne konfigu-
racije problemskega prostora, na primer sˇtevilo tocˇk v prostoru, dimenzio-
nalnost prostora, razprsˇenost tocˇk, sˇtevilo iskanih sosedov in podobno. V
nizkodimenzionalnih prostorih se za iskanje najblizˇjih sosedov uporabljajo
algoritmi, ki izvajajo strategijo razveji in omeji. Sem spadajo razlicˇne re-
kurzivne drevesne strukture, kjer vozliˇscˇa predstavljajo podprostor starsˇa.
Zaradi uravnotezˇenosti lahko v teh drevesih poiˇscˇemo list podane tocˇke v
logaritmicˇnem cˇasu. Slabost teh metod je, da je potrebno pri visokodimen-
zionalnih podatkih preveriti skoraj vsa vozliˇscˇa in je zato ucˇinkovitost enaka
kot pri izcˇrpnemu iskanju. Zato v teh primerih uporabljamo algoritme, ki
vrnejo priblizˇne najblizˇje sosede. Najvecˇkrat za to nalogo uporabljamo pri-
lagojene drevesne strukture in algoritme, ki temeljijo na preslikavah. Pri
priblizˇnih algoritmih je poleg hitrosti iskanja pomembna tudi tocˇnost vrnje-
nih objektov.
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Cilj magistrskega dela je bila implementacija knjizˇnice v programskem
jeziku python, ki omogocˇa uporabo obeh vrst iskanja, eksaktnega in pri-
blizˇnega, saj obicˇajno knjizˇnice v programskem jeziku python omogocˇajo le
eno in se je zato potrebno naucˇiti uporabe vecˇih knjizˇnic. Nasˇa knjizˇnica [11]
omogocˇa uporabo metod na preprost in enoten nacˇin. Nekatere algoritme
smo implementirali sami, druge pa smo uporabili iz zˇe obstojecˇih knjizˇnic. Hi-
trost in tocˇnost algoritmov smo izmerili na razlicˇnih podatkovnih mnozˇicah.
V poglavju 2 opiˇsemo najbolj uporabljane metode za iskanje najblizˇjih
sosedov. Pri eksaktnih metodah opiˇsemo strukture R [10], R* [2], M [6],
PM [19] in KD-drevo [3], pri priblizˇnih pa RKD-drevo [18], LSH [9], hie-
rarhicˇno razvrsˇcˇanje z voditelji [1] in gozd robov [15]. V poglavju 3 opiˇsemo
uporabljeno mero razprsˇenosti podatkov LiNearN [21] in podatkovne mnozˇice,
ki smo jih uporabili pri testiranjih. Razlozˇimo postopek testiranja eksaktnih
in priblizˇnih algoritmov ter omejitve pri testiranjih. V poglavju 4 predsta-
vimo rezultate testiranj parametrov druzˇin iskalnih algoritmov, nato sledijo
rezultati meritev rabe pomnilnika. Opiˇsemo rezultate testiranj eksaktnih in
priblizˇnih metod, kjer smo zaradi razlike v hitrosti locˇili python implemen-
tacije od C++ implementacij. Odlocˇitveni drevesi za izbiro najprimernejˇse
metode implementirane v jezikih python in C++ sta opisani v poglavju 5.
V poglavju 6 povzamemo narejeno in podamo ideje za mozˇne izboljˇsave. V
dodatkih A in B vkljucˇimo podrobnejˇse grafe za vse podatkovne mnozˇice. V
dodatku C prikazˇemo primer uporabe knjizˇnice za iskanje najblizˇjih sosedov
z R-drevesom in tabelo z navedenimi parametri metod posameznih struktur.
Poglavje 2
Metode za iskanje blizˇnjih
sosedov
V tem poglavju so opisane metode, ki se najpogosteje uporabljajo za iskanje
najblizˇjih sosedov. Med njimi je nekaj drevesnih struktur, ki najdejo eksak-
tne najblizˇje sosede, vendar imajo slabost, da je potrebno pri podatkih v
visokih dimenzijah preiskati prakticˇno celotno drevo in zato ni izboljˇsav v
primerjavi z izcˇrpnim preiskovanjem. V visokih dimenzijah obicˇajno upora-
bljamo metode, ki znajo poiskati -priblizˇne najblizˇje sosede.
Slika 2.1: Prikaz napake pri iskanju priblizˇnih najblizˇjih sosedov.
Tu  predstavlja delezˇ napake glede na dejanskega najblizˇjega soseda, zato
je  > 0. Slika 2.1 prikazˇe razliko med iskanjem eksaktnih ter priblizˇnih
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najblizˇjih sosedov, kjer lahko oddaljenost priblizˇnih sosedov nadzorujemo s
parametrom .
2.1 Eksaktne metode
Najprej opiˇsimo najbolj uporabljane metode za iskanje najblizˇjih sosedov
pri nizkodimenzionalnih podatkih. Te metode so eksaktne, saj poznamo
vecˇ struktur, ki nam omogocˇajo, da izvedemo operacije na drevesu v loga-
ritmicˇnem cˇasu pri nizkodimenzionalnih podatkih. V nadaljevanju opiˇsemo
drevesa R, R*, M, PM, ball in KD.
2.1.1 R-drevo
Ideja podatkovne strukture R-drevo [10] izhaja iz drevesne strukture B-
drevo [7], ki je primerna za podatke v enodimenzionalnem prostoru. Gre
za uravnotezˇeno drevo, kar nam zagotavlja hitro preiskovanje. Vsako vo-
zliˇscˇe v drevesu ima sˇtevilo sinov na celosˇtevilskem intervalu [m, M ], kjer
sta m in M parametra drevesa. Vsak izmed sinov predstavlja podprostor
prostora starsˇa. Prostori sinov se lahko med seboj prekrivajo, kar poskusˇa
struktura minimizirati, saj je preiskovanje hitrejˇse, cˇe je prekrivanja manj.
Poleg tega vsako vozliˇscˇe hrani minimalen (hiper)pravokotnik, znotraj kate-
rega so vsebovani vsi minimalni (hiper)pravokotniki sinov. Listi v drevesu
vsebujejo podatke o objektih ter o minimalnem (hiper)pravokotniku, ki za-
jema vse te objekte. Primer dvodimenzionalnega R-drevesa z maksimalno
velikostjo vozliˇscˇa 3 je predstavljen na sliki 2.2 [8]. Tu pravokotnik R3 pred-
stavlja vozliˇscˇe v drevesu, ki vsebuje tri minimalne pravokotnike objektov in
sicer R8, R9 in R10. Ti so, tako kot tudi preostali minimalni pravokotniki
objektov, obarvani z rdecˇo barvo. Starsˇ pravokotnika R3 je R1, ki je eden
od dveh sinov korena drevesa.
Obstajajo razlicˇne izboljˇsave R-drevesa. Med najbolj znanimi sta R+
in R*. Prva dodatno uposˇteva prekrivanje in tako zagotovi, da prekrivanja
ni. Zaradi tega mora vcˇasih dolocˇene objekte vstaviti v vecˇ razlicˇnih listov.
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Hitrost iskanja je vecˇja, saj do lista posamezne tocˇke vodi vedno ena sama
pot. R* je v nadaljevanju bolj podrobno opisan, saj od vseh razlicˇic R-dreves
zgradi najbolj ucˇinkovito strukturo.
Slika 2.2: Primer R-drevesa v dvodimenzionalnem prostoru [8].
2.1.1.1 Vstavljanje
Vstavljanje objekta v drevo poteka po algoritmu 1. Najprej se dolocˇi list,
v katerega se vstavi nov objekt. V primeru, da je z novim vnosom ta list
postal preobsezˇen, se vozliˇscˇe razdeli na dva lista in oba postaneta sinova
predhodnega vozliˇscˇa. Zatem se klicˇe metoda AdjustTreeUpwards, ki skrbi
za pravilno strukturo drevesa po vnosu novega vozliˇscˇa tako, da popravlja
minimalne pravokotnike vozliˇscˇ na poti do korena drevesa. V kolikor je neko
vozliˇscˇe preobsezˇno se z razdelitveno metodo razdeli na 2 vozliˇscˇi. Ti dve
vozliˇscˇi postaneta sinova nadrejenega vozliˇscˇa in postopek se ponovi. V pri-
meru preobsezˇnosti korena drevesa se ustvari nov koren, katerega sinova sta
vozliˇscˇi, ki sta nastali z razdelitvijo starega korena drevesa.
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Algoritem 1 Vstavljanje v R-drevo
1: procedure insert(e)
2: . e is the entry object which we want to insert
3: . find the leaf in which the new entry should be put
4: l← ChooseLeaf(e)
5: add e to leaf l
6: ll← null
7: if l overflowed then
8: . leaf l has too many children so it needs to be split
9: l, ll ← SplitNode(l)
10: . adjust MBR’s and perform additional splits if needed
11: AdjustTreeUpwards(l, ll)
V delu [10] so predstavljeni 3 nacˇini razdelitve preobsezˇnega vozliˇscˇa na
dva dela. Vsi nacˇini sproti popravljajo minimalne pravokotnike vozliˇscˇ. Pri
izbiri dela, v katerega bo vstavljen naslednji sin, se uposˇtevajo kriteriji v
naslednjem vrstnem redu:
1. povecˇanje prostornine posamezne skupine,
2. velikost prostornine posamezne skupine in
3. trenutno sˇtevilo vozliˇscˇ v skupini.
Najpomembnejˇse je, da je povecˇanje prostornine cˇim manjˇse, saj se s
tem prostor, ki ga predstavlja vozliˇscˇe najmanj povecˇa in je zato povecˇanje
verjetnosti preiskave prostora pri iskanju najblizˇjih sosedov manjˇse. V kolikor
je povecˇanje prostornine enako, je pomembno, da se sina vstavi v skupino,
ki ima manjˇso prostornino, saj je bolje imeti cˇim bolj primerljive prostornine
obeh skupin. Cˇe se tudi po tem ne da dolocˇiti skupine, izberemo tisto, ki ima
manjˇse sˇtevilo sinov. S tem poskusˇamo izenacˇiti velikosti obeh skupin, saj
se s tem lahko izognemo prehitrim delitvam, ki so lahko posledica slabega
razmerja zapolnjenosti obeh skupin. V nadaljevanju opiˇsemo tri pogosto
uporabljene nacˇine delitve.
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Linearna razdelitev
Pri linearni razdelitvi se najprej dolocˇita zacˇetni vozliˇscˇi za vsako skupino. V
vsaki dimenziji izberemo dve vozliˇscˇi, prvo z najvecˇjo spodnjo mejo in drugo z
najmanjˇso zgornjo mejo v trenutni dimenziji. Nato izracˇunamo oceno locˇitve
(2.1) izbranih vozliˇscˇ in sicer tako, da absolutno razliko med najvecˇjo spodnjo
mejo in najmanjˇso zgornjo mejo normaliziramo glede na zalogo vrednosti te
dimenzije, pri cˇemer uposˇtevamo le vozliˇscˇa, ki so del razdelitve. Za zacˇetni
vozliˇscˇi velja, da imata najvecˇjo oceno locˇitve. Vrstni red izbire naslednjega
vozliˇscˇa je nakljucˇen.
separationd =
|highest low sided − lowest high sided|
ranged
(2.1)
Kvadratna razdelitev
Podobno kot pri linearni razdelitvi se tudi pri kvadratni najprej dolocˇita
zacˇetni vozliˇscˇi. Naredimo vse mozˇne kombinacije parov vozliˇscˇ in za vsako
kombinacijo izracˇunamo minimalni pravokotnik, ki zajema ta par. Za vsaki
vozliˇscˇi A in B izracˇunamo razdaljo, ki je definirana v enacˇbi (2.2), kjer V
predstavlja prostornino.
d = V (MBR(A∪B))− V (MBR(A))− V (MBR(B)) (2.2)
Izberemo tisti par, kjer je vrednost d najvecˇja. Za izbiro naslednjega vozliˇscˇa
za vsako vozliˇscˇe izracˇunamo povecˇanje prostornine vsake skupine ob dodaja-
nju posameznega vozliˇscˇa. Izberemo tisto vozliˇscˇe, ki ima najvecˇjo absolutno
razliko med obema povecˇavama.
Izcˇrpna razdelitev
Generiramo vse mozˇne razdelitve in izberemo najboljˇso. Ta razdelitev je
primerna le pri manjˇsih velikostih vozliˇscˇ, saj obstaja eksponentno mnogo
razlicˇnih kombinacij razdelitev.
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2.1.1.2 Brisanje
Pri brisanju najprej preverimo, cˇe drevo vsebuje podani objekt. V primeru
vsebovanja ga izbriˇsemo iz lista in cˇe ima sedaj list premajhno sˇtevilo objek-
tov, list izbriˇsemo iz njegovega starsˇa ter dodamo v seznam izbrisanih. Potem
navzgor na isti nacˇin preverjamo ali ima katero vozliˇscˇe premalo sinov in cˇe
jih ima, ga izbriˇsemo iz drevesa ter dodamo v seznam izbrisanih. Na koncu
se sprehodimo cˇez izbrisana vozliˇscˇa in v primeru lista njegove objekte po-
novno vstavimo na enak nacˇin, kot je opisano pri postopku vstavljanja. V
primeru notranjega vozliˇscˇa to vozliˇscˇe ponovno vstavimo v drevo in sicer na
isto viˇsino, na kateri je bil, preden smo ga izbrisali. S tem zagotovimo, da
vozliˇscˇa ostanejo na istih viˇsinah in ohranimo uravnotezˇenost drevesa.
2.1.1.3 Iskanje najblizˇjih sosedov
Iskanje najblizˇjih sosedov v R-drevesu [5] poteka tako, da se rekurzivno
spusˇcˇamo po drevesu navzdol in preverjamo, katere od sinov je potrebno
pregledati, da lahko dolocˇimo najblizˇje sosede. To preverjanje poteka tako,
da za vsakega sina izracˇunamo razdaljo MINDIST (2.3), ki predstavlja raz-
daljo med pravokotnikom (v 2-dimenzionalnem prostoru) in tocˇko p, katere
najblizˇje sosede iˇscˇemo:
MINDIST (p,R) =
n∑
i=1
|pi − ri|2, (2.3)
kjer i predstavlja dimenzijo, ri pa oddaljenost komponente pi od intervala,
ki ga zavzema pravokotnik R v i-ti dimenziji.
Cˇe je ta razdalja vecˇja od oddaljenosti trenutnega k-najblizˇjega soseda,
potem vemo, da nam poddrevesa racˇunanega sina ni potrebno preiskati. Re-
kurziven postopek iskanja k-najblizˇjih sosedov je predstavljen v algoritmu 2.
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Algoritem 2 Iskanje k-najblizˇjih sosedov v R-drevesu
1: procedure knn search(node, p, k)
2: . node represents current node, p is the query point and k is the
number of nearest neighbours to return
3: if node is Leaf then
4: for each entry in node do
5: if entry is closer to p than current k-th NN then
6: add entry in current k-NNs and remove previous k-th NN
7: else
8: . ABL is a list of children of current node, sorted by ascending
distance MINDIST(p, MBR(child))
9: ABL ← Active Branch List of node
10: for each child in ABL do
11: d ← MINDIST(p, MBR(child))
12: if d > distance(p, k-thNN) then
13: . because ABL is sorted by MINDIST other children are
further away so none of them can contain closer points
14: return current k-nearest neighbours
15: else
16: knn search(child, p, k)
2.1.2 R*-drevo
Gre za izboljˇsavo R-drevesa, kjer je spremenjen samo postopek vstavljanja
novih objektov v strukturo. Za razliko od R-drevesa, ki poskusˇa optimizirati
le prostornino pravokotnikov vozliˇscˇ drevesa, poskusˇa R*-drevo optimizirati
tudi prekrivanje med njimi in njihov obseg [2]. Z minimiziranjem prekri-
vanja se zmanjˇsa sˇtevilo poti, ki jih je potrebno preiskati med postopkom
vstavljanja novih tocˇk in iskanja najblizˇjih sosedov. Minimizacija obsega
pravokotnikov pa povzrocˇi, da so pravokotniki bolj kvadratne oblike. Struk-
tura R in R*-drevesa na mnozˇici nemsˇkih posˇtnih sˇtevilk je prikazana na
slikah 2.3 in 2.4, kjer opazimo manjˇse prekrivanje pri R*-drevesu.
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Slika 2.3: Prikaz zgrajenega R-drevesa na mnozˇici tocˇk, ki predstavljajo lo-
kacije nemsˇkih posˇtnih sˇtevilk.
Slika 2.4: Prikaz zgrajenega R*-drevesa na mnozˇici tocˇk, ki predstavljajo
lokacije nemsˇkih posˇtnih sˇtevilk.
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To je zazˇeljeno, saj se s tem zmanjˇsa prekrivanje in je bolj primerno za
racˇunanje MINDIST razdalje. Postopek uporablja tudi strategijo ponovnega
vstavljanja. Zaradi mocˇne odvisnosti strukture od zaporedja vstavljanja tocˇk
obicˇajno ne dobimo optimalne strukture. Ponovno vstavljanje dolocˇenih pod-
dreves oziroma objektov popravlja drevesno strukturo in s tem povzrocˇi, da
je viˇsina drevesa manjˇsa, kar omogocˇa hitrejˇse iskanje po drevesu.
2.1.2.1 Vstavljanje
Postopek vstavljanja je podoben kot pri R-drevesu. Razlika je v iskanju li-
sta, v katerega se nov objekt vstavi in v obravnavanju preobsezˇnih vozliˇscˇ.
Pri iskanju lista iˇscˇemo sˇe vedno najmanjˇse povecˇanje prostornine, razen v
primeru, ko so sinovi trenutnega vozliˇscˇa listi. Takrat izbere list, pri katerem
vnos objekta povzrocˇi najmanjˇse povecˇanje prekrivanja med izbranim listom
in ostalimi sinovi trenutnega vozliˇscˇa. V primeru preobsezˇnega vozliˇscˇa lahko
pride do razdelitve preobsezˇnega vozliˇscˇa ali pa do ponovnega vnosa nekaterih
sinov tega vozliˇscˇa. V kolikor med vnosom objekta sˇe ni priˇslo do obravnava-
nja preobsezˇnega vozliˇscˇa na istem nivoju, izvedemo ponovno vstavljanjein
nekaj sinov preobsezˇnega vozliˇscˇa izbriˇsemo in ponovno vstavimo v drevo. V
drugem primeru pride do razdelitve preobsezˇnega vozliˇscˇa. Delezˇ ponovnega
vstavljanja je parameter, obicˇajno najboljˇse rezultate dobimo, cˇe ponovno
vstavimo 30 odstotkov sinov. Pri ponovnem vstavljanju moramo biti po-
zorni, da vstavimo poddrevesa tako, da ostanejo vsi listi na isti viˇsini. S tem
zagotovimo, da je drevo tudi po ponovnem vstavljanju poddreves sˇe vedno
uravnotezˇeno.
Razdelitev v R*-drevesu
Pri razdelitvi se najprej dolocˇi razdelitvena dimenzija, kar je prikazano v
algoritmu 3. Sprehodimo se cˇez vsako dimenzijo in racˇunamo vsoto obse-
gov minimalnih pravokotnikov pri razlicˇnih razvrstitvah in razdelitvah. To
storimo tako, da razvrstimo sinove preobsezˇnega vozliˇscˇa enkrat padajocˇe in
enkrat narasˇcˇajocˇe, glede na vrednost njihovega minimalnega pravokotnika
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v izbrani dimenziji. Nato za vsako razvrstitev generiramo vse mozˇne razdeli-
tve sinov v dve disjunktni mnozˇici, pri cˇemer ima vsaka mnozˇica najmanj m
in najvecˇ M elementov, saj moramo obdrzˇati lastnost drevesa, da je sˇtevilo
sinov na intervalu [m, M ]. Takih razdelitev je tocˇno M − 2m + 2. Za k-to
razdelitev velja, da prva mnozˇica vsebuje prvih (m − 1) + k sinov, druga
pa preostale. Tako se dolocˇita minimalna pravokotnika za obe mnozˇici in
njun obseg. Obseg se doda k vsoti obsegov za trenutno dimenzijo. Na koncu
izberemo kot razdelitveno dimenzijo tisto dimenzijo, ki ima najvecˇjo vsoto
obsegov. Zatem izberemo najboljˇso razdelitev sinov preobsezˇnega vozliˇscˇa v
dve disjunktni mnozˇici. Postopek je podoben, kot pri iskanju razdelitvene di-
menzije, saj zopet razvrstimo sinove na oba nacˇina in generiramo razdelitve.
Razlika je v tem, da namesto skupnega obsega racˇunamo skupno prekrivanje
in skupno prostornino. Na koncu izberemo razdelitev, ki ima najmanjˇse sku-
pno prekrivanje. V primeru, da je skupno prekrivanje isto za vecˇ razlicˇnih
razdelitev, izberemo tisto razdelitev, ki ima manjˇso skupno prostornino.
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Algoritem 3 Izbor razdelitvene dimenzije
1: procedure choose split axis(node)
2: split axis← 0
3: highest margin← 0
4: for each dimension d do
5: sl← children sorted by their lower value in dimension d
6: sh← children sorted by their higher value in dimension d
7: margin← 0
8: . m and M are parameters of tree
9: for each k in [0,M − 2m+ 2) do
10: . calculate margin for sl sorting
11: group1l ← first (m− 1) + k elements in sl
12: group2l ← all remaining elements in sl
13: margin← margin+margin(group1l) +margin(group2l)
14: . calculate margin for sh sorting
15: group1h ← first (m− 1) + k elements in sh
16: group2h ← all remaining elements in sh
17: margin← margin+margin(group1h) +margin(group2h)
18: if margin > highest margin then
19: . found a better split axis
20: highest margin← margin
21: split axis← d
22: return split axis
2.1.3 M-drevo
M-drevo je drevesna struktura, pri kateri so podprostori definirani s hiper-
kroglami [6]. Struktura je podobna R-drevesu, le da vozliˇscˇe v npr. 2-
dimenzionalnem prostoru namesto minimalnega pravokotnika definira krog,
ki vsebuje celoten podprostor sinov. Podobno kot v R-drevesu imamo dve
vrsti vozliˇscˇ, notranja vozliˇscˇa in liste, vsako izmed vozliˇscˇ lahko vsebuje
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najvecˇ m sinov. Notranja vozliˇscˇa so predstavljena kot seznam terk oblike
(Or, r, d(Or, P (Or)), ptr), kjer Or predstavlja objekt, ki definira center kroga,
in r njegov polmer. Skupaj tako definirata podprostor, ki vsebuje vse podpro-
store sinov, kar pomeni, da so sinovi za najvecˇ r oddaljeni od centra starsˇa.
Polmer r ni nujno najmanjˇsi, saj struktura ne racˇuna najmanjˇsega polmera
ampak se zadovolji s polmerom, ki zagotovljeno zajame vse sinove. S tem se
izognemo pogostemu racˇunanju razdalj in pospesˇimo postopek vstavljanja.
Poleg tega hranimo d(Or, P (Or)), ki predstavlja razdaljo centra vozliˇscˇa do
centra njegovega starsˇa. S tem podatkom si pomagamo pri iskanju najblizˇjih
sosedov, kjer lahko dolocˇene veje izpustimo, saj v prostoru velja trikotniˇska
neenakost. Kazalec ptr kazˇe na seznam terk sinov. Listi drevesa vsebujejo
le seznam terk oblike (Oi, d(Oi, P (Oi)). V listih se nahajajo objekti, ki so
predstavljeni z Oi. Poleg objekta Oi terka vsebuje tudi razdaljo objekta
do centra njegovega starsˇa, kar je definirano z d(Oi, P (Oi)). Za vse sinove
poljubnega vozliˇscˇa velja, da so za najvecˇ r oddaljeni od starsˇa. Tako kot
R-drevo je tudi M-drevo dinamicˇna struktura, kar pomeni, da lahko po iska-
nju najblizˇjih sosedov dodatno razsˇirimo drevo z novimi objekti in se nato
ponovno osredotocˇimo na iskanje najblizˇjih sosedov, kar pri staticˇnih struk-
turah ni mogocˇe. Obicˇajno pride pri M-drevesu do vecˇjega prekrivanja kot
pri R-drevesu, saj je tezˇje izvesti dobro razdelitev preobsezˇnih vozliˇscˇ. Pri-
mer M-drevesa z 10 tocˇkami je prikazan na sliki 2.5. Koren drevesa vsebuje
dva sinova. Prvi vsebuje objekt O1 kot center kroga s polmerom 4.5 in dvema
sinovoma, ki sta lista v drevesu. Prvi list vsebuje objekta O1 in O6 in ima
razdaljo do starsˇa enako 0, ker je center kroga tega lista ista tocˇka, kot center
kroga starsˇa, torej objekta O1. Prostor drugega lista je predstavljen s krogom
s srediˇscˇem v tocˇki objekta O10 in s polmerom 1.2. Znotraj tega prostora se
nahajata objekta O10 in O3. Iz slike je razvidno, da polmeri krogov niso mi-
nimalni, saj se v nasprotnem primeru sinova korena ne bi prekrivala. Njuna
minimalna kroga sta predstavljena s pikcˇasto obrobo.
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Slika 2.5: Primer M-drevesa v dvodimenzionalnem prostoru z 10 tocˇkami [22].
2.1.3.1 Vstavljanje
Pri vstavljanju v M-drevo najprej izberemo najbolj primeren list. Postopek
se zacˇne v korenu drevesa in postopoma se spusˇcˇamo po drevesu navzdol do
lista. Pri tem vedno izberemo sina, pri katerem je povecˇanje polmera cˇim
manjˇse. V kolikor je vecˇ takih sinov izberemo tistega, pri katerem je razdalja
od centra sina do objekta najkrajˇsa. Z iskanjem minimalnega povecˇanja
polmera poskusˇamo dosecˇi, da so prostori vozliˇscˇ cˇimmanjˇsi, medtem ko izbor
sina, ki je cˇimmanj oddaljen od centra koristi pri razdelitvah vozliˇscˇ. Kot pri
ostalih podobnih strukturah lahko tudi pri M-drevesu pri vstavljanju pride
do preobsezˇnih vozliˇscˇ, kar resˇujemo z razdelitvijo vozliˇscˇ.
Razdelitev vozliˇscˇ v M-drevesu
Razdelitev je sestavljena iz dveh delov, poviˇsanja in razbitja. Pri poviˇsanju
se dolocˇita centra vozliˇscˇ, ki sta posledica razdelitve preobsezˇnega vozliˇscˇa.
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Obstajajo razlicˇne metode dolocˇitve centrov. Med najbolj znanima sta izbira
nakljucˇnih centrov ter metoda imenovana mM RAD. Ta metoda poskusˇa op-
timizirati izbiro pivotov iz skupine N tako, da za pivota izbere tocˇki p1 in p2,
kjer velja kar je prikazano v enacˇbi 2.4 [22]. Metoda razbitja sprejme centra
skupin ter razdeli ostale sinove v eno izmed dveh skupin. Najpogosteje upo-
rabljena metoda se sprehodi cˇez sinove ter jih dodeli v skupino, katere center
je blizˇji centru sina. Iz obeh skupin se ustvarita novi vozliˇscˇi in obe se dode-
lita starsˇu prej preobsezˇnega vozliˇscˇa. V kolikor starsˇ postane preobsezˇen se
postopek rekurzivno ponovi. Cˇe postane preobsezˇen koren drevesa, se ustvari
nov koren in se tako viˇsina drevesa povecˇa za ena.
max(radij(p1), radij(p2)) <= max(radij(pi), radij(pj))∀pi, pj ∈ N (2.4)
2.1.3.2 Iskanje najblizˇjih sosedov
Iskanje najblizˇjih sosedov v M-drevesu poteka podobno kot pri R-drevesu.
Razlika je v tem, da v primeru notranjega vozliˇscˇa uredimo sinove narasˇcˇajocˇe
glede na DMIN razdaljo namesto glede na MINDIST (2.3). Razdalja DMIN (2.5)
sprejme kot parametra vozliˇscˇe n ter tocˇko q in je definirana kot:
DMIN(n, q) = max(0, d(Or(n), q)− rn), (2.5)
kjer d(O(n), O(q)) predstavlja razdaljo med centrom vozliˇscˇa n in tocˇko q, rn
pa polmer vozliˇscˇa n. Vse ostalo, razen kriterija ureditve sinov, je identicˇno
postopku iskanja najblizˇjih sosedov v R-drevesu.
2.1.4 PM-drevo
PM-drevo je implementacija M-drevesa s pivoti [19]. Pri tem drevesu je
prostor vozliˇscˇa poleg hiperkrogle definiran tudi s p hiperobrocˇi, ki doda-
tno krcˇijo prostor. Pri tem p predstavlja sˇtevilo pivotov in je parameter
drevesa. Namen pivotov je dodatno zmanjˇsati prostor, ki ga definira vo-
zliˇscˇe, kar je razvidno iz slike 2.6. Pivote predstavljajo objekti, pri cˇemer
boljˇsa izbira pivotov privede do manjˇsih prostorov vozliˇscˇ in posledicˇno do
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hitrejˇsega preiskovanja. Zaradi dodatnega preverjanja vsebovanosti tocˇke v
vseh hiperobrocˇih je potrebno biti pazljiv, da ne izberemo prevelikega p, saj
s tem upocˇasnimo preiskovanje. Zaradi manjˇsih prostorov se pregleda manj
objektov in je zato ta struktura dobra izbira pri razdaljah, ki so racˇunsko
zahtevnejˇse. Ob izgradnji drevesa se izmed podanih objektov izbere p ta-
kih, ki bodo predstavljali pivote drevesa. Obstajajo razlicˇni nacˇini izbire
pivotov, med najbolj uporabljanimi sta nakljucˇna metoda ter metoda, ki se-
stavi g skupin s po p nakljucˇnimi pivoti in izbere tisto skupino, pri kateri je
vsota razdalj med pivoti najvecˇja. Vozliˇscˇa v drevesu morajo imeti dodatno
informacijo, ki definira njihove hiperobrocˇe. Tako terke notranjih vozliˇscˇ vse-
bujejo dodatno podatek HR, ki je seznam velikosti phr, kjer velja phr ≤ p.
V tem seznamu je i-ti element terka (mini,maxi), ki definira svoj hipero-
brocˇ. Ta se nanasˇa na i-ti pivot in zavzema prostor hiperkrogle s centrom
v i-tem pivotu ter polmerom maxi brez prostora, ki ga zavzema hiperkrogla
z istim centrom ter polmerom mini. Na ta nacˇin vsako notranje vozliˇscˇe
vsebuje informacijo o vseh svojih phr hiperobrocˇih. Lastnost posameznega
hiperobrocˇa je, da je minimalen hiperobrocˇ s centrom v posameznem pi-
votu, ki zajema vse objekte vozliˇscˇa. Torej za vsako notranje vozliˇscˇe n velja
HRi.min = min(d(Oj, pi)) ∀Oj ∈ n in HRi.max = max(d(Oj, pi)) ∀Oj ∈ n.
Tako je prostor notranjega vozliˇscˇa definiran kot presek njegove hiperkrogle
in njegovih hiperobrocˇev. Podobno tudi terke v listih vsebujejo dodatno in-
formacijo, vezano na pivote, ki se hrani v seznamu imenovanem PD in so
zato oblike (Oi, d(Oi, P (Oi), PD). Seznam PD vsebuje ppd elementov, kjer
i-ti predstavlja razdaljo med objektom terke ter i-tim pivotom. Poleg tega
mora veljati ppd ≤ phr. Slika 2.6 prikazuje primer prostora dvodimenzional-
nega notranjega vozliˇscˇa, ki je predstavljen s terko (Or, r, d(Or, P (Or), HR),
pri dveh pivotih oznacˇenih s p1 in p2. Presek obrocˇev obeh pivotov ter kroga,
ki ga definira to vozliˇscˇe predstavlja prostor, ki ga zajema vozliˇscˇe in je na
sliki obarvan sivo. Struktura PM-drevo deluje na poljubni metriki, torej ne
zahteva postavitve tocˇk v koordinatni sistem kot to zahteva R-drevo. Primer
take metrike je Levenshteinova razdalja.
18 POGLAVJE 2. METODE ZA ISKANJE BLIZˇNJIH SOSEDOV
Slika 2.6: Primer PM-drevesa v dvodimenzionalnem prostoru z dvema pivo-
toma.
2.1.4.1 Vstavljanje
Vstavljanje poteka na isti nacˇin kot pri M-drevesu z razliko, da je sproti
potrebno skrbeti za HR in PD sezname. Preden vstavimo nov objekt v
list moramo zgraditi PD seznam za terko, ki vsebuje ta objekt. Ta seznam
vsebuje razdalje d(Oi, Pj) ∀j ≤ ppd. Zatem moramo popravljati HR sezname
vozliˇscˇ, ki so na poti od izbranega lista do korena, saj mora drzˇati, da vsak
hiperobrocˇ vsebuje vse objekte svojega poddrevesa, torej mora vsebovati tudi
na novo vstavljen objekt. Metoda razdelitve je enaka, vendar moramo biti
pozorni, da pravilno izracˇunamo nove HR sezname za obe novi vozliˇscˇi. Za
posamezno vozliˇscˇe n jih izracˇunamo, kot
HR(n) = HR(c1) ∪HR(c2)... ∪HR(ck),
kjer ci predstavlja i-tega sina vozliˇscˇa n in k sˇtevilo sinov tega vozliˇscˇa.
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2.1.4.2 Iskanje najblizˇjih sosedov
Algoritem iskanja najblizˇjih sosedov je podoben kot pri M-drevesu. Doda-
tno je potrebno pred zacˇetkom iskanja najblizˇjih sosedov tocˇke q izracˇunati
razdalje d(q, Pt) ∀t ≤ max(phr, ppd) in si jih shraniti. Posamezno notranje
vozliˇscˇe n lahko izpustimo, cˇe ne velja |d(P (n), q) − d(n, P (n)| ≤ nnk + rn.
Tu nnk predstavlja trenutno razdaljo do k-tega najblizˇjega soseda. Ta pogoj
je enak kot pri M-drevesu, vendar lahko pri PM-drevesu dodatno izlocˇimo
vsa notranja vozliˇscˇa n, kjer pri vsaj enem izmed hiperobrocˇev ne velja
d(q, P (t)) − nnk ≤ HRt.max ∧ d(q, P (t)) + nnk ≥ HRt.min. Podobno
moramo tudi v listih drevesa preverjati, katere razdalje do objektov je po-
trebno racˇunati. Izkazˇe se, da je potrebno preverjati le objekte Oi, kjer
velja |d(P (Oi), q) − d(Oi, P (Oi))| ≤ nnk. Razdalje do posameznega objekta
pa ni potrebno izracˇunati tudi v primeru, ko za vsaj enega izmed ppd pivo-
tov ne velja absd(q, Pt)− d(Oi, Pt) ≤ nnk. Ti dodatni pogoji so razlog, da
pri PM-drevesu izracˇunamo manj razdalj. Zaradi dodatnega preverjanja je
celoten postopek hitrejˇsi le, cˇe je funkcija razdalje zahtevna za racˇunanje,
saj le v takem primeru s PM-drevesom pridobimo v primerjavi z navadnim
M-drevesom. Prav zaradi tega obicˇajno velja ppd < phr, ker je bolj po-
membno, da z dodatnim preverjanjem preprecˇimo preiskovanje poddreves,
kot racˇunanje razdalj. DMIN se izracˇuna, kot je prikazano s formulo 2.6,
kjer Or(n) predstavlja center vozliˇscˇa n, rn pa njegov polmer. Za razliko od
M-drevesa moramo pri PM-drevesu izracˇunati dodatno dlowHR.max, ki preveri
minimalno oddaljenost z zgornjimi mejami hiperobrocˇev in dlowHR.min, naredi
enako s spodnjimi mejami.
DMIN(n, q) = max(0, d(Or(n), q)− rn, dlowHR.max, dlowHR.min)
dlowHR.max = max
phr⋃
t=1
(d(q, Pt)−HRt.max)
dlowHR.min = max
phr⋃
t=1
(HRt.min− d(q, Pt))
(2.6)
20 POGLAVJE 2. METODE ZA ISKANJE BLIZˇNJIH SOSEDOV
2.1.5 Ball-drevo
Ball-drevo je drevesna struktura, ki je podobna strukturi M-drevo, saj so
podprostori prav tako definirani s hiperkroglami [17]. Gre za uravnotezˇeno
binarno drevo, kjer notranja vozliˇscˇa vsebujejo podatke o centru in radiju,
listi pa vstavljene tocˇke. Za razliko od M-drevesa, pri ball-drevesu za center
vozliˇscˇa ne izberemo ene izmed tocˇk, ki se nahaja v strukturi, ampak ga
izracˇunamo. Zato struktura ne deluje na poljubni metriki, ker potrebuje
postavitev tocˇk v koordinatnem sistemu. Prostor vozliˇscˇa je vedno minimalen
prostor, ki vsebuje vse prostore sinov.
2.1.5.1 Vstavljanje
Najbolj znan algoritem zgradi drevo na podoben nacˇin kot KD-drevo, ki je
opisano v nadaljevanju. Algoritem zahteva, da so vse tocˇke podane vnaprej.
Drevo gradimo od zgoraj navzdol tako, da najprej dolocˇimo center in radij
korena drevesa. Center izracˇunamo kot povprecˇje vrednosti koordinat tocˇk
v vsaki dimenziji, razdalja med centrom korena in najbolj oddaljeno tocˇko
pa predstavlja radij. Nato izberemo dimenzijo d, ki ima najvecˇji razpon, in
poiˇscˇemo njeno mediano m. Tocˇke razdelimo v dve skupini glede na njihovo
vrednost v izbrani dimenziji. Cˇe je vrednost ≤ m potem tocˇko uvrstimo
v prvo skupino, drugacˇe v drugo. Vsaka izmed skupin predstavlja vozliˇscˇe,
katerega starsˇ je koren drevesa. Postopek rekurzivno ponavljamo na tocˇkah
obeh vozliˇscˇ in se ustavimo, ko zmanjka tocˇk.
2.1.5.2 Iskanje najblizˇjih sosedov
Iskanje najblizˇjih sosedov tocˇke q poteka na enak nacˇin, kot pri M-drevesu.
Rekurzivno se spusˇcˇamo po drevesu navzdol in najprej obiˇscˇemo sina, ki
ima razdaljo od centra do tocˇke q manjˇso. Tako se sprehodimo do lista,
izracˇunamo njegovo razdaljo do tocˇke q. V kolikor je manjˇsa od trenutnega k-
tega najblizˇjega soseda p, potem popravimo trenutne najblizˇje sosede. Zatem
se rekurzivno vracˇamo po drevesu navzgor in preverjamo ali moramo preiskati
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tudi preostala vozliˇscˇa. Vozliˇscˇa nam ni potrebno preiskati, cˇe je razdalja med
q in najblizˇjo tocˇko vozliˇscˇa vecˇja od razdalje med tocˇko q in p.
2.1.6 KD-drevo
KD-drevo [3] je najbolj razsˇirjena struktura za iskanje najblizˇjih sosedov pri
nizko-dimenzionalnih podatkih. Gre za binarno drevo, kjer je vsako vozliˇscˇe
predstavljeno z d-dimenzionalno tocˇko V . V osnovni inacˇici se na vsaki viˇsini
dolocˇi dimenzija, glede na katero se prostor razdeli na dva manjˇsa podpro-
stora in sicer je ta dimenzija enaka d = height mod K. Tako vsako notranje
vozliˇscˇe v drevesu razdeli prostor na dva dela in sicer levi sin predstavlja pro-
stor, kjer je Vd manjˇsi od starsˇa, desni sin pa preostali prostor. Boljˇse inacˇice
prostor razdelijo boljˇse, npr. dimenzija, glede na katero se prostor razdeli, se
lahko izbere pametneje, cˇe vnaprej poznamo podatke, v locˇitveni dimenziji za
delitev prostora izberemo mediano vrednosti sinov ipd. Vsebovanost tocˇke v
drevesu zlahka preverimo, saj je zaradi strukture drevesa potrebno preiskati
eno samo vejo drevesa. Slika 2.7 prikazuje primer 2-dimenzionalnega drevesa,
kjer tocˇka A predstavlja koren drevesa in deli glede na os x, kar pomeni, da
njen levi sin predstavlja vse tocˇke, ki imajo vrednost v dimenziji x manjˇso
kot tocˇka A, desni sin pa vse preostale. Vozliˇscˇa na drugem nivoju razdelijo
prostor glede na y os, na tretjem nivoju zopet glede na x os itd. Iz slike je
razvidno, da lahko pri KD-drevesu pride do slabsˇe uravnotezˇenosti drevesa.
V najslabsˇem primeru dobimo eno samo verigo, kar pomeni, da je potreben
linearen cˇas za vstavljanje, brisanje ter iskanje.
2.1.6.1 Vstavljanje
Tocˇko p v drevo vstavimo tako, da se spusˇcˇamo po drevesu v sinove, katerih
prostor vsebuje tocˇko p. To pocˇnemo, dokler ne pridemo do lista V , takrat
listu dodamo tocˇko p kot levega sina, cˇe je vrednost pd manjˇsa od Vd, v
nasprotnem primeru pa postane tocˇka p desni sin lista V . Zaradi nacˇina
vstavljanje je uravnotezˇenost drevesa odvisna od razprsˇenosti podatkov ter
vrstnega reda vstavljanja tocˇk.
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Slika 2.7: Primer k-d drevesa v dvodimenzionalnem prostoru.
2.1.6.2 Brisanje
Brisanje poteka na podoben nacˇin kot vstavljanje, le da med spusˇcˇanjem po
drevesu sproti pregledujemo, cˇe smo zˇe priˇsli do zˇeljene tocˇke. Ko pridemo
do tocˇke, jo izbriˇsemo in po potrebi iz poddrevesa izbrisane tocˇke dolocˇimo
tocˇko q, ki bo omenjeno tocˇko nadomestila. Nato rekurzivno izbriˇsemo tocˇko
q iz poddrevesa izbrisane tocˇke in s tem se postopek brisanja koncˇa.
2.1.6.3 Iskanje najblizˇjih sosedov
Postopek iskanja najblizˇjih sosedov je opisan v algoritmu 4. Najprej se spu-
stimo do lista drevesa ter tocˇko v tem listu dodamo med najblizˇje sosede.
Nato se rekurzivno vracˇamo navzgor po drevesu in na vsakem vozliˇscˇu pre-
verimo:
1. ali je tocˇka v trenutnem vozliˇscˇu med trenutnimi k-najblizˇjimi sosedi
in
2. ali obstaja mozˇnost, da je v drugem poddrevesu tocˇka, ki je blizˇje, kot
je trenutna k-ta najblizˇja tocˇka.
Drugi pogoj preverimo tako, da izracˇunamo, ali hiperkrogla s srediˇscˇem
v tocˇki vozliˇscˇa in z radijem oddaljenosti iskane tocˇke do trenutnega k-
najblizˇjega soseda seka prostor, ki ga predstavlja drugi sin. Cˇe ga, je po-
trebno preiskati tudi prostor tega sina, saj se znotraj njega lahko nahaja
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tocˇka, ki je blizˇje kot trenutni k-najblizˇji sosed.
Algoritem 4 Iskanje k-najblizˇjih sosedov v k-d drevesu
1: procedure knn search(node, p, k)
2: . node represents current node, p is the query point and k is the
number of nearest neighbours to return
3: if node is Leaf then
4: if node is closer to p than current k-th NN then
5: add node to current NNs and remove previous k-th NN
6: else
7: . d is splitting dimension of current node
8: d ← node.d
9: if pd < noded then
10: knn search(node.left, p, k)
11: if node is closer to p than current k-th NN then
12: add node to current NNs and remove previous k-th NN
13: if hypersphere(node, k-thNN) ∩ hyperplane(node.right) 6= ∅
then
14: . the right subtree might contain a point, which is closer
to p than the current k-th NN
15: knn search(node.right, p, k)
16: else
17: knn search(node.right, p, k)
18: if node is closer to p than current k-th NN then
19: add node to current NNs and remove previous k-th NN
20: if hypersphere(node, k-thNN) ∩ hyperplane(node.left) 6= ∅
then
21: . the left subtree might contain a point, which is closer
to p than the current k-th NN
22: knn search(node.left, p, k)
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2.2 E-priblizˇne metode
Pri vecˇdimenzionalnih podatkih se za hitro iskanje najblizˇjih sosedov upora-
bljajo metode, ki iˇscˇejo -priblizˇne najblizˇje sosede, saj eksaktne ne delujejo
dobro na takih podatkih. Razlog je, da z vecˇanjem dimenzij prostor hitro
narasˇcˇa, sˇtevilo tocˇk pa ostaja priblizˇno isto in so zato tocˇke na redko raz-
porejene v prostoru. To povzrocˇi, da so razdalje med tocˇkami velike in je
zato potrebno preiskati vecˇino tocˇk. Obstajajo razlicˇne metode iskanja pri-
blizˇnih najblizˇjih sosedov. Najpogosteje so to prilagojene drevesne strukture
in lokalno-obcˇutljive funkcije razprsˇevanja. Pri drevesnih strukturah obicˇajno
skrcˇimo podatke in sosede iˇscˇemo na novih podatkih, medtem ko z lokalno-
obcˇutljivimi funkcijami razprsˇevanja poskusˇamo uvrstiti objekte, ki so si med
seboj blizu, v isti kosˇ in tam iˇscˇemo sosede. V nadaljevanju opiˇsemo metode
RKD-drevo, LSH, vecˇrazlicˇno LSH razprsˇevanje, hierarhicˇno razvrsˇcˇanje z
voditelji in gozd robov.
2.2.1 RKD-drevo
RKD-drevo predstavlja razlicˇico KD-drevesa, ki je primerna za iskanje naj-
blizˇjih sosedov v visoko dimenzionalnih podatkih [18]. Princip je podoben
kot pri KD-drevesu, le da namesto enega drevesa zgradimo m dreves. Dre-
vesa se med seboj razlikujejo po dimenzijah, glede na katere se prostori delijo
v posameznih nivojih dreves. Preden zgradimo drevesa, je potrebno ugoto-
viti varianco v posameznih dimenzijah. Izmed vseh dimenzij izberemo n
dimenzij z najvecˇjo varianco. Te so v mnozˇici potencialnih kandidatov za
deljenje, ostalih ne uposˇtevamo. Tako za posamezno drevo na vsakem nivoju
nakljucˇno izberemo dimenzijo iz omenjene mnozˇice. Cˇe imamo m neodvisnih
dreves in je verjetnost, da ne najdemo najblizˇjega soseda v posameznem dre-
vesu p, potem je pri iskanju v m neodvisnih drevesih verjetnost enaka pm. V
nasˇih poskusih smo uporabili implementacijo RKD-drevesa iz FLANN [16]
C++ knjizˇnice, ki je povezana s programskim jezikom python. Ta imple-
mentacija izbere 5 dimenzij z najvecˇjo varianco in na njih gradi drevesa. Na
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vsakem nivoju priblizˇno izracˇuna povprecˇno vrednost v izbrani dimenziji,
tako da uposˇteva le 100 vektorjev, z namenom da pospesˇi gradnjo. Podobno
uporabimo tudi python vezavo na C++ implementacijo KD-drevesa knjizˇnice
Annoy [4]. Ta za razliko od FLANN implementacije ne uposˇteva variance
dimenzij, ampak na vsakem nivoju poskusˇa najti nakljucˇno hiperravnino, ki
razdeli tocˇke na dva dela. Pri tem se zadovolji s hiperravnino, ki razdeli tocˇke
tako, da je v vsakem delu vsaj kaksˇna tocˇka.
2.2.1.1 Iskanje najblizˇjih sosedov
Ker uporabljamo le n dimenzij, se za racˇunanje razdalj med tocˇkama izracˇuna
razdalja le glede na te dimenzije. S tem se hitrost racˇunanja razdalje precej
povecˇa, saj vecˇino dimenzij zanemarimo in glede na to, da so drevesa zgrajena
samo na teh dimenzijah, nicˇesar ne izgubimo. Drevesa preiˇscˇemo vzporedno
(z vecˇ nitmi), hranimo pa eno skupno mnozˇico najblizˇjih sosedov za vsa
drevesa. S tem so preiskave poddreves odvisne od preiskovanja preostalih
dreves in se zmanjˇsa sˇtevilo vozliˇscˇ, ki jih je potrebno preiskati.
2.2.2 Lokalno-obcˇutljive funkcije razprsˇevanja
Med najuspesˇnejˇsimi metodami priblizˇnega iskanja najblizˇjih sosedov so me-
tode z lokalno-obcˇutljivimi funkcijami razprsˇevanja (LSH) [9]. Za druzˇino
lokalno-obcˇutljivih funkcij razprsˇevanja H s parametri (r1, r2, P1, P2) velja:
if ||p− q|| ≤ r1 =⇒ PrH [h(p) = h(q)] ≥ P1
if ||p− q|| ≥ r2 =⇒ PrH [h(p) = h(q)] ≤ P2
(2.7)
kjer sta p in q poljubna objekta, r1 in r2 dve razlicˇni razdalji, P1 in P2 ver-
jetnosti ter h poljubna funkcija znotraj te druzˇine. Za vsak poljuben par
objektov p in q velja, da cˇe je njuna oddaljenost ≤ r1 potem mora biti verje-
tnost, da sta oba objekta razprsˇena v isto vrednost vsaj P1. V primeru, da je
njuna oddaljenost ≥ r2 pa mora biti taka verjetnost najvecˇ P2. Cˇe za vsako
funkcijo znotraj druzˇine H drzˇita oba pogoja, potem tako druzˇino funkcij H
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imenujeno (r1, r2, P1, P2)-obcˇutljiva. Druzˇina takih funkcij je uporabna le, ko
velja P1 > P2 in r1 < r2. Pri implementaciji generiramo l tabel, vsaka izmed
njih pa vsebuje m nakljucˇnih funkcij iz druzˇine funkcij H. Te funkcije na po-
ljuben nacˇin povezˇemo med seboj, tako da na koncu vsaka tabela generira eno
razprsˇeno vrednost za podano tocˇko. Za dovolj majhno verjetnost, da imata
dve sosednji tocˇki isto razprsˇeno vrednost, mora obstajati dovolj teh tabel.
Poznamo razlicˇne druzˇine lokalno-obcˇutljivih funkcij. Med najbolj znanimi je
generiranje nakljucˇnih hiperravnin [20]. Hiperravnino dolocˇa normalni vek-
tor n, to je vektor, ki je pravokoten nanjo. Cˇe ima skalarni produkt vektorjev
x in n drugacˇen predznak kot skalarni produkt vektorjev y in n, potem vek-
torja x in y ne lezˇita na isti strani glede na hiperravnino, ki je definirana z
vektorjem n. Na sliki 2.8 sta prikazana vektorja x in y ter hiperravnina h.
Kot med vektorjema je oznacˇen s θ in dolocˇa kosinusno razdaljo med njima.
Skalarna produkta x · n in y · n imata razlicˇen predznak, ker sta vektorja
x in y na razlicˇni strani hiperravnine. Verjetnost, da nakljucˇna hiperrav-
nina razdeli vektorja na razlicˇni strani, je θ
180
. Tako lahko sestavimo druzˇino
lokalno-obcˇutljivih funkcij za kosinusno razdaljo. Vsaka funkcija f ∈ H te-
melji na svoji hiperravnini in velja f(x) = f(y) natanko tedaj, ko imata x ·n
in y · n isti predznak. Ta druzˇina funkcij je (r1, r2, 180−r1180 , 180−r2180 )-obcˇutljiva.
Slika 2.8: Prikaz dveh vektorjev in kota med njima ter hiperravnine.
2.2.2.1 Vstavljanje
Pri vstavljanju izracˇunamo razprsˇeno vrednost tocˇke ter vstavimo tocˇko v
kosˇ, ki predstavlja dobljeno razprsˇeno vrednost. To naredimo za vsako ta-
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belo in tako vstavimo tocˇko v l kosˇev. Vsak par tabele in razprsˇene vre-
dnosti (t, v) definira svoj kosˇ, ki vsebuje tocˇke, ki so dobile vrednost v pri
razprsˇevanju s tabelo t. Slika 2.9 prikazuje primer vstavljanja dveh tocˇk v
posamezno tabelo, ki definira eno izmed lokalno-obcˇutljivih funkcij druzˇine s
kosinusno razdaljo. Tabela, imenujmo jo t, je definirana s 5 notranjimi funk-
cijami. Vsaka izmed notranjih funkcij ima podatek o normalnem vektorju.
Ta definira hiperravnino hi, ki razdeli prostor na 2 podprostora. Razprsˇeno
vrednost tocˇke p dobimo tako, da ugotovimo vrednost, ki nam jo za to tocˇko
vrne posamezna funkcija. Ta je odvisna od predznaka, ki ga dobimo pri pro-
duktu p · n, kjer n predstavlja izbrani normalni vektor funkcije. Rezultate
funkcij zdruzˇimo po vrsti in dobimo binarno razprsˇeno vrednost. Na koncu
tocˇko p vstavimo v kosˇ, ki se nanasˇa na tabelo t in je namenjen tocˇkam z do-
bljeno razprsˇeno vrednostjo. Uporabili smo implementacijo druzˇine funkcij
s kosinusno razdaljo iz knjizˇnice NearPy, ki je spisana v pythonu in vsebuje
sˇe nekaj drugih implementacij lokalno-obcˇutljivih funkcij.
Slika 2.9: Primer vstavljanja tocˇk v eno izmed tabel.
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2.2.2.2 Iskanje najblizˇjih sosedov
Iskanje najblizˇjih sosedov poteka tako, da se sprehodimo cˇez vse funkcije
razprsˇevanja in izracˇunamo razprsˇene vrednosti danega objekta s funkci-
jami. Nato se sprehodimo cˇez vse objekte, ki imajo enako razprsˇeno vre-
dnost, izracˇunamo razdalje in po potrebi spremenimo seznam trenutno naj-
blizˇjih sosedov. Na koncu vrnemo najblizˇje sosede, ki smo jih na ta nacˇin
dobili. Slabost metode je, da ne zagotavlja, da bomo dejansko dobili vseh k-
najblizˇjih sosedov, saj je sˇtevilo pregledanih tocˇk odvisno od sˇtevila objektov,
ki so imeli razprsˇenost v vsaj eni izmed funkcij enako razprsˇenosti iskanega
objekta.
2.2.2.3 Vecˇrazlicˇno LSH razprsˇevanje
Za razliko od obicˇajnega lokalno-obcˇutljivega razprsˇevanja razlicˇica vecˇrazlicˇno
razprsˇevanje LSH (multi-probe LSH ) algoritma [14] uposˇteva, da cˇe sta si dve
tocˇki sosednji in nimata iste razprsˇene vrednosti, potem je visoka verjetnost,
da sta si razprsˇeni vrednosti precej podobni. Tako se pri izgradnji indeksa
poda tudi razlika, ki pove, na koliko mestih se lahko dve razprsˇeni vrednosti
razlikujeta, da ju obravnavamo kot sosednji. S tem se zmanjˇsa sˇtevilo tabel,
ki jih je potrebno generirati pri izgradnji indeksa, da pridemo do dobrih re-
zultatov pri iskanju najblizˇjih sosedov. Cˇe je podana razlika enaka 0, se za
sosede sˇtejejo le tisti z enako razprsˇeno vrednostjo. V tem primeru se izvede
obicˇajna implementacija lokalno-obcˇutljivih funkcij, ki je opisana predho-
dno. Pri vstavljanju novega vektorja je postopek podoben kot pri obicˇajni
implementaciji. Razlika je le v tem, da moramo vektor shraniti v vecˇ kosˇev
za posamezno dobljeno razprsˇeno vrednost. Sˇtevilo teh kosˇev je odvisno
od podane razlike. Na sliki 2.10 je prikazan primer vstavljanja vektorja x v
vecˇrazlicˇni LSH algoritem z razliko 1. Najprej se izracˇuna razprsˇena vrednost
vektorja, ki je rezultat 5 notranjih funkcij. V danem primeru je razprsˇena
vrednost vektorja x enaka 11001. Nato se vektor vstavi v kosˇ, ki predstavlja
dobljeno razprsˇeno vrednost (oznacˇen s cˇrno pusˇcˇico) in kosˇe, ki so mu, glede
na razprsˇeno vrednost, sosednji (oznacˇeni z zelenimi pusˇcˇicami). V nasˇem
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primeru so sosednji vsi kosˇi, ki se razlikujejo v natanko enem bitu. Cˇe bi bila
razlika 2, bi bili sosednji kosˇi tisti, ki se razlikujejo v enem ali dveh bitih. Is-
kanje najblizˇjih sosedov se od obicˇajne implementacije razlikuje na isti nacˇin
kot vstavljanje. Namesto le kosˇa z identicˇno razprsˇeno vrednostjo v trenutni
tabeli je potrebno pregledati tudi vse sosednje kosˇe dobljene razprsˇene vre-
dnosti. Uporabili smo implementacijo vecˇrazlicˇnega LSH algoritma iz C++
knjizˇnice FLANN [16].
Slika 2.10: Prikaz vstavljanja vektorja pri vecˇrazlicˇnem LSH algoritmu z
razliko 1.
2.2.3 Hierarhicˇno razvrsˇcˇanje z voditelji
Metoda [1] zgradi drevesno strukturo s pomocˇjo algoritma razvrsˇcˇanje z vo-
ditelji. Ta vrne k grucˇ in vsako izmed tocˇk dodeli grucˇi, kjer je razdalja od
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centra grucˇe do te tocˇke najmanjˇsa. Postopek razvrsˇcˇanja z voditelji je opisan
v algoritmu 5. Najprej dolocˇimo zacˇetne centre grucˇ, nato vsako tocˇko do-
delimo grucˇi, ki ima razdaljo med centrom grucˇe in tocˇko najmanjˇso. Zatem
izracˇunamo nove centre grucˇ tako, da vzamemo povprecˇje tocˇk, ki so v grucˇi.
Postopek dodeljevanja tocˇk grucˇam in posodobitve centrov ponavljamo, do-
kler prihaja do sprememb pri dodelitvi tocˇk v grucˇe oziroma pri vrednostih
centrov grucˇ. Ker je razvrsˇcˇanje z voditelji hevristicˇen algoritem nam ne za-
gotavlja optimalne resˇitve, saj lahko obticˇimo v lokalnem minimumu. Kvali-
teta rezultata algoritma je odvisna tudi od zacˇetne izbire centrov. Obicˇajno
za zacˇetne centre nakljucˇno izberemo k tocˇk, vendar obstajajo tudi boljˇsi
nacˇini izbire centrov, ki zagotavljajo boljˇso resˇitev in hitrejˇso skonvergenco.
Vecˇina implementacij razvrsˇcˇanja z voditelji omogocˇa omejitev sˇtevila itera-
cij, ki se izvedejo.
Algoritem 5 K-means
1: procedure k-means(points, k)
2: clusters← ChooseCenters(points, k)
3: while centers have not converged do
4: for each p in points do
5: c← null
6: mindist← ∞
7: for each cluster in clusters do
8: d← distance(p, cluster)
9: if d < mindist then
10: mindist← d
11: c← cluster
12: add point p to cluster c
13: for each i = 1 .. k do
14: clusters[i] = mean of points in cluster i
15: return clusters
Pri hierarhicˇnem razvrsˇcˇanju z voditelji algoritmu najprej dolocˇimo ko-
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ren drevesa, ki vsebuje vse tocˇke. Zatem z metodo razvrsˇcˇanja z voditelji
dobimo k grucˇ. Te grucˇe so sinovi korena drevesa. Nato postopek rekurzivno
ponavljamo na sinovih, dokler je sˇtevilo tocˇk v grucˇi vecˇje od k. Upora-
bili smo implementacijo hierarhicˇnega k-means algoritma iz C++ knjizˇnice
FLANN [16].
2.2.3.1 Iskanje najblizˇjih sosedov
Pri iskanju najblizˇjih sosedov uporabljamo kopico, v kateri hranimo poddre-
vesa, ki jih sˇe nismo preiskali in njihove razdalje od centra poddrevesa do
iskane tocˇke. Na zacˇetku kopica vsebuje koren drevesa. Algoritem sprejme
sˇtevilo m, ki predstavlja maksimalno sˇtevilo tocˇk, ki jih lahko pregledamo
med iskanjem najblizˇjih sosedov. Cˇe je m dovolj velik, iˇscˇemo eksaktne naj-
blizˇje sosede, v nasprotnem primeru iˇscˇemo priblizˇne. Dokler kopica ni pra-
zna in lahko pregledamo sˇe kaksˇno tocˇko, vzamemo prvi element iz kopice
in iˇscˇemo sosede v njegovem poddrevesu. Pri iskanju sosedov posameznega
poddrevesa najprej preverimo, ali je grucˇa prevecˇ oddaljena, da bi lahko do-
bili blizˇje sosede. To najlazˇje storimo tako, da si za vsako grucˇo hranimo
radij, ki predstavlja maksimalno razdaljo od centra grucˇe do tocˇke, ki je vse-
bovana v grucˇi. V primeru, da je poddrevo list izracˇunamo razdalje vseh tocˇk
v listu in jih primerjamo s trenutnimi k-najblizˇjimi sosedi. V nasprotnem se
premaknemo v sina, ki ima center najblizˇje iskani tocˇki. Vse ostale sinove
vstavimo v kopico skupaj z njihovimi razdaljami do iskane tocˇke.
2.2.4 Gozd robov
Struktura gozd robov (Boundary Forest) [15] vsebuje t dreves robov, ki so
medseboj neodvisna. Z njo se da uspesˇno resˇevati klasifikacijske in regre-
sijske probleme ter problem iskanja najblizˇjega soseda. Osredotocˇili smo se
predvsem na postopek iskanja najblizˇjih sosedov, ki je v nadaljevanju po-
drobneje razlozˇen. Strukturo zgradimo tako, da ji podamo y tocˇk in njihovih
razredov cy, kjer mora veljati y ≥ t, saj se za koren i-tega drevesa izbere
i-ta tocˇka. Tako zgradimo t dreves, ki vsebujejo le koren. Zatem v vsako
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drevo vstavimo sˇe preostalih n − 1 tocˇk skupaj z njihovimi vrednostmi ra-
zreda in tako dobimo t dreves velikosti n. Vsako vozliˇscˇe v drevesu vsebuje
podatke (y, cy, children), kjer y predstavlja tocˇko vozliˇscˇa, cy razred tocˇke
y in children seznam sinov vozliˇscˇa. Maksimalno sˇtevilo sinov vozliˇscˇa,
oznacˇeno z m, je parameter strukture. Ucˇenje dreves je razlicˇno v prime-
rih resˇevanja klasifikacijskih, regresijskih in problemov iskanja najblizˇjega
soseda. Pri gradnji strukture za iskanje najblizˇjih sosedov razredne vredno-
sti niso pomembne in jih nadomestijo kar sami primeri. Funkcija razdalje
je parameter drevesa in ni potrebno, da ima lastnosti metrike, saj jih struk-
tura ne uporablja. Vsa drevesa so uravnotezˇena in so zato primerna za hitro
preiskovanje. Strukturo smo implementirali v programskem jeziku python.
Za hitrejˇse iskanje ter gradnjo smo vsakemu drevesu dolocˇili j dimenzij, ki
jih uposˇteva pri racˇunanju razdalj. Ker python ne omogocˇa delovanja z vecˇ
nitmi in je vzporedno izvajanje metod mogocˇe dosecˇi le s kreiranjem novih
procesov, socˇasno izvajamo le vstavljanje in iskanje vecˇ razlicˇnih primerov.
2.2.4.1 Vstavljanje
Vstavljanje primera v gozd robov poteka tako, da se primer (y, cy) vstavi
v vsako drevo. Zaradi neodvisnosti dreves lahko ta proces pospesˇimo z
istocˇasnim vstavljanjem primera v razlicˇna drevesa. V algoritmu 6 je prika-
zan algoritem ucˇenja drevesa robov, namenjenega iskanju najblizˇjih sosedov,
na novem primeru oziroma tocˇki. Pri ucˇenju drevesa za namen iskanja naj-
blizˇjih sosedov vedno vstavimo primer v vsa drevesa. Vozliˇscˇe, ki mu kot sina
dodamo novo vozliˇscˇe z novo tocˇko, dobimo tako, da zacˇnemo preiskovati pri
korenu drevesa in se postopoma spusˇcˇamo po drevesu navzdol. Spustimo se
v sina x, katerega razdalja d(x, y) je najmanjˇsa izmed vseh sinov. Cˇe ima
trenutno vozliˇscˇe v manj kot m sinov, potem primerjamo tudi njegovo raz-
daljo d(v, y). V primeru, da je prav njegova razdalja najmanjˇsa, se postopek
spusˇcˇanja po drevesu koncˇa in se v vozliˇscˇe v doda nov primer.
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Algoritem 6 Ucˇenje drevesa robov
1: procedure train(y, cy)
2: vmin ← query(y)
3: . always add child to the closest node for knn purpose
4: vmin.add child(y, cy)
5: procedure query(y)
6: v ← root
7: while true do
8: candidates← set of the children of node v
9: if size(v) < m then
10: add v to candidates
11: vmin ← min d(x, y) ∀x ∈ candidates
12: if vmin = v then
13: break
14: v ← vmin
15: return v
2.2.4.2 Iskanje najblizˇjih sosedov
Pri iskanju najblizˇjih sosedov v gozdu robov k-najblizˇjih sosedov iˇscˇemo v
vseh drevesih robov in nato dobljene rezultate zdruzˇimo ter na ta nacˇin do-
bimo najblizˇje sosede. Pri tem moramo biti pozorni, da med zdruzˇevanjem
rezultatov vsak primer le enkrat uposˇtevamo. Preiskovanje po posameznem
drevesu nam, zaradi nacˇina iskanja, ne zagotavlja, da bomo dobili vseh k
sosedov. Iskanje v drevesu robov poteka na podoben nacˇin, kot iskanje naj-
blizˇje tocˇke med vstavljanjem novega primera in je prikazano na algoritmu 7.
Med iskanjem si hranimo najblizˇje sosede v kopici nns. Kopica q hrani po-
datke o vozliˇscˇih, katerih razdaljo do iskane tocˇke smo izracˇunali, vendar jih
sˇe nismo obiskali. Ob koncu iteracije si izberemo naslednje vozliˇscˇe, to je
vozliˇscˇe iz kopice q, ki je najmanj oddaljeno od iskane tocˇke. Cˇe je kopica q
prazna ali cˇe je razdalja vozliˇscˇa iz kopice do iskane tocˇke vecˇja, kot razdalja
do k-tega najblizˇjega soseda, se iskanje zakljucˇi. Zatem je potrebno najblizˇje
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sosede iz vseh dreves zdruzˇiti.
Algoritem 7 Iskanje k-najblizˇjih sosedov v drevesu robov
1: procedure knn search(y, k)
2: . nns is a heap queue containing k nearest neighbours as pairs
(distance, neighbour), q is a heap queue containing candidate nodes
as pairs (distance, node)
3: nns← [(−∞, ) for i = 1...k − 1]
4: v ← root
5: nns.push((-distance(v.point, y), v.point))
6: q ← []
7: while true do
8: for each child in v.children do
9: curd ← dist(child.point, y)
10: q.push((curd, child))
11: if curd < kth NN then
12: nns.pop()
13: nns.push((−curd, child.point))
14: if q is empty or q.first.dist > kth NN then
15: break
16: v ← q.first.node
17: q.pop()
18: return nns
Poglavje 3
Evalvacija
V tem poglavju predstavimo podatke, na katerih smo testirali iskanje naj-
blizˇjih sosedov. Ti so razdeljeni v 2 skupini, na nizkodimenzionalne in viso-
kodimenzionalne podatke. Prve smo uporabili za testiranje eksaktnih metod
in druge za testiranje priblizˇnih. Najprej predstavimo mero za gostoto po-
datkovne mnozˇice. Na koncu poglavja razlozˇimo oznake metod in njihov
pomen.
3.1 Merjenje razprsˇenosti
Razprsˇenost podatkovne mnozˇice smo merili z algoritmom LiNearN [21]. Al-
goritem nam za podano tocˇko in podatkovno mnozˇico poda oceno gostote
tocˇk v okolici podane tocˇke. Za razdaljo se lahko izbere poljubna Lp-norma,
v kateri je razdalja definirana, kot je prikazano v enacˇbi 3.1, kjer x in y
predstavljata tocˇki, d pa njuno dimenzijo. Izbor norme definira obliko lika s
tocˇkami, ki so enako oddaljene. Slika 3.1 prikazuje oblike treh najbolj znanih
Lp-norm. V algoritmu 9 je prikazan LiNearN algoritem, ki uporablja L∞-
normo. Izberemo si sˇtevilo iteracij t, sˇtevilo hiperkock a in sˇtevilo tocˇk b,
ki jih bomo uposˇtevali pri ocenjevanju gostote. Z vecˇanjem vrednosti para-
metrov se ocena gostote izboljˇsa, vendar se izvajanje algoritma upocˇasni. V
vsaki iteraciji izberemo podmnozˇico D ⊂ data, kjer data predstavlja mnozˇico
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Slika 3.1: Prikaz oblik likov, ki jih tvorijo enako oddaljene tocˇke v dvodimen-
zionalnem prostoru za L1, L2 in L∞.
tocˇk velikosti a, na podlagi katere zgradimo hiperkocke za to iteracijo. Vsaka
tocˇka x ∈ D definira svojo hiperkocko s centrom v tej tocˇki, maso enako 0 in
radijem, ki je enak 1
2
·‖x−nn‖∞, kjer nn predstavlja njeno najblizˇjo sosednjo
tocˇko v mnozˇici tocˇk D \ x. Masa hiperkocke je definirana kot sˇtevilo tocˇk,
ki so vsebovane hiperkocki.
‖x− y‖p = p
√√√√ d∑
i=1
|xi − yi|p
‖x− y‖∞ = max(|x1 − y1|, |x2 − y2|..., |xd − yd|)
(3.1)
Za hiperkocke v posameznih iteracijah ocenimo gostoto tako, da znova
izberemo D ⊂ data in za ∀x ∈ D dobimo hiperkocko, ki vsebuje x in ji maso
povecˇamo za 1. Cˇe nobena hiperkocka ne vsebuje tocˇke x, potem ta tocˇka ne
spremeni mase nobeni hiperkocki. Izracˇun gostote tocˇk okrog tocˇke x z upo-
rabo LiNearN algoritma je prikazan v algoritmu 8. Ta za iskanje najblizˇjega
soseda uporabi izcˇrpno iskanje zaradi majhnega sˇtevila tocˇk mnozˇice, v ka-
teri iˇscˇe. Algoritem vrne povprecˇno gostoto t hiperkock, ki vsebujejo x, kjer
gostoto hiperkocke predstavlja razmerje med maso in radijem hiperkocke.
Gostoto celotne podatkovne mnozˇice data ocenimo tako, da povprecˇimo go-
stoto posameznih tocˇk v tej mnozˇici, kot prikazuje enacˇba 3.2, kjer je hs
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rezultat funkcije LiNearN na podatkovni mnozˇici data.
density(data) =
∑
x∈data density(x, hs)
length of data
(3.2)
Mnozˇice smo najprej normalizirali tako, da smo poiskali minimalno in ma-
ksimalno vrednost v vsaki dimenziji min in max in nato spremenili vrednost
x v x = x−min
max−min . S tem smo vse dimenzije postavili na interval [0,1], saj je
pomembno, da imajo mnozˇice podatkov podoben razpon v vseh dimenzijah,
cˇe zˇelimo primerjati njihovo gostoto.
Algoritem 8 Ocenjevanje gostote okrog tocˇke x z LiNearN algoritmom
1: procedure density(x, hs)
2: . x - data point, hs - output of LiNearN algorithm
3: p← 0
4: for each hypercubes in hs do
5: h← get hypercube from hypercubes that covers point x
6: if h is not null then
7: p← p+ h.mass
h.radius
8: return p
length of hs
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Algoritem 9 LiNearN algoritem za L∞
1: procedure linearn(data, t, a, b)
2: . data - data points, t - number of subsamples, a - number of
hypercubes, b - size of subsample used to estimate density
3: hs← empty list
4: for each i in 1..t do
5: D ← choose a points from data without replacement
6: hypercubes← build hypercubes(D)
7: insert hypercubes in hs[i− 1]
8: assign sample mass(hs, data, b)
9: return hs
10: procedure build hypercubes(D)
11: hypercubes← empty list
12: for each x in D do
13: create new Hypercube h with center at x
14: . find nearest neighbour of x using brute-force algorithm
15: nn← nearest neighbour of x in D \ x using L∞
16: h.radius← 1
2
· ‖x− nn‖∞
17: h.mass← 0
18: insert hypercubes in hs[i]
19: insert h in hypercubes
20: return hypercubes
21: procedure assign sample mass(hs, data, b)
22: hypercubes← empty list
23: for each hypercubes in hs do
24: D ← choose b points from data without replacement
25: for each i in 1..b do
26: h← get hypercube from hypercubes that covers point Di
27: if h is not null then
28: increase mass of h by 1
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3.2 Opis podatkovnih mnozˇic
Za testiranje algoritmov smo uporabili testne mnozˇice z razlicˇnim sˇtevilom
dimenzij. Nekatere smo pridobili iz zbirke podatkovnih mnozˇic za strojno
ucˇenje UCI [12], vecˇino ostalih smo generirali sami, da smo tako dobili
razlicˇne lastnosti (npr. razprsˇenost). Sˇtevilo podatkovnih mnozˇic, ki smo
jih uporabili za testiranje, je 15. Med njimi je 10 takih, ki imajo sˇtevilo
dimenzij manjˇse od 10 ter 5 z vecˇjim sˇtevilom dimenzij. Med tistimi z niz-
kimi dimenzijami prevladujejo 2 in 3 dimenzionalni podatki, ki so primerni
za primerjavo eksaktnih metod. Ker dolocˇene strukture ne dovolijo vnosa
dveh identicˇnih tocˇk, smo take odstranili iz mnozˇic.
3.2.1 Nizkodimenzionalne podatkovne mnozˇice
Ker smo zˇeleli ugotoviti, kako razprsˇenost podatkov vpliva na delovanje po-
sameznih eksaktnih algoritmov smo generirali 3 vrste razprsˇenosti in sicer
v krogu, v elipsi in v grucˇah. Nizkodimenzionalne mnozˇice podatkov, na
katerih smo izvajali teste, so:
• nemsˇke posˇtne sˇtevilke (NPSˇ): podatki predstavljajo lokacije posˇtnih
sˇtevilk v Nemcˇiji,
• krog2d: podatki so enakomerno razprsˇeni v obliki kroga,
• krog3d: podatki so razprsˇeni z enakomerno porazdelitvijo v obliki kro-
gle,
• krog5d: podatki so enakomerno razprsˇeni v 5-dimenzionalni hiperkro-
gli,
• krog10d: podatki so enakomerno razprsˇeni v 10-dimenzionalni hiper-
krogli,
• grucˇe2d: podatki so generirani z normalno porazdelitvijo okrog 10 na-
kljucˇnih centrov, kjer je standardni odklon 1 pri podatkih na intervalu
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[-15, 15]
• grucˇe3d: podatki so generirani okrog 10 nakljucˇnih centrov, kjer je
standardni odklon 1 pri podatkih na intervalu [-15, 15],
• elipsa2d: podatki so v obliki elipse,
• elipsa3d: podatki so v obliki elipse v 3 dimenzionalnem prostoru in
• uniform1d: podatki so uniformno porazdeljeni na intervalu [-1.000.000,
1.000.000].
3.2.2 Visokodimenzionalne podatkovne mnozˇice
Pri visokodimenzionalnih podatkih smo 2 mnozˇici dobili iz zbirke mnozˇic UCI
(amazon in gisette), 3 so bile zˇe v preteklosti uporabljene za primerjanje
priblizˇnih najblizˇjih sosedov (aerial, disk trace in wiki) [13], eno pa smo
generirali sami (dim1000). Te mnozˇice so:
• aerial: podatki predstavljajo teksture zracˇnih posnetkov,
• wiki: podatki predstavljajo wiki dokumente, kjer je vsak predstavljen
s 500 dimenzijami,
• dim1000: podatki so razprsˇeni z normalno porazdelitvijo na intervalu
celih sˇtevil [0, 255],
• disk trace: podatki predstavljajo zapise na disk racˇunalnika; zapisi so
velikosti 1kB,
• gisette: podatek predstavlja opis slike, na kateri je rocˇno napisana
sˇtevilka 4 ali 9 in
• amazon: podatek predstavlja informacije o komentarju nekega uporab-
nika.
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3.3 Gostota podatkovnih mnozˇic
Razprsˇenost podatkovnih mnozˇic smo merili z LiNearN algoritmom. Za pa-
rametre smo izbrali t = 50, a = 4, b = 64 in L∞-normo. Iz tabele 3.1 je
razvidno, da imajo podatkovne mnozˇice vecˇjih dimenzij manjˇso povprecˇno
gostoto okrog tocˇk, kar je pricˇakovano zaradi vecˇjega prostora. Pri podatkov-
nih mnozˇicah gisette in amazon je gostota zelo nizka zaradi velikega prostora
in majhnega sˇtevila tocˇk.
Mnozˇica N D Povprecˇna G Standardni odklon G
aerial 275.465 60 731.49 837.81
amazon 1.480 10.000 0.01 0.14
krog10d 100.000 10 3.35 6.63
krog2d 100.000 2 1660.29 963.26
krog3d 100.000 3 513.53 314.10
krog5d 100.000 5 66.51 74.73
grucˇe2d 100.000 2 1483.42 690.01
grucˇe3d 100.000 3 801.31 297.65
dim1000 10.000 1.000 0.00 0.02
disk trace 30.840 1.024 104.14 150.88
elipsa2d 100.000 2 1653.64 1015.36
elipsa3d 100.000 3 732.43 515.91
NPSˇ 7.955 2 1000.48 478.36
gisette 6.000 5.000 0.00 0.03
uniform1d 100.000 1 3001.28 789.53
wiki 100.000 500 88.02 169.70
Tabela 3.1: Prikaz lastnosti podatkovnih mnozˇic in njihove gostote,
izracˇunane z LiNearN pri t = 50, a = 4, b = 64 in L∞. G predstavlja go-
stoto, N sˇtevilo tocˇk in D njihovo dimenzionalnost.
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3.4 Testni scenarij
Opisan testni scenarij smo uporabili pri testiranju hitrosti iskanja najblizˇjih
sosedov v razdelku 4.3. Sˇtevila najblizˇjih sosedov, ki smo jih iskali so bila na
intervalih [1, 10] in [12, 50], pri cˇemer smo zaradi hitrejˇsega testiranja na inter-
valu [12, 50] vzeli samo soda sˇtevila. Vsi testi so uporabljali evklidsko razda-
ljo. Cˇas izgradnje strukture smo omejili na 20 minut. Pri eksaktnih metodah
smo najblizˇje sosede testirali na 100 nakljucˇnih tocˇkah iz mnozˇic podatkov,
pri priblizˇnih metodah pa smo zaradi pocˇasnejˇsega testiranja najblizˇje sosede
testirali na 50 nakljucˇnih tocˇkah. Zaradi precejˇsnje razlike v hitrosti izvajanja
implementacij v programskem jeziku C++ v primerjavi z implementacijami
v programskem jeziku python smo implementacije primerjali locˇeno glede na
programski jezik. Ta primerjava nam omogocˇa, da na rezultate ne vpliva
implementacija, ampak kakovost in primernost podatkovne strukture. Testi
so potekali na 4-jedrnem procesorju Intel Xeon X3460 2.80GHz. Zaradi odvi-
snosti struktur od parametrov smo testirali strukture z razlicˇnimi parametri.
Zaradi napake pri vezavi knjizˇnice FLANN za programski jezik python nam
ni uspelo testirati te LSH implementacije. Zgrajene strukture smo shranili
v datoteke, da nam jih v prihodnje ni bilo potrebno ponovno graditi. Zˇal
dolocˇene strukture nimajo implementirane mozˇnosti shranjevanja ali imajo
druge tezˇave. FLANN implementacije imajo napako pri shranjevanju, saj
nam nalaganje shranjene strukture ne vrne iste strukture, gozd robov pa
ima tezˇave pri shranjevanju zaradi omejitve sˇtevila rekurzivnih klicev, ki je
del programskega jezika python. Zaradi omenjenih tezˇav je bilo testiranje
pocˇasnejˇse in smo zato vzporedna testiranja vseh iskanih tocˇk izvedli samo
enkrat.
Med eksaktnimi metodami smo uporabili strukture KD-drevo, R-drevo,
R*-drevo in PM-drevo. Implementaciji KD-drevesa smo uporabili iz knjizˇnic
scikit-learn in FLANN, ostale strukture smo sami implementirali v program-
skem jeziku python. Pri R in R*-drevesih smo vedno uporabili kvadratno
razdelitev, oznake struktur so oblike R-tree x, kjer x predstavlja maksimalno
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sˇtevilo sinov vozliˇscˇ. Pri PM-drevesih imajo imena struktur obliko PM-tree -
x nhr npd, kjer x predstavlja maksimalno sˇtevilo sinov vozliˇscˇ, nhr predsta-
vlja sˇtevilo pivotov, ki se uposˇtevajo v notranjih vozliˇscˇih in npd sˇtevilo
pivotov, ki se uposˇtevajo v listih. Pri vseh PM-drevesih smo generirali 10
nakljucˇnih skupin pivotov, med katerimi smo izbrali tisto, ki je imela vsoto
razdalj med pivoti najvecˇjo. Vse implementacije iz knjizˇnice FLANN imajo
na koncu imen sˇe sˇtevilo uporabljenih jeder za iskanje najblizˇjih sosedov.
Med priblizˇnimi metodami smo uporabili RKD-drevo, hierarhicˇni k-means,
FlannAuto, LSH in Gozd robov. Implementacije RKD-drevo, k-means in
FlannAuto smo uporabili iz knjizˇnice FLANN. Vse tri metode smo testirali
s privzetimi parametri, razen s parametrom zˇeljene tocˇnosti . Metode smo
poimenovali RKD x, K-means x in Flann x, kjer je x zˇeljena tocˇnost. Flann-
Auto poskusˇa s precˇnim preverjanjem ugotoviti najprimernejˇsi algoritem in
parametre za podano mnozˇico podatkov. Pri tem izbira med strukturami
RKD-drevo, k-means in kombinacijo obeh. Implementacijo RKD-drevesa
smo uporabili tudi iz C++ knjizˇnice Annoy. Strukture smo poimenovali v
obliki Annoy x, pri cˇemer x predstavlja sˇtevilo nakljucˇnih KD-dreves. Im-
plementacijo lokalno-obcˇutljivih funkcij razprsˇevanja smo uporabili iz python
knjizˇnice NearPy. Testirali smo z razlicˇnim sˇtevilom nakljucˇnih binarnih pro-
jekcij in smo zato algoritmom dali imena oblike LSH x, kjer x predstavlja
sˇtevilo binarnih projekcij. Ker smo gozd robov implementirali sami, smo upo-
rabili nasˇo implementacijo. Pri tem smo sˇtevilo sinov vozliˇscˇ omejili na 10 in
strukturam dali imena oblike BF x y, kjer x predstavlja sˇtevilo generiranih
dreves, y pa sˇtevilo nakljucˇnih dimenzij, ki jih posamezno drevo uposˇteva.
Testiranje parametrov je potekalo na isti nacˇin, vendar smo strukturo R-
drevo poimenovali drugacˇe, ker smo primerjali tudi nacˇin razdelitve. R-tree -
q X predstavlja R-drevo s kvadratno razdelitvijo pri maksimalni velikosti
vozliˇscˇa X, R-tree l X pa isto drevo z linearno razdelitvijo.
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Poglavje 4
Rezultati testov
Pri testiranju hitrosti iskanja najblizˇjih sosedov predstavimo rezultate na
podatkovnih mnozˇicah, ki so tipicˇne za iskanje z neko podatkovno strukturo.
Poleg tipicˇnih prikazˇemo tudi grafe, ki odstopajo in razlozˇimo razloge za
odstopanja. Analiziramo tudi porabo pomnilnika posameznih eksaktnih in
priblizˇnih metod in rezultate glede na gostoto podatkovnih mnozˇic ocenjenih
z LiNearN algoritmom. Najprej analiziramo posamezne parametre v 4.1,
nato porabo pomnilnika v 4.2 in na koncu sˇe hitrost iskanja najblizˇjih sosedov
v 4.3.
4.1 Analiza parametrov podatkovnih struk-
tur
Navajamo najpomembnejˇse ugotovitve o vplivu parametrov na hitrost iska-
nja. Za vsako druzˇino metod prikazˇemo graf, ki prikazuje tipicˇno obnasˇanje
struktur pri danih parametrih. Nekatere strukture nimajo pomembnih para-
metrov, oziroma so ti predvidljivi, kot npr. sˇtevilo dreves pri metodi Annoy,
ki z narasˇcˇanjem vecˇa tocˇnost in upocˇasni iskanje. Vecˇina grafov prikazuje
obnasˇanje za razlicˇno sˇtevilo iskanih sosedov (k), ki je podano na abscisni
osi.
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4.1.1 KD-drevo in ball-drevo
Obe implementaciji KD-drevesa in implementacijo ball-drevesa testiramo
z istim parametrom in sicer maksimalnim sˇtevilom objektov v listih. Z
vecˇanjem tega parametra se zmanjˇsuje viˇsina drevesa in vecˇa velikost listov.
Na sliki 4.1 opazimo, da sprememba tega parametra pri nobeni od implemen-
tacij ne vpliva bistveno na hitrost iskanja najblizˇjih sosedov na podatkovni
mnozˇici elipsa2d.
Slika 4.1: Rezultati cˇasovnih meritev KD in ball dreves na podatkovni
mnozˇici elipsa2d pri spreminjanju sˇtevila iskanih elementov k. Krivulje se
razlikujejo glede sˇtevila elementov v listih.
Opazili smo, da je pri vecˇjih dimenzijah podatkov ball-drevo z manjˇsim pa-
rametrom precej hitrejˇse pri iskanju, kar je razvidno iz slike 4.2. Podobne
rezultate smo dobili tudi na drugih mnozˇicah in jih navajamo v dodatku na
slikah od A.1 do A.8.
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Slika 4.2: Rezultati cˇasovnih meritev KD in ball dreves na podatkovni
mnozˇici krog5d v odvisnosti od sˇtevila iskanih sosedov. Krivulje se razli-
kujejo glede sˇtevila elementov v listih.
4.1.2 R in R*-drevo
Pri R-drevesu smo primerjali, kako mocˇno tip delitve vozliˇscˇ vpliva na ka-
kovost strukture. Pri tem smo testirali linearno in kvadratno razdelitev.
Testirali smo maksimalno sˇtevilo sinov, ki jih lahko imajo vozliˇscˇa v dre-
vesu. Ta parameter smo testirali tudi pri R*-drevesih. Pri R-drevesih nam
povecˇanje velikosti vozliˇscˇ poslabsˇa rezultate, medtem ko nam isti parame-
ter pri R*-drevesih rezultate malenkost izboljˇsa, kar je razvidno iz slike 4.3,
ki prikazuje testiranje na podatkovni mnozˇici grucˇe2d. To je najverjetneje
posledica tega, da pride pri R-drevesu z vecˇjo velikostjo vozliˇscˇ do vecˇ pravo-
kotnikov, ki niso kvadratne oblike, kar povzrocˇi pregledovanje vecˇih vozliˇscˇ.
R*-drevo ta problem resˇuje z boljˇsim vnosom, ki povzrocˇi le majhno prekri-
vanje listov drevesa in z razdelitvijo, ki se trudi za cˇim manjˇse prekrivanje in
izbero dimenzije razdelitve, ki uposˇteva obseg pravokotnikov.
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Slika 4.3: Rezultati cˇasovnih meritev R in R* dreves na podatkovni mnozˇici
grucˇe2d v odvisnosti od sˇtevila iskanih sosedov, razdelitve in velikosti vozliˇscˇ.
Slika 4.4: Rezultati cˇasovnih meritev R in R* dreves na podatkovni mnozˇici
krog5d v odvisnosti od sˇtevila iskanih sosedov, razdelitve in velikosti vozliˇscˇ.
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Opazimo, da R-drevo z linearno razdelitvijo daje slabsˇe rezultate od R-
drevesa s kvadratno razdelitvijo. Z vecˇanjem dimenzij podatkov postanejo
strukture manj ucˇinkovite in ponekod se vrstni red kvalitete struktur spre-
meni. Tak primer je prikazan na sliki 4.4. Ostali grafi so prikazani v dodatku
na slikah od A.9 do A.16.
4.1.3 PM-drevo
Pri PM-drevesih smo analizirali parametre maksimalno sˇtevilo sinov vozliˇscˇ,
sˇtevilo pivotov, ki se uposˇtevajo v vozliˇscˇih in sˇtevilo pivotov, ki se uposˇtevajo
v listih. Iz slike 4.5 vidimo, da so pomembni vsi parametri. Najpomembnejˇsi
je maksimalno sˇtevilo sinov v vozliˇscˇih, saj nam povecˇanje tega parametra
mocˇno zmanjˇsa cˇas iskanja. Za razliko od R-dreves, kjer lahko dobimo po-
dolgovate pravokotnike, pri PM-drevesu tega problema ni, saj je prostor defi-
niran s krogom. V splosˇnem ima PM-drevo vecˇje tezˇave pri majhni velikosti
vozliˇscˇ, ker pri vsebovanosti dveh oddaljenih tocˇk v istem vozliˇscˇu njegov
krog pokrije precej vecˇ prostora, kot bi ga pravokotnik v R-drevesu. Tudi
sˇtevilo uposˇtevanih pivotov v vozliˇscˇih precej vpliva na hitrost iskanja. Cˇe jih
je malo, se hitrost iskanja povecˇa, cˇe pa jih je vecˇ, se iskanje upocˇasni zaradi
povecˇanja sˇtevila preverjanj vsebovanosti tocˇke v obrocˇih. Ostali rezultati so
prikazani v dodatku na slikah od A.17 do A.25.
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Slika 4.5: Rezultati cˇasovnih meritev PM dreves na podatkovni mnozˇici
grucˇe2d v odvisnosti od sˇtevila iskanih sosedov, pivotov in velikosti vozliˇscˇ.
4.1.4 Gozd robov
Pri gozdu robov smo opazovali, kako na hitrost vpliva sˇtevilo dreves v gozdu
in sˇtevilo nakljucˇnih dimenzij, ki se uposˇtevajo za racˇunanje razdalje v dre-
vesih. Pricˇakovano se z vecˇanjem sˇtevila uposˇtevanih dimenzij vecˇa cˇas iska-
nja. Isto velja tudi za sˇtevilo dreves, kar je razvidno is slike 4.6. Ker nasˇa
implementacija ne uporablja vecˇ jeder, se cˇas potreben za iskanje linearno
povecˇuje z viˇsanjem obeh parametrov. Rezultatov testiranj na mnozˇici aerial
ni vkljucˇenih, ker se strukture niso zgradile v zahtevanem cˇasu. Ostali grafi
so vkljucˇeni v dodatku na slikah od A.26 do A.29. Iz slike A.28 vidimo, da je
iskanje pri uposˇtevanju desetih dimenzij hitrejˇse, kot pri uposˇtevanju petih.
Iskanje najblizˇjih tocˇk se je pri prvem zakljucˇilo na viˇsjem nivoju in zato ni
bilo potrebnih toliko racˇunanj, razlog za to je nakljucˇje.
4.1. ANALIZA PARAMETROV PODATKOVNIH STRUKTUR 51
Slika 4.6: Rezultati cˇasovnih meritev gozda robov na podatkovni mnozˇici disk
trace v odvisnosti od sˇtevila iskanih sosedov, dreves in uposˇtevanih dimenzij.
4.1.5 LSH
Pri lokalno-obcˇutljivih funkcijah razprsˇevanja smo analizirali sˇtevilo nakljucˇnih
binarnih projekcij. Cˇe je ta parameter premajhen, kosˇi vsebujejo veliko
sˇtevilo tocˇk in jih zato pregledamo vecˇ, kar upocˇasni iskanje. Cˇe je sˇtevilo
projekcij veliko se lahko zgodi, da je kosˇ prazen in ne najdemo nobenega so-
seda. Sˇtevilo nakljucˇnih binarnih projekcij je zato pomemben parameter in
je odvisen od podatkovne mnozˇice, gostote in sˇtevila tocˇk. Obicˇajno zˇelimo
pri iskanju k sosedov imeti kosˇe velikosti k, saj je tako iskanje hitro in dobimo
vseh k sosedov. Na sliki 4.7 vidimo, da 5 binarnih projekcij ni dovolj, ker so
kosˇi preveliki. Hitrost iskanja sosedov v LSH strukturi ni odvisna od sˇtevila
sosedov, ki jih iˇscˇemo (vsaj za zmerno sˇtevilo sosedov), saj vedno preiˇscˇemo
celoten kosˇ, v katerega se uvrsti iskana tocˇka. Ostali rezultati so prikazani
na slikah od A.30 do A.34.
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Slika 4.7: Rezultati cˇasovnih meritev LSH na podatkovni mnozˇici wiki v
odvisnosti od sˇtevila iskanih sosedov in binarnih projekcij.
4.2 Ocene porabe pomnilnika
S pomocˇjo python knjizˇnice memory profiler smo ocenili pomnilniˇsko zah-
tevnost struktur. Pri strukturah smo uporabili razlicˇne parametre, cˇe smo
menili, da vplivajo na rabo pomnilnika. Pri eksaktnih metodah smo izpustili
nekatere podatkovne mnozˇice, saj bi bila raba pomnilnika podobna testira-
nim. Iz tabele 4.1 je razvidno, da gozd robov pri 10 nakljucˇnih dimenzijah
porabi najvecˇ pomnilnika. Razlog je, da si vsako drevo shrani celotno tabelo
z dimenzijami, ki so bile izbrane za to drevo. To je posledica nasˇe implemen-
tacije, ker nismo zˇeleli krcˇiti tocˇk med iskanjem sosedov, saj bi to upocˇasnilo
iskanje. Pricˇakovano najmanj pomnilnika porabita LSH metodi, saj si hra-
nita le podatke o posameznih kosˇih. V tabeli 4.1 KM predstavlja k-means
strukturo. Ker se BF5 in BF10 na podatkovni mnozˇici aerial nista zgradili
v cˇasu 20 minut, njune porabe nismo izmerili. Tabela 4.2 prikazuje rabo
pomnilnika eksaktnih struktur. Metode M, PM5 in PM32 imajo maksimalno
4.2. OCENE PORABE POMNILNIKA 53
Mnozˇica Annoy1 Annoy RKD KM LSH5 LSH10 BF5 BF10
aerial 128.1 259.2 272.8 31.9 55.5 55.4 / /
amazon 78.8 313.2 1.4 29.3 0.5 0.9 61.9 65.7
dim1000 63.3 126.7 10.1 11.3 2.0 2.3 43.1 71.3
disk trace 128.6 257.4 30.8 61.9 6.2 6.9 125.7 227.4
gisette 157.0 313.4 6.0 30.9 1.3 1.7 43.1 71.3
dim1000 63.3 126.7 10.1 11.3 2.0 2.3 134.3 154.1
wiki 253.5 505.5 99.5 75.2 20.0 22.0 514.4 811.0
Tabela 4.1: Prikaz rabe pomnilnika v MB nekaterih struktur za iskanje pri-
blizˇnih sosedov.
Mnozˇica Ball KDS KDF R5 R*5 M PM4 4 PM32 4
krog2d 1.3 1.2 4.1 156.2 156.1 123.9 161.4 365.9
krog3d 1.3 1.2 4.9 159.7 158.5 127.0 165.0 376.5
krog10d 1.8 1.7 10.5 209.9 211.8 131.1 171.1 397.5
NPSˇ 0.2 0.3 0.5 12.6 12.6 10.3 13.2 30.6
uniform1d 1.2 1.1 3.4 152.1 152.8 119.5 155.2 348.2
Tabela 4.2: Prikaz rabe pomnilnika v MB nekaterih struktur za iskanje ek-
saktnih sosedov.
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sˇtevilo sinov v vozliˇscˇu omejeno na 5, PM5 in PM32 predstavljata strukturi
PM-tree 5 5 4 in PM-tree 5 32 4. R-drevesa smo testirali z linearno razdeli-
tvijo in omejitvijo na maksimalno 5 sinov v vozliˇscˇu, ista omejitev je veljala
pri R*-drevesu. KDS predstavlja KD-drevo iz scikit-learn knjizˇnice, KDF
pa iz knjizˇnice FLANN. R in PM drevesa zasedajo veliko vecˇ pomnilnika,
kot ostala. Razlog je v tem, da smo te strukture implementirali tako, da
hranijo celotne tocˇke in ne le njihovih indeksov. S tem dovolimo uporabniku
spreminjati podatkovno mnozˇico brez vpliva na zˇe zgrajeno strukturo, saj ne
hranimo referenc na tocˇke. PM-drevesa s pivoti zasedejo vecˇ prostora, ker
vsako vozliˇscˇe vsebuje dodatne informacije o oddaljenosti centra vozliˇscˇa do
vseh pivotov.
4.3 Hitrost iskanja najblizˇjih sosedov
V tem razdelku primerjamo hitrost iskanja najblizˇjih sosedov eksaktnih in
priblizˇnih metod. Pri priblizˇnih metodah merimo sˇe tocˇnost iskanja, delezˇ
vrnjenih objektov in izrabo vecˇjedrnih procesorjev. Zaradi razlike v hitrosti
izvajanja primerjamo C++ in python implementacije posebej.
4.3.1 Eksaktne metode
Pri eksaktnih metodah nas je zanimal cˇas iskanja najblizˇjih sosedov. Ker
smo sami implementirali R, R* in PM-drevo smo lahko primerjali tudi sˇtevilo
izracˇunanih razdalj in sˇtevilo objektov, ki jih moramo pregledati v listih.
4.3.1.1 Python implementacije
Iz slike 4.8 vidimo, kako pomembni so parametri struktur, posebno pri M-
drevesu. Zanimivo je, da cˇe M-drevesu, kjer ima vozliˇscˇe maksimalno 5 si-
nov, dodamo le 4 pivote, se cˇas iskanja zmanjˇsa za vecˇ kot 50 odstotkov.
Iz grafa je razvidno, da se z vecˇanjem velikosti vozliˇscˇ PM-drevo izboljˇsa,
kar velja le do neke meje, ki pa je nismo iskali zaradi pocˇasnosti testiranja.
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Najpocˇasnejˇsa metoda je PM-drevo brez pivotov in z omejitvijo sˇtevila sinov
v vozliˇscˇih na 5, najhitrejˇsa pa R*-drevo z omejitvijo sˇtevila sinov v vozliˇscˇih
na 25. To je razvidno tudi iz testiranj na preostalih mnozˇicah, ki so prika-
zane v dodatku na slikah od B.1 do B.25. Razvrstitev metod v preostalih
testiranjih je bila podobna. PM-tree25 32 4 manjkrat izracˇuna razdaljo med
dvema tocˇkama, kot PM-tree25 4 4 (slika 4.9). Kljub temu je PM-tree25 -
32 4 pocˇasnejˇsi v iskanju. Razlog za to je, da je cˇasovno dodatno preverjanje
vsebovanosti v hiperobrocˇih bolj potratno, kot dodatno racˇunanje razdalj.
Zato je pomembno, da izberemo optimalno sˇtevilo pivotov. Cˇeprav je sˇtevilo
izracˇunanih razdalj pri PM-tree5 32 4 podobno kot pri PM-tree25 32 4 je raz-
lika v cˇasu iskanja precejˇsnja. Iskanje je pocˇasnejˇse, ker pri PM-tree25 32 4
damo v kopico skupno precej manj vozliˇscˇ. Pri PM-tree5 32 4 nam ta doda-
tna vozliˇscˇa ne povzrocˇijo veliko dodatnih racˇunanj razdalj, ker se pri vecˇini
ugotovi nevsebovanost v zahtevanih prostorih (hiperobrocˇih in hiperkrogli).
Zaradi vecˇjega prekrivanja prostorov vozliˇscˇ PM-dreves v primerjavi z R in
R*-drevesi so, kljub vecˇjemu sˇtevilu izracˇunanih razdalj, R in R*-drevesa hi-
trejˇsa. Na sliki 4.10 vidimo, da PM-drevesa v povprecˇju pregledajo najmanj
tocˇk v listih dreves. To bi bilo pomembno, cˇe bi bilo branje objektov v li-
stih pocˇasnejˇse (npr. branje iz podatkovne baze) in bi objekte, ki so centri
vozliˇscˇ ali pivoti, hranili v strukturi. Python implementacije se prav tako
ne izkazˇejo za dobre v 10 dimenzionalnem prostoru, kar prikazuje slika 4.11,
saj npr. R*-tree25 potrebuje v povprecˇju za 50 najblizˇjih sosedov skoraj 100
krat vecˇ cˇasa, kot v 3-dimenzionalnem prostoru z isto porazdelitvijo. Pov-
precˇno sˇtevilo izracˇunanih razdalj v mnozˇici krog10 je pricˇakovano najmanjˇse
pri PM-drevesih s pivoti, a je vseeno okrog 30 odstotkov sˇtevila vseh tocˇk v
mnozˇici (slika 4.12). Vecˇina metod presezˇe 50 odstotkov vseh tocˇk in zato
niso znatno hitrejˇse od izcˇrpnega iskanja.
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Slika 4.8: Rezultati cˇasovnih meritev python implementacij na podatkovni
mnozˇici krog3d v odvisnosti od sˇtevila iskanih elementov k.
Slika 4.9: Povprecˇno sˇtevilo racˇunanj razdalj na podatkovni mnozˇici krog3d
v odvisnosti od sˇtevila iskanih elementov k.
4.3. HITROST ISKANJA NAJBLIZˇJIH SOSEDOV 57
Slika 4.10: Povprecˇno sˇtevilo pregledanih tocˇk v listih na podatkovni mnozˇici
krog3d v odvisnosti od sˇtevila iskanih elementov k.
Slika 4.11: Rezultati cˇasovnih meritev python implementacij na podatkovni
mnozˇici krog10d v odvisnosti od sˇtevila iskanih elementov k.
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Slika 4.12: Povprecˇno sˇtevilo racˇunanj razdalj na podatkovni mnozˇici krog10d
v odvisnosti od sˇtevila iskanih elementov k.
4.3.1.2 C++ implementacije
Slika 4.13 prikazuje, da je implementacija KD-drevesa iz knjizˇnice FLANN
hitrejˇsa kot implementacija v scikit-learn, ne glede na izbiro parametrov in
da je implementacija ball-drevesa pocˇasnejˇsa od kd-dreves. Te meritve se
pokazˇejo na vseh mnozˇicah, kar je prikazano v dodatku na slikah od B.26
do B.33. Pri scikit implementaciji KD-drevesa se z vecˇanjem sˇtevila sosedov
k hitreje slabsˇa ucˇinkovitost in pri iskanju v 10 dimenzionalnem prostoru
postane pocˇasnejˇse od izrcˇpnega iskanja, ki je oznacˇeno z Brute4 in imple-
mentirano v knjizˇnici FLANN (slika 4.14). Tudi implementacija KD-drevesa
v FLANN knjizˇnici se precej upocˇasni in za razliko od iskanja v nizˇjih di-
menzijah postane cˇas, ki je potreben za iskanje, odvisen od sˇtevila iskanih
sosedov.
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Slika 4.13: Rezultati cˇasovnih meritev C++ implementacij na podatkovni
mnozˇici krog3d v odvisnosti od sˇtevila iskanih elementov k.
Slika 4.14: Rezultati cˇasovnih meritev C++ implementacij na podatkovni
mnozˇici krog10d v odvisnosti od sˇtevila iskanih elementov k.
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4.3.2 Priblizˇne metode
Pri testiranju priblizˇnih metod smo merili sˇtiri kolicˇine in sicer hitrost iskanja
sosedov, tocˇnosti vrnjenih rezultatov, sˇtevilo vrnjenih rezultatov ter kvaliteto
izkoriˇscˇanja vecˇjedrnih procesorjev, ko podamo vecˇ iskanih tocˇk naenkrat.
Tocˇnost je definirana z enacˇbo(4.1), kjerNNr(X) predstavlja mnozˇico razdalj
najblizˇjih sosedov dobljenih z modelom X.
tocˇnost(model) =
NNr(model) ∩NNr(izcˇrpno)
sˇtevilo iskanih sosedov
(4.1)
Iz slike 4.15, ki prikazuje cˇasovne meritve C++ implementacij, je razvidno,
da so metode implementirane v knjizˇnici FLANN hitrejˇse od Annoy-evih.
Poleg tega vidimo, da cˇas iskanja pri FLANN implementacijah ni odvisen od
sˇtevila iskanih sosedov, razen ko iˇscˇemo samo enega soseda. Ker so iskane
tocˇke del mnozˇice, to tocˇko hitro najdemo in se preiskovanje ustavi, ker je
razdalja do k-tega soseda enaka 0. Glede na to, da za vsa viˇsja sˇtevila
iskanih sosedov metoda potrebuje priblizˇno enako cˇasa, lahko sklepamo, da
pregleda priblizˇno enako sˇtevilo tocˇk, ki je enako FLANN-ovemu parametru
checks, ki predstavlja maksimalno sˇtevilo preiskanih tocˇk. Vidimo, da se
pri metodi RKD4 99 iskanje precej upocˇasni, ko zahtevamo tocˇnost 0.99. Za
vecˇjo tocˇnost je potrebno pregledati vecˇje sˇtevilo tocˇk. Rezultati testiranj na
preostalih mnozˇicah so prikazani v dodatku na slikah od B.34 do B.53.
Na sliki 4.16, ki prikazuje cˇasovne meritve python implementacij, vidimo,
da na hitrost iskanja pri metodah LSH sˇtevilo iskanih sosedov ne vpliva.
Razlog je, da metoda preiˇscˇe vedno vse tiste tocˇke, ki imajo razprsˇeno vre-
dnost enako razprsˇeni vrednosti iskane tocˇke. Iz slike razberemo, da se z
narasˇcˇanjem sˇtevila dreves in uposˇtevanih dimenzij vecˇa cˇas iskanja.
Rezultati meritev tocˇnosti vrnjenih rezultatov so prikazani na sliki 4.17.
Vidimo, da na mnozˇici disk trace nobena izmed metod ni dosegla tocˇnosti
vecˇje kot 50 odstotkov pri k = 50. Glede tocˇnosti se na tej podatkovni
mnozˇici za najboljˇse izkazˇejo implementacije RKD-drevesa. Tudi na ostalih
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Slika 4.15: Rezultati cˇasovnih meritev C++ implementacij na podatkovni
mnozˇici disk trace v odvisnosti od sˇtevila iskanih elementov k.
Slika 4.16: Rezultati cˇasovnih meritev implementacij v programskem jeziku
python na podatkovni mnozˇici disk trace v odvisnosti od sˇtevila iskanih ele-
mentov k.
62 POGLAVJE 4. REZULTATI TESTOV
Slika 4.17: Rezultati tocˇnosti metod na podatkovni mnozˇici disk trace v
odvisnosti od sˇtevila iskanih elementov k.
mnozˇicah dobimo visoko tocˇnost, vendar pri nekaterih visoka zˇeljena tocˇnost
povzrocˇi, da iskanje ni hitrejˇse od izcˇrpnega iskanja (slika 4.20). V splosˇnem
so metode iz knjizˇnice FLANN hitrejˇse od metod iz knjizˇnice Annoy.
Delezˇ manjkajocˇih podatkov pri iskanju k najblizˇjih sosedov predstavlja
slika 4.18. Opazimo, da ima le LSH tezˇave pri vracˇanju vseh sosedov, to
pa zato, ker je prevecˇ odvisen od sˇtevila tocˇk z isto razprsˇeno vrednostjo.
Da bi LSH vracˇal vse zahtevane sosede, je potrebno imeti vecˇje sˇtevilo po-
datkov, zmanjˇsati sˇtevilo projekcij ali pa spremeniti implementacijo v npr.
vecˇrazlicˇno LSH. Pricˇakovano dobimo vecˇ sosedov pri 10 projekcijah, saj je
razlicˇnih razprsˇenih vrednosti manj, zato kosˇi v povprecˇju vsebujejo vecˇje
sˇtevilo tocˇk. Ostale metode vrnejo vse zahtevane sosede in imajo zato delezˇ
manjkajocˇih podatkov enak 0.
Primerjali smo tudi faktor povecˇanja hitrosti pri vzporednem iskanju naj-
blizˇjih sosedov vecˇih tocˇk. Rezultati testiranja so prikazani na sliki 4.19. Ker
smo vzporedno iskanje testirali le enkrat, pride do vecˇjega odstopanja pri
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Slika 4.18: Graf delezˇa manjkajocˇih vrnjenih sosedov metod na mnozˇici disk
trace v odvisnosti od sˇtevila iskanih elementov k. Vecˇina metod vedno vrne
zahtevano sˇtevilo sosedov in imajo zato delezˇ enak 0.
meritvi cˇasov. Iz grafa je razvidno, da implementacije iz knjizˇnice FLANN
uporabijo vse 4 procesorje za istocˇasno iskanje najblizˇjih sosedov vecˇih tocˇk.
Implementacija gozda robov zna uporabiti enega manj, ker se iskanje sosedov
ne izvaja v glavnem programu in zato en procesor cˇaka na rezultate preo-
stalih. Nekonsistentne krivulje so najbrzˇ posledica testiranja na manjˇsem
sˇtevilu tocˇk in sklepamo, da bi se pri vecˇjem sˇtevilu krivulje bolj izravnale.
Na sliki 4.20 za podatkovno mnozˇico gisette opazimo, da imajo krivulje po-
dobno obliko kot pri prejˇsnji podatkovni mnozˇici s to razliko, da je pozˇresˇno
iskanje hitrejˇse od Annoy metod in FLANN-ovega RKD-drevesa z zahte-
vano tocˇnostjo 99 odstotkov. To, da mora RKD-drevo preiskati prakticˇno
vse sosede, cˇe zˇeli dosecˇi tocˇnost okrog 99 odstotkov, je pri tako visoko di-
menzionalnih podatkih pricˇakovano. Annoy deluje dobro do priblizˇno 1000
dimenzij, kar so omenili zˇe avtorji implementacije v svoji dokumentaciji [4].
Slika 4.21, ki vsebuje python implementacije, potrdi, da je LSH hitrejˇsi
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Slika 4.19: Graf pohitritve metod pri uporabi vecˇ jeder na mnozˇici disk trace
v odvisnosti od sˇtevila iskanih elementov k.
Slika 4.20: Rezultati cˇasovnih meritev C++ implementacij pri iskanju naj-
blizˇjih sosedov na podatkovni mnozˇici gisette.
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Slika 4.21: Rezultati cˇasovnih meritev implementacij v programskem jeziku
python pri iskanju najblizˇjih sosedov na podatkovni mnozˇici gisette.
od gozda robov, vendar je v tem primeru hitrejˇsi tudi zato, ker mnozˇica
gisette zaradi premajhnega sˇtevila podatkov ni primerna za LSH metode.
To povzrocˇi, da so kosˇi slabo zasedeni in metoda velikokrat vrne premajhno
sˇtevilo sosedov, kar je razvidno iz slike 4.22.
Tocˇnost (slika 4.23) je pri RKD4 99 metodi pricˇakovano 1, saj za iskanje
sosedov potrebuje vecˇ cˇasa, kot izcˇrpno iskanje. Glede na tocˇnost ostalih me-
tod sklepamo, da na tej mnozˇici nobena izmed metod ne zmore vrniti dobrih
rezultatov v sprejemljivem cˇasu in so odvisne od sˇtevila pregledanih tocˇk.
To je pricˇakovano, saj metode tezˇko vracˇajo dobre rezultate pri majhnem
sˇtevilu visokodimenzionalnih podatkov.
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Slika 4.22: Graf delezˇa manjkajocˇih vrnjenih sosedov metod na mnozˇici gi-
sette v odvisnosti od sˇtevila iskanih elementov k. Vecˇina metod vedno vrne
zahtevano sˇtevilo sosedov in imajo zato delezˇ enak 0.
Slika 4.23: Rezultati tocˇnosti metod na podatkovni mnozˇici gisette v odvi-
snosti od sˇtevila iskanih elementov k.
Poglavje 5
Izbira metode
Kot povzetek ugotovitev predstavljamo dve odlocˇitveni drevesi za avtomat-
sko izbiro najprimernejˇse podatkovne strukture, eno za C++ in eno za python
implementacije. Za dve drevesi smo se odlocˇili, ker se strukture spisane v
programskem jeziku python po hitrosti ne morejo primerjati s tistimi im-
plementiranimi v C++. Pri C++ implementacijah je ocˇitno, da se tiste iz
knjizˇnice scikit-learn po hitrosti ne morejo primerjati s tistimi iz knjizˇnice
FLANN. Taksˇna delitev je smiselna, saj bi najboljˇse metode iz python im-
plementacij bilo v prihodnje smiselno implementirati tudi v C++ izvedbi.
Na podlagi analize rezultatov smo za C++ metode zgradili drevo izbire pri-
mernega algoritma, ki je prikazano na sliki 5.1. Kratica G pomeni gostoto
tocˇk, K predstavlja sˇtevilo sosedov, D sˇtevilo dimenzij, str(Gs) standardno
deviacijo gostot tocˇk mnozˇice, FA7 in FA99 FlannAuto algoritem pri tocˇnosti
0.7 in 0.99, KM99 k-means pri tocˇnosti 0.99, KDF10 KD-drevo iz knjizˇnice
FLANN z maksimalnim sˇtevilom tocˇk v listih 10 in RKD-drevo predsta-
vlja implementacijo RKD-drevesa iz knjizˇnice FLANN. Pri izbiri eksaktnega
C++ algoritma uporabimo izcˇrpno iskanje iz knjizˇnice FLANN (oznacˇeno z
imenom Brute) pri podatkih v 15 ali vecˇ dimenzijah, ker postanejo takrat
ostale implementacije v C++ pocˇasnejˇse. Za najprimernejˇsi algoritem smo
v ostalih primerih izbrali KDF10, razen v dvodimenzionalnem prostoru, kjer
smo opazili, da pri mnozˇici grucˇe2 bolje deluje KD-drevo z maksimalno ve-
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likostjo listov 10, pri mnozˇici krog2d pa z velikostjo 30. Ugotovili smo, da
je pri omenjenih mnozˇicah razmerje med povprecˇno gostoto tocˇk in njenim
standardnim odklonom drugacˇno in smo to uporabili kot delitveni pogoj. V
vecˇini primerov pogoj pravilno razdeli metode, za boljˇso delitev bi morali go-
stoto racˇunati natancˇneje, vendar bi bilo to, zaradi implementacije v jeziku
python, prepocˇasno. Pri izbiri priblizˇnega algoritma smo zˇeleli, da je tocˇnost
vsaj okrog 0.4. Iz testiranj smo razbrali, da v primerih, ko je gostota manjˇsa
od 1, najbolje deluje FA7. RKD-drevo smo izbrali v primerih, ko iz testiranj
nismo ugotovili zakonitosti.
Avtomatska izbira primernega python algoritma je prikazana na sliki 5.2.
Pri eksaktnih iskanjih skoraj vedno izberemo R*-drevo z omejitvijo velikosti
vozliˇscˇa 25, ker je bilo najhitrejˇse na vseh testiranjih. Ne izberemo ga le
takrat, ko objekti niso postavljeni v koordinatnem sistemu in ker R*-drevo
na takih razdaljah ne deluje, izberemo PM-drevo, ki je bilo na testiranjih
najboljˇse. Pri izbiri priblizˇnih algoritmov v primeru manjˇsega sˇtevila tocˇk in
gostote vsaj 50 izberemo BF 10 5, ki predstavlja gozd robov z 10 drevesi in 5
uposˇtevanimi dimenzijami, v ostalih primerih pa LSH10, ki je implementacija
LSH algoritma iz knjizˇnice NearPy z 10 nakljucˇnimi binarnimi projekcijami.
Slika 5.1: Drevo izbire primerne implementacije C++ algoritmov.
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Slika 5.2: Drevo izbire primerne implementacije python algoritmov.
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Poglavje 6
Sklepne ugotovitve
V nalogi smo opisali najbolj uporabljane algoritme za iskanje najblizˇjih so-
sedov. Te smo locˇili na tiste, ki delujejo dobro v nizkodimenzionalnih pro-
storih in tiste, ki se uporabljajo za iskanje priblizˇnih najblizˇjih sosedov. Ne-
kaj implementacij smo vzeli iz obstojecˇih knjizˇnic, ostale smo implemen-
tirali sami. Algoritme smo testirali in belezˇili porabo pomnilnika, hitrost
iskanja razlicˇnega sˇtevila sosedov in uspesˇnost izkoriˇscˇanja vecˇjedrnih pro-
cesorjev. Pri priblizˇnih algoritmih smo testirali tudi njihovo tocˇnost. Re-
zultate testiranj implementacij v jeziku C++ smo prikazali locˇeno od tistih
v jeziku python zaradi prevelike razlike v hitrosti izvajanja. Algoritme smo
zdruzˇili v python knjizˇnico in naredili programski vmesnik, ki omogocˇa nji-
hovo uporabo na preprost in enoten nacˇin, ne glede na algoritem. Knjizˇnica
omogocˇa programerju uporabo tako eksaktnih, kot tudi priblizˇnih algorit-
mov. Knjizˇnice obicˇajno ponujajo le eno izmed obeh vrst iskanja in se je
zato obicˇajno potrebno naucˇiti uporabljati vsaj dve knjizˇnici, morda pa celo
vecˇ. Nasˇa knjizˇnica omogocˇa tudi izris R in R*-dreves, kar lahko pomaga
programerjem pri razumevanju delovanja strukture. V algoritmu 10, ki se
nahaja v dodatku C, je prikazan primer uporabe nasˇe knjizˇnice na primeru
R-drevesa. Na enak nacˇin lahko uporabimo poljubno strukturo, saj so imena
metod enaka, v dodatek C pa smo vkljucˇili tudi tabelo z navedenimi para-
metri metod posameznih struktur. Zaradi pocˇasnosti programskega jezika
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python se nasˇe implementacije ne morejo primerjati s tistimi spisanimi v je-
ziku C++, vendar menimo, da bi se implementaciji R* in PM-drevesa v C
oziroma C++ lahko po hitrosti primerjali z implementacijami KD-drevesa
v knjizˇnici FLANN, saj je znano, da se v nekaterih primerih R*-drevesa
izkazˇejo za hitrejˇso strukturo pri iskanju najblizˇjih sosedov. Poleg tega se
KD-drevesa obicˇajno zgradijo na zˇe znanih podatkih, saj lahko zaporedno
vstavljanje pripelje do neuravnotezˇenosti strukture, kar povzrocˇi pocˇasnejˇse
iskanje. Ta problem lahko odpravi tako, da KD-drevo po potrebi ponovno
zgradimo. Pri R*-drevesih to ni potrebno, saj struktura z razdelitvijo in po-
novnim vstavljanjem sama poskrbi, da ostane drevo uravnotezˇeno in hitro.
PM-drevo je primerno za iskanje najblizˇjih sosedov tudi pri metrikah, kjer
tocˇk ne moremo razvrstiti v koordinatnem sistemu, kar je pogoj za delovanje
pri KD in R-drevesih.
Nasˇa analiza ima tudi nekaj pomanjkljivosti. Testiranje bi bilo bolj infor-
mativno in natancˇno, cˇe bi iskali sosede sˇe vecˇ tocˇk in povecˇali sˇtevilo iskanih
sosedov. Pri nizkodimenzionalnih podatkovnih mnozˇicah bi bilo dobro testi-
rati tudi mnozˇice, ki vsebujejo vecˇje sˇtevilo tocˇk (npr. 1.000.000), pri visoko-
dimenzionalnih pa bi za bolj natancˇno ugotovitev parametra najprimernejˇsih
metod morali testirati na vecˇ razlicˇnih mnozˇicah z razlicˇnimi dimenzijami.
Tudi merjenje gostote bi lahko izboljˇsali, kar bi dalo bolj natancˇno gostoto,
vendar bi zaradi pocˇasnosti morali izracˇun spisati v C ali C++. Algoritem
iskanja k-najblizˇjih sosedov pri gozdu robov smo sami preuredili iz algoritma
za iskanje enega najblizˇjega soseda in morda obstaja boljˇsa resˇitev.
V prihodnosti bi bilo dobro implementirati gradnjo drevesa na vseh zˇe
znanih podatkih tudi za strukturo PM-drevo, saj je znano, da M-drevesa na
ta nacˇin zgradijo boljˇso strukturo, ker na ta nacˇin minimiziramo prekrivanje
vozliˇscˇ. Tudi vecˇrazlicˇne lokalno-obcˇutljive funkcije bi bilo vredno implemen-
tirati ter ga primerjati z ostalimi priblizˇnimi algoritmi.
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Dodatek A
Prikaz preostalih rezultatov testiranja parametrov druzˇin algoritmov KD-
drevo in ball-drevo, R in R*-drevo, PM-drevo, gozd robov in LSH na preo-
stalih mnozˇicah.
Slika A.2: Rezultati cˇasovnih meritev KD in ball dreves na mnozˇici krog2d
pri razlicˇnem sˇtevila iskanih elementov k in velikosti listov.
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78 DODATEK A.
Slika A.1: Rezultati cˇasovnih meritev KD in ball dreves na mnozˇici krog3d
pri razlicˇnem sˇtevila iskanih elementov k in velikosti listov.
Slika A.3: Rezultati cˇasovnih meritev KD in ball dreves na mnozˇici krog10d
pri razlicˇnem sˇtevila iskanih elementov k in velikosti listov.
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Slika A.4: Rezultati cˇasovnih meritev KD in ball dreves na mnozˇici grucˇe2d
pri razlicˇnem sˇtevila iskanih elementov k in velikosti listov.
Slika A.5: Rezultati cˇasovnih meritev KD in ball dreves na mnozˇici grucˇe3d
pri razlicˇnem sˇtevila iskanih elementov k in velikosti listov.
80 DODATEK A.
Slika A.6: Rezultati cˇasovnih meritev KD in ball dreves na mnozˇici elipsa3d
pri razlicˇnem sˇtevila iskanih elementov k in velikosti listov.
Slika A.7: RRezultati cˇasovnih meritev KD in ball dreves na mnozˇici NPSˇ
pri razlicˇnem sˇtevila iskanih elementov k in velikosti listov.
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Slika A.8: Rezultati cˇasovnih meritev KD in ball dreves na mnozˇici uniform1d
pri razlicˇnem sˇtevila iskanih elementov k in velikosti listov.
Slika A.9: Rezultati cˇasovnih meritev R in R* dreves na mnozˇici krog2d v
odvisnosti od sˇtevila iskanih sosedov, razdelitve in velikosti vozliˇscˇ.
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Slika A.10: Rezultati cˇasovnih meritev R in R* dreves na mnozˇici krog3d v
odvisnosti od sˇtevila iskanih sosedov, razdelitve in velikosti vozliˇscˇ.
Slika A.11: Rezultati cˇasovnih meritev R in R* dreves na mnozˇici krog10d v
odvisnosti od sˇtevila iskanih sosedov, razdelitve in velikosti vozliˇscˇ.
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Slika A.12: Rezultati cˇasovnih meritev R in R* dreves na mnozˇici grucˇe3d v
odvisnosti od sˇtevila iskanih sosedov, razdelitve in velikosti vozliˇscˇ.
Slika A.13: Rezultati cˇasovnih meritev R in R* dreves na mnozˇici elipsa2d v
odvisnosti od sˇtevila iskanih sosedov, razdelitve in velikosti vozliˇscˇ.
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Slika A.14: Rezultati cˇasovnih meritev R in R* dreves na mnozˇici elipsa3d v
odvisnosti od sˇtevila iskanih sosedov, razdelitve in velikosti vozliˇscˇ.
Slika A.15: Rezultati cˇasovnih meritev R in R* dreves na mnozˇici NPSˇ v
odvisnosti od sˇtevila iskanih sosedov, razdelitve in velikosti vozliˇscˇ.
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Slika A.16: Rezultati cˇasovnih meritev R in R* dreves na mnozˇici uniform1d
v odvisnosti od sˇtevila iskanih sosedov, razdelitve in velikosti vozliˇscˇ.
Slika A.17: Rezultati cˇasovnih meritev PM dreves na mnozˇici krog2d v od-
visnosti od sˇtevila iskanih sosedov, pivotov in velikosti vozliˇscˇ.
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Slika A.18: Rezultati cˇasovnih meritev PM dreves na mnozˇici krog3d v od-
visnosti od sˇtevila iskanih sosedov, pivotov in velikosti vozliˇscˇ.
Slika A.19: Rezultati cˇasovnih meritev PM dreves na mnozˇici krog5d v od-
visnosti od sˇtevila iskanih sosedov, pivotov in velikosti vozliˇscˇ.
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Slika A.20: Rezultati cˇasovnih meritev PM dreves na mnozˇici krog10d v
odvisnosti od sˇtevila iskanih sosedov, pivotov in velikosti vozliˇscˇ.
Slika A.21: Rezultati cˇasovnih meritev PM dreves na mnozˇici grucˇe3d v
odvisnosti od sˇtevila iskanih sosedov, pivotov in velikosti vozliˇscˇ.
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Slika A.22: Rezultati cˇasovnih meritev PM dreves na mnozˇici elipsa2d v
odvisnosti od sˇtevila iskanih sosedov, pivotov in velikosti vozliˇscˇ.
Slika A.23: Rezultati cˇasovnih meritev PM dreves na mnozˇici elipsa3d v
odvisnosti od sˇtevila iskanih sosedov, pivotov in velikosti vozliˇscˇ.
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Slika A.24: Rezultati cˇasovnih meritev PM dreves na mnozˇici NPSˇ v odvi-
snosti od sˇtevila iskanih sosedov, pivotov in velikosti vozliˇscˇ.
Slika A.25: Rezultati cˇasovnih meritev PM dreves na mnozˇici uniform1d v
odvisnosti od sˇtevila iskanih sosedov, pivotov in velikosti vozliˇscˇ.
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Slika A.26: Rezultati cˇasovnih meritev gozda robov na mnozˇici amazon v
odvisnosti od sˇtevila iskanih sosedov, dreves in uposˇtevanih dimenzij.
Slika A.27: Rezultati cˇasovnih meritev gozda robov na mnozˇici dim1000 v
odvisnosti od sˇtevila iskanih sosedov, dreves in uposˇtevanih dimenzij.
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Slika A.28: Rezultati cˇasovnih meritev gozda robov na mnozˇici gisette v
odvisnosti od sˇtevila iskanih sosedov, dreves in uposˇtevanih dimenzij.
Slika A.29: Rezultati cˇasovnih meritev gozda robov na mnozˇici wiki v odvi-
snosti od sˇtevila iskanih sosedov, dreves in uposˇtevanih dimenzij.
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Slika A.30: Rezultati cˇasovnih meritev LSH na mnozˇici aerial v odvisnosti
od sˇtevila iskanih sosedov in binarnih projekcij.
Slika A.31: Rezultati cˇasovnih meritev LSH na mnozˇici amazon v odvisnosti
od sˇtevila iskanih sosedov in binarnih projekcij.
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Slika A.32: Rezultati cˇasovnih meritev LSH na mnozˇici dim1000 v odvisnosti
od sˇtevila iskanih sosedov in binarnih projekcij.
Slika A.33: Rezultati cˇasovnih meritev LSH na mnozˇici disk trace v odvisno-
sti od sˇtevila iskanih sosedov in binarnih projekcij.
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Slika A.34: Rezultati cˇasovnih meritev LSH na mnozˇici gisette v odvisnosti
od sˇtevila iskanih sosedov in binarnih projekcij.
Dodatek B
Dodatek vsebuje preostale rezultate testiranj eksaktnih in priblizˇnih metod.
Rezultati izkoriˇscˇanja vecˇjedrnih procesorjev vsebujejo konice na slikah. Ra-
zlog zanje je lahko premajhno sˇtevilo vzporedno iskanih tocˇk ali premajhno
sˇtevilo ponovitev testiranj pri tako hitrih izvedbah.
Slika B.1: Povprecˇno sˇtevilo pregledanih tocˇk v listih na mnozˇici krog10d v
odvisnosti od sˇtevila iskanih elementov k.
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Slika B.2: Rezultati cˇasovnih meritev python implementacij na mnozˇici
krog2d v odvisnosti od sˇtevila iskanih elementov k.
Slika B.3: Povprecˇno sˇtevilo racˇunanj razdalj na mnozˇici krog2d v odvisnosti
od sˇtevila iskanih elementov k.
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Slika B.4: Povprecˇno sˇtevilo pregledanih tocˇk v listih na mnozˇici krog2d v
odvisnosti od sˇtevila iskanih elementov k.
Slika B.5: Rezultati cˇasovnih meritev python implementacij na mnozˇici
krog5d v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.6: Povprecˇno sˇtevilo racˇunanj razdalj na mnozˇici krog5d v odvisnosti
od sˇtevila iskanih elementov k.
Slika B.7: Povprecˇno sˇtevilo pregledanih tocˇk v listih na mnozˇici krog5d v
odvisnosti od sˇtevila iskanih elementov k.
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Slika B.8: Rezultati cˇasovnih meritev python implementacij na mnozˇici
grucˇe2d v odvisnosti od sˇtevila iskanih elementov k.
Slika B.9: Povprecˇno sˇtevilo racˇunanj razdalj na mnozˇici grucˇe2d v odvisnosti
od sˇtevila iskanih elementov k.
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Slika B.10: Povprecˇno sˇtevilo pregledanih tocˇk v listih na mnozˇici grucˇe2d v
odvisnosti od sˇtevila iskanih elementov k.
Slika B.11: Rezultati cˇasovnih meritev python implementacij na mnozˇici
grucˇe3d v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.12: Povprecˇno sˇtevilo racˇunanj razdalj na mnozˇici grucˇe3d v odvi-
snosti od sˇtevila iskanih elementov k.
Slika B.13: Povprecˇno sˇtevilo pregledanih tocˇk v listih na mnozˇici grucˇe3d v
odvisnosti od sˇtevila iskanih elementov k.
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Slika B.14: Rezultati cˇasovnih meritev python implementacij na mnozˇici
elipsa2d v odvisnosti od sˇtevila iskanih elementov k.
Slika B.15: Povprecˇno sˇtevilo racˇunanj razdalj na mnozˇici elipsa2d v odvi-
snosti od sˇtevila iskanih elementov k.
103
Slika B.16: Povprecˇno sˇtevilo pregledanih tocˇk v listih na mnozˇici elipsa2d v
odvisnosti od sˇtevila iskanih elementov k.
Slika B.17: Rezultati cˇasovnih meritev python implementacij na mnozˇici
elipsa3d v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.18: Povprecˇno sˇtevilo racˇunanj razdalj na mnozˇici elipsa3d v odvi-
snosti od sˇtevila iskanih elementov k.
Slika B.19: Povprecˇno sˇtevilo pregledanih tocˇk v listih na mnozˇici elipsa3d v
odvisnosti od sˇtevila iskanih elementov k.
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Slika B.20: Rezultati cˇasovnih meritev python implementacij na mnozˇici NPSˇ
v odvisnosti od sˇtevila iskanih elementov k.
Slika B.21: Povprecˇno sˇtevilo racˇunanj razdalj na mnozˇici NPSˇ v odvisnosti
od sˇtevila iskanih elementov k.
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Slika B.22: Povprecˇno sˇtevilo pregledanih tocˇk v listih na mnozˇici NPSˇ v
odvisnosti od sˇtevila iskanih elementov k.
Slika B.23: Rezultati cˇasovnih meritev python implementacij na mnozˇici
uniform1d v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.24: Povprecˇno sˇtevilo racˇunanj razdalj na mnozˇici uniform1d v od-
visnosti od sˇtevila iskanih elementov k.
Slika B.25: Povprecˇno sˇtevilo pregledanih tocˇk v listih na mnozˇici uniform1d
v odvisnosti od sˇtevila iskanih elementov k.
108 DODATEK B.
Slika B.26: Rezultati cˇasovnih meritev C++ implementacij na mnozˇici
krog2d v odvisnosti od sˇtevila iskanih elementov k.
Slika B.27: Rezultati cˇasovnih meritev C++ implementacij na mnozˇici
krog5d v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.28: Rezultati cˇasovnih meritev C++ implementacij na mnozˇici
grucˇe2d v odvisnosti od sˇtevila iskanih elementov k.
Slika B.29: Rezultati cˇasovnih meritev C++ implementacij na mnozˇici
grucˇe3d v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.30: Rezultati cˇasovnih meritev C++ implementacij na mnozˇici
elipsa2d v odvisnosti od sˇtevila iskanih elementov k.
Slika B.31: Rezultati cˇasovnih meritev C++ implementacij na mnozˇici
elipsa3d v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.32: Rezultati cˇasovnih meritev C++ implementacij na mnozˇici NPSˇ
v odvisnosti od sˇtevila iskanih elementov k.
Slika B.33: Rezultati cˇasovnih meritev C++ implementacij na mnozˇici uni-
form1d v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.34: Rezultati cˇasovnih meritev C++ implementacij na mnozˇici aerial
v odvisnosti od sˇtevila iskanih elementov k.
Slika B.35: Rezultati cˇasovnih meritev implementacij v programskem jeziku
python na mnozˇici aerial v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.36: Graf delezˇa manjkajocˇih vrnjenih sosedov metod na mnozˇici aerial
v odvisnosti od sˇtevila iskanih elementov k.
Slika B.37: Rezultati tocˇnosti metod na mnozˇici aerial v odvisnosti od sˇtevila
iskanih elementov k.
114 DODATEK B.
Slika B.38: Graf pohitritve metod pri uporabi vecˇ jeder na mnozˇici aerial v
odvisnosti od sˇtevila iskanih elementov k.
Slika B.39: Rezultati cˇasovnih meritev C++ implementacij na mnozˇici ama-
zon v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.40: Rezultati cˇasovnih meritev implementacij v programskem jeziku
python na mnozˇici amazon v odvisnosti od sˇtevila iskanih elementov k.
Slika B.41: Graf delezˇa manjkajocˇih vrnjenih sosedov metod na mnozˇici ama-
zon v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.42: Rezultati tocˇnosti metod na mnozˇici amazon v odvisnosti od
sˇtevila iskanih elementov k.
Slika B.43: Graf pohitritve metod pri uporabi vecˇ jeder na mnozˇici amazon
v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.44: Rezultati cˇasovnih meritev C++ implementacij na mnozˇici
dim1000 v odvisnosti od sˇtevila iskanih elementov k.
Slika B.45: Rezultati cˇasovnih meritev implementacij v programskem jeziku
python na mnozˇici dim1000 v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.46: Graf delezˇa manjkajocˇih vrnjenih sosedov metod na mnozˇici
dim1000 v odvisnosti od sˇtevila iskanih elementov k.
Slika B.47: Rezultati tocˇnosti metod na mnozˇici dim1000 v odvisnosti od
sˇtevila iskanih elementov k.
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Slika B.48: Graf pohitritve metod pri uporabi vecˇ jeder na mnozˇici dim1000
v odvisnosti od sˇtevila iskanih elementov k.
Slika B.49: Rezultati cˇasovnih meritev C++ implementacij na mnozˇici wiki
v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.50: Rezultati cˇasovnih meritev implementacij v programskem jeziku
python na mnozˇici wiki v odvisnosti od sˇtevila iskanih elementov k.
Slika B.51: Graf delezˇa manjkajocˇih vrnjenih sosedov metod na mnozˇici wiki
v odvisnosti od sˇtevila iskanih elementov k.
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Slika B.52: Rezultati tocˇnosti metod na mnozˇici wiki v odvisnosti od sˇtevila
iskanih elementov k.
Slika B.53: Graf pohitritve metod pri uporabi vecˇ jeder na mnozˇici wiki v
odvisnosti od sˇtevila iskanih elementov k.
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Dodatek C
Dodatek vsebuje primer uporabe nasˇe knjizˇnice za iskanje najblizˇjih sose-
dov na mnozˇici NPSˇ z R-drevesom in tabelo z navedenimi parametri metod
posameznih struktur.
Algoritem 10 Primer uporabe R-drevesa
1: from nnsearch.datasets import load dataset
2: from nnsearch.exact import RTree
3: dataset = load dataset(”german post codes”)
4: #create and build r-tree
5: rtree = RTree()
6: rtree.build(data=dataset)
7: #plot r-tree
8: rtree.plot()
9: #query single point
10: query = dataset.data[0]
11: neighbours, distances = rtree.query(query, k=5)
12: print ”neighbours:”, neighbours
13: print ”distances:”, distances
123
124 DODATEK C.
Tabela C.1: Prikaz parametrov metod posameznih struktur.
Struktura Metoda Parametri metode
FlannAuto
build data, precision
query queries, k
save filename
load filename, data
K-means
build
data, branching, iterations, centers init,
cb index, precision
query queries, k
save filename
load filename, data
RKD-tree
build data, trees, precision
query queries, k
save filename
load filename, data
LSHFlann
build data, nr tables, key size, multi probe level
query queries, k
save filename
load filename, data
LSHNearPy
build
data, lshashes, distance, vector filters,
storage
insert vector, data
query queries, k, return data
candidate count vector
save filename
load filename
Annoy
build data, distance, trees
insert vector
query queries, k
Tabela se nadaljuje na naslednji strani
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Tabela C.1 – nadaljevanje tabele iz prejˇsnje strani
Struktura Metoda Parametri metode
save filename
load filename, dimensions, distance
BoundaryF
build data, trees, max node size, parallel
insert vector
query queries, k
save filename
load filename, data, distance
Ball-tree
build data, leaf size, distance
query queries, k
KDS-tree
build data, leaf size, distance
query queries, k
KDF-tree
build data, leaf size
query queries, k
save filename
load filename, data
PM-tree
build
data, max node size, p, nhr, npd,
distance, mink p, promote fn,
partition fn, nr pivot groups
insert entry
query queries, k
save filename
load filename
R-tree
build
data, min node size,
max node size, split method
insert entry
query queries, k, mink p
delete entry
plot filename, marker size, height
Tabela se nadaljuje na naslednji strani
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Tabela C.1 – nadaljevanje tabele iz prejˇsnje strani
Struktura Metoda Parametri metode
save filename
load filename
R*-tree
build data, min node size, max node size
insert entry
query queries, k, mink p
delete entry
plot filename, marker size, height
save filename
load filename
Brute
build data
query queries, k
