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Abstract
We provide a novel computer-assisted technique for systematically analyzing first-order methods
for optimization. In contrast with previous works, the approach is particularly suited for han-
dling sublinear convergence rates and stochastic oracles. The technique relies on semidefinite
programming and potential functions. It allows simultaneously obtaining worst-case guarantees
on the behavior of those algorithms, and assisting in choosing appropriate parameters for tuning
their worst-case performances. The technique also benefits from comfortable tightness guarantees,
meaning that unsatisfactory results can be improved only by changing the setting. We use the ap-
proach for analyzing deterministic and stochastic first-order methods under different assumptions
on the nature of the stochastic noise. Among others, we treat unstructured noise with bounded
variance, different noise models arising in over-parametrized expectation minimization problems,
and randomized block-coordinate descent schemes.
1. Introduction
In this work, we study methods for solving convex (stochastic) minimization problems of the form
min
x∈Rd
f(x), (Opt)
with f ∈ F some class of convex, proper and closed functions. To perform the minimization, we
are given access to an approximate first-order oracle G(x; i) ≈ f ′(x), where i is some random
variable uniformly sampled in an index set I . This includes unbiased stochastic oracles satisfying
EiG(x; i) = f
′(x), but also biased oracles used in block-coordinate methods G(x; i) = ∇if(x)
(directional derivative along the ith block of coordinates).
We present a generic approach, based on potential functions, for analyzing and designing first-
order methods in the case where I is a finite set—two such problems are the empirical risk mini-
mization setting where f(x) = 1n
∑n
i=1 fi(x) and G(x; i) = f
′
i(x), and the block-coordinate set-
ting. Even though most proofs presented in the sequel turned out not to depend on the cardinality
of I , and are therefore valid for expectation minimization problems f(x) = Eif(x; i), cardinality
can play a major role in specific settings (e.g., finite sums or coordinate descent). Therefore, we
do not explicitly look for results that are independent of it, but rather note that it naturally does not
intervene in, e.g., analyses of stochastic gradient-based methods that we propose in this paper.
c© 2019 A. Taylor & F. Bach.
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1.1. Preliminaries
A continuously differentiable function f : Rd → R is called L-smooth if its gradient satisfies a
Lipschitz condition with parameter L > 0:
‖f ′(x)− f ′(y)‖ ≤ L‖x− y‖ for all x, y ∈ Rd,
where 〈.; .〉 denotes the Euclidean inner product and ‖.‖ is the induced norm. We denote by FL(Rd)
the class of L-smooth convex functions over Rd and by FL the class of smooth convex functions
where d is left unspecified. In addition, we denote by x⋆ some optimal solution to (Opt), and
by f⋆ := f(x⋆) the optimal value. Those assumptions are standard in the optimization litera-
ture (Polyak, 1987; Nesterov, 2004).
1.2. Contributions
The main contribution of this work is to propose a framework for constructing potentials for first-
order stochastic algorithms; in contrast with previous related works on the topic, the technique is
specialized for establishing sublinear convergence rates. The methodology benefits from an ad-
vantageous tightness property, meaning that it fails only when it is impossible to prove the desired
result using potential functions with the chosen structure. The framework allows dealing with,
among others, all stochastic settings presented in Table 1. We use the methodology for designing
novel analyses of SGD and averaging schemes in different stochastic optimization settings. Based
on the methodology for constructing potentials, we propose a complementary automatic parameter
selection technique in App. C, whose main idea is roughly to optimize the algorithmic parameters
while designing the potentials.
F Noise model Ei‖G(x; i)‖2 ≤ Note Sections
f ∈ FL G(x; i) = f ′(x) — No noise 3.2.1, D
f ∈ FL G(x; i) σ
2
⋆ + 2ρ1L(f(x)− f⋆) +
ρ2‖f ′(x)‖2 for all x ∈ Rd
Unified variance
model
3.2.2, E, G
fi ∈ FL G(x; i) = f ′i(x) σ2⋆ for some x = x⋆ Variance at x⋆ 4, F, H
fi ∈ FL G(x; i) = f ′i(x) — Finite sums (not presented)
fi ∈ FL G(x; i) = ∇if(x) — Block-coordinate I
Table 1: Stochastic settings summary: non-exhaustive list of assumptions on the classes of func-
tions F and the nature of the noisy oracle G(x; i) that can be directly embedded within the
framework. Further examples are discussed in Sec. 5.
1.3. Prior works
In what follows, we take a worst-case point of view, that is standard in the optimization and ma-
chine learning communities, as in the original works (Nemirovski and Yudin, 1983; Polyak, 1987;
Nesterov, 2004).
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Stochastic first-order methods. Stochastic approximation algorithms date back to the works
of Robbins and Monro (1951), and numerous analyses and improvements can be found in the lit-
erature (see e.g., Bottou et al. (2018) and the references therein). Among others, averaging plays a
crucial role for improving their convergence guarantees (Ruppert, 1988; Polyak and Juditsky, 1992).
Stochastic methods are usually analyzed using a uniformly bounded variance assumption (i.e.,
Ei‖G(x; i) − f ′(x)‖2 ≤ σ2 for all x ∈ Rd), or bounded gradients. This intrinsically has limited
applicability ranges (e.g., it does not even hold for quadratic minimization), although theoretical
guarantees for stochastic methods involving momentum were out of reach so far without such as-
sumptions (Hu et al., 2009; Xiao, 2010; Devolder, 2011; Lan, 2012; Cohen et al., 2018). A better
understanding of stochastic gradient methods (in particular, those involving momentum) can there-
fore only be achieved by studying alternatives to standard assumptions. In particular, let us mention
the non-asymptotic analyses of Bach and Moulines (2011) (not relying on the uniformly bounded
assumption), and Schmidt and Le Roux (2013); Ma et al. (2018); Vaswani et al. (2019) (strong and
weak growth conditions), and numerous works on stochastic methods for quadratic minimization,
see e.g., Bach and Moulines (2013); Dieuleveut et al. (2017); Jain et al. (2018a,b).
Potential functions for first-order methods. Potential functions have been used a lot for study-
ing convergence properties of first-order methods. This kind of analyses is typically natural for
obtaining linear convergence results—potentials are then often being referred to as Lyapunov func-
tions (Lyapunov and Fuller, 1992), as in the analyses of dynamical systems—, but is typically also
used for certifying sublinear convergence rates, as discussed in Sec. 2. As being nicely reviewed
by Bansal and Gupta (2017), the use of potential functions is not new in the optimization literature,
and is closely related to the machinery of estimate sequences (Nesterov, 2004, 2018; Wilson et al.,
2016). Successful uses of such techniques include the original developments underlying accelerated
gradient (Nesterov, 1983, Theorem 1) and FISTA (Beck and Teboulle, 2009, Lemma 4.1).
Computer-assisted analyses of first-order methods. Recently, linear matrix inequalities (LMI)
and semidefinite programming (SDP) (see e.g., Vandenberghe and Boyd (1996)) techniques were
used for automatically generating worst-case guarantees for first-order methods. This trend started
with performance estimation as initiated by Drori and Teboulle (2014) and was taken further in dif-
ferent directions: for designing optimal methods (Drori and Teboulle, 2014, 2016; Kim and Fessler,
2016, 2018c), lower bounds (Drori, 2017), or to be featured with automated tightness guaran-
tees and broader range of applications (Taylor et al., 2017a,c). A competing strategy, inspired on
the one hand by performance estimation and on the other one by control theory, was developed
by Lessard et al. (2016). This technique is based on integral quadratic constraints and was initially
specialized for obtaining linear convergence rates. This work adapts the performance estimation
approach for using potential functions, easing the development of proofs in settings involving sub-
linear convergence rates. Detailed relations to works in this research stream are provided in App. B.
1.4. Organization
The flow of this work is as follows. First, we summarize the overall methodology and recall the
general principle behind potential-based proofs in Sec. 2. After that, the procedure for designing
potential functions is presented in Sec. 3; in particular, the methodology is illustrated on gradient
descent and a few stochastic variants in the same section. Then, we present simple results obtained
with the analysis technique in different stochastic optimization settings (a few samples from Ta-
ble 1) in Sec. 4 and in the appendix. Most technical tools are presented in appendix, including an
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automatic parameter selection technique, and the application to accelerated first-order methods, to
stochastic optimization under weak growth conditions, and to coordinate descent. The organization
and content of the appendix is summarized in App. A.
2. Potential functions for a restricted class of first-order methods
Let us restrict ourselves to a specific class of methods encapsulating SGD, along with possibly
averaging and momentum. This restriction is made for readability purposes only. We consider the
following class of (stochastic) first-order methods:
yk+1 = yk + αk (xk − yk) + α′k (zk − yk),
x
(ik)
k+1 = yk+1 + βk (xk − yk+1) + β′k (zk − yk+1)− δkG(yk+1; ik),
z
(ik)
k+1 = yk+1 + γk (xk − yk+1) + γ′k (zk − yk+1)− ǫkG(yk+1; ik),
(SFO)
where the superscript (ik) corresponds to the sampled random variable that was used for performing
iteration k. In what follows, we provide a generic approach to study its worst-case properties. For
now, let us ask the question how can we prove such an algorithm work? A possible methodology for
showing convergence consists in exhibiting a potential function, also often referred to as a Lyapunov
function. For example, when xk+1 = xk − 1Lf ′(xk) (i.e., gradient descent), it is possible to show
(see, e.g., Bansal and Gupta (2017)) that for all f ∈ FL and k ≥ 0 the inequality φfk+1(xk+1) ≤
φfk(xk) holds with
φfk(xk) = k(f(xk)− f⋆) +
L
2
‖xk − x⋆‖2,
leading to N(f(xN ) − f⋆) ≤ φfN ≤ φfN−1 ≤ . . . ≤ φf0= L2 ‖x0 − x⋆‖2. Therefore, f(xN )− f⋆ ≤
L‖x0−x⋆‖2
2N . This proof relies on two key ideas: (i) forget how xk was generated and study only one
iteration at a time, and (ii) choose an appropriate sequence of potentials. Such proofs are philo-
sophically simple, but it is generally unclear how to chose such potentials. Choosing an appropriate
sequence {φfk} usually requires a lot of intuitions and potentially tedious investigations. Such proofs
may therefore be seen as reserved to experts, and the purpose of this work is to alleviate as much
as possible this burden, by proposing a systematic way of designing and verifying potentials. All
proofs developed hereafter follow the same principles, and reduce to proving inequalities of type
Eikφ
f
k+1(yk+1, x
(ik)
k+1, z
(ik)
k+1) ≤ φfk(yk, xk, zk) + ek, (Pot)
for all f ∈ F and all xk, yk, zk used to generate yk+1, x(ik)k+1, z(ik)k+1 with the method of interest.
The term ek is typically used for encapsulating the variance of stochastic algorithms. As before, a
recursive use of this inequality allows obtaining
EφfN (yN , xN , zN ) ≤ φf0(y0, x0, z0) +
N−1∑
k=0
ek,
and the game consists in choosing appropriate sequences for φfk and ek. The expectation E is taken
over all sequences of indices (i1, i2, . . . , iN ) with ik ∈ I . Such convergence results in expecta-
tions can then typically be converted to almost sure convergence using, e.g., Robbins-Siegmund
supermartingale theorem (Robbins and Siegmund, 1971; Duflo, 1997).
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3. Design methodology for potential functions
We propose a systematic way to verify that a given tuple (φfk+1, φ
f
k , ek) satisfies inequality (Pot).
First of all, it is clear that the set of such acceptable tuples is convex. Even more, when φfk , φ
f
k+1
are both quadratic functions of the first-order information G(.; i) and the coordinates x and linear
functions of the function values f(.), then verifying that the tuple satisfies (Pot) can equivalently be
formulated as a linear matrix inequality (LMI). This section aims at providing strategies for finding
sequences of potentials {φfk}k based on a few examples and on Proposition 1 that follows.
3.1. Verifying a potential
The main tool we use for designing potentials is summarized through the following proposition.
Even though its proof may appear as straightforward (we do not provide it), the main component in
our strategies is the possibility of efficiently formulating (1) (for verifying a potential) using LMIs.
In the sequel, we present the methodology in a high-level form and delay all LMI formulations to
appendix for readability purposes.
Proposition 1 Let F be a class of functions, I be an index set, G(x; i) (with i ∈ I) be satisfying
one of the noise model of Table 1, (SFO) be the class of algorithms under consideration, and a given
tuple (φfk+1, φ
f
k , ek). We have
Eikφ
f
k+1(yk+1, x
(ik)
k+1, z
(ik)
k+1) ≤ φfk(yk, xk, zk) + ek (Eik denotes the expectation over ik ∈ I)
for all d ∈ N, f ∈ F(Rd) and all (yk, xk, zk) ∈ Rd × Rd × Rd if and only if
0 ≥ sup
d,f,yk,xk,zk
{G(x;i)}i∈I
Eikφ
f
k+1(yk+1, x
(ik)
k+1, z
(ik)
k+1)− φfk(yk, xk, zk)− ek
s.t. (yk+1, x
(ik)
k+1, z
(ik)
k+1) generated by (SFO) from (yk, xk, zk)
{G(x; i)}i∈I compatible with f and the noise model for all x ∈ domf
f ∈ F(Rd) and f ′(x⋆) = 0.
(1)
Remark 2 In many standard settings (including noise models presented in Table 1 and the use
of quadratic potentials—see examples below), the decision problem (1) can be reformulated as a
LMI. This lossless reformation into a suitable LMI directly follows from the derivations presented
by Taylor et al. (2017a, Section 2) for the deterministic setting. Those reformulations can be ex-
tended in a straightforward manner to all settings presented in Table 1, so we only present them in
appendix for the different examples treated hereafter. As an introductory example, one can find the
3 × 3 LMI reformulation for gradient descent in App. D.4; the other examples are summarized in
App. A.
When the class of functions F , the method and the noise model are clear from the context, we
abusively denote the set of tuples (φfk+1, φ
f
k , ek) that satisfies (1) by Vk.
3.2. Strategies for designing sequences of potentials
Taking advantage of Proposition 1, we propose a few strategies for choosing sequences of potential
functions {φfk}k based on two examples. For simplicity, we start in a deterministic setting. The
codes used for generating the numerics below are provided in Sec. 5.
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3.2.1. EXAMPLE I: GRADIENT DESCENT
Say we want to bound ‖f ′(xN )‖2, where xN is the iterate obtained after performing N iterations of
gradient descent xk+1 = xk − 1Lf ′(xk) where f ∈ FL. Let us choose the family of potentials:
φfk =
(
xk − x⋆
f ′(xk)
)⊤ [(
ak ck
ck bk
)
⊗ Id
](
xk − x⋆
f ′(xk)
)
+ dk (f(xk)− f⋆), (2)
parametrized by {(ak, bk, ck, dk)}k. The motivation for such a shape is simply to allow all the infor-
mation available at xk to be used, and the Kronecker product with the identity “· ⊗ Id” corresponds
to requiring the potential function to be isotropic in the spaces of coordinates and gradients; in other
words, the potentials can be written
φfk = ak ‖xk − x⋆‖2 + bk ‖f ′(xk)‖2 + 2ck 〈f ′(xk);xk − x⋆〉+ dk (f(xk)− f⋆).
Now let us arbitrarily choose φf0 = L
2‖x0 − x⋆‖2 and φfN = bN ‖f ′(xN )‖2. The main motivation
underlying this choice is that this structure may result in ‖f ′(xN )‖2 ≤ L
2‖x0−x⋆‖2
bN
using similar
arguments as in Sec. 2. For choosing an appropriate sequence {(ak, bk, ck, dk)}k, we propose to
solve the following problem:
b
(opt)
N = max
φf
1
,...,φfN−1,bN
bN subject to (φ
f
0 , φ
f
1 ) ∈ V0, . . . , (φfN−1, φfN ) ∈ VN−1. (3)
This problem can be formulated via semidefinite programming (SDP) withN LMIs of size 3×3 (see
App. D), and allows recovering the largest possible valid bN given structure (2), φ
f
0 and φ
f
N . Based
on numerical inspection (details hereafter), one can find the following valid sequence of potentials:
φfk(xk) = (2k + 1)L(f(xk)− f⋆) + k(k + 2)‖f ′(xk)‖2 + L2‖xk − x⋆‖2,
which directly allows to prove both f(xk) − f⋆ = O(k−1) and ‖f ′(xk)‖2 = O(k−2) simultane-
ously. Although simple, this is apparently the first time that convergence in gradient norm is proved
using standard techniques that are usually used only for function values: the typical technique for
obtaining this rate of convergence for gradient norm was presented by Nesterov (2012b). Let us
briefly describe how such a potential can be obtained (the steps can be followed on Figure 1).
1. We started by numerically solving (3) for a few values of N using standard packages (Lo¨fberg,
2004; Mosek, 2010). Approximate numerical results are provided below:
N = 1 2 3 4 5 . . . 100
b(opt)N = 4 9 16 25 36 . . . 10201
The solution to (3) numerically appeared to match bN = (N + 1)
2. For completeness, note that
the relative inaccuracy b
(opt)
N /(N+1)
2−1 observed on the numerical solutions appeared to be an
increasing function ofN ranging from 10−8 for small values ofN to 10−5 forN = 100. Readers
interested in transforming those numerics into formal proofs may proceed with steps 2–4.
2. Observe schedules of {(ak, bk, ck, dk)}k that are numerically obtained by solving (3). The result
for N = 100 is given in Figure 1 (plain brown).
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3. Try to simplify {φfk}k without loosing too much on b(opt)N (i.e., keep b(opt)N large enough). As ex-
amples, the first numerical schedules motivated trying to solve (3) under the additional constraint
dk = (2k+1)L (Figure 1, dashed red), then we additionally tried ck = 0 and ak = L
2 (Figure 1,
dashed blue). Those two simplifications turned out to be successful; an example of unsuccessful
one is obtained by constraining dk = 0 in (3) (Figure 1, dashed purple), which does not allow
achieving a large enough value of bN for proving O(k
−2) convergence in ‖f ′(xk)‖2.
4. Using the numerical inspirations, study one step of the method, i.e., find a feasible point to (1).
Theorem 3 Let xk ∈ Rd, f ∈ FL, and xk+1 = xk − 1Lf ′(xk). The inequality φfk+1(xk+1) ≤
φfk(xk) holds with
φfk = dk(f(xk)− f⋆) + bk‖f ′(xk)‖2 + L2‖xk − x⋆‖2,
and all values bk, dk ≥ 0 such that bk+1 = 2 + dkL + bk and dk+1 = 2L+ dk.
The proof is relatively simple relies on finding a sequence of feasible points to (1). The proof is
delayed to App. D; in particular, the choice dk = (2k+1)L and bk = k(k+2) is valid for using
Theorem 3, and allows recovering the previous claim. A corresponding result for the proximal
gradient method is presented in App. D.2, and similar results for accelerated variants are given
in Sec. D.3.
Remark 4 Instead of using {(ak, bk, ck, dk)}k as variables, one could explicitly require each of
those to be a polynomial in k, and use the coefficients of those polynomials as variables in (3). Our
choice of using {(ak, bk, ck, dk)}k allows knowing in advance that the optimal bN value obtained
by solving (3) is the best value of bN that can be certified given φ
f
0 and the structure of φ
f
k . It could
nevertheless be more practical to use the polynomials’ coefficients as variables in certain situations.
0 25 50 75 100
0
0.5
1
1.5
2
Iteration k
ak
0 25 50 75 100
0
0.2
0.4
0.6
0.8
1
·104
Iteration k
bk
0 25 50 75 100
−10
−5
0
5
10
Iteration k
ck
0 25 50 75 100
0
50
100
150
200
Iteration k
dk
Figure 1: Numerical solution to (3) for N = 100 and L = 1 (plain brown), forced dk = (2k + 1)L
(dashed red), forced dk = (2k+1)L, ck = 0 and ak = L
2 (dashed blue) and forced dk =
0 (dashed purple). Total time: ∼ 35 sec. on single core of Intel Core i7 1.8GHz CPU.
3.2.2. EXAMPLE II: STOCHASTIC SMOOTH CONVEX MINIMIZATION, BOUNDED VARIANCE
For studying stochastic methods, we heavily rely on the finite support assumption of the random
variable ik ∈ I . This is crucial, as our main tool is a reformulation of (1) into a LMI where we
perform an averaging over the n = |I| possible scenarios.
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Stochastic methods are commonly studied using a uniformly bounded variance assumption
Ei‖G(x; i) − f ′(x)‖2 over x (Hu et al., 2009; Xiao, 2010; Lan, 2012; Devolder, 2011). This as-
sumption is quite restrictive, but analyses not relying on it often appear to be much more challenging
and sometimes even out of reach so far. Nevertheless, this restrictive setting is used for the examples
of this section. Other setups are explored in Sec. 4 and in appendix.
In the previous section, the use of Proposition 1 was exemplified for designing a potential func-
tion for vanilla gradient method. In the following lines, we provide two alternate ways of choosing
sequences of potentials that can be used for stochastic first-order methods, the main additional dif-
ficulty being the appearance of a variance term ek in the inequality (Pot). Final consequences
of the results of this section are depicted in Table 2 for when (decreasing) step-sizes of the form
δk = (L(1 + k)
α)−1 are used in the stochastic algorithms. For SGD with and without averaging we
discuss the differences with Bach and Moulines (2011) below.
Stochastic gradient. Let us apply the methodology to the SGD iteration
x
(ik)
k+1 = xk − δkG(xk; ik),
where we choose the following family of potentials:
φfk =
(
xk − x⋆
f ′(xk)
)⊤ [(
ak ck
ck bk
)
⊗ Id
](
xk − x⋆
f ′(xk)
)
+ dk (f(xk)− f⋆).
For choosing the sequence {(ak, bk, ck, dk, ek)}k , we arbitrarily start with φf0 = L2 ‖x0 − x⋆‖2 and
φfN = dN (f(xN )−f⋆) as this may result in a guarantee of the form E[f(xN )−f⋆] ≤ L ‖x0−x⋆‖
2
2dN
+
σ2
∑N−1
k=0 ek
dN
. We proceed with a two-stage strategy:
d
(opt)
N = max
φf
1
,...,φfN−1,dN
e0,...,eN−1
dN s.t. (φ
f
0 , φ
f
1 , e0) ∈ V0, . . . , (φfN−1, φfN , eN−1) ∈ VN−1,
min
φf
1
,...,φfN−1,
dN ,e0,...,eN−1
N∑
k=1
ek s.t. dN = d
(opt)
N , (φ
f
0 , φ
f
1 , e0) ∈ V0, . . . , (φfN−1, φfN , eN−1) ∈ VN−1, (4)
where the sequence is chosen as the optimal solution to (4), which is formulated using N LMIs of
sizes (2n + 1)× (2n+ 1). Alternatively, one can choose two weights R2 and σ2 and solve
min
V1,...,VN−1,dN
R2
dN
+ σ
2
dN
N∑
k=1
ek subject to (φ
f
0 , φ
f
1 , e0) ∈ V0, . . . , (φfN−1, φfN , eN−1) ∈ VN−1,
which is also convex. As in the case of the gradient method, let us briefly describe the steps.
1. Solve (4) for the fixed step-size policy δk =
1
L and for a few values of N (number of iterations)
and n (cardinality of {G(x; 1), . . . , G(x;n)}). Approximate numerical results are as follow:
n = 2 10
N = 1 2 3 4 5 . . . 100 1 2 3 4 5 . . . 100
d
(opt)
N = 3 5 7 9 11 . . . 201 3 5 7 9 11 . . . 201
e
(opt)
N = 1.5 2.5 3.5 4.5 5.5 . . . 100.5 1.5 2.5 3.5 4.5 5.5 . . . 100.5
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0 25 50 75 100
−1
−0.5
0
0.5
1
Iteration k
ak
0 25 50 75 100
−100
−50
0
50
100
Iteration k
bk
0 25 50 75 100
0
50
100
150
200
Iteration k
dk
0 25 50 75 100
0
20
40
60
80
100
Iteration k
ek
Figure 2: Numerical solution to (4) for n = 2, N = 100 and L = 1 (plain brown), forced ck = 0
(dashed red), forced ck = 0, bk = 0 (dashed blue) and forced ck = 0, bk = 0 and ak =
L
2
(dashed purple). Total time: ∼ 60 sec. on single core of Intel Core i7 1.8GHz CPU.
2. Observe schedules {(ak, bk, ck, dk, ek)}k that are numerically obtained by solving (4). The result
for N = 100 and n = 2 is given in Figure 2 (plain brown).
3. Simplify {φfk}k as much as possible without loosing too much (i.e., keep dN large and eN
small). For example, enforcing ck = 0 in (4) (Figure 2, dashed red), enforcing bk = ck = 0
in (4) (Figure 2, dashed blue) and finally enforcing bk = ck = 0 and ak =
L
2 in (4) (Figure 2,
dashed purple).
4. Using numerical inspiration, study one step of the method, i.e., find a feasible point to (1).
Theorem 5 Let xk ∈ Rd, f ∈ FL and x(ik)k+1 = xk − δkG(xk; ik) with Eik‖G(xk; ik)‖2 ≤ σ2 +
‖f ′(xk)‖2. The inequality Eik [φfk+1(x(ik)k+1)] ≤ φfk(xk) + ekσ2 holds with
φfk(xk) = dk(f(xk)− f⋆) + L2 ‖xk − x⋆‖2,
for all values dk, δk ≥ 0 such that dk+1 = dk + δkL, ek = δ
2
kL
2 (1 + dk+1), and δkdk+1 ≥ ek (i.e.,
when step-size δk is small enough; in particular, the choice 0 ≤ δk ≤ 1L is valid).
The proof is provided in App. E. The choice δk =
1
L , dk = k and ek =
1
L
(
k
2 + 1
)
leads to
(k + 1)Eik [f(x
(ik)
k+1)− f⋆]+L2Eik [‖x
(ik)
k+1 − x⋆‖2] ≤ k [f(xk)− f⋆] + L2 [‖xk − x⋆‖2] + (k2 + 1)σ
2
L ,
the results are shown on Figure 2, whose dashed purple curves correspond to
NE[f(xN )− f⋆] + L2E[‖xN − x⋆‖2] ≤ L2 ‖x0 − x⋆‖2 + N4 (N + 3)σ
2
L .
The choice δk = (L(1 + k)
α)−1 leads to the results provided in Table 2 (details in App. E.5).
Compared to Bach and Moulines (2011) —which deals with the slightly different setting fi ∈ FL
and bounded variance at x⋆: Ei‖f ′i(x⋆)‖2 ≤ σ2⋆— we obtained bounds that are valid for all values
of α, compared to α ∈ (1/2, 1), and the same optimal value α = 2/3. Although the scope of this
new result is more limited through the assumptions, the proof is considerably simpler.
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Stochastic gradient with averaging. A standard way to improve theoretical guarantees of
stochastic gradient methods is to embed them within an averaging process, as in Ruppert (1988);
Polyak and Juditsky (1992); Bach and Moulines (2011), leading to the following iterative process:
x
(ik)
k+1 = xk − δkG(xk; ik),
z
(ik)
k+1 =
1
k+1 x
(ik)
k+1 +
k
k+1 zk.
The following potential was found using a procedure similar to the ones presented for gradient and
stochastic gradient methods. In contrast with previous examples, this bound can only be propagated
for decreasing step-sizes (i.e., δk+1 ≤ δk). In particular, the choice δk = (L(1 + k)α)−1 leads to
the results provided in Table 2 (details in App. E.5). Compared to Bach and Moulines (2011), as
for SGD, we obtain the same optimal value α = 1/2 for averaging, and bounds that are valid for all
values of α (compared to only α ∈ (1/2, 1) before). The proof is delayed to App. E.2, and relied
on using N LMIs of sizes (3 + 2n)× (3 + 2n).
Theorem 6 Consider the following iterative scheme
x
(ik)
k+1 = xk − δkG(xk; ik),
z
(ik)
k+1 =
1
dk+1
x
(ik)
k+1 +
dk
dk+1
zk,
for some dk, δk ≥ 0. Assuming f ∈ FL and Eik‖G(xk; ik)‖2 ≤ σ2 + ‖f ′(xk)‖2, the following
inequality holds
δkdk+1LEik [f(z
(ik)
k+1)− f⋆] + L2Eik‖x
(ik)
k+1 − x⋆‖2 ≤ δkdkL(f(zk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2,
with dk+1 = dk + 1, ek =
δ2k
2
L(1+dk+Lδk)
1+dk
and δk ≤ 1+
√
5
2L .
Stochastic gradient with primal averaging. Inspired by the numerical step-size selection tool
provided in App. C, we propose an alternative to averaging—sometimes referred to as primal aver-
aging (Tao et al., 2018)—corresponding to evaluating the stochastic gradient at the averaged iterate,
in the particular case of a fixed-step policy δk =
1
L :
yk+1 =
k
k+1 yk +
1
k+1 xk,
x
(ik)
k+1 = xk − 1LG(yk+1; ik).
The following theorem was obtained through the use of N LMIs of sizes (3 + n)× (3 + n).
Theorem 7 Consider the following iterative scheme
yk+1 =
dk
dk+δkL
yk +
δkL
dk+δkL
xk
x
(ik)
k+1 = xk − δkG(yk+1; ik)
for some dk, δk ≥ 0. Assuming f ∈ FL and Eik‖G(yk+1; ik)‖2 ≤ σ2 + ‖f ′(yk+1)‖2, the following
inequality holds
dk+1(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2 ≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2,
with dk+1 = dk + δkL and ek =
Lδ2k
2 when δk ≤ 1L .
The proof is provided in App. E.3. In particular, the choice δk = (L(1 + k)
α)−1 leads to the results
provided in Table 2 (details in App. E.5), and an alternate version where we always evaluate the
stochastic gradient at the averaged iterate for any step-size policy δk is provided in App. E.4.
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‖x0 − x⋆‖2 σ2 Optimal α
Vanilla SGD Ef(xk)− f⋆ ≤ O(kα−1) O(k1−2α) 2/3
Polyak-Ruppert averaging Ef(zk)− f⋆ ≤ O(kα−1) O(k−α) 1/2
Primal averaging Ef(yk)− f⋆ ≤ O(kα−1) O(k−α) 1/2
Table 2: Asymptotic rates for SGD, Polyak-Ruppert averaging, and primal averaging under uni-
formly bounded variance Ei‖G(x; i)‖2 ≤ σ2 + ‖f ′(x)‖2 and step-sizes δk ∼ k−α. A fac-
tor log k was neglected for optimal α’s. Details in App. E.5, and momentum in App. E.6.
4. Application to stochastic convex minimization for over-parameterized models
In many modern machine learning settings, models are over-parametrized and allow interpolating
the data. This is discussed by Schmidt and Le Roux (2013); Ma et al. (2018); Vaswani et al. (2019)
and sometimes analyzed through the use of growth conditions (which we discuss in App. G). Alter-
natively, we model this scenario through the setup
min
x∈Rd
{f(x) ≡ Eifi(x)},
where we assume fi ∈ FL and that there exists an optimal point x⋆ such that f ′i(x⋆) = 0 for all
i ∈ I . Using the previous methodology, the best worst-case guarantees we could reach for vanilla
SGD (without averaging) was achieved by using a decreasing step-size policy, resulting only in a
disappointing O(k−1/2) guarantee. On the other hand, the following method (inspired by our step-
size selection tool in appendix) turned out to be considerably simpler to analyze, while enjoying
better worst-case guarantees. As in the previous section, the main idea is to evaluate the stochastic
gradient at the averaged iterate instead of the last one (primal averaging). The proof is delayed to
App. F, and relied on using our step-size selection technique. The computational cost (of designing
N iterations of this method) was that of solving N LMIs of sizes (3 + 3n + n2)× (3 + 3n+ n2).
Theorem 8 Let xk ∈ Rd, fi ∈ FL and an optimal point x⋆ such that f ′i(x⋆) = 0 for all i ∈ I .
Then the iterative scheme
yk+1 =
dk
dk+δkL
yk +
δkL
dk+δkL
xk,
x
(ik)
k+1 = xk − δkf ′ik(yk+1),
satisfies
dk+1(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2 ≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2,
for all values of dk, δk ≥ 0 and
dk+1 =
{
dk + δkL if δk ≤ 1L ,
dk + 2δkL− δ2kL2 otherwise.
Using δk =
1
L (choice that maximizes dk+1) and d0 = 0 leads to dk = k and to the algorithm
yk+1 =
k
k+1yk +
1
k+1xk,
x
(ik)
k+1 = xk − 1Lf ′ik(yk+1),
for which the bound Ef(yk)− f⋆ ≤ L‖x0−x⋆‖
2
2k holds for all k ≥ 0.
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5. Conclusion
In this work, we showed how to adapt the performance estimation approach to obtain potential-based
proofs. Given a first-order methods and a class of (quadratic) potential functions and predefined
numbers of iterations, the methodology allows obtaining the best worst-case guarantees that can be
obtained by a potential-based approach with a given structure—choosing an appropriate structure is
therefore the critical point. Hence, if the methodology fails to provide the user a satisfactory worst-
case bound, the only possible alternatives for improving the results are to either (i) enrich the class of
potential functions, or (ii) add assumptions, or change the problem class. This methodology has the
advantage of quickly allowing to assess feasibility of new ideas and to develop simple algorithms
for new settings.
Although provided only for unconstrained minimization, the methodology allows dealing with
many other settings such as projection, linear optimization operators (a.k.a., Frank-Wolfe or con-
ditional gradient oracles), proximal terms, deterministic noise (bias) and so on. For using the
framework, the only requirement is the ability to formulate the verifications of potential inequal-
ities of type “Eφfk+1 ≤ φfk + ek” (or sufficient conditions for satisfying it) in a tractable way—
and this can be done for many optimization settings (Taylor et al., 2017a) and standard operator
classes (Ryu et al., 2018) (e.g., for studying fixed-point iterations for monotone inclusion prob-
lems). The current work focuses on smooth problems without strong convexity, but the same tools
can be used when strong convexity (or related notions for obtaining linear convergence results,
see e.g., Necoara et al. (2018); Karimi et al. (2016)) is involved, as in e.g., Bach and Moulines
(2011); Nguyen et al. (2018), where the norms of the stochastic gradients are not assumed to be
uniformly bounded. Finally, minor adaptations allow studying algorithms specifically designed
for finite sums problems (see e.g., Le Roux et al. (2012); Johnson and Zhang (2013); Defazio et al.
(2014); Schmidt et al. (2017); Allen-Zhu (2017); Zhou et al. (2019)).
Acceleration and algorithmic design. In App. C, App. D.3, App. E.6, App. F.2, we discuss
techniques for automatic step-size selection in different settings. This is done by adapting the con-
structive approach to efficient first-order methods by Drori and Taylor (2018) to deal with potential
functions. In a few words, the idea is to study methods with unrealistic line-search procedures and
to deduce, from the analysis, step-size policies for methods of type (SFO) that enjoys the same
worst-case guarantees. The technique is also inspired by historical developments related to acceler-
ated first-order methods (Nemirovski, 1982; Nesterov, 1983).
Application to proximal/projected methods. The methodology extends to projected and proxi-
mal settings, as previously used in the performance estimation literature (Drori, 2014; Taylor et al.,
2017a, 2018b). As an example, we provide a corresponding potential function for the proximal
gradient method in App. D.2.
Application to coordinate descent. We illustrate the application of technique to coordinate
descent-type schemes in App. I. The assumptions used here differ from standard ones (Nesterov,
2012a), but allows a unified treatment of this kind of methods. We also use this example for illus-
trating the incorporation of strong convexity within the framework.
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Codes
The codes used to generate and validate the results are available at
github.com/AdrienTaylor/Potential-functions-for-first-order-methods.
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Appendix A. How to read the appendix
In this section, we provide a few keys for going through the appendix.
How to read the appendix? Those additional sections provide proofs that were not presented in
the core of the paper, and complementary examples of applications. The full content of the appendix
is listed in Table 3.
The appendix is divided in a few sections: each of them focuses on a single optimization
setup. For example, App. E focuses on stochastic methods under a bounded variance assumption
Ei‖G(x; i) − f ′(x)‖2 ≤ σ2. In each section, we start by presenting the proofs that were not done in
the core part of the text (see next paragraphs for discussions on how those proofs were found). Then,
for the first few settings, we provide the derivations of the corresponding linear matrix inequalities
and the parameter selection technique.
Going through the proofs. The proofs presented in the sequel where computer-generated, by
numerically solving (1). They all consists in the exact same ideas: reformulating weighted sums
of inequalities. In order to generate the proofs, we mostly used specific inequalities; the so-called
interpolation inequalities (Taylor et al., 2017a,c); for any L-smooth µ-strongly convex function f
(notation f ∈ Fµ,L), those inequalities can be written as
f(x) ≥ f(y) + 〈f ′(y);x− y〉
+ 1
2
(
1− µL
)
(
1
L‖f ′(x)− f ′(y)‖2 + µ‖x− y‖2 − 2µL 〈f ′(x)− f ′(y);x− y〉
)
,
for all x, y ∈ Rd; whereas in the L-smooth convex case they simplify to
f(x) ≥ f(y) + 〈f ′(y);x− y〉+ 12L‖f ′(x)− f ′(y)‖2.
This choice is essentially motivated by the fact those inequalities are key for reformulating (1) in
a tractable way. This is explained in e.g., App. D.4 were we used them for formulating the linear
matrix inequalities for the gradient method.
In order to simplify most proofs, we could often directly replace some of those interpolation
inequalities encoding smoothness and convexity by appropriate uses of either simple convexity
inequalities, or with the descent lemma (which are both weaker than interpolation conditions):
f(x) ≥ f(y) + 〈f ′(y);x− y〉,
f(x) ≥ f(y)− 〈f ′(x); y − x〉 − L2 ‖y − x‖2.
Obtaining and verifying the proofs. The proofs that were computer-aided may seem quite mys-
terious. However, they can be verified in a systematic manner (essentially verifying that the claimed
result can be rewritten as the given weighted sum of inequalities). The weights used in those
weighted sums essentially correspond to dual variables used in our reformulation of the problem (1),
and can be either guessed based on numerical solutions (see e.g., App. D.4 for the gradient method;
for all interpolation inequalities, the weights in the weighted sum is equal to a feasible choice of
the corresponding dual variable λi,j), or obtained through symbolic computations. Finally, it is
possible to validate them numerically e.g., by formulating (1) via the performance estimation tool-
box (Taylor et al., 2017b).
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Computational cost of the approach The computational complexity of the approach can be de-
duced from that of semidefinite programming, see e.g., discussions in (Vandenberghe et al., 2005).
The resulting complexities depend on (i) the structure of the potentials, (ii) the stochastic setting,
(iii) the specific method under consideration, and (iv) whether we use the specific structure of the
SDP for solving it. Therefore, we do not provide those complexities in the discussions, and rather
give the computational time required to execute the different examples using one of the current state
of the art solver (Mosek, 2010) on a laptop, along with the sizes of the LMIs at hand.
Section Content
App. B Existing methodologies for computer-assisted worst-case analyses.
App. C High-level explanation of our proposed parameter selection technique.
App. D (no noise)
Proof for the potential for gradient descent (App. D.1).
Potential for the proximal gradient method (App. D.2).
Automated design of accelerated methods, parameter selection (App. D.3).
Linear matrix inequalities for gradient method (App. D.4).
Linear matrix inequalities for parameter selection (App. D.5).
App. E
(bounded variance)
Potential for stochastic gradient descent (App. E.1).
Potential for stochastic gradient descent with averaging (App. E.2).
Potential for stochastic gradient descent with primal averaging (App. E.3).
Stochastic gradient evaluated at averaged iterate (App. E.4).
Convergence rates (App. E.5).
Momentum, dual averaging and line-searches (App. E.6).
Linear matrix inequalities (App. E.7).
App. F
(over-parametrization)
Potential for primal averaging (App. F.1).
Parameter selection (App. F.2).
Linear matrix inequalities (App. F.3).
App. G
(weak growth)
Primal averaging under weak growth conditions (App. G.1).
App. H
(variance at x⋆)
Primal averaging under bounded variance at x⋆ (App. H).
App. I
(block-coordinate)
Potential for randomized block-coordinate descent (App. I.1).
Potential with strong convexity (App. I.2).
Table 3: Organization of the appendix.
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Appendix B. Methodologies for computer-assisted worst-case analyses
As introduced in Sec. 1.3, two competing strategies rely on using semidefinite programming for
studying worst-case performances of first-order methods.
⋄ First, performance estimation problems (PEPs) were introduced by Drori and Teboulle
(2014). This methodology relies on formulating the worst-case performance of N iterations
of a given first-order method as the solution to an optimization problem. One of the key
advantage of this methodology is that it is guaranteed to provide non-improvable (or tight)
results, due to lossless semidefinite reformulations (Taylor et al., 2017c), while being appli-
cable to a wide range of settings (Drori, 2014; Taylor et al., 2017a). This methodology was
initially tailored for studying methods with sublinear convergence rates, but linear rates can be
obtained as well, through smaller SDPs (Taylor et al., 2018b; Ryu et al., 2018). The method-
ology is available through the performance estimation toolbox (Taylor et al., 2017b), and was
used to develop optimized methods (Drori and Teboulle, 2014, 2016; Kim and Fessler, 2016,
2018a,b,c; Drori and Taylor, 2018) and lower bounds (Drori, 2017).
The main attractive features of this framework are that (i) feasible points to primal PEPs
correspond to lower bounds (i.e., functions) on which the given algorithms behave badly,
whereas (ii) feasible points to the dual PEPs correspond to upper bounds on the worst-case
performance of the given methods. The main inherent difficulty is to convert numerics into
analytical proofs. This is mostly due to the fact all iterations are treated at once, which typi-
cally implies playing with large semidefinite matrices. Those matrices may scale particularly
badly in complicated optimization settings, such as in stochastic setups.
⋄ The second approach is based on integral quadratic constraints (IQCs). Their uses for study-
ing optimization methods is due to Lessard et al. (2016). This framework was initially tailored
for studying settings with linear convergence rates, through the use of smaller SDPs. Recent
works formally linked IQCs with performance estimation (Taylor et al., 2018a), which can be
seen as feasible points to PEPs specifically designed to look for Lyapunov functions with the
smallest possible linear convergence rate.
Recent works established that IQCs could also be used for sublinear rates (Hu and Lessard,
2017; Fazlyab et al., 2018), to study stochastic methods (Hu et al., 2017a,b) and to design
new first-order algorithms (Van Scoy et al., 2018; Cyrus et al., 2018).
In this work, we use the exact same technique as in PEPs for performing the lossless verification
of the “potential inequality” (Pot). The resulting proofs are much simpler, while keeping some a
priori guarantees, as we know a priori that there is no way of ending up with better worst-case
guarantees with the same potential-based proof structure. This allows using the methodology with
e.g., randomness and stochasticity.
Compared to IQCs, the approach taken here allows (i) studying sublinear rates with more general
types of potential functions, beyond standard guarantees on f(xN )− f⋆ and ‖x0 − x⋆‖, while only
having to specify the content of the potential, (ii) obtaining theoretical guarantees of ending up with
the best possible worst-case bounds (for the given class of potentials) for the chosen number of
iterations, and (iii) allows dealing with many models involving randomness and stochasticity, even
without strong convexity. The lossless reformulation is a key feature of our approach, as it allows
guaranteeing that the methodology cannot fail verifying a potential function that is true. Hence,
failure is still informative in understanding the behavior of the algorithm at hand.
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Appendix C. A parameter selection technique
In this section, we provide a high-level overview of a technique we used for performing automatic
step-size selection, whereas the details are delayed to the following sections where the technique
is used. The main idea is to try to optimize algorithmic parameters for improving worst-case per-
formance guarantees. However, from the derivations of the linear matrix inequalities of next sec-
tions, finding at the same time a valid sequence of potentials and an optimized sequence of steps
actually requires solving a set of bilinear matrix inequalities (BMIs), which are intractable in gen-
eral (Toker and Ozbay, 1995). One way to work around this difficulty is to study a variant of al-
gorithm (SFO) where the parameters {(αk, α′k, βk, β′k, δk, γk, γ′k, ǫk)}k are chosen by appropriate
span-search procedures. One can then make use of the technique developed by Drori and Taylor
(2018) for formulating (1) (most of the time relaxed versions of it) into a LMI (feasibility problem),
with the particularity that for any feasible point to this LMI, one can reconstruct an algorithm of the
form (SFO) (without span-searches) that achieves the same performances.
The technique relies on two elements:
⋄ choice of an idealized algorithm, typically using (possibly unrealistic) line-searches,
⋄ choice of a family of potentials that easily allows optimizing the algorithmic parameters while
looking for a sequence of valid potentials. The parameters that can not be optimized are
replaced by (possibly unrealistic, see below) line-search procedures.
The technique is inspired by Drori and Taylor (2018) and original developments related to acceler-
ated methods Nemirovski (1982); Nesterov (1983). The main thing to keep in mind is that we would
ideally want to optimize the algorithmic parameters for improving its worst-case guarantees. For
explaining the strategy, let us consider the following example—which we carry out in Sec. D.3—:
consider the first-order method given by
yk+1 = (1− τk)xk + τkzk,
xk+1 = yk+1 − αkf ′(yk+1),
zk+1 = (1− δk)yk+1 + δkzk − γkf ′(yk+1),
for which we wish to optimize parameters {(τk, αk, δk, γk)}k. We also consider a specific family of
potentials (discussed hereafter):
φfk =
(
xk − x⋆
f ′(xk)
)⊤
[Qk ⊗ Id]
(
xk − x⋆
f ′(xk)
)
+ dk (f(xk)− f⋆) + ak‖zk − x⋆‖2, (5)
with Qk ∈ S2 (space of 2 × 2 symmetric matrices), and picking φf0 = L2 ‖x0 − x⋆‖2 and φfN =
dN (f(xN ) − f⋆). As our goal is to optimize the parameter schedule {(τk, αk, δk, γk)}k, a natural
thing to try is to solve
max
{(τk ,αk,δk,γk)}k
max
φf
1
,...,φfN−1,dN
dN subject to (φ
f
0 , φ
f
1 ) ∈ V0, . . . , (φfN−1, φfN ) ∈ VN−1. (6)
However, although there might be other workarounds, this problem turns out to have N BMIs.
Instead of solving this problem, the workaround we propose is to study the algorithm
yk+1 = argminx {f(x) subject to x ∈ xk + span{zk − xk}},
xk+1 = argminx
{
f(x) subject to x ∈ yk+1 + span{f ′(yk+1)}
}
,
zk+1 = (1− δk)yk+1 + δkzk − γkf ′(yk+1),
(7)
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for which one can formulate relaxed versions of (1) (i.e., sufficient conditions for verifying a po-
tential) using ideas developed below. By denoting V˜k the set of pairs (φfk , φfk+1) of potentials that
can be verified for (7) with our sufficient conditions (see below), we propose to solve the following
alternative to (6):
d
(LSearch)
N = max{(δk ,γk)}k
max
φf
1
,...,φfN−1,dN
dN subject to (φ
f
0 , φ
f
1 ) ∈ V˜0, . . . , (φfN−1, φfN ) ∈ V˜N−1, (8)
from which one can recover a policy {(τk, αk, δk, γk)}k with the same d(LSearch)N is attained, as
illustrated below. All steps involved in the analysis of (7)—similar in spirit with those presented for
vanilla gradient in Sec. 3.2.1— are presented in Sec. D.3. Before going to the next section, note that
it is straightforward to verify V˜k ⊆ Vk, as for any pair (φfk , φfk+1) we have
(φfk , φ
f
k+1) ∈ V˜k ⇒ (φfk , φfk+1) ∈ Vk
(in other words, all potentials that can be verified are potentials). However, in general we do not
have V˜k = Vk, meaning that the analysis can fail even though a good sequence of potentials with
the desired structure might exist—given a chosen structure of potentials, this problem is not present
in the analysis framework presented in the core of the paper. Another reason why it might fall is
when the method with line-search does not have nice worst-case guarantees.
Transforming line-search procedures to fixed-step policies. Let us provide an example of the
use of a method for designing a gradient method with optimal step-size for smooth strongly convex
minimization, as provided by de Klerk et al. (2017a). That is, consider the problem of minimizing a
smooth strongly convex function f ∈ Fµ,L. We show how to let the computer choose an appropriate
step-size δk in a gradient descent scheme, by studying the line-search variant
xk+1 = argminx
{
f(x) subject to x ∈ xk + span{f ′(xk)}
}
.
For keeping things as simple as possible, let us proceed with the potential: φfk = dk(f(xk) − f⋆);
in the following lines, we illustrate the technique for choosing the step-size δk achieving dk+1 =
ρ−1dk (with 0 < ρ < 1 being the convergence rate) with the smallest possible ρ. Let us first note
that the rate of convergence ρ of the line-search procedure for the family of potentials that we chose
satisfies by definition
ρ
(def)
= max
xk,xk+1,
f∈Fµ,L
f(xk+1)− f⋆
f(xk)− f⋆
subject to xk+1 = xk − δkf ′(xk), δk = argminδk∈R
{
f(xk − δkf ′(xk))
}
,
which can be upper-bounded by (using optimality conditions of the line-search procedure)
ρ ≤ max
xk,xk+1,
f∈Fµ,L
f(xk+1)− f⋆
f(xk)− f⋆ subject to 〈f
′(xk+1); f ′(xk)〉 = 0, 〈f ′(xk+1);xk+1 − xk〉 = 0. (9)
It turns out that (9) often holds with equality, motivating the following developments. As a next
step, one can then get an upper bound from the use of a Lagrangian relaxation with λ1, λ2 ∈ R:
ρ ≤ ρ¯(λ1, λ2) (def)= maxxk,xk+1,
f∈Fµ,L
{
f(xk+1)− f⋆
f(xk)− f⋆ + λ1〈f
′(xk+1); f ′(xk)〉+ λ2〈f ′(xk+1);xk+1 − xk〉
}
,
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and from the same pair (λ1, λ2), one can create an intermediary problem
ρ ≤ max
xk,xk+1,
f∈Fµ,L
{
f(xk+1)− f⋆
f(xk)− f⋆ subject to λ1〈f
′(xk+1); f ′(xk)〉+ λ2〈f ′(xk+1);xk+1 − xk〉 = 0
}
≤ ρ¯(λ1, λ2).
So, for any pair λ1, λ2 ∈ R we get:
⋄ an upper bound ρ¯(λ1, λ2) (possibly +∞ if the choice for λ1, λ2 was not appropriate) on ρ,
⋄ as a consequence, all methods satisfying 〈f ′(xk+1);λ1f ′(xk) + λ2(xk+1 − xk)〉 = 0 benefits
from convergence rate at most ρ¯(λ1, λ2). In particular, the method xk+1 = xk − λ2λ1 f ′(xk)
satisfies the previous equality.
⋄ Finally, if there exists a choice λ⋆1, λ⋆2 such that
ρ = ρ¯(λ⋆1, λ
⋆
2),
then, assuming λ⋆2 6= 0 (this is reasonable as otherwise 〈f ′(xk+1);xk+1 − xk〉 = 0 would
not be used in the analysis), the method xk+1 = xk − λ
⋆
1
λ⋆
2
f ′(xk) benefits from the same
worst-case guarantee as the line-search procedure. This phenomenon actually (maybe sur-
prisingly) occurs at least in standard smooth and non-smooth convex optimization set-
tings (Drori and Taylor, 2018). In the following sections, we use the same strategy in slightly
more complicated settings—where we do not check whether formulations corresponding
to (9) should hold with equality or not.
Choice of the potential family. The choice of the family of potentials into consideration plays
a crucial role in the parameter selection process. For example, choice (5) for method (7) allows
to easily optimize the coefficients δk and γk. The reason is technical (everything lies in the LMI
formulation, which we delay to later sections), but the consequence is relatively simple: the fact
zk − x⋆ appears only in a norm allows writing the LMI reformulation of the potential inequality
“φfk+1 ≤ φfk” in a way that easily permits to optimize both δk and γk (see App. D.5).
Details and extensions. We provide detailed developments relying on this technique in later sec-
tions. In its simplest form, the technique is illustrated in the deterministic smooth convex minimiza-
tion setting in Sec. D.3, among others on algorithm (6).
The technique can also be adapted to other settings, such as stochastic methods, coordinate
descent, or finite sums. Examples that are not provided here include the application to noise models
satisfying strong growth conditions; in the latter case, the parameter selection technique allows
obtaining accelerated methods similar to those of Vaswani et al. (2019).
24
STOCHASTICITY USING POTENTIAL FUNCTIONS
Appendix D. Gradient method
In this section, we present the proof of Theorem 3 for the gradient method. For simplicity, we
present the result for vanilla gradient method in the core of the paper; the proximal case is pre-
sented in App. D.2 and the semidefinite reformulation of (1) in App. D.4. Finally, we present the
parameter selection technique to devise variants of accelerated gradient methods in App. D.3. The
corresponding LMIs are presented in Sec. D.5.
The codes implementing the LMI formulations and numerics presented hereafter are provided
in Sec. 5.
D.1. Proof of Theorem 3
The proof follows the same lines as previous works on performance estimation problems (see
e.g., de Klerk et al. (2017a, Section 4)), and only consists in reformulating a linear combination
of inequalities.
Proof Combine the following inequalities with their corresponding weights.
⋄ Convexity and smoothness between xk and x⋆ with weight λ1 = 2L
f⋆ ≥ f(xk) + 〈f ′(xk);x⋆ − xk〉+ 12L‖f ′(xk)‖2,
⋄ convexity and smoothness between xk+1 and xk with weight λ2 = 2dk + 2L(2 + bk)
f(xk) ≥ f(xk+1) + 〈f ′(xk+1);xk − xk+1〉+ 12L‖f ′(xk+1)− f ′(xk)‖2,
⋄ convexity between xk and xk+1 with weight λ3 = 2L(1 + bk) + dk
f(xk+1) ≥ f(xk) + 〈f ′(xk);xk+1 − xk〉.
By substituting xk+1 = xk − 1Lf ′(xk), one can easily verify that the corresponding weighted sum
can be reformulated exactly as the desired result:
0 ≥λ1
[
f(xk)− f⋆ + 〈f ′(xk);x⋆ − xk〉+ 12L‖f ′(xk)‖2
]
+ λ2
[
f(xk+1)− f(xk) + 〈f ′(xk+1);xk − xk+1〉+ 12L‖f ′(xk+1)− f ′(xk)‖2
]
+ λ3
[
f(xk)− f(xk+1) + 〈f ′(xk);xk+1 − xk〉
]
=(dk + 2L)(f(xk+1)− f⋆) + L2‖xk+1 − x⋆‖2 + (2 + dkL + bk)‖f ′(xk+1)‖2
− dk(f(xk)− f⋆)− L2‖xk − x⋆‖2 − bk‖f ′(xk)‖2,
leading to
(dk + 2L)(f(xk+1)− f⋆) + L2‖xk+1 − x⋆‖2 + (2 + dkL + bk)‖f ′(xk+1)‖2
≤ dk(f(xk)− f⋆) + L2‖xk − x⋆‖2 + bk‖f ′(xk)‖2.
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D.2. Proximal gradient method
In this section, we consider the problem
min
x∈Rd
{F (x) ≡ f(x) + h(x)} ,
where f : Rd → R is convex and smooth (f ∈ FL) and h : Rd → R ∪ {∞} is closed, proper and
convex (notation h ∈ F0,∞), where the proximal operator of h is readily available:
proxγh (y) = argminx∈Rd
{
γh(x) + 12‖y − x‖2
}
.
Nearly the same potential as that for the gradient method holds for the proximal gradient method
(note that we have assumed dom f = Rd for simplicity; other inequalities have to be used if it is
not the case (de Klerk et al., 2017b; Drori, 2018)).
Theorem 9 Let f ∈ FL, h ∈ F0,∞ (class of closed, proper and convex functions), let xk ∈ Rd be
satisfying ∂h(xk) 6= ∅, and xk+1 = proxh/L
(
xk − 1Lf ′(xk)
)
. There exists F ′(xk) ∈ ∂F (xk) such
that inequality φFk+1(xk+1) ≤ φFk (xk) holds with
φFk = dk(F (xk)− F⋆) + bk‖F ′(xk)‖2 + L2‖xk − x⋆‖2,
for all values bk, dk ≥ 0, bk+1 = 1 + dkL + bk and dk+1 = 2L + dk. In particular, the above
inequality holds when choosing F ′(xk+1) = L(xk − xk+1) − f ′(xk) + f ′(xk+1) (this choice is
natural as it corresponds to using the particular subgradient of h that was used in the proximal
operation).
In particular, the previous theorem establishes that
φFk = (2k + 1)(F (xk)− F (x⋆)) + k(k + 1)‖F ′(xk)‖2 + L2‖xk − x⋆‖2,
is a potential for the proximal gradient method with step-size 1/L.
Proof Combine the following inequalities with their corresponding weights. We denote by sk+1 ∈
∂h(xk+1) the specific subgradient used in the proximal operation, i.e., such that xk+1 = xk −
1
L(f
′(xk) + sk+1), and sk ∈ ∂h(xk) any subgradient of h at xk. We also specifically choose
F ′(xk+1) = f ′(xk+1) + sk+1 ∈ ∂F (xk+1) and F ′(xk) = f ′(xk) + sk ∈ ∂F (xk).
⋄ Convexity of f between xk and x⋆ with weight λ1 = 2L
f⋆ ≥ f(xk) + 〈f ′(xk);x⋆ − xk〉,
⋄ convexity and smoothness of f between xk+1 and xk with weight λ2 = 2dk + 2L(1 + bk)
f(xk) ≥ f(xk+1) + 〈f ′(xk+1);xk − xk+1〉+ 12L‖f ′(xk+1)− f ′(xk)‖2,
⋄ convexity of f between xk and xk+1 with weight λ3 = 2Lbk + dk
f(xk+1) ≥ f(xk) + 〈f ′(xk);xk+1 − xk〉,
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⋄ convexity of h between xk+1 and x⋆ with weight λ4 = 2L
h(x⋆) ≥ h(xk+1) + 〈sk+1;x⋆ − xk+1〉,
⋄ convexity of h between xk and xk+1 with weight λ5 = 2Lbk + dk
h(xk) ≥ h(xk+1) + 〈sk+1;xk − xk+1〉,
⋄ convexity of h between xk+1 and xk with weight λ6 = 2Lbk
h(xk+1) ≥ h(xk) + 〈sk;xk+1 − xk〉.
By substituting xk+1 = xk − 1L(f ′(xk) + sk+1), one can easily verify that the corresponding
weighted sum can be reformulated exactly as the desired result plus a positive term:
0 ≥λ1
[
f(xk)− f⋆ + 〈f ′(xk);x⋆ − xk〉
]
+ λ2
[
f(xk+1)− f(xk) + 〈f ′(xk+1);xk − xk+1〉+ 12L‖f ′(xk+1)− f ′(xk)‖2
]
+ λ3
[
f(xk)− f(xk+1) + 〈f ′(xk);xk+1 − xk〉
]
+ λ4 [h(xk+1)− h(x⋆) + 〈sk+1;x⋆ − xk+1〉]
+ λ5 [h(xk+1)− h(xk) + 〈sk+1;xk − xk+1〉]
+ λ6 [h(xk)− h(xk+1) + 〈sk;xk+1 − xk〉]
=(dk + 2L)(F (xk+1)− F⋆) + L2‖xk+1 − x⋆‖2 + (1 + dkL + bk)‖F ′(xk+1)‖2
− dk(F (xk)− F⋆)− L2‖xk − x⋆‖2 − bk‖F ′(xk)‖2 + bk‖sk+1 − sk‖2,
leading to the desired result
(dk + 2L)(F (xk+1)− F⋆) + L2‖xk+1 − x⋆‖2 + (1 + dkL + bk)‖F ′(xk+1)‖2
≤ dk(F (xk)− F⋆) + L2‖xk − x⋆‖2 + bk‖F ′(xk)‖2 − bk‖sk+1 − sk‖2,
≤ dk(F (xk)− F⋆) + L2‖xk − x⋆‖2 + bk‖F ′(xk)‖2.
D.3. Design of accelerated methods
There are many different variants of accelerated gradient methods (see e.g., Tseng (2008)), partic-
ularly for smooth unconstrained optimization in the Euclidean setting. Here are two examples that
can be obtained through the line-search strategy presented in Sec. C.
The codes implementing the LMI formulations and numerics below are provided in Sec. 5.
Design of a first accelerated method. Let us first apply our step-size selection technique to the
following first-order method involving three sequences:
yk+1 = (1− τk)xk + τkzk,
xk+1 = yk+1 − αkf ′(yk+1),
zk+1 = (1− δk)yk+1 + δkzk − γkf ′(yk+1),
(10)
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relying on the alternate version involving line-searches and optimization of the last step:
yk+1 = argminx {f(x) subject to x ∈ xk + span{zk − xk}},
xk+1 = argminx
{
f(x) subject to x ∈ yk+1 + span{f ′(yk+1)}
}
,
zk+1 = (1− δk)yk+1 + δkzk − γkf ′(yk+1).
(11)
We provide our LMI encoding sufficient conditions for verifying “φfk+1 ≤ φfk” in the next section
(Sec. D.5) for the potential
φfk =
(
xk − x⋆
f ′(xk)
)⊤
[Qk ⊗ Id]
(
xk − x⋆
f ′(xk)
)
+ ak‖zk − x⋆‖2 + dk (f(xk)− f⋆), (12)
with Qk ∈ S2 and the choice φf0 = L2 ‖x0 − x⋆‖2, φfN = dN (f(xN ) − f⋆). Note that one could
add arbitrary sequences to (10), and other states to φfk and still use the same tricks (see below for
another example).
Let us denote V˜k the set of pairs (φfk+1, φfk) for which we can verify the inequality φfk+1 ≤
φfk holds for algorithm (11) (see Sec. D.5). Similar in spirit with the approach of Sec. 3.2.1 for
designing a potential for vanilla gradient descent, we can now simulteneously design potential and
a sequence of parameters for (10), for example by solving
max
{(δk ,γk)}k
max
φf
1
,...,φfN−1,dN
dN subject to (φ
f
0 , φ
f
1 ) ∈ V˜0, . . . , (φfN−1, φfN ) ∈ V˜N−1. (13)
As an example, we provide the results obtained by solving (13) for N = 100 on Figure 3. Carrying
a few simplifications in a similar manner to those from Sec. 3.2.1, one can arrive easily arrive to
Theorem 10 (simpler expressions below).
Theorem 10 Let f ∈ FL. For all values of bk, dk ≥ 0, the iterates of algorithm (11) with δk = 1
and γk =
dk+1−dk
L satisfy
dk+1(f(xk+1)− f⋆) + bk+12L ‖f ′(xk+1)‖2 + L2 ‖zk+1 − x⋆‖2
≤ dk(f(xk)− f⋆) + bk2L‖f ′(xk)‖2 + L2 ‖zk − x⋆‖2,
for all dk+1, bk+1 ∈ R satisfying d2k+1 − 2(dk + 1)dk+1 +
d2k
bk+dk
+ d2k ≤ 0 (reducing to dk+1 ∈
[1 + dk −
√
1 + dk, 1 + dk +
√
1 + dk] when bk = 0) and bk+1 ≤ dk+1. In addition, the iterates
produced by algorithm (10) with αk =
1
L , and τk =
dk+1−dk
dk+1
satisfy the same inequality.
Before proceeding with the proof, let us note two simple scenarios that are valid for Theorem 10:
⋄ the choice d0 = 0 along with bk = 0 and dk+1 = 1 + dk +
√
1 + dk = O(k
2), reaching
acceleration (analytical version numerically matching the red curves on Figure 3),
⋄ the choice b0 = d0 = 0 along with bk+1 = dk+1 = 1 + dk +
√
1 + 32dk = O(k
2), reaching
acceleration (analytical version numerically matching the blue curves on Figure 3).
Proof Combine the following inequalities with corresponding weights:
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Figure 3: Numerical solution to (13) for N = 100 and L = 1 (plain brown, large values for δ100
and γ100 were capped for readability purposes; they are due to the fact we impose no
control on zN with our initial choice φ
f
N ), forced ak =
L
2 and Qk = 0 (dashed red),
forced ak =
L
2 , Qk[1, 1] = Qk[1, 2] = 0 and Qk[2, 2] =
dk
2L (dotted blue). Total time:
∼ 35 sec. on single core of Intel Core i7 1.8GHz CPU.
⋄ smoothness and convexity between x⋆ and yk+1 with weight λ1 = dk+1 − dk
f⋆ ≥ f(yk+1) + 〈f ′(yk+1);x⋆ − yk+1〉+ 12L‖f ′(yk+1)‖2,
⋄ smoothness and convexity between xk and yk+1 with weight λ2 = dk
f(xk) ≥ f(yk+1) + 〈f ′(yk+1);xk − yk+1〉+ 12L‖f ′(xk)− f ′(yk+1)‖2,
⋄ smoothness and convexity between yk+1 and xk+1 with weight λ3 = dk+1
f(yk+1) ≥ f(xk+1) + 〈f ′(xk+1); yk+1 − xk+1〉+ 12L‖f ′(xk+1)− f ′(yk+1)‖2,
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⋄ first line-search optimality condition for yk+1 with weight λ4 = dk+1
〈f ′(yk+1); yk+1 − xk〉 ≤ 0,
⋄ second line-search optimality condition for yk+1 with weight λ5 = dk+1 − dk
〈f ′(yk+1);xk − zk〉 ≤ 0,
⋄ first line-search optimality condition for xk+1 with weight λ6 = dk+1
〈f ′(xk+1);xk+1 − yk+1〉 ≤ 0,
⋄ second line-search optimality condition for xk+1 with weight λ7 = dk+1L
〈f ′(xk+1); f ′(yk+1)〉 ≤ 0.
In the case bk + dk > 0, the weighted sum gives:
0 ≥λ1
[
f(yk+1)− f⋆ + 〈f ′(yk+1);x⋆ − yk+1〉+ 12L‖f ′(yk+1)‖2
]
+ λ2
[
f(yk+1)− f(xk) + 〈f ′(yk+1);xk − yk+1〉+ 12L‖f ′(xk)− f ′(yk+1)‖2
]
+ λ3
[
f(xk+1)− f(yk+1) + 〈f ′(xk+1); yk+1 − xk+1〉+ 12L‖f ′(xk+1)− f ′(yk+1)‖2
]
+ λ4
[〈f ′(yk+1); yk+1 − xk〉]
+ λ5
[〈f ′(yk+1);xk − zk〉]
+ λ6
[〈f ′(xk+1);xk+1 − yk+1〉]
+ λ7
[〈f ′(xk+1); f ′(yk+1)〉]
=dk+1(f(xk+1)− f⋆) + bk+12L ‖f ′(xk+1)‖2 + L2 ‖zk+1 − x⋆‖2
− dk(f(xk)− f⋆)− bk2L‖f ′(xk)‖2 − L2 ‖zk − x⋆‖2
+
dk+1−bk+1
2L ‖f ′(xk+1)‖2 + bk+dk2L ‖f ′(xk)− dkbk+dk f
′(yk+1)‖2
+
−d2k+1+2(dk+1)dk+1−
d2k
bk+dk
−d2k
2L ‖f ′(yk+1)‖2,
which can be reformulated as
dk+1(f(xk+1)− f⋆) + bk+12L ‖f ′(xk+1)‖2 + L2 ‖zk+1 − x⋆‖2
≤ dk(f(xk)− f⋆) + bk2L‖f ′(xk)‖2 + L2 ‖zk − x⋆‖2
− dk+1−bk+12L ‖f ′(xk+1)‖2 − bk+dk2L ‖f ′(xk)− dkbk+dk f
′(yk+1)‖2
− −d
2
k+1+2(dk+1)dk+1−
d2k
bk+dk
−d2k
2L ‖f ′(yk+1)‖2
≤ dk(f(xk)− f⋆) + bk2L‖f ′(xk)‖2 + L2 ‖zk − x⋆‖2,
where the last inequality is valid as soon as bk + dk > 0 (i.e., at least bk > 0 or dk > 0 hold),
dk+1 ≥ bk+1 and −d2k+1 +2(dk +1)dk+1 −
d2k
bk+dk
− d2k ≥ 0, that is, when dk+1 lies in the interval[
bkdk+bk+d
2
k+dk−
√
2b2kdk+b
2
k+3bkd
2
k+2bkdk+d
3
k+d
2
k
bk+dk
,
bkdk+bk+d
2
k+dk+
√
2b2kdk+b
2
k+3bkd
2
k+2bkdk+d
3
k+d
2
k
bk+dk
]
.
30
STOCHASTICITY USING POTENTIAL FUNCTIONS
For the case bk = 0 and dk ≥ 0 the weighted sum can be written as
0 ≥dk+1(f(xk+1)− f⋆) + bk+12L ‖f ′(xk+1)‖2 + L2 ‖zk+1 − x⋆‖2 − dk(f(xk)− f⋆)− L2 ‖zk − x⋆‖2
+
dk+1−bk+1
2L ‖f ′(xk+1)‖2 + dk2L‖f ′(xk)− f ′(yk+1)‖2
+
−d2k+2dkdk+1−dk−(dk+1−2)dk+1
2L ‖f ′(yk+1)‖2,
and the same simplifications can be done again, as soon as dk+1 ∈ [1 + dk −
√
1 + dk, 1 + dk +√
1 + dk]:
dk+1(f(xk+1)− f⋆) + bk+12L ‖f ′(xk+1)‖2 + L2 ‖zk+1 − x⋆‖2 ≤ dk(f(xk)− f⋆) + L2 ‖zk − x⋆‖2.
Finally, note that the same proofs are valid for all methods of the form (10) satisfying
〈f ′(yk+1); yk+1 − xk + dk+1−dkdk+1 (xk − zk)〉 ≤ 0,
〈f ′(xk+1);xk+1 − yk+1 + 1Lf ′(yk+1)〉 ≤ 0,
which is true in particular when αk =
1
L , and τk =
dk+1−dk
dk+1
.
Yet another accelerated method. For the sake of illustration, we want to point out again that
some of the choices we made for the design of the previous method were quite arbitrary, and that
it was actually not the only way of ending up with an accelerated first-order method. For example,
one could start from a method involving only two sequences
yk+1 = (1− τk)yk + τkzk − αkf ′(yk),
zk+1 = (1− δk)yk+1 + δkzk − γkf ′(yk)− γ′kf ′(yk+1),
(14)
along with the corresponding version involving a span-search
yk+1 = argminx
{
f(x) subject to x ∈ yk + span{(zk − yk), f ′(yk)}
}
,
zk+1 = (1− δk)yk+1 + δkzk − γkf ′(yk)− γ′kf ′(yk+1).
(15)
For the potential we choose
φfk =
(
yk − x⋆
f ′(yk)
)⊤
[Qk ⊗ Id]
(
yk − x⋆
f ′(yk)
)
+ ak‖zk − x⋆‖2 + dk (f(yk)− f⋆),
with Qk ∈ S2 and start with the choice φf0 = L2 ‖x0 − x⋆‖2, φfN = dN (f(xN ) − f⋆). Let us
denote V˜k the set of pairs (φfk+1, φfk) for which we can verify the inequality φfk+1 ≤ φfk holds
for algorithm (15). As before, we can now design at the same time a potential and a sequence of
parameters for (14), for example by solving
max
{(δk ,γk,γ′k)}k
max
φf
1
,...,φfN−1,dN
dN subject to (φ
f
0 , φ
f
1 ) ∈ V˜0, . . . , (φfN−1, φfN ) ∈ V˜N−1. (16)
As an example, we provide the results obtained by solving (16) for N = 100 on Figure 4. As for
the previous cases, it presents a few possible simplifications, leading to the following theorem.
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Figure 4: Numerical solution to (16) for N = 100 and L = 1 (plain brown, large values for δ100
and γ100 were capped for readability purposes; they are due to the fact we impose no
control on zN with our initial choice φ
f
N ), forced ak =
L
2 and Qk = 0 (dashed red),
and forced ak =
L
2 , Qk[1, 1] = Qk[1, 2] = 0 and Qk[2, 2] = − dk2L (dotted blue). For
convenience, we did not plot γk which numerically appeared to be negligible compared
to other variables (about 10−7). Total time: ∼ 30 sec. on single core of Intel Core i7
1.8GHz CPU.
The following theorem presents one of the possible outcome of the approach (simple choices
are presented just after the theorem).
Theorem 11 Let f ∈ FL. For all values of dk ≥ bk ≥ 0, the iterates of algorithm (14) with
δk = 1, γk = 0, and γ
′
k =
dk+1−dk
L satisfy
dk+1(f(yk+1)− f⋆)− bk+12L ‖f ′(yk+1)‖2 + L2 ‖zk+1 − x⋆‖2
≤ dk(f(yk)− f⋆)− bk2L‖f ′(yk)‖2 + L2 ‖zk − x⋆‖2
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for all dk+1, bk+1 ≥ 0 satisfying bk+1 + dk+1 − (dk − dk+1)2 ≥ 0. In addition, the iterates of
algorithm (15) with αk =
dk
dk+1L
and τk =
dk+1−dk
dk+1
satisfy the same inequality.
Before proceeding with the proof, let us consider those two simpler cases:
⋄ the choice d0 = 0 along with bk = 0 and dk+1 = 12 + dk +
√
1
4 + dk = O(k
2), reaching
acceleration (analytical version numerically matching the red curves on Figure 3).
⋄ The choice b0 = d0 = 0 along with bk+1 = dk+1 = 1+dk+
√
1 + 2dk = O(k
2), reaching ac-
celeration (analytical version numerically matching the blue curves on Figure 3), for example
for the point xk = yk− 1Lf ′(yk) for which we get f(xk)−f⋆ ≤ f(yk)−f⋆− 12L‖f ′(yk)‖2 ≤
L
2dk
‖z0 − x⋆‖2.
Proof Combine the following inequalities with corresponding weights:
⋄ smoothness and convexity between x⋆ and yk+1 with weight λ1 = dk+1 − dk:
f⋆ ≥ f(yk+1) + 〈f ′(yk+1);x⋆ − yk+1〉+ 12L‖f ′(yk+1)‖2,
⋄ smoothness and convexity between yk and yk+1 with weight λ2 = dk:
f(yk) ≥ f(yk+1) + 〈f ′(yk+1); yk − yk+1〉+ 12L‖f ′(yk)− f ′(yk+1)‖2,
⋄ first line-search optimality condition for yk+1 with weight λ3 = dk+1
〈f ′(yk+1); yk+1 − yk〉 ≤ 0,
⋄ second line-search optimality condition for yk+1 with weight λ4 = dk+1 − dk
〈f ′(yk+1); yk − zk〉 ≤ 0,
⋄ third line-search optimality condition for yk+1 with weight λ5 = dkL
〈f ′(yk+1); f(yk)〉 ≤ 0.
The weighted sum can be rewritten as
0 ≥λ1
[
f(yk+1)− f⋆ + 〈f ′(yk+1);x⋆ − yk+1〉+ 12L‖f ′(yk+1)‖2
]
+ λ2
[
f(yk+1)− f(yk) + 〈f ′(yk+1); yk − yk+1〉+ 12L‖f ′(yk)− f ′(yk+1)‖2
]
+ λ3
[〈f ′(yk+1); yk+1 − yk〉]
+ λ4
[〈f ′(yk+1); yk − zk〉]
+ λ5
[〈f ′(yk+1); f(yk)〉]
=dk+1(f(yk+1)− f⋆)− bk+12L ‖f ′(yk+1)‖2 + L2 ‖zk+1 − x⋆‖2
− dk(f(yk)− f⋆) + bk2L‖f ′(yk)‖2 − L2 ‖zk − x⋆‖2
+ (dk−bk)2L ‖f ′(yk)‖2 +
(bk+1−(dk−dk+1)2+dk+1)
2L ‖f ′(yk+1)‖2,
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which, in turn, gives:
dk+1(f(yk+1)− f⋆)− bk+12L ‖f ′(yk+1)‖2 + L2 ‖zk+1 − x⋆‖2
≤dk(f(yk)− f⋆)− bk2L‖f ′(yk)‖2 + L2 ‖zk − x⋆‖2
− (dk−bk)2L ‖f ′(yk)‖2 −
bk+1−(dk−dk+1)2+dk+1
2L ‖f ′(yk+1)‖2
≤dk(f(yk)− f⋆)− bk2L‖f ′(yk)‖2 + L2 ‖zk − x⋆‖2,
where the last inequality is valid as soon as dk ≥ bk, and bk+1 − (dk − dk+1)2 + dk+1 ≥ 0. The
same bound is valid for all methods satisfying
〈f ′(yk+1); dk+1(yk+1 − yk) + (dk+1 − dk)(yk − zk) + dkL f ′(yk)〉 ≤ 0,
that include algorithm (14) when αk =
dk
dk+1L
and τk =
dk+1−dk
dk+1
.
D.4. Linear matrix inequalities for the gradient method
In this section, we provide the LMI that was used in Sec. 3.2.1, i.e., for vanilla gradient descent.
One can extend this LMI to the projected/proximal case using the tools by Taylor et al. (2017a),
resulting in proofs such as in previous section. The code implementing the LMI formulation below
is provided in Sec. 5.
Let us recall that the target is to reformulate (1). In this case, it corresponds to
0 ≥ max
f,xk,xk+1,x⋆
φfk+1(xk+1)− φfk(xk)
s.t. xk+1 = xk − 1Lf ′(xk),
f ∈ FL and f ′(x⋆) = 0,
for when
φfk =
(
xk − x⋆
f ′(xk)
)⊤ [(
ak ck
ck bk
)
⊗ Id
](
xk − x⋆
f ′(xk)
)
+ dk (f(xk)− f⋆). (17)
They first key step in the reformulation is standard from the performance estimation literature and
consists in using a discrete version of the variable f , as follows
0 ≥ max
fk,fk+1,f⋆,
gk,gk+1,g⋆,
xk,xk+1,x⋆
φfk+1(xk+1)− φfk(xk),
s.t. xk+1 = xk − 1Lgk,
∃f ∈ FL such that f(xi) = fi and f ′(xi) = gi for all i ∈ {k, k + 1, ⋆},
g⋆ = 0.
(18)
The existence constraint is often referred to as an interpolation constraint and can be reformulated
using appropriate quadratic inequalities (Taylor et al., 2017c, Theorem 4) — this is also sometimes
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referred to as extensions (Azagra and Mudarra, 2017; Daniilidis et al., 2018). For smooth convex
functions, this can be reformulated as
∃f ∈ FL such that f(xi) = fi and f ′(xi) = gi for all i ∈ {k, k + 1, ⋆}
⇔ fi ≥ fj + 〈gj ;xi − xj〉+ 12L‖gi − gj‖2 for all i, j ∈ {k, k + 1, ⋆}.
This allows reformulating (18) as a linear matrix inequality. For doing that, let us choose without
loss of generality x⋆ = g⋆ = 0 and f⋆ = 0 and introduce two matrices P and F :
P = [ xk gk gk+1 ], F = [ fk fk+1 ],
and the corresponding Gram matrix G = P⊤P  0, that is,
G =

 ‖xk‖2 〈gk;xk〉 〈gk+1;xk〉〈gk;xk〉 ‖gk‖2 〈gk; gk+1〉
〈gk+1;xk〉 〈gk; gk+1〉 ‖gk+1‖2

 .
Let us introduce the following shorthand notations for picking up elements in the Gram matrix G
and in F : we choose xk,xk+1,x⋆, gk,gk+1,g⋆ ∈ R3 and fk, fk+1, f⋆ ∈ R2 such that
xk = Pxk, xk+1 = Pxk+1, x⋆ = Px⋆,
gk = Pgk, gk+1 = Pgk+1, g⋆ = Pg⋆,
fk = F fk, fk+1 = F fk+1, f⋆ = F f⋆.
In other words, by letting ei be the unit vector with 1 as its i
th component we have xk := e1 ∈ R3,
gk := e2 ∈ R3, gk+1 := e3 ∈ R3 along with
xk+1 := xk − 1Lgk ∈ R3, x⋆ = g⋆ := 0 ∈ R3,
and fk := e1 ∈ R2, fk+1 := e2 ∈ R2 and f⋆ := 0 ∈ R2. Those notations allow conveniently writing
scalar products by picking up elements in G. For example, 〈gk+1;xk+1 − x⋆〉 can be written as
〈gk+1;xk+1 − x⋆〉 = (Pgk+1)⊤P (xk+1 − x⋆) = Trace
(
Ggk+1(xk+1 − x⋆)⊤
)
.
Also, one can equivalently rewrite the inequality
fi − fj − 〈gj ;xi − xj〉 − 12L‖gi − gj‖2 ≥ 0,
as
F (fi − fj) + Trace
(
G
(
xi xj gi gj
)
M
(
xi xj gi gj
)⊤) ≥ 0,
where
M := 12


0 0 0 −1
0 0 0 1
0 0 −1/L 1/L
−1 1 1/L −1/L

 . (19)
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We can also rewrite
φfk(xk) = dkF (fk − f⋆) + Trace
(
G
(
xk − x⋆ gk
)(ak ck
ck bk
)(
x⊤k − x⊤⋆
g⊤k
))
,
φfk+1(xk+1) = dk+1F (fk+1 − f⋆)
+ Trace
(
G
(
xk+1 − x⋆ gk+1
)(ak+1 ck+1
ck+1 bk+1
)(
x⊤k+1 − x⊤⋆
g⊤k+1
))
,
leading to the following reformulation of (18) given by
0 ≥ max
G, F
φfk+1(xk+1)− φfk(xk),
s.t. G  0,
F (fi − fj) + Trace
(
G
(
xi xj gi gj
)
M
(
xi xj gi gj
)⊤) ≥ 0
for all i, j ∈ {k, k + 1, ⋆},
whose feasibility (for given parameters {(ak, bk, ck, dk), (ak+1, bk+1, ck+1, dk+1)} and L) can be
verified with standard semidefinite packages (Sturm, 1999; Mosek, 2010). Let us provide the corre-
sponding linear matrix inequality, which is simply obtained by dualizing the previous formulation.
By associating one multiplier for each interpolation constraint
F (fi − fj) + Trace
(
G
(
xi xj gi gj
)
M
(
xi xj gi gj
)⊤) ≥ 0 : λi,j ,
one can arrive to the final LMI for gradient descent (we use the notation S3 to denote the set of 3×3
symmetric matrices).
The inequality φfk+1(xk+1) ≤ φfk(xk) (φfk defined in (17)) holds for all xk ∈ Rd, all f ∈
FL(Rd), all d ∈ N and xk+1 = xk − 1Lf ′(xk) if and only if there exists {λi,j}i,j∈Ik , with
Ik := {k, k + 1, ⋆}, such that
λi,j ≥ 0 for all i, j ∈ Ik,
dk+1(fk+1 − f⋆)− dk(fk − f⋆) +
∑
i,j∈Ik
λi,j(fi − fj) = 0 (linear constraint in R2),
Vk+1 − Vk +
∑
i,j∈Ik
λi,jMi,j  0 (linear matrix inequality in S3),
with
Vk :=
(
xk − x⋆ gk
)(ak ck
ck bk
)(
x⊤k − x⊤⋆
g⊤k
)
∈ S3,
Vk+1 :=
(
xk+1 − x⋆ gk+1
)(ak+1 ck+1
ck+1 bk+1
)(
x⊤k+1 − x⊤⋆
g⊤k+1
)
∈ S3,
Mi,j :=
(
xi xj gi gj
)
M
(
xi xj gi gj
)⊤ ∈ S3.
.
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D.5. Linear matrix inequalities for the design procedure
We provide the LMI formulation of V˜k for algorithm (10). The code implementing the LMI formu-
lation below is provided in Sec. 5.
We proceed mostly like in Sec. D.4 for reformulating (1). That is, we now reformulate
0 ≥ max
fyk ,fxk ,fxk+1 ,f⋆,
gyk ,gxk ,gxk+1 ,g⋆,
zk,yk,xk,xk+1,x⋆
φfk+1(xk+1, zk+1)− φfk(xk, zk),
s.t. 〈gyk+1 ; yk+1 − xk〉 = 0, 〈gyk+1 ; zk − xk〉 = 0,
〈gxk+1 ; yk+1 − xk+1〉 = 0, 〈gxk+1 ; gyk+1〉 = 0,
zk+1 = (1− δk)yk+1 + δkzk − γkf ′(yk+1),
∃f ∈ FL such that f(xi) = fi and f ′(xi) = gi for all (xi, gi, fi) ∈ S,
g⋆ = 0,
(20)
where S is the discrete version of f :
S := {(xk, gxk , fxk), (xk+1, gxk+1 , fxk+1), (yk+1, gyk+1 , fyk+1), (x⋆, g⋆, f⋆)}.
Note again that (20) is not an exact reformulation of (1) for the method (11): it is only a sufficient
condition for (Pot) to be satisfied for the method (11) and all d ∈ N, f ∈ FL and (xk, zk) ∈ Rd×Rd.
SDP reformulation. As in Sec. D.4, we use a vector F and a Gram matrix G = P⊤P  0 for
encoding the problem, with P and F defined as
P := [ zk xk xk+1 yk+1 gxk gxk+1 gyk+1 ], F := [ fxk fxk+1 fyk+1 ].
For denoting all points whose gradient and functions values are needed within the formulation, we
re-organize them and denote
(w⋆, g⋆, f⋆) := (x⋆, g⋆, f⋆), (w1, g1, f1) := (xk, gxk , fxk),
(w2, g2, f2) := (xk+1, gxk+1 , fxk+1), (w3, g3, f3) := (yk+1, gyk+1 , fyk+1).
Let us denote w⋆, w1,w2, w3, g⋆, g1, g2, g3, zk ∈ R7 and f⋆, f1, f2, f3 ∈ R3 the vectors such that
xk = Pw1, xk+1 = Pw2, yk+1 = Pw3,
gxk = Pg1, gxk+1 = Pg2, gyk+1 = Pg3,
fxk = P f1, fxk+1 = P f2, fyk+1 = P f3.
along with zk = Pzk, w⋆ = g⋆ = 0 and f⋆ = 0. More precisely, we define zk := e1 ∈ R7
w1 := e2 ∈ R7, w2 := e3 ∈ R7, w3 := e4 ∈ R7,
g1 := e5 ∈ R7, g2 := e6 ∈ R7, g3 := e7 ∈ R7,
f1 := e1 ∈ R3, f2 := e2 ∈ R3, f3 := e3 ∈ R3.
We encode interpolation constraints and the corresponding multiplier λi,j as before, for all points
for which we needed to use the gradient and function values, i.e., for x⋆, xk, xk+1 and yk+1:
F (fi − fj) + Trace
(
G
(
wi wj gi gj
)
M
(
wi wj gi gj
)⊤) ≥ 0 : λi,j,
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where i, j ∈ {⋆, 1, 2, 3}. Next, the four line-search conditions can be encoded as Trace(G Ai) = 0
(for i = 1, . . . , 4) with
A1 =
1
2
(
g3(w3 −w1)⊤ + (w3 −w1)g⊤3
)
, for 〈f ′(yk+1); yk+1 − xk〉 = Trace(A1G) = 0,
A2 =
1
2
(
g3(zk −w1)⊤ + (zk −w1)g⊤3
)
, for 〈f ′(yk+1); zk − xk〉 = Trace(A2G) = 0,
A3 =
1
2
(
g2(w3 −w2)⊤ + (w3 −w2)g⊤2
)
, for 〈f ′(xk+1); yk+1 − xk+1〉 = Trace(A3G) = 0,
A4 =
1
2
(
g2g
⊤
3 + g3g
⊤
2
)
, for 〈f ′(xk+1); f ′(yk+1)〉 = Trace(A4G) = 0,
and we denote the corresponding multipliers by µ1, . . . , µ4. Finally, we define
zk+1 := (1− δk)w3 + δkzk − γkg3.
The LMI formulation is, again, a dual to the SDP reformulation of (20) (see below):
0 ≥ max
G,F
φfk+1(xk+1, zk+1)− φfk(xk, zk),
s.t. Trace(G A1) = 0, Trace(G A2) = 0, Trace(G A3) = 0, Trace(G A4) = 0,
F (fi − fj) + Trace
(
G
(
wi wj gi gj
)
M
(
wi wj gi gj
)⊤) ≥ 0
for all i, j ∈ {⋆, 1, 2, 3}.
We use S7 to denote the set of 7× 7 symmetric matrices, and useM as defined in (19).
Given two triplets (ak, dk, Qk), (ak+1, dk+1, Qk+1) and a pair (δk, γk), if there exists
{λi,j}i,j∈Ik , with Ik := {⋆, 1, 2, 3} and {µi}i∈{1,2,3,4} such that
λi,j ≥ 0 for all i, j ∈ Ik,
dk+1(fk+1 − f⋆)− dk(fk − f⋆) +
∑
i,j∈Ik
λi,j(fi − fj) = 0 (linear constraint in R3),
Vk+1 − Vk +
∑
i,j∈Ik
λi,jMi,j +
∑
i∈{1,2,3,4}
µi Ai  0 (linear matrix inequality in S7),
with
Vk := ak(zk − x⋆)(zk − x⋆)⊤ +
(
w1 −w⋆ g1
)
Qk
(
w⊤1 −w⊤⋆
g⊤1
)
∈ S7,
Vk+1 := ak+1(zk+1 − x⋆)(zk+1 − x⋆)⊤ +
(
w2 −w⋆ g2
)
Qk+1
(
w⊤2 −w⊤⋆
g⊤2
)
∈ S7,
Mi,j :=
(
wi wj gi gj
)
M
(
wi wj gi gj
)⊤ ∈ S7,
then the inequality φfk+1(xk+1) ≤ φfk(xk) (φfk defined in (12)) holds for all f ∈ FL(Rd), all
d ∈ N, all xk, zk ∈ Rd, and xk+1, zk+1 generated by method (11).
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There are several ways of optimizing the parameters (δk, γk) in the process (an alternative to
what we propose below is to use an appropriate Schur complement), for example
ak+1(zk+1 − x⋆)(zk+1 − x⋆)⊤ = ak

 w3zk −w3
g3

⊤

 1δk
−γk



 1δk
−γk

⊤

 w3zk −w3
g3

 ,
=

 w3zk −w3
g3

⊤

 ak akδk −akγkakδk akδ2k −akδkγk
−akγk −akδkγk akγ2k


︸ ︷︷ ︸
Sk:=

 w3zk −w3
g3

 =

 w3zk −w3
g3

⊤ Sk

 w3zk −w3
g3

 ,
where RankSk = 1, Sk  0 and Sk[1, 1] = ak. Now, one can pick Sk  0 as new variable, drop
the rank constraint, and keep constraining Sk[1, 1] = ak. There is always a feasible solution to the
LMI with RankSk = 1 if the LMI is feasible (Sk intervenes only on the side .  0), leading to
Vk+1 = Sk +
(
w2 −w⋆ g2
)
Qk
(
w⊤2 −w⊤⋆
g⊤2
)
in the previous LMI, under the additional constraints Sk  0 and Sk[1, 1] = ak. One can then
recover δk =
Sk[1,2]
Sk[1,1]
and γk = −Sk[1,3]Sk[1,1] , along with τk = −
µ2
µ1
and αk =
µ4
µ3
.
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Appendix E. Stochastic gradients under bounded variance
The proofs of this section follow the same ideas as that of App. D: we only reformulate weighted
sums of inequalities.
E.1. Proof of Theorem 5
Proof Combine the following inequalities with their corresponding weights.
⋄ Convexity between x⋆ and xk with weight λ1 = δkL
f⋆ ≥ f(xk) + 〈f ′(xk);x⋆ − xk〉,
⋄ averaged smoothness between xk and xk+1 with weight λ2 = dk+1 = dk + δkL
Eikf(x
(ik)
k+1) ≤ f(xk) + Eik〈f ′(xk);x(ik)k+1 − xk〉+ L2Eik‖x
(ik)
k+1 − xk‖2,
⋄ bounded variance at xk with weight λ3 = ek = δ
2
kL
2 (1 + dk+1)
Eik‖G(xk; ik)− f ′(xk)‖2 ≤ σ2.
The weighted sum can be reformulated as
0 ≥λ1
[
f(xk)− f⋆ + 〈f ′(xk);x⋆ − xk〉
]
+ λ2
[
f(xk)− Eikf(x(ik)k+1) + Eik〈f ′(xk);x(ik)k+1 − xk〉+ L2Eik‖x
(ik)
k+1 − xk‖2
]
+ λ3
[
Eik‖G(xk; ik)− f ′(xk)‖2 − σ2
]
=dk+1Eik [f(x
(ik)
k+1)− f⋆] + L2Eik‖x
(ik)
k+1 − x⋆‖2
− dk(f(xk)− f⋆)− L2 ‖xk − x⋆‖2 − ekσ2 + (δkdk+1 − ek)‖f ′(xk)‖2,
where rearrangment of the last inequality leads to
dk+1Eik [f(x
(ik)
k+1)− f⋆] + L2Eik‖x
(ik)
k+1 − x⋆‖2
≤ dk(f(xk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2 − (δkdk+1 − ek)‖f ′(xk)‖2
≤ dk(f(xk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2,
as soon as δkdk+1 − ek ≥ 0.
E.2. Proof of Theorem 6
Proof Combine the following inequalities with their corresponding weights.
⋄ Smoothness and convexity between xk and x⋆ with weight λ1 = δkL
f⋆ ≥ f(xk) + 〈f ′(xk);x⋆ − xk〉+ 12L‖f ′(xk)‖2,
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⋄ averaged smoothness and convexity between xk and z(ik)k+1 with weight λ2 = δkL
f(xk) ≥ Eikf(z(ik)k+1) + Eik〈f ′(z(ik)k+1);xk − z(ik)k+1〉+ 12LEik‖f ′(xk)− f ′(z
(ik)
k+1)‖2,
⋄ averaged smoothness and convexity between zk and z(ik)k+1 with weight λ3 = dkδkL
f(zk) ≥ Eikf(z(ik)k+1) + Eik〈f ′(z(ik)k+1); zk − z(ik)k+1〉+ 12LEik‖f ′(zk)− f ′(z
(ik)
k+1)‖2,
⋄ bounded variance at xk with weight λ4 = ek = δ
2
kL
2
1+dk+Lδk
1+dk
Eik‖G(xk; ik)− f ′(xk)‖2 ≤ σ2.
The weighted sum can be reformulated as
0 ≥λ1
[
f(xk)− f⋆ + 〈f ′(xk);x⋆ − xk〉+ 12L‖f ′(xk)‖2
]
+ λ2
[
Eikf(z
(ik)
k+1)− f(xk) + Eik〈f ′(z(ik)k+1);xk − z(ik)k+1〉+ 12LEik‖f ′(xk)− f ′(z
(ik)
k+1)‖2
]
+ λ3
[
Eikf(z
(ik)
k+1)− f(zk) + Eik〈f ′(z(ik)k+1); zk − z(ik)k+1〉+ 12LEik‖f ′(zk)− f ′(z
(ik)
k+1)‖2
]
+ λ4
[
Eik‖G(xk; ik)− f ′(xk)‖2 − σ2
]
=δkdk+1LEik [f(z
(ik)
k+1)− f⋆] + L2Eik‖x
(ik)
k+1 − x⋆‖2 − δkdkL(f(zk)− f⋆)− L2 ‖xk − x⋆‖2 − ekσ2
+ (dk+1)δk2 Eik‖( 1dk+1 − 1)f
′(zk)− 1dk+1f
′(xk) + δkLdk+1G(xk; ik) + f
′(z(ik)k+1)‖2
+ dkδk2(dk+1)‖f
′(zk) + (δkL− 1)f ′(xk)‖2
+ δk(1+δkL(1−δkL))2 ‖f ′(xk)‖2.
Again, rearranging the terms leads to:
δkdk+1LEik [f(z
(ik)
k+1)− f⋆] + L2Eik‖x
(ik)
k+1 − x⋆‖2
≤ δkdkL(f(zk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2
− (dk+1)δk2 Eik‖( 1dk+1 − 1)f
′(zk)− 1dk+1f
′(xk) + δkLdk+1G(xk; ik) + f
′(z(ik)k+1)‖2
− dkδk2(dk+1)‖f
′(zk) + (δkL− 1)f ′(xk)‖2 − δk(1+δkL(1−δkL))2 ‖f ′(xk)‖2
≤ δkdkL(f(zk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2,
where the last inequality follows from δkL(1− δkL) + 1 ≥ 0 (i.e., δk ≤ 1+
√
5
2L ).
E.3. Proof of Theorem 7
Proof Combine the following inequalities with their corresponding weights.
⋄ Convexity and smoothness between yk+1 and x⋆ with weight λ1 = δkL
f⋆ ≥ f(yk+1) + 〈f ′(yk+1);x⋆ − yk+1〉+ 12L‖f ′(yk+1)‖2,
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⋄ convexity and smoothness between yk+1 and yk with weight λ2 = dk
f(yk) ≥ f(yk+1) + 〈f ′(yk+1); yk − yk+1〉+ 12L‖f ′(yk+1)− f ′(yk)‖2,
⋄ bounded variance at yk+1 with weight λ3 = ek = δ
2
kL
2
Eik‖G(yk+1; ik)− f ′(yk+1)‖2 ≤ σ2.
The weighted sum can be reformulated as
0 ≥λ1
[
f(yk+1)− f⋆ + 〈f ′(yk+1);x⋆ − yk+1〉+ 12L‖f ′(yk+1)‖2
]
+ λ2
[
f(yk+1)− f(yk) + 〈f ′(yk+1); yk − yk+1〉+ 12L‖f ′(yk+1)− f ′(yk)‖2
]
+ λ3
[
Eik‖G(yk+1; ik)− f ′(yk+1)‖2 − σ2
]
=(dk + δkL)[f(yk+1)− f⋆] + L2Eik‖x
(ik)
k+1 − x⋆‖2 − dk(f(yk)− f⋆)− L2 ‖xk − x⋆‖2 − ekσ2
+ δk2 (1− δkL)‖f ′(yk+1)‖2 + dk2L‖f ′(yk+1)− f ′(yk))‖2.
Rearranging the terms allows obtaining:
(dk + δkL)[f(yk+1)− f⋆] + L2Eik‖x
(ik)
k+1 − x⋆‖2
≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2
− δk2 (1− δkL)‖f ′(yk+1)‖2 − dk2L‖f ′(yk+1)− f ′(yk))‖2,
≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2,
where the last inequality follows from δk ≤ 1L .
E.4. Evaluation of the stochastic gradient at the true averaged iterate
The target algorithm we study here is as follows
yk+1 =
k
k+1yk +
1
k+1xk,
x
(ik)
k+1 = xk+1 − δkG(yk+1; ik).
Theorem 12 Consider the following iterative scheme
yk+1 =
dk
dk+1
yk +
1
dk+1
xk,
x
(ik)
k+1 = xk+1 − δkG(yk+1; ik),
for some dk ≥ 0 and 0 ≤ δk ≤ 1L . Assuming f ∈ FL the following inequality holds
dk+1δkL[f(yk+1)− f⋆] + L2Eik‖x
(ik)
k+1 − x⋆‖2 ≤ dkδkL(f(yk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2,
with dk+1 = dk + 1 and ek =
Lδ2k
2 .
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Proof Combine the following inequalities with their corresponding weights.
⋄ Convexity and smoothness between yk+1 and x⋆ with weight λ1 = δkL
f⋆ ≥ f(yk+1) + 〈f ′(yk+1);x⋆ − yk+1〉+ 12L‖f ′(yk+1)‖2,
⋄ convexity and smoothness between yk+1 and yk with weight λ2 = dkδkL
f(yk) ≥ f(yk+1) + 〈f ′(yk+1); yk − yk+1〉+ 12L‖f ′(yk+1)− f ′(yk)‖2,
⋄ bounded variance at yk+1 with weight λ3 = ek = δ
2
kL
2
Eik‖G(yk+1; ik)− f ′(yk+1)‖2 ≤ σ2.
The corresponding weighted sum can be reformulated as
0 ≥λ1
[
f(yk+1)− f⋆ + 〈f ′(yk+1);x⋆ − yk+1〉+ 12L‖f ′(yk+1)‖2
]
+ λ2
[
f(yk+1)− f(yk) + 〈f ′(yk+1); yk − yk+1〉+ 12L‖f ′(yk+1)− f ′(yk)‖2
]
+ λ3
[
Eik‖G(yk+1; ik)− f ′(yk+1)‖2 − σ2
]
=(dk + 1)δkL(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2 − dkδkL(f(yk)− f⋆)− L2 ‖xk − x⋆‖2 − ekσ2
+ δk2 (1− δkL)‖f ′(yk+1)‖2 + δkdk2 ‖f ′(yk)− f ′(yk+1)‖2.
After rearranging the terms, we reach:
(dk + 1)δkL(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2 − dkδk
≤ dkδkL(f(yk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2
− δk2 (1− δkL)‖f ′(yk+1)‖2 − δkdk2 ‖f ′(yk)− f ′(yk+1)‖2
≤ dkδkL(f(yk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2
where the last inequality follows from δk ≤ 1L .
E.5. Convergence rates
In this section, we use the following two facts (they can easily be recovered by upper and lower
bounding the sums with appropriate integrals)
1.
∑N
t=1 t
−α = O(N1−α) for α 6= 1,
2.
∑N
t=1 t
−1 = O(logN).
for obtaining asymptotic rates for the previous methods when δk = (L(1 + k)
α)−1.
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Stochastic gradient descent. From Theorem 5, we have
(dk + δkL)Eik [f(x
(ik)
k+1)− f⋆]+L2Eik‖x
(ik)
k+1 − x⋆‖2
≤ dk(f(xk)− f⋆) + L2 ‖xk − x⋆‖2 +
δ2kL
2 (1 + dk + δkL)σ
2.
The choice d0 = 0 leads to(
N−1∑
t=0
Lδt
)
E(f(xN)− f⋆) ≤ L
2
‖x0 − x⋆‖2 + σ
2
2
N−1∑
k=0
[
L2δ2k
(
1 +
k∑
t=0
Lδt
)]
.
For the choice δk = (L(1 + k)
α)−1, the different terms behave as follows:
⋄ ∑N−1k=0 Lδk ∼ N1−α when α 6= 1,
⋄ ∑N−1k=0 L2δ2k ∼ N1−2α for α 6= 1/2,
⋄ ∑N−1k=0 [L2δ2k∑kt=0 Lδt] ∼∑N−1k=0 k1−3α ∼ N2−3α when α 6= 1 and α 6= 2/3,
Under the same restrictions on α, we also get:(
N−1∑
k=0
Lδk
)−1
∼ Nα−1,
∑N−1
k=0 L
2δ2k∑N−1
t=0 Lδt
∼ N−α,
∑N−1
k=0
[
L2δ2k
∑k
t=0 Lδt
]
∑N−1
k=0 Lδk
∼ N1−2α,
and hence
Ef(xN )− f⋆ ≤ L
2
‖x0 − x⋆‖2O(Nα−1) + σ
2
2
[
O
(
N−α
)
+O
(
N1−2α
)]
.
Stochastic gradient descent with averaging. From Theorem 6, we have
(dk + 1)LδkEik [f(z
(ik)
k+1)− f⋆]+L2Eik‖x
(ik)
k+1 − x⋆‖2
≤ dkLδk(f(zk)− f⋆) + L2 ‖xk − x⋆‖2 +
δ2k
2
L(1+dk+Lδk)
1+dk
σ2.
Let us choose d0 = 0 and define dk+1 :=
δk
δk+1
(dk+1),Dk := Lδk−1dk−1+Lδk−1 (withD0 := 0);
one can write
Dk+1Eik [f(z
(ik)
k+1)−f⋆]+L2Eik‖x
(ik)
k+1 − x⋆‖2 ≤ Dk(f(zk)−f⋆)+L2 ‖xk − x⋆‖2+
δ2k
2
L(Dk+1+L
2δ2k)
Dk+1
σ2.
In addition, we get Dk+1 = Lδkdk +Lδk = Lδk
δk−1
δk
(dk−1 +1) +Lδk = Dk +Lδk =
∑k
t=0 Lδt,
and arrive to the final guarantee
DNE[f(zN )− f⋆] ≤ L2 ‖x0 − x⋆‖2 + σ
2
2L
N∑
k=1
δ2k−1L
2Dk+L
2δ2k−1
Dk
,
from which one can arrive to the following rates:
Ef(zN )− f⋆ ≤ L2 ‖x0 − x⋆‖2O(Nα−1) + σ
2
2L [O(N
−α) +O(N−1−2α)],
where we used the following estimates of the rates for the different terms:
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⋄ DN =
∑N−1
k=0 Lδk ∼ N1−α when α 6= 1,
⋄ ∑Nk=1 L2δ2k−1 ∼ N1−2α when α 6= 1/2,
⋄ ∑Nk=1 L4δ4k−1Dk ∼∑Nk=1 k−1−3α ∼ N−3α when α 6= 1 and α 6= 0,
and under the same restrictions on α:
D−1N ∼ Nα−1,
∑N
k=1 L
2δ2k−1
DN
∼ N−α,
∑N
k=1
L4δ4k−1
Dk
DN
∼ N−1−2α.
Stochastic gradient descent with primal averaging. From Theorem 7, we have
(dk + δkL)[f(yk+1)− f⋆] + L2Eik‖x
(ik)
k+1 − x⋆‖2 ≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2 +
Lδ2k
2 σ
2,
hence choosing d0 = 0 and using the same estimates as before, we get
Ef(yN)− f⋆ ≤ L2 ‖x0 − x⋆‖2O(Nα−1) + σ
2
2LO(N
−α).
E.6. Better worst-case guarantees and rates
Different techniques can be used for obtaining stochastic methods with improved worst-case
bounds. Among others, one can (i) assume the number of iterations to be fixed in advance, (ii)
assume the domain to be compact, or (iii) use more past information — essentially through use of
a dual averaging scheme. Algorithms using (iii) do not directly fit within our framework, which
assumes (very) limited memory through (SFO)—we believe it could be adapted, but let it for fur-
ther investigations. The previous points (i) and (ii) are used by Lan (2012), point (ii) is used e.g.,
by Hu et al. (2009). Point (iii) is used by Devolder (2011, Section 6) and by Xiao (2010, Section
7.1 and Appendix D).
In this section, we briefly discuss two ways of improving the complexity results using namely
techniques (i) and an alternative to (iii) for using more past information by adding a new sequence
to (SFO). We start by assuming a known number of iterationsN . In this setting, we get the following
results.
Fixed number of iterations. Consider a stochastic gradient scheme with primal averaging and a
constant step-size δk = δ. Denoting R = ‖x0 − x⋆‖ and choosing δ = 1√N σ
R
+L
, we get
Ef(yN)− f⋆ ≤ R22δN + δσ
2
2 =
L2R3
2LRN+2N3/2σ
+ Rσ√
N
≤ LR22N + Rσ√N
(note though that the optimal step-size in that setting is δ = R√
Nσ
(when R√
Nσ
≤ 1L following the
statement of Theorem 7), leading to Ef(yN)− f⋆ ≤ Rσ√N ).
Dual averaging. Through the use of the dual averaging technique (iii) Devolder (2011, Section 6)
and Xiao (2010, Section 7.1 and Appendix D), one can observe that x0 plays an important role as
its weight grows in the dual averaging process (through coefficients βi’s in both (Devolder, 2011)
and (Xiao, 2010)). In a certain sense, one can interpret x0 as a magnet or anchor whose goal is
to stabilize (and slow down) the iterative process. As such, our framework does not allow treating
estimate sequences with the damping with x0 (recall that the whole point of potential-based proofs
is to forget how the current iterate was obtained). Still, let us have a glance at the answers provided
by the framework without dual averaging.
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Momentum without dual averaging nor damping. Using the line-search design procedure, we
obtain the following methods that appears to be symptomatic of all accelerated methods without
damping so far: a huge error accumulation. This phenomenon is not surprising nor new. Using
the previous parameter selection technique, we arrive to the following theorem, which establishes
the (negative and non-surprising) upper bound obtained through our framework, the main message
being that the accumulation term
∑N−1
k=0 ek = O(N
3) in both cases presented below (whereas
dN = O(N
2)) can hardly be avoided while using pure acceleration without damping—usually
achieved by appropriate dual averaging schemes (Xiao, 2010; Devolder, 2011).
Theorem 13 Let k ∈ N, dk, dk+1 ≥ 0, f ∈ FL and the algorithms
yk+1 = argminx {f(x) subject to x ∈ xk + span{zk − xk}},
x
(ik)
k+1 = argminx {f(x) subject to x ∈ yk+1 + span{G(yk+1; ik)}},
z
(ik)
k+1 = zk − dk+1−dkL G(yk+1; ik),
and
yk+1 = xk +
(
1− dkdk+1
)
(zk − xk),
x
(ik)
k+1 = yk+1 − ηkdk+1G(yk+1; ik),
z
(ik)
k+1 = zk − dk+1−dkL G(yk+1; ik).
In both cases, we have
dk+1Eik(f(x
(ik)
k+1)− f⋆) + L2Eik‖z
(ik)
k+1 − x⋆‖2 ≤ dk(f(xk)− f⋆) + L2 ‖zk − x⋆‖2 + ekσ2
for all choices of ek, ηk ≥ 0 satisfying both dk+1−dk2L − ek + ηk ≥ 0 and 2dk+1ekL− dk+1(dk+1 −
dk)
2 − η2kL2 ≥ 0. In particular, the following three choices are valid:
⋄ dk = k(k+1)4 for all k ≥ 0 together with ηk = (k+1)(k+2)4L and ek = (k+1)(k+3)4L , or
⋄ dk = k(k+1)4 for all k ≥ 0 together with the slightly better ηk =
(k+1)(k+2−
√
3
√
k+2)
4L , ek =
(k+1)(k+3−
√
3
√
k+2)
4L , or
⋄ (primal averaging) dk+1 = dk + δkL together with ηk = 0, ek = Lδ
2
k
2 when δk ≤ 1L .
Proof Perform a weighted sum of the following inequalities:
⋄ smoothness and convexity between x⋆ and yk+1 with weight λ1 = dk+1 − dk
f⋆ ≥ f(yk+1) + 〈f ′(yk+1);x⋆ − yk+1〉+ 12L‖f ′(yk+1)‖2,
⋄ averaged smoothness and convexity between yk+1 and x(ik)k+1 with weight λ2 = dk+1
f(yk+1) ≥ Eikf(x(ik)k+1) + Eik〈f ′(x(ik)k+1); yk+1 − x(ik)k+1〉+ 12LEik‖f ′(yk+1)− f ′(x
(ik)
k+1)‖2,
⋄ convexity between xk and yk+1 with weight λ3 = dk
f(xk) ≥ f(yk+1) + 〈f ′(yk+1);xk − yk+1〉,
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⋄ first line-search optimality condition of yk+1 with weight λ4 = dk+1
〈f ′(yk+1);xk − yk+1〉 ≥ 0,
⋄ second line-search optimality condition of yk+1 with weight λ5 = dk+1 − dk
〈f ′(yk+1); zk − xk〉 ≥ 0,
⋄ first (averaged) line-search optimality condition for x(ik)k+1 with weight λ6 = dk+1
Eik〈f ′(x(ik)k+1); yk+1 − x(ik)k+1〉 ≥ 0,
⋄ second (averaged) line-search optimality condition for x(ik)k+1 with weight λ7 = ηk:
Eik〈f ′(x(ik)k+1);G(yk+1; ik)〉 ≤ 0,
⋄ bounded variance at yk+1 with weight λ8 = ek
Eik‖G(yk+1; ik)− f ′(yk+1)‖2 ≤ σ2.
Now, the weighted sum corresponds to
dk+1Eik(f(x
(ik)
k+1)− f⋆) + L2Eik‖z
(ik)
k+1 − x⋆‖2
≤dk(f(xk)− f⋆) + L2 ‖zk − x⋆‖2 + ekσ2
− dk+12L Eik‖ ηkLdk+1G(yk+1; ik) + f
′(x(ik)k+1)− f ′(yk+1)‖2
−
(
dk+1−dk
2L − ek + ηk
)
‖f ′(yk+1)‖2
− 2dk+1ekL−dk+1(dk+1−dk)2−η2kL22dk+1L Eik‖G(yk+1; ik)‖
2,
therefore, this weighted sum corresponds to the statement of the theorem when the three conditions
are met:
dk+1
2L ≥ 0,(
dk+1−dk
2L − ek + ηk
)
≥ 0,
2dk+1ekL−dk+1(dk+1−dk)2−η2kL2
2dk+1L
≥ 0,
which are easy to check in the case of primal averaging. Another possible choice is to set ek =
dk+1−dk
2L + ηk and ηk such that
2dk+1ekL−dk+1(dk+1−dk)2−η2kL2
2dk+1L
≥ 0; in particular, when dk = k(k+1)4
for all k ≥ 0 we get
ηk ∈
[
(k+1)(k+2−
√
3
√
k+2)
4L ,
(k+1)(k+2+
√
3
√
k+2)
4L
]
,
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a possible choice is ηk =
(k+1)(k+2)
4L , resulting in a critical accumulation in the variance term
dk+1Eik(f(x
(ik)
k+1)− f⋆) + L2Eik‖z
(ik)
k+1 − x⋆‖2
≤dk(f(xk)− f⋆) + L2 ‖zk − x⋆‖2 + (k+1)(k+3)4L σ2
− (k+1)(k+2)8L Eik‖f ′(x
(ik)
k+1)− f ′(yk+1) +G(yk+1; ik)‖2
− 3(k+1)8L Eik‖G(yk+1; ik)‖2
≤dk(f(xk)− f⋆) + L2 ‖zk − x⋆‖2 + (k+1)(k+3)4L σ2,
where the accumulation arrives to σ
2
4L
∑N−1
k=0 (k + 1)(k + 3) = O(N
3). It is also possible to choose
the better (smaller) ηk =
(k+1)(k+2−
√
3
√
k+2)
4L leading to
dk+1Eik(f(x
(ik)
k+1)− f⋆) + L2Eik‖z
(ik)
k+1 − x⋆‖2
≤dk(f(xk)− f⋆) + L2 ‖zk − x⋆‖2 +
(k+1)(k+3−
√
3
√
k+2)
4L σ
2
− (k+1)(k+2)8L Eik‖f ′(x
(ik)
k+1)− f ′(yk+1) +
(
1−
√
3√
k+2
)
G(yk+1; ik)‖2
≤dk(f(xk)− f⋆) + L2 ‖zk − x⋆‖2 +
(k+1)(k+3−
√
3
√
k+2)
4L σ
2,
but the result remains philosophically the same. The proof is valid for all methods proposed above
as they all satisfy both conditions
〈f ′(yk+1); dk+1(xk − yk) + (dk+1 − dk)(zk − xk)〉 ≥ 0,
Eik〈f ′(x(ik)k+1); dk+1(yk+1 − x(ik)k+1)− ηkG(yk+1; ik)〉 ≥ 0.
E.7. Linear matrix inequalities
In this section, we provide the linear matrix inequalities for the basic stochastic gradient method
x
(ik)
k+1 = xk − δkG(xk; ik) with the following family of potentials
φfk =
(
xk − x⋆
f ′(xk)
)⊤
[Qk ⊗ Id]
(
xk − x⋆
f ′(xk)
)
+ dk (f(xk)− f⋆). (21)
with Qk ∈ S2. The following lines can serve for reproducing Figure 1; the code implementing the
following lines is provided in Sec. 5.
We use the following matrices P and F for encoding (stochastic) gradients and function values:
P = [ xk | G(xk; 1) . . . G(xk;n) | f ′(x(1)k+1) . . . f ′(x(n)k+1) ]
F = [ f(xk) | f(x(1)k+1) . . . f(x(n)k+1) ].
Define the following vectors for selecting entries in P and F : x⋆, x0, x1, . . . , xn, G1, . . . , Gn,
g⋆, g0, g1, . . . , gn ∈ R1+2n and f⋆, f0, f1, . . . , fn ∈ R1+n such that
xk = Px0, f
′(xk) = Pg0, f(xk) = F f0, G(xk; i) = PGi,
x
(i)
k+1 = Pxi, f
′(x(i)k+1) = Pgi, f(x
(i)
k+1) = P fi,
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for i ∈ {1, . . . , n} and x⋆ = Px⋆, g⋆ = Pg⋆, f⋆ = F f⋆. More precisely we choose the following
vectors in R1+2n
x0 := e1, Gi := e1+i (for i ∈ {1, . . . , n}), g0 := 1n
n∑
i=1
Gi,
xi := x0 − δkGi (for i ∈ {1, . . . , n}), gi := e1+n+i (for i ∈ {1, . . . , n}),
x⋆ := 0, g⋆ := 0,
and the following vectors in Rn+1: f0 := e1, fi := e1+i (for i ∈ {1, . . . , n}), f⋆ = 0. We also
encode variance using a matrix Avar such that
Trace(AvarP
⊤P ) = Ei‖G(xk; i) − f ′(xk)‖2,
in others words Avar :=
1
n
∑n
i=1(Gi − g0)(Gi − g0)⊤. We use S1+2n to denote the set of (1 +
2n)× (1 + 2n) symmetric matrices, and useM as defined in (19).
Given two doublets (dk, Qk), (dk+1, Qk+1) and a step-size δk, the inequality Eikφ
f
k+1(x
(ik)
k+1) ≤
φfk(xk)+ekσ
2 (φfk defined in (21)) holds for all f ∈ FL(Rd), all d ∈ N, all xk ∈ Rd and all sets
{G(xk; i)}i=1,...,n ⊂ Rd satisfying EiG(xk; i) = f ′(xk) and Ei‖G(xk; i)− f ′(xk)‖2 ≤ σ2
used to generate x
(ik)
k+1 with x
(ik)
k+1 = xk−δkG(xk; ik) if and only if there exists {λi,j}i,j∈I , with
I := {⋆, 0, 1, . . . , n} and ek ∈ R such that
λi,j ≥ 0 for all i, j ∈ I and ek ≥ 0,
dk+1
1
n
n∑
i=1
(fi − f⋆)− dk(f0 − f⋆) +
∑
i,j∈I
λi,j(fi − fj) = 0 (linear constraint in Rn+1),
1
n
n∑
i=1
V
(i)
k+1 − Vk − ekAvar +
∑
i,j∈I
λi,jMi,j  0 (linear matrix inequality in S1+2n),
with
Vk :=
(
x0 − x⋆ g0
)
Qk
(
x⊤0 − x⊤⋆
g⊤0
)
∈ S1+2n,
V
(i)
k+1 :=
(
xi − x⋆ gi
)
Qk+1
(
x⊤i − x⊤⋆
g⊤i
)
∈ S1+2n,
Mi,j :=
(
xi xj gi gj
)
M
(
xi xj gi gj
)⊤ ∈ S1+2n.
Parameter selection. For adapting the strategy to our parameter selection technique, we refer to
App. D.5, as the exact same tricks apply, though a bit more tedious in the stochastic setting.
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Appendix F. Stochastic gradients for over-parameterized models
This section contains the proof of Theorem 8, a discussion on how we ended up with primal averag-
ing using the parameter selection technique, and an LMI formulation for studying primal averaging.
F.1. Proof of Theorem 8
Proof Let us start with the case δk ≤ 1L and dk+1 = dk + δkL. As before, the proof consists in
linearly combining the following inequalities.
⋄ Averaged smoothness and convexity between yk+1 and x⋆ with weight λ1 = δkL:
f⋆ ≥ f(yk+1) + 〈f ′(yk+1);x⋆ − yk+1〉+ 12LEik‖f ′ik(yk+1)‖2,
⋄ convexity between xk+1 and x⋆ with weight λ2 = dk:
f(yk) ≥ f(yk+1) + 〈f ′(yk+1); yk − yk+1〉.
The weighted sum of those inequalities can be rewritten as
0 ≥λ1
[
f(yk+1)− f⋆ + 〈f ′(yk+1);x⋆ − yk+1〉+ 12LEik‖f ′ik(yk+1)‖2
]
+ λ2
[
f(yk+1)− f(yk) + 〈f ′(yk+1); yk − yk+1〉
]
=(dk + δkL)(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2 − dk(f(yk)− f⋆)− L2 ‖xk − x⋆‖2
+ δk2 (1− δkL)Eik‖f ′ik(yk+1)‖2,
which can be rearranged to
(dk + δkL)(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2
≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2 − δk2 (1− δkL)Eik‖f ′ik(yk+1)‖2
≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2,
where the last inequality follows from δk ≤ 1L . In the case where δk ≥ 1L , we use instead dk+1 =
dk+2δkL− δ2kL2 and compensate the nonpositive term in the righthand side by using an additional
inequality:
⋄ averaged smoothness between yk+1 and x⋆ with weight λ3 = δkL(δkL − 1) (which is non-
negative as 0 ≤ δk ≤ 1L )
f(yk+1) ≥ f⋆ + 12LEik‖f ′ik(yk+1)‖2.
Adding this inequality to the previous sum, we get:
0 ≥λ1
[
f(yk+1)− f⋆ + 〈f ′(yk+1);x⋆ − yk+1〉+ 12LEik‖f ′ik(yk+1)‖2
]
+ λ2
[
f(yk+1)− f(yk) + 〈f ′(yk+1); yk − yk+1〉
]
+ λ3
[
f⋆ − f(yk+1) + 12LEik‖f ′ik(yk+1)‖2
]
=(dk + 2δkL− δ2kL2)(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2 − dk(f(yk)− f⋆)− L2 ‖xk − x⋆‖2,
which can be reformulated as
(dk + 2δkL− δ2kL2)(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2 ≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2.
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F.2. Parameter selection
In this section, we quickly discuss how we ended up with primal averaging for overparametrized
models (see Theorem 8). Essentially, we used the first parameter selection technique from App. C,
which we adapted to
yk+1 = (1− τk)xk + τkzk,
x
(ik)
k+1 = yk+1 − αkf ′ik(yk+1),
z
(ik)
k+1 = (1− δk)yk+1 + δkzk − γkf ′ik(yk+1),
for which we wish to optimize the parameters {(τk, αk, δk, γk)}k. Instead, we consider the line-
search version
yk+1 = argminx {f(x) subject to x ∈ xk + span{zk − xk}},
xk+1 = argminx
{
f(x) subject to x ∈ yk+1 + span{f ′ik(yk+1)}
}
,
zk+1 = (1− δk)yk+1 + δkzk − γkf ′ik(yk+1),
along with the following family of potentials
φfk =q1,k ‖xk − x⋆‖2 + q2,k ‖f ′(xk)‖2 + q3,k Ei‖f ′i(xk)‖2 + q4,k 〈f ′(xk);xk − x⋆〉
+ dk (f(xk)− f⋆) + ak‖zk − x⋆‖2,
which was chosen based on expected symmetries with respect to ik. By picking φ
f
0 =
L
2 ‖x0 − x⋆‖2
and φfN = dN (f(xN )− f⋆), we naturally arrived to primal averaging by solving
max
{(δk ,γk)}k
max
φf
1
,...,φfN−1,dN
dN subject to (φ
f
0 , φ
f
1 ) ∈ V˜0, . . . , (φfN−1, φfN ) ∈ V˜N−1, (22)
as done in (8); the numerical results are shown on Figure 5.
F.3. Linear matrix inequalities for over-parametrized models
The derivations of the linear matrix inequalities follow from the exact same line as in the previous
sections. As an example, we provide the LMI formulation for analyzing primal averaging:
yk+1 = τkyk + (1− τk)xk,
x
(ik)
k+1 = xk − γkf ′ik(yk+1),
(23)
along with the following family of potentials
φfk =


xk − x⋆
yk − x⋆
f ′1(yk)− f ′1(x⋆)
...
f ′n(yk)− f ′n(x⋆)


⊤
[Qk ⊗ Id]


xk − x⋆
yk − x⋆
f ′1(yk)− f ′1(x⋆)
...
f ′n(yk)− f ′n(x⋆)

+ dk (f(yk)− f⋆), (24)
which can be simplified using appropriate symmetry arguments, but we simply formulate the prob-
lem without using them for tutorial purposes, and simply chooseQk ∈ S2+n. One could additionally
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Figure 5: Numerical solution to (22) for N = 100, n = 2 and L = 1 (plain brown, large values for
δ100 and γ100 were capped for readability purposes; they are due to the fact we impose no
control on zN with our initial choice φ
f
N ), forced ak =
L
2 (dashed red), forced ak =
L
2
and αk = 0 (dotted blue). For convenience we do not show the values for q1,k; they nu-
merically appeared to be negligible for all values of k (about 10−7) in all three scenarios.
Total computational time: ∼ 90 sec. on single core of Intel Core i7 1.8GHz CPU.
use function values at x
(ik)
k+1 in the formulation, however, this did not improve the results in our ex-
periments while increasing quite a bit the size of the Gram matrix by adding n2 rows and columns
to it (corresponding to all gradients
f ′1(x
(1)
k+1), . . . , f
′
n(x
(1)
k+1), . . . , f
′
1(x
(n)
k+1), . . . , f
′
n(x
(n)
k+1)).
In order to reformulate (1) we therefore only need to encode function values F and gradi-
ent/coordinate in a matrix P , which we use for formulating the Gram matrix G = P⊤P  0:
P = [ xk | yk | f ′1(yk) . . . f ′n(yk) | f ′1(yk+1) . . . f ′n(yk+1) ],
F = [ f1(yk) . . . fn(yk) | f1(yk+1) . . . fn(yk+1) ].
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We also denote by y⋆, xk, yk, gi,⋆, gi,k, gi,k+1 ∈ R2+2n (for all i ∈ {1, . . . , n}) such that
x⋆ = Py⋆, xk = Pxk, yk = Pyk, f
′
i(x⋆) = Pgi,⋆, f
′
i(yk) = Pgi,k, f
′
i(yk+1) = Pgi,k+1,
that is y⋆ = gi,⋆ := 0, xk := e1, yk := e2, gi,k := e2+i, gi,k+1 := e2+n+i. For iteration k + 1:
yk+1 := τkyk + (1− τk)xk,
x
(l)
k+1 := xk − γkgl,k,
in order to have yk+1 = Pyk+1 and x
(l)
k+1 = Px
(l)
k+1. Finally, we do the same for function values:
fi,⋆, fi,k, fi,k+1 ∈ R2n (for all i ∈ {1, . . . , n}) with
f⋆ = F f⋆, fi(yk) = F fi,k, fi(yk+1) = F fi,k+1,
that is fi,⋆ := 0, fi,k := ei and fi,k+1 := en+i. For each function fl (with l ∈ {1, . . . , n}) we
introduce a set of multipliers {λ(l)i,j}i,j∈Ik with Ik = {⋆, k, k + 1}. We use S2+2n is the space of
(2 + 2n)× (2 + 2n) symmetric matrices, and useM as defined in (19).
Given two doublets (dk, Qk) and (dk+1, Qk+1), a pair (τk, γk), and some n ∈ N, the inequality
Eikφ
f
k+1(x
(ik)
k+1, yk+1) ≤ φfk(xk, yk) (φfk defined in (24)) holds for all f(x) = 1n
∑n
i=1 fi(x)
such that fi ∈ FL(Rd), for all d ∈ N, and all xk, yk ∈ Rd used to generate x(ik)k+1, yk+1 with
method (23) if and only if for all l ∈ {1, . . . , n} there exists {λ(l)i,j}i,j∈Ik with Ik = {⋆, k, k+1}
such that
λ
(l)
i,j ≥ 0 for all i, j ∈ Ik and all l ∈ {1, . . . , n},
dk+1
n
n∑
l=1
(fl,k+1 − fl,⋆)− dkn
n∑
l=1
(fl,k − fl,⋆) +
∑
i,j∈Ik
l∈{1,...,n}
λ
(l)
i,j(fl,i − fl,j) = 0 (in R2n),
1
n
∑
l∈{1,...,n}
V
(l)
k+1 − Vk +
∑
i,j∈Ik
l∈{1,...,n}
λ
(l)
i,jM
(l)
i,j  0 (linear matrix inequality in S2+2n),
with
Vk :=
(
xk − y⋆ yk − y⋆ g1,k . . . gn,k
)
Qk


x⊤k − y⊤⋆
y⊤k − y⊤⋆
g⊤1,k
...
g⊤n,k

 ∈ S
2+2n,
V
(l)
k+1 :=
(
x
(l)
k+1 − y⋆ yk+1 − y⋆ g1,k+1 . . . gn,k+1
)
Qk+1


x
(l)⊤
k+1 − y⊤⋆
y⊤k+1 − y⊤⋆
g⊤1,k+1
...
g⊤n,k+1

 ∈ S
2+2n,
M
(l)
i,j :=
(
yi yj gl,i gl,j
)
M
(
yi yj gl,i gl,j
)⊤ ∈ S2+2n.
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Appendix G. Stochastic gradients under weak growth conditions
This section deals with weak growth conditions. It is straightforward to adapt the methodology to
e.g., strong growth conditions. However, since recent works already covered the topic in a compre-
hensive way (see e.g., Vaswani et al. (2019) and the references therein), we chose not to cover it.
Under similar motivations as those of the Sec. 3.2.2, consider minimizing f ∈ FL
min
x∈Rd
f(x),
with an unbiased gradient estimate G(x; i) satisfying a weak growth condition for some ρ ≥ 1:
EiG(x; i) = f
′(x), Ei‖G(x; i)‖2 ≤ 2ρL(f(x)− f⋆),
for all x ∈ Rd. In that setting, it was shown by Vaswani et al. (2019) that averaging was actually
reaching the O(k−1) convergence for Ef(x¯k) − f⋆. The best method we could obtain with the
previous methodology achieves a O(k−1) convergence for function values at its last iterate.
Theorem 14 Let xk ∈ Rd, f ∈ FL and an unbiased stochastic oracle satisfying a weak growth
condition:
EiG(x; i) = f
′(x), Ei‖G(x; i)‖2 ≤ 2ρL(f(x)− f⋆)
for all x ∈ Rd and i ∈ I . Then, the iterative scheme
yk+1 =
dk
dk+δkL
yk +
δkL
dk+δkL
xk,
x
(ik)
k+1 = xk − δkG(yk+1; ik),
satisfies
dk+1[f(yk+1)− f⋆] + L2Eik‖x
(ik)
k+1 − x⋆‖2 ≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2,
for all values of dk, δk ≥ 0 and dk+1 = dk + δkL− ρδ2kL2.
Using δk =
1
2ρL (choice that maximizes dk+1) and d0 = 0 leads to dk =
k
4ρ and to the algorithm
yk+1 =
k
k+2yk +
2
k+2xk,
x
(ik)
k+1 = xk − 12ρLG(yk+1; ik),
for which the bound Ef(yk)− f⋆ ≤ 2ρL‖x0−x⋆‖
2
k holds for k ≥ 0. As in the previous section (over-
parametrized models, App. F), the use of primal averaging for weak growth conditions appeared
naturally through the use of the parameter selection technique starting from
yk+1 = (1− τk)xk + τkzk,
x
(ik)
k+1 = yk+1 − αkG(yk+1; ik),
z
(ik)
k+1 = (1− δk)yk+1 + δkzk − γkG(yk+1; ik),
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for which we wish to optimize the policy {(τk, αk, δk, γk)}k. Using the line-search workaround
yk+1 = argminx {f(x) subject to x ∈ xk + span{zk − xk}},
x
(ik)
k+1 = argminx {f(x) subject to x ∈ yk+1 + span{G(yk+1; ik)}},
z
(ik)
k+1 = (1− δk)yk+1 + δkzk − γkG(yk+1; ik),
the parameters of primal averaging appeared as a feasible point to the parameter selection technique.
Before going into next section, let us briefly mention that this setting can be embedded within
similar LMIs as before, by encoding the G(x; i)’s for all i’s and all x’s where a stochastic gradient
is used. Then, one can rely on interpolation conditions for constraining gradients and stochastic
gradients (stochastic gradients are embedded within interpolation conditions by averaging them
f ′(x) = 1n
∑n
i=1G(x; i)). For example, for analyzing a stochastic gradient scheme x
(ik)
k+1 = xk −
δkG(xk; ik) under a weak growth condition, for a potential φ
f
k = dk (f(xk)− f⋆) + L2 ‖xk − x⋆‖2,
one can use a Gram matrix G = P⊤P  0 with
P = [ xk | G(xk; 1) . . . G(xk;n) | f ′(x(1)k+1) . . . f ′(x(n)k+1) ],
along with function values F = [ f(xk) | f(x(1)k+1) . . . f(x(n)k+1) ]; the subtlety in that setting is to
include Avar and avar for encoding the variance of G(xk; i)’s, with
Avar =
1
n
n∑
i=1
e1+ie
⊤
1+i ∈ S1+2n, avar = 2ρL e1 ∈ Rn+2,
for requiring Trace(AvarG) = Ei‖G(xk; i)‖2 ≤ 2ρL(f(xk)− f⋆) = Favar.
G.1. Proof of Theorem 14
Proof Combine the following inequalities with their corresponding weights.
⋄ Convexity between x⋆ and yk+1 with weight λ1 = δkL,
f⋆ ≥ f(yk+1) + 〈f ′(yk+1);x⋆ − yk+1〉,
⋄ convexity between yk and yk+1 with weight λ2 = dk,
f(yk) ≥ f(yk+1) + 〈f ′(yk+1); yk − yk+1〉,
⋄ weak growth condition with weight λ3 = δ
2
kL
2
Eik‖G(yk+1; ik)‖2 ≤ 2ρL(f(yk+1)− f⋆).
The weighted sum of those inequalities yields the desired result:
0 ≥λ1
[
f(yk+1)− f⋆ + 〈f ′(yk+1);x⋆ − yk+1〉
]
+ λ2
[
f(yk+1)− f(yk) + 〈f ′(yk+1); yk − yk+1〉
]
+ λ3
[
Eik‖G(yk+1; ik)‖2 − 2ρL(f(yk+1)− f⋆)
]
=(dk + δkL− ρδ2kL2)(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2 − dk(f(yk)− f⋆)− L2 ‖xk − x⋆‖2,
which can be rearranged to the desired:
(dk + δkL− ρδ2kL2)(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2 ≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2.
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Appendix H. Bounded variance at optimum
As in the previous sections, it is possible to apply the methodology and the parameter selection
technique for designing a method to solve
min
x∈Rd
{f(x) ≡ Eifi(x)},
withEi‖f ′(x⋆)‖2 ≤ σ2⋆ (over-parametrized models from Sec. 4 arise as particular case with σ⋆ = 0).
Again, we obtain a primal averaging scheme, but with smaller allowed step-sizes.
Theorem 15 Let xk ∈ Rd, fi ∈ FL and an optimal point x⋆ such that Ei‖f ′i(x⋆)‖2 ≤ σ2⋆ . Then
the iterative scheme
yk+1 =
dk
dk+δkL
yk +
δkL
dk+δkL
xk,
x
(ik)
k+1 = xk − δkf ′ik(yk+1),
satisfies
dk+1(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2 ≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2⋆ ,
for all values dk, dk+1, δk, ek ≥ 0 satisfying 0 ≤ δk < 1L , dk ≥ 0, dk+1 ≤ dk + δkL and
ek =
δ2kL
2(1−δkL) .
Proof Let us reformulate the following weighted sum.
⋄ Averaged smoothness and convexity between yk+1 and x⋆ with weight λ1 = δkL:
f⋆ ≥ f(yk+1) + 〈f ′(yk+1);x⋆ − yk+1〉+ 12LEik‖f ′ik(yk+1)− f ′ik(x⋆)‖2,
⋄ convexity between xk+1 and x⋆ with weight λ2 = dk:
f(yk) ≥ f(yk+1) + 〈f ′(yk+1); yk − yk+1〉,
⋄ bounded variance of the gradients at x⋆ with weight λ3 = ek
Eik‖f ′ik(x⋆)‖2 ≤ σ2⋆ .
The weighted sum of those inequalities can be rewritten as
0 ≥λ1
[
f(yk+1)− f⋆ + 〈f ′(yk+1);x⋆ − yk+1〉+ 12LEik‖f ′ik(yk+1)‖2
]
+ λ2
[
f(yk+1)− f(yk) + 〈f ′(yk+1); yk − yk+1〉
]
=(dk + δkL)(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2 − dk(f(yk)− f⋆)− L2 ‖xk − x⋆‖2
+ δk2−2δkLEik‖f
′
ik
(x⋆) + (δkL− 1)f ′ik(yk+1)‖2 +
2ek(δkL−1)+δ2kL
2δkL−2 Eik‖f
′
ik
(x⋆)‖2 − ekσ2⋆ ,
which can be rearranged to (note that ek is chosen such that
2ek(δkL−1)+δ2kL
2δkL−2 = 0)
(dk + δkL)(f(yk+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2
≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2⋆ − δk2−2δkLEik‖f
′
ik
(x⋆) + (δkL− 1)f ′ik(yk+1)‖2
≤ dk(f(yk)− f⋆) + L2 ‖xk − x⋆‖2 + ekσ2⋆ ,
where the last inequality follows from δk <
1
L .
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Appendix I. Randomized block-coordinate descent
In this section, we illustrate the use of the methodology for block-coordinate type schemes. In con-
trast with standard references on the topic (see e.g., Nesterov (2012a); Richta´rik and Taka´cˇ (2014);
Fercoq and Richta´rik (2015)), we make use of the global Lipschitz constant of the function to be
minimized, instead of Lipschitz constants of the individual blocks. This choice is made for conve-
nience and illustrative purpose, and the results presented here can be adapted for using the Lipschitz
constants of the blocks (see e.g., Shi and Liu (2017) where it is done for cyclic coordinate descent),
or even for dealing with (separable) proximal operators (Richta´rik and Taka´cˇ, 2014).
The setting is as follows: consider the problem
min
x∈Rd
f(x),
where f ∈ Fµ,L, and x is partitioned into n blocks: x =
∑n
i=1Ui x, with the partition described
by [U1 U2 . . . Un] = Id. For solving the problem, we use x
(ik)
k+1 = xk − δkUikf ′(xk), where ik
is chosen uniformly at random in the set {1, . . . , n}, δk is a step-size, and Uif ′(xk) = ∇if(xk) is
the directional derivate along the ith block of coordinates. We do not detail the LMI formulations
here but rather note that they follow the exact same lines as in the previous sections after adapting
the Gram matrix G, formulating it with G = P⊤P  0 and
P = [x0 |U1f ′(xk) . . . Unf ′(xk) | f ′(x(1)k+1) . . . f ′(x(n)k+1)].
I.1. Block-coordinate descent for smooth convex minimization
Theorem 16 Let xk ∈ Rd, f ∈ FL, and x(ik)k+1 = xk − δkUikf ′(xk) with 0 ≤ δk ≤ 1L . The
inequality Eikφ
f
k+1(x
(ik)
k+1) ≤ φfk(xk) holds with
φfk = dk(f(xk)− f⋆) + L2 ‖xk − x⋆‖2,
for all values dk ≥ 1, and dk+1 = dk + δkLn .
Proof Once more, the proof consists in linear combinations of inequalities:
⋄ convexity between x⋆ and xk with weight λ1 = δkLn :
f⋆ ≥ f(xk) + 〈f ′(xk);x⋆ − xk〉,
⋄ averaged smoothness between x(i)k+1 and xk with weight λ2 = dk + δkLn :
Eikf(x
(ik)
k+1) ≤ f(xk) + Eik〈f ′(xk);x(ik)k+1 − xk〉+ L2Eik‖x
(ik)
k+1 − xk‖2.
Recalling that f ′(xk) =
∑n
i=1Uif
′(xk) (and therefore
∑n
i=1 ‖Uif(xk)‖2 = ‖f(xk)‖2) and that
x
(ik)
k+1 = xk − δkUikf ′(xk), the weighted sum can be reformulated as
0 ≥λ1
[
f(xk)− f⋆ + 〈f ′(xk);x⋆ − xk〉
]
+ λ2
[
Eikf(x
(ik)
k+1)− f(xk)− Eik〈f ′(xk);x(ik)k+1 − xk〉 − L2Eik‖x
(ik)
k+1 − xk‖2
]
=(dk +
δkL
n )Eik(f(x
(ik)
k+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2
− dk(f(xk)− f⋆)− L2 ‖xk − x⋆‖2 + δkn
(
(1− δkL2 )(dk + δkLn )− δkL2
)
‖f ′(xk)‖2,
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which can in turn be reorganized as
(dk +
δkL
n )Eik(f(x
(ik)
k+1)− f⋆) + L2Eik‖x
(ik)
k+1 − x⋆‖2
≤ dk(f(xk)− f⋆) + L2 ‖xk − x⋆‖2 − δkn
(
(1− δkL2 )(dk + δkLn )− δkL2
)
‖f ′(xk)‖2,
≤ dk(f(xk)− f⋆) + L2 ‖xk − x⋆‖2,
where the last inequality follows from
(
(1− δkL2 )(dk + δkLn )− δkL2
)
≥ 0, which can be verified
as follows. Define
φ(δk) :=
(
(1− δkL2 )(dk + δkLn )− δkL2
)
,
which is a negative definite quadratic in δk. In addition, we have φ(
1
L) =
1
2
(
dk +
1
n − 1
)
> 0
(because dk ≥ 1 by assumption) and φ(0) = dk > 0. Since by assumption we had 0 ≤ δk ≤ 1L ,
this discussion completes the proof.
I.2. Block-coordinate descent for smooth strongly convex minimization
The following result was obtained using the same methodology as before: finding a feasible point
to (1). We obtain a simple linear convergence expressed in terms of distance to optimality:
Eik‖x(ik)k+1 − x⋆‖2 ≤ ρ2‖xk − x⋆‖2,
with ρ2 := max
{(
(δkµ−1)2+n−1
n
)
,
(
(δkL−1)2+n−1
n
)}
.
Theorem 17 Let xk ∈ Rd, f ∈ Fµ,L (class of L-smooth µ-strongly convex functions), and x(ik)k+1 =
xk − δkUikf ′(xk). The inequality Eikφfk+1(x(ik)k+1) ≤ φfk(xk) holds with
φfk = ak‖xk − x⋆‖2,
for all values ak > 0, and ak+1 = akmax
{(
(δkµ−1)2+n−1
n
)
,
(
(δkL−1)2+n−1
n
)}−1
.
Proof As in the previous sections, the proof consists in a linear combination of inequalities:
⋄ smoothness and strong convexity between xk and x⋆ with weight λ
f⋆ ≥f(xk) + 〈f ′(xk);x⋆ − xk〉
+ 1
2(1− µL )
(
1
L‖f ′(xk)‖2 + µ‖xk − x⋆‖2 − 2µL〈f ′(xk);xk − x⋆〉
)
,
⋄ smoothness and strong convexity between x⋆ and xk with weight λ
f(xk) ≥ f⋆ + 1
2(1− µL )
(
1
L‖f ′(xk)‖2 + µ‖xk − x⋆‖2 − 2µL〈f ′(xk);xk − x⋆〉
)
.
Summing up those two inequalities leads to
0 ≥ λ
[
〈f ′(xk);x⋆−xk〉+ 1
(1− µL )
(
1
L‖f ′(xk)‖2 + µ‖xk − x⋆‖2 − 2µL〈f ′(xk);xk − x⋆〉
)]
,
which we reformulate below. The proof is split in two cases:
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⋄ ρ2 = (δkµ−1)2+n−1n ; in that case set λ = 2δkn (1 − δkµ). Recalling that f ′(xk) =∑n
ik=1
Uikf
′(xk) and that x
(ik)
k+1 = xk − δkUikf ′(xk), we get
0 ≥ λ
[
〈f ′(xk);x⋆ − xk〉+ 1
(1− µL )
(
1
L‖f ′(xk)‖2 + µ‖xk − x⋆‖2 − 2µL 〈f ′(xk);xk − x⋆〉
)]
= 1n
n∑
ik=1
‖xk − δkUikf ′(xk)− x⋆‖2 − (1−δkµ)
2+n−1
n ‖xk − x⋆‖2
+ δk(2−δk(L+µ))n(L−µ) ‖µ(xk − x⋆)− f ′(xk)‖2,
which can be reorganized as
Eik‖x(ik)k+1 − x⋆‖2 ≤ (1−δkµ)
2+n−1
n ‖xk − x⋆‖2 − δk(2−δk(L+µ))n(L−µ) ‖µ(xk − x⋆)− f ′(xk)‖2,
≤ (1−δkµ)2+n−1n ‖xk − x⋆‖2,
where the last inequality is valid because
ρ2 = (δkµ−1)
2+n−1
n = max
{(
(δkµ−1)2+n−1
n
)
,
(
(δkL−1)2+n−1
n
)}
in this setting (see choice of ρ), and therefore δk ≤ 2L+µ .
⋄ ρ2 = (δkµ−1)2+n−1n ; in that case set λ = 2δkn (δkL − 1). By recalling again that f ′(xk) =∑n
ik=1
Uikf
′(xk) and that x
(ik)
k+1 = xk − δkUikf ′(xk), we get
0 ≥ λ
[
〈f ′(xk);x⋆−xk〉+ 1
(1− µL )
(
1
L‖f ′(xk)‖2 + µ‖xk − x⋆‖2 − 2µL 〈f ′(xk);xk − x⋆〉
)]
= 1n
n∑
ik=1
‖xk − δkUikf ′(xk)− x⋆‖2 − (1−δkL)
2+n−1
n ‖xk − x⋆‖2
+ δk(−2+δk(L+µ))n(L−µ) ‖L(xk − x⋆)− f ′(xk)‖2,
which can be reorganized as
Eik‖x(ik)k+1 − x⋆‖2 ≤ (1−δkL)
2+n−1
n ‖xk − x⋆‖2 − δk(−2+δk(L+µ))n(L−µ) ‖L(xk − x⋆)− f ′(xk)‖2,
≤ (1−δkL)2+n−1n ‖xk − x⋆‖2,
where the last inequality is valid because
ρ2 = (δkL−1)
2+n−1
n = max
{(
(δkµ−1)2+n−1
n
)
,
(
(δkL−1)2+n−1
n
)}
,
in this setting (see choice of ρ), and therefore δk ≥ 2L+µ .
59
