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Abstract. The present paper extends the classical second–order variational
problem of Herglotz type to the more general context of the Euclidean sphere
Sn following variational and optimal control approaches. The relation between
the Hamiltonian equations and the generalized Euler-Lagrange equations is
established. This problem covers some classical variational problems posed on
the Riemannian manifold Sn such as the problem of finding cubic polynomials
on Sn. It also finds applicability on the dynamics of the simple pendulum in
a resistive medium.
1. Introduction. It is well known that for a very broad class of nonconservative
field phenomena, we are not able to put them into the classical framework of Hamil-
ton’s variational principle. One may think, for instance, in the partial differential
equation that describes the conduction of heat in solids [1]. To fill this gap, in 1930,
while working on contact transformations and its connections to Hamiltonian sys-
tems and Poisson brackets, Gustav Herglotz [2] generalized the classical variational
problem. This problem consists in finding a curve in the configuration space and
a scalar function sought by a differential equation whose final value is extremized.
The Herglotz problem differs from the classical calculus of variations problem since
the differential equation depends, not only on time, the curve and their derivatives,
but also on the scalar function itself.
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Besides its pioneer importance in thermodynamics via contact transformations,
the generalized variational principle of Herglotz had also a profound impact in ap-
plications from physics, engineering and other mathematically related sciences. We
reinforce the important fact that it provides a variational description of nonconser-
vative and dissipative processes even when the Lagrangian is autonomous [3].
The Herglotz problem has been a source of inspiration for several authors after the
two publications [4, 5] in the late nineties till nowadays. The most well known results
from the classical calculus of variations have been generalized for the variational
problem of Herglotz. We highlight the two Noether theorems for the first–order
problem [3, 6, 7, 8] that were generalized for the Herglotz problem with time delay
[9] and for the higher–order Herglotz problem, with and without, time delay [10, 11,
12, 13]. All the aforementioned results have been derived following Lagrangian or
Hamiltonian formalisms, but recently, Noether’s Theorem and its inverse have been
also extended for variational problems of Herglotz type for Birkhoffian systems
[14, 15]. The theory of Birkhoffian mechanics is a natural generalization of the
Hamiltonian mechanics and is based on the Pfaff-Birkhoff principle and Birkhoff’s
equations. Thus, Birkhoffian mechanics can be applied not only to Hamiltonian,
Lagrangian, or Newtonian mechanics, but also to quantum mechanics, statistical
mechanics, holonomic and nonholonomic mechanics, atomic and molecular physics
among others (see [16, 17] and references therein for more details).
We also mention the fractional variational Herglotz problem and its correspond-
ing Noether’s Theorem discussed in [18]. Fractional calculus deals with derivatives
and integrals of arbitrary order, thus extending the capabilities of classical calcu-
lus, but also introducing novelties in theoretical and applied research. In particular,
fractional variational calculus has gained considerable popularity in the last decades
due to its important applications in physics, classical and quantum mechanics, elec-
trodynamics, field theory, cosmology and nanoscience [19, 20]. Nevertheless, recent
investigations not only in engineering, but also in other fields, have shown that the
dynamics of many systems are described more accurately using fractional differen-
tial equations. The increase demanding for efficiency, accuracy and high precision
of systems required the development of the new field of fractional optimal control
theory [21, 22, 23, 24, 25].
The generalization of the Herglotz problem in the more general context of Rie-
mannian manifolds is a challenging topic of research due to the complexity of dealing
with covariant derivatives. The first attempt in this direction was the study of the
first–order Herglotz problem on the Euclidean unit sphere Sn [26].
Motivated by the significance of Herglotz variational problem and the important
role played by Riemannian manifolds in many engineering and physics applications,
in this paper we extend the second–order Herglotz problem to Sn following two
different formulations. The interest of studying this type of second–order varia-
tional problems relies on the fact that most part of mechanical systems are typi-
cally represented by second–order Newtonian systems [27]. In the first formulation,
a variational problem of Herglotz is posed by considering the Riemannian manifold
Sn as the configuration space and where the differential equation that characterizes
the Herglotz problem depends on the second covariant derivative. The second for-
mulation is determined by an optimal control problem with a system of controlled
state space equations equivalent to the differential equation from the variational
approach.
There are several works establishing the equivalence between optimal control
problems and the classical calculus of variations problem with holonomic or non-
holonomic constraints (see, for instance, [28, 29, 30]). However, the variational
problem of Herglotz does not fit into the classical framework and therefore those
results cannot be applied directly to this specific problem. We believe that the trick
to establish this equivalence for the Herglotz problem passes through the general-
ization of the well known Legendre-Ostrogradsky condition. However, this is still
an open question.
The structure of the paper is as follows. In Section 2, we recall the most impor-
tant results about the geometry of the Euclidean sphere Sn. Our main contribu-
tions appear in Sections 3 and 4. In Section 3, the second–order variational problem
of Herglotz is formulated on Sn and the corresponding generalized Euler–Lagrange
equations are derived and written in terms of the higher–order covariant derivatives.
In Section 4, the problem is formulated using the framework of optimal control the-
ory and the set of Hamiltonian equations is derived. The Euler–Lagrange equations
are therefore obtained from the Hamiltonian equations. Finally, we illustrate our
results with some examples. In particular, we fit the Riemannian cubic polynomials
in this new context and show how the dynamical equation for the pendulum in a
resistive medium can be obtained from our approach.
2. Preliminaries on the Geometry of Sn. Let 〈·, ·〉 denote the standard inner
product in the Euclidean space Rn+1. The unit n−sphere Sn :=
{
p ∈ Rn+1 :
〈p, p〉 = 1
}
is an n−dimensional Riemannian manifold embedding in Rn+1. The
tangent space of Sn at a point p ∈ Sn and its orthogonal complement are given,
respectively, by
TpS
n =
{
v ∈ Rn+1 : 〈v, p〉 = 0
}
and T⊥p S
n =
{
αp ∈ Rn+1 : α ∈ R
}
.
Clearly, any vector u ∈ Rn+1 can be uniquely written as
u = u− 〈u, p〉p+ 〈u, p〉p,
where u− 〈u, p〉 p ∈ TpS
n and 〈u, p〉 p ∈ T⊥p S
n.
The tangent bundle of Sn is the disjoint union of all tangent spaces of Sn
TSn =
⋃
p∈Sn
TpS
n,
and is a differentiable manifold of dimension 2n. Each element v ∈ TpS
n is naturally
identified with a pair (p, v), for each p ∈ Sn. Thus, an element of TSn can be seen
as a pair (p, v), with p ∈ Sn and v ∈ TpS
n. The cotangent bundle T ∗Sn is the dual
bundle of TSn, so each element of T ∗Sn can be seen as a pair (p, α), with p ∈ Sn
and α ∈ T ∗pS
n, α : TpS
n → R. In a similar way, we define the 4n-dimensional
manifold TTSn, TTSn = ∪(p,v)T(p,v)TS
n.
Recall that the tangent bundle of a manifold is defined as the set of all equivalence
classes of curves on the manifold that agree up to their derivative (roughly speaking).
Extending this concept, we reach the geometry for higher–order tangent bundles. In
the scope of this paper, we are interested in the second–order tangent bundle, T 2Sn,
which is a 3n-dimensional manifold that can be injected in TTSn and identified with
T 2Sn = {(p, v, w, u) ∈ TTSn : w = v}.
Moreover, each element of T 2Sn can be identified with a triplet (p, v, u), with p ∈ Sn
and v, u ∈ TpS
n.
The covariant derivative of a smooth vector field Y along a curve x in Sn is
obtained by projecting, at time t, the usual derivative of Y , Y˙ , orthogonally onto
Tx(t)S
n. Hence,
DY
dt
(t) = Y˙ (t)−
〈
Y˙ (t), x(t)
〉
x(t), (1)
and, more generally,
DkY
dtk
=
D
dt
(Dk−1Y
dtk−1
)
, k ≥ 2.
Since in our approach we are going to deal with second–order covariant deriva-
tives, it can be easily seen from the above definitions that
D2Y
dt2
= Y¨ −
〈
Y¨ , x
〉
x−
〈
Y˙ , x
〉
x˙.
For the particular case when Y is the velocity vector field x˙, its covariant deriv-
ative, Dx˙
dt
, called covariant acceleration and denoted by D
2x
dt2
, is simply given by
D2x
dt2
= x¨−
〈
x¨, x
〉
x. (2)
See [31, 32] for further details about classical differential geometry and [33] for
details on the geometric properties of the higher–order tangent bundles.
3. The Second–Order Herglotz Variational Problem on Sn. In this section,
we present the second–order Herglotz problem on the Euclidean sphere Sn and
derive necessary optimality conditions for the existence of extremals; the so-called
generalized Euler–Lagrange equations. This problem has a more complex structure
than the first–order Herglotz problem studied in [26], since it involves the covariant
acceleration (2), which is a nonlinear function. The problem can be formulated as
follows.
Problem (PV ): Determine the trajectories x ∈ C
4([0, T ], Sn)
and z ∈ C1([0, T ],R) that minimize the final value of the function z:
min
(x,z)
z(T ),
where z satisfies the differential equation
z˙(t) = L
(
t, x(t), x˙(t),
D2x
dt2
(t), z(t)
)
, t ∈ [0, T ], (3)
subject to the initial condition
z(0) = z0 (4)
and where x satisfies the boundary conditions
x(0) = x0, x(T ) = xT , x˙(0) = v0 and x˙(T ) = vT , (5)
for some x0, xT ∈ S
n, v0 ∈ Tx0S
n, vT ∈ TxTS
n and z0, T ∈ R.
The Lagrangian L is assumed to satisfy the following hypotheses:
1. L ∈ C1([0, T ]× T 2Sn × R,R);
2. Functions
t 7→
∂L
∂x
(t, x(t), x˙(t), ω(t), z(t)),
t 7→
∂L
∂x˙
(t, x(t), x˙(t), ω(t), z(t)),
t 7→
∂L
∂ω
(t, x(t), x˙(t), ω(t), z(t)),
t 7→
∂L
∂z
(t, x(t), x˙(t), ω(t), z(t))
are differentiable for any admissible trajectory (x, z).
In above, we considered ω = D
2x
dt2
and denoted by ∂L
∂x
, ∂L
∂x˙
and ∂L
∂ω
the functional
partial derivatives of the function L with respect to x, x˙ and ω, respectively, that
are elements of T ∗Sn.
Following the approach given in [26], we will look to the above problem as a
constrained optimization problem on the embedding Euclidean space Rn+1, where
the trajectory x is seen as a curve in Rn+1 satisfying the holonomic constraint〈
x(t), x(t)
〉
= 1, ∀t ∈ [0, T ]. (6)
In this case, L ∈ C1([0, T ]× R3n+3 × R,R).
An admissible variation of a solution x of the constrained optimization problem
can be defined by xε := x+εh, where ε is a real parameter and h ∈ C
4([0, T ],Rn+1)
is such that
h(0) = h(T ) = h˙(0) = h˙(T ) = 0. (7)
Assume also that h¨(0) = 0.
For the sake of simplicity we sometimes suppress the arguments of the functions.
Theorem 3.1. If (x, z) is a solution of problem (PV ), then it satisfies the general-
ized Euler–Lagrange equation
D2
dt2
(∂L
∂ω
)
−
D
dt
(∂L
∂x˙
)
−
〈∂L
∂x
, x
〉
x−
〈
x¨, x
〉∂L
∂ω
− 2
〈∂L
∂ω
, x˙
〉
x˙− 2
〈∂L
∂ω
, x
〉
x¨
+
∂L
∂x
−
〈 d
dt
(∂L
∂ω
)
, x
〉
x˙+ 3
〈∂L
∂ω
, x
〉〈
x¨, x
〉
x+
(∂L
∂z
)2(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
−
D
dt
(∂L
∂z
∂L
∂ω
)
−
∂L
∂z
[D
dt
(∂L
∂ω
)
−
∂L
∂x˙
+
〈∂L
∂x˙
, x
〉
x− 2
〈∂L
∂ω
, x
〉
x˙
]
= 0.
(8)
Proof. In order to find first order necessary conditions for the constrained optimiza-
tion problem, let us consider the functional defined by
J
(
t, x, x˙, ω, z, λ, µ
)
= z(T ) + λ
(
z˙ − L
(
t, x, x˙, ω, z
))
+ µ
(〈
x, x
〉
− 1
)
,
where the scalar functions λ and µ are Lagrange multipliers.Therefore, a necessary
condition for x to be a solution for the proposed optimization problem is
d
dε
J
(
t, xε, x˙ε, x¨ε −
〈
x¨ε, xε
〉
xε, z, λ, µ
)∣∣∣∣
ε=0
= 0, (9)
for all admissible admissible variations xε of x. Let ξ be the first variation of z:
ξ(t) =
d
dε
z
(
t, xε, x˙ε, x¨ε −
〈
x¨ε, xε
〉
xε
)∣∣∣∣
ε=0
,
where for simplicity of notation we suppressed the dependence of t on xε.
Notice that h(0) = h˙(0) = h¨(0) = 0 and so ξ(0) = 0. In order to conclude that
ξ(T ) = 0, define the real valued function g by
g(ε) = z
(
T, xε, x˙ε, x¨ε −
〈
x¨ε, xε
〉
xε
)
.
Since, by hypothesis, T is a minimizer of z, one concludes that 0 is a minimizer of
g. So, the differentiability of the function g implies that
0 = g′(0) =
d
dε
z
(
T, xε, x˙ε, x¨ε −
〈
x¨ε, xε
〉
xε
)∣∣∣∣
ε=0
= ξ(T ).
Moreover, we have
ξ˙(t) =
d
dε
L
(
t, xε, x˙ε, x¨ε −
〈
x¨ε, xε
〉
xε, z
)∣∣∣∣
ε=0
.
Therefore,
d
dε
J
(
t, xε, x˙ε, x¨ε −
〈
x¨ε, xε
〉
xε, z, λ, µ
)∣∣∣∣
ε=0
= λ
(dξ
dt
−
〈∂L
∂x
, h
〉
−
〈∂L
∂x˙
, h˙
〉)
− λ
∂L
∂z
ξ − λ
〈∂L
∂ω
, h¨− 〈h¨, x〉x − 〈x¨, h〉x− 〈x¨, x〉h
〉
+ 2µ
〈
x, h
〉
.
Now condition (9) is equivalent to
dξ
dt
−
∂L
∂z
ξ =
〈∂L
∂x
−
〈∂L
∂ω
, x
〉
x¨− 〈x¨, x〉
∂L
∂ω
− 2
µ
λ
x, h
〉
+
〈∂L
∂x˙
, h˙
〉
+
〈∂L
∂ω
−
〈∂L
∂ω
, x
〉
x, h¨
〉
which is a first order linear differential equation. Multiply both members of the
above equation by I(t) = e−
∫
t
0
∂L
∂z
dτ , to get
d
dt
(
I(t)ξ(t)
)
= I(t)
[〈∂L
∂x
−
〈∂L
∂ω
, x
〉
x¨− 〈x¨, x〉
∂L
∂ω
− 2
µ
λ
x, h
〉
+
〈∂L
∂x˙
, h˙
〉
+
〈∂L
∂ω
−
〈∂L
∂ω
, x
〉
x, h¨
〉]
.
Now, integrating both sides of the previous equation and using the fact that ξ(0) = 0
and the boundary conditions (7), it yields
I(t)ξ(t)
=
∫ t
0
I(τ)
〈∂L
∂x
−
d
dτ
(∂L
∂x˙
)
−
〈∂L
∂ω
, x
〉
x¨− 〈x¨, x〉
∂L
∂ω
+
∂L
∂z
∂L
∂x˙
− 2
µ
λ
x, h
〉
dτ
− I(τ)
〈 d
dτ
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
−
∂L
∂z
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
−
∂L
∂x˙
, h
〉∣∣∣∣
t
0
+ I(τ)
〈∂L
∂ω
−
〈∂L
∂ω
, x
〉
x, h˙
〉∣∣∣∣
t
0
+
∫ t
0
I(τ)
〈 d2
dτ2
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
−
d
dτ
(∂L
∂z
∂L
∂ω
)
+
〈 d
dτ
(∂L
∂z
∂L
∂ω
)
, x
〉
x
+
∂L
∂z
〈∂L
∂ω
, x˙
〉
x+
∂L
∂z
〈∂L
∂ω
, x
〉
x˙−
∂L
∂z
d
dτ
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
+
(∂L
∂z
)2(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
, h
〉
dτ.
Evaluate the above for t = T , take into account the boundary conditions (7), the
fact that ξ(T ) = 0 and write
∫ T
0
I(t)
〈 d2
dτ2
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
−
d
dτ
(∂L
∂z
∂L
∂ω
)
+
〈 d
dτ
(∂L
∂z
∂L
∂ω
)
, x
〉
x
+
∂L
∂z
〈∂L
∂ω
, x˙
〉
x+
∂L
∂z
〈∂L
∂ω
, x
〉
x˙−
∂L
∂z
d
dτ
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
+
(∂L
∂z
)2(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
+
∂L
∂x
−
〈∂L
∂ω
, x
〉
x¨− 〈x¨, x〉
∂L
∂ω
−
d
dτ
(∂L
∂x˙
)
+
∂L
∂z
∂L
∂x˙
− 2
µ
λ
x, h
〉
dτ = 0.
Since the above condition holds for all admissible curves h and I is a positive real
valued function, one must have
d2
dt2
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
−
d
dt
(∂L
∂x˙
)
+
∂L
∂x
− 〈x¨, x〉
∂L
∂ω
−
〈∂L
∂ω
, x
〉
x¨
−
∂L
∂z
d
dt
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
−
d
dt
(∂L
∂z
∂L
∂ω
)
+
〈 d
dt
(∂L
∂z
∂L
∂ω
)
, x
〉
x+
∂L
∂z
∂L
∂x˙
+
∂L
∂z
〈∂L
∂ω
, x˙
〉
x+
∂L
∂z
〈∂L
∂ω
, x
〉
x˙+
(∂L
∂z
)2(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
− 2
µ
λ
x = 0.
(10)
In order to proceed, note that
d
dt
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
=
D
dt
(∂L
∂ω
)
−
〈∂L
∂ω
, x˙
〉
x−
〈∂L
∂ω
, x
〉
x˙
and
d2
dt2
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
=
D2
dt2
(∂L
∂ω
)
− 2
〈 d
dt
(∂L
∂ω
)
, x˙
〉
x−
〈 d
dt
(∂L
∂ω
)
, x
〉
x˙
− 2
〈∂L
∂ω
, x˙
〉
x˙−
〈∂L
∂ω
, x¨
〉
x−
〈∂L
∂ω
, x
〉
x¨.
Replacing the above into (10), taking the inner product of the resulting expression
with x and using also the fact that 〈x, x〉 = 1, the scalar function 2µ
λ
becomes
2
µ
λ
=− 2
〈 d
dt
(∂L
∂ω
)
, x˙
〉
−
〈∂L
∂ω
, x¨
〉
− 3
〈∂L
∂ω
, x
〉〈
x¨, x
〉
−
〈 d
dt
(∂L
∂x˙
)
, x
〉
+
〈∂L
∂x
, x
〉
+ 2
∂L
∂z
〈∂L
∂ω
, x˙
〉
+
∂L
∂z
〈∂L
∂x˙
, x
〉
.
Plugging the obtained expression for 2µ
λ
into (10), we get the desired result.
The next result follows immediately from the above theorem.
Corollary 1. ([26]) If L does not depend on ω, then problem (PV ) coincides with
the first–order Herglotz problem and the Euler–Lagrange equation reduces to
D
dt
(∂L
∂x˙
)
−
∂L
∂x
+
〈∂L
∂x
, x
〉
x−
∂L
∂z
(∂L
∂x˙
−
〈∂L
∂x˙
, x
〉
x
)
= 0.
From Theorem 3.1, we also obtain the following result that gives the Euler–
Lagrange equation for the second–order problem of the classical calculus of varia-
tions on Sn written using covariant derivatives. The result is obtained immediately
from the generalized Euler–Lagrange equation (8) if one considers ∂L
∂z
= 0. To the
best of the authors knowledge, this result is not known in the literature.
Corollary 2. The Euler–Lagrange equation for the classical variational problem
min
x∈C4([0,T ],Sn)
∫ T
0
L(t, x, x˙, ω) dt
subject to the boundary conditions (5) is
D2
dt2
(∂L
∂ω
)
−
D
dt
(∂L
∂x˙
)
+
∂L
∂x
−
〈∂L
∂x
, x
〉
x−
〈
x¨, x
〉∂L
∂ω
−
〈 d
dt
(∂L
∂ω
)
, x
〉
x˙
− 2
〈∂L
∂ω
, x
〉
x¨− 2
〈∂L
∂ω
, x˙
〉
x˙+ 3
〈∂L
∂ω
, x
〉〈
x¨, x
〉
x = 0.
(11)
Remark 1. If the geometry of the configuration space is not taken into account,
the Euler–Lagrange equation (8) becomes
∂L
∂x
−
d
dt
(∂L
∂x˙
)
+
d2
dt2
(∂L
∂x¨
)
+
∂L
∂z
∂L
∂x˙
−
∂L
∂z
d
dt
(∂L
∂x¨
)
−
d
dt
(∂L
∂z
∂L
∂x¨
)
+
(∂L
∂z
)2 ∂L
∂x¨
= 0.
As it can be easily checked, this corresponds exactly to the Euler–Lagrange equation
for the second–order Herglotz problem in Euclidean spaces studied in [34].
4. The Second–Order Herglotz Problem on Sn from an Optimal Control
Viewpoint. In this section, we define an optimal control problem corresponding
to the second–order generalized Herglotz problem introduced in Section 3 and prove
that its extremals, in case of existence, satisfy a certain set of Hamiltonian equations.
Problem (PC): Determine the control u ∈ C
2([0, T ], T 2Sn) that mini-
mizes the final value of the function z:
min
u
z(T ),
where x ∈ C4
(
[0, T ], Sn
)
, v ∈ C3
(
[0, T ], TSn
)
and z ∈ C1
(
[0, T ],R
)
satisfy the control system

x˙(t) = v(t)
v˙(t) = u(t)
z˙(t) = L
(
t, x(t), v(t), u(t) − 〈u(t), x(t)〉x(t), z(t)
)
,
subject to the boundary conditions (4)–(5).
From a geometric point of view, the state space of the control problem is TSn×R
and the control bundle is the tangent bundle T 2Sn.
Analogously to what has been done in the variational approach, one will look at
the above optimal control problem as a pure constrained optimal control problem
in the Euclidean space Rn+1 subject to (6):
Problem (PC): Determine the control u ∈ C
2([0, T ],Rn+1) that mini-
mizes the final value of the function z(T ):
min
u
z(T ),
where the trajectories x ∈ C4([0, T ],Rn+1), v ∈ C3([0, T ],Rn+1) associ-
ated to u, and the trajectory z ∈ C1([0, T ],R) satisfy the control system

x˙(t) = v(t)
v˙(t) = u(t)
z˙(t) = L
(
t, x(t), v(t), u(t) − 〈u(t), x(t)〉x(t), z(t)
)
,
(12)
subject to the boundary conditions (4)–(5) and to the constraint (6).
In this case, the total Hamiltonian is defined by
H(t, x, v, u, z, px, pv, pz, λ) = 〈px, v〉+ 〈pv, u〉+ pzL(x, v, u − 〈u, x〉x, z)
+ λ (〈x, x〉 − 1) ,
where x, v, u, px, pv ∈ R
n+1 and z, pz, λ ∈ R.
Theorem 4.1. If u is a solution of problem (PC) and (x, v, z) is the associated opti-
mal state trajectory, then there exist a costate trajectory
(px, pv, pz) ∈ C
1([0, T ],R2n+1 × R) and λ ∈ C1([0, T ],R) such that the following
conditions hold:
• the Hamiltonian equations

x˙ = v
v˙ = u
z˙ = L
(
t, x, v, u− 〈u, x〉x, z
)
p˙x = −pz
∂L
∂x
+ pz
〈
x,
∂L
∂ω
〉
u+ pz〈u, x〉
∂L
∂ω
− 2λx
p˙v = −px − pz
∂L
∂v
p˙z = −pz
∂L
∂z
,
(13)
• the optimality condition
pv + pz
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
= 0, (14)
• the transversality condition
pz(T ) = −1,
where ω = u− 〈u, x〉x.
Proof. By using the dynamical constraints, the costate trajectories px, pv, pz and
λ, define the following functional:
J(u)
= z(T ) +
∫ T
0
[
〈px, x˙− v〉+ 〈pv, v˙ − u〉 − λ[〈x, x〉 − 1]
]
dt
+
∫ T
0
pz
[
z˙ − L
(
t, x, v, u− 〈u, x〉x, z
)]
dt
= z(T ) +
∫ T
0
(
〈px, x˙〉+ 〈pv, v˙〉+ pz z˙
)
dt
−
∫ T
0
[
〈px, v〉+ 〈pv, u〉+ pzL
(
t, x, v, u− 〈u, x〉x, z
)
+ λ(〈x, x〉 − 1)
]
dt
= z(T ) +
∫ T
0
(
〈px, x˙〉+ 〈pv, v˙〉+ pz z˙
)
dt−
∫ T
0
H(t, x, v, u, z, px, pv, pz, λ) dt.
Let us consider u + εδu an admissible variation of u and the related variations
of x, v, z and λ:
x+ εδx, v + εδv, z + εδz and λ+ εδλ,
where ε is a real parameter and δx ∈ C4([0, T ],Rn+1), δv ∈ C3([0, T ],Rn+1), δu ∈
C2([0, T ],Rn+1) and δz, δλ ∈ C1([0, T ],R) are such that
δx(0) = δx(T ) = δv(0) = δv(T ) = δz(0) = 0. Note that, a necessary condition
for u to be an optimal control is that d
dε
J(u+ εδu)
∣∣
ε=0
= 0, for all variations δu.
The first variation of J is given by
d
dε
J(u+ εδu)
∣∣∣∣
ε=0
= δz(T ) +
∫ T
0
(〈
px,
d(δx)
dt
〉
+
〈
pv,
d(δv)
dt
〉
+ pz
d(δz)
dt
)
dt
−
∫ T
0
(〈∂H
∂x
, δx
〉
+
〈∂H
∂v
, δv
〉
+
〈∂H
∂u
, δu
〉
+
∂H
∂z
δz +
∂H
∂λ
δλ
)
dt.
Integrating now by parts, one gets
d
dε
J(u+ εδu)
∣∣∣∣
ε=0
= −
∫ T
0
(
〈p˙x, δx〉+ 〈p˙v, δv〉+ p˙zδz
)
dt+ pz(T )δz(T ) + δz(T )
−
∫ T
0
(〈∂H
∂x
, δx
〉
+
〈∂H
∂v
, δv
〉
+
〈∂H
∂u
, δu
〉
+
∂H
∂z
δz+
∂H
∂λ
δλ
)
dt
= −
∫ T
0
[〈∂H
∂x
+ p˙x, δx
〉
+
〈∂H
∂v
+ p˙v, δv
〉
+
(∂H
∂z
+ p˙z
)
δz
]
dt
−
∫ T
0
〈∂H
∂u
, δu+
∂H
∂λ
δλ
〉
dt+
[
pz(T ) + 1
]
δz(T ).
The first three equations of the Hamiltonian system (13) are the equations of the
control system (12). Choosing the costates px, py and pz such that


p˙x = −
∂H
∂x
p˙v = −
∂H
∂v
p˙z = −
∂H
∂z
and pz(T ) = −1 one gets the last three equations of (13). Finally, the optimality
condition (14) follows from the arbitrariness of δu and the constraint condition
∂H
∂λ
= 0.
Remark 2. Notice that the Euler–Lagrange equation (8) can be obtained from the
optimality necessary conditions given in Theorem 4.1. In fact, differentiating (14)
with respect to t, one gets
p˙v + p˙z
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
+ pz
d
dt
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
= 0. (15)
Plugging (13) into (15), one obtains
px + pz
[
∂L
∂v
+
∂L
∂z
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
−
d
dt
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)]
= 0, (16)
and by differentiating equation (16) with respect to t, it yields
p˙x + p˙z
[
∂L
∂v
+
∂L
∂z
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
−
d
dt
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)]
+ pz
[
d
dt
∂L
∂v
+
d
dt
(∂L
∂z
∂L
∂ω
−
∂L
∂z
〈∂L
∂ω
, x
〉
x
)
−
d2
dt2
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)]
= 0.
Using again (13), one has
pz
[
∂L
∂x
−
d
dt
∂L
∂v
−
〈
x,
∂L
∂ω
〉
u− 〈u, x〉
∂L
∂ω
+
(∂L
∂z
)2(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)
+
∂L
∂z
∂L
∂v
−
∂L
∂z
d
dt
∂L
∂ω
+
∂L
∂z
d
dt
(〈∂L
∂ω
, x
〉
x
)
−
d
dt
(∂L
∂z
∂L
∂ω
−
∂L
∂z
〈∂L
∂ω
, x
〉
x
)
+
d2
dt2
(∂L
∂ω
−
〈∂L
∂ω
, x
〉
x
)]
= −2λx.
Taking now the inner product of the above equation with x obtain λ and plug it
on the above. Finally, using the fact that v = x˙ and u = x¨, the Euler–Lagrange
equation (8) comes after some straightforward computations.
Remark 3. Notice that an optimal control problem with pure state constraints can
be addressed by many different ways. For more details on this subject we refer, for
instance, [35, 36]. Notice also that the regularity conditions considered in Theorem
4.1 can be relaxed by doing some convenient adaptations. For a matter of coherence,
in the formulation of the optimal control problem, we kept the regularity conditions
considered in the variational approach given in Section 3.
5. Ilustrative Examples. In this section we present two classical examples that
can be obtained directly from our main results. Namely, the cubic polynomials on
Sn and the dynamics of the simple pendulum moving in a resistive medium.
5.1. Cubic Polynomials on Sn. Cubic polynomials on Riemannian manifolds
were defined in Noakes et al. [37] as the solutions of the Euler–Lagrange equation
corresponding to the variational problem:
min
x
1
2
∫ T
0
〈D2x
dt2
,
D2x
dt2
〉
dt,
where x satisfies the boundary conditions x(0) = x0, x(T ) = xT , x˙(0) = v0 and
x˙(T ) = vT , for some x0, xT ∈ S
n, v0 ∈ Tx0S
n and vT ∈ TxTS
n. Therefore, the
problem of finding cubics on Sn can be seen as a particular case of the Herglotz
problem by considering the Lagrangian L defined by
L(t, x, x˙, ω) =
1
2
〈
ω, ω
〉
.
Notice that, for this particular Lagrangian, ∂L
∂x
= ∂L
∂x˙
= ∂L
∂z
= 0 and ∂L
∂ω
= ω.
Moreover,
D2
dt2
(∂L
∂ω
)
=
D
dt
(...
x − 〈
...
x , x〉x− 〈x¨, x〉x˙
)
=
....
x − 〈
....
x , x〉x − 2〈
...
x , x〉x˙− 〈x¨, x˙〉x˙− 〈x¨, x〉x¨ + 〈x¨, x〉2x.
Notice also that
〈
∂L
∂ω
, x
〉
= 0 and
〈
d
dt
(
∂L
∂ω
)
, x
〉
x˙ = −〈x¨, x˙〉x˙. Therefore, in this
particular case, the Euler–Lagrange equation (11) reduces to
....
x − 〈
....
x , x〉x − 2〈
...
x , x〉x˙− 2〈x¨, x˙〉x˙− 〈x¨, x〉x¨− 〈x¨, x〉x¨ + 2〈x¨, x〉2x = 0.
Taking now into account that 〈x, x〉 = 1, we can derive the following identities
〈x˙, x〉 = 0,
〈x¨, x〉 = −〈x˙, x˙〉,
〈
...
x , x〉 = −3〈x¨, x˙〉,
〈
....
x , x〉 = −4〈
...
x , x˙〉 − 3〈x¨, x¨〉.
Making use of the above, the Euler–Lagrange equation becomes
....
x + 4〈
...
x , x˙〉x + 3〈x¨, x¨〉x+ 4〈x¨, x˙〉x˙− 2〈x¨, x〉x¨ + 2〈x¨, x〉2x = 0,
which is exactly the equation that characterizes cubic polynomials on Sn.
In [38], it can be found a geometric Hamiltonian formulation of the Riemannian
cubic polynomials problem and some examples, including the 2–sphere S2. This
paper has also interesting references in the context of cubic polynomials.
5.2. Simple Pendulum. The simple pendulum is formed of a light, stiff, inexten-
sible rod of length l with a bob of mass m that is moving in the 2–dimensional
Euclidean space.
In what follows, we assume that the gravitational field is uniform, being g the
acceleration of gravity and consider, without loss of generality, that l = 1.
The trajectory of the simple pendulum is therefore a curve lying in S1 that
we denote by t 7→ x(t) =
(
x1(t), x3(t)
)
∈ S1. For convenience of notation, we
sometimes drop the index t and write simply x.
x1
x3
Θ
mg
Figure 1. Illustration of a simple pendulum whose trajectory is
contained in S1.
For such a motion, the kinetic energy is given by
T =
1
2
m〈x˙, x˙〉,
which depends only on x˙ and the potential U , depending only on the position x of
the bob, is given by
U = −mg〈x, e3〉,
where e3 stands for the unit vector (0, 1). To highlight these dependences we write
T (x˙) and U(x). The Lagrangian function is, in this case, defined by
L(x, x˙) = T (x˙)− U(x) =
1
2
m〈x˙, x˙〉+mg〈x, e3〉.
Since, ∂L
∂x˙
= mx˙ and ∂L
∂x
= mg e3, the Euler–Lagrange equation for the motion of
the simple pendulum is, according to Corollary 1, given by
x¨+ 〈x˙, x˙〉x− g e3 + g
〈
e3, x
〉
x = 0.
If, in addition, the pendulum is moving in a resistive medium with a resistive
force that is proportional to the velocity x˙, the Lagrangian function is defined by
L(x, x˙, z) = T (x˙)− U(x)− αz =
1
2
m〈x˙, x˙〉 − U(x)− αz,
where α denotes a positive real number. From Corollary 1, the Euler–Lagrange
equation is
D
dt
∂L
∂x˙
−
∂L
∂x
+
〈∂L
∂x
, x
〉
x−
∂L
∂z
(∂L
∂x˙
−
〈∂L
∂x˙
, x
〉
x
)
= 0,
which, in this case, reduces to
x¨+ 〈x˙, x˙〉x− g e3 + g
〈
e3, x
〉
x+ αx˙ = 0, (17)
where equality 〈x¨, x〉 = −〈x˙, x˙〉 and the fact that 〈x˙, x〉 = 0 have been used. To prove
the equivalence between (17) and the classical equation for the simple pendulum
moving in a resistive medium, let us write x1 and x3 using the angular displacement
Θ represented in Figure 1: {
x1 = sinΘ
x3 = cosΘ.
Since 〈x˙, x˙〉 = Θ˙2 and {
x¨1 = Θ¨ cosΘ− Θ˙
2 sinΘ
x¨3 = −Θ¨ sinΘ− Θ˙
2 cosΘ,
equation (17) is equivalent to{
Θ¨ cosΘ− Θ˙2 sinΘ + Θ˙2 sinΘ + g sinΘ cosΘ + αΘ˙ cosΘ = 0
−Θ¨ sinΘ− Θ˙2 cosΘ + Θ˙2 cosΘ− g + g cos2Θ− αΘ˙ sinΘ = 0.
(18)
Multiplying the first equation of (18) by cosΘ and the second equation by sinΘ
and afterwards subtracting those equations one gets
Θ¨ + g sinΘ + αΘ˙ = 0. (19)
If one considers α =
K
m
, equation (19) describes the motion of a simple pendulum
moving in a resistive medium having K as the coefficient resistive (see, for instance,
[39, 40]).
6. Conclusions. The second–order Herglotz problem has been extended to the Eu-
clidean sphere Sn and first–order optimality conditions have been derived following
variational and optimal control approaches. The problem differs from the corre-
sponding higher–order problem on Euclidean spaces not only by the introduction of
a holonomic constraint, but also by the use of covariant derivatives. Consequently,
the nonlinearity of covariant derivatives difficults the computations and the gen-
eralized Euler–Lagrange equation turned out to be much more complex than its
counterpart on the Euclidean spaces.
An important feature that deserved our attention was the fact that the Euler–
Lagrange equation for the classical calculus of variations problem on Sn could be
obtained as a particular case of the Herglotz variational problem. Therefore, many
of the problems that appear in the literature requiring classical approaches can
be seen as particular cases of the higher–order Herglotz problem presented in this
paper. Such is the case of the Riemannian cubic polynomials on Sn illustrated in
subsection 5.1, or the elastic curves treated, for instance, in [41]. The Herglotz
problem on Sn, when the Lagrangian L depends explicitly on the variable z, finds
also applicability on the equation of motion of a simple pendulum in a resistive
medium as shown in subsection 5.2.
One of our future aims is the study of Herglotz problems for other Riemann-
ian manifolds, like Lie groups or symmetric spaces, that play important roles in
applications arising in physics and engineering.
Other challenging question is to generalize the results presented in this paper to
fractional Herglotz problems with delayed arguments using the rich framework of
fractional optimal control theory [23, 24, 25].
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