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Introduction ge´ne´rale
Au de´but du sie`cle dernier, Max Planck re´conciliait les travaux de Rayleigh et Jeans avec
ceux de Wien et finissait de de´crire le lien qui existe entre la couleur d’un corps et sa tem-
pe´rature. En effet, il n’est pas rare d’entendre parler de la chaleur d’une lumie`re, de me´taux
porte´s au rouge ou encore chauffe´s a` blanc. Toutefois, si nos yeux ne sont sensibles qu’aux
rayonnements des objets les plus chauds, tout corps dont la tempe´rature n’est pas absolument
nulle e´met dans le domaine infrarouge. La pre´sence de feneˆtres atmosphe´riques de transmis-
sion dans cette gamme de fre´quences ouvre par conse´quent des perspectives importantes en
terme de vision nocturne et de thermographie a` qui peut en de´tecter les ondes et de´terminer
leur distribution spectrale.
Les multiples possibilite´s qu’offre la photode´tection infrarouge ont rendu celle-ci incontour-
nable dans un vaste champ de domaines dont les principaux segments sont les applications
militaires, le controˆle non-destructif et l’imagerie me´dicale. Le tellurure de mercure et de
cadmium (Hg1−xCdxTe) est un mate´riau tre`s utilise´ pour la de´tection des longueurs d’ondes
du spectre infrarouge. En effet, cet alliage semiconducteur ternaire de type II-VI pre´sente un
gap pouvant eˆtre ajuste´ de fac¸on continue entre 0 et 1.6 eV, et ce par le biais de la com-
position stoechiome´trique. Il peut de fait eˆtre utilise´ pour la fabrication de photode´tecteurs
ope´rant dans les diffe´rentes feneˆtres atmosphe´riques du domaine infrarouge. En meˆme temps,
le parame`tre de maille du Hg1−xCdxTe ne varie que tre`s peu avec la fraction de cadmium, ce
qui permet la production du mate´riau dans ses diffe´rentes compositions a` partir d’une seule
et meˆme filie`re technologique et ouvre des perspectives inte´ressantes pour le de´veloppement
d’applications de photode´tection multispectrale.
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Historiquement, le tellurure de mercure et de cadmium fut introduit vers 1960 dans sa
composition a` 20.5 % de cadmium. Il constituait alors le premier mate´riau semiconducteur
capable d’ope´rer de fac¸on intrinse`que, et par conse´quent a` la tempe´rature de l’azote liquide,
dans la feneˆtre LWIR (Long Wavelength InfraRed). L’e´mission des corps porte´s a` tempe´rature
ambiante e´tant maximale dans cette bande spectrale, le Hg0.795Cd0.205Te (MCT) pre´sente un
inte´reˆt fondamental pour les applications de vision nocturne, et c’est plus particulie`rement
vers lui que se tournent ces travaux de the`se.
A` l’image de la photode´tection infrarouge, la ge´ne´ration micro-onde est e´tudie´e et de´ve-
loppe´e de par le monde, et ses applications se font de plus en plus nombreuses. En effet, en
offrant des fre´quences suffisamment e´leve´es pour transporter un flux d’informations consi-
de´rable, et a` la fois suffisamment faibles pour permettre leur propagation sans encombre a`
travers l’atmosphe`re terrestre, les hyperfre´quences jouent, a` l’heure des connexions a` hauts
de´bits et des liaisons sans fils, un roˆle majeur. Toutefois, si le monde des te´le´communications
semble eˆtre aujourd’hui le moteur des applications hautes fre´quences, les domaines civil, mi-
litaire et me´dical restent tre`s demandeurs de ces technologies toujours mieux maˆıtrise´es et
toujours plus pre´sentes.
En meˆme temps, l’e´lectronique prend une importance grandissante dans les e´quipements
actuels au point d’assurer, dans de nombreux cas, des fonctions demandant une haute fiabilite´
telles que la gestion de vol d’un avion ou le syste`me de freinage d’une voiture. Toutefois, si,
au meˆme titre que les hyperfre´quences, la microe´lectronique apporte a` chaque jour sa part
de progre`s, l’omnipre´sence de chacun de ces deux domaines pose d’importants proble`mes de
compatibilite´. En effet, les micro-ondes, de par leur nature e´lectromagne´tique, peuvent plus
ou moins influencer le comportement des syste`mes e´lectroniques.
Cette interaction inde´sirable a conduit a` de nombreuses e´tudes et a` la mise en place de
normes de compatibilite´ e´lectromagne´tique cherchant a` re´duire l’e´missivite´ des dispositifs
tout en augmentant leur tole´rance aux radiations. Cependant, bien que de nombreux travaux
aient e´te´ mene´s pour ame´liorer la protection des syste`mes, tre`s peu de re´sultats ont e´te´ publie´s
concernant les effets physiques engendre´s par les micro-ondes dans les semiconducteurs. Or, si
2
Introduction ge´ne´rale
la plupart des composants est en ge´ne´ral bien prote´ge´e des agressions exte´rieures, notamment
par des syste`mes de blindage et de filtrage, certains dispositifs tels que les photode´tecteurs
restent expose´s aux rayonnements, de par leur positionnement derrie`re une feneˆtre. L’e´tude
et la description de l’action des ondes e´lectromagne´tiques sur les mate´riaux a` applications
optroniques s’ave`rent par conse´quent ne´cessaires et constituent l’objectif de nos travaux.
Le courant d’obscurite´ qui traverse un photode´tecteur est ge´ne´ralement rendu ne´gligeable
devant le flux de charges photo-ge´ne´re´es, si bien que le comportement du courant mesure´ a` la
sortie du capteur est assimile´ a` celui de la luminosite´ de la sce`ne observe´e. Dans ces conditions,
une augmentation de courant ne trouvant pas sa source dans un e´clairement plus important
ne saurait eˆtre interpre´te´e correctement, provoquant ainsi un e´blouissement du dispositif.
En ce sens, des travaux ayant par le passe´ mis en e´vidence une brutale augmentation de la
densite´ de courant traversant le MCT sous l’effet de champs e´lectriques d’environ 200 V/cm
laissent entrevoir une possible perturbation de la photode´tection par un rayonnement hyper-
fre´quence de forte puissance. En effet, bien que les photons associe´s aux micro-ondes ne soient
pas suffisamment e´nerge´tiques pour pouvoir participer aux processus de photo-ge´ne´ration de
porteurs libres, celles-ci induisent, au sein du mate´riau qu’elles irradient, un champ e´lectrique
dont l’amplitude peut, dans certains cas, avoisiner la valeur critique e´voque´e pre´ce´demment.
L’objectif de ce travail de the`se, finance´ par la De´le´gation Ge´ne´rale pour l’Armement
(DGA) et le Centre National de la Recherche Scientifique (CNRS), est d’e´valuer dans quelle
mesure et sous quelles conditions un rayonnement hyperfre´quence de forte puissance est ca-
pable de perturber le comportement e´lectronique du MCT. Il s’agit par conse´quent de com-
prendre et de de´crire les effets physiques et les phe´nome`nes transitoires apparaissant lorsque
la distribution des porteurs est hors-e´quilibre. Pour ce faire, nous de´veloppons un mode`le
the´orique prenant en compte les diffe´rents phe´nome`nes microscopiques influenc¸ant le trans-
port de charges dans le mate´riau d’inte´reˆt en nous appuyant sur des me´thodes de simulation
ayant de´ja` fait leurs preuves par ailleurs.
Nous donnerons dans le premier chapitre une description du me´canisme de photode´tection,
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apre`s que le contexte dans lequel se situe notre travail ait e´te´ rappele´. Les proprie´te´s physiques
du tellurure de mercure et de cadmium seront aborde´es, et nous preˆterons une attention toute
particulie`re a` celles du MCT. Le phe´nome`ne de de´ge´ne´rescence sera lui aussi de´crit et nous
verrons sous quelles conditions ses effets ne peuvent plus eˆtre ne´glige´s. Enfin, les phe´nome`nes
de ge´ne´ration-recombinaison, qui jouent un roˆle pre´ponde´rant dans le MCT, seront de´taille´s
et nous verrons que ceux-ci peuvent eˆtre ramene´s aux seuls processus Auger.
Le deuxie`me chapitre sera de´die´ a` la mise en place d’un mode`le the´orique permettant de
simuler le comportement e´lectronique du MCT, a` la fois en re´gime statique et dynamique.
Nous verrons que, dans un mate´riau semiconducteur, le transport e´lectronique est de´crit par
l’e´quation de Boltzmann, et nous citerons diverses me´thodes permettant d’en approcher de
plus ou moins pre`s les solutions. Plus particulie`rement, les me´thodes de´rive-diffusion (DD) et
hydrodynamique (HD), permettant une simulation macroscopique du transport de charges,
ainsi que la me´thode microscopique de Monte Carlo (MC) seront de´crites. Un mode`le adapte´
au calcul des parame`tres de transport prenant notamment en compte les effets de ge´ne´ration-
recombinaison sera alors mis en place a` partir des diffe´rents parame`tres physiques dont nous
disposons.
Par la suite, nous me`nerons, dans le chapitre 3, une e´tude statique qui nous permettra
d’e´valuer l’influence respective des diffe´rents effets physiques mis en jeu, ainsi que d’en donner
leurs caracte´ristiques. En meˆme temps, la description des re´gimes stationnaire et transitoire
nous permettra d’optimiser nos outils de simulation, a` travers une comparaison avec des
re´sultats expe´rimentaux issus de la litte´rature, et de permettre leur utilisation pour l’e´tude
du re´gime dynamique. Nous calculerons les diffe´rents parame`tres cine´tiques, que sont la vitesse
de de´rive, l’e´nergie moyenne et la mobilite´, et mode´liserons l’e´volution dans le temps de la
densite´ e´lectronique sous l’effet des processus Auger. La fin de ce chapitre sera de´die´e au bruit,
the`me de recherche de pre´dilection du Centre d’Electronique et de Micro-optoe´lectronique de
Montpellier (CEM2). Le coefficient de diffusion, cher aux simulateurs macroscopiques, ainsi
que la tempe´rature de bruit, mesurable expe´rimentalement, seront alors calcule´s.
Enfin, le chapitre 4 abordera l’e´tude dynamique. Dans un premier temps, le re´gime petit-
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signal sera de´crit et nous permettra de de´terminer le comportement fre´quentiel du mate´riau
tout en reliant celui-ci a` la dynamique des porteurs libres. Puis, le re´gime grand-signal sera
a` son tour e´tudie´ et la re´ponse des porteurs libres a` diffe´rentes formes d’ondes sera simule´e.
Des champs e´lectriques harmoniques mais aussi des impulsions et des trains d’impulsions
de fortes amplitudes, pouvant par exemple eˆtre e´mis par un radar, seront conside´re´s. Nous
porterons une attention particulie`re a` l’e´volution dans le temps de la densite´ e´lectronique afin
de de´terminer sa sensibilite´ aux diffe´rents parame`tres de la perturbation (fre´quence, dure´e
d’impulsion, taux de re´pe´tition, etc.) et d’en extraire, par la`-meˆme, les plus importants.
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Chapitre 1
Ge´ne´ralite´s sur la photode´tection et
proprie´te´s du HgCdTe
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Introduction
La multiplication des syste`mes civils et militaires fonctionnant dans le domaine des micro-
ondes pose des proble`mes de compatibilite´ e´lectromagne´tique. Si le blindage des dispositifs
permet dans un grand nombre de cas de s’y soustraire, ce genre de techniques ne peut eˆtre
utilise´ dans le cas de la photode´tection infrarouge ou` les composants e´lectroniques doivent
eˆtre expose´s aux rayonnements exte´rieurs : l’e´valuation des effets des micro-ondes sur les
mate´riaux a` applications optroniques pre´sente donc un grand inte´reˆt.
C’est dans le but de situer correctement ce travail que nous pre´sentons la place respective
de la ge´ne´ration micro-onde, de la microe´le´ctronique et de la photode´tection infrarouge, dont
nous de´crivons le principe de fonctionnement. Notre attention se porte plus particulie`rement
sur le cas du tellurure de mercure et de cadmium, un mate´riau tre`s utilise´ pour la fabrication
de photode´tecteurs infrarouge. Apre`s en avoir retrace´ l’historique, nous en pre´sentons les
caracte´ristiques physiques afin de pouvoir mettre en place un mode`le ade´quat, capable de
rendre compte du comportement e´lectronique du mate´riau et des phe´nome`nes physiques qui
s’y produisent.
1.1 La rencontre de plusieurs domaines
1.1.1 Des micro-ondes pour tout faire
Si, au premier abord, les micro-ondes e´voquent essentiellement des fours a` cuisson rapide,
elles trouvent leur place dans des applications toujours plus nombreuses, allant bien au dela`
du domaine domestique. Situe´es entre les ondes radios et l’infrarouge, elles font re´fe´rence
au spectre de fre´quences s’e´talant de 300 MHz a` 300 GHz et correspondant a` des longueurs
d’ondes situe´es entre 1 mm et 1 m. Si ces chiffres ne paraissent a priori pas tre`s explicites,
ils sont pourtant l’expression d’un compromis ide´al entre des longueurs d’ondes assez longues
pour permettre une propagation sans encombre dans l’atmosphe`re et des fre´quences assez
e´leve´es pour offrir un excellent de´bit d’informations. De telles ondes ne pouvant eˆtre qu’une
aubaine pour les te´le´communications, elles ont vite fait d’envahir notre vie quotidienne en
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de´bouchant sur des applications grand-public telles que le re´seau GSM (Global Standard for
Mobile) ou bien plus re´cemment les re´seaux dits wireless comme le Wi-Fi (wireless fidelity) ou
le Bluetooth. Cependant, beaucoup de chemin a e´te´ parcouru avant que l’on en vienne a` couper
les fils du te´le´phone et, depuis leur de´couverte par Hertz en 1888, l’invention du magne´tron
en 1920 et les premie`res e´tudes de la propagation des micro-ondes dans des tuyaux en cuivre
par ceux que l’on appelaient pour le coup “les plombiers”, une multitude d’applications a vu
le jour.
La premie`re application concre`te des micro-ondes fuˆt militaire et n’e´tait pas destine´e a`
transporter des informations mais plutoˆt a` scruter l’horizon. En 1940, le radar apparaissait a`
travers l’utilisation de ces ondes qui, par leurs longueurs centime´triques, permettent de faire
des mesures pre´cises de te´le´me´trie. Mais bien vite, les utilisateurs de la technologie micro-
ondes furent confronte´s a` des phe´nome`nes pour le moins inattendus puisque ces ondes e´taient
capables de produire de la chaleur. De`s lors, elles pouvaient avoir d’autres applications que la
de´tection de l’aviation ennemie. Apre`s la guerre elles n’eurent de fait pas de mal a` e´largir leur
champ d’applications. Capables de chauffer rapidement et en profondeur par excitation des
mole´cules d’eau, les micro-ondes excellent la` ou` bien d’autres modes de chauffage sont moins
efficaces : au dela` d’une utilisation culinaire, elles sont de nos jours utilise´es comme me´thode
de cuisson ou de se´chage dans le milieu industriel et permettent l’e´chauffement local des
le´sions (hyperthermie focale, technique de coagulation par micro-ondes, etc.) dans le milieu
me´dical.
Paralle`lement a` cela, les domaines militaire, civil mais aussi spatial ont continue´ a` exploiter
les possibilite´s de communication offertes par ces ondes capables de traverser l’ionosphe`re et
permettant de fait de communiquer avec les satellites, navettes et autres sondes spatiales. Si
l’on peut dire sans trop se tromper que c’est en grande partie graˆce a` elles que Neil Armstrong
a pu marcher sur la Lune et que l’on a pu quelques anne´es plus tard de´couvrir le sol de la
plane`te Mars, les micro-ondes s’illustrent dans un registre plus terrestre dans le cadre de
syste`mes d’aide a` la navigation et de positionnement tels que les balises ou le re´seau GPS
9
(Global Positioning System). Elles sont aussi utilise´es dans le domaine de l’aviation civile pour
la re´gulation du trafic ae´rien ainsi que pour l’aide a` l’atterrissage en conditions de mauvais
temps.
De nos jours toutes ces applications coexistent, et bien d’autres encore les accompagnent.
La ge´ne´ration de micro-ondes est une technologie maˆıtrise´e et re´alisable a` partir de dispositifs
dont les dimensions ge´ome´triques sont de l’ordre du centime`tre. Le faible encombrement des
ge´ne´rateurs hyperfre´quence, associe´ a` des puissances consomme´es de plus en plus faibles, offre
une facilite´ d’inte´gration dans un grand nombre de syste`mes embarque´s ou portatifs. Les
fre´quences d’e´mission sont de plus en plus e´leve´es afin de permettre des de´bits d’informations
toujours meilleurs : a` pre´sent, les yeux se tournent vers le domaine du TeraHertz, situe´ a` la
frontie`re entre les micro-ondes et l’infrarouge. Tout cela fait des hyperfre´quences une source
d’e´nergie omnipre´sente, si bien que l’on finit par parler de pollution e´lectromagne´tique et par
les retrouver pe´riodiquement au centre de pole´miques concernant la nature des effets qu’elles
ont sur leur entourage.
1.1.2 E´lectronique et compatibilite´ e´lectromagne´tique
Paralle`lement aux micro-ondes, l’e´lectronique prend une place de plus en plus grande.
En effet, de par le couˆt relativement faible (le silicium est apre`s l’oxyge`ne le constituant
le plus re´pandu sur terre), la flexibilite´, et le faible encombrement qu’elle offre, rares sont
devenus les syste`mes modernes ou` elle n’est pas pre´sente. Sa ge´ne´ralisation est telle que les
fonctions demandant une haute fiabilite´ sont de´sormais assure´es par des calculateurs associe´s
a` des transmissions e´lectriques. Ainsi, la stabilite´ de l’airbus A 320 est-elle ge´re´e par des
ordinateurs de bord quand les syste`mes de se´curite´ automobiles tels que l’AirBag, l’ABS
(Antilock Bracking System), ou le controˆle de l’acce´le´ration sont assure´s par des dispositifs
e´lectroniques.
Depuis la de´couverte du transistor en 1947 par John Bardeen, Walter Brattain et Robert
Shockley, la recherche de performances et de portabilite´ des syste`mes e´lectroniques entraˆıne
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une miniaturisation incessante des composants dont le nombre par unite´ de surface double
tous les dix-huit mois, en accord avec la loi de Moore. Si cette re´duction continue des di-
mensions permet un accroissement de la rapidite´ et une re´duction de la consommation des
dispositifs e´lectronique, elle les rend par la meˆme occasion de plus en plus sensibles aux per-
turbations e´lectriques. Ainsi, si l’on ne prend pas les pre´cautions ne´cessaires, il est possible de
provoquer la destruction d’un composant moderne par de´charge e´lectrostatique, uniquement
en le touchant. Mais le proble`me de ce que l’on appelle la compatibilite´ e´lectromagne´tique
(CEM) des syste`mes n’est pas nouveau et, de`s les premie`res installations d’e´metteurs radio,
on s’est aperc¸u que ceux-ci se perturbaient entre eux. Aujourd’hui, les fre´quences radiopho-
niques ont e´te´ re´glemente´es et les ve´lomoteurs ne perturbent plus la re´ception des te´le´viseurs.
Pourtant, il suffit de laisser un te´le´phone portable a` proximite´ d’un te´le´viseur pour ne pas
tarder a` remarquer que tous les proble`mes de compatibilite´ ne sont pas re´gle´s et que l’e´lec-
tronique ne reste pas insensible aux rayonnements hyperfre´quences. Ainsi, la compatibilite´
e´lectromagne´tique ne connaˆıt pas de limites clairement de´finies et l’on est amene´, au fur et
a` mesure de l’e´volution technologique, a` prendre en compte des sources de rayonnement qui
pouvaient eˆtre ne´glige´es auparavant.
Remarquons que, a` coˆte´ de ces agression dites industrielles car directement lie´es a` l’activite´
humaine, il existe des agressions naturelles telles que l’orage ou la foudre, qui sont pour le
moins incontroˆlables et qu’il ne faut pas ne´gliger. En effet, un orage peut engendrer un champ
e´lectrique de l’ordre de 10 V/cm a` quelques centaines de me`tres [Degauque et Hamelin, 1990].
Toutefois, malgre´ les apparences et en de´pit de l’extraordinaire puissance que peut de´gager
un orage, le bruit d’origine industrielle est bien plus important que celui d’origine naturelle.
Concre`tement, si l’on prend l’exemple d’un radar, le champ e´lectrique que l’e´metteur cre´e´ a`
une distance r ve´rifie la relation [Badoual et al., 1993] :
E =
√
60×G× Pe
r
(1.1)
ou` G est le gain de l’antenne radar et Pe la puissance e´mise. En prenant G = 50 dB et
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Pe = 1 MW, on obtient un champ e´lectrique de l’ordre de 250 V/cm a` une distance de
100 m. Il va de soit que de tels champs e´lectriques rendent possible la destruction ou du
moins la perturbation de syste`mes e´lectroniques peu ou pas prote´ge´s. Ce dernier aspect est
d’ailleurs inte´ressant d’un point de vue strate´gique puisqu’il laisse entrevoir la possibilite´ de
mettre au point de nouveaux outils a` usage militaire visant a` nuire a` la logistique de l’ennemi
en interrompant de fac¸on momentane´e ou de´finitive ses communications, ses e´changes de
donne´es, ou bien en provoquant la de´faillance de ses appareils de mesure et syste`mes de
commande.
En vertu de ce que nous avons vu pre´ce´demment il est indispensable, tant dans le domaine
industriel que dans le domaine militaire, de prote´ger les dispositifs e´lectroniques en les iso-
lant autant que faire se peut des rayonnements e´lectromagne´tiques. Toutefois, s’il est possible
d’enfermer la plupart des composants e´lectroniques dans des boˆıtiers de blindage, les pho-
tode´tecteurs, de par leur fonction de capteurs de lumie`re, ne peuvent eˆtre cache´s et doivent
eˆtre expose´s aux radiations. Dans ce cas, l’interaction entre des micro-ondes incidentes et le
mate´riau semiconducteur risque fort de poser des proble`mes. En ce sens, l’e´tude des effets
des hyperfre´quences de forte puissance sur les semiconducteurs a` applications optroniques,
que nous nous proposons de faire dans ce travail de the`se, pre´sente un inte´reˆt fondamental.
Pour l’heure, peu de re´sultats ont e´te´ publie´s concernant les effets physiques engendre´s au
niveau du mate´riau par une telle interaction. Dans ce travail, nous nous inte´ressons au cas
de la photode´tection infrarouge, sur laquelle nous nous arreˆtons a` pre´sent.
1.1.3 La photode´tection infrarouge
1.1.3.1 Les inte´reˆts de la technologie infrarouge
Selon leurs fre´quences, les diffe´rentes radiations e´lectromagne´tiques sont plus ou moins
absorbe´es par les mole´cules pre´sentes dans l’atmosphe`re, en fonction du spectre d’absorption
de celles-ci. Les longueurs d’ondes du domaine de l’infrarouge, situe´es entre 700 nm et 500 µm,
n’e´chappent pas a` cette re`gle et nous avons reporte´ sur la figure 1.1 le taux de transmission des
ondes infrarouges en fonction de leurs longueurs d’ondes [Gaussorgues, 1999]. Nous pouvons
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Figure 1.1 : Transmission en fonction de la longueur d’onde par temps clair.
remarquer qu’il existe des feneˆtres atmosphe´riques de transmission, c’est a` dire des plages
de longueurs d’ondes pour lesquelles les radiations ne sont que faiblement absorbe´es par
l’atmosphe`re terrestre. Ces feneˆtres de transmission sont classe´es selon les longueurs d’ondes
concerne´es de la fac¸on suivante :
• la feneˆtre NIR (Near InfraRed) correspond aux longueurs d’ondes comprises entre 0.7 µm
et 1.5 µm ;
• la feneˆtre SWIR (Short Wave InfraRed) correspond a` l’intervalle de longueurs d’ondes
1.5 µm – 2.5 µm
• la feneˆtre MWIR (Medium Wave InfraRed) correspond a` la plage 3 µm – 5 µm ;
• la feneˆtre LWIR (Long Wave InfraRed) concerne les longueurs d’ondes comprises entre
8 µm et 14 µm.
Remarquons enfin que le domaine FIR (Far InfraRed) concerne les longueurs d’ondes situe´es
en dessus de 14 µm.
D’un autre coˆte´, les corps e´mettent des radiations dans diffe´rentes gammes de fre´quences
et en particulier des ondes du spectre infrarouge correspondant aux feneˆtres atmosphe´-
riques de transmissions de´crites pre´ce´demment. La densite´ spectrale d’e´nergie rayonnante
u(λ, T ) diffe`re selon la tempe´rature du corps et ve´rifie la loi de Planck donne´e par la relation
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[Sto¨cker et al., 1999] :
u(λ, Tc) =
8pihc
λ5
1
exp
(
hc
λkBTc
)
− 1
(1.2)
ou` λ est la longueur d’onde d’e´mission, Tc la tempe´rature du corps noir, h¯ la constante re´duite
de Planck, kB la constante de Boltzmann et c la vitesse de la lumie`re dans le vide. Nous avons
reporte´ dans la figure 1.2 l’allure de cette grandeur pour des tempe´ratures de 5780 K, 300 K
et 77 K, correspondant respectivement a` la tempe´rature du soleil, a` l’ambiante, et a` celle de
l’azote liquide. Chaque courbe pre´sente un maximum pour une longueur d’onde qui lui est
Figure 1.2 : Allure de la densite´ spectrale d’e´nergie rayonnante u en fonc-
tion de la longueur d’onde et illustration de la loi de Wien
relative au de´placement du maximum d’e´mission.
propre. Par conse´quent, pour chaque tempe´rature il existe une longueur d’onde pour laquelle
l’e´mission d’e´nergie par le corps noir est maximale. Ce maximum de la densite´ u se de´place
vers des longueurs d’ondes plus grandes lorsque la tempe´rature diminue en suivant la loi de
Wien, e´nonce´e par la relation :
λmax Tc = 2898 µm.K (1.3)
ou` λmax est la longueur d’onde correspondant au maximum d’e´mission. Cette expression per-
met de conclure que le maximum d’e´mission d’un corps noir se trouvant a` une tempe´rature
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environnant 300 K sera atteint pour des longueurs d’ondes se situant dans le spectre infra-
rouge. Par conse´quent, la fabrication et la mise en place de dispositifs capables de de´tecter ces
longueurs d’ondes pre´sentent un tre`s grand inte´reˆt. Remarquons que, plus particulie`rement,
la longueur d’onde d’e´mission maximale d’un corps noir se trouvant a` tempe´rature ambiante
se situe aux alentours de 10 µm, c’est a` dire dans la feneˆtre LWIR, ce qui fait de cette dernie`re
une feneˆtre de pre´dilection pour les applications de vision nocturne ou en condition de faible
visibilite´.
L’inte´reˆt draine´ par la technologie infrarouge a rendu celle-ci incontournable dans un grand
nombre de domaines, toujours plus nombreux, dont les principaux segments sont les applica-
tions militaires, le controˆle non-destructif et l’imagerie me´dicale [Deste´fanis, 1998]. Ainsi, des
dispositifs de vision nocturne e´quipent les avions de chasse ou les fantassins, permettant la
de´tection, la reconnaissance et la prise en chasse de cibles, quand des dispositifs de thermo-
graphie fournissent des informations sur la tempe´rature des corps observe´s. D’autres syste`mes
permettent le guidage d’avions et de missiles ou bien la surveillance par satellite, que ce soit
dans le cadre d’applications de de´fense ou dans le domaine civil (me´te´orologie, de´tection des
feux de forets, etc.). Des applications de spectroscopie infrarouge, active ou passive, sont pour
leur part mises en oeuvre dans les domaines scientifique, me´dical et industriel.
1.1.3.2 Principe de fonctionnement des photode´tecteurs
Au XIXe`me sie`cle, pe´riode a` laquelle la technologie infrarouge a fait ses premiers pas,
les capteurs utilise´s e´taient des photopiles ou des bolome`tres, dont les principes de fonction-
nement e´taient base´s sur des effets thermoe´lectriques [Rogalski, 2003]. Il fallut attendre la
mise en e´vidence de l’effet photoe´lectrique et surtout son explication par Albert Einstein en
1905 pour que les capteurs thermiques puissent ce´der la place aux photode´tecteurs quantiques
tels que nous les concevons encore aujourd’hui. C’est plus pre´cise´ment en 1917 que Case
de´veloppa le premier photode´tecteur base´ sur la conversion directe de la lumie`re en signal
e´lectrique [Case, 1917]. Plus tard, en 1933, la photoconductivite´ du PbS serait de´couverte
faisant de ce mate´riau le premier semiconducteur a` application optronique.
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Si depuis la seconde guerre mondiale la technologie infrarouge a connu un essor extraor-
dinaire, le principe de fonctionnement des photode´tecteurs est reste´ le meˆme, reposant sur
l’effet photoe´lectrique dont le sche´ma de principe est reporte´ sur la figure 1.3. Cet effet peut
Figure 1.3 : Sche´ma de principe de l’effet photoe´lectrique.
s’e´noncer ainsi : “Lorsqu’un photon rencontre un e´lectron prisonnier d’un atome, il lui trans-
met son e´nergie. Si l’e´nergie est suffisante, celui-ci peut alors s’arracher a` l’atome et devenir
un e´lectron libre”. L’e´nergie ne´cessaire pour libe´rer l’e´lectron photo-excite´ est appele´e travail
de sortie. Dans le cas des photode´tecteurs a` base de semiconducteurs, le travail de sortie
correspond a` l’e´nergie ne´cessaire pour faire transiter un e´lectron depuis un niveau dans le-
quel il se trouve pie´ge´ vers la bande de conduction. C’est a` ce processus de transformation
de la lumie`re en e´lectricite´ par basculement d’e´tats qu’ils doivent leur nom de de´tecteurs
quantiques.
Le niveau pie`ge peut eˆtre un e´tat de la bande de valence, comme le montre la figure
1.4(a). Le travail de sortie correspond dans ce cas au gap du mate´riau et l’on parle d’un
mode de photode´tection intrinse`que. Mais ce peut eˆtre aussi un atome donneur [figure 1.4(b)]
ou accepteur [figure 1.4(c)] qui engendre le niveau pie`ge et l’on parle dans ce cas d’un mode
de photode´tection extrinse`que, respectivement de type n ou de type p. Cette fois-ci, le travail
de sortie ne correspond plus au gap mais a` l’e´nergie c− d dans la photode´tection de type n
ou a − v dans celle de type p, ou` les grandeurs a, d, c et v repre´sentent respectivement
les e´nergies du niveau donneur, du niveau accepteur, du minimum de la bande de conduction
et du maximum de la bande de valence.
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Figure 1.4 : Les types diffe´rents de photode´tection : intrinse`que (a), extrin-
se`que de type n (b) et extrinse`que de type p (c).
1.1.4 La ge´ne´ration e´lectronique inde´sirable et le courant d’obscurite´
Si la luminosite´ d’une radiation de´tecte´e par le mate´riau semiconducteur vient a` augmen-
ter, cela correspondra a` un accroissement du nombre de photons incidents et, de fait, a` une
e´le´vation du nombre de porteurs ge´ne´re´s. Ainsi, en plus de mettre en e´vidence la pre´sence
de lumie`re, les photode´tecteurs sont sensibles aux variations de luminosite´ qu’ils traduisent
par des variations de courant. De fac¸on re´ciproque, une variation du courant de´livre´ par le
photode´tecteur est interpre´te´e par l’e´lectronique qui l’accompagne comme une variation de
luminosite´. C’est pourquoi il faut e´viter l’augmentation du courant dit d’obscurite´ en limi-
tant autant que faire se peut la mise en place au sein du mate´riau de processus entraˆınant la
cre´ation de porteurs libres par un autre biais que la photoge´ne´ration. C’est dans ce but que
les effets thermiques sont combattus par le refroidissement des dispositifs photode´tecteurs.
Remarquons d’ailleurs que le mode de photode´tection des semiconducteurs extrinse`ques fa-
vorise les effets de la ge´ne´ration thermique, et par conse´quent l’augmentation du courant
d’obscurite´. En effet, le coefficient d’absorption d’un tel mate´riau e´tant directement fonction
du dopage, celle-ci doit eˆtre aussi grande que possible pour augmenter le rendement du de´-
tecteur. Ainsi, a` fre´quences de cut-off e´gales, les semiconducteurs extrinse`ques ne´cessitent des
tempe´ratures de fonctionnement plus basses que leurs homologues intrinse`ques.
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Notons que, outre la ge´ne´ration thermique, d’autres effets tels que l’ionisation par impact
peuvent eˆtre responsables de l’augmentation du courant d’obscurite´ et par la` meˆme perturber
la mesure. C’est ce qu’il se passe dans le Hg0.795Cd0.205Te, que nous pre´sentons ci-apre`s et
pour lequel de tels effets se mettent en place a` partir de champs e´lectriques de l’ordre de 150
a` 200 V/cm [Gelmont et al., 1992a]. Ces champs sont relativement faibles et peuvent dans
certaines conditions eˆtre engendre´s par des ondes hyperfre´quences, comme nous l’avons vu
pre´ce´demment. Ainsi, meˆme si l’e´nergie des micro-ondes est trop faible pour leur permettre
de participer aux processus de photoge´ne´ration, elles peuvent perturber la mesure de la
luminosite´ en venant se superposer au champ de polarisation re´gnant dans le mate´riau et en
influenc¸ant directement la dynamique des porteurs libres.
1.2 Le tellurure de mercure et de cadmium
1.2.1 La place du tellurure de mercure et de cadmium dans la photode´-
tection infrarouge
La photode´tection infrarouge est, a` l’image de la te´le´me´trie et de nombre d’applications,
un domaine qui a pris son essor de par ses nombreuses perspectives militaires. Cependant,
si le radar e´tait un outil de´ja` au point durant la seconde guerre mondiale, la photode´tection
infrarouge n’e´tait pour sa part qu’une technologie naissante. Elle consistait principalement en
l’utilisation d’e´le´ments de cellules simples de sulfure de plomb (PbS), ope´rant dans la gamme
de longueurs d’ondes 1.5 − 3 µm, pour la de´tection et la de´fense anti-missiles [Kruse, 1981].
Mais, tre`s vite, l’extension du domaine spectral vers l’infrarouge moyen 3− 5 µm puis vers la
feneˆtre LWIR 8−14 µm re´pondit au besoin de mettre en place d’autres applications telles que
le guidage ou l’imagerie passive qui permet, en particulier, l’observation nocturne de l’ennemi
a` l’aide de dispositifs ne permettant pas leur de´tection par celui-ci.
A` la fin des anne´es 1950, des semiconducteurs comme l’antimoniure d’indium (InSb), le
se´le´niure de plomb (PbSe) ou le tellurure de plomb (PbTe) permettaient d’ope´rer dans la
bande 3− 5 µm quand des mate´riaux tels que le germanium dope´ par du mercure (Ge : Hg)
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e´taient destine´s a` la feneˆtre 8− 14 µm. Si les deux premiers sont intrinse`ques et peuvent de
fait fonctionner a` la tempe´rature de l’azote liquide, ce dernier fonctionne sur le principe de
la photode´tection extrinse`que de´crite pre´ce´demment et ne´cessite par conse´quent un refroi-
dissement nettement plus important [Rogalski, 2003]. Plus pre´cise´ment, la tempe´rature de
fonctionnement du Ge : Hg est de 30 K, ce qui pose des proble`mes en terme de couˆt et im-
plique en meˆme temps des difficulte´s au niveau de l’embarquement des dispositifs. L’objectif
pour la bande LWIR e´tait alors de trouver un mate´riau intrinse`que et pouvant ope´rer a` 77 K :
un mate´riau qui aurait en quelques sortes les proprie´te´s de l’InSb mais avec un gap re´duit
de moitie´. En 1959, Lawson et al. [Lawson et al., 1959] mirent en e´vidence la de´pendance de
la largeur de bande interdite du HgCdTe en fonction de la fraction de cadmium. En effet,
le gap de cet alliage ternaire peut eˆtre ajuste´ de fac¸on continue entre 0 et 1.6 eV (a` 77 K)
permettant the´oriquement la de´tection de toutes les longueurs d’ondes supe´rieures a` 0.8 µm.
Par la suite, cette proprie´te´ serait mise a` profit pour mettre au point des photode´tecteurs
intrinse`ques, a` base de HgCdTe, fonctionnant dans l’ensemble des feneˆtres atmosphe´riques,
et en particulier dans l’intervalle de longueurs d’ondes 8 − 14 µm, cher aux applications de
vision nocturne.
Malgre´ de grands obstacles technologiques, tant au niveau de la fabrication que de la
caracte´risation du mate´riau, de rapides progre`s furent faits. Ainsi, de`s 1965, de premiers
prototypes de photode´tecteurs a` base de HgCdTe firent leur apparition dans des syste`mes
d’imagerie thermique, de´bouchant tre`s vite sur la production d’e´le´ments simples ou de pe-
tites matrices line´aires. La technologie des de´tecteurs photoconducteurs atteignit sa maturite´
en 1970, en particulier dans le cas du Hg0.795Cd0.205Te, utilise´ alors dans la feneˆtre LWIR
pour faire de la cartographie ae´rienne ou des syste`mes FLIR (Forward Looking InfraRed)
permettant la navigation et l’attaque en conditions de faible visibilite´.
De nos jours, le HgCdTe est utilise´ pour fabriquer des matrices photode´tectrices ba-
se´es sur la conversion photovolta¨ıque et ope´rant dans les diffe´rentes feneˆtres atmosphe´riques
[Deste´fanis, 1991]. Il ouvre des perspectives inte´ressantes vers des applications de photode´-
tection multispectrales [Peyrard, 2003]. Il est utilise´ tant dans le domaine militaire (guidage
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de missile, de´fense anti-missile, vision nocturne, surveillance ae´rienne, etc.) que dans les do-
maines industriel (controˆle non-destructif) ou civil (imagerie me´dicale, observations satellites,
etc.).
1.2.2 Proprie´te´s physiques du tellurure de mercure et de cadmium
En ce qui concerne le tellurure de mercure et de cadmium, peu de parame`tres e´lectriques,
tels que la mobilite´ ou le coefficient de diffusion, sont disponibles dans la litte´rature. Il est tou-
tefois possible de trouver un grand nombre de parame`tres physiques. Nous exposons ici ceux
qui nous seront utiles pour mettre en place un mode`le de´crivant correctement ce mate´riau.
Figure 1.5 : Extrait de la classification pe´riodique des e´le´ments.
D’un point de vue technologique, le tellurure de mercure et de cadmium est un alliage
ternaire fabrique´ a` partir de tellurure de cadmium (CdTe) et de tellurure de mercure (HgTe),
qui sont respectivement un semiconducteur et un semime´tal de type II-VI (voir figure 1.5).
Ces mate´riaux cristallisant tous deux dans la structure blende de zinc, la structure cristal-
lographique de l’alliage tellurure de mercure et de cadmium est elle aussi de type blende
de zinc. Les parame`tres de maille du CdTe et du HgTe sont tre`s proches puisqu’ils sont de
6.482 A˚ pour le premier et de 6.462 A˚ pour le second. De fait, ils sont miscibles en toutes
proportions et, si l’on note x la proportion de cadmium, celle-ci peut prendre n’importe quelle
valeur comprise entre 0 et 1. Le parame`tre de maille a du Hg1−xCdxTe ve´rifie alors la relation
empirique [Yoo et Kwack, 1997] :
a(A˚) = 6.4614 + 0.0084x+ 0.0168x2 − 0.0057x3 (1.4)
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Cette dernie`re expression est reporte´e sur la figure 1.6. Remarquons que le parame`tre de
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Figure 1.6 : Parame`tre de maille du tellurure de mercure et de cadmium en
fonction de la proportion de cadmium.
maille ne varie que tre`s peu en fonction de x.
Il existe aussi une relation empirique liant la proportion de cadmium x a` la masse volu-
mique ρ du mate´riau [Hansen et al., 1982], exprime´e par :
x = 3.628− 0.44924ρ (1.5)
ou` ρ est exprime´e en g/cm3.
Si elle agit sur les parame`tres cristallographiques, la proportion de cadmium modifie au
meˆme titre la structure e´lectronique du mate´riau. Dans le cas de semiconducteurs cristallisant
dans la structure blende de zinc, tel le HgCdTe, le mode`le de la structure de bandes, reporte´
sur la figure 1.7, consiste en une bande de conduction ayant trois minima et en trois bandes
de valence : les trous lourds, les trous le´gers et le split-off [Reggiani, 1985]. Les minima de la
bande de conduction se trouvent alors en Γ ≡< 000 >, L ≡< 111 > et X ≡< 100 > alors que
le haut de la bande de valence se trouve en Γ. Le gap g de l’alliage tellurure de mercure et
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Figure 1.7 : Mode`le pour la structure de bande d’un semiconducteur cris-
tallisant dans la structure blende de zinc.
de cadmium ve´rifie la relation empirique [Hansen et al., 1982] :
g(x, T ) = −0.302 + 1.93x+ 5.35× 10−4T (1− 2x)− 0.810x2 + 0.832x3 (1.6)
ou` T , mesure´e en Kelvin, est la tempe´rature du mate´riau et ou` le gap g est donne´ en eV. Dans
le HgCdTe qui est un semiconducteur a` gap direct, g est infe´rieur a` X et L. Nous verrons
plus loin que nous pouvons ne´gliger les valle´es L et X dans ce travail. L’expression (1.6) est
reporte´e sur la figure 1.8 pour des tempe´ratures de 77 et 300 K. Nous pouvons remarquer que,
a` 77 K, le gap du Hg1−xCdxTe est continuˆment ajustable entre les valeurs −0.3 et 1.6 eV,
qui sont respectivement les gaps du HgTe et du CdTe. De plus, le gap n’est “positif” que pour
des valeurs de x supe´rieures a` 0.15. Dans ces conditions, ce n’est qu’a` partir d’une fraction
de cadmium de 15 % que l’on peut parler de mate´riau semiconducteur a` propos du HgCdTe.
Si la proportion de cadmium x de´termine le gap, il en va alors de meˆme pour la longueur
d’onde de cut-off λc. En effet, l’e´nergie d’un photon ph associe´ a` une radiation de longueur
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Figure 1.8 : Largeur de bande interdite g en fonction de la proportion de
cadmium pour des tempe´ratures de 77 et 300 K et e´nergie de
split-off ∆ pour une tempe´rature de 77 K.
d’onde λ ve´rifie la relation :
ph =
hc
λ
(1.7)
Ce dernier n’est de´tecte´ que si ph ≥ g ou` g ve´rifie la relation :
g =
1.24
λc
(1.8)
et ou` λc est la longueur d’onde de cut-off, exprime´e en µm, et g le gap du mate´riau, exprime´
en eV. Par conse´quent, le mate´riau semiconducteur ne de´tecte que les longueurs d’ondes λ
ve´rifiant :
λ(µm) ≤ λc(µm) = 1.24
g(eV)
(1.9)
Nous avons reporte´ sur la figure 1.9 la longueur d’onde de coupure en fonction de la fraction
de cadmium. Nous pouvons remarquer que la tempe´rature peut influencer de manie`re plus ou
moins importante la longueur d’onde de cut-off, suivant la proportion de cadmium constituant
le mate´riau et que, par conse´quent, il est ne´cessaire de la stabiliser.
Remarquons que la quasi-constance du parame`tre de maille par rapport a` la proportion
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Figure 1.9 : Longueur d’onde de coupure en fonction de la fraction de cad-
mium pour des tempe´ratures de 77 et 300 K.
de cadmium, a` laquelle nous avons fait re´fe´rence pre´ce´demment, est une proprie´te´ tre`s inte´-
ressante du HgCdTe puisqu’elle permet la croissance de diffe´rentes compositions du mate´riau
sur le meˆme substrat. Il devient de fait possible de faire des photode´tecteurs infrarouge mul-
tispectraux, c’est a` dire permettant la de´tection a` partir d’un seul et meˆme dispositif de
longueurs d’ondes appartenant a` diffe´rentes feneˆtres atmosphe´riques. Cet aspect pre´sente a`
l’heure actuelle un enjeu important, notamment au niveau de l’ame´lioration de la de´tection
d’objets noye´s dans des environnements complexes [Peyrard, 2003].
La variation de l’e´nergie de split-off ∆(x) est reporte´e sur la figure 1.8 afin d’eˆtre compa-
re´e au gap du mate´riau. Celle-ci suit une e´volution line´aire en x ve´rifiant la relation empi-
rique [Yoo et Kwack, 1997] :
∆(x) = 0.893 + 0.165x (1.10)
avec ∆(x) exprime´e en eV. Pour des compositions de cadmium infe´rieures a` environ x = 0.75,
le gap du mate´riau est infe´rieur a` l’e´nergie de split-off. La masse effective en bas de la bande
de conduction mc peut eˆtre quant a` elle calcule´e a` partir de ces grandeurs puisqu’elle ve´rifie
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la relation [Yoo et Kwack, 1997] :
mc =
3h¯2g(∆ + g)
4P 2(∆ + 32g)
(1.11)
ou` P est l’e´le´ment de matrice de Kane, avec P ' 8.28× 10−10 eVm [Gelmont et al., 1992b].
Cette dernie`re relation est pre´sente´e sur la figure 1.10.
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Figure 1.10 : Masse effective e´lectronique en bas de la bande de conduction,
normalise´e a` la masse de l’e´lectron libre, en fonction de la
fraction de cadmium pour des tempe´ratures de 77 K et de
300 K.
Si l’on veut que le mode`le repre´sente´ dans la figure 1.7 soit suffisamment pre´cis et utilisable
pour le plus grand nombre de semiconducteurs, il faut prendre en compte la non-parabolicite´
de la bande de conduction. En effet, le recouvrement des e´tats de la bande de valence et de
la bande de conduction, du a` la proximite´ de celles-ci dans le diagramme des e´nergies, induit
une non-parabolicite´ de la courbe de dispersion des e´tats de conduction [Ridley, 1999]. Bien
suˆr, cette non-parabolicite´ de´pend de la distance e´nerge´tique des deux bandes, et donc tout
simplement du gap du mate´riau. Elle sera d’autant plus importante que ce dernier sera faible.
La courbe de dispersion de la bande de conduction ve´rifie alors la relation [Conwell et Vassel,
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1968] :
h¯2k2
2mc
= (k)[1 + α(k)] ≡ γ((k)) (1.12)
ou, de fac¸on e´quivalente,
(k) =
−1 +√1 + 4αγ
2α
(1.13)
La grandeur α de´crit la non-parabolicite´ de la bande de conduction et est de fait appele´e
coefficient de non-parabolicite´. Celui-ci est relie´ au gap par la relation [Sang Dong Yoo et Kae
Dal Kwack, 1997] :
α =
(
1− 2mc
m0
)
1
g
[
1− g∆
3(g + ∆)(g +
2
3∆)
]
(1.14)
ou` m0 est la masse de l’e´lectron libre. Cette dernie`re expression est repre´sente´e sur la fi-
gure 1.11. Conforme´ment a` nos attentes, le coefficient de non-parabolicite´ de´croˆıt avec la
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Figure 1.11 : Coefficient de non-parabolicite´ α en fonction de la proportion
de cadmium pour des tempe´ratures de 77 K et 300 K.
concentration de cadmium, c’est a` dire a` mesure que la largeur de bande interdite augmente.
De plus, pour les faibles proportions de cadmium, celui-ci est plus important pour les tem-
pe´ratures plus basses, ce qui est duˆ a` l’action de la tempe´rature sur le gap.
La mobilite´ permettant d’e´valuer la rapidite´ du mate´riau semiconducteur, on peut imaginer
26
Chapitre 1 – Ge´ne´ralite´s sur la photode´tection et proprie´te´s du HgCdTe
l’importance de ce parame`tre dans le cadre d’applications optroniques. Aussi, de nombreuses
expe´rimentations ont e´te´ mene´es afin de mesurer la mobilite´ du Hg1−xCdxTe pour diffe´rentes
compositions et pour diffe´rentes tempe´ratures. Nous avons reporte´ dans la figure 1.12 les
mobilite´s de Hall mesure´es par Scott [Scott, 1971] sur diffe´rents e´chantillons de HgCdTe afin
d’e´valuer la de´pendance de la mobilite´ en fonction de la tempe´rature et de la fraction de cad-
mium. Pour les concentrations conside´re´es, la figure 1.12(a) montre que la mobilite´ croˆıt avec
Figure 1.12 : Mobilite´ de Hall en fonction de la tempe´rature pour diffe´-
rentes fractions de cadmium (a) et en fonction de la fraction
de cadmium pour une tempe´rature de 300 K (b). Les e´chan-
tillons conside´re´s ont des densite´s de porteurs infe´rieures a`
2× 1015 cm−3.
la tempe´rature jusqu’a` 50 K. Puis elle se met a` de´croˆıtre lorsque cette dernie`re est supe´rieure
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a` 50 K. De plus, pour les faibles tempe´ratures, les mate´riaux de HgCdTe compose´s de faibles
proportions de cadmium pre´sentent des mobilite´s e´leve´es, puisque de l’ordre de 105 cm2/Vs.
A` 300 K, la figure 1.12(b) montre que, pour des proportions de cadmium correspondant a` du
mate´riau semiconducteur (c’est a` dire pour x ≥ 0.15), la mobilite´ de l’alliage de´croˆıt avec la
proportion de cadmium pour prendre ses valeurs entre 3× 104 et 103 cm2/Vs.
1.2.3 Le Hg0.795Cd0.205Te (MCT)
Dans ce travail, nous nous inte´ressons plus particulie`rement aux mate´riaux destine´s a` la
de´tection des longueurs d’ondes de la feneˆtre LWIR. Nous pouvons de´duire de la relation
(1.9) qu’il nous faut dans ce cas prendre en conside´ration des semiconducteurs a` petites
largeurs de bande interdite. Plus pre´cise´ment, pour des longueurs d’ondes correspondant a` la
feneˆtre 8-14 µm, nous devons conside´rer des valeurs du gap comprises entre 80 et 160 meV,
correspondant de fait a` des proportions de cadmium avoisinant x = 0.2 autour de 77 K.
D’un autre coˆte´, si l’on se place d’un point de vue technologique et que l’on s’inte´resse a` la
croissance du tellurure de mercure et de cadmium, le HgCdTe est, apre`s recuit, un mate´riau
naturellement dope´ n [Capper, 1994].
Dans la suite de ce travail, nous conside´rerons le cas du Hg0.795Cd0.205Te de type n (que
nous noterons aussi MCT) ainsi qu’une tempe´rature de 77 K.
1.2.3.1 Structure de bandes
Nous avons reporte´ sur la figure 1.13 la structure de bande du MCT. Celle-ci a e´te´ calcu-
le´e [Richard, 2004] a` partir des donne´es des re´fe´rences [Katsuki et Kunimune, 1971] et [Graft,
1982] et a` l’aide d’une me´thode k.p 30 bandes [Yu et Cardona, 2001] de´veloppe´e a` l’IEF
Orsay [Cavassilas et al., 2001].
Dans le cas du MCT, la bande de conduction centre´e en Γ est fortement non-parabolique.
En effet, d’apre`s la relation (1.14), pour une proportion de cadmium x = 0.205 et une tem-
pe´rature de 77 K, le coefficient de non-parabolicite´ α ' 10.4 eV−1. Remarquons de plus que,
quelle que soit la composition de l’alliage semiconducteur, les surfaces d’e´nergies constantes
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Figure 1.13 : Structure de bande du MCT.
pre`s des minima de cette meˆme bande sont sphe´riques [Kim, 1993].
Si l’on regarde la figure 1.13, on peut remarquer que le gap du MCT est tre`s petit devant
les diffe´rences d’e´nergies L et X se´parant respectivement les valle´es L et X de la valle´e Γ.
Par conse´quent, au niveau du transport de charges, on peut conside´rer comme ne´gligeable
la probabilite´ qu’un e´lectron de la valle´e Γ transite dans l’un des deux groupes de valle´es
satellites. En effet, meˆme si l’on applique un champ e´lectrique suffisamment important, des
phe´nome`nes d’ionisation par impact vont intervenir avant meˆme que l’e´nergie des e´lectrons
ait pu atteindre des valeurs assez e´leve´es pour permettre la moindre transition de la valle´e
Γ vers les autres valle´es, confinant par la`-meˆme les e´lectrons libres en bas de la bande de
conduction [Gelmont et al., 1992a]. Dans le cas du MCT, le transport de charges se fait par
conse´quent selon ce que l’on appelle une conduction en bas de bande.
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1.2.3.2 Masses effectives des porteurs de charges
La masse effective des e´lectrons en bas de la bande de conduction mc ve´rifie la relation
(1.11) et vaut dans les conditions de tempe´rature et la proportion de cadmium qui nous
inte´ressent :
mc ' 0.007 (1.15)
Cette masse est extreˆmement faible compare´e a` celle que l’on rencontre dans des semicon-
ducteurs tels que l’AsGa (pour lequel mc = 0.063) ou l’InP (pour lequel mc = 0.08) [Fadel,
1988].
En ce qui concerne les trous le´gers, on peut supposer leur masse effective mlh e´gale a` celle
des e´lectrons [Long et Schmit, 1970]. De fait
mlh ' mc ' 0.007 (1.16)
De plus, la masse des trous lourds a e´te´ mesure´e expe´rimentalement pour diffe´rentes pro-
portions de cadmium et diffe´rentes tempe´ratures a` partir d’approches expe´rimentales telles
que des mesures d’effet Hall, de re´sonance cyclotron, de magne´tore´flexion, etc. Celle-ci varie
finalement peu avec ces deux parame`tres et l’on peut encadrer la masse effective mhh des
trous lourds dans le tellurure de mercure et de cadmium par [Miles, 1994] :
0.4 ≤ mhh ≤ 0.7 (1.17)
Remarquons enfin que la valeur de mhh est tre`s grande devant celle de mlh, ce qui implique
une densite´ d’e´tats bien plus e´leve´e et, par conse´quent, une population bien plus importante
en bande de trous lourds qu’en bande de trous le´gers.
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1.2.3.3 Mobilite´s des porteurs de charges
La faible masse effective des e´lectrons dans le MCT, dont nous avons discute´ pre´ce´dem-
ment, laisse pre´sager d’une forte mobilite´ e´lectronique [Gelmont et al., 1992a]. Ceci se ve´rifie
d’ailleurs expe´rimentalement, ne serait-ce qu’a` partir de la courbe 1.12 sur laquelle nous pou-
vons relever autour de 80 K une mobilite´ e´lectronique d’environ 2×105 cm2/Vs pour x ' 0.20.
Ces re´sultats sont, de plus, conforte´s par une se´rie de mesures que nous avons reporte´es dans
le tableau 1.1 et qui ont e´te´ effectue´es par diffe´rents auteurs et pour des valeurs de x comprises
entre 0.18 et 0.22. Enfin, Gordon et al [Gordon et al., 1993] ont quant a` eux utilise´ la formule
x T ND −NA µe Re´fe´rence
(K) (cm−3) (cm2/Vs)
0.18 30 1.5× 1015 5× 105 [Sivananthan et al., 1988]
0.19 9 2.2× 1014 4.9× 105 [Hylands et al., 1986]
0.19 77 8× 1015 2× 105 [de Melo et al., 1989]
0.2 77 < 1014 3× 105 [Higgins et al., 1989]
0.2 77 < 1014 5× 105 [Higgins et al., 1989]
0.22 77 1.4× 1016 3× 105 [Sangla et al., 1988]
Tableau 1.1 : Valeurs de la mobilite´ rapporte´es dans la litte´rature pour
0.18 < x < 0.22. NA et ND repre´sentent respectivement la
densite´ d’accepteurs et celle de donneurs.
empirique suivante valable pour de basses tempe´ratures et de faibles dopages :
µe (m
2/Vs) = 9 (mc T )
−3/2 (1.18)
Dans notre cas (x = 0.205), la relation (1.18) donne une mobilite´ µe ' 2.3× 105 cm2/Vs.
Peu d’e´tudes ont e´te´ mene´es sur la mobilite´ des trous dans le HgCdTe de type n. Toutefois,
qu’il s’agisse de type p ou de type n, la mobilite´ des trous µh ne semble pas exce´der 500 cm
2/Vs
[Capper, 1994].
Nous devons remarquer que, pour les conditions conside´re´es, les trous sont environ cent
31
fois moins mobiles que les e´lectrons. Ceci a deux conse´quences : d’une part la participation
des trous au transport de charges peut eˆtre ne´glige´e au profit des seuls e´lectrons. D’autre
part, quand bien meˆme les trous seraient pris en compte, des champs e´lectriques relativement
mode´re´s pre´cipitant les e´lectrons en re´gime de porteurs chauds ne peuvent suffire a` faire sortir
le gaz de trous de l’e´quilibre thermodynamique [Gelmont et al., 1992a].
1.2.3.4 Densite´ intrinse`que de porteurs
La concentration intrinse`que de porteurs ni du tellurure de mercure et de cadmium en
fonction de la composition x et de la tempe´rature T , pour des valeurs de x comprises entre
0.18 et 0.3, peut eˆtre approche´e par la relation [Hansen et al., 1982] :
ni =
(
5.585− 3.820x+ 1.753× 10−3T − 1.364× 10−3xT )× [10143/4g T 3/2 exp
( −g
2kBT
)]
(1.19)
ou` kB est la constante de Boltzmann et ni est exprime´e en cm
−3. Nous avons reporte´ dans la
figure 1.14 la densite´ intrinse`que ni en fonction de la proportion de cadmium pour diffe´rentes
tempe´ratures (a) et en fonction de la tempe´rature pour les proportions de cadmium corres-
pondant au domaine de validite´ de la relation pre´ce´dente (b). Nous pouvons y voir que la
densite´ intrinse`que de porteurs libres de´croˆıt avec la proportion de cadmium et croˆıt avec la
tempe´rature. Pour x = 0.205 et T = 77 K, l’expression (1.19) donne ni ' 5.75× 1013 cm−3.
1.2.4 La de´ge´ne´rescence dans le MCT
Les e´lectrons e´tant des fermions, il n’est pas possible, en vertu du principe d’exclusion
de Pauli, que deux d’entre eux se trouvent en meˆme temps dans un meˆme e´tat. De fait, a`
l’e´quilibre thermodynamique, la fonction de distribution e´lectronique suit la statistique de
Fermi-Dirac donne´e par [Godefroy, 1965] :
f [(k)] =
1
exp
[
(k)−f
kBT
]
+ 1
(1.20)
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Figure 1.14 : Densite´ intrinse`que d’e´lectrons en fonction de la proportion
de cadmium pour diffe´rentes tempe´ratures (a) et en fonction
de la tempe´rature pour diffe´rentes proportions de cadmium
(b).
ou` f est le niveau de Fermi. La fonction de distribution f() est de´finie comme e´tant la
probabilite´ d’occupation de l’e´tat d’e´nergie . Le niveau de Fermi f est quant a` lui le niveau
d’e´nergie e´lectronique dont la probabilite´ d’occupation est e´gale a` 1/2. Pour un syste`me se
trouvant dans son e´tat fondamental (c’est a` dire ayant une tempe´rature proche de 0 K), il
correspond a` l’e´nergie en dessous de laquelle l’ensemble des e´tats e´lectroniques sont occupe´s.
Pour des tempe´ratures plus e´leve´es, il continue a` donner une ide´e pre´cise du niveau d’e´nergie
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en dessous duquel les e´tats e´lectroniques sont quasi-certainement occupe´s.
Lorsque le niveau de Fermi se trouve dans la bande interdite, le mate´riau est dit non-
de´ge´ne´re´ et les e´tats de la bande de conduction ont des probabilite´s d’occupation ne´gligeables.
Mais lorsqu’il se trouve en bande de conduction, le semiconducteur est de´ge´ne´re´ : la probabilite´
d’occupation des e´tats se trouvant en bas de la bande n’est plus ne´gligeable et est meˆme, au
contraire, tre`s importante. Or, lorsque ces e´tats sont occupe´s, les e´lectrons libres doivent
migrer vers des e´tats d’e´nergies plus e´leve´es, ce qui a des effets sur le transport e´lectronique
dans le mate´riau. En effet, comme nous le verrons dans le chapitre suivant, la nature des
me´canismes influenc¸ant le transport de charges diffe`re selon l’e´nergie des e´lectrons. De plus,
le fait que les e´tats de faibles e´nergies aient de fortes chances d’eˆtre occupe´s interdit nombre
de transitions e´lectroniques.
La de´ge´ne´rescence est donc un phe´nome`ne important qu’il est ne´cessaire de prendre en
compte lorsque besoin est. Si de fortes densite´s d’e´lectrons libres sont ne´cessaires pour qu’elle
entre en jeu dans des semiconducteurs a` gaps moyens tels que le silicium ou l’AsGa, des
densite´s relativement faibles voire proche de la densite´ intrinse`que suffisent dans les mate´riaux
a` petits gaps tels que le MCT. En effet, comme nous l’avons vu pre´ce´demment, la masse
effective e´lectronique est tre`s petite dans ce mate´riau. La densite´ d’e´tats en bas de la bande
de conduction g() s’en trouve alors re´duite, celle-ci e´tant, dans le cas non-parabolique, lie´e
a` mc par la relation [Kim, 1993] :
g() =
1
2pi2
(
2mc
h¯2
)3/2√
(1 + α)(1 + 2α) (1.21)
Pour avoir une ide´e des conditions pour lesquelles les effets dus a` la de´ge´ne´rescence
prennent de l’importance dans le Hg0.795Cd0.205Te, e´valuons l’e´nergie de Fermi en fonction de
la densite´ d’e´lectron libres. Pour ce faire, exprimons la densite´ d’e´lectrons libres n en fonction
de la densite´ d’e´tats g(k) et de la fonction de distribution f(k), en inte´grant sur tous les e´tats
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k. A` l’e´quilibre thermodynamique [Ashcroft et Mermin, 1976] :
n =
∫
g(k)f(k)dk (1.22)
Puisque notre mode`le prend en compte des surfaces d’e´nergies constantes sphe´riques, nous
pouvons e´crire [Ashcroft et Mermin, 1976] :
g(k)dk = g(k)dk = 2× 1
2pi2
k2 dk (1.23)
ou` le facteur 2 rend compte du spin. De fait, la relation (1.22) est ramene´e a` :
n =
1
pi2
∫ ∞
0
k2
1 + exp
[
(k)−f
kBT
]dk (1.24)
A` partir de cette dernie`re expression, nous avons calcule´ de fac¸on nume´rique les valeurs du
niveau de Fermi en fonction de la densite´ e´lectronique. Les re´sultats sont reporte´s pour des
tempe´ratures de 77 K et de 300 K dans la figure 1.15. En conside´rant que les effets de la
de´ge´ne´rescence apparaissent de fac¸on significative lorsque le niveau de Fermi entre en bande
de conduction, nous pouvons de´duire de la figure 1.15 quelles sont les densite´s d’e´lectrons libres
pour lesquelles il n’est plus possible de ne´gliger raisonnablement les effets de la de´ge´ne´rescence
sur le transport e´lectronique. Pour une tempe´rature de 77 K, la de´ge´ne´rescence doit eˆtre prise
en compte de`s lors que l’on conside`re des densite´s d’e´lectrons libres supe´rieures a` environ
n = 2× 1015 cm−3. Pour une tempe´rature de 300 K, la de´ge´ne´rescence n’intervient que pour
des densite´s vingt fois plus importantes. Cette diffe´rence s’explique en partie par le fait que
le gap est plus grand a` 300 K qu’a` 77 K, comme le montre la figure 1.8.
1.2.5 Les processus de recombinaison
1.2.5.1 Ge´ne´ralite´s sur la recombinaison e´lectronique
Les processus de recombinaison sont tre`s importants dans les mate´riaux utilise´s en opto-
e´lectronique. En effet, les performances des dispositifs photode´tecteurs de´pendent de fac¸on
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Figure 1.15 : Niveau de Fermi du MCT. L’origine des e´nergies est prise en
bas de la bande de conduction. Les e´nergies positives signi-
fient alors que le niveau de Fermi se trouve dans la bande de
conduction.
critique de la dure´e de vie des porteurs photoexcite´s, qui constituent le signal [Petersen,
1981]. Comme le montre la figure 1.16, les diffe´rents me´canismes de recombinaison peuvent
eˆtre classe´s en trois cate´gories :
• les recombinaisons Shockley-Read-Hall (SRH) ;
• les recombinaisons radiatives ;
• les recombinaisons Auger.
De´crivons tout d’abord ces trois modes de recombinaison.
a) La recombinaison Shockley-Read-Hall
Dans le mode de recombinaison Shockley-Read-Hall (SRH), la recombinaison se produit
via des niveaux d’e´nergie se trouvant dans le gap, qui sont dus aux de´fauts ou aux impurete´s se
trouvant dans le re´seau cristallin. Ces niveaux pie`ges peuvent cependant, de par leur nature,
eˆtre controˆle´s durant le processus de croissance du mate´riau en rendant ce dernier aussi
pur que possible. Par conse´quent, le processus de recombinaison SRH n’est pas en lui-meˆme
fondamentalement limitatif de la dure´e de vie des porteurs libres [Petersen, 1981]. De fait,
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Figure 1.16 : Les processus de recombinaison : la recombinaison Shockley-
Read-Hall (SRH) (a), la recombinaison radiative (b) et la re-
combinaison Auger, mode EEH (c) et mode EHH (d). Les
fle`ches repre´sentent les transitions e´lectroniques.
nous ne le prendrons pas en conside´ration dans ce travail.
b) La recombinaison radiative
Contrairement a` la recombinaison SRH, la recombinaison radiative est un processus in-
trinse`que dans le sens ou` elle ne de´pend que de la structure e´nerge´tique du mate´riau. Par
conse´quent, il est impossible de supprimer ce mode de recombinaison, meˆme en fabriquant le
plus pur des mate´riaux semiconducteurs. La recombinaison radiative est celle que l’on trouve
a` la base du fonctionnement des lasers semiconducteurs. Comme le montre la figure 1.16(b),
elle met en jeu un e´lectron et un trou qui, en se recombinant, restituent la diffe´rence d’e´nergie
e´lectronique sous la forme d’un photon. Ce mode de recombinaison faisant intervenir deux
porteurs, une bonne approximation pour le taux de recombinaison radiative est donne´e par
[Petersen, 1981] :
RRadiative ∝ np ∼ n2i . (1.25)
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et puisque, d’apre`s la relation (1.19) :
ni ∝ exp
( −g
2kBT
)
(1.26)
alors
RRadiative ∝ exp
( −g
kBT
)
(1.27)
c) La recombinaison Auger
La recombinaison Auger a e´te´ introduite pour la premie`re fois en 1925 par Auger, dans le
domaine de la physique atomique. En physique des semiconducteurs, elle de´crit un processus
de recombinaison mettant en jeu trois porteurs dont une paire e´lectron-trou, le troisie`me
porteur pouvant eˆtre soit un e´lectron (voir figure 1.16(c)) dans le cas d’un processus EEH
(deux e´lectrons et un trou), soit un trou (voir figure 1.16(d)) pour un processus EHH (un
e´lectron et deux trous). Notons que les trous participant au processus peuvent appartenir
aux diffe´rentes bandes de valence. De fait, il existe plusieurs types de recombinaisons Auger
mais, dans tous les cas, le me´canisme s’ope`re par la recombinaison de la paire e´lectron-
trou qui, en disparaissant, transfe`re son e´nergie au porteur restant. C’est une recombinaison
non radiative, puisqu’elle ne permet pas l’e´mission d’un photon. Toutefois, tout comme la
recombinaison radiative, elle est intrinse`que. Enfin, puisqu’il s’agit d’un me´canisme faisant
intervenir trois porteurs, une bonne approximation du taux de recombinaison Auger dans
un mate´riau intrinse`que ou proche du re´gime intrinse`que peut eˆtre donne´e par la relation de
proportionnalite´ [Dmitriev et Mocker, 1995] :
RAuger ∝ n3i (1.28)
et de fait, d’apre`s la relation (1.19) :
RAuger ∝ exp
(−3 g
2kBT
)
(1.29)
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1.2.5.2 Les processus de recombinaison dans le MCT
Les processus de recombinaison sont autant de phe´nome`nes qui limitent de fac¸on plus ou
moins importante la dure´e de vie des porteurs et peuvent de fait hypothe´quer les performances
des photode´tecteurs. Dans les mate´riaux a` applications optroniques tels que le HgCdTe, les
modes de recombinaison radiative et Auger sont en concurrence. Selon la structure de bande
du mate´riau et les densite´s de porteurs libres mises en jeu, c’est l’un ou l’autre qui l’emporte et
limite de fac¸on pre´ponde´rante la dure´e de vie des porteurs libres. Plus pre´cise´ment, les phe´no-
me`nes de recombinaison Auger se manifestent de fac¸on importante dans les semiconducteurs
a` petits gaps ou lorsque les densite´s de dopages sont importantes [Dmitriev et Mocker, 1995].
En effet, si l’on regarde les relations (1.27) et (1.29), on peut remarquer que, si l’ensemble
des taux de recombinaison augmentent avec la diminution du gap, l’augmentation est plus
grande, plus rapide, dans le cas de la recombinaison Auger. Celle-ci voit donc son efficacite´
croˆıtre a` mesure que g diminue et peut s’ave´rer dominante dans les semiconducteurs a` petit
gap. C’est ce qu’il se passe dans le MCT, comme l’ont ve´rifie´ Nimtz, Dornhaus, et Mu¨ller
dans leurs travaux [Nimtz et al., 1974].
Dans ce travail, nous ne´gligeons les processus de recombinaison SRH et radiative au profit
de la recombinaison Auger.
a) La recombinaison Auger dans le MCT
La recombinaison Auger faisant intervenir trois porteurs, elle concerne plusieurs processus
diffe´rents, les trous pouvant appartenir aux diffe´rentes bandes de valence que sont la bande
des trous lourds, la bande des trous le´gers, et le split-off. Comme le montre la figure 1.13, ce
dernier se trouve environ 1 eV en dessous des maxima de la bande des trous lourds et des
trous le´gers, qui sont pour leur part de´ge´ne´re´es en Γ. De fait, les processus de recombinaison
faisant intervenir la bande de split-off peuvent eˆtre ne´glige´s [Orsal, 1986]. Nous avons reporte´
sur la figure 1.17 l’ensemble des transitions Auger possibles dans le MCT, en ne conside´rant
que les processus ne faisant pas intervenir de phonons [Beattie, 1962]. Parmi ces dix proce´de´s,
39
Figure 1.17 : Les dix types de recombinaisons Auger possibles dans le
HgCdTe sans intervention de phonons. Les fle`ches repre´-
sentent les transitions e´lectroniques.
huit sont de type EHH, c’est a` dire faisant intervenir deux trous et un e´lectron. Or, dans le
cas du MCT, nous conside´rons un mate´riau de type n ou` les e´lectrons sont par conse´quent
majoritaires. Nous pouvons de fait ne´gliger l’ensemble des processus EHH devant les processus
EEH [Petersen, 1981]. Nous n’avons par conse´quent a` conside´rer que les processus CCCH (un
e´lectron de conduction donne deux e´lectrons de conduction et un trou lourd) et CCCL (un
e´lectron de conduction donne deux e´lectrons de conduction et un trou le´ger) repre´sente´s
respectivement dans les figures 1.17(a) et 1.17(b).
Pour des raisons de conservation du moment et de l’e´nergie des porteurs intervenant dans
la recombinaison, il existe une e´nergie d’activation directement fonction de la structure de
bande du mate´riau et du type de transition conside´re´ et en dec¸a` de laquelle la transition est
impossible. Cette e´nergie est donne´e par [Petersen, 1981] :
R =
1 + 2 mcmhh
1 + mcmhh
g (1.30)
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pour le processus CCCH et par
R =
1 + 2 mcmlh
1 + mcmlh
g (1.31)
pour le processus CCCL. Or, nous avons vu pre´ce´demment que la masse effective des trous
le´gers mlh vaut environ mc et qu’elle est tre`s infe´rieure a` la masse effective des trous lourds
mhh. De ce fait, le seuil e´nerge´tique vaut environ g dans le cas du processus CCCH quand
R ' 32g dans le cas du CCCL. En d’autres termes, les e´lectrons se trouvant pre`s du fond
de la bande de conduction ont la possibilite´ de se recombiner avec des trous lourds, mais pas
avec des trous le´gers. De`s lors, la bande de trous le´gers ne joue pas un roˆle important au
niveau des processus de recombinaison Auger implique´s dans le MCT, puisque nous avons vu
pre´ce´demment que, dans ce mate´riau, nous avons affaire a` une conduction en bas de bande.
C’est pourquoi nous ne conside´rons dans ce travail que les processus de recombinaison CCCH.
Nous avons reporte´ un exemple de recombinaison CCCH dans la figure 1.18. Dans ce
processus, un e´lectron de la bande de conduction (1) se recombine avec un trou lourd (1′) et
transfe`re son e´nergie a` l’e´lectron de conduction (2) qui bascule alors dans l’e´tat (2′). Pour les
Figure 1.18 : Un processus CCCH de recombinaison Auger
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valeurs de mhh donne´es par la relation (1.17), la relation (1.30) donne un seuil d’ionisation
pour le processus CCCH :
R ' 92 meV (1.32)
La recombinaison Auger faisant intervenir de fac¸on majoritaire, dans un mate´riau de type
n, deux e´lectrons et un trou, sa contribution a` la variation de la densite´ e´lectronique ve´rifie
la relation :
dn
dt
∣∣∣∣
Auger
= −Rn2p (1.33)
ou` R est le coefficient de recombinaison Auger, propre au type de transition conside´re´, et
donne´ en cm6s−1. Dans le cas du MCT et pour les transitions CCCH, R peut eˆtre consi-
de´re´ comme inde´pendant de la densite´ e´lectronique et du champ e´lectrique et vaut environ
R ' 10−24 cm6s−1 [Dmitriev et Mocker, 1995].
Nous pouvons remarquer dans l’e´quation 1.33 que les effets de la recombinaison sur la den-
site´ e´lectronique de´pendent de la densite´ de porteurs libres et sont d’autant plus importants
que celle-ci est e´leve´e. De fait, la dure´e de vie Auger, de´finie comme la dure´e moyenne ne´ces-
saire a` un porteur pour se recombiner par le biais du processus Auger, peut varier dans un
meˆme mate´riau en fonction des conditions de tempe´rature et du champ e´lectrique applique´.
D’une manie`re ge´ne´rale, la recombinaison Auger est un processus tre`s lent par rapport aux
me´canismes de collisions e´lectroniques. Dans le MCT, la dure´e de vie Auger se situe autour
de la microseconde [Dmitriev et Mocker, 1995; Petersen, 1981; Nimtz et al., 1974].
1.2.6 La ge´ne´ration e´lectronique dans le MCT
Nous avons reporte´ sur la figure 1.19 la densite´ de courant normalise´e Jqn0 en fonction du
champ e´lectrique. Cette caracte´ristique au premier ordre a e´te´ obtenue expe´rimentalement,
a` 77 K, sur du Hg1−xCdxTe pour lequel la fraction de cadmium x = 0.2± 0.05 et la densite´
e´lectronique a` champ nul est e´gale a` n0 = 5.4×1014 cm−3 [Dornhaus et al., 1976]. La densite´
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Figure 1.19 : Courbe expe´rimentale de la densite´ de courant normalise´e
en fonction du champ e´lectrique, pour du Hg1−xCdxTe avec
x = 0.2± 0.05 et n0 = 5.4× 1014 cm−3.
de courant peut eˆtre ramene´e a` :
J
qn0
=
qnv
qn0
= uiv (1.34)
et est de fait e´gale a` la fraction ionise´e ui, avec
ui =
n
n0
(1.35)
multiplie´e par la vitesse de de´rive v. On peut remarquer sur la figure 1.19 deux phe´nome`nes
importants. D’une part, la densite´ de courant normalise´e n’e´volue de fac¸on line´aire avec le
champ e´lectrique que jusqu’a` des champs e´lectriques l’ordre de 50 V/cm. Au dela` de ces
valeurs relativement faibles, la courbe suit une e´volution subline´aire du fait de la saturation
de la vitesse de de´rive v, typique du re´gime de porteurs chauds. Ainsi, dans le MCT, le re´gime
de porteurs chauds est atteint pour des champs e´lectriques infe´rieurs a` 50 V/cm. D’autre part,
on peut remarquer une augmentation soudaine de la densite´ de courant a` partir d’a` peu pre`s
200 V/cm. Cette fois-ci, c’est la fraction ionise´e ui qui varie et de´nonce la mise en place de
processus de ge´ne´ration e´lectrique. En effet, la forte mobilite´ e´lectronique du MCT associe´e a`
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la mise en place du re´gime d’e´lectrons chauds pour des champs e´lectriques faibles permet aux
e´lectrons de la bande de conduction d’atteindre une e´nergie supe´rieure a` celle du gap pour
des champs e´lectriques mode´re´s. Ceux-ci peuvent alors transfe´rer leur e´nergie aux e´lectrons
pie´ge´s dans la bande de valence qui transitent en bande de conduction, comme a` la suite
d’un choc arrachant les e´lectrons aux atomes du re´seau cristallin et menant au breakdown
inter-bandes. Ce processus de ge´ne´ration e´lectronique porte le nom d’ionisation par impact.
Remarquons que, puisque les trous ont une mobilite´ largement infe´rieure a` celle des e´lec-
trons, le gaz de trous reste froid pour les champs e´lectriques suffisant a` chauffer les e´lectrons.
De fait, les processus d’ionisation initie´s par les trous peuvent eˆtre ne´glige´s au profit de ceux
initie´s par les e´lectrons [Gelmont et al., 1992a]. Par conse´quent, nous ne prenons en compte
dans ce travail que les processus d’ionisation par impact initie´s par les e´lectrons.
Nous avons reporte´ sur la figure 1.20 un exemple de processus d’ionisation par impact
initie´ par un e´lectron. Ce processus est de type EEH parce qu’il fait intervenir deux e´lectrons
et un trou. En effet, une fois que l’e´lectron ionisant (1) a transmis son e´nergie a` l’e´lectron
de valence (2), ce dernier transite dans l’e´tat (2′) laissant dans l’e´tat (2) une place vacante :
un trou. Par la suite les e´lectrons se trouvant dans les e´tats (1′) et (2′) ainsi que le trou se
trouvant en (2) prennent part a` la conduction e´lectrique.
De par la nature du phe´nome`ne d’ionisation, il existe une e´nergie de seuil en dec¸a` de laquelle
les e´lectrons ne sont pas en mesure d’ioniser. Cette e´nergie est le´ge`rement supe´rieure au gap
du mate´riau car elle doit rendre compte de la conservation de l’e´nergie et du moment pour
les porteurs intervenant dans le processus. Dans le MCT, elle est donne´e pour les e´lectrons
par [Gelmont et al., 1992a] :
th = (1 + 2
mc
mhh
) g ' 93 meV (1.36)
L’ionisation par impact cre´e dans le MCT une paire e´lectron-trou et un e´lectron a` partir
d’un porteur de haute e´nergie. Notons que, puisque le porteur ionisant doit eˆtre de haute
e´nergie, le processus d’ionisation par impact a tre`s peu de chance de s’amorcer a` l’e´quilibre
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Figure 1.20 : Exemple de processus d’ionisation par impact EEH.
thermodynamique.
Si nous regardons encore la figure 1.20. nous pouvons remarquer qu’elle ressemble e´nor-
me´ment a` la figure 1.18 si ce n’est que leurs fle`ches sont inverse´es. En effet, la recombinaison
Auger dont un exemple est donne´ sur la figure 1.18 permet la cre´ation d’un porteur de haute
e´nergie a` partir de trois porteurs dont une paire e´lectron-trou. Par conse´quent l’ionisation par
impact est le processus re´ciproque de la recombinaison Auger, au meˆme titre que l’absorption
optique est celui de la recombinaison radiative.
La contribution de l’ionisation par impact a` la variation de la densite´ e´lectronique est
donne´e par [Nimtz et al., 1974] :
dn
dt
= n g (1.37)
ou` g = g(E) est le taux de ge´ne´ration par e´lectron et par unite´ de temps, aussi appele´ vitesse
de ge´ne´ration ou coefficient d’ionisation. D’un point de vue expe´rimental, cette grandeur
peut eˆtre de´termine´e. En effet, en renversant l’e´quation pre´ce´dente et en supposant que la
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ge´ne´ration a des effets ne´gligeables sur la vitesse de de´rive des porteurs, on peut e´crire :
g(E) =
1
j(E)
dj(E)
dt
(1.38)
ou` j est la densite´ de courant. Remarquons que, dans la litte´rature, on rencontre souvent le
coefficient d’ionisation α(E), de´fini comme e´tant la probabilite´ d’ionisation par e´lectron et
par unite´ de longueur dans la direction du champ e´lectrique. C’est en fait l’inverse du libre
parcours moyen entre deux chocs ionisants. Cette grandeur est relie´e au taux de ge´ne´ration
g et a` la vitesse de de´rive v par la relation [Dmitriev et Mocker, 1995] :
α(E) =
g(E)
|v(E)| (1.39)
Les donne´es reporte´es sur la figure 1.21 sont issues des travaux de Nimtz et Dornhaus
[Nimtz et al., 1974]. Ces travaux ont e´te´ faits sur un e´chantillon de Hg1−xCdxTe avec une
proportion de cadmium x = 0.205 et une densite´ e´lectronique n = 6 × 1014 cm−3. La fi-
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Figure 1.21 : E´volution dans le temps de la caracte´ristique courant-champ
e´lectrique dans du Hg1−xCdxTe pour x = 0.205, avec
n = 6× 1014 cm−3.
gure 1.21 de´crit l’e´volution temporelle de la caracte´ristique courant-champ e´lectrique dans
l’e´chantillon. Nous pouvons remarquer que, pour un champ donne´ supe´rieur a` 150 V/cm,
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le courant augmente en fonction du temps. Comme nous l’avons dit pre´ce´demment, cette
augmentation de courant traduit une augmentation de la densite´ e´lectronique, du fait de la
multiplication des porteurs due a` l’ionisation par impact. En dessous d’une dizaine de nano-
secondes, on ne peut voir qu’un faible effet de la multiplication e´lectronique sur le courant
e´lectrique, ce qui fait du processus de ge´ne´ration Auger un processus extreˆmement lent au
regard des autres me´canismes de collision agissant sur le transport e´lectronique. Cette lenteur
peut s’expliquer par le fait que, meˆme a` des champs e´lectriques avoisinant les 250 V/cm, peu
d’e´lectrons ont atteint l’e´nergie suffisante pour eˆtre en mesure d’ioniser les atomes du re´seau
cristallin.
Conclusion
Apre`s avoir situe´ le contexte dans lequel se place ce travail de the`se, nous avons pre´sente´
le Hg0.795Cd0.205Te (MCT), utilise´ a` 77 K pour de´tecter les longueurs d’ondes de la feneˆtre
infrarouge 8− 14 µm. En effet, l’objet de notre e´tude est d’e´valuer les effets physiques engen-
dre´s, au sein de ce mate´riau, par une onde hyperfre´quence de forte puissance. Les micro-ondes
n’e´tant pas assez e´nerge´tiques pour participer aux processus de photoge´ne´ration, elles agissent
sur les charges libres et par conse´quent sur le courant d’obscurite´. De`s lors, la dynamique des
porteurs de charges participant a` la conduction e´lectrique doit eˆtre mode´lise´e correctement. A`
cet effet, un certain nombre de parame`tres physiques essentiels a` la simulation du transport de
charges ont e´te´ collecte´s, a` partir desquels nous avons de´crit la structure cristallographique et
e´nerge´tique du MCT et avons analyse´ les diffe´rents phe´nome`nes physiques mis en jeu. Ainsi,
nous avons montre´ que les effets de la de´ge´ne´rescence ne peuvent plus eˆtres ne´glige´s a` partir
de densite´s d’e´lectrons libres d’environ n = 2× 1015 cm−3 a` 77 K. Nous avons aussi montre´
la pre´sence de phe´nome`nes de ge´ne´ration-recombinaison Auger et avons vu qu’ils affectaient
la caracte´ristique au premier ordre a` partir de champs e´lectriques faibles puisque d’environ
200 V/cm. Cependant, la prise en compte des processus dominants, que sont la transition de
recombinaison CCCH et l’ionisation par impact initie´e par les seuls e´lectrons, est suffisante.
En effet, la faible mobilite´ des trous ne leur permet pas d’acque´rir suffisamment d’e´nergie
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pour des champs de l’ordre de 50 V/cm pour lesquels les e´lectrons sont de´ja` en re´gime de
porteurs chauds. De fait, leur participation peut eˆtre ne´glige´e, aussi bien en ce qui concerne
le transport de charges que les processus de ge´ne´ration-recombinaison.
Il s’agit a` pre´sent de mettre en place un mode`le capable de de´crire fide`lement le transport
e´lectronique dans le MCT et rendant compte des phe´nome`nes de ge´ne´ration-recombinaison,
le tout a` partir des parame`tres dont nous disposons. Remarquons a` ce propos qu’il n’y a que
peu ou pas de donne´es concernant les parame`tres de transport (e´nergie moyenne, vitesse de
de´rive, etc.) du MCT ainsi que son comportement dynamique (champ hyperfre´quence) qui
soient disponibles dans la litte´rature.
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Introduction
La place grandissante de l’e´lectronique dans le monde actuel passe par une re´duction de
la taille des composants semiconducteurs dans le but d’atteindre une e´chelle d’inte´gration
toujours plus grande. Cet effort de diminution se heurte cependant a` de nombreux phe´no-
me`nes physiques, lie´s a` la taille des zones actives et a` l’interaction des dispositifs avec leur
environnement, qu’il est ne´cessaire de de´crire si l’on veut pouvoir passer outre. D’un autre
coˆte´, ces meˆmes phe´nome`nes, s’ils sont pleinement compris, peuvent ouvrir de nombreux hori-
zons en permettant de nouvelles applications. En ce sens, la micro-e´lectronique et ses progre`s
de´pendent de la capacite´ des concepteurs a` appre´hender les diffe´rents aspects du transport
de charges. La simulation est a` ce niveau tre`s utile puisqu’elle permet un feedback inte´ressant
entre la the´orie et la technologie. En effet, en permettant la description de situations phy-
siques qu’il serait difficile ou meˆme impossible d’atteindre par l’expe´rimentation, elle a de´ja`
permis la conception de nouveaux composants exploitant des effets spe´cifiques.
La clef de la compre´hension des dispositifs semiconducteurs re´side donc dans le de´velop-
pement de mode`les permettant de mettre en e´vidence leurs caracte´ristiques physiques. Dans
le cas de nos travaux, les hyperfre´quences influencent le comportement e´lectronique du MCT
en exacerbant des phe´nome`nes qui ne sont pas ou peu actifs en leur absence et que nous
devons mettre en e´vidence. A` cet effet, nous de´crirons dans ce chapitre le transport e´lec-
tronique dans les semiconducteurs avant de pre´senter diffe´rentes me´thodes permettant de
re´soudre l’e´quation de Boltzmann. Nous mettrons ensuite en place un mode`le permettant la
simulation microscopique du transport de charges dans le MCT ainsi que la description des
phe´nome`nes de ge´ne´ration-recombinaison qui jouent un roˆle important dans ce mate´riau, et
ce a` partir de faibles champs e´lectriques.
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2.1 Simulation du transport e´lectronique dans les semicon-
ducteurs
2.1.1 La fonction de distribution et l’e´quation de Boltzmann
Pour un syste`me physique quelconque, et en particulier dans un semiconducteur dont la
bande de conduction est suppose´e parabolique, la fonction de distribution f(r,v, t) de´crit la
probabilite´ pour qu’une particule se trouve en r a` l’instant t tout en ayant une vitesse v. Du
fait de cette de´finition, le nombre de particules localise´es dans l’e´le´ment de volume de l’espace
des phases d3rd3v a` l’instant t ve´rifie :
dN(r,v, t) = f(r,v, t)d3rd3v (2.1)
De meˆme, la densite´ de particules se trouvant en r au temps t est donne´e par l’expression :
n(r, t) =
∫
v
f(r,v, t)d3v (2.2)
Cette dernie`re relation peut eˆtre re´e´crite sous la forme :
∫
v
f(r,v, t)
n(r, t)
d3v = 1 (2.3)
ce qui permet de de´finir le rapport
f(r,v, t)
n(r, t)
(2.4)
comme une densite´ de probabilite´ normalise´e. Si l’on conside`re une grandeur quelconque A(t)
relative aux proprie´te´s physiques d’une particule, il est alors possible de calculer sa valeur
moyenne A(r, t) en r au temps t a` l’aide de cette densite´ de probabilite´ a` travers la relation :
A(r, t) =
∫
v A(r,v, t)f(r,v, t)d
3v∫
v f(r,v, t)d
3v
(2.5)
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Par conse´quent, la fonction de distribution donne a` elle seule une information comple`te des
proprie´te´s physiques macroscopiques du syste`me conside´re´.
Dans le cadre d’une e´tude du comportement e´lectronique des porteurs de charges, si la
fonction de distribution est la clef de vouˆte du proble`me, elle n’en reste pas moins sa plus
grande inconnue. Aussi fait-elle l’objet de nombreuses me´thodes de calcul nume´rique (de´rive-
diffusion, hydrodynamique, Monte Carlo, re´solution directe de l’e´quation de Boltzmann) cher-
chant a` approcher la solution de l’e´quation de´crivant l’e´volution de la fonction de distribution
et par la` meˆme le transport e´lectronique : l’e´quation de Boltzmann. Puisque cette e´quation
Figure 2.1 : Si l’on ne prend pas en compte les collisions (a), l’ensemble des
porteurs situe´s dans la cellule de de´part de volume d3rd3v a`
l’instant t se retrouvent a` l’instant t+dt dans la cellule d’arrive´e
de volume d3r′d3v′. Ce n’est plus le cas lorsque l’on prend
en compte les collisions (b) puisque celles-ci peuvent, pendant
l’intervalle de temps dt, de´router des porteurs de la cellule de
de´part (noirs) et amener des porteurs“e´trangers” (blancs) dans
la cellule d’arrive´e.
re´git le transport e´lectronique, nous allons l’expliciter. Pour ce faire, nous conside´rons un gaz
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de porteurs de charges soumis a` un champ e´lectrique E. Ces porteurs se mouvant dans un
re´seau cristallin, ils interagissent avec celui-ci et subissent par conse´quent, en plus de la force
e´lectrique, diverses collisions : la variation dans le temps de la fonction de distribution est
due a` la fois a` l’action du champ e´lectrique E sur les porteurs et aux effets des collisions.
Pour comprendre ce qu’il se passe, aidons-nous de la figure 2.1 sche´matisant l’espace des
phases. En l’absence de collisions [figure 2.1(a)], l’ensemble des porteurs contenus dans la
cellule de volume d3rd3v a` l’instant t se retrouvent dans la cellule de volume d3r′d3v′ a`
l’instant t+ dt. Les vecteurs r et r′ ainsi que v et v′ sont lie´s par les relations :
r′ = r + dr = r +
∂r
∂t
dt (2.6)
et
v′ = v + dv = v +
∂v
∂t
dt (2.7)
L’assertion pre´ce´dente se traduit par :
f(r +
∂r
∂t
dt,v +
∂v
∂t
dt, t+ dt)d3r′d3v′ − f(r,v, t)d3rd3v = 0 (2.8)
En de´veloppant cette expression au premier ordre, il vient que :
∂f(r,v, t)
∂t
+
∂r
∂t
∂f(r,v, t)
∂r
+
∂v
∂t
∂f(r,v, t)
∂v
= 0 (2.9)
Or
∂r
∂t
= v (2.10)
et
∂v
∂t
= a =
qE
m∗
(2.11)
ou` a est le vecteur acce´le´ration, q la charge, E le champ e´lectrique applique´, et m∗ la masse
effective des porteurs. En remplac¸ant ces grandeurs dans l’e´quation (2.9), on obtient l’e´quation
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de Boltzmann pour le cas sans collisions, donne´e par :
∂f(r,v, t)
∂t
+ v
∂f(r,v, t)
∂r
+
qE
m∗
∂f(r,v, t)
∂v
= 0 (2.12)
Prenons maintenant en compte des collisions [figure 2.1(b)]. Dans ce cas, il peut arriver que
des particules initialement contenues dans la cellule de volume d3rd3v n’arrivent pas a` bon
port ou que des particules ne se trouvant pas dans cette cellule a` l’instant t soient pre´sentes
a` l’instant t + dt dans la cellule de volume d3r′d3v′. Les nombres de particules au de´part et
a` l’arrive´e peuvent alors diffe´rer, et il convient de re´e´crire l’e´quation (2.12) correctement. On
obtient alors :
∂f(r,v, t)
∂t
+ v
∂f(r,v, t)
∂r
+
qE
m∗
∂f(r,v, t)
∂v
=
∂f(r,v, t)
∂t
∣∣∣∣
coll
(2.13)
ou` ∂f(k,t)∂t
∣∣∣
coll
est la contribution des processus de collisions a` la variation de la fonction de
distribution. Ce terme rend compte du nombre de porteurs sortant de la cellule d3rd3v sans
rejoindre la cellule d3r′d3v′ et du nombre arrivant d3r′d3v′ sans provenir de d3rd3v. Si l’on
note W (v,v′) la probabilite´ de transition de l’e´tat initial |r,v〉 a` l’e´tat final |r,v′〉, on exprime
le terme de collisions sous la forme :
∂f(r,v, t)
∂t
∣∣∣∣
coll
=
V
8pi3
∫
v′
{
W (v′,v)f(r,v′, t)[1− f(r,v, t)]−W (v,v′)f(r,v, t)[1− f(r,v′, t)]} d3v′ (2.14)
ou` V est le volume du cristal semiconducteur. Si W (v,v′) repre´sente la probabilite´ de tran-
sition de l’e´tat |r,v〉 vers |r,v′〉, le facteur f(r,v, t)[1 − f(r,v′, t)] repre´sente la probabilite´
pour qu’en meˆme temps l’e´tat initial |r,v〉 soit occupe´ et l’e´tat final |r,v′〉 libre.
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L’e´quation de Boltzmann pour le transport e´lectronique est alors donne´e par :
∂f(r,v, t)
∂t
+ v
∂f(r,v, t)
∂r
+
qE
m∗
∂f(r,v, t)
∂v
=
V
8pi3
∫
v′
{
W (v′,v)f(r,v′, t)[1− f(r,v, t)]−W (v,v′)f(r,v, t)[1− f(r,v′, t)]} dv′ (2.15)
Du fait de sa forme inte´gro-diffe´rentielle, une re´solution analytique de cette e´quation est
tout simplement utopique, a` part dans un nombre extreˆmement restreint de cas particuliers.
Une possibilite´ permettant de simplifier conside´rablement la re´solution de l’e´quation de Boltz-
mann consiste alors a` utiliser l’approximation du temps de relaxation. Il s’agit de supposer
que le seul effet des collisions sur la distribution des porteurs est la restauration d’une situa-
tion d’e´quilibre local de´crite par la fonction de distribution f (0)(r,v, t). Cette relaxation de la
fonction de distribution est suppose´e se faire de fac¸on exponentielle, de sorte que l’on de´finit
un temps de relaxation τ ve´rifiant la relation [Hamaguchi, 2001] :
∂f(r,v, t)
∂t
∣∣∣∣
coll
= −f(r,v, t)− f
(0)(r,v, t)
τ
(2.16)
Ce temps de relaxation est caracte´ristique des collisions se produisant dans le mate´riau consi-
de´re´. S’il est conside´re´ comme constant au regard du champ e´lectrique, la fonction de distri-
bution change selon :
f(t) = f (0)(t) +
[
f(0)− f (0)(0)
]
exp
(
− t
τ
)
(2.17)
L’approximation du temps de relaxation permet alors de ramener l’e´quation inte´gro-
diffe´rentielle (2.15) a` une e´quation line´aire aux de´rive´es partielles, exprime´e par :
∂f(r,v, t)
∂t
+ v
∂f(r,v, t)
∂r
+
qE
m∗
∂f(r,v, t)
∂v
= −f(r,v, t)− f
(0)(r,v, t)
τ
(2.18)
En de´pit des simplifications effectue´es jusqu’a` pre´sent, l’extraction de la fonction de distri-
bution n’est toujours pas triviale. D’un autre coˆte´, dans le cadre de la simulation de dispositifs
e´lectroniques, les grandeurs physiques pre´sentant un inte´reˆt sont principalement la densite´
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n, la vitesse v et l’e´nergie  des porteurs, qui ne repre´sentent qu’une part minime des infor-
mations contenues dans la fonction de distribution. N’investiguer que ces trois parame`tres en
lieu et place de la fonction de distribution repre´sente alors une solution inte´ressante, qui offre
une simplification conside´rable du proble`me tout en permettant une description du transport
e´lectronique proche de la re´alite´.
2.1.2 Les e´quations des moments
Le passage de l’e´quation (2.18) a` des e´quations en n, v et  se fait a` travers la me´thode
des moments, qui consiste a` multiplier l’e´quation de Boltzmann par la grandeur vm, ou` m
est un entier, avant de l’inte´grer sur l’espace des vitesses.
L’application de cette me´thode a` l’ordre 0 nous permet d’e´crire :
∫
v
∂f(r,v, t)
∂t
+
∫
qE
h¯
∂
∂r
f(r,v, t) d3v = −
∫
v
f(r,v, t)− f (0)(r,v, t)
τ
d3v (2.19)
En permutant les ope´rateurs relatifs au temps et ceux relatifs a` l’espace des phases, il vient
que :
∂
∂t
∫
v
f(r,v, t)d3v +
∂
∂r
∫
v
f(r,v, t)vd3v +
qE
m∗
[f ]+∞−∞ =
−
(∫
v
f(r,v, t)
τ
d3v −
∫
v
f (0)(r,v, t)
τ
d3v
)
(2.20)
Puisque la vitesse e´lectronique a toujours une valeur finie, la probabilite´ d’occupation de
l’e´tat |r,v〉 tend vers 0 lorsque |v| tend vers l’infini. De fait :
[f ]+∞−∞ = 0 (2.21)
et d’apre`s les e´quations (2.2) et (2.5), l’e´quation du moment d’ordre 0 est donne´e par :
∂
∂t
n(r, t) +
∂
∂r
[n(r, t)v(r, t)] = −n(r, t)− n0
τn
(2.22)
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ou` n0 est la densite´ d’e´lectrons a` l’e´quilibre thermodynamique et τn le temps de relaxation
de la densite´ e´lectronique. S’il n’y a pas de ge´ne´ration e´lectronique, alors
n(r, t)− n0 = 0 (2.23)
et, en supprimant les notations relatives a` r et a` t, on obtient l’e´quation de conservation de
la densite´ de porteurs de charges, ou e´quation de continuite´ :
∂n
∂t
+
∂(nv)
∂r
= 0 (2.24)
De fac¸on plus ge´ne´rale, si l’on de´finit A(r,v, t) comme un moment d’ordre quelconque,
son e´quation est dresse´e a` partir de la relation :
∫
v
A(r,v, t)
∂f(r,v, t)
∂t
d3v +
∫
v
A(r,v, t)
∂f(r,v, t)
∂r
d3v
+
qE
m∗
∫
v
A(r,v, t)
∂f(r,v, t)
∂v
d3v = −
∫
v
A(r, t)
f(r,v, t)− f (0)(r,v, t)
τ
(2.25)
En proce´dant de la meˆme manie`re que dans le cas de l’expression du moment d’ordre 0 et en
remarquant que
[Af ]∞−∞ = 0 (2.26)
on arrive a`
A(r, t)
∂n(r, t)
∂t
+ n(r, t)
∂A(r, t)
∂t
+
∂
∂r
n(r, t)A(r, t)v(r, t)
− qE
m∗
n(r, t)
∂A
∂v
(r, t) = −A(r, t)−A0
τA
n(r, t) (2.27)
On introduit alors l’e´quation de continuite´ du courant (2.24) et en de´veloppant correctement
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on arrive a` l’e´quation du moment A :
∂A(r, t)
∂t
+ v(r, t)
∂A(r, t)
∂r
+
1
n(r, t)
∂
∂r
[
n(r, t)A(r, t)v(r, t)− v(r, t)A(r, t)
]
− qE
m∗
∂A
∂v
(r, t) = −A(r, t)−A0
τA
(2.28)
Remplac¸ons a` pre´sent le moment ge´ne´rique A par le moment d’ordre 1, c’est a` dire par v.
Alors :
∂v(r, t)
∂t
+ v(r, t)
∂v(r, t)
∂r
+
1
n(r, t)
∂
∂r
{
n(r, t)
[
v2(r, t)− v2(r, t)
]}
− qE(r, t)
m∗
= −v(r, t)
τv
(2.29)
ou` τv est le temps de relaxation de la vitesse. Si l’on supprime les notations relatives a`
(r, t), l’e´quation relative au moment d’ordre 1, appele´e e´quation de conservation de la vitesse,
s’e´crit :
∂v
∂t
+ v
∂v
∂r
+
1
n
∂
∂r
[
n
(
v2 − v2
)]
− qE(r, t)
m∗
= − v
τv
(2.30)
Enfin, si l’on pose
A =  =
1
2
m∗v2 (2.31)
la me´thode des moments applique´e a` l’ordre 2 nous donne :
∂(r, t)
∂t
+ v(r, t)
∂(r, t)
∂r
+
1
n(r, t)
∂
∂r
{
n(r, t)
[
(r, t)v(r, t)− (r, t)v(r, t)
]}
− qE(r, t)
m∗
∂
∂v
(r, t) = −(r, t)− 0
τ
(2.32)
et l’on peut e´crire :
∂
∂v
(r, t) = m∗v (2.33)
L’e´quation du troisie`me moment, ou e´quation de conservation de l’e´nergie s’exprime alors
par :
∂
∂t
+ v
∂
∂r
+
1
n
∂
∂r
[n (v −  v)]− qEv = −− 0
τ
(2.34)
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ou` τ est le temps de relaxation de l’e´nergie.
Remarquons que si l’on regarde la relation (2.28) exprimant l’e´quation d’un moment
d’ordre quelconque A, on voit apparaˆıtre un terme de la forme A(r, t)v(r, t). Par conse´-
quent, l’e´quation relative au moment d’ordre m contient le moment d’ordre supe´rieur m+ 1.
Le de´veloppement a` partir des e´quations des moments d’un mode`le de simulation e´tant base´
sur un nombre fini de ces e´quations, il va de soit que des hypothe`ses simplificatrices doivent
eˆtre e´mises sur le premier des moments dont l’e´volution n’est pas de´crite.
2.1.3 L’e´quation de Poisson
Dans le cas d’un dispositif re´el, si l’expression locale du champ e´lectrique de´pend de la
polarisation exte´rieure, elle est fortement influence´e par la distribution spatiale des charges
pre´sentes, qu’il s’agisse des ions fixes ou des porteurs libres. En meˆme temps, le champ
e´lectrique provoque le de´placement des porteurs libres et induit de ce fait une modification
de leur distribution spatiale a` chaque instant. Il existe donc un lien e´troit entre l’expression
locale du champ e´lectrique et la localisation des porteurs de charges dont il faut ne´cessairement
rendre compte lors d’une e´tude du transport e´lectronique dans un dispositif. Dans ce but, on
couple l’e´quation de Boltzmann, ou les e´quations des moments, avec l’e´quation de Poisson.
Celle-ci de´coule des e´quations de Maxwell, et plus particulie`rement du the´ore`me de Gauss
local e´nonce´ par la relation :
∂
∂r
E(r, t) =
ρ(r, t)
κ
(2.35)
ou` ρ(r, t) est la densite´ locale de charges et κ la constante die´lectrique du mate´riau conside´re´.
En remarquant que le champ e´lectrique E de´rive du potentiel e´lectrique V selon l’expression :
E(r, t) = − ∂
∂r
V (r, t) (2.36)
et que la densite´ de charges dans un semiconducteur est donne´e par
ρ(r, t) = q [n(r, t)− p(r, t) +NA(r)−ND(r)] (2.37)
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ou` n est la densite´ d’e´lectrons, p celles de trous, NA la densite´ d’ions accepteurs et ND la
densite´ d’ions donneurs, puis en alle´geant les notations, on exprime l’e´quation de Poisson par
la relation :
∂2
∂r2
V =
q
κ
(n− p+NA −ND) (2.38)
2.2 Me´thodes de mode´lisation et de simulation du transport
e´lectronique
Il existe diffe´rentes me´thodes de simulation, correspondant a` diffe´rentes approches pos-
sibles et impliquant chacune diverses approximations. Si toutes ont pour vocation la descrip-
tion du transport e´lectronique dans un dispositif donne´, soit par une re´solution de l’e´quation
de Boltzmann (2.15) soit par celle des e´quations des moments (2.24), (2.30) et e´ventuelle-
ment (2.34), elles ne sont pas pour autant e´quivalentes et interchangeables. En effet, elles ne
font pas toutes leurs calculs a` partir des meˆmes parame`tres d’entre´e et de fait la premie`re
se´lection du mode`le ade´quat se fait au niveau des donne´es dont l’utilisateur dispose sur le
dispositif (ge´ome´trie, mobilite´, vitesse et e´nergie moyennes des porteurs, structure de bandes
du mate´riau, etc.). Par la suite, le choix du mode`le a` utiliser se porte sur celui qui permet une
description la plus fide`le a` la re´alite´ tout en demandant les temps de calcul les plus courts.
Nous pre´sentons ici les me´thodes les plus ce´le`bres car les plus utilise´es aussi bien dans
le milieu universitaire qu’industriel. Il s’agit des me´thodes de´rive-diffusion (DD), hydrodyna-
mique (HD) et Monte Carlo (MC). Si les deux premie`res permettent des calculs tre`s rapides de
structures relativement complexes a` partir des parame`tres de transport des mate´riaux (vitesse
de de´rive, e´nergie moyenne, mobilite´, etc.), cette dernie`re permet d’extraire ces grandeurs a`
partir des seuls parame`tres physiques microscopiques. Nous de´crirons dans cette section cha-
cune de ces trois me´thodes en explicitant les hypothe`ses dont elles de´coulent et regarderons
quels sont leurs inte´reˆts et leurs inconve´nients.
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2.2.1 Le mode`le de´rive-diffusion
Le mode`le de´rive-diffusion est base´ sur la re´solution des e´quations des moments de´crites
au paragraphe 2.1.2 en ne conside´rant que les deux premie`res, c’est a` dire celles de´crivant la
conservation du nombre d’e´lectrons et de la vitesse et correspondant aux moments d’ordres
0 et 1. Ce mode`le est de type macroscopique parce que, faisant re´fe´rence aux seules valeurs
moyennes des parame`tres de transport, il ne s’inte´resse pas a` l’e´volution de chaque porteur
mais plutoˆt a` celle du gaz d’e´lectrons. Un certains nombre d’approximations doivent eˆtre
faites, en premier lieu au niveau du moment d’ordre 2 puisque l’e´volution de celui-ci dans
l’espace et dans le temps n’est pas de´crite dans ce mode`le. Ce moment correspond a` l’e´nergie
des porteurs , que nous supposons constante en tout point du dispositif, et ce quel que soit le
champ e´lectrique. En ce qui concerne l’e´quation du moment d’ordre 1 (2.30) nous supposons le
terme v2(r, t) ne´gligeable devant v2(r, t). Or ce dernier terme est, par de´finition, proportionnel
a` l’e´nergie cine´tique. De fait :
∂
∂r
[
n(r, t)
(
v2(r, t)− v2(r, t)
)]
' 1
m∗
∂
∂r
[
n(r, t)kBTe(r, t)
]
(2.39)
ou` kB est la constante de Boltzmann, m la masse efficace, et Te la tempe´rature e´lectronique,
ve´rifiant la relation :
 =
3
2
kBTe (2.40)
L’invariance suppose´e de l’e´nergie des e´lectrons implique que le gradient de la tempe´rature
e´lectronique est ne´gligeable, et par conse´quent que celle-ci est e´gale en tout point du dispositif
a` la tempe´rature du re´seau cristallin T . On peut alors e´crire :
∂
∂r
[
n(r, t)kBTe(r, t)
] ' kBT ∂
∂r
n(r, t) (2.41)
Nous supposons ensuite le gradient de vitesse ne´gligeable, ce qui implique que :
v(r, t)
∂
∂r
v(r, t) ' 0 (2.42)
61
Enfin, si nous ne nous inte´ressons qu’aux conditions stationnaires, nous pouvons conside´rer
comme nulle la variation dans le temps de la vitesse :
∂v(r, t)
∂t
' 0 (2.43)
En posant q = −e dans le cas des e´lectrons et q = e dans celui des trous, ou` e est la charge
e´le´mentaire, et en remarquant que la densite´ de courant est relie´e a` la vitesse de de´rive par
la relation :
J(r, t) = qn(r, t)v(r, t) (2.44)
on arrive aux e´quations :
Jn(r, t) = e n(r, t) µn(r, t) E(r, t) + e Dn
∂
∂r
n(r, t) (2.45)
∂
∂t
n(r, t) =
1
e
∂
∂r
Jn (2.46)
ou` e est la charge e´le´mentaire, µn la mobilite´ e´lectronique et Dn le coefficient de diffusion
e´lectronique, dans le cas des e´lectrons et a` :
Jp(r, t) = e p(r, t) µp(r, t) E(r, t)− e Dp ∂
∂r
p(r, t) (2.47)
∂
∂t
p(r, t) = −1
e
∂
∂r
Jp (2.48)
ou` µp est la mobilite´, Dp le coefficient de diffusion et p la densite´ des trous, dans le cas des
trous.
Remarquons que les expressions des courants d’e´lectrons (2.45) et de trous (2.47) com-
portent chacune un terme de de´rive (contenant la mobilite´ µ) et un terme de diffusion (conte-
nant le coefficient de diffusion D). Ceci explique le nom de “De´rive-Diffusion”qui est donne´ a`
ce mode`le. Les inconnues des e´quations du mode`le de´rive-diffusion, auxquelles s’ajoute l’e´qua-
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tion de Poisson, sont la densite´ de courant J, la densite´ d’e´lectrons n (ou de trous p), ainsi que
le potentiel e´lectrique V . Celles-ci sont le plus souvent calcule´es a` partir de la seule mobilite´
diffe´rentielle µ puisque les parame`tres d’entre´e du mode`le sont µ et D et que le coefficient de
diffusion peut eˆtre de´duit de celle-ci a` l’aide de la relation d’Einstein, donne´e par :
D
µ
=
kBT
e
(2.49)
Nous devons toutefois souligner que cette dernie`re relation n’est valable qu’en re´gime ohmique
et que, par conse´quent, une prise en compte de la de´pendance avec le champ e´lectrique du
coefficient de diffusion en plus de celle de la mobilite´ affine le mode`le aux forts champs.
Si les simulations base´es sur cette me´thode relativement simple permettent l’e´tude de
composants complexes en re´gimes stationnaire et cyclostationnaire avec des temps de calcul
plus qu’acceptables, les simplifications inhe´rentes au mode`le de´rive-diffusion trouvent leurs
limites du fait de la diminution incessante de la taille des dispositifs. En effet, dans le cas
de composants courts, la distance parcourue par les porteurs avant que leur vitesse moyenne
atteigne une valeur stationnaire ne peut plus eˆtre ne´glige´e devant la longueur du dispositif.
Par conse´quent, la simplification correspondant a` la relation (2.41) n’est plus valable. De plus,
l’e´nergie e´lectronique ne peut plus eˆtre conside´re´e comme constante en tout point du dispo-
sitif. En effet, des longueurs submicroniques donnent naissance a` des zones de forts champs
e´lectriques dans lesquelles les porteurs de charges ont des vitesses supe´rieures a` celles qu’ils
auraient en pre´sence des meˆmes champs mais pour des conditions homoge`nes et stationnaires
[Ruch, 1972]. Ces effets de survitesse sont dus a` la relaxation de l’e´nergie moyenne et au fait
que le temps de relaxation de celle-ci est diffe´rent de celui de la vitesse moyenne [Snowden,
1986]. Remarquons de plus que, par construction, le mode`le de´rive-diffusion n’est pas adapte´
a` la simulation des phe´nome`nes transitoires rapides.
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2.2.2 Le mode`le hydrodynamique
Le mode`le hydrodynamique est introduit de fac¸on a` prendre en compte l’acce´le´ration des
porteurs sous l’effet des forces exte´rieures et de fait a` pouvoir simuler des structures de ge´o-
me´tries submicroniques ainsi que les phe´nome`nes transitoires rapides. Dans cette approche,
la relaxation de l’e´nergie des porteurs est de´crite, et c’est sur cette grandeur que sont indexe´s
les diffe´rents parame`tres. L’e´volution dans le temps et dans l’espace de l’e´nergie , de la den-
site´ n et de la vitesse v, sont de´crites par la prise en compte des trois premie`res e´quations
des moments donne´es au paragraphe 2.1.2 et correspondant aux moments d’ordre 0, 1 et 2.
A` ce titre, le mode`le hydrodynamique constitue, a` l’image du mode`le de´rive-diffusion, une
approche macroscopique.
En ce qui concerne la conservation de la densite´ d’e´lectrons, l’e´quation de continuite´ n’est
autre que l’expression (2.22). Si l’on prend en compte les processus de ge´ne´ration-recombi-
naison et que l’on utilise des notations alle´ge´es, alors la premie`re e´quation hydrodynamique
s’e´crit
∂n
∂t
+
∂nv
∂r
= G() (2.50)
ou` G() est un parame`tre de´crivant la variation du nombre de porteurs due aux processus de
ge´ne´ration-recombinaison.
En re´gime de faible ge´ne´ration, la deuxie`me e´quation, de´crivant la conservation de la
vitesse moyenne des porteurs de charges, de´rive de la relation (2.30). En remarquant que
[Gruzhinskis et al., 1993] :
v2(r, t)− v2(r, t) = δv2(r, t) (2.51)
ou` δv2(r, t) est la variance des fluctuations de la vitesse, et en alle´geant les notations, on
arrive a` l’e´quation de conservation de la vitesse :
∂v
∂t
+ v
∂v
∂r
+
1
n
∂
∂r
(
nδv2
)
− qE
m∗
= − v
τv
(2.52)
Enfin, la troisie`me e´quation est obtenue a` partir de l’e´quation (2.34). Pour ce faire, on
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pose [Gruzhinskis et al., 1993] :
(r, t)v(r, t)− (r, t)v = δv(r, t)δ(r, t) (2.53)
ou` δvδ est la covariance des fluctuations de la vitesse et de l’e´nergie, et en simplifiant les
notations, on arrive a` l’e´quation de conservation de l’e´nergie :
∂
∂t
+ v
∂
∂r
+
1
n
∂
∂r
[
nδvδ
]− qEv = −− 0
τ
(2.54)
Ce syste`me d’e´quations contient trois inconnues : n(r, t), v(r, t) et (r, t). En revanche, il
contient cinq parame`tres m, τv, τ, δv2 et δvδ qu’il nous appartient de de´finir correctement.
Pour cela, on suppose que l’ensemble de ces parame`tres ne de´pend en un point donne´ que
de l’e´nergie moyenne locale (r, t). On suppose ensuite que les relations reliant localement
ces cinq parame`tres a` l’e´nergie s’expriment de la meˆme fac¸on localement que dans le cas
d’un mate´riau homoge`ne en re´gime stationnaire. Cette hypothe`se a deux conse´quences. La
premie`re est que les taux de relaxation de la vitesse τv et de l’e´nergie τ vont pouvoir eˆtre
obtenus en annulant les de´rivations spatiales (mate´riau homoge`ne) et temporelles (re´gime
stationnaire) dans les e´quations (2.52) et (2.54). Ainsi :
τv =
vm∗
qE
(2.55)
et
τ =
− 0
qEv
(2.56)
ou` v est la vitesse de de´rive, E le module du champ e´lectrique, et 0 l’e´nergie moyenne a`
champ nul, pour des conditions stationnaires et homoge`nes. La seconde conse´quence est que
les parame`tres d’entre´e d’une simulation hydrodynamique peuvent eˆtre obtenus a` partir des
parame`tres du mate´riau pouvant eˆtre calcule´s au moyen d’un simulateur microscopique.
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2.2.3 La me´thode de Monte Carlo
Les me´thodes de´rive-diffusion et hydrodynamique que nous venons de pre´senter permettent
la simulation du transport e´lectronique a` partir des parame`tres d’entre´e macroscopiques. Si
pour beaucoup de mate´riaux semiconducteurs tels que le silicium, l’AsGa ou l’InP, ces donne´es
sont facilement accessibles, il n’en va pas de meˆme pour le HgCdTe dont le comportement e´lec-
tronique est extreˆmement peu de´crit dans la litte´rature. Dans ce cas, l’utilisation des me´thodes
de´rive-diffusion et hydrodynamique ne´cessite une extraction pre´alable de ces parame`tres qui,
ne pouvant eˆtre faite a` partir des e´quations des moments, doit se faire au niveau microscopique
par la re´solution de l’e´quation de Boltzmann pour le transport e´lectronique (2.15). La difficulte´
de cette e´quation, a` laquelle nous avons de´ja` fait allusion pre´ce´demment, impose le recours a`
une me´thode nume´rique. Pour ce faire, plusieurs possibilite´s nous sont offertes, qui ont la me´-
thode ite´rative [Budd, 1966], la me´thode matricielle [Aubert et al., 1984], la re´solution directe
de l’e´quation de Boltzmann [Vaissie`re, 1986], les automates cellulaires [Kometer et al., 1992],
la me´thode des paquets re´partis [Hlou, 1993], la me´thode de Monte Carlo [Kurosawa, 1966;
Jacoboni et Reggiani, 1983], etc. Cette dernie`re e´tant la plus utilise´e et ayant montre´ son
efficacite´ dans de nombreuses situations physiques, c’est vers elle que se porte notre choix.
2.2.3.1 Pre´sentation de la me´thode
La me´thode de Monte Carlo est une me´thode nume´rique statistique de simulation utilise´e
pour re´soudre des proble`mes mathe´matiques. En effet, elles permet de simuler des distribu-
tions de grandeurs ale´atoires et, par la` meˆme, d’utiliser les nombres ale´atoires pour extraire
des solutions qui, elles, ne le sont pas force´ment. Au dela` de l’e´tude du transport e´lectronique,
elle trouve ses applications dans des domaines varie´s, s’ave´rant particulie`rement efficace pour
la re´solution de proble`mes de diffusion et collision ainsi que pour le calcul d’inte´grales mul-
tiples. Mise au devant de la sce`ne a` la fin de la seconde guerre mondiale pour la simulation
des re´actions nucle´aires et ayant pris depuis une importance croissante, la me´thode Monte
Carlo doit son nom a` son aspect stochastique qui n’est pas sans rappeler les jeux de hasards
pour lesquels la principaute´ de Monaco est ce´le`bre. Dans le cas du transport e´lectronique,
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l’approche statistique de l’e´quation de Boltzmann est faite par une simulation directe de la
dynamique des porteurs de charges dans le cristal semiconducteur sur la base d’un certain
nombre de parame`tres physiques du mate´riau conside´re´. Le mouvement de chaque porteur,
soumis a` l’action conjointe du champ e´lectrique et de ses interactions avec le re´seau cristallin,
est alors simule´ par une se´rie de vols libres et de collisions. A` chaque e´tape, la dure´e de vol
et la transition d’e´tat subie par le porteur sont tire´s au sort en respectant des distributions
de probabilite´s rendant compte de la physique des processus microscopiques mis en jeu.
Le principal avantage de la me´thode de Monte Carlo est que, a` chaque instant, la vitesse
et l’e´nergie de chacun des porteurs de charge sont connues et qu’elle permet, de ce fait,
l’extraction de n’importe quel parame`tre de transport, qu’il s’agisse de la vitesse de de´rive,
de l’e´nergie, de la mobilite´, du coefficient de diffusion, etc. En effet, la moyenne de´crite par
l’e´quation (2.5) (page 51) est remplace´e dans ce cas par une moyenne sur l’ensemble des
porteurs et dans le temps. Par conse´quent, la me´thode de Monte Carlo ne pre´sente pas une
approche concurrente aux me´thodes macroscopiques, mais plutoˆt une e´tape comple´mentaire,
s’ave´rant dans notre cas indispensable. Remarquons toutefois que les dure´es de transport
simule´es pour un temps de calcul donne´ sont beaucoup plus petites dans le cadre de la
me´thode Monte Carlo que dans les me´thodes macroscopiques.
2.2.3.2 De´roulement d’une simulation Monte Carlo
L’organigramme de la figure 2.2 de´crit le de´roulement typique d’une simulation Monte
Carlo applique´e a` l’e´tude du transport e´lectronique dans un semiconducteur. Nous allons en
de´crire les principales e´tapes.
Remarquons que, dans ce travail, nous conside´rons le cas d’un mate´riau homoge`ne, et
ne´gligeons de fait les variables d’espace. Nous notons les e´tats |k〉 en lieu et place de |r,v〉
avec
v =
1
h¯
∂
∂k
(2.57)
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Figure 2.2 : Organigramme d’une simulation Monte Carlo pour le mate´riau.
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a) Syste`me physique et simulation
Le point de de´part du simulateur est la de´finition du syste`me physique e´tudie´ a` partir des
diffe´rents parame`tres physiques du mate´riau tels que la largeur de bande interdite, la masse
effective, le coefficient de non-parabolicite´, etc. De`s lors, les diffe´rents taux de transition
correspondant aux me´canismes de collision conside´re´s sont calcule´s. D’autres parame`tres tels
que le nombre de porteurs a` simuler, la dure´e totale de simulation, et le pas sur le temps sont
aussi de´finis a` ce niveau.
b) Conditions initiales du mouvement et dure´e simule´e
Les conditions initiales du mouvement sont choisies en ge´ne´rant les e´tats initiaux selon une
distribution maxwellienne correspondant a` la tempe´rature choisie. Ensuite, la premie`re partie
de la simulation, pendant laquelle le syste`me e´volue vers l’e´tat stationnaire, est e´limine´e des
calculs des valeurs moyennes.
c) Se´rie de vols libres jusqu’a` la collision
Soit P () ∆t la probabilite´ totale qu’un porteur d’e´nergie  subisse une collision pendant
l’intervalle de temps ∆t. Le transport de charges est alors mode´lise´ en faisant subir a` chaque
e´lectron un vol libre pendant la dure´e ∆t, choisie suffisamment courte pour que le produit
P () ∆t soit tre`s infe´rieur a` un, et correspondant au pas de la simulation. Les porteurs ne
sont alors soumis qu’au seul champ e´lectrique E et leurs e´tats |k〉 varient selon la relation :
h¯k˙ = eE (2.58)
A` la fin du vol libre, un nombre r0 est tire´ au hasard pour chaque e´lectron et est compare´ a`
la grandeur P () ∆t. Si r0 > P () ∆t, alors le porteur subit un autre vol libre. Dans le cas
contraire, il subit une collision.
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d) De´termination stochastique du type de collision
Le type de collision que subit le porteur doit eˆtre de´termine´. Un me´canisme doit alors
eˆtre choisi parmi tous les me´canismes possibles : le nombre ale´atoire r0 est alors compare´ aux
sommes successives des Pi ∆t, et un me´canisme est choisi. Plus pre´cise´ment, le j
e me´canisme
est choisi si :
j−1∑
i=1
Pi ∆t < r0 ≤
j∑
i=1
Pi ∆t (2.59)
e) De´termination stochastique de l’e´tat juste apre`s la collision
Une fois que le me´canisme de collision qui a cause´ la fin du vol libre a e´te´ de´termine´, le
nouvel e´tat e´lectronique |k′〉 est ge´ne´re´ de fac¸on stochastique a` partir de la probabilite´ de
transition Wj(k,k
′) de l’e´tat |k〉 a` l’e´tat |k′〉 et correspondant au me´canisme choisi.
2.3 Les processus de collision et les diffe´rentes interactions
dans le MCT a` l’usage de la me´thode de Monte Carlo
La dynamique d’un e´lectron se de´plac¸ant dans un re´seau cristallin est influence´e par les
forces exte´rieures telles que le champ e´lectrique mais aussi le potentiel coulombien engendre´
par les ions du re´seau. D’apre`s la the´orie de Bloch et l’approximation de l’e´lectron inde´pen-
dant, un e´lectron se trouvant dans un re´seau d’ions parfaitement pe´riodique ne subit aucune
collision [Ashcroft et Mermin, 1976]. Cependant, une perturbation du potentiel pe´riodique de
quelque manie`re que ce soit est pour l’e´lectron une source de collisions a` meˆme de modifier
sa vitesse et son e´nergie.
Si l’on omet les interactions e´lectron-e´lectron, que nous ne prenons pas en compte dans ce
travail, les diffe´rents types de collisions peuvent eˆtre classe´s en deux grands groupes :
• Les collisions avec les impurete´s et les de´fauts.
Les impurete´s et les de´fauts cristallographiques tels que les joints de grains, les dopants,
les lacunes, les dislocations, etc. correspondent a` des alte´rations localise´es de la pe´riodi-
cite´ du re´seau cristallin. De fait, ils forment des centres de diffusion locaux loin desquels
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les probabilite´s de transitions e´lectroniques deviennent ne´gligeables.
• Les collisions avec le re´seau cristallin.
Meˆme si un re´seau cristallin parfaitement pe´riodique ne comportait aucun de´faut loca-
lise´ tels que ceux pre´ce´demment e´nonce´s, cela n’impliquerait pas pour autant l’absence
totale de processus de collision. En effet, sous l’effet de la tempe´rature, les ions occupant
les noeuds du re´seau s’agitent et vibrent, provoquant une de´formation du re´seau cristal-
lin et par conse´quent des variations quasi-instantane´es du potentiel e´lectrique en tout
point du re´seau. En ce sens, les collisions avec le re´seau cristallin ne sont pas localise´es,
contrairement aux collisions avec les impurete´s. Remarquons que dans les compose´s bi-
naires ou ternaires tels que le HgCdTe, les diffe´rents noeuds du re´seau sont occupe´s par
des ions de charges diffe´rentes qui, en oscillant, ajoutent une composante pie´zoe´lectrique
aux effets de la de´formation sur le potentiel e´lectrique.
2.3.1 Les taux de transitions entre deux e´tats
Au vu de la structure de bande du mate´riau repre´sente´e sur la figure 1.13 les diffe´rences
e´nerge´tiques entre la valle´e Γ et les valle´es L d’une part et X d’autre part sont plus de vingt
fois supe´rieures au gap et nous ne´gligeons a` ce titre les collisions intervalle´es. De pre´ce´dents
travaux [Gelmont et al., 1992b] ont montre´ que les seuls me´canismes de collision influenc¸ant
le transport e´lectronique de fac¸on efficace dans le MCT sont les interactions avec les phonons
optiques polaires, les transitions dues au de´sordre d’alliages, et les diffusions d’e´lectrons par
les impurete´s ionise´es.
Si la dynamique des e´lectrons est simule´e comme s’il s’agissait de particules classiques,
les diffe´rents taux de collisions sont pour leur part calcule´s a` partir de la re`gle d’or de
Fermi [Reggiani, 1985] , ce qui fait de la me´thode Monte Carlo une approche semi-classique,
semi-quantique. En effet, si l’on appelle H0 l’Hamiltonien correspondant au potentiel pe´rio-
dique et les e´tats |k〉 d’e´nergie (k) ses e´tats propres alors :
H0 |k〉 = (k) |k〉 (2.60)
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Chaque me´canisme de collision ajoute a` l’Hamiltonien H du syste`me une composante H ′ telle
que
H = H0 +H
′ (2.61)
qui est suffisamment faible au regard de H0 pour eˆtre conside´re´e comme une petite pertur-
bation induisant des transitions entre les e´tats non-perturbe´s propres a` H0. Par conse´quent,
si l’on note |k〉 l’e´tat occupe´ par un e´lectron avant de subir une collision correspondant a` la
perturbation H ′ et |k′〉 celui qu’il occupe apre`s l’avoir subie, on peut exprimer la probabilite´
de transition de |k〉 vers |k′〉 dans le cadre de la the´orie des perturbations par la relation :
W (k,k′) =
2pi
h¯
|〈k|H ′|k′〉|2 δ [(k′)− (k)± h¯ωph] (2.62)
ou` ±h¯ωph repre´sente l’e´nergie du phonon mis en jeu lors de la transition, suivant qu’il sera
e´mis ou absorbe´, et ou` δ est la fonction de Dirac. Si la transition est e´lastique alors h¯ωph = 0.
Or, nous pouvons e´crire :
|〈k|H ′|k′〉|2 = |V (q)|2G(k,k′) (2.63)
ou` |V (q)| est l’e´le´ment de la matrice de transition fonction du vecteur q = k − k′ et G(k,k′)
le facteur de recouvrement (overlap factor en anglais). L’e´quation (2.62) devient alors
W (k,k′) =
2pi
h¯
|V (q)|2G(k,k′) δ [(k′)− (k)± h¯ωph] (2.64)
Les valeurs de l’e´le´ment de matrice e´leve´ au carre´ |V (q)|2 pour les diffe´rents types de collisions
conside´re´s sont reporte´es dans le tableau 2.1.
Le facteur de recouvrement est de´fini comme l’inte´grale sur la cellule primitive du re´seau
direct des parties pe´riodiques des fonctions d’ondes de Bloch uk(r) et uk′(r) correspondant
respectivement aux e´tats |k〉 et |k′〉 [Ridley, 1999]. Ainsi :
G(k,k′) =
∣∣∣∣
∫
cell
uk(r)uk′(r)dr
∣∣∣∣
2
(2.65)
Dans les semiconducteurs dont la bande de conduction peut eˆtre suppose´e parabolique, on
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Type d’interaction |V (q)|2
Polaires optiques [Fawcett et al., 1970]
2pie2KBθop
V0κq2
(
1
κ∞
− 1
κs
)(
Nop +
1
2
± 1
2
)
Impurete´s ionise´es [Hamaguchi, 2001]
nIZ
2e4
V0(κκ0)2(q2 + q2s)
De´sordre d’alliage [Gelmont et al., 1992b]
x(1− x)(∆c)2
V0NCd
Tableau 2.1 : Expressions des diffe´rents |V (q)|2. Les diffe´rentes variables
sont explicite´es dans les pages suivantes.
peut conside´rer la partie pe´riodique de la fonction de Bloch comme e´tant sensiblement la
meˆme pour tous les e´tats se trouvant en bas de bande. Ainsi
uk(r) ' uk′(r) (2.66)
ce qui implique que
Gparabolique(k,k
′) = 1 (2.67)
Dans le cas des mate´riaux a` petits gaps tels que le MCT, l’influence de la bande de valence
sur la bande de conduction me`ne a` une forte non-parabolicite´ de cette-dernie`re et perturbe
les fonctions de Bloch des e´lectrons libres de sorte que la relation (2.66) n’est plus valable.
On montre alors que [Fawcett et al., 1970] :
G(k,k′) =
{
[1 + α(k)]1/2[1 + α(k′)]1/2 + α[(k)(k′)]1/2 cos θ
}2
[1 + 2α(k)][1 + 2α(k′)]
(2.68)
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2.3.2 Prise en compte de la de´ge´ne´rescence
Au dela` des termes en W (k,k′), on voit apparaˆıtre dans l’e´quation de Boltzmann (2.15)
des termes en [1 − f(k, t)]. Ceux-ci traduisent les effets de la de´ge´ne´rescence, c’est a` dire
le fait que deux e´lectrons ne peuvent pas se trouver en meˆme temps dans le meˆme e´tat.
Par conse´quent, une transition e´lectronique n’est possible que si l’e´tat d’arrive´e n’est pas
de´ja` occupe´. Le principe d’exclusion de Pauli est introduit dans le simulateur en utilisant
l’algorithme de Lugli et Ferry, de´crit dans la re´fe´rence [Lugli et Ferry, 1985]. Dans ce cas, les
probabilite´s de collisions restent inchange´es que l’on prenne en compte la de´ge´ne´rescence ou
pas. Par contre, tout processus de collision dont l’e´tat final est de´ja` occupe´ est remplace´ par
un self-scattering [Rees, 1968].
2.3.3 Probabilite´s de collisions
Si l’on conside`re un type donne´ de collision, sa probabilite´ d’occurrence P () est de´finie
comme la probabilite´ pour qu’un e´lectron se trouvant dans l’e´tat |k〉 d’e´nergie  = (k) subisse
ce type de collision avant de basculer dans un autre e´tat. Ainsi
P [(k)] = P () =
V
8pi3
∫
k′
W (k,k′)dk′ (2.69)
Nous pouvons a` partir de cette relation exprimer les probabilite´s de transition dues aux
diffe´rents me´canismes de collision conside´re´s.
Les interactions optiques polaires
Les phonons optiques polaires doivent leur existence a` des processus e´lectrostatiques. En
effet, comme le montrent les figures 2.3(b) et 2.4(b), les phonons optiques correspondent a`
un mode d’oscillation des noeuds du re´seau cristallin impliquant une variation relativement
importante de leurs distances relatives. Dans les mate´riaux dits polaires tels que l’AsGa,
l’InP ou le HgCdTe, les noeuds du re´seau sont occupe´s par des anions et des cations et,
par conse´quent, de telles oscillations impliquent des variations du potentiel e´lectrostatique.
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(a) Phonon acoustique
(b) Phonon optique
Figure 2.3 : Phonons longitudinaux dans un semiconducteur po-
laire. Les billes repre´sentent des ions dont le type dif-
fe`re selon la couleur.
(a) Phonon acoustique
(b) Phonon optique
Figure 2.4 : Phonons transversaux dans un semiconducteur po-
laire. Les billes repre´sentent des ions dont le type dif-
fe`re selon la couleur.
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Comme le montre la courbe 2.5, la courbe de dispersion de la branche optique peut eˆtre
Figure 2.5 : Relation de dispersion pour les phonons d’un cristal de para-
me`tre de maille e´gal a` a. L’e´nergie de la branche optique peut
eˆtre conside´re´e comme constante quel que soit le vecteur d’onde
q.
simplifie´e par une droite horizontale et, de fait, l’e´nergie du phonon optique peut eˆtre suppose´e
constante quelle que soit la valeur du vecteur d’onde q. Si l’on note op l’e´nergie du phonon
optique, on peut alors de´finir :
op = h¯ωop = kBθop (2.70)
ou` ωop et θop sont respectivement la pulsation et la tempe´rature du phonon optique. Ces
valeurs sont caracte´ristiques du mate´riau conside´re´. En ge´ne´ral, l’e´nergie du phonon optique
est relativement importante par rapport a` celle des porteurs libres. Par conse´quent, les col-
lisions optiques sont des collisions ine´lastiques et doivent eˆtre conside´re´es comme telles dans
le mode`le.
Notons que nous devons distinguer les processus d’absorptions et les processus d’e´missions.
En effet, alors qu’un e´lectron sera toujours en mesure d’absorber un phonon optique, il n’aura
pas toujours l’e´nergie ne´cessaire pour en e´mettre un. De plus, comme le mate´riau est un
alliage ternaire, nous conside´rons le re´seau cristallin comme l’encheveˆtrement de deux “sous-
re´seaux”de HgTe et de CdTe. Nous introduisons alors les collisions avec les phonons optiques
polaires en conside´rant deux modes optiques diffe´rents constituant deux me´canismes distincts
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[Gelmont et al., 1992b], chaque mode correspondant a` chaque sous-re´seau. Dans ce travail
nous appellerons mode 1 le mode correspondant au CdTe et mode 2 celui correspondant au
CdTe. Chaque sous-re´seau apporte sa contribution a` la constante die´lectrique du mate´riau,
et la contribution de chacun peut eˆtre calcule´e a` partir de la relation [Gelmont et al., 1992b;
Dubowski et al., 1980] :
κi(x) = κ∞(x)
[(
ωLOi
ωTOi
)2
− 1
]
(2.71)
ou` κ∞ est la contribution hautes fre´quences a` la fonction die´lectrique, x la proportion de
cadmium, ωTO et ωLO les pulsations propres aux modes transverses et longitudinaux respec-
tivement, et avec i = 1, 2 correspondant aux sous-re´seaux CdTe et HgTe respectivement. Les
valeurs des pulsations des phonons ont e´te´ prises dans les re´fe´rences [Gelmont et al., 1992b]
et [Kim, 1993] et sont donne´es dans le tableau 2.2. Dans le cas du MCT, nous ne prenons en
ωLO1 2.92× 1013 s−1
ωLO2 2.62× 1013 s−1
ωTO1 2.81× 1013 s−1
ωTO2 2.28× 1013 s−1
Tableau 2.2 : Pulsations des phonons optiques des sous-re´seaux CdTe (1)
et HgTe (2) dans les modes longitudinal (LO) et transverse
(TO).
compte que la composante longitudinale [Kim, 1993] et, de fait, posons :
ωopi = ωLOi (2.72)
La valeur de κ∞ est relie´e a` la concentration de cadmium a` travers la relation [Dubowski et al.,
1980] :
κ∞(x) = 10.4− 3x (2.73)
et vaut κ∞ ' 9.8 dans le MCT (ou` x ' 0.205). Le taux de collision sur les phonons optiques
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polaires est enfin donne´ en fonction de l’e´nergie e´lectronique par [Fawcett et al., 1970] :
Popi() = Aopi
1
(1 + 2α)k
Fopi(, 
′)×
[
Nopi +
1
2
− j × 1
2
]
(2.74)
ou` k est le module de k , et avec
′ = + j × h¯ωopi (2.75)
ou` ′ est l’e´nergie de l’e´lectron apre`s la collision et ou` j = 1 pour un processus d’absorption
et j = −1 pour un processus d’e´mission. La grandeur Nop est le nombre d’occupation des
phonons optiques polaires, ve´rifiant la relation :
Nop =
1
exp
(
h¯ωop
kBT
)
− 1
(2.76)
La fonction Fopi est quant a` elle de´finie par :
Fopi(, 
′) =
[
A ln
∣∣∣k′+kk′−k ∣∣∣+B]
C
(2.77)
avec
A = [2(1 + α)(1 + α′) + α(γ + γ′)]2 (2.78)
B = −2α
√
γγ′[4(1 + α)(1 + α′) + α(γ + γ′)] (2.79)
C = (1 + α)(1 + α′) (2.80)
et
Aopi =
e2mc ωop
16pih¯2κ0 κ∗i
(2.81)
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ou` κ∗i , la constante die´lectrique effective, ve´rifie [Gelmont et al., 1992b] :
1
κ∗i
=
1
κ∞(x)
− 1
κ∞(x) + κi(x)
(2.82)
et ou` κi correspond a` la contribution a` la constante die´lectrique du mode i.
Le de´sordre de l’alliage
Le de´sordre d’alliage est introduit a` travers l’approximation du cristal virtuel [Ridley,
1999]. Dans le cas du HgCdTe, si l’on suppose les ions Hg et Cd distribue´s de fac¸on uniforme
et ordonne´e sur le re´seau des cations, le potentiel du re´seau peut eˆtre conside´re´ comme la
re´pe´tition d’une structure pe´riodique correspondant a` la moyenne des potentiels des diffe´rents
constituants, ponde´re´e par leurs proportions respectives. Dans la re´alite´, l’arrangement des
cations n’est pas parfaitement ordonne´ et il convient de rajouter a` la structure pe´riodique
une partie ale´atoire rendant compte de la diffe´rence de potentiels entre le cristal re´el et le
cristal virtuel [Harrison et Hauser, 1976]. Cette partie ale´atoire forme alors un potentiel de
perturbation qui permet de calculer la matrice de transition e´lectronique. Les transitions
dues au de´sordre d’alliage sont e´lastiques, et leurs probabilite´s d’occurrence sont donne´es par
[Gelmont et al., 1992b] :
P () =
x(1− x)∆2cmc
pih¯4Ncatg
√
2mc γ(
2
g + 2g+
3
2
2)
2+ g
(2.83)
ou` Ncat est la densite´ de cations et ∆c l’offset des bandes de conduction ve´rifiant :
∆c = c(CdTe)− c(HgTe) = ∆g + ∆v (2.84)
ou` ∆g est la diffe´rence entre les gaps du CdTe et du HgTe, et ∆v l’offset des bandes de
valences. Nous prenons dans notre cas ∆v = −0.350 eV [Johnson et al., 1988].
Calcul de Ncat
Puisque nous connaissons la densite´ du mate´riau ainsi que les masses atomiques de chaque
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composant, nous pouvons en de´duire Ncat, la densite´ de cations dans le mate´riau. En effet, la
masse molaire du mate´riau est donne´e comme une fonction de sa composition par la relation :
MHg1−xCdxTe = (1− x)×MHgTe + x×MCdTe (2.85)
et donc
MHg1−xCdxTe = 0.328 (1− x) + 0.240x (2.86)
La densite´ de cations est alors directement donne´e par le nombre de moles de Hg1−xCdxTe
par :
Ncat =
ρ
MHg1−xCdxTe
×A (2.87)
ou` A est le nombre d’Avogadro.
Les impurete´s ionise´es
Nous introduisons les impurete´s ionise´es par le biais du mode`le de Brooks-Herring, parti-
culie`rement adapte´ aux cas, tels que le notre, ou` il y a peu ou pas de compensation [Reggiani,
1985]. Dans cette approche, les impurete´s sont suppose´es distribue´es de manie`re uniforme
dans tout le re´seau cristallin. Du fait de leurs charges, celles-ci cre´ent un potentiel coulom-
bien a` longue porte´e, en mesure d’interagir avec l’ensemble des charges libres. Toutefois, les
e´lectrons se trouvant a` la pe´riphe´rie d’une impurete´ forment un e´cran a` sa charge re´duisant
ainsi son effet sur les e´lectrons se trouvant plus loin. Du fait de cet e´cran, on conside`re le
potentiel coulombien de chaque impurete´ ionise´e comme de´croissant en exp(−qsr), ou` q−1s , la
longueur d’e´cran, obe´it a` la relation :
q2s =
e2n
κ0κrkBT
(2.88)
n e´tant la densite´ d’e´lectrons libres, e la charge e´le´mentaire, κ0 la permittivite´ du vide, κr la
constante die´lectrique statique relative du mate´riau, kB la constante de Boltzmann, et T la
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tempe´rature du re´seau. Ce potentiel est alors ramene´ a` :
V (r) =
Ze2
κ0κrr
exp(−qsr) (2.89)
ou` Z est la quantite´ de charges de l’impurete´ que nous prendrons, dans notre cas, e´gale a`
l’unite´ et r la distance. Pour connaˆıtre la valeur de la constante die´lectrique statique κr, nous
devons prendre en compte les deux modes des sous-re´seaux pre´ce´demment de´crits ainsi que
la contribution haute fre´quence. De fait, κr est donne´e par [Gelmont et al., 1992b] :
κr = κ∞(x) + κ1(x) + κ2(x) (2.90)
Les collisions avec les impurete´s ionise´es sont par nature e´lastiques [Jacoboni et Reggiani,
1983]. Leur taux d’occurrence est finalement donne´ par [Fadel, 1988] :
Pimp () = Aimp
k
1 + 2α
Fimp (, nI) (2.91)
ou` nI est la densite´ d’impurete´s ionise´es et avec
Fimp (,NI) =
2f22
(4k2 + q2s) q
2
s
+ 2f21 +
f1f2
k2
× ln
(
q2s
4k2 + q2s
)
(2.92)
ou`
f1 =
α
2k2
(2.93)
et
f2 = 1 + 2α+ f1q
2
s (2.94)
et avec
Aimp =
e4NI mc
2piκ20 κ
2
rh¯
3 (2.95)
Dans le Hg0.795Cd0.205Te, a` 77 K, l’ensemble des donneurs sont ionise´s [Capper, 1994]. De
plus, les densite´s de trous et d’accepteurs sont ne´gligeables devant la densite´ e´lectronique n.
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De fait, nous prenons dans ce travail nI ' n.
2.3.4 E´tats apre`s collisions
Une fois de´termine´ le type de collision subi par un e´lectron a` partir des probabilite´s de
collisions pre´sente´es pre´ce´demment, il reste a` de´terminer son e´tat |k′〉 apre`s la collision. Celui-
ci est de´termine´ a` partir de l’e´tat initial |k〉 et des probabilite´s de transition W (k,k′) propres
a` chaque type de collision et pre´sente´es a` la section 2.3.1. Dans le cas d’une simulation Monte
Carlo, cet e´tat final est de´termine´ a` partir des angles forme´s par les vecteurs (k,k′), comme
repre´sente´ sur la figure 2.6. L’azimut φ, compris entre 0 et 2pi, ainsi que l’angle de de´flexion
θ, pouvant varier entre 0 et pi, sont de´termine´s a` l’aide de deux nombres ale´atoires r1 et r2,
tire´s inde´pendamment l’un de l’autre et de fac¸on e´quiprobable entre 0 et 1. L’azimut est alors
distribue´ de fac¸on isotrope selon la relation :
φ = 2pir1 (2.96)
L’angle de de´flexion obe´it quant a` lui a` une distribution rendant compte de la probabilite´ de
Figure 2.6 : Angles de diffusion.
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transition W (k,k′). De fait, θ est de´termine´ a` l’aide de la relation :
r2 =
∫ θ
0 P (θ
′)dθ′∫ pi
0 P (θ
′)dθ′
(2.97)
ou` P (θ) est la probabilite´ pour que l’angle de de´flexion prenne la valeur θ. Comme on peut
le remarquer sur la figure 2.6, cette probabilite´ est proportionnelle au nombre d’e´tats se
trouvant sur le cercle de rayon |k′| sin θ et, de fait, P (θ) = A sin θ ou` A est une constante
de normalisation. En fonction de la complexite´ de l’expression de P (θ), l’angle θ est extrait
de la relation (2.97) a` l’aide de la me´thode directe ou de la me´thode du rejet, de´crites dans
l’annexe A. Exprimons a` pre´sent les probabilite´s P (θ) pour les diffe´rents me´canismes de
collision conside´re´s.
2.3.4.1 Phonons optiques polaires
La probabilite´ Pimp(θ) est donne´e dans le cas des phonons optiques polaires par la relation
[Fawcett et al., 1970] :
Pop(θ) =
(√
γ()γ(′) + α′ cos θ
)2
γ() + γ(′)− 2√γ()γ(′) cos θ sin θ (2.98)
Cette expression met en e´vidence l’anisotropie de l’interaction avec les optiques polaires, due
a` sa nature e´lectrostatique [Reggiani, 1985].
2.3.4.2 De´sordre d’alliage
Dans le cas des transitions e´lectroniques dues au de´sordre de l’alliage ternaire, la proba-
bilite´ Pall(θ) s’exprime comme [Kim, 1993] :
Pall(θ) = [1 + α(1 + cos θ)]
2 sin θ (2.99)
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2.3.4.3 Impurete´s ionise´es
Dans le cas des impurete´s ionise´es, la probabilite´ Pimp(θ) ve´rifie la relation [Kim, 1993] :
Pimp(θ) =
[
1 + α(1 + cos θ)
1 + (qs/2k)2 − cos θ
]2
[1 + α(1 + cos θ)]2 sin θ (2.100)
Remarquons que, de par sa nature e´lectrostatique, l’interaction avec les impurete´s ionise´es
perd de son efficacite´ a` mesure que l’e´nergie e´lectronique augmente [Reggiani, 1985].
2.4 Mode´lisation des processus de ge´ne´ration-recombinaison
dans le MCT
Dans ce travail, les ondes hyperfre´quences sont mode´lise´es par des champs oscillants venant
se superposer au champ e´lectrique initial. Or, nous avons vu, dans le chapitre pre´ce´dent,
combien les processus de ge´ne´ration-recombinaison influencent le comportement e´lectronique
du MCT, et ce a` partir de champs e´lectriques relativement faibles puisque d’environ 150
a` 200 V/cm. Par conse´quent, la description des effets des micro-ondes sur le transport de
charges dans le mate´riau ne´cessite la prise en compte dans notre mode`le des phe´nome`nes
de ge´ne´ration-recombinaison. Parmi ces phe´nome`nes, nous avons souligne´ la pre´ponde´rance
des processus Auger et plus particulie`rement du mode de recombinaison CCCH. Nous ne
mode´lisons donc que ce dernier et ne´gligeons les contributions des autres processus Auger et
des processus radiatifs et Shockley-Read-Hall. De plus, nous ne conside´rons, dans le cadre de
la ge´ne´ration, que les phe´nome`nes d’ionisation initie´s par les e´lectrons, la participation des
trous ayant e´te´ montre´e ne´gligeable.
Avant d’aller plus loin, nous devons souligner le fait que les temps caracte´ristiques des
processus de ge´ne´ration-recombinaison Auger sont tre`s grands devant ceux des me´canismes
de collision pre´ce´demment de´crits. Par conse´quent, une e´tude syste´matique de la re´ponse de
la densite´ e´lectronique a` des signaux statiques ou dynamiques mene´e a` partir d’un simulateur
Monte Carlo s’ave`re vite prohibitive au vu des temps de simulations importants demande´s.
Toutefois, le calcul des parame`tres ne´cessaires a` la mise en place d’une mode´lisation macro-
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scopique reste possible en des temps raisonnables.
L’e´volution temporelle de la densite´ e´lectronique est de´crite par l’e´quation de balance des
phe´nome`nes de ge´ne´ration et de recombinaison. Celle-ci est obtenue a` partir des expressions
(1.33) et (1.37) et ve´rifie la relation [Dmitriev et Mocker, 1995] :
dn
dt
= gn−Rn2p (2.101)
ou` g le taux de ge´ne´ration et R le taux de recombinaison. Dans le cadre d’une approche
hydrodynamique, les e´quations de conservation de la vitesse et de l’e´nergie sont dresse´es
a` partir des relations (2.52) et (2.54) en conside´rant un mate´riau homoge`ne, et de fait en
annulant tous les ope´rateurs de de´rivation spatiale. Ainsi [Shur, 1976] :
dv
dt
=
qE
m∗
− v
τv
(2.102)
pour la vitesse et
d
dt
= qEv − − 0
τ
(2.103)
pour l’e´nergie. Il reste a` de´terminer les parame`tres g et R. Si ce dernier a e´te´ mesure´ expe´ri-
mentalement et peut eˆtre suppose´ inde´pendant du champ e´lectrique et e´gal a`R = 10−24 cm6s−1
dans les conditions conside´re´es, il reste a` de´terminer le taux de ge´ne´ration. Pour ce faire,
nous introduisons dans le simulateur Monte Carlo une probabilite´ de collision ionisante repo-
sant sur l’approche phe´nome´nologique de Keldysh [Keldysh, 1965] et donne´e par la relation
[Canali et al., 1996] :
Pimpact() = Pii
(
− th
th
)ψ
(2.104)
ou` Pii et ψ sont des parame`tres ajustables dont nous de´terminerons les valeurs, a` l’aide de
donne´es expe´rimentales, a` la section 3.3.1 (page 113). La grandeur th est l’e´nergie de seuil
d’ionisation, donne´e par l’e´quation 1.36 (page 44). Les e´tats apre`s collisions sont quant a` eux
calcule´s de la meˆme fac¸on que dans le cas des impurete´s ionise´es (voir paragraphe 2.3.4.3).
Remarquons qu’il existe des approches plus complexes que celle que nous utilisons ici pour
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traiter l’ionisation par impact dans les semiconducteurs [Cavassilas, 2000; Mouton, 1996].
Toutefois, ce travail pre´sentant une premie`re e´tude microscopique des processus de ge´ne´ration
Auger dans le MCT, nous avons pre´fe´re´ mettre en oeuvre une me´thode plus simple, d’autant
plus que tre`s peu d’informations concernant ce mate´riau sont disponibles dans la litte´rature.
Conclusion
Le transport e´lectronique dans les dispositifs semiconducteurs est de´crit par l’e´quation
de Boltzmann couple´e a` l’e´quation de Poisson. Une extraction analytique de la fonction de
distribution e´tant dans la plupart des cas impossible, le recours a` la me´thode des moments
pre´sente une alternative inte´ressante dont de´rivent les mode`les de´rive-diffusion et hydrodyna-
mique de´crits dans ce chapitre. Ces derniers permettent la simulation de dispositifs complexes
dans des temps de calculs raisonnablement courts et sont de fait tre`s utilise´s, aussi bien dans
le milieu industriel qu’universitaire. Toutefois, ne proce´dant pas a` une re´solution directe de
l’e´quation de Boltzmann, ils ne´cessitent la connaissance pre´alable de parame`tres de transport
stationnaires qu’il s’agit d’extraire de mesures, lorsque c’est possible, ou bien de simulations
microscopiques. Dans le cas du MCT, tre`s peu d’e´tudes ont e´te´ mene´es au niveau du com-
portement e´lectronique du mate´riau et, de fait, cette e´tape d’extraction reste a` faire. A` cet
effet, nous avons mis en place un mode`le microscopique base´ sur la me´thode de Monte Carlo
que nous avons applique´e au cas du transport e´lectronique. Ce mode`le prend en compte les
diffe´rents types de collisions qui influencent le transport e´lectronique dans le mate´riau d’in-
te´reˆt ainsi que la de´ge´ne´rescence. Nous avons de fait explicite´ leurs probabilite´s d’occurrence
ainsi que celles lie´es aux transitions d’e´tats qu’ils impliquent. Trois me´canismes d’interaction
ont e´te´ conside´re´s qui sont engendre´s par les deux modes optiques, le de´sordre d’alliage et les
impurete´s ionise´es. Enfin, au vu de l’importance des phe´nome`nes de ge´ne´ration et de recom-
binaison dans le MCT, nous avons mis en place un mode`le permettant de de´crire l’e´volution
dans le temps de la densite´ e´lectronique et reposant sur les me´thodes de simulations de´crites.
Ces mode`les seront utilise´s par la suite pour de´crire le comportement e´lectronique du MCT
en re´gimes statique, petit-signal et grand-signal.
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Introduction
L’e´tude en re´gime statique des parame`tres de transport e´lectronique est indispensable,
d’une part pour pouvoir mettre correctement en place les outils de simulation a` partir des
donne´es expe´rimentales disponibles, mais aussi pour e´valuer l’influence des phe´nome`nes phy-
siques mis en jeu.
Nous avons de´crit, dans le chapitre pre´ce´dent, diffe´rents mode`les permettant de simuler le
transport e´lectronique dans le MCT et avons vu que le mode`le hydrodynamique est le candidat
ide´al pour de´crire le re´gime dynamique avec une excellente pre´cision tout en gardant des temps
de calcul raisonnables. Toutefois, les donne´es disponibles dans la litte´rature ne permettent pas
de le mettre directement en oeuvre et le calcul pre´alable des parame`tres d’entre´e a` l’aide d’une
approche Monte Carlo s’ave`re ne´cessaire. En effet, nous cherchons a` e´tablir quels peuvent eˆtre
les effets d’une onde e´lectromagne´tique hyperfre´quence de forte puissance sur le comportement
e´lectronique du mate´riau. L’e´nergie des photons associe´s aux radiations micro-ondes e´tant
trop petite pour qu’elles puissent participer aux processus de photo-ge´ne´ration e´lectronique,
les hyperfre´quences agissent sur la dynamique des porteurs de charges libres. De plus, la
participation du champ magne´tique e´tant ne´gligeable devant celle du champ e´lectrique, les
ondes incidentes sont mode´lise´es sous la forme de champs e´lectriques venant se superposer
au champ re´gnant de´ja` au sein du mate´riau. Dans ces conditions, l’e´valuation des effets des
micro-ondes se rame`ne a` une e´tude du comportement e´lectronique du mate´riau, notamment
en re´gime dynamique (impulsions, petit-signal, grand-signal, etc.).
Apre`s avoir calcule´ les probabilite´s d’occurrence des diffe´rents me´canismes de collision
influenc¸ant le transport e´lectronique, nous extrairons les grandeurs stationnaires que sont
la fonction de distribution, la vitesse de de´rive, l’e´nergie moyenne, la mobilite´ et la masse
effective moyenne, a` l’aide de notre simulateur Monte Carlo. Ces parame`tres nous permettront
ensuite de mettre en place un simulateur hydrodynamique capable de simuler correctement
la vitesse et l’e´nergie des e´lectrons en re´gime transitoire. Apre`s avoir de´termine´ de fac¸on
microscopique le taux de ge´ne´ration e´lectronique, l’e´volution dans le temps de la densite´
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d’e´lectrons, sujette aux phe´nome`nes de ge´ne´ration-recombinaison Auger, pourra eˆtre de´crite.
Enfin, nous nous inte´resserons au bruit, dont la simulation peut eˆtre faite de fac¸on naturelle a`
travers la me´thode de Monte Carlo. En effet, il est e´troitement lie´ au coefficient de diffusion,
parame`tre de transport tre`s utile dans le domaine de la simulation mais difficile a` extraire
expe´rimentalement.
3.1 Les probabilite´s de collision
Le calcul pre´alable des probabilite´s de collisions est essentiel dans le cadre d’une approche
Monte Carlo puisque ce sont elles qui servent a` de´crire la physique des phe´nome`nes microsco-
piques influenc¸ant le transport e´lectronique. Nous avons donc calcule´, a` partir des expressions
donne´es dans la section 2.3.3 (page 74), les taux d’occurrence des diffe´rents me´canismes de
collision intervenant dans le MCT. Ces me´canismes sont les transitions e´lectroniques dues
a` l’absorption et a` l’e´mission des deux modes de phonons optiques polaires, les interactions
avec les impurete´s ionise´es, les transitions dues au de´sordre d’alliage ainsi que l’ionisation par
impact. Nous rappelons que, conforme´ment aux e´tudes de´ja` effectue´es [Gelmont et al., 1992b],
la contribution des phonons acoustiques a e´te´ ne´glige´e. Nous avons reporte´ sur la figure 3.1
les probabilite´s de collisions obtenues pour une densite´ e´lectronique n = 5.4× 1014 cm−3 et
une tempe´rature de 77 K. Sur ces re´sultats, nous pouvons identifier trois re´gions, la pre-
mie`re correspondant aux e´nergies e´lectroniques comprises entre 0 et 30 meV. Dans cette
zone, les collisions avec les impurete´s ionise´es sont pre´ponde´rantes. Ce n’est plus le cas dans
la deuxie`me partie, correspondant a` des e´nergies comprises entre 30 et 200 meV environ,
ou` ce sont les collisions avec les phonons optiques polaires du mode HgTe qui sont pre´do-
minantes. Remarquons toutefois que les probabilite´s de collision avec les impurete´s ionise´es
restent importantes dans cette re´gion, et par ailleurs supe´rieures au taux d’e´mission de pho-
nons optiques polaires du mode CdTe. La troisie`me et dernie`re partie concerne les e´nergies
e´lectroniques supe´rieures a` 200 meV pour lesquelles les collisions ionisantes via le processus
de ge´ne´ration Auger sont les plus probables. Remarquons que ces e´nergies sont tre`s e´leve´es
et que, par conse´quent, tre`s peu d’e´lectrons sont en mesure de les atteindre en conditions
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Figure 3.1 : Probabilite´s de collision en fonction de l’e´nergie des porteurs
pour n = 5.4× 1014 cm−3. Les courbes 1 a` 8 repre´sentent la
probabilite´ totale (1), l’ionisation par impact (2), les deux
modes d’e´mission de phonons optiques HgTe et CdTe (respec-
tivement 3 et 5), les impurete´s ionise´es (4), les deux modes
d’absorption de phonons optiques polaires HgTe et CdTe (res-
pectivement 6 et 8) et le de´sordre d’alliage (7).
proches de l’e´quilibre thermodynamique.
3.2 Calcul de la fonction de distribution et des parame`tres
cine´tiques
A` partir des donne´es cristallographiques et e´lectroniques recense´es dans les chapitres pre´-
ce´dents ainsi que des probabilite´s d’occurrence des diffe´rents me´canismes de collision, nous
avons calcule´ la fonction de distribution e´lectronique ainsi que les parame`tres cine´tiques de
transport dans le MCT. Nous conside´rons ici comme parame`tres cine´tiques les grandeurs
vitesse, e´nergie, mobilite´ et masse effective e´lectronique. La densite´ e´lectronique fera l’objet
d’une e´tude a` part. Les valeurs des diffe´rents parame`tres utilise´s par notre simulateur Monte
Carlo sont reporte´es dans le tableau 3.1.
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Symbole Grandeur Valeur
α Coefficient de non-parabolicite´ 10.4 eV−1
∆ E´nergie de split-off 1 eV
∆t Pas sur le temps 10−14 s
∆c Offset des bandes de conduction 1.55 eV
g Largeur de bande interdite 91 meV
th E´nergie de seuil pour l’ionisation par impact 92 meV
κ∞ Constante die´lectrique relative hautes fre´quences 9.8
κr Constante die´lectrique relative statique 13.7
mc Masse effective des e´lectrons en fond de valle´e Γ 0.007
Ncat Densite´ de cations 1.48× 1022 cm−3
ni Densite´ intrinse`que de porteurs 5.75× 1013 cm−3
ωop1 Pulsation du phonon optique polaire, mode CdTe 2.92× 1013 s−1
ωop2 Pulsation du phonon optique polaire, mode HgTe 2.62× 1013 s−1
P E´le´ment de matrice de Kane 8.28× 10−10 eVm
Pii Parame`tre pour l’ionisation par impact 10
12 s−1
ψ Parame`tre pour l’ionisation par impact 3
T Tempe´rature du re´seau 77 K
x Proportion de cadmium 0.205
Tableau 3.1 : Valeurs des diffe´rents parame`tres d’entre´e du simulateur
Monte Carlo.
Nous avons vu dans les chapitres pre´ce´dents que le temps caracte´ristique des processus
de ge´ne´ration et de recombinaison Auger est de l’ordre de la microseconde. Or, la figure 3.1
montre que tous les taux de collisions sont infe´rieurs a` environ 1014 s−1 et que, par conse´quent,
leur temps caracte´ristique est de l’ordre de la picoseconde. Cette grande diffe´rence entre les
constantes de temps implique que les parame`tres cine´tiques sont controˆle´s par les processus
de collision et ne subissent pas les effets de la ge´ne´ration-recombinaison.
De plus, la prise en compte des processus Auger n’est pas ne´cessaire pour le calcul de la
fonction de distribution puisqu’ils n’ont que des effets ne´gligeables sur celle-ci [Gelmont et al.,
1992a].
Par conse´quent, dans un premier temps, nous ne prenons pas en compte les processus de
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ge´ne´ration-recombinaison dans notre mode`le.
3.2.1 La fonction de distribution
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Figure 3.2 : Fonction de distribution e´lectronique a` l’e´quilibre thermodyna-
mique en fonction de la composante kx du vecteur d’onde (a) et
en e´nergie (b), pour du MCT avec n = 5.4× 1015 cm−3 et pour
une tempe´rature de 77 K. La direction x est celle dans laquelle
est applique´e le champ e´lectrique. Les courbes en pointille´s et
en traits continus correspondent respectivement aux calculs ef-
fectue´s avec et sans prise en compte de la de´ge´ne´rescence.
Nous avons reporte´ sur la figure 3.2 la fonction de distribution des e´lectrons a` l’e´quilibre
thermodynamique en fonction de la composante kx du vecteur d’onde (a) et en e´nergie (b),
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pour une densite´ de porteurs libres n = 5.4× 1015 cm−3. Dans le but de mettre en e´vidence les
effets de la de´ge´ne´rescence, nous pre´sentons deux courbes : l’une ne´gligeant et l’autre prenant
en compte ce phe´nome`ne. Nous pouvons remarquer que lorsque la de´ge´ne´rescence n’est pas
conside´re´e, les valeurs de la fonction de distribution aux faibles valeurs de kx de´passent
l’unite´, impliquant une probabilite´ d’occupation des e´tats concerne´s supe´rieure a` un. Cela ne
correspond a` aucune re´alite´ physique mais montre toutefois que la de´ge´ne´rescence ne peut
eˆtre ignore´e si l’on veut de´crire correctement le transport e´lectronique pour cette densite´
e´lectronique. En effet, lorsque la de´ge´ne´rescence est introduite, cette anomalie est corrige´e,
et la fonction de distribution est bien infe´rieure a` un quelle que soit la valeur de kx. En
contrepartie, les e´tats dont les vecteurs d’ondes sont en valeurs absolues supe´rieurs a` environ
5× 107 m−1 ont des probabilite´s d’occupation plus grandes puisque les e´lectrons qui, du fait
du principe d’exclusion de Pauli, ne peuvent trouver de place dans les e´tats occupe´s, migrent
vers des e´tats d’e´nergies plus e´leve´es [voir figure 3.2(b)].
Figure 3.3 : Fonction de distribution en e´nergie pour du MCT avec
n = 5.4× 1014 cm−3 a` 77 K et pour diffe´rents champs e´lec-
triques.
Nous avons reporte´ dans la figure 3.3 les fonctions de distribution en e´nergie, obtenues
pour une densite´ e´lectronique n = 5.4× 1014 cm−3 et pour des champs e´lectriques de 50, 150
et 250 V/cm. En vertu de la discussion faite au paragraphe 1.2.4, nous avons ne´glige´ les effets
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de la de´ge´ne´rescence pour cette concentration.
Nous pouvons remarquer que la fonction de distribution de´croˆıt fortement avec l’e´nergie
e´lectronique. En effet, les e´lectrons ont tendance a` se relaxer vers les e´nergies les plus basses.
Toutefois, si l’on regarde les e´tats de hautes e´nergies, on remarque que leur probabilite´ d’oc-
cupation varie avec champ e´lectrique. En effet, plus le champ e´lectrique est important, plus
les e´lectrons sont en mesure d’accumuler de l’e´nergie. De fait, il peuvent atteindre des e´tats
d’e´nergies plus e´leve´es, ce qui rend la probabilite´ d’occupation de ces derniers plus importante.
Remarquons que, pour les valeurs les plus e´leve´es de l’e´nergie, la fonction de distribution
telle que nous l’avons calcule´e perd de sa pre´cision. En effet, a` travers l’approche Monte Carlo
et la simulation directe de la dynamique des porteurs de charges, plus l’e´nergie d’un e´tat est
e´leve´e, plus le nombre d’e´lectrons en mesure de l’atteindre est faible. La statistique se trouve
de fait appauvrie aux e´nergies les plus hautes. Toutefois, la fonction de distribution peut eˆtre
ramene´e pour les hautes e´nergies a` une maxwellienne correspondant a` une tempe´rature Te et
de fait approche´e par une expression de la forme [Gelmont et al., 1992a] :
f() = A exp(− 
kB Te
) (3.1)
ou` Te est la tempe´rature e´lectronique. Une comparaison entre la fonction de distribution
calcule´e et son approche analytique est faite sur la figure 3.4 pour des champs e´lectriques
de 50, 150 et 250 V/cm. A` toutes fins utiles, nous avons de´termine´ a` partir des re´sultats
obtenus avec notre simulateur Monte Carlo les valeurs de A et de kBTe pour diffe´rents champs
e´lectriques et pour n = 5.4× 1014 cm−3, et nous les avons reporte´es dans le tableau 3.2.
3.2.2 L’e´nergie moyenne
Nous avons calcule´ l’e´nergie moyenne e´lectronique a` l’aide de l’algorithme de´crit dans
l’annexe B et l’avons reporte´e en fonction du champ e´lectrique et pour diffe´rentes densite´s
d’e´lectrons libres sur la figure 3.5. Nous rappelons que, en vertu de ce que nous avons dit dans
la section 2.3.3 (page 74), nous prenons la densite´ d’impurete´s ionise´es nI e´gale a` la densite´
e´lectronique n.
94
Chapitre 3 – E´tude du re´gime statique
Figure 3.4 : Fonction de distribution en e´nergie et son approximation par
une maxwellienne pour dans le MCT avec n = 5.4×1014 cm−3,
a` 77 K et pour diffe´rents champs e´lectriques.
Champ e´lectrique (V/cm) A kBTe (meV)
10 0.195 6.75
50 0.182 6.87
100 0.228 7.00
150 0.256 7.28
200 0.192 8.10
250 0.155 8.98
300 0.139 9.82
350 0.093 11.3
Tableau 3.2 : Valeurs utilise´es pour approcher la fonction de distribution
par une maxwellienne, pour une densite´ d’e´lectrons libres
n = 5.4× 1014 cm−3.
Quelle que soit la densite´ d’e´lectrons libres, la courbe de l’e´nergie moyenne des e´lectrons en
fonction du champ e´lectrique peut eˆtre de´compose´e en deux parties. La premie`re d’entre elles
correspond aux champs e´lectriques infe´rieurs a` 50 V/cm, pour lesquels l’e´nergie moyenne reste
quasiment constante. Dans ce cas, le champ e´lectrique est peu e´leve´ et les diffe´rentes collisions
suffisent a` dissiper l’e´nergie qu’il transmet aux e´lectrons libres. L’e´change e´nerge´tique entre
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Figure 3.5 : Energie moyenne des porteurs en fonction du champ e´lectrique
pour diffe´rentes densite´s d’e´lectrons libres.
le gaz e´lectronique et le re´seau est alors e´quilibre´ et la valeur de l’e´nergie moyenne est celle de
l’e´quilibre thermodynamique 0. Nous pouvons remarquer sur la figure 3.5 que cette e´nergie
est plus e´leve´e lorsque la densite´ d’e´lectrons libres vaut n = 5.4× 1015 cm−3. C’est la` l’un
des effets de la de´ge´ne´rescence qui, comme nous l’avons vu dans la section 3.2.1, pousse les
e´lectrons libres a` migrer vers les e´tats d’e´nergies plus e´leve´es. Remarquons que, en l’absence de
de´ge´ne´rescence et en conside´rant une bande de conduction parabolique, l’e´nergie a` l’e´quilibre
thermodynamique ve´rifie la relation :
0 =
3
2
kBT (3.2)
avec T = 77 K. Dans le MCT, si l’on conside`re les densite´s d’e´lectrons libres pour lesquelles la
de´ge´ne´rescence peut eˆtre occulte´e, la forte non-parabolicite´ de la bande de conduction rame`ne
cette e´nergie a` 0 = 12 meV au lieu d’environ 10 meV.
La deuxie`me partie de la courbe de l’e´nergie moyenne correspond aux champs e´lectriques
supe´rieurs a` 50 V/cm. On peut observer dans cette zone une augmentation de l’e´nergie
moyenne avec le champ e´lectrique. En effet, lorsque celui-ci devient suffisamment important,
les collisions ne suffisent plus a` dissiper l’e´nergie qu’il apporte aux e´lectrons. Leur e´nergie
96
Chapitre 3 – E´tude du re´gime statique
moyenne augmente alors, en meˆme temps que le nombre de collisions ine´lastiques, jusqu’a`
ce qu’un nouvel e´quilibre soit obtenu. La relation (3.2) n’est de fait plus valable et doit eˆtre
remplace´e par l’expression :
 =
3
2
kBTe (3.3)
ou` Te est la tempe´rature e´lectronique. Du fait de l’augmentation de l’e´nergie moyenne, cette
tempe´rature devient supe´rieure a` la tempe´rature T du re´seau re´seau cristallin. Tout se passe
alors comme si les e´lectrons chauffaient de plus en plus au fur et a` mesure que le champ
e´lectrique augmente. On dit dans ce cas que le transport e´lectronique se fait en re´gime de
porteurs chauds.
Dans le MCT, l’e´nergie des phonons optiques polaires se situe autour de 20 meV. L’e´nergie
e´lectronique dissipe´e par chacune de leurs e´missions est de fait peu importante. Les collisions
avec les phonons ne sont alors plus en mesure de thermaliser les e´lectrons a` partir de champs
relativement faibles, en l’occurrence de 50 V/cm.
Dans le but de faciliter l’utilisation des courbes d’e´nergie moyenne que nous avons calcule´es
dans des simulateurs commerciaux utilisant des parame`tres d’entre´e sous formes analytiques,
nous avons approche´ celles-ci par des expressions de la forme [Ali Omar et Reggiani, 1987] :
(E) = 0
[
1 +
(
E
Ec
)β]ζ
(3.4)
Les valeurs des parame`tres utilise´s dans la relation 3.4 sont reporte´es pour les diffe´rentes
densite´s e´lectroniques conside´re´es dans le tableau 3.3. A` titre de comparaison, les valeurs de
n (cm−3) 0 (meV) Ec (V/cm) β ζ
1014 11.54 148 2.20 0.35
5.4× 1014 11.54 218 1.95 0.56
1015 11.60 268 1.76 0.69
5.4× 1015 14.97 494 1.65 1.1
Tableau 3.3 : Valeurs des parame`tres utilise´s pour exprimer analytiquement
l’e´nergie moyenne.
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l’e´nergie moyenne calcule´es par le simulateur Monte Carlo et les courbes analytiques ont e´te´
reporte´es sur la figure 3.6.
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Figure 3.6 : Valeurs de l’e´nergie moyenne calcule´es par le simulateur Monte
Carlo (symboles) et expressions analytiques (lignes).
3.2.3 La vitesse de de´rive
Nous avons calcule´ la vitesse de de´rive des e´lectrons a` l’aide de l’algorithme de´crit dans
l’annexe B et l’avons reporte´e en fonction du champ e´lectrique et pour diffe´rentes densite´s
d’e´lectrons libres sur la figure 3.7.
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Figure 3.7 : Vitesse de de´rive des e´lectrons en fonction du champ e´lectrique
calcule´e par notre simulateur Monte Carlo pour des densi-
te´s e´lectroniques n = 1014 cm−3 (1), n = 5.4× 1014 cm−3 (2),
n = 1015 cm−3 (3) et n = 5.4× 1015 cm−3 (4). La courbe 5
est issue des travaux the´oriques de Gelmont [Gelmont et al.,
1992b] pour n = 5.4× 1014 cm−3. La courbe 6 est une courbe
expe´rimentale extraite de la re´fe´rence [Dornhaus et al., 1976],
avec n = 5.4× 1014 cm−3.
Nous voyons apparaˆıtre, ici aussi, les deux re´gions que nous avons de´crites au paragraphe
pre´ce´dent lors de notre discussion sur l’e´nergie moyenne. A` faibles champs e´lectriques, la
vitesse de de´rive croˆıt line´airement avec le champ. La probabilite´ d’occupation des e´tats
de hautes e´nergies e´tant d’autant plus petite que le champ e´lectrique est faible, le nombre
d’e´lectrons en mesure d’e´mettre un phonon optique polaire est peu important. Les transitions
e´lectroniques sont de fait essentiellement dues aux impurete´s ionise´es, qui, comme nous l’avons
vu dans le chapitre 1, induisent des collisions e´lastiques. Remarquons toutefois que, pour
une valeur du champ e´lectrique, la vitesse de de´rive est d’autant plus faible que la densite´
d’impurete´s ionise´es est importante. En effet, les collisions avec les impurete´s ionise´es gagnent
en efficacite´ lorsque le dopage est plus e´leve´ et leurs effets sur la vitesse de de´rive se font de
fait plus importants.
Nous avons vu dans le paragraphe 3.2.1 que la probabilite´ d’occupation des e´tats de hautes
99
e´nergies croˆıt a` mesure que le champ e´lectrique augmente. De fait, le nombre d’e´lectrons
pouvant e´mettre un phonon optique devient plus important. Plus on rentre dans le re´gime
de porteurs chauds, plus l’efficacite´ des phonons devient grande et, bien que ceux-ci ne soient
plus en mesure de thermaliser les e´lectrons, ils limitent leur vitesse moyenne. C’est ce que
montre la figure 3.7, lorsque les champs e´lectriques de´passent la cinquantaine de volts par
centime`tres.
Remarquons que, si pour un champ e´lectrique de 500 V/cm l’e´chauffement des e´lectrons
est important, les effets des impurete´s, qui dans de telles conditions auraient duˆ quasiment
disparaˆıtre, sont toujours pre´sents. En effet, on observe pour ce champ une vitesse de de´rive
plus faible pour les plus grandes densite´s de dopage. En fait, comme nous l’avons remarque´
dans le paragraphe 3.1, les collisions avec les impurete´s ionise´es gardent une probabilite´ d’oc-
currence tre`s importante lorsque les transitions dues aux phonons optiques polaires s’ave`rent
dominantes. Par conse´quent, elles continuent a` influencer les parame`tres de transport e´lectro-
nique en agissant en particulier sur la vitesse de de´rive. Toutefois, nous pouvons remarquer
que, meˆme pour les densite´s e´lectroniques les plus e´leve´es, la vitesse de de´rive dans le MCT
reste e´leve´e, puisqu’elle est de l’ordre de 4× 107 cm/s a` 500 V/cm.
A` titre de comparaison, nous avons trace´ sur la figure 3.7 des re´sultats the´oriques ex-
traits de la re´fe´rence [Gelmont et al., 1992b] et correspondant a` une densite´ d’e´lectrons libres
n = 5.4× 1014 cm−3 (courbe 5). Nous pouvons observer un accord satisfaisant entre nos cal-
culs et ces valeurs. De plus, des donne´es expe´rimentales issues de la re´fe´rence [Dornhaus et al.,
1976] ont e´te´ reporte´es a` travers la courbe 6. Nous pouvons remarquer leur accord avec nos
re´sultats Monte Carlo pour des champs e´lectriques infe´rieurs a` environ 200 V/cm. Au dela`
de ce champ, la courbe expe´rimentale croˆıt brutalement : elle ne correspond alors plus a` une
vitesse de de´rive mais traduit une augmentation du courant due aux effets de ge´ne´ration
e´lectronique.
Comme nous l’avons fait dans le cas de l’e´nergie moyenne, nous avons approche´ les courbes
issues de nos calculs de la vitesse de de´rive par des expressions analytiques de la forme [Ali
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Omar et Reggiani, 1987; Varani et al., 1995] :
v(E) = vs
E/Ec
[1 + (E/Ec)β ]
1/β
(3.5)
ou` vs, Ec et β sont des parame`tres ajustables. Nous prenons pour Ec les meˆmes valeurs que
dans le cas de l’e´nergie moyenne. Toutefois, en ce qui concerne β, nous obtenons une meilleure
interpolation des re´sultats Monte Carlo obtenus pour la vitesse en remplac¸ant les valeurs
pre´ce´demment choisies par β = 1, et ce pour toutes les densite´s e´lectroniques conside´re´es.
Les valeurs des deux autres parame`tres en fonction de la densite´ e´lectronique sont donne´es
dans le tableau 3.4. A` titre de comparaison, les valeurs de la vitesse moyenne calcule´es par
notre simulateur Monte Carlo et les courbes analytiques sont reporte´es sur la figure 3.8 pour
les diffe´rentes densite´s d’e´lectrons libres conside´re´es.
Densite´ d’e´lectrons (cm−3) vs (cm/s) Ec (V/cm)
1014 5.90× 107 148
5.4× 1014 6.46× 107 218
1015 6.79× 107 268
5.4× 1015 8.00× 107 494
Tableau 3.4 : Valeurs des parame`tres utilise´s pour exprimer analytiquement
la vitesse de de´rive.
3.2.4 La mobilite´
La mobilite´ de corde, de´finie par :
µ =
v
E
(3.6)
ainsi que la mobilite´ diffe´rentielle, donne´e par la relation :
µ′ =
dv
dE
(3.7)
ont e´te´ calcule´es et reporte´es sur la figure 3.9 en fonction du champ e´lectrique et pour
diffe´rentes densite´s d’e´lectrons libres. Nous pouvons observer que la mobilite´ de corde [fi-
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Figure 3.8 : Valeurs de la vitesse moyenne calcule´es par le simulateur Monte
Carlo (symboles) et expressions analytiques (lignes).
gure 3.9(a)] de´croˆıt avec le champ e´lectrique. Celle-ci est d’autant plus e´leve´e que la densite´
d’impurete´s ionise´es est faible, ce qui traduit l’effet des impurete´s sur la vitesse de de´rive. La
mobilite´ diffe´rentielle [figure 3.9(b)] de´crit quant a` elle la re´ponse de la vitesse a` une varia-
tion du champ e´lectrique. Celle-ci diminuant avec le champ e´lectrique, on peut en conclure
que le re´gime de porteurs chauds affecte le comportement dynamique du mate´riau. Pour les
densite´s e´lectriques conside´re´es, la mobilite´ a` champ nul est de l’ordre de 105 cm2/Vs, ce qui
correspond aux donne´es expe´rimentales pre´sente´es dans le chapitre 1.
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Figure 3.9 : Mobilite´ de corde (a.) et diffe´rentielle (b.) en fonction du champ
e´lectrique dans le MCT pour diffe´rentes densite´s d’e´lectrons
libres.
Nous avons approche´ la mobilite´ de corde et la mobilite´ diffe´rentielle a` partir de l’expres-
sion 3.5, donne´e pour la vitesse, par la relation :
µ(E) =
v
E
=
vs
E + Ec
(3.8)
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pour la mobilite´ de corde, et par :
µ′(E) =
dv
dE
= vs
1/Ec
(1 + E/Ec)2
(3.9)
pour la mobilite´ diffe´rentielle. Les valeurs vs et Ec sont les meˆmes que celles utilise´es pour la
vitesse et reporte´es dans le tableau 3.4.
Nous avons compare´ dans les figures 3.10 et 3.11 les valeurs calcule´es par le simulateur
Monte Carlo et les expressions analytiques pour la mobilite´ de corde et la mobilite´ diffe´ren-
tielle.
Enfin, les valeurs de la mobilite´ ohmique calcule´es par notre simulateur Monte Carlo ont
e´te´ reporte´es sur la figure 3.12. Celle-ci montre un bon accord de nos re´sultats avec diffe´rentes
donne´es extraites de la litte´rature.
3.2.5 La masse effective moyenne
La masse effective dans la direction du champ e´lectrique m∗ est, comme nous l’avons vu
au chapitre 2, l’un des parame`tres d’entre´e du mode`le hydrodynamique. Nous avons calcule´
celle-ci en fonction du champ e´lectrique pour diffe´rentes densite´s d’e´lectrons libres. Nous
avons utilise´ pour ce faire l’algorithme de´crit dans l’annexe B. Les re´sultats ont e´te´ reporte´s
dans la figure 3.13 sous forme de symboles et ont e´te´ approche´s par les courbes analytiques,
reporte´es en traits pleins, exprime´es par le trinoˆme de second degre´ :
m∗(E) = aE2 + bE + c (3.10)
Les valeurs de a, b et c sont donne´es en fonction de la densite´ e´lectronique dans le tableau
3.5.
Nous pouvons remarquer que la masse effective croˆıt continuˆment avec le champ e´lec-
trique, et ce quelle que soit la densite´ e´lectronique. Dans le domaine de champs conside´re´,
la masse effective double sa valeur. En effet, plus le champ e´lectrique est important, plus les
e´lectrons atteignent des e´tats d’e´nergies e´leve´es. Or, la forte non-parabolicite´ affecte la bande
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Figure 3.10 : Valeurs de la mobilite´ de corde calcule´e par le simulateur
Monte Carlo (symboles) et courbes correspondant aux expres-
sions analytiques (lignes).
Densite´ d’e´lectrons (cm−3) a (10−42 kg m2 V−2) b (10−38 kg m V−1) c (10−32 kg)
1014 2.72 9.231 0.953
5.4× 1014 3.615 3.976 0.968
1015 3.08 5.706 0.945
5.4× 1015 3.15 3.637 1.036
Tableau 3.5 : Valeurs des parame`tres utilise´s pour exprimer analytiquement
la masse effective moyenne.
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Figure 3.11 : Valeurs de la mobilite´ diffe´rentielle calcule´e par le simulateur
Monte Carlo (symboles) et courbes correspondant aux expres-
sions analytiques (lignes).
de conduction de sorte que la courbure de celle-ci, qui repre´sente l’inverse de la masse efficace,
est d’autant plus faible que l’e´nergie e´lectronique est grande. Soulignons de plus que pour
n = 5.4× 1015 cm−3, du fait de la de´ge´ne´rescence et de l’augmentation d’e´nergie e´lectronique
qui en de´coule, la masse effective moyenne a` champ nul est plus grande que pour les autres
densite´s e´lectroniques conside´re´es.
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Figure 3.12 : Mobilite´ ohmique en fonction de la densite´ e´lectronique cal-
cule´e par notre simulateur Monte Carlo ( ), et extraits des
re´fe´rences [Gelmont et al., 1992b] ( et ), [Scott, 1971] ( )
et [Nimtz et al., 1974] ( )
3.2.6 Taux de relaxation de la vitesse et de l’e´nergie
Nous avons vu, dans la section 2.4 (page 84), que l’utilisation de l’approche hydrodyna-
mique est indispensable si l’on veut pouvoir de´crire l’e´volution dans le temps de la densite´ de
porteurs et e´valuer correctement le comportement e´lectronique du mate´riau. Pour l’applica-
tion d’un tel mode`le macroscopique, la connaissance des temps de relaxation de la vitesse et
de l’e´nergie est ne´cessaire. Pour l’heure, nous avons extrait l’ensemble des grandeurs station-
naires ne´cessaires a` la re´solution des e´quations (2.102) et (2.103) (page 85), et par la` meˆme
a` la mise en place d’un simulateur de ce type.
Nous avons reporte´ sur la figure 3.14 les taux de relaxation de la vitesse νv et de l’e´nergie
ν, de´finis par
νv = 1/τv (3.11)
et
ν = 1/τ (3.12)
et ou` τv et τ ve´rifient respectivement les relations (2.55) et (2.56) (page 65).
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Figure 3.13 : Masse effective e´lectronique moyenne dans la direction du
champ en fonction du champ e´lectrique et pour diffe´rentes
densite´s d’e´lectrons libres.
Nous pouvons remarquer que le taux de relaxation de l’e´nergie croˆıt en fonction du champ
e´lectrique sur la plage de valeurs conside´re´es. En effet, a` mesure que le champ e´lectrique
augmente, le nombre de collisions ine´lastiques avec les phonons optiques polaires augmente
aussi et, par conse´quent, les processus de relaxation de l’e´nergie se font de plus en plus
nombreux. Le taux de relaxation de la vitesse varie pour sa part moins que celui de l’e´nergie.
Il augmente avec le champ e´lectrique jusqu’a` environ 300 V/cm du fait de l’efficacite´ croissante
des collisions optiques qui permettent une relaxation plus rapide de la vitesse. Puis, pour des
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Figure 3.14 : Taux de relaxation en fonction du champ e´lectrique pour les
diffe´rentes densite´s e´lectroniques conside´re´es.
champs plus e´leve´s, il de´croˆıt le´ge`rement sous l’effet de la saturation de la vitesse de de´rive et
de l’augmentation de la masse effective moyenne : les e´lectrons, plus lourds aux forts champs
e´lectriques, relaxent leurs vitesses moins rapidement. Quoi qu’il en soit, pour chaque densite´
e´lectronique conside´re´e, le taux de relaxation de la vitesse est, pour un champ donne´, supe´rieur
a` celui de l’e´nergie. Cela implique une relaxation plus rapide pour la vitesse e´lectronique que
pour l’e´nergie.
3.2.7 Grandeurs transitoires
Nous avons calcule´, a` l’aide des simulateurs Monte Carlo et hydrodynamique, la vitesse
et l’e´nergie e´lectronique en fonction du temps. Pour ce faire, a` l’instant t = 0, nous avons
applique´ sur le syste`me se trouvant a` l’e´quilibre thermodynamique un e´chelon de champ
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Figure 3.15 : Vitesse e´lectronique en fonction du temps calcule´e par la me´-
thode de Monte Carlo (MC) et par le mode`le hydrodynamique
(HD) pour les diffe´rentes densite´s e´lectroniques conside´re´es.
e´lectrique. Les re´sultats sont reporte´s pour diffe´rentes valeurs du champ e´lectrique et de la
densite´ e´lectronique sur la figure 3.15 en ce qui concerne la vitesse, et sur la figure 3.16
en ce qui concerne l’e´nergie. Les courbes hydrodynamiques (HD) sont donne´es en lignes
pointille´es et les re´sultats Monte Carlo (MC) en traits pleins. Nous pouvons remarquer que
la vitesse et l’e´nergie de´crivent toutes deux un re´gime transitoire de quelques picosecondes
avant d’atteindre une valeur stationnaire. Lorsque le champ est suffisamment e´leve´, et c’est
le cas a` 350 V/cm dans le MCT, la relaxation e´nerge´tique intervient apre`s que les e´lectrons
aient pu atteindre des valeurs de la vitesse supe´rieures a` sa valeur stationnaire, et l’on voit
apparaˆıtre pendant le transitoire un le´ger effet de survitesse.
Soulignons que, dans le cas de la vitesse comme dans celui de l’e´nergie e´lectronique, nous
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Figure 3.16 : E´nergie e´lectronique en fonction du temps calcule´e par la me´-
thode de Monte Carlo (MC) et par le mode`le hydrodynamique
(HD) pour les diffe´rentes densite´s e´lectroniques conside´re´es.
observons un excellent accord entre les re´sultats du mode`le hydrodynamique et ceux de la
me´thode Monte Carlo, ce qui valide le simulateur hydrodynamique.
3.3 E´volution de la densite´ de porteurs
Afin de comparer les re´sultats que nous avons obtenus pour la vitesse de de´rive avec la
courbe expe´rimentale reporte´e sur la figure 1.19 et extraite de la re´fe´rence [Dornhaus et al.,
1976], les densite´s de courant normalise´es ont e´te´ reporte´es sur la figure 3.17. Dans le cas
expe´rimental comme dans le cas the´orique, les dopages conside´re´s sont n0 = 5.4× 1014 cm−3.
Celle-ci montre un bon accord entre nos re´sultats et les re´sultats expe´rimentaux jusqu’a` des
champs e´lectriques d’environ 200 V/cm. Au dela`, la courbe expe´rimentale se met a` augmenter
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Figure 3.17 : Densite´ de courant normalise´e J/qn0 en fonction du champ
e´lectrique obtenue par la simulation et l’expe´rimentation, avec
n0 = 5.4× 1014 cm−3.
brutalement, ce qui peut eˆtre attribue´ a` l’augmentation de la densite´ e´lectronique attenante
a` la mise en place des processus de ge´ne´ration-recombinaison.
L’e´tape suivante ne´cessaire a` la description du comportement e´lectronique du MCT est
par conse´quent l’e´tude de l’e´volution de la densite´ e´lectronique avec le champ e´lectrique. Nous
ajoutons donc au mode`le hydrodynamique utilise´ dans le paragraphe pre´ce´dent, et dont nous
avons montre´ la fiabilite´, la description de l’e´volution temporelle de la densite´ e´lectronique.
Nous introduisons dans ce but l’e´quation (2.101) (page 85) qui de´crit la balance dans le temps
des processus de ge´ne´ration et de recombinaison Auger. Rappelons que, comme il a e´te´ dit
dans la section 2.4 (page 84), nous devons de´terminer les valeurs ade´quates des variables
R et g avant de pouvoir re´soudre cette e´quation. Si le taux de recombinaison R peut eˆtre
extrait de la litte´rature et pris e´gal a` R = 10−24 cm6s−1 [Dmitriev et Mocker, 1995], le taux de
ge´ne´ration g doit quant a` lui eˆtre calcule´ a` l’aide du simulateur Monte Carlo. A` cet effet, nous
avons introduit le phe´nome`ne d’ionisation par impact a` travers une probabilite´ de collision
ionisante donne´e par la relation (2.104) (page 85). Dans cette expression, les grandeurs Pii et
ψ ne sont pas explicite´es et doivent, avant toute chose, eˆtre de´termine´es.
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3.3.1 De´termination pre´alable des parame`tres Pii et ψ
Afin de de´terminer les valeurs des grandeurs Pii et ψ de la relation (2.104) (page 85),
nous avons cherche´ a` nous rapprocher le plus possible des donne´es expe´rimentales dont nous
disposons. A` ce titre, nous avons compare´ les re´sultats expe´rimentaux extraits de la re´fe´-
rence [Nimtz et al., 1974], et reporte´s pre´ce´demment sur la courbe 1.21 (page 46), avec des
simulations Monte Carlo effectue´es pour diffe´rentes valeurs de ces deux parame`tres. Nous
avons pris une densite´ e´lectronique n = 6× 1014 cm−3 et avons normalise´ les re´sultats de nos
calculs afin que la re´sistance ohmique soit la meˆme dans nos simulations et sur la courbe
expe´rimentale.
Parmi les diffe´rentes possibilite´s envisage´es, la figure 3.18 montre que le choix de
Pii = 10
12 s−1 et de ψ = 3 (courbe 3) me`ne a` un bon accord entre les calculs the´oriques
et les donne´es expe´rimentales (courbe 1). Le taux de collisions correspondant a` ces valeurs a
e´te´ calcule´ a` travers la relation 2.104 (page 85). C’est celui-la` meˆme que nous avons pre´ce´-
demment reporte´ sur la figure 3.1 (page 90).
Les re´sultats obtenus pour une densite´ e´lectronique n = 5.4× 1014 cm−3 sont reporte´s sur
la figure 3.19. Nous pouvons observer un accord satisfaisant entre les donne´es expe´rimentales
et nos calculs, ce qui valide notre choix concernant les deux parame`tres Pii et ψ.
3.3.2 De´termination du taux de ge´ne´ration g
D’apre`s la relation (1.37) (page 45), sous l’effet de la ge´ne´ration e´lectronique, la densite´
d’e´lectrons doit suivre une e´volution dans le temps de la forme :
n(t)
n0
= exp(gt) (3.13)
ou` n0 est la densite´ d’e´lectrons libres a` champ nul.
Nous avons de´termine´, a` l’aide de notre simulateur Monte Carlo, l’e´volution dans le temps
de la densite´ e´lectronique n. Les re´sultats obtenus pour n0 = 5.4 × 1014 cm−3 et pour diffe´-
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Figure 3.18 : Courant en fonction du champ e´lectrique mesure´ expe´rimen-
talement [Nimtz et al., 1974] (1) et simule´ a` l’aide du simula-
teur Monte Carlo pour Pii = 5× 1011 s−1 et ψ = 2 (2), pour
Pii = 10
12 s−1 et ψ = 3 (3), pour Pii = 5× 1011 s−1 et ψ = 3
(4) et pour Pii = 10
12 s−1 et ψ = 2 (5).
rentes valeurs du champ e´lectrique sont reporte´s, sous forme de symboles, dans la figure 3.20.
Nous pouvons remarquer que la densite´ e´lectronique subit bien l’e´volution temporelle de´crite
par la relation (3.13). Par analogie (voir les courbes reporte´es sur la figure 3.20), nous avons
de´termine´ la valeur du taux de ge´ne´ration e´lectronique g pour les diffe´rentes densite´s d’e´lec-
trons conside´re´es et en fonction du champ e´lectrique. Remarquons que, du fait de la faible
influence des effets de la de´ge´ne´rescence sur la fonction de distribution autour de l’e´nergie
de seuil th [voir figure 3.2(b), page 92], celle-ci n’a pas e´te´ prise en compte dans les calculs.
Les re´sultats obtenus sont donne´s dans le tableau 3.6 et reporte´s sous forme de symboles
dans la figure 3.21. Nous pouvons remarquer que, pour l’ensemble des densite´s e´lectroniques
conside´re´es, le taux d’ionisation croˆıt avec le champ e´lectrique. En effet, a` mesure que le
champ e´lectrique augmente, le nombre d’e´lectrons en mesure d’atteindre l’e´nergie ne´cessaire
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trique. Les courbes (1) et (2) repre´sentent respectivement les
simulations avec et sans ionisation par impact. La courbe avec
ionisation par impact a e´te´ calcule´e pour un temps t = 50 ns.
La courbe (3) est une courbe expe´rimentale extraite de la re´-
fe´rence [Dornhaus et al., 1976].
a` l’ionisation par impact du re´seau cristallin devient plus important.
Par la suite, les diffe´rentes valeurs de g en fonction du champ e´lectrique ont e´te´ approche´es
a` travers la formule the´orique de Shockley, donne´e par [Dmitriev et Mocker, 1995] :
g = g0 × exp(E/E0) (3.14)
ou` les grandeurs g0 et E0 sont des parame`tres ajustables, de´pendant de la densite´ e´lectronique
a` champ nul n0 et donne´s dans le tableau 3.7. A` titre de comparaison, les courbes analytiques
de Shockley ont e´te´ reporte´es avec les parame`tres ade´quats dans la figure 3.21.
Nous pouvons remarquer que le taux de ge´ne´ration, bien qu’il varie peu en fonction du
dopage, diminue le´ge`rement avec la densite´ e´lectronique. En l’absence de de´ge´ne´rescence, cela
peut eˆtre attribue´ a` l’efficacite´ croissante des collisions avec les impurete´s ionise´es qui limitent
le nombre d’e´lectrons en mesure d’ioniser le re´seau.
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Figure 3.20 : E´volution de la densite´ e´lectronique normalise´e a` la den-
site´ initiale n0 pour diffe´rentes valeurs du champ e´lectrique.
Les symboles correspondent aux calculs Monte Carlo et les
courbes a` l’expression analytique 3.13.
3.3.3 Re´solution de l’e´quation balance
La connaissance des parame`tres g et R nous permet de re´soudre l’e´quation de balance
des processus de ge´ne´ration et de recombinaison Auger (2.101) (page 85) et, par conse´quent,
de de´crire l’e´volution temporelle de la densite´ e´lectronique. Nous avons repre´sente´ sur la
figure 3.22 l’e´volution dans le temps de la densite´ e´lectronique normalise´e n(t)/n0 pour diffe´-
rentes valeurs du champ e´lectrique et pour n0 = 5.4× 1014 cm−3. Celle-ci pre´sente un re´gime
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Champ Coefficient d’ionisation g (107 s−1)
e´lectrique
(V/cm) n0 = 10
14cm−3 5.4× 1014cm−3 1015cm−3 5.4× 1015cm−3
200 0.103 0.076 0.0930 0.0620
210 0.112 0.103 0.0970 0.0730
220 0.137 0.130 0.123 0.0950
230 0.196 0.172 0.169 0.115
240 0.239 0.205 0.198 0.170
250 0.328 0.298 0.248 0.207
260 0.405 0.354 0.337 0.273
270 0.521 0.478 0.439 0.309
280 0.682 0.560 0.539 0.383
290 0.805 0.750 0.681 0.478
300 1.03 0.934 0.932 0.619
310 1.34 1.19 1.12 0.796
320 1.64 1.53 1.37 1.01
330 2.03 1.97 1.72 1.27
340 2.61 2.38 2.23 1.61
350 3.27 2.99 2.77 2.02
Tableau 3.6 : Tableau des valeurs de g obtenues par la simulation Monte
Carlo.
Densite´ e´lectronique n0 (cm
−3) g0 (s
−1) E0 (V/cm)
1014 10000 43.2
5.4× 1014 8400 42.9
1015 7900 42.8
5.4× 1015 5600 42.7
Tableau 3.7 : Tableau des valeurs de g0 et de E0 obtenues par la simulation
Monte Carlo.
transitoire de plusieurs centaines de nanosecondes avant de prendre une valeur stationnaire,
atteinte lorsque les processus de recombinaison e´quilibrent les effets de la ge´ne´ration e´lec-
tronique. Nous pouvons remarquer que plus le champ e´lectrique est e´leve´, plus la dure´e du
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Figure 3.21 : Valeurs de g calcule´es a` l’aide de notre simulateur Monte Carlo
(symboles) pour n0 = 10
14 cm−3 (a), n0 = 5.4× 1014 cm−3
(b), n0 = 10
15 cm−3 (c) et pour n0 = 5.4× 1015 cm−3 (d).
Les courbes en pointille´s correspondent a` l’expression the´o-
rique de Shockley, reporte´e avec les parame`tres ade´quats (voir
tableau 3.7).
transitoire est courte et plus la densite´ e´lectronique atteinte en re´gime stationnaire est im-
portante. En effet, lorsque le champ e´lectronique est plus e´leve´, les e´lectrons ont une capacite´
d’ionisation plus grande et, de fait, le coefficient g prend des valeurs plus importantes. La
densite´ e´lectronique augmente par conse´quent plus vite et atteint plus rapidement des valeurs
plus e´leve´es. En meˆme temps, du fait de cette croissance rapide, les processus de recombinai-
son, d’autant plus nombreux que la densite´ d’e´lectrons libres est importante, sont en mesure
de compenser la ge´ne´ration e´lectronique plus toˆt.
Les courbes de la figure 3.23 permettent d’e´valuer l’influence de la recombinaison Auger sur
la densite´ e´lectronique. En effet, elles de´crivent l’e´volution temporelle de la densite´ d’e´lectrons
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Figure 3.22 : E´volution dans le temps de la densite´ e´lectronique normali-
se´e pour n0 = 5.4× 1014 cm−3 et pour diffe´rentes valeurs du
champ e´lectrique.
libres lorsque la recombinaison e´lectronique est prise en compte et lorsque celle-ci est ne´glige´e.
Nous avons ici aussi conside´re´ une densite´ e´lectronique a` champ nul n0 = 5.4× 1014 cm−3.
Nous pouvons remarquer qu’en dessous de 50 ns, les effets de la recombinaison sont ne´-
gligeables pour la densite´ conside´re´e. En effet, pour de telles dure´es de temps, la densite´
e´lectronique ne peut atteindre des valeurs assez e´leve´es pour que le nombre de processus de
recombinaison Auger, proportionnel a` n2p d’apre`s la relation (1.33) (page 42), soit suffisam-
ment important.
Nous avons reporte´ sur la figure 3.24 la densite´ e´lectronique stationnaire ns en fonction
du champ e´lectrique pour diffe´rents dopages. Nous ve´rifions comme nous l’avons vu pre´ce´-
demment que, pour n0 donne´e, la densite´ stationnaire ns est d’autant plus importante que le
champ e´lectrique est e´leve´. De plus, pour un champ e´lectrique donne´, le rapport de densite´s
ns/n0 est d’autant plus grand que n0 est faible. En effet, les processus de recombinaison,
dont le nombre croˆıt avec la densite´ e´lectronique, sont en mesure de compenser la ge´ne´ration
e´lectronique plus rapidement lorsque les densite´s e´lectroniques a` champ nul sont plus e´leve´es.
Par contre, lorsque n0 est faible, il faut attendre que la densite´ e´lectronique n ait atteint une
valeurs suffisamment e´leve´e pour que les effets de l’ionisation par impact soit compense´s et
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Figure 3.23 : E´volution dans le temps de la densite´ e´lectronique nor-
malise´e avec et sans recombinaison e´lectronique pour
n0 = 5.4× 1014 cm−3 et pour diffe´rentes valeurs du champ
e´lectrique.
que le re´gime stationnaire soit atteint. Nous pouvons d’ailleurs remarquer que, pour la plus
grande valeur de n0 conside´re´e, la multiplication e´lectronique reste faible sur l’ensemble des
champs e´lectriques conside´re´s. En effet, elle est dans ce cas comprise entre 1 et 2 alors qu’elle
varie entre 1 et 40 pour n0 = 10
14 cm−3.
Remarquons enfin que les processus de ge´ne´ration-recombinaison influencent la densite´
e´lectronique pour des champs e´lectriques de l’ordre de 100 V/cm pour des dopages usuels,
c’est a` dire voisins de 5× 1014 cm−3.
A` partir de l’e´volution temporelle de la vitesse et de la densite´ des e´lectrons, nous avons
calcule´ la re´ponse de la densite´ de courant e´lectronique J a` un e´chelon de champ e´lectrique
a` partir de la relation :
J(t) = q n(t) v(t) (3.15)
Les re´sultats obtenus pour diffe´rentes valeurs du champ e´lectrique et pour n0 = 5.4× 1014 cm−3
sont reporte´s sur la figure 3.25. Nous pouvons observer deux temps caracte´ristiques. Le pre-
mier est de l’ordre de la picoseconde et marque une augmentation de la densite´ de courant
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14 cm−3 (1),
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Figure 3.25 : E´volution dans le temps de la densite´ de courant e´lectro-
nique pour n0 = 5.4× 1014 cm−3 et pour diffe´rentes valeurs
du champ e´lectrique.
avant que celle-ci atteigne un premier plateau. La ge´ne´ration-recombinaison n’a a` ce moment
la` que des effets ne´gligeables et ce que l’on observe est la re´ponse de la vitesse. Pour les champs
les plus e´leve´s, l’effet de survitesse se manifeste par des valeurs de la densite´ de courant tre`s
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le´ge`rement supe´rieures a` celles du plateau. Autour de 0.1 µs, la densite´ de courant pre´sente
une seconde augmentation, qui cette fois est due a` l’ionisation par impact, avant d’atteindre
une valeur stationnaire, du fait de l’e´quilibre des processus de ge´ne´ration et de recombinaison.
A` eux seuls, les processus Auger multiplient la densite´ de courant par un rapport ns/n0 entre
le premier plateau et le re´gime stationnaire.
Chaque processus d’ionisation par impact cre´ant une paire e´lectron-trou, nous avons cal-
cule´ et reporte´ sur la figure 3.26 l’e´volution de la densite´ de trous en fonction du champ
e´lectrique pour n0 = 5.4× 1014 cm−3. Nous pouvons remarquer que, lorsque la densite´ e´lec-
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Figure 3.26 : E´volution dans le temps de la densite´ de trous normalise´e pour
n0 = 5.4× 1014 cm−3 et pour diffe´rentes valeurs du champ
e´lectrique.
tronique est de´cuple´e, la densite´ de trous est multiplie´e par un facteur 100 a` 1000. En effet,
dans un mate´riau de type n, la densite´ de trous a` champ nul p0 et tre`s petite devant n0. Or,
∆p = ∆n (3.16)
et, par conse´quent :
∆p
p0
>>
∆n
n0
(3.17)
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3.4 Etude du bruit
Dans les semiconducteurs a` applications optoe´lectroniques, l’e´tude du bruit et de ses causes
possibles est importante puisqu’il ne faut pas que le signal photo-ge´ne´re´ se trouve noye´ dans les
fluctuations ale´atoires du courant. En meˆme temps, s’il peut avoir des conse´quences ne´fastes
sur les performances des semiconducteurs, le bruit permet d’obtenir des informations sur le
mate´riau auxquelles une e´tude au premier ordre ne donne pas acce`s. En particulier, il permet
l’extraction du coefficient de diffusion, parame`tre extreˆmement important dans le domaine
de la simulation.
Le coefficient de diffusion est un parame`tre de transport tre`s difficile a` mesurer expe´-
rimentalement. Pour l’heure, a` notre connaissance, aucun re´sultat, qu’il soit the´orique ou
expe´rimental, de´crivant le comportement du coefficient de diffusion en fonction du champ
e´lectrique dans le MCT n’est disponible dans la litte´rature. De plus, comme nous l’avons
vu dans le chapitre 2, c’est un parame`tre indispensable a` qui de´sire faire une simulation de
type de´rive-diffusion. C’est pourquoi l’extraction du coefficient de diffusion D est une e´tape
importante que nous nous proposons de faire a` l’aide de la simulation.
En re´gime ohmique, il est relie´ a` la mobilite´ µ par la relation d’Einstein :
Dohmique =
kBT
e
µohmique (3.18)
Lorsque l’on s’e´loigne du re´gime ohmique, la relation pre´ce´dente n’est plus valable. En effet, la
tempe´rature T doit eˆtre remplace´e par la tempe´rature de bruit TN de sorte que le coefficient
de diffusion et la mobilite´ diffe´rentielle µ′ sont relie´s, quel que soit le champ e´lectrique, par
la relation d’Einstein ge´ne´ralise´e [Nougier, 1991] :
D(E) =
kBTN (E)
e
µ′(E) (3.19)
Le coefficient de diffusion est par conse´quent lie´ au bruit dans le mate´riau semiconducteur.
Expe´rimentalement, il peut eˆtre extrait a` partir de la mesure de la tempe´rature de bruit TN
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et de la caracte´ristique I(V ).
3.4.1 Fonction d’autocorre´lation et densite´ spectrale de bruit de diffusion
Dans le cadre d’une approche Monte Carlo, le bruit est simule´ de fac¸on naturelle en ce sens
qu’il ne ne´cessite pas l’utilisation de me´thodes annexes telles que celle du champ d’impe´dance,
utilise´e dans les mode`les macroscopiques [Shockley et al., 1966]. Il suffit pour cela d’observer
les fluctuations δv(t) de la vitesse de l’un des e´lectrons simule´s en re´gime stationnaire, avec
δv(t) = v(t)− v (3.20)
ou` v est la vitesse de de´rive, pre´sente´e pre´ce´demment.
D’apre`s le the´ore`me de Wiener-Khintchine, la densite´ spectrale des fluctuations de la
vitesse e´lectronique, c’est a` dire du bruit de diffusion, est donne´e par la relation [McQuarrie,
1976; Varani et Reggiani, 1994] :
Sδv(f) = 2
∫ ∞
−∞
exp(i 2pifτ)Cδv(τ)dτ (3.21)
ou` Cδv(τ) est la fonction d’autocorre´lation des fluctuation de la vitesse e´lectronique, ve´rifiant :
Cδv(τ) = δv(t)× δv(t+ τ) (3.22)
Remarquons que, pour τ = 0, la fonction d’autocorre´lation s’e´crit :
Cδv(0) = δv(t)× δv(t) = δv2 (3.23)
et correspond donc a` la variance des fluctuations de la vitesse. On peut alors e´crire Cδv(τ)
sous la forme :
Cδv(τ) = δv2 × cδv(τ) (3.24)
ou` cδv(τ) est la fonction d’autocorre´lation normalise´e des fluctuations de la vitesse. Celle-ci a
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e´te´ reporte´e sur la figure 3.27 pour diffe´rents champs e´lectriques et densite´s d’e´lectrons libres.
Nous pouvons remarquer que, pour de faibles valeurs du champ e´lectrique, c’est a` dire pre`s
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Figure 3.27 : Fonction d’autocorre´lation normalise´e de la vitesse d’un e´lec-
tron en fonction du temps pour diffe´rentes valeurs du champ
e´lectrique et de la densite´ e´lectronique.
de l’e´quilibre thermodynamique, la fonction d’autocorre´lation de la vitesse est de la forme
cδv(t) = exp
[−t
τc
]
(3.25)
ou` τc est le temps de collision, relatif a` la de´finition de la mobilite´ :
µ = eτc/m
∗ (3.26)
Au fur et a` mesure que le champ e´lectrique augmente, la de´croissance des fonctions d’auto-
125
corre´lation se fait plus rapide. Nous avons calcule´ τc en approchant les courbes de la fonction
d’autocorre´lation cδv(τ) par l’expression 3.25, et en ne´gligeant leurs de´viations de l’allure
exponentielle. Les re´sultats reporte´s sur la figure 3.28 montrent que le temps de collision est
d’autant plus petit que le champ e´lectrique est important, et ce quelle que soit la densite´
d’e´lectrons libres. Cela est imputable a` l’efficacite´ croissante des collisions a` mesure que le
champ e´lectrique augmente et est de fait une conse´quence du re´gime de porteurs chauds.
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Figure 3.28 : Temps de collision τc en fonction du champ e´lectrique pour
diffe´rentes densite´s e´lectroniques.
Pour les faibles champs e´lectriques, le temps de collision est d’autant plus petit que la
densite´ e´lectronique est importante. En effet, pour des dopages plus e´leve´s, les collisions
avec les impurete´s ionise´es sont plus efficaces. Du coup, la dure´e qui leur est ne´cessaire pour
modifier comple`tement la vitesse d’un e´lectron est plus courte. Aux forts champs e´lectriques,
les collisions sur les impurete´s ne sont plus pre´ponde´rantes et ne controˆlent que tre`s peu la
mobilite´ e´lectronique. De fait, l’influence de la densite´ de dopage sur τc s’amenuise au fur et
a` mesure que le champ e´lectrique augmente, jusqu’a` devenir ne´gligeable.
La mobilite´ e´lectronique, calcule´e a` partir des valeurs de τc a` travers la relation (3.26), est
reporte´e sur la figure 3.29 sous la forme de carre´s vides. Du fait de la diminution du temps de
collision et de l’augmentation de la masse effective moyenne, la mobilite´ de´croˆıt en fonction
du champ e´lectrique. Nous observons de plus un bon accord entre les valeurs obtenues et
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celles de´duites pre´ce´demment de la vitesse de de´rive (reporte´es sous la forme de triangles
pleins). Ce dernier point confirme la validite´ des valeurs obtenues pour τc.
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Figure 3.29 : Mobilite´ diffe´rentielle e´lectronique en fonction du champ e´lec-
trique calcule´e a` partir de τc (carre´s vides) et de la vitesse
de de´rive (triangles pleins) pour diffe´rentes densite´s e´lectro-
niques.
Remarquons enfin que, pour des champs suffisamment e´leve´s, les courbes de cδv(t) pre´-
sentent une petite partie ne´gative qui peut eˆtre attribue´e au couplage entre les processus de
relaxation de l’e´nergie et de la vitesse [Kuhn et al., 1990] et dont l’aire est d’autant plus
grande que le champ e´lectrique est important. Cette partie ne´gative correspond aux e´lec-
trons dont la vitesse, initialement infe´rieure a` la vitesse moyenne, devient supe´rieure a` cette
dernie`re au bout de 1 a` 2 ps.
Nous avons reporte´ sur la figure 3.30 la variance δv2 en fonction du champ e´lectrique pour
les diffe´rentes densite´s d’e´lectrons libres conside´re´es. Nous pouvons remarquer que celle-ci
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Figure 3.30 : Variance des fluctuations de la vitesse e´lectronique en fonction
du champ e´lectrique pour diffe´rentes densite´s e´lectroniques.
augmente avec le champ e´lectrique. En effet, la variance des fluctuations de la vitesse est
lie´e a` une e´nergie cine´tique moyenne et suit, de fait, un comportement similaire vis-a`-vis du
champ e´lectrique.
Calculons a` pre´sent la densite´ spectrale du bruit de diffusion. Du fait de la parite´ de la
fonction d’autocorre´lation en re´gime stationnaire, l’e´quation (3.21) est ramene´e a` :
Sδv(f) = 4
∫ ∞
0
cos(2pifτ)Cδv(τ)dτ (3.27)
La figure 3.31 montre qu’a` 50 V/cm, les courbes de la densite´ spectrale de bruit de diffusion
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sont des lorentziennes, de la forme :
Sδv(f) = 4 δv2
τc
1 + (2pifτc)2
(3.28)
Pour des champs e´lectriques e´leve´s, on voit apparaˆıtre une bosse au niveau de la fre´quence
de coupure, qui correspond a` la partie ne´gative de la fonction de corre´lation.
Si l’on regarde le plateau de la densite´ spectrale, on s’aperc¸oit que la valeur de celui-ci
diminue a` mesure que le champ e´lectrique augmente. En effet, le temps de collision diminuant
plus que ce que la variance augmente (voir les figures 3.28 et 3.30) le produit δv2τc est
de´croissant.
(a) (b)
(c)
Figure 3.31 : Densite´ spectrale des fluctuations de la vitesse en fonction de
la fre´quence pour n = 1014 cm−3 (a), n = 5.4×1014 cm−3 (b),
n = 1015 cm−3 (c) et pour n = 5.4× 1014 cm−3 (d).
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3.4.2 Coefficient et longueur de diffusion
En ne´gligeant l’interaction e´lectron-e´lectron dans le mode`le Monte Carlo, le coefficient de
diffusion peut eˆtre de´duit de la valeur du bruit de diffusion a` fre´quence nulle. Quel que soit
le champ e´lectrique, il ve´rifie la relation [Varani et Reggiani, 1994] :
D =
1
4
Sδv(0) (3.29)
c’est a` dire que :
D =
∫ ∞
0
Cδv(τ)dτ (3.30)
Nous avons reporte´ sur la figure 3.32 le coefficient de diffusion statique en fonction du champ
e´lectrique pour diffe´rentes densite´s d’e´lectrons libres. A` l’image du plateau de la densite´
Figure 3.32 : Coefficient de diffusion en fonction du champ e´lectrique pour
diffe´rentes densite´s d’e´lectrons libres.
spectrale, le coefficient de diffusion de´croˆıt a` mesure que le champ e´lectrique augmente, et ce
quelle que soit la densite´ e´lectronique. De fait, tout comme les autres parame`tres de transport
pre´sente´s pre´ce´demment, le coefficient de diffusion est affecte´ par le re´gime de porteurs chauds.
Nous pouvons aussi observer que, pour un champ e´lectrique donne´, le coefficient de diffusion
est d’autant plus faible que la densite´ e´lectronique est importante. Par conse´quent, dans le
cadre d’un mode`le de´rive-diffusion, l’introduction d’une loi D(E) de´crivant l’e´volution du
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coefficient de diffusion avec le champ e´lectrique, permet une approche plus fide`le a` la re´alite´.
Remarquons enfin que, a` champ e´lectrique nul, nos calculs du coefficient de diffusion
peuvent eˆtre relie´es a` ceux de la mobilite´ a` travers la relation d’Einstein (3.18), comme le
montre la figure 3.33.
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Figure 3.33 : Coefficient de diffusion en re´gime ohmique, calcule´ par les
fonctions d’autocorre´lation (carre´s vides) et a` partir de la
mobilite´ ohmique a` travers la relation d’Einstein (triangles
pleins) en fonction de la densite´ d’e´lectrons libres.
Comme nous l’avons fait pour les autres parame`tres de transport, nous avons approche´ les
courbes du coefficient de diffusion par des expressions analytiques. Pour ce faire nous avons
conside´re´ l’expression [Ali Omar et Reggiani, 1987] :
D(E) =
D0
(1 + (E/Ec)β)ζ
(3.31)
ou` les grandeurs Ec, D0, β et ζ sont des parame`tres a` de´terminer. Les courbes du coefficient
de diffusion calcule´es par le simulateur Monte Carlo et celles correspondant aux expressions
analytiques sont trace´es sur la figure 3.34. Les valeurs des parame`tres sont reporte´es pour les
diffe´rentes densite´s e´lectroniques conside´re´es dans le tableau 3.8.
La tempe´rature de bruit TN , grandeur qui peut eˆtre mesure´e expe´rimentalement, a e´te´
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Figure 3.34 : Coefficient de diffusion calcule´ par le simulateur Monte Carlo
(symboles) et expressions analytiques (lignes) en fonction du
champ e´lectrique et pour les diffe´rentes densite´s e´lectroniques
conside´re´es.
n (cm−3) D0 (m
2/s) Ec (V/cm) β ζ
1014 0.25 148 1.04 1.09
5.4× 1014 0.19 218 0.93 1.24
1015 0.17 268 0.87 1.25
5.4× 1015 0.10 494 1.03 0.96
Tableau 3.8 : Valeurs des parame`tres utilise´s pour exprimer analytiquement
le coefficient de diffusion.
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calcule´e a` l’aide des re´sultats obtenus pour le coefficient de diffusion et de la mobilite´ diffe´-
rentielle a` travers la relation :
TN =
e D
kB µ′
(3.32)
Les re´sultats obtenus sont reporte´s sur la figure 3.35. Nous pouvons observer que, a` champ
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Figure 3.35 : Tempe´rature de bruit en fonction du champ e´lectrique pour
diffe´rentes densite´s e´lectroniques.
nul, la tempe´rature de bruit est e´gale a` la tempe´rature du re´seau T : dans ces conditions,
l’expression 2.49 est bien ramene´e a` la relation d’Einstein. Toutefois, celle-ci augmente avec
le champ e´lectrique, la diminution de la mobilite´ diffe´rentielle e´tant pre´ponde´rante devant
celle du coefficient de diffusion. Notons enfin que, pour un champ e´lectrique donne´, TN est
d’autant plus importante que la densite´ e´lectronique est faible.
A` partir du coefficient de diffusion et du temps de collision, nous pouvons calculer la
longueur de diffusion LD, donne´e par la relation [Mathieu, 2001] :
LD =
√
Dτc (3.33)
En l’absence de champ e´lectrique, les e´lectrons libres diffusent a` travers un mouvement brow-
nien du fait de leur excitation thermique : la longueur de diffusion nous informe sur la fac¸on
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dont les porteurs s’e´talent dans l’espace. Sa connaissance est particulie`rement importante
dans le cas des mate´riaux photovolta¨ıques, tels que le MCT, ou` les polarisations sont peu
importantes. En effet, elle de´termine dans ce cas la proportion de porteurs photo-ge´ne´re´s
qui seront en mesure d’atteindre la zone de charge d’espace d’une jonction pn et d’eˆtre ainsi
collecte´s. La figure 3.36 montre que LD diminue a` mesure que le champ e´lectrique augmente.
En effet, le coefficient de diffusion D et le temps de collision τc, dont il est le produit, sont
tous deux des grandeurs de´croissantes avec le champ e´lectrique.
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Figure 3.36 : Longueur de diffusion des e´lectrons en fonction du champ e´lec-
trique pour diffe´rentes valeurs de la densite´ e´lectronique.
Conclusion
Nous avons mis en place des outils de simulation, base´s sur les me´thodes Monte Carlo
et hydrodynamique, capables de de´crire les parame`tres de transport en re´gimes stationnaire
et transitoire ainsi que le bruit. Les grandeurs stationnaires, qui ne sont pour la majorite´
pas pre´sentes dans la litte´rature, ont e´te´ explicite´es puis approche´es par des expressions
analytiques afin de permettre leur utilisation dans des simulateurs macroscopiques. Nous
avons mis en e´vidence l’importance du re´gime de porteurs chauds qui apparaˆıt, dans le MCT,
de`s de faibles champs e´lectriques, puisque d’environ 50 V/cm. La grande mobilite´ du mate´riau,
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de l’ordre de 105 cm2/Vs en re´gime ohmique, a e´te´ ve´rifie´e. Au meˆme titre que la vitesse de
de´rive et l’e´nergie moyenne des e´lectrons, celle-ci subit les conse´quences du re´gime de porteurs
chauds et nous avons pu observer sa de´croissance avec le champ e´lectrique.
Nous avons par la suite de´crit les grandeurs transitoires a` l’aide d’un simulateur hydro-
dynamique. Les re´sultats de celui-ci ont e´te´ compare´s a` nos calculs Monte Carlo et nous
avons pu ve´rifier un excellent accord. Apre`s avoir calcule´ le taux de ge´ne´ration et exprime´ sa
de´pendance en fonction du champ e´lectrique a` l’aide de la formule de Shockley, nous avons
simule´ l’e´volution dans le temps de la densite´ d’e´lectrons. L’e´tude transitoire a confirme´ que
les effets de la recombinaison Auger peuvent eˆtre ne´glige´s en dec¸a` de 50 ns. Elle est toutefois
responsable de la mise en place d’un re´gime stationnaire pour des dure´es de l’ordre d’un
dixie`me de microseconde. Nous avons montre´ que la multiplication e´lectronique atteinte en
re´gime stationnaire est d’autant plus importante que la densite´ e´lectronique est faible, du fait
de la de´pendance de la recombinaison Auger envers la densite´ de porteurs libres. Remarquons
que quand la densite´ d’e´lectrons augmente dans des proportions comparables a` la densite´ a`
champ nul, la densite´ de trous subit pour sa part une tre`s forte augmentation. En effet, si elle
est initialement ne´gligeable, chaque processus d’ionisation par impact cre´e autant de trous
que d’e´lectrons.
A` l’image de la densite´ e´lectronique, la densite´ de courant subit une augmentation dans le
temps, d’autant plus importante que le champ e´lectrique est e´leve´. On voit toutefois apparaˆıtre
deux temps caracte´ristiques : le premier, de l’ordre de la picoseconde, correspond a` la re´ponse
de la vitesse et est relie´ aux diffe´rents me´canismes de collision. Le second, d’a` peu pre`s 0.1 µs,
est quant a` lui relatif aux processus de ge´ne´ration et de recombinaison Auger.
Enfin, nous avons calcule´ la densite´ spectrale de bruit dans le mate´riau et extrait par la`
meˆme le coefficient de diffusion, ouvrant ainsi des perspectives inte´ressantes pour des simu-
lations base´es sur le mode`le de´rive-diffusion. La tempe´rature de bruit ainsi que la longueur
de diffusion ont elles aussi e´te´ calcule´es.
Cette e´tude statique nous a permis de mettre en e´vidence les conse´quences lie´es aux proces-
sus de ge´ne´ration et de recombinaison Auger et de souligner les constantes de temps relatives
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aux diffe´rents phe´nome`nes physiques conside´re´s. De plus, nous avons mis en place un simula-
teur en mesure de mode´liser correctement la re´ponse transitoire des parame`tres de transport
et qui sera de ce fait capable de de´crire le re´gime dynamique. A` pre´sent, une caracte´risation
des formes d’ondes en fonction de leurs effets sur les parame`tres de transport peut eˆtre mene´e.
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Introduction
L’e´nergie des photons associe´s a` une onde hyperfre´quence irradiant le MCT n’est pas suf-
fisante pour permettre la libe´ration d’e´lectrons de la bande de valence par photo-excitation,
et ce en de´pit du faible gap du mate´riau. Toutefois, l’incidence d’une telle radiation donne
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naissance, au sein du mate´riau, a` un champ e´lectrique qui est pour sa part en mesure d’in-
fluencer la dynamique des e´lectrons libres. Dans le chapitre pre´ce´dent, consacre´ a` l’e´tude du
re´gime statique, les phe´nome`nes physiques intervenant sur le comportement e´lectronique du
mate´riau, ainsi que leurs effets sur ce-dernier, ont pu eˆtre mis en e´vidence. Ainsi, nous avons
montre´ que la ge´ne´ration e´lectronique, due aux phe´nome`nes d’ionisation par impact, influence
la densite´ d’e´lectrons a` partir de champs e´lectriques d’environ 100 V/cm et que la de´gradation
des parame`tres cine´tiques de transport, du fait de la mise en place du re´gime de porteurs
chauds, intervient de`s 50 V/cm. En ce sens, des champs e´lectriques associe´s a` des ondes e´lec-
tromagne´tiques hyperfre´quences de fortes puissances semblent eˆtre en mesure de perturber le
comportement e´lectronique du mate´riau, en induisant en particulier une augmentation de la
densite´ de courant.
Dans le cas d’un semiconducteur a` applications optoe´lectroniques, le courant d’obscurite´,
qui ne traduit aucun signal lumineux, doit eˆtre rendu aussi faible que possible afin de per-
mettre un fonctionnement optimal du photode´tecteur : toute ge´ne´ration de porteurs libres
par un autre biais que celui de l’absorption optique doit par conse´quent eˆtre e´vite´e. Si des
dispositifs de refroidissement peuvent eˆtre mis en oeuvre pour limiter autant que faire se peut
la ge´ne´ration thermique, les processus d’ionisation par impact ne peuvent pour leur part eˆtre
e´vite´s de`s lors que le champ e´lectrique permet leur activation. Il est par conse´quent inte´res-
sant d’e´tudier les effets d’un champ e´lectrique oscillant sur la ge´ne´ration e´lectronique dans
le MCT. Pour ce faire, nous menons dans ce chapitre une e´tude dynamique du transport
e´lectronique, en commenc¸ant par nous inte´resser au re´gime petit-signal. En effet, si l’e´tude de
ce dernier peut eˆtre assimile´e a` une e´valuation des effets d’un champ hyperfre´quence de faible
puissance sur le mate´riau, elle donne avant tout de nombreuses informations sur la re´ponse
fre´quentielle du gaz e´lectronique. Celle-ci est faite a` travers le de´veloppement et l’application
au cas du MCT d’une me´thode permettant d’exprimer sous forme analytique la mobilite´
diffe´rentielle en fre´quence et de de´crire, par la` meˆme, la dynamique des porteurs de charges.
Cette me´thode, base´e sur la the´orie de la re´ponse line´aire, repose sur une simplification des
e´quations de balance de la vitesse et de l’e´nergie et nous mettons de fait en oeuvre le mode`le
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hydrodynamique mis en place au chapitre pre´ce´dent. Remarquons que la fiabilite´ de ce dernier
quant aux re´sultats obtenus en re´gime transitoire a e´te´ ve´rifie´e et qu’il est par conse´quent
parfaitement adapte´ a` l’e´tude dynamique que nous menons ici.
Nous nous inte´ressons enfin au re´gime grand-signal dans le but d’e´valuer l’influence d’un
champ e´lectrique engendre´ par une onde hyperfre´quence de forte puissance sur les para-
me`tres de transport du MCT. L’e´tude est re´alise´e a` travers l’approche hydrodynamique, et
une attention particulie`re est preˆte´e a` l’e´volution de la densite´ e´lectronique sous l’effet de la
perturbation. Plusieurs formes d’ondes sont conside´re´es, pouvant correspondre a` diffe´rentes
perturbations e´mises par un radar, et l’influence des diffe´rents parame`tres (amplitude, fre´-
quence, dure´e d’impulsion, etc.) est e´value´e.
4.1 E´tude du re´gime petit-signal
L’e´tude de la mobilite´ diffe´rentielle en fre´quence permet l’e´valuation des performances
hyperfre´quences des mate´riaux et dispositifs semiconducteurs [Grubin et al., 1988]. En effet,
elle de´crit la re´ponse de la dynamique des porteurs de charges a` une perturbation harmonique
petit-signal du champ e´lectrique, et ce en fonction de la fre´quence.
Dans le cadre de nos travaux, les micro-ondes incidentes sont mode´lise´es sous la forme de
champs oscillants venant se superposer au champ e´lectrique re´gnant de´ja` au sein du mate´riau.
Dans ces conditions, une e´tude du re´gime petit-signal peut s’apparenter a` une e´valuation du
comportement e´lectronique du mate´riau lorsqu’il est expose´ a` une onde hyperfre´quence de
faible puissance et pre´sente par conse´quent un grand inte´reˆt. En effet, elle permet de voir si
des instabilite´s, des oscillations ou des amplifications sont susceptibles d’apparaˆıtre, en re´gime
dynamique, dans certains domaines de fre´quences.
Dans cette section, nous de´veloppons une me´thode permettant d’exprimer sous forme ana-
lytique la mobilite´ diffe´rentielle en fre´quence d’un mate´riau semiconducteur, et en particulier
du MCT. Celle-ci est base´e sur le mode`le hydrodynamique et trouve sa source dans la the´orie
de la re´ponse line´aire.
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4.1.1 La the´orie de la re´ponse line´aire
Dans un semiconducteur homoge`ne soumis a` un champ statique E et se trouvant en condi-
tions stationnaires, la vitesse de de´rive des e´lectrons v est fonction du champ e´lectrique. Si
l’on superpose a` ce champ une le´ge`re perturbation harmonique de faible amplitude δE(ω)
alors on retrouve une perturbation de la vitesse de de´rive δv(ω) elle aussi harmonique et
pouvant s’e´crire sous la forme :
δv(ω) = µ′v(ω)δE(ω) (4.1)
La grandeur µ′v(ω) est le tenseur mobilite´ diffe´rentielle en fre´quence. Dans ce travail, le
champ de polarisation est impose´ le long de l’un des axes de syme´trie du semiconducteur et la
perturbation est applique´e dans la direction paralle`le a` celle du champ e´lectrique, de sorte que
δv et δE sont coline´aires. De fait, le tenseur µ′v(ω) est ramene´ a` une grandeur complexe repre´-
sentant la mobilite´ diffe´rentielle longitudinale en fre´quence et reliant la grandeur δE = |δE| a`
la valeur complexe de δv(ω), note´e δv(ω), a` travers la relation simple [Vaissie`re et al., 1994] :
δv(ω) = µ′vδE(ω) (4.2)
La re´ponse de la vitesse de de´rive a` une petite perturbation δE(t) entre dans le cadre de la
the´orie de la re´ponse line´aire, et de fait δv(t) s’exprime par la relation de convolution [Price,
1982] :
δv(t) = e
∫ t
0
Kv(s) δE(t− s) ds (4.3)
ou` Kv(s) est la fonction de re´ponse de la vitesse, et e la charge e´le´mentaire. Si l’on conside`re
une perturbation e´lectrique du type δE(t) = δE cos(ωt) et que l’on utilise les notations
complexes, l’e´quation (4.3) est ramene´e a` :
δv(t) = e
{∫ t
0
Kv(s)δE cos[ω(t− s)]ds+ j
∫ t
0
Kv(s)δE sin[ω(t− s)]ds
}
(4.4)
Si maintenant on inse`re la relation (4.2) dans cette dernie`re e´quation et si l’on conside`re des
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temps tre`s longs, alors la mobilite´ diffe´rentielle en fre´quence s’exprime par la transformation
de Fourier [Gruzhinskis et al., 1993] :
µ′v(ω) = e
[∫ ∞
0
Kv(s) cos(ωs) ds− j
∫ ∞
0
Kv(s) sin(ωs) ds
]
(4.5)
Par conse´quent, l’expression de la mobilite´ diffe´rentielle en fre´quence µ′v(ω) ne de´pend que
de la fonction de re´ponse du syste`me Kv(s), qu’il s’agit de fait d’expliciter correctement.
4.1.2 De´termination de la fonction de re´ponse et de la mobilite´ diffe´ren-
tielle a` l’aide du mode`le hydrodynamique
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Figure 4.1 : Re´ponse de la vitesse de de´rive des e´lectrons a` un e´chelon de
champ e´lectrique calcule´e par le simulateur Monte Carlo.
La fonction de re´ponse peut eˆtre obtenue de fac¸on simple en de´crivant la re´ponse de
la vitesse de de´rive a` un signal de Dirac δ(t). En effet, si dans la relation (4.3) on pose
δE(t− s) = δEδ(t− s), ou` δE est un champ e´lectrique constant, alors celle-ci se rame`ne a`
δv(t) = eδE
∫ t
0
Kv(s)δ(t− s)ds = e δE Kv(t) (4.6)
Toutefois, dans le cadre d’une e´tude simule´e, l’e´chantillonnage du temps ne permet pas d’ap-
pliquer de fac¸on correcte un signal de Dirac, l’intervalle se´parant deux instants ne pouvant
pas tendre vers ze´ro. Pour contourner ce proble`me nous appliquons, en lieu et place du signal
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de Dirac, un signal de Heavyside δE θ(t) qui n’est autre que sa primitive. Afin de rester dans
le cadre de la the´orie de la re´ponse line´aire, δE doit eˆtre choisi aussi petit que possible. Dans
ces conditions, l’e´quation (4.3) s’e´crit sous la forme :
e
∫ t
0
Kv(s) δE θ(t− s)ds = δE
∫ t
s
Kv(s)ds = δv(t) (4.7)
et, de fait :
Kv(t) =
1
e δE
d
dt
δv(t) (4.8)
La fonction de re´ponse du syste`me Kv(s) peut par conse´quent eˆtre obtenue en de´rivant dans
le temps la re´ponse temporelle de la vitesse de de´rive.
Nous avons effectue´ une premie`re approche Monte Carlo en appliquant au mate´riau un
e´chelon de champ e´lectrique afin d’extraire la re´ponse de la vitesse de de´rive. Pour ne pas
sortir du re´gime line´aire, l’amplitude de l’e´chelon a e´te´ prise e´gale a` 10 % du champ e´lectrique
initial. La vitesse ainsi que le champ e´lectrique sont reporte´s en fonction du temps sur la
figure 4.1 et nous pouvons voir que, si la vitesse de de´rive re´pond bien au champ e´lectrique,
cette re´ponse est bruite´e. Ce bruit est duˆ a` la nature stochastique de la me´thode de Monte
Carlo. S’il peut eˆtre atte´nue´ en augmentant les temps ou le nombre de porteurs simule´s, il
ne peut en aucun cas eˆtre comple`tement annule´, ce qui pose d’importants proble`mes de`s lors
que l’on cherche a` de´river le signal obtenu. En effet, meˆme dans le cas ou` les amplitudes des
fluctuations sont tre`s faibles, leurs variations dans le temps peuvent rester tre`s importantes
et, de fait, compromettre la de´rivation temporelle du signal.
Simulation hydrodynamique
Le mode`le hydrodynamique e´tant de nature de´terministe, il ne pose pas ce proble`me et
offre de fait une excellente alternative a` la me´thode Monte Carlo. Nous mettons alors en
oeuvre le simulateur hydrodynamique mis en place au chapitre pre´ce´dent et adapte´ a` l’e´tude
du mate´riau homoge`ne. Celui-ci permettant de de´crire de fac¸on correcte le re´gime transitoire,
il peut eˆtre utilise´ avec confiance dans le cadre d’une e´tude dynamique.
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Remarquons que les processus de ge´ne´ration et de recombinaison Auger, du fait des grands
temps caracte´ristiques qui leurs sont associe´s, ne peuvent pas modifier de fac¸on significative
la forme de la fonction de distribution lorsqu’une faible modification du champ e´lectrique est
applique´e. De fait, nous ne nous inte´ressons pas, en re´gime petit-signal, a` l’e´volution de n(t) et
ne de´crivons que celles de la vitesse et de l’e´nergie des e´lectrons a` travers les e´quations (2.102)
et (2.103) (page 85) respectivement. Comme dans le cas statique (voir chapitre pre´ce´dent), les
parame`tres d’entre´e du simulateur hydrodynamique sont le taux de relaxation de la vitesse
de de´rive νv, celui de l’e´nergie moyenne ν ainsi la masse effective moyenne m
∗, que nous
avons calcule´s a` l’aide de notre simulateur Monte Carlo.
Nous avons tout d’abord reporte´ sur la figure 4.2 la re´ponse indicielle de la vitesse e´lec-
tronique. Celle-ci de´crit un re´gime transitoire de quelques picosecondes avant d’atteindre une
 0
 5
 10
 15
 20
 25
 0  5  10  15  20
δv
(t)
/δE
 (m
2 /V
s)
Temps (ps)
50 V/cm
150 V/cm
250 V/cm
350 V/cm
450 V/cm
Figure 4.2 : Re´ponse indicielle de la vitesse e´lectronique en fonction du
temps pour diffe´rentes valeurs du champ e´lectrique.
valeur stationnaire. Nous pouvons remarquer que, toutes proportions garde´es, la re´ponse de
la vitesse est plus faible pour les valeurs du champ e´lectrique les plus e´leve´es, ce qui est relie´ a`
la chute de la mobilite´ diffe´rentielle basse fre´quence sous l’effet du re´gime de porteurs chauds.
Nous pouvons de plus observer la pre´sence d’effets de survitesse pour les champs e´lectriques
les plus e´leve´s, rappelant ceux que nous avions remarque´s dans le cas statique pre´sente´ dans
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la section 3.2.7 (page 109).
La re´ponse indicielle e´tant la re´ponse de la vitesse e´lectronique a` un e´chelon de champ
e´lectrique, sa de´rive´e dans le temps n’est autre que la re´ponse impulsionnelle Kv(t). Cette
dernie`re a e´te´ reporte´e sur la figure 4.3, apre`s avoir e´te´ normalise´e a` sa valeur a` t = 0. Aux
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Figure 4.3 : Re´ponse impulsionnelle de la vitesse en fonction du temps pour
diffe´rentes valeurs du champ e´lectrique.
faibles champ e´lectriques, nous pouvons observer que la fonction de re´ponse de´croˆıt dans
le temps de fac¸on exponentielle, jusqu’a` s’annuler. A` mesure que le champ augmente, cette
de´croissance se fait plus abrupte. Ainsi, on voit apparaˆıtre autour de 150 V/cm une partie
ne´gative qui est d’autant plus importante que le champ est e´leve´.
Par transformation de Fourier, nous avons calcule´ la mobilite´ diffe´rentielle en fre´quence, et
nous l’avons reporte´e pour diffe´rentes valeurs du champ e´lectrique sur la figure 4.4. L’allure
de ces courbes, variant beaucoup avec le champ e´lectrique, sera discute´e dans le paragraphe
suivant.
Enfin, dans le but de ve´rifier la validite´ de notre simulateur hydrodynamique, nous avons
compare´ les valeurs obtenues pour la mobilite´ diffe´rentielle basse fre´quence avec les re´sultats
Monte Carlo pre´sente´s dans la section 3.2.4. La figure 4.5 montre un excellent accord entre
les deux approches.
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Remarquons que, si l’utilisation du simulateur hydrodynamique nous a permis de calculer
les diffe´rentes grandeurs permettant de de´crire le re´gime dynamique, il n’est pas e´vident de
relier les re´sultats obtenus a` la dynamique des porteurs de charges. Qui plus est, une e´tude
syste´matique, mene´e pour diffe´rentes densite´s e´lectroniques et diffe´rents champs e´lectriques,
peut s’ave´rer fastidieuse.
La me´thode analytique
Il est inte´ressant de de´velopper une approche permettant de de´crire le re´gime petit-signal
en facilitant une e´tude syste´matique et offrant la possibilite´ de relier les re´sultats obtenus
au comportement microscopique des porteurs de charges. Nous avons a` ce titre utilise´ une
me´thode permettant d’exprimer la fonction de re´ponse et la mobilite´ diffe´rentielle en fre´quence
sous formes analytiques tout en extrayant les taux de relaxation ge´ne´ralise´s ν+, ν− et νR
(voir les relations C.24 a` C.26, page 191). Celle-ci est base´e sur la line´arisation des e´quations
hydrodynamiques du fait de la faible perturbation applique´e au mate´riau en re´gime petit-
signal. Une plus ample description de la me´thode utilise´e est faite dans l’annexe C.
La figure 4.6 montre que, quelle que soit la densite´ e´lectronique conside´re´e, les taux de re-
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Figure 4.5 : Mobilite´ diffe´rentielle basse fre´quence en fonction du champ
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te´s e´lectroniques de n = 1014 cm−3 et n = 1015 cm−3 (a) ainsi
que de n = 5.4× 1014 cm−3 et n = 5.4× 1015 cm−3 (b).
laxation ge´ne´ralise´s sont re´els aux faibles champs e´lectriques, c’est a` dire en dessous d’environ
50 V/cm, et complexes pour les champs plus e´leve´s.
Dans le cas re´el, on peut observer leur augmentation avec le champ e´lectrique, soulignant
l’efficacite´ croissante des processus de collision. Par analogie avec les taux de relaxation phe´-
nome´nologiques pre´sente´s sur la figure 3.14 (page 109), nous pouvons assimiler ν+ au taux
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Figure 4.6 : Taux de relaxation ge´ne´ralise´s en fonction du champ e´lectrique
pour diffe´rentes densite´s d’e´lectrons libres. Se reporter a` l’an-
nexe C pour les de´finitions des diffe´rentes grandeurs.
de relaxation de la vitesse νv et ν− a` celui de l’e´nergie ν.
Dans le cas complexe, la pre´ce´dente analogie ne peut plus eˆtre faite. La relaxation de la vi-
tesse et celle de l’e´nergie sont fortement couple´es du fait de l’action jointe du champ e´lectrique
et des collisions avec les phonons optiques polaires. En effet, l’e´nergie des phonons e´tant re-
lativement faible (voisine de 20 meV), des champs e´lectriques mode´re´s permettent la mise en
place d’une action combine´e de l’acce´le´ration et de l’e´mission e´lectronique. Plus pre´cise´ment,
les e´lectrons, acce´le´re´s par le champ e´lectrique, sont en mesure d’e´mettre en peu de temps un
phonon optique polaire avant de retourner pre`s du fond de la bande de conduction, et ainsi
de suite. Cette dynamique ordonne´e explique la pre´sence, aux forts champs e´lectriques, d’une
partie ne´gative dans la fonction de re´ponse. En effet, elle est responsable de l’apparition dans
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Kv(t) d’une composante oscillante a` la fre´quence ω0. Toutefois, le facteur d’amortissement
νR est plus grand que la fre´quence d’oscillation ω0, comme le montre la figure 4.6(a), et ce
qui devrait apparaˆıtre comme une oscillation se traduit par une partie ne´gative. En outre,
plus le champ e´lectrique est e´leve´, plus le nombre d’e´lectrons participant au processus de´crit
est grand et plus la partie ne´gative est importante.
Nous avons reporte´ sur la figure 4.7 la fonction de re´ponse pour une densite´ e´lectronique
n = 1014 cm−3 et pour diffe´rentes valeurs du champ e´lectrique en prenant soin de comparer
les re´sultats obtenus par la me´thode analytique (courbes) et ceux de notre simulateur hydro-
dynamique (symboles). Nous pouvons remarquer un excellent accord entre les deux approches
utilise´es tendant a` valider nos re´sultats.
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Figure 4.7 : Fonction de re´ponse Kv(s) normalise´e a` sa valeur a` t = 0 pour
n = 1014 cm−3 et pour des champs e´lectriques de 50, 150 et
450 V/cm. Les courbes correspondent aux re´sultats obtenus
avec la me´thode analytique et les symboles a` ceux du simula-
teur hydrodynamique mis en oeuvre pre´ce´demment.
Nous avons calcule´ a` l’aide des relations (C.35) et (C.36) la mobilite´ diffe´rentielle en fonc-
tion de la fre´quence pour des densite´s e´lectroniques de n = 1014 cm−3 et n = 1015 cm−3. Nous
avons reporte´ sous forme de courbes les re´sultats obtenus pour diffe´rents champs e´lectriques
sur la figure 4.8 et les avons compare´s a` ceux du simulateur hydrodynamique, donne´s sous
forme de symboles. Comme dans le cas de la fonction de re´ponse, nous pouvons remarquer
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un excellent accord entre les deux approches.
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Figure 4.8 : Partie re´elle (µ′r) et partie imaginaire (µ
′
i) de la mobilite´
diffe´rentielle en fonction de la fre´quence et pour diffe´rents
champs e´lectriques. Les courbes correspondent aux re´sultats
obtenus par la me´thode analytique pour des concentrations
de n = 1014 cm−3 (traits pleins) et de n = 1015 cm−3 (poin-
tille´s). Les symboles correspondent aux re´sultats obtenus a`
l’aide du simulateur hydrodynamique pour des densite´s e´lec-
troniques de n = 1014 cm−3 (carre´s pleins) et de n = 1015 cm−3
(carre´s vides).
Pour de faibles champs e´lectriques, la partie re´elle de´crit une Lorentzienne, caracte´ristique
de la mobilite´ en fre´quence dont la fre´quence de coupure se situe autour de 40 GHz. La partie
imaginaire est pour sa part ne´gative sur toute la gamme de fre´quences. Elle traduit le de´pha-
sage entre le champ e´lectrique et la vitesse e´lectronique qui se fait de plus en plus important
a` mesure que l’on se rapproche de la fre´quence de coupure. Ce de´phasage limite l’efficacite´
du champ e´lectrique sur la dynamique des porteurs qui re´pondent moins rapidement a` la
perturbation et qui pre´sentent de fait une mobilite´ moins importante. Au dela` de 100 GHz,
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les fre´quences de perturbation correspondent a` des pe´riodes d’acce´le´ration des e´lectrons infe´-
rieures a` la dure´e du re´gime transitoire de la vitesse et de l’e´nergie e´lectronique, pre´sente´e au
paragraphe 3.2.7 (page 109). De fait, les e´lectrons n’ont pas le temps de prendre de la vitesse
que le champ e´lectrique a de´ja` change´ de direction. La re´ponse dynamique des e´lectrons s’en
trouve alors extreˆmement affecte´e, et la mobilite´ diffe´rentielle de´croˆıt, jusqu’a` devenir nulle.
Pour de forts champs e´lectriques, la partie re´elle s’e´loigne de la Lorentzienne et l’on voit
apparaˆıtre une bosse. Celle-ci, d’autant plus importante que le champ e´lectrique est e´leve´,
correspond a` la partie ne´gative de la fonction de re´ponse que nous avons mise en e´vidence
pour les champs e´leve´s. Physiquement, elle se situe autour de la fre´quence de re´sonance ω0 du
processus d’e´mission de phonons de´crit pre´ce´demment. La partie imaginaire pre´sente pour sa
part une contribution positive dont l’importance augmente avec le champ e´lectrique.
Remarquons que les densite´s e´lectroniques plus e´leve´es tendent a` atte´nuer les effets du
champ e´lectrique quant a` l’apparition de la bosse pour la partie re´elle et de la contribution
positive pour la partie imaginaire.
4.2 E´tude du re´gime grand-signal
L’e´tude du re´gime grand-signal va nous permettre d’e´valuer les effets d’une perturbation
e´lectrique de forte puissance sur le comportement e´lectronique du mate´riau et pre´sente en
ce sens un inte´reˆt fondamental. Nous avons vu pre´ce´demment que le courant d’obscurite´
doit eˆtre rendu aussi faible que possible dans les mate´riaux semiconducteurs a` applications
optoe´lectroniques afin d’eˆtre ne´gligeable devant le signal photo-ge´ne´re´, et ce pour ne pas
perturber l’interpre´tation de ce dernier. D’un autre coˆte´, un rayonnement hyperfre´quence de
forte puissance semble eˆtre en mesure d’engendrer des processus de ge´ne´ration-recombinai-
son Auger en agissant sur la dynamique des porteurs libres, et par la`-meˆme d’accroˆıtre le
courant d’obscurite´. Afin d’e´valuer dans quelles mesures les micro-ondes peuvent perturber
le bon fonctionnement d’un dispositif de photode´tection, nous faisons une caracte´risation
de diffe´rentes formes d’ondes (signal harmonique, impulsion, train d’impulsions, impulsions
hyperfre´quence et trains d’impulsions hyperfre´quence) en estimant leurs effets sur la densite´
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e´lectronique dans le mate´riau MCT.
Nous choisissons, pour chacun des cas aborde´s, une densite´ e´lectronique a` champ nul
n0 = 5.4× 1014 cm−3. En re´gime grand-signal, l’effet du champ e´lectrique sur la densite´ e´lec-
tronique ne peut plus eˆtre ne´glige´. Nous simulons alors, a` l’aide de notre simulateur hydro-
dynamique, l’e´volution dans le temps de la densite´ e´lectronique, de la vitesse, et de l’e´nergie,
a` travers les e´quations (2.101), (2.102) et (2.103) (page 85) respectivement. Pre´cisons que le
taux de ge´ne´ration g, initialement de´crit en fonction du champ e´lectrique, a e´te´ indexe´ sur
l’e´nergie pour de´crire correctement la re´ponse en fre´quence de la densite´ e´lectronique.
4.2.1 Signal harmonique
Nous avons, dans un premier temps, simule´ la re´ponse temporelle du syste`me sous l’effet
d’une perturbation harmonique de la forme :
E(t) = 300× cos(2pift) (4.9)
Vitesse e´lectronique
La figure 4.9 repre´sente le spectre de la re´ponse de la vitesse e´lectronique lorsque le syste`me
est soumis a` une perturbation de fre´quence f = 1 MHz. Nous pouvons remarquer que la
vitesse e´lectronique oscille a` la fre´quence de perturbation mais que des harmoniques d’ordres
supe´rieurs apparaissent aussi, du fait de la forte non-line´arite´ de la vitesse de de´rive pour
les champs e´lectriques conside´re´s (voir figure 3.7, page 99). La vitesse e´lectronique pouvant
eˆtre positive ou ne´gative, suivant le signe du champ e´lectrique et la direction dans laquelle
les e´lectrons sont acce´le´re´s, la relation v(E) est une fonction impaire, et c’est a` ce titre que
les harmoniques pre´sents dans le spectre de la re´ponse de la vitesse sont les multiples impairs
de la fre´quence de perturbation f . Remarquons que l’amplitude de ces harmoniques de´croˆıt
tre`s rapidement avec la fre´quence.
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Figure 4.9 : Spectre de la re´ponse de la vitesse moyenne e´lectronique v
sous l’effet d’une perturbation harmonique grand-signal de fre´-
quence f = 1 MHz, avec n0 = 5.4× 1014 cm−3.
Densite´ e´lectronique
En ce qui concerne la densite´ e´lectronique, son e´volution dans le temps sous l’effet d’une
perturbation harmonique grand-signal est reporte´e sur la figure 4.10 pour diffe´rentes fre´-
quences de perturbation. Comme dans le cas de la re´ponse a` un e´chelon de champ e´lectrique,
pre´sente´e dans la section 3.3 (page 111), la densite´ e´lectronique augmente avec le temps en
de´crivant un re´gime transitoire suivi d’un re´gime pe´riodique. La dure´e du re´gime transitoire
est d’environ 1 µs pour les diffe´rentes fre´quences conside´re´es, sauf pour la plus e´leve´e d’entre
elles, c’est a` dire f = 100 GHz, pour laquelle il dure environ 2 µs.
Nous pouvons remarquer que les courbes pre´sentent des oscillations, plus ou moins impor-
tantes suivant la fre´quence de perturbation. En effet, si leur amplitude est grande a` 1 MHz,
celles-ci se font de moins en moins importantes au fur et a` mesure que la fre´quence aug-
mente, jusqu’a` disparaˆıtre aux environs de 100 MHz. En fait, des fre´quences de cet ordre
correspondent a` des pe´riodes bien en dec¸a` du temps caracte´ristique des processus de ge´ne´-
ration-recombinaison Auger, qui est d’environ 0.1 µs, comme nous l’avons montre´ dans le
chapitre pre´ce´dent. Du fait, bien que les e´lectrons puissent acque´rir assez d’e´nergie pour io-
niser le re´seau cristallin, les variations de celle-ci se font trop rapidement pour que la densite´
152
Chapitre 4 – E´tude du re´gime dynamique
 0
 1
 2
 3
 4
 5
 0  0.5  1  1.5  2
n
(t)
/n 0
Temps (µs)
(a)
1 MHz
10 MHz
100 MHz
 0
 1
 2
 3
 4
 0  0.5  1  1.5  2
n
(t)
/n 0
Temps (µs)
(b)
100 MHz, 1 et 10 GHz
100 GHz
DC − 210 V/cm
DC − 250 V/cm
Figure 4.10 : E´volution dans le temps de la densite´ e´lectronique normalise´e
a` n0 = 5.4× 1014 cm−3 sous l’effet d’une perturbation harmo-
nique grand-signal (courbes) d’amplitude 300 V/cm et pour
des fre´quences de 1, 10 et 100 MHz (a) et de 100 MHz, 1, 10 et
100 GHz (b). Les symboles repre´sentent l’e´volution de la den-
site´ e´lectronique sous l’effet d’un e´chelon de champ e´lectrique
de 210 V/cm (triangles) et de 250 V/cm (carre´s).
e´lectronique puisse eˆtre modifie´e a` la meˆme fre´quence. Au niveau des processus de ge´ne´ration,
tout se passe comme si l’e´nergie moyenne des porteurs libres restait confine´e autour d’une
meˆme valeur sur laquelle s’indexerait le taux de ge´ne´ration. La densite´ e´lectronique augmente
alors de fac¸on monotone avant d’atteindre une valeur constante.
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Pour toutes les fre´quences comprises entre 100 MHz et 10 GHz, la figure 4.10(b) montre que
la densite´ e´lectronique e´volue de fac¸on similaire dans le cas d’une perturbation harmonique
d’amplitude 300 V/cm et dans celui d’un e´chelon de champ e´lectronique de 250 V/cm. Les
re´sultats obtenus pour des fre´quences de 100 MHz, 1 GHz et 10 GHz sont confondus, les
oscillations dues aux processus de ge´ne´ration-recombinaison ayant disparu pour ces fre´quences
de perturbation. Toutefois, pour une fre´quence de 100 GHz, les effets de la perturbation sur
la densite´ e´lectronique sont moindres et le cas harmonique doit eˆtre compare´ aux re´sultats
obtenus pour un e´chelon de champ e´lectrique de 210 V/cm. Cela s’explique par le fait que
le taux de ge´ne´ration e´lectronique n’est fonction que de l’e´nergie. Nous avons reporte´ sur la
figure 4.11 l’e´volution dans le temps du champ e´lectrique ainsi que de l’e´nergie moyenne pour
des fre´quences de 10 et 100 GHz. Nous pouvons remarquer que, a` 10 GHz, la variation de
l’e´nergie e´lectronique suit celle du champ e´lectrique. Ce n’est plus le cas a` 100 GHz ou` le
de´calage temporel induit une le´ge`re baisse de l’e´nergie. En effet, la pe´riode durant laquelle le
champ e´lectrique acce´le`re les e´lectrons est de l’ordre de la dure´e du re´gime transitoire de la
vitesse et de l’e´nergie moyenne des e´lectrons. Dans ces conditions, la dynamique e´lectronique
prend du retard sur la perturbation e´lectrique. La force acce´le´ratrice change alors de direction
avant que l’e´nergie e´lectronique ait atteint sa valeur maximale. Celle-ci s’en trouve alors
amoindrie, ce qui conduit a` une diminution du taux de ge´ne´ration Auger. Or, comme nous
l’avons vu au chapitre pre´ce´dent, un taux de ge´ne´ration g plus petit me`ne a une densite´
stationnaire plus faible et a` un re´gime transitoire plus long.
En re´gime stationnaire, la courbe de´crivant l’e´volution dans le temps de la densite´ e´lectro-
nique pour une fre´quence de 1 MHz n’e´tant pas une sinuso¨ıde parfaite (voir figure 4.10), nous
avons calcule´ sa transforme´e de Fourier discre`te et en avons reporte´ le spectre fre´quentiel
sur la figure 4.12. Nous pouvons observer un doublement de la fre´quence par rapport a` la
fre´quence de perturbation. S’en suivent des harmoniques, dus a` la forte non-line´arite´ du taux
de ge´ne´ration puisque celui-ci augmente de fac¸on exponentielle avec le champ e´lectrique (voir
paragraphe 3.3.2, page 113). Contrairement a` la vitesse de de´rive, la ge´ne´ration e´lectronique
de´crit une fonction paire du champ e´lectrique. En effet, la densite´ de porteurs ge´ne´re´s de´-
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Figure 4.11 : E´nergie moyenne e´lectronique (1) et champ e´lectrique (2) en
fonction du temps pour une fre´quence de 10 GHz (a) et de
100 GHz (b) et pour n0 = 5.4× 1014 cm−3.
pend uniquement de l’e´nergie des e´lectrons et, de fait, elle n’est pas sensible a` la direction
du champ e´lectrique mais uniquement a` son module. La transforme´e de Fourier d’une fonc-
tion paire e´tant elle aussi paire, les harmoniques pre´sents dans le spectre de la re´ponse de la
densite´ e´lectronique sont les multiples pairs de la fre´quence de perturbation.
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Figure 4.12 : Spectre fre´quentiel de la re´ponse de la densite´ e´lectronique
n(t) pour une perturbation harmonique grand-signal d’am-
plitude 300 V/cm et de fre´quence f = 1 MHz, pour
n0 = 5.4× 1014 cm−3.
Densite´ de courant
Les re´sultats obtenus pour l’e´volution temporelle de la densite´ de courant J(t) et pour
des fre´quences de 1, 10 et 100 MHz sont reporte´s sur les figures 4.13 et 4.14, pour une
densite´ d’e´lectrons a` champ nul n0 = 5.4× 1014 cm−3. Comme dans le cas statique, lors de
l’application d’un champ e´lectrique grand-signal aux fre´quences conside´re´es, la vitesse e´lec-
tronique augmente et la densite´ de courant traverse une phase transitoire avant d’atteindre,
au bout de quelques picosecondes, une premie`re valeur (voir figure 4.13). Pour des dure´es plus
importantes, la densite´ de courant oscille sous l’effet de la perturbation, comme le montre
la figure 4.14. Le re´gime cyclostationnaire n’est cependant pas atteint imme´diatement. Au
contraire, on observe un re´gime transitoire durant lequel l’amplitude de la densite´ de courant
augmente. Ce phe´nome`ne e´tant duˆ aux processus de ge´ne´ration et de recombinaison Auger,
la dure´e du re´gime transitoire, soit environ 1 µs, est la meˆme que dans le cas de la densite´
e´lectronique. L’amplitude de la densite´ de courant en l’absence de ge´ne´ration-recombinaison
a e´te´ reporte´e en pointille´s. Nous pouvons observer que les processus Auger induisent a` eux
seuls une augmentation d’un facteur ns/n0 ' 3.6 de la valeur maximale atteinte par la densite´
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Figure 4.13 : Densite´ de courant en fonction du temps pour une dure´e de
5 ps, pour n0 = 5.4× 1014 cm−3, et pour des fre´quences de
1 MHz, 10 MHz et 100 MHz. Les trois courbes sont superpo-
se´es.
de courant en re´gime cyclostationnaire.
Remarquons enfin que l’e´volution de la densite´ de courant sous une perturbation de fre´-
quence 1 MHz s’e´loigne fortement de la sinuso¨ıde du champ e´lectrique. En effet, nous avons vu
pre´ce´demment que pour cette fre´quence la densite´ e´lectronique oscille de fac¸on importante,
et l’e´tude de son spectre a re´ve´le´ une forte non-line´arite´ a` laquelle vient se superposer celle
de la vitesse e´lectronique. Le spectre fre´quentiel de J(t) en re´gime pe´riodique, reporte´ sur la
figure 4.15, re´ve`le une fonction fortement non-line´aire et impaire, puisque l’on voit apparaˆıtre
nombre d’harmoniques, dont les fre´quences sont des multiples impairs de la fre´quence de
perturbation. En effet, e´tant le produit de la vitesse, qui est une fonction impaire du champ
e´lectrique, et du nombre, qui lui est une fonction paire, la densite´ de courant est une fonction
impaire du champ e´lectrique.
Cas du mate´riau polarise´
Regardons a` pre´sent ce qu’il se passe lorsque un signal harmonique d’amplitude mode´re´e
est applique´ au mate´riau de´ja` polarise´. Pour ce faire, nous conside´rons un signal compose´
157
−1.5
−1
−0.5
 0
 0.5
 1
 1.5
 0  0.5  1  1.5  2  2.5  3  3.5  4  4.5  5
D
en
si
té
 d
e 
co
ur
an
t
(10
4  
A/
cm
2 )
Temps (µs)
(a)
−1.5
−1
−0.5
 0
 0.5
 1
 1.5
 0  0.5  1  1.5  2  2.5
D
en
si
té
 d
e 
co
ur
an
t
(10
4  
A/
cm
2 )
Temps (µs)
(b)
−1.5
−1
−0.5
 0
 0.5
 1
 1.5
 0  0.5  1
D
en
si
té
 d
e 
co
ur
an
t
(10
4  
A/
cm
2 )
Temps (µs)
(c)
Figure 4.14 : Densite´ de courant en fonction du temps pour
n0 = 5.4× 1014 cm−3, pour des fre´quences de 1 MHz (a),
10 MHz (b) et 100 MHz (c). Les courbes en pointille´s repre´-
sentent l’amplitude du courant en l’absence des processus de
ge´ne´ration-recombinaison.
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Figure 4.15 : Spectre fre´quentiel de la densite´ de courant J(t) en re´gime
cyclo-stationnaire pour une perturbation harmonique grand-
signal d’amplitude 300 V/cm, de fre´quence 1 MHz, et pour
n0 = 5.4× 1014 cm−3.
d’une partie statique non-nulle a` laquelle est ajoute´e une perturbation harmonique, de sorte
que le champ e´lectrique applique´ au mate´riau est de la forme :
E(t) = Es + Eh cos(2pift) (4.10)
ou` Es et Eh correspondent respectivement a` la composante statique et a` l’amplitude du signal
harmonique. La fre´quence f est quant a` elle prise e´gale a` 1 GHz.
Comme le montre la figure 4.16, un e´chelon de champ e´lectrique (courbe continue) et une
perturbation harmonique (courbe en pointille´s) d’amplitudes 50 V/cm n’ont tous deux que
peu d’effets sur la densite´ e´lectronique. Toutefois, lorsque un champ e´lectrique re`gne de´ja` au
sein du mate´riau, la meˆme perturbation harmonique de 50 V/cm d’amplitude peut avoir des
conse´quences relativement importantes. C’est ce que montre la figure 4.17, sur laquelle nous
pouvons remarquer que l’augmentation de la densite´ e´lectronique due a` la pre´sence de cette
perturbation est plus importante lorsque la composante continue est plus e´leve´e. De fait,
des perturbations de puissances relativement faibles ont des effets d’autant plus importants
que les mate´riaux sur lesquels elles sont applique´es sont polarise´s fortement. Bien suˆr, a`
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Figure 4.16 : Densite´ e´lectronique normalise´e a` n0 = 5.4× 1014 cm−3 en
fonction du temps pour un e´chelon de 50 V/cm (courbe conti-
nue) et pour une perturbation harmonique de 50 V/cm d’am-
plitude (courbe en pointille´s).
polarisation e´gale, une perturbation de plus grande amplitude a des effets plus importants
sur la densite´ e´lectronique, comme le montre la figure 4.18.
4.2.2 Impulsions
Nous avons vu, dans le paragraphe pre´ce´dent, que le transport e´lectronique dans le MCT
pouvait eˆtre fortement perturbe´ en pre´sence d’un champ e´lectrique sinuso¨ıdal de forte ampli-
tude. En pratique, les perturbations de fortes amplitudes e´tant ge´ne´ralement observe´es pen-
dant des temps tre`s courts, nous nous inte´ressons aux effets d’une impulsion sur le mate´riau.
Pour cela, nous e´tudions la re´ponse de la densite´ e´lectronique a` une impulsion rectangulaire
d’amplitude 300 V/cm. Nous conside´rons la composante continue du champ e´lectrique comme
nulle, et la densite´ e´lectronique initiale est prise e´gale a` n0 = 5.4× 1014 cm−3. Les re´sultats
obtenus pour des dure´es d’impulsion de 10 ns, 100 ns, 250 ns, 600 ns et 1 µs sont reporte´s
sur la figure 4.19. L’impulsion est applique´e a` l’instant t = 0.
Pour les cas conside´re´s, nous remarquons que l’allure de la densite´ e´lectronique varie avec
la dure´e d’impulsion. En effet, a` cause des temps caracte´ristiques des processus d’ionisation
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Figure 4.17 : Densite´ e´lectronique normalise´e a` n0 = 5.4× 1014 cm−3 en
fonction du temps pour diffe´rentes valeurs de la composante
continue Es, pour Eh = 0 V/cm (courbes en pointille´s) et
pour Eh = 50 V/cm (courbes en traits pleins).
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Figure 4.18 : Densite´ e´lectronique normalise´e a` n0 = 5.4× 1014 cm−3 en
fonction du temps pour Es = 100 V/cm, et pour diffe´rentes
valeurs de Eh.
par impact (de l’ordre d’un dixie`me de microseconde), la densite´ e´lectronique atteinte a` la
fin de l’impulsion varie suivant la dure´e de celle-ci. Pour les trois impulsions les plus courtes
(10, 100 et 250 ns), la densite´ e´lectronique n’a pas le temps d’atteindre sa valeur stationnaire
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Figure 4.19 : E´volution dans le temps de la densite´ e´lectronique norma-
lise´e a` n0 = 5.4× 1014 cm−3 sous l’effet d’une impulsion de
300 V/cm, pour des dure´es d’impulsions de 10 ns, 100 ns,
250 ns, 600 ns et de 1 µs.
et l’on peut observer que l’impulsion de 10 ns n’engendre qu’une faible ge´ne´ration e´lectro-
nique. Le re´gime stationnaire est cependant atteint pour les deux impulsions les plus longues
puisque, dans ces deux cas, les processus de ge´ne´ration et de recombinaison s’e´quilibrent et la
densite´ e´lectronique atteint un plateau avant de de´croˆıtre. Remarquons qu’en de´pit de dure´es
d’impulsions diffe´rentes, la de´croissance de la densite´ e´lectronique est identique apre`s une
impulsion de 600 ns et apre`s une impulsion de 1 µs. Ne´anmoins, pour des dure´es plus courtes,
nous pouvons observer une de´croissance qui est d’autant moins abrupte que l’impulsion est
bre`ve. En fait, la de´croissance de la densite´ e´lectronique, due a` la recombinaison Auger, n’est
pas directement fonction de la dure´e d’impulsion mais de la densite´ e´lectronique elle-meˆme.
Les processus de recombinaison e´tant d’autant plus nombreux que la densite´ d’e´lectrons est
grande, la dure´e de vie des porteurs est plus courte dans le cas des dopages e´leve´s. Nous pou-
vons enfin souligner le fait que la dure´e ne´cessaire pour que la densite´ e´lectronique revienne
a` sa valeur initiale est relativement longue puisque de l’ordre de la microseconde.
E´chauffement du mate´riau
Inte´ressons-nous a` pre´sent au comportement thermique du mate´riau et e´valuons l’e´le´vation
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de la tempe´rature du re´seau sous l’effet d’une impulsion continue de 1 µs de dure´e et de
300 V/cm d’amplitude. Dans ce cas, la puissance Ps traversant le semiconducteur ve´rifie la
relation :
Ps =
Q
t
= Rs I
2 (4.11)
ou` Rs est la re´sistance du semiconducteur et t la dure´e pendant laquelle est applique´e l’im-
pulsion. La quantite´ de chaleur Q est quant a` elle donne´e par l’expression :
Q = 4.18 C ∆T (4.12)
ou` C est la capacite´ calorifique du mate´riau et ∆T l’e´le´vation de tempe´rature. Pour une dure´e
d’une microseconde, il vient que :
∆T = 10−6
q n µ E2
4.18 ρ C (4.13)
ou` ρ est la masse volumique. En prenant C ' 50 cal/kg.K et E = 300 V/cm, l’e´chauffement
du mate´riau pendant l’impulsion est e´value´ a` environ 0.15 K. De fait, dans le cas du mate´riau,
l’e´le´vation de tempe´rature sous l’effet d’impulsions longues n’est pas ne´gligeable. Remarquons
toutefois que dans le cas d’un composant la pre´sence d’un substrat limite l’e´chauffement.
4.2.3 Trains d’impulsions
Figure 4.20 : Sche´ma d’un train d’impulsions applique´ au mate´riau semi-
conducteur, ou` D est la dure´e d’impulsion et d la dure´e se´pa-
rant deux impulsions successives.
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Nous venons de voir qu’une seule impulsion est en mesure de perturber fortement la densite´
e´lectronique, a` condition que son amplitude soit suffisamment grande et sa dure´e suffisamment
longue. Ainsi, nous avons pu remarquer qu’une impulsion ne durant que 10 ns n’engendre
qu’une faible ge´ne´ration e´lectronique. D’un autre coˆte´, nous avons mis en e´vidence la longue
de´croissance la densite´ e´lectronique suite a` la perturbation du syste`me par une impulsion.
Celle-ci e´tant de l’ordre de la microseconde, il est inte´ressant de regarder ce qu’il se passe
lorsque plusieurs impulsions sont applique´es de fac¸on successive au mate´riau, et ce afin de
mettre en e´vidence un e´ventuel effet d’accumulation. A` ce titre, nous avons e´tudie´ la re´ponse
de la densite´ e´lectronique a` un train d’impulsions, dont le sche´ma est donne´ dans la figure 4.20.
Influence de la dure´e d se´parant deux impulsions
Nous fixons dans un premier temps la dure´e de chaque impulsion a`D = 10 ns et l’amplitude
a` 300 V/cm. Nous avons reporte´ sur la figure 4.21 les re´sultats obtenus pour des valeurs de
d e´gales a` 50, 100 et 200 ns et pour une densite´ e´lectronique initiale n0 = 5.4× 1014 cm−3.
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Figure 4.21 : Densite´ e´lectronique normalise´e a` n0 = 5.4× 1014 cm−3 en
fonction du temps sous l’effet d’un train d’impulsions de du-
re´es 10 ns et pour diffe´rents de´lais de re´pe´tition d. Les re´-
sultats du re´gime impulsionnel (courbes en traits pleins) sont
compare´s a` ceux du re´gime statique (courbes en pointille´s).
Nous pouvons remarquer que, alors qu’une seule impulsion de 10 ns n’avait que peu d’effets
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sur la densite´ e´lectronique, la re´pe´tition de celle-ci dans des de´lais relativement brefs provoque
une augmentation conse´quente de la densite´ de porteurs. En effet, le temps de recombinaison
e´tant plus important que le de´lais de re´pe´tition, la densite´ d’e´lectrons n’a pas le temps de se
relaxer totalement entre deux impulsions et l’on observe un effet d’accumulation responsable
de l’augmentation de la densite´ d’e´lectrons libres. Cette augmentation ne se fait pas de fac¸on
monotone, et l’on peut observer que les diffe´rentes courbes de n(t) sont dentele´es. En effet,
durant l’impulsion, les processus de ge´ne´ration sont favorise´s alors que ce sont les effets de la
recombinaison qui sont pre´ponde´rants lorsque le champ applique´ est nul. De fait, l’augmen-
tation de la densite´ de porteurs est plus importante lorsque la recombinaison est favorise´e
moins longtemps, c’est a` dire lorsque les valeurs de d sont plus petites. A` titre de comparai-
son, nous avons reporte´ sur la figure 4.21 des re´sultats statiques correspondant a` peu pre`s
aux meˆmes profils temporels de densite´s e´lectroniques (courbes en pointille´s). Nous pouvons
remarquer que les effets d’un train d’impulsions de dure´es 10 ns et de 300 V/cm d’amplitude
sont e´quivalents a` ceux engendre´s par un e´chelon de champ e´lectrique de 175 V/cm lorsque
d = 200 ns, de 200 V/cm lorsque d = 100 ns, et de 225 V/cm lorsque d = 50 ns.
Remarquons enfin que, les processus de recombinaison e´tant plus actifs quand les densite´s
e´lectroniques sont plus e´leve´es, le re´gime transitoire est plus court lorsque la dure´e se´parant
deux impulsions successives est plus faible. En effet, nous pouvons observer que le re´gime
pe´riodique est atteint au bout d’environ 4 µs pour d = 200 ns (soit environ 20 impulsions),
de 3 µs pour d = 100 ns (soit environ 25 impulsions) et au bout de 2 µs pour d = 50 ns (soit
environ 30 impulsions).
Influence de la dure´e d’impulsion D
Ayant mis pre´ce´demment en e´vidence les effets de la dure´e d se´parant deux impulsions
successives, nous fixons a` pre´sent cette dernie`re a` 100 ns et e´valuons l’influence de la dure´e
d’impulsion D sur la densite´ e´lectronique. Les re´sultats obtenus pour des dure´es valeurs de
D e´gales a` 10, 20 et 100 ns sont reporte´s sur la figure 4.22.
Comme pre´ce´demment, nous pouvons observer une augmentation de la densite´ e´lectronique
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Figure 4.22 : Densite´ e´lectronique normalise´e a` n0 = 5.4× 1014 cm−3 en
fonction du temps sous l’effet d’un train d’impulsions, pour
un de´lais de re´pe´tition de 100 ns et des dure´es d’impulsion D
e´gales a` 100 ns (1), 20 ns (2), et 10 ns (3). Les re´sultats du
re´gime impulsionnel (courbes en traits pleins) sont compare´s
a` ceux du re´gime statique (courbes en pointille´s) pour des
e´chelons de champ e´lectrique de 270 V/cm (1), 225 V/cm (2)
et 200 V/cm (3).
dans le temps, due a` un effet d’accumulation. Les dure´es d’impulsions plus grandes favorisant
les processus de ge´ne´ration, nous observons une augmentation plus importante de la densite´
e´lectronique et une dure´e du transitoire plus courte pour les valeurs de d les plus grandes. A`
titre de comparaison, nous avons reporte´ sur la figure 4.22 des re´sultats statiques (courbes
en pointille´s) pour lesquels les profils temporels de la densite´ e´lectronique sont comparables a`
ceux obtenus ici. Nous pouvons remarquer que les effets d’un train d’impulsions de de´lais de
re´pe´tition 100 ns et de 300 V/cm d’amplitude sont a` peu pre`s e´quivalents a` ceux engendre´s
par un e´chelon de 200 V/cm lorsque la dure´e d’impulsion vaut D = 10 ns, et de 225 V/cm
lorsque D = 20 ns. Les valeurs obtenues pour D = 100 ns oscillent fortement autour du
profil correspondant a` un e´chelon de 270 V/cm. Remarquons enfin que le re´gime pe´riodique
est atteint pour des dure´es de 3 µs lorsque D = 10 ns (soit environ 25 impulsions), de
2 µs lorsque D = 20 ns (soit environ 15 impulsions) et de 1 µs lorsque D = 100 ns (soit 5
impulsions).
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4.2.4 Impulsions hyperfre´quence
Si une impulsion peut eˆtre applique´e en tant que telle aux bornes d’un dispositif a` l’aide
d’un ge´ne´rateur, elle ne peut se propager dans l’atmosphe`re que sous la forme d’une onde
e´lectromagne´tique, c’est a` dire en e´tant associe´e a` une fre´quence porteuse. Dans le cadre
de notre e´tude sur les effets des micro-ondes sur le comportement e´lectronique du MCT,
l’e´valuation des effets d’une impulsion hyperfre´quence sur la densite´ e´lectronique est par
conse´quent une e´tape importante. Nous avons conside´re´ une telle perturbation en choisissant
une dure´e de 1 µs et une amplitude de 300 V/cm. Les re´sultats obtenus pour diffe´rentes
valeurs de f sont reporte´s sur la figure 4.23.
Nous pouvons remarquer que la densite´ e´lectronique augmente durant l’application du
signal harmonique, sans atteindre le re´gime pe´riodique, avant de de´croˆıtre lorsque le champ
s’annule. En ce qui concerne la phase de croissance, les re´sultats obtenus sont en tout point
similaires a` ceux du cas harmonique, e´tudie´ a` la section 4.2.1, pour des dure´es de perturbation
en dec¸a` de la microseconde.
Nous pouvons remarquer que l’augmentation de la densite´ e´lectronique est moindre dans
le cas d’une impulsion hyperfre´quence que dans celui d’une impulsion continue de meˆme
amplitude et de meˆme dure´e. En effet, pour des fre´quences comprises entre 100 MHz et
10 GHz, l’e´volution de la densite´ est comparable aux re´sultats obtenus dans le cas d’une
perturbation par une impulsion continue de 1 µs de dure´e et de 250 V/cm d’amplitude.
Remarquons que, comme dans le cas harmonique, les re´sultats obtenus pour des fre´quences
de 100 MHz, 1 GHz et 10 GHz sont confondus. A` 100 GHz, la dynamique des porteurs n’est
plus en phase avec le champ e´lectrique et les re´sultats doivent eˆtre compare´s avec les effets
d’une impulsion rectangulaire de 210 V/cm d’amplitude, soulignant le fait qu’une fre´quence
porteuse tre`s importante limite les effets de la perturbation sur la densite´ e´lectronique.
Remarquons qu’a` l’instar du cas continu, le temps ne´cessaire a` la relaxation de la densite´
e´lectronique est important, tout du moins supe´rieur a` la microseconde.
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Figure 4.23 : Densite´ e´lectronique normalise´e a` n0 = 5.4× 1014 cm−3 en
fonction du temps sous l’effet d’une impulsion d’amplitude
300 V/cm et de 1 µs de dure´e, pour diffe´rentes valeurs de
la fre´quence porteuse (courbes) et sous l’effet d’un e´chelon
de champ e´lectrique de 210 V/cm (symboles triangles) et de
250 V/cm (symboles carre´s).
4.2.5 Trains d’impulsions hyperfre´quence
Nous avons pu remarquer que, bien que la pre´sence d’une fre´quence porteuse diminue
les effets de l’impulsion sur la ge´ne´ration e´lectronique, le temps de relaxation de la den-
site´ d’e´lectrons reste important. Ceci laisse attendre ici aussi les effets d’accumulation de la
densite´ e´lectronique que nous avons mis en e´vidence lors de l’application d’un train d’im-
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pulsions rectangulaires. Nous abordons alors l’e´tude de la re´ponse e´lectronique du mate´riau
a` un train d’impulsions hyperfre´quence de grande amplitude. Un sche´ma de la perturbation
conside´re´e est donne´ dans le figure 4.24. Nous fixons l’amplitude a` 300 V/cm et le dopage a`
n0 = 5.4× 1014 cm−3. Des fre´quences porteuses de 1 GHz et de 10 GHz sont conside´re´es.
Figure 4.24 : Sche´ma d’un train d’impulsions de dure´es D, de de´lais de
re´pe´tition d et de fre´quence porteuse f .
Influence de la dure´e d se´parant deux impulsions hyperfre´quence
Nous fixons dans un premier temps la dure´e d’impulsion a` D = 10 ns. Les re´sultats obtenus
pour diffe´rentes valeurs de d sont reporte´s sur la figure 4.25. Nous pouvons remarquer que la
densite´ e´lectronique e´volue de fac¸on similaire pour les deux fre´quences porteuses conside´re´es,
ces dernie`res n’agissant pas de manie`re significative sur la re´ponse de la densite´ de porteurs a`
chaque impulsion, comme nous l’avons vu dans lors de l’e´tude de l’impulsion hyperfre´quence.
Les re´sultats obtenus pour des de´lais de re´pe´tition de 10, 50 et 200 ns (reporte´s sous forme de
courbes) sont similaires a` ceux correspondant a` l’application d’e´chelons de champ e´lectrique
d’amplitudes 177, 150 et 120 V/cm respectivement (reporte´s sous forme de symboles). De
fait, a` dure´es et de´lais de re´pe´tition e´gaux, l’augmentation de la densite´ e´lectronique est
plus faible dans le cas d’un train d’impulsions hyperfre´quence que dans celui d’un train
d’impulsions continues. Par conse´quent, la pre´sence d’une fre´quence porteuse atte´nue les
effets de la perturbation.
Enfin, nous pouvons observer que, comme dans le cas du train d’impulsions continues,
un de´lais de re´pe´tition plus court engendre une augmentation de la densite´ e´lectronique plus
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Figure 4.25 : Densite´ e´lectronique normalise´e a` n0 = 5.4× 1014 cm−3 en
fonction du temps sous l’effet d’un train d’impulsions de du-
re´es 10 ns, pour diffe´rentes valeurs de la dure´e d se´parant
deux impulsions successives (courbes) et sous l’effet d’un e´che-
lon de champ e´lectrique pour diffe´rentes amplitudes (sym-
boles). Les re´sultats sont confondus pour une fre´quence por-
teuse f = 1 GHz et pour f = 10 GHz.
importante.
Influence de la dure´e d’impulsion D
Nous fixons a` pre´sent le temps se´parant deux impulsions successives a` d = 100 ns. Les
re´sultats correspondant a` des dure´es d’impulsions de 10, 20 et 100 ns sont reporte´s sous forme
de courbes sur la figure 4.26, et nous pouvons remarquer qu’ils sont similaires a` ceux obtenus
pour des e´chelons de champ e´lectrique d’amplitudes 150, 177 et 222 V/cm respectivement
(reporte´s sous forme de symboles). Une fois de plus, nous ve´rifions l’atte´nuation des effets de
la perturbation sur la densite´ e´lectronique du fait de la pre´sence d’une fre´quence porteuse.
Enfin, a` l’image de ce que nous avons vu dans le paragraphe 4.2.3, une dure´e d’impulsions
D plus grande implique une augmentation de la densite´ e´lectronique plus importante.
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Figure 4.26 : Densite´ e´lectronique normalise´e en fonction du temps sous
l’effet d’un train d’impulsions de de´lais de re´pe´tition 100 ns,
pour diffe´rentes dure´es d’impulsionsD (courbes) et sous l’effet
d’un e´chelon de champ e´lectrique, pour diffe´rentes amplitudes
(symboles). Les re´sultats sont confondus pour une fre´quence
de modulation f = 1 GHz et f = 10 GHz.
Conclusion
Tout au long de ce chapitre, nous avons mene´ une e´tude du comportement e´lectronique
du MCT en re´gime dynamique, afin d’e´valuer les effets engendre´s par un champ e´lectrique
hyperfre´quence. Dans un premier temps, nous nous sommes inte´resse´s au re´gime petit-signal.
L’analyse de celui-ci a e´te´ faite apre`s que nous ayons de´veloppe´ une me´thode, base´e sur la
the´orie de la re´ponse line´aire ainsi que sur la line´arisation des e´quations hydrodynamiques,
permettant d’exprimer la mobilite´ diffe´rentielle en fre´quence sous une forme analytique en
meˆme temps que d’extraire les taux de relaxation ge´ne´ralise´s et la fonction de re´ponse du
syste`me. En effet, les informations ainsi obtenues permettent de de´crire le comportement hy-
perfre´quence du mate´riau et de relier celui-ci a` la dynamique des porteurs de charges. Dans le
cas du MCT, nous avons montre´ que la relaxation de la vitesse et celle de l’e´nergie sont cou-
ple´es pour des champs e´lectriques supe´rieurs a` 50 V/cm. Ceci re´ve`le un ordonnancement de la
dynamique e´lectronique, qui correspond ici a` un cycle re´pe´te´ d’acce´le´rations des e´lectrons et
d’e´missions de phonons optiques polaires. Celui-ci induit une contribution oscillatoire dans le
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temps de la fonction de re´ponse, associe´e a` un amortissement qui dans le cas du MCT est tre`s
important. De fait, nous avons observe´ une le´ge`re augmentation de la mobilite´ diffe´rentielle a`
forts champs e´lectriques, due a` cette contribution oscillatoire, lorsque la fre´quence de pertur-
bation se rapproche de la fre´quence de coupure. Enfin, nous avons mis en e´vidence une chute
de la mobilite´ diffe´rentielle au dela` de 100 GHz, du fait du de´phasage entre la dynamique
des porteurs de charges et le champ e´lectrique. Remarquons que les re´sultats ainsi obtenus
pre´sentent un excellent accord avec ceux de notre simulateur hydrodynamique.
Nous avons, dans un second temps, e´value´ les effets sur le comportement e´lectronique
du MCT d’un champ e´lectrique pouvant eˆtre induit par une onde hyperfre´quence de forte
puissance. A` ce titre, une e´tude hydrodynamique des parame`tres de transport en re´gime
grand-signal a e´te´ mene´e en conside´rant plusieurs formes d’ondes. Durant l’e´tude du re´gime
harmonique, une analyse fre´quentielle de la vitesse de de´rive, de la densite´ e´lectronique et de
la densite´ de courant a montre´ la pre´sence d’harmoniques d’ordres supe´rieurs dans les spectres
de re´ponse de ces grandeurs, mettant ainsi en e´vidence leurs fortes non-line´arite´s. Par la suite,
une attention plus particulie`re a e´te´ preˆte´e a` l’e´volution temporelle de la densite´ e´lectronique.
Si celle-ci augmente dans le temps sous l’effet d’une perturbation harmonique, nous avons vu
qu’elle pre´sente des oscillations dues a` la variation du taux de ge´ne´ration, inhe´rente a` celle
du champ e´lectrique. Toutefois, ces oscillations disparaissent autour de 100 MHz, lorsque
la pe´riode du champ e´lectrique devient infe´rieure au temps caracte´ristique des processus de
ge´ne´ration. L’e´volution de la densite´ e´lectronique devient alors inde´pendante de la fre´quence
jusqu’a` environ 100 GHz ou` les effets du champ e´lectrique sont amoindris du fait du de´phasage
entre celui-ci et la re´ponse des porteurs de charges.
De plus, nous avons montre´ qu’un mate´riau dans lequel re`gne de´ja` un champ e´lectrique
de polarisation est plus sensible aux perturbations de faibles puissances.
L’analyse de la re´ponse du syste`me a` une impulsion rectangulaire nous a permis d’obser-
ver que la densite´ e´lectronique atteinte a` la fin de l’impulsion commence augmente avec la
dure´e de celle-ci. Toutefois, elle atteint une valeur stationnaire de`s lors que les processus de
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recombinaison e´quilibrent la ge´ne´ration de porteurs. De plus, nous avons pu remarquer que le
temps ne´cessaire a` la relaxation de la densite´ e´lectronique est relativement long, puisque de
l’ordre de la microseconde. Ainsi, la re´pe´tition de l’impulsion dans des intervalles de temps de
l’ordre de la dizaine a` la centaine de nanosecondes induit un effet d’accumulation de la densite´
e´lectronique. En e´tudiant la re´ponse du syste`me a` un train d’impulsions, nous avons montre´
que les effets de ce dernier s’ave`rent plus importants lorsque la ge´ne´ration est favorise´e et les
processus de recombinaison limite´s par le temps, c’est a` dire lorsque la dure´e d’impulsion est
plus longue et le de´lais de re´pe´tition plus court.
Enfin, en remarquant que la propagation dans l’atmosphe`re d’une impulsion, pouvant par
exemple eˆtre e´mise par un radar, n’est possible que lorsque celle-ci est associe´e a` une fre´quence
porteuse, nous avons e´tudie´ le cas des impulsions hyperfre´quence. Nous avons montre´ que
les effets d’une impulsion ou d’un train d’impulsions sur la densite´ e´lectronique du MCT
sont moins importants lorsque les perturbations sont associe´es a` une fre´quence porteuse que
lorsqu’elles sont rectangulaires. De plus, nous avons retrouve´, dans le cas de l’impulsion
hyperfre´quence, le comportement fre´quentiel mis en e´vidence dans le cas harmonique. Ainsi,
nous avons pu remarquer que, si des fre´quences de 100 MHz a` 10 GHz engendrent la meˆme
e´volution de la densite´ e´lectronique, les effets de la perturbations sont plus faibles pour une
porteuse de 100 GHz.
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Nous avons e´tudie´ les effets d’une onde hyperfre´quence de forte puissance sur le compor-
tement e´lectronique du Hg0.795Cd0.205Te. Cet alliage semiconducteur de type II-VI est tre`s
utilise´ dans le domaine de la photode´tection infrarouge et plus particulie`rement dans la fe-
neˆtre atmosphe´rique LWIR (Long Wavelength InfraRed), concernant les longueurs d’ondes
comprises entre 8 et 14 µm, et pre´sentant un inte´reˆt fondamental pour les applications de
vision nocturne. Pour mener a` bien ce travail, nous avons mis en place un mode`le the´orique,
base´ sur les approches Monte Carlo et hydrodynamique, et permettant de simuler le transport
de charges dans ce mate´riau, tant en re´gime statique que dynamique.
Si les parame`tres cristallographiques et un certain nombre d’informations concernant la
structure e´nerge´tique du MCT sont accessibles, la majorite´ des donne´es ne´cessaires a` la
mise en oeuvre d’un simulateur macroscopique sont absentes de la litte´rature. Or, l’approche
hydrodynamique s’ave`re la plus ade´quate a` la mode´lisation des phe´nome`nes de ge´ne´ration-
recombinaison qui jouent un roˆle tre`s important dans le mate´riau d’inte´reˆt. L’un des points
importants de ce travail a par conse´quent consiste´ en l’extraction des parame`tres ne´cessaires
a` la mise en oeuvre d’un tel mode`le a` l’aide d’un simulateur Monte Carlo. Les valeurs sta-
tionnaires de la vitesse de de´rive, de l’e´nergie moyenne et de la masse effective moyenne ont
de fait e´te´ calcule´es en fonction du champ e´lectrique. En meˆme temps, l’e´volution de la mo-
bilite´ e´lectronique avec le champ e´lectrique a e´te´ de´crite et une e´tude du bruit nous a permis
d’extraire, entre autres, le coefficient de diffusion. De plus, nous avons de´termine´ a` l’aide de
donne´es expe´rimentales les valeurs du taux de ge´ne´ration Auger, que de nouvelles mesures
permettraient d’affiner.
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L’e´tude du comportement du mate´riau en re´gime statique a mis en e´vidence l’apparition
du re´gime de porteurs chauds pour des champs e´lectriques relativement faibles, puisque d’en-
viron 50 V/cm. L’augmentation de l’e´nergie e´lectronique moyenne qui en re´sulte, associe´e
a` une forte mobilite´ et au petit gap du mate´riau, enclenche les processus d’ionisation par
impact menant a` une augmentation de la densite´ e´lectronique et par la`-meˆme de courant
pour des champs e´lectriques de l’ordre de 100 V/cm. A` travers l’analyse de la re´ponse tran-
sitoire de la dynamique e´lectronique, nous avons montre´ que la dure´e ne´cessaire pour que
la vitesse et l’e´nergie des e´lectrons atteignent leurs valeurs stationnaires est de l’ordre de la
picoseconde, soulignant ainsi un premier temps caracte´ristique du transport de charges dans
le MCT, relatif aux diffe´rents me´canismes de collision. L’e´volution de la densite´ e´lectronique
en re´ponse a` un e´chelon de champ e´lectrique a elle aussi e´te´ de´crite et nous avons pu souli-
gner son augmentation dans le temps. Qui plus est, si les effets de la recombinaison peuvent
eˆtre ne´glige´s pour des dure´es de transport de l’ordre de 50 ns, celle-ci finit par e´quilibrer
les effets de l’ionisation par impact pour mettre en place un re´gime stationnaire. Un second
temps caracte´ristique du comportement e´lectronique du mate´riau, de l’ordre d’un dixie`me de
microseconde, a ainsi pu eˆtre associe´ aux processus de ge´ne´ration-recombinaison. En ce qui
concerne la densite´ e´lectronique atteinte en re´gime stationnaire, nous avons montre´ qu’elle
est d’autant plus e´leve´e que l’amplitude de l’e´chelon de champ e´lectrique est importante. En
la comparant a` la densite´ de porteurs a` champ nul, nous avons pu e´valuer la multiplication
e´lectronique et montrer que celle-ci pouvait varier fortement suivant le dopage et le champ
e´lectrique. En effet, les processus de recombinaison Auger e´tant moins actifs pour les concen-
trations e´lectroniques les moins e´leve´es, celle-ci est d’autant plus grande que le dopage est
faible. Nous avons de plus remarque´ que, si la multiplication de la densite´ e´lectronique peut
atteindre des valeurs importantes pour des champs e´lectriques suffisamment e´leve´s, elle est
tre`s infe´rieure a` celle de la densite´ de trous minoritaires.
Dans le but d’e´valuer les effets d’un champ e´lectrique pouvant eˆtre induit au sein du ma-
te´riau par une onde hyperfre´quence incidente, nous avons e´tudie´ le re´gime dynamique. Nous
avons tout d’abord utilise´ un mode`le semi-analytique base´ sur les e´quations hydrodynamiques
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qui nous a permis de de´crire la re´ponse petit-signal du mate´riau ainsi que de calculer les taux
de relaxation ge´ne´ralise´s. L’e´tude a mis en e´vidence l’activation, de`s lors que le transport
e´lectronique se fait en re´gime de porteurs chauds, d’un cycle re´pe´te´ d’acce´le´rations des e´lec-
trons et d’e´missions de phonons optiques polaires. Cette dynamique ordonne´e des porteurs
de charges induit, pour les forts champs e´lectriques, une le´ge`re augmentation de la mobilite´
diffe´rentielle lorsque la fre´quence de perturbation se rapproche de la fre´quence de coupure.
La chute de la mobilite´ diffe´rentielle au dela` de 100 GHz est quant a` elle due au de´phasage
entre la dynamique des porteurs de charges et le champ e´lectrique.
Le re´gime grand-signal a par la suite e´te´ aborde´ en mode´lisant la re´ponse du gaz e´lectro-
nique a` un signal de forte amplitude et en conside´rant plusieurs formes d’ondes. L’e´tude du
re´gime harmonique a mis en e´vidence la non-line´arite´ de la re´ponse de la vitesse de de´rive et
de celle de la densite´ e´lectronique pour des fre´quences de l’ordre du Me´gaHertz. De plus, nous
avons montre´ que l’e´volution temporelle de la densite´ e´lectronique de´pend de la fre´quence de
la perturbation. En effet, pour des fre´quences infe´rieures a` 100 MHz, l’augmentation de la
densite´ e´lectronique s’accompagne d’oscillations a` la fre´quence double de celle du champ e´lec-
trique. L’amplitude de ces oscillations diminue avec la fre´quence jusqu’a` disparaˆıtre autour
de 100 MHz. La densite´ de porteurs e´volue alors inde´pendamment de la fre´quence de pertur-
bation jusqu’a` ce que cette dernie`re atteigne 100 GHz et que les effets du champ e´lectrique
sur la densite´ e´lectronique soient amoindris.
L’e´tude de la re´ponse du mate´riau a` une impulsion nous a permis de mettre en e´vidence
une relaxation relativement lente de la densite´ e´lectronique, associe´e a` un temps de recom-
binaison de l’ordre de la microseconde. Re´pe´te´es dans des de´lais ade´quats, les impulsions
sont alors en mesure de cre´er un effet d’accumulation et, par conse´quent, de faire augmenter
la densite´ e´lectronique. En effet, nous avons montre´ qu’un train d’impulsions d’amplitude
donne´e pouvait avoir une influence sur l’e´volution de la densite´ e´lectronique comparable a`
celle qu’aurait un e´chelon de champ e´lectrique d’amplitude plus faible. Qui plus est, nous
avons pu remarquer que des de´lais de re´pe´tition plus courts et des dure´es d’impulsions plus
grandes me`nent a` une multiplication plus importante de la densite´ de porteurs libres. Enfin,
177
si l’association des impulsions a` une fre´quence porteuse est ne´cessaire a` leur propagation, elle
tend a` diminuer leurs effets sur la densite´ e´lectronique.
Nous conclurons en remarquant qu’une e´valuation de l’influence des hyperfre´quences sur
le comportement e´lectronique des composants photode´tecteurs a` base de Hg0.795Cd0.205Te
constitue une perspective inte´ressante a` ce travail. Dans le but de permettre une telle e´tude
a` travers la mode´lisation du transport de charges dans un composant a` base de MCT, nous
avons pris soin d’extraire et d’exprimer sous forme analytique l’ensemble des parame`tres
ne´cessaires a` la mise en place de mode`les macroscopiques tels que ceux que nous avons
utilise´s dans ce travail. En effet, aussi pre´cise et comple`te puisse-t-elle eˆtre, une description du
comportement du mate´riau ne saurait eˆtre extrapole´e de fac¸on triviale a` celle d’un dispositif.
Cela est d’autant plus vrai dans notre cas, ou` les processus de ge´ne´ration-recombinaison jouent
un roˆle important. Du fait des grandes dure´es de temps qui leurs sont associe´es, la ge´ome´trie
de la zone active est de´terminante pour la multiplication e´lectronique. De plus, suivant la
distribution spatiale et la nature des dopants, le champ e´lectrique peut atteindre localement
des valeurs e´leve´es, de nature a` favoriser les phe´nome`nes d’ionisation par impact et, par la`-
meˆme, a` faire augmenter le courant traversant le dispositif. Enfin, les processus de ge´ne´ration
Auger donnant naissance a` autant d’e´lectrons que de trous, la densite´ de ces-derniers ne
peut plus eˆtre ne´glige´e de`s lors que l’ionisation par impact est active´e. Leur mobilite´ restant
toutefois tre`s infe´rieure a` celle des e´lectrons, on peut s’attendre a` voir apparaˆıtre au sein d’un
composant des accumulations de charges positives en mesure de perturber la distribution du
champ e´lectrique et, par conse´quent, le comportement e´lectronique du dispositif.
178
Annexe A
Me´thodes de tirage au sort de
nombres ale´atoires selon une
distribution de probabilite´
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A.1 La me´thode directe
Supposons que l’on veuille tirer au sort un nombre xr, contenu dans un intervalle [a, b],
selon la distribution de probabilite´s d(x). Appelons r le nombre ale´atoire tire´ au sort de fac¸on
e´quiprobable dans l’intervalle [0, 1]. Si l’on de´finit la fonction de re´partition des probabilite´s
D(xr) telle que :
D(xr) = Prob(x ≤ xr) (A.1)
celle-ci s’e´crit :
D(xr) =
∫ xr
a
d(x)dx (A.2)
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Posons a` pre´sent :
D(xr) = r (A.3)
Nous allons alors montrer, en nous aidant de la figure A.1, que le nombre xr que nous
obtiendrons en tirant au sort r sera distribue´ selon d(x). En effet, on de´duit de la relation
Figure A.1 : Tirage au sort d’un nombre ale´atoire selon une distribution
donne´e.
(A.2) que
dD = d(x)dx (A.4)
ou` dD repre´sente la probabilite´ pour que r appartienne a` l’intervalle dD, et d(x)dx la pro-
babilite´ pour que xr appartienne a` l’intervalle [x, x+ dx]. Ces deux probabilite´s sont e´gales.
Par conse´quent, le nombre ale´atoire xr est bien de´termine´ par la distribution d(x) a` travers
la largeur de l’intervalle dx.
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probabilite´
A.2 La me´thode du rejet ou de von Neumann
Il y a cependant des cas ou` la distribution de probabilite´ d(x) ne peut eˆtre explicite´e sur
la base de fonctions simples et ou`, de fait, la de´termination du nombre ale´atoire xr par le
biais de la relation A.2 n’est pas possible. On fait dans alors appel a` la me´thode du rejet,
ou me´thode de von Neumann. Comme le montre la figure A.2, supposons la distribution de
Figure A.2 : Tirage au sort d’un nombre ale´atoire a` l’aide de la me´thode
du rejet. Les points de coordonne´es (rx, ry) se trouvant dans
la zone grise sont accepte´s et l’on pose xr = ry. Les points se
trouvant dans la zone blanche sont rejete´s.
probabilite´ de la variable xr limite´e par un nombre M0 de sorte que :
d(xr) ≤M0 ∀xr (A.5)
La variable xr est alors de´termine´e de la fac¸on suivante [Sobol, 1975] :
• Tout d’abord, on tire au sort une variable ale´atoire rx de fac¸on e´quiprobable dans
l’intervalle [a, b].
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• Une autre variable ale´atoire ry est ensuite ge´ne´re´e, elle aussi de fac¸on e´quiprobable, mais
cette fois-ci dans l’intervalle [0,M0].
• Enfin, on proce`de diffe´remment selon les valeurs de rx et ry :
– Dans le cas ou` ry ≤ d(ry), on conside`re le nombre ale´atoire xr comme ge´ne´re´ selon la
distribution de probabilite´s d(x) et l’on pose xr = ry.
– Par contre, si ry < d(ry), le couple (rx, ry) est rejete´ et l’on recommence la de´marche
depuis le de´but.
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Annexe B
Algorithmes spe´cifiques au calcul
des variables
B.1 Calcul de la vitesse de de´rive
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A` chaque pas, la vitesse vi(t) de chaque porteur est connue. Par conse´quent, la moyenne
d’ensemble de la vitesse des e´lectrons a` l’instant t est donne´e par :
〈v〉 (t) = 1
N
N∑
i=1
vi(t) (B.1)
ou` N est le nombre de porteurs simule´s, et vi(t) la vitesse du i
eme porteur a` l’instant t. Par
la suite, le calcul de la moyenne temporelle nous donne la vitesse de de´rive selon la relation :
v =
1
M
M∑
j=1
〈v〉 (j∆t) (B.2)
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ou` M est le nombre total de pas sur le temps et ∆t le pas sur le temps.
B.2 Calcul de l’e´nergie moyenne
A` chaque pas de la simulation on peut avoir acce`s aux e´nergies respectives des diffe´rents
porteurs. La relation
〈〉 (t) = 1
N
N∑
i=1
i(t) (B.3)
ou` N est le nombre de porteurs, et i(t) l’e´nergie du i
eme porteur au temps t, nous donne la
moyenne d’ensemble de l’e´nergie des porteurs a` l’instant t. Le calcul de la moyenne temporelle
nous donne ensuite l’e´nergie moyenne des porteurs selon la relation :
 =
1
M
M∑
j=1
〈〉 (j∆t) (B.4)
ou` M est le nombre total de pas sur le temps et ∆t le pas sur le temps.
B.3 Calcul de la masse effective moyenne dans la direction du
champ e´lectrique
Par de´finition, la masse effective de chaque e´lectron m∗e ve´rifie la relation :
1
m∗e
=
∂2
∂p2x
(B.5)
pour un champ e´lectrique applique´ dans la direction x. En remarquant que :
p = h¯k (B.6)
on tire de la relation (1.12) (page 26) :
p2
2mc
= (1 + α) =
p2x + p
2
y + p
2
z
2mc
(B.7)
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ou` px, py et pz sont les coordonne´es de p respectivement selon les axes x, y et z. En multipliant
les deux membres par l’expression
∂
∂px
dpx (B.8)
il vient que
1
mc
px dpx = (1 + 2α) d (B.9)
De fait :
∂
∂px
=
px
mc(1 + 2α)
(B.10)
En de´rivant une seconde fois selon px, on obtient
∂2
∂p2x
=
1
mc(1 + 2α)
− 2αpx
mc(1 + 2α)2
∂
∂px
=
1
mc(1 + 2α)
− 2αpx
mc(1 + 2α)2
× px
mc(1 + 2α)
(B.11)
Soit, en factorisant :
1
m∗e
=
1
mc(1 + 2α)
[
1− 2αp
2
x
m(1 + 2α)2
]
(B.12)
A` chaque pas de la simulation nous calculons la masse effective m∗e de chaque e´lectron a`
l’aide de la relation (B.12). La calcul de la moyenne temporelle
〈m∗e〉 (t) =
1
N
N∑
i=1
m∗ei(t) (B.13)
ou` N est le nombre de porteurs, et m∗ei(t) la masse effective du i
eme porteur au temps t,
nous donne la masse effective moyenne des e´lectrons a` l’instant t. Le calcul de la moyenne
temporelle nous donne ensuite la masse effective moyenne e´lectronique dans la direction du
champ e´lectrique selon la relation :
m∗ =
1
M
M∑
j=1
〈m∗e〉 (j∆t) (B.14)
ou` M est le nombre total de pas sur le temps et ∆t le pas sur le temps.
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Me´thode d’expression analytique de
la mobilite´ diffe´rentielle en
fre´quence
Dans le cas d’une perturbation petit-signal, si l’on ne conside`re que la direction x corres-
pondant a` la direction du champ e´lectrique, le champ e´lectrique applique´ au mate´riau peut
s’e´crire sous la forme :
E = Ei + δEξ(t) (C.1)
ou` Ei est le champ initial et δEξ(t) la perturbation dans le temps. La re´ponse de l’e´nergie
s’e´crit alors :
 = i + δ (C.2)
ou` δ est tre`s petit devant , et celle de la vitesse peut eˆtre de´veloppe´e sous la forme :
v = vi +
∂v
∂
δ = vi + δv (C.3)
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En faisant un de´veloppement limite´ au premier ordre et en ne´gligeant les termes d’ordre 2,
les e´quations hydrodynamiques (2.102) et (2.103) (page 85) sont ramene´es a` :
d
dt
δv(t) = −νvδv(t) +
(
eE
∂m∗
−1
δ
− v∂νv
∂
)
δ(t) + e m∗
−1
δEξ(t) (C.4)
et
d
dt
δ(t) = eEδv(t)−
(
ν +
∂ν
∂
(− th)
)
δ(t) + e v δEξ(t) (C.5)
Si l’on remplace les taux de relaxation par leurs expressions a` partir des e´quations (2.55) et
(2.56) (page 65), alors ces relations deviennent :
d
dt
δv(t) = −νvδv(t) + νv µ
′ − µ
µ′
δ(t) + e m∗
−1
δEξ(t) (C.6)
et
d
dt
δ(t) = eEδv(t)− e E µ
′ + µ
µ′
δ(t) + e v δEξ(t) (C.7)
ou` µ = v/E est la mobilite´ de corde statique, µ′ = dv/dE la mobilite´ diffe´rentielle statique, et
ou` µ′ = d/dE. Ce syste`me se rame`ne a` une e´quation diffe´rentielle matricielle, donne´e par :
d
dt
∆(t) = ΓR∆(t) + ΓEeδEξ(t) (C.8)
ou`
∆(t) =

 δv(t)
δ(t)

 (C.9)
et
ΓE =

 m
∗−1
v

 (C.10)
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et
ΓR =

 γvv γv
γv γ

 (C.11)
avec
γvv = −νv
γv = νv
µ′ − µ
µ′
γv = eE
γ = −eEµ
′ + µ
µ′
(C.12)
La solution de l’e´quation (C.8) de´pend directement de la matrice ΓR. En effet, elle est
donne´e par l’expression :
∆(t) = exp(ΓRt)
(
∆(0) +
∫ t
0
exp(−ΓRt′)ΓE e δE ξ(t′)dt′
)
(C.13)
De fait, Γ de´crit la relaxation de la vitesse et de l’e´nergie, d’ou` son nom de matrice de
relaxation. De meˆme que pour l’e´quation (4.3), la the´orie de la re´ponse line´aire nous permet
d’e´crire [Price, 1982] :
∆(t) = e δE
∫ t
0
K(s)ξ(t− s)ds (C.14)
avec
K(s) =

 Kv(s)
K(s)

 (C.15)
ou`K est la fonction de re´ponse de l’e´nergie. En posant ∆(0) = 0 dans (C.8), alors on obtient :
∆(t) = exp(ΓRt)
∫ t
0
exp(−ΓRt′)ΓE e δE ξ(t′)dt′ (C.16)
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que l’on peut ramener a`
∆(t) =
∫ t
0
exp[ΓR(t− t′)]ΓE e δE ξ(t′)dt′ (C.17)
On proce`de alors a` un changement de variable, et en posant s = t − t′ l’e´quation (C.17)
devient :
∆(t) =
∫ t
0
exp(ΓRs)ΓE e δE ξ(t− s)ds (C.18)
Par identification avec la relation (C.14), il vient que :
K(s) = exp(ΓRs)ΓE (C.19)
Par conse´quent, il suffit d’e´tudier la matrice Γ pour obtenir des informations sur l’e´volution
dans le temps de la perturbation et, de fait, sur la fonction de re´ponse de la vitesse Kv(s).
Dans ce but, on diagonalise la matrice Γ afin d’extraire ses valeurs propres λ+ et λ−. Elles
sont obtenues en re´solvant l’e´quation :
det |ΓR − λI| = 0 (C.20)
ou` I est la matrice identite´, et de fait s’expriment par :
λ± = λR ±DR (C.21)
avec
λR =
γvv + γ
2
(C.22)
et
D2R =
(γvv − γ)2
4
+ γvγv (C.23)
Comme ΓR est une matrice carre´e 2× 2, ses valeurs propres peuvent eˆtre re´elles (lorsque
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D2R ≥ 0) ou bien complexes conjugue´es (lorsque D2R < 0). Dans ce dernier cas, elles ve´rifient :
λ± = λR ± iω0 (C.24)
avec ω0 =
√
−D2R.
Ces valeurs propres λ+ et λ− correspondent aux taux de relaxation ge´ne´ralise´s [Varani et al.,
1995] qui vont de´terminer le comportement dans le temps de la fonction de re´ponse Kv(s),
et qui, comme les valeurs propres, pourront eˆtre re´els ou complexes. On de´finit :
ν± = −λ∓ (C.25)
pour le cas re´el et
νR = −λR (C.26)
associe´ a` ω0 pour le cas complexe.
Exprimons a` pre´sent la fonction de re´ponse a` partir de ces grandeurs. Si l’on appelle LR
la matrice diagonale des valeurs propres de ΓR, alors on peut e´crire que :
ΓR = S LR S
−1 (C.27)
ou` S est la matrice de transformation, exprimant les vecteurs propres de ΓR dans la base
initiale. Par conse´quent :
exp(ΓRt) = S

 exp(λ+t) 0
0 exp(λ−t)

S−1 (C.28)
En calculant les e´le´ments de S et de S−1 et en les substituant dans l’e´quation pre´ce´dente, on
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obtient [Gruzhinskis et al., 1993] :
exp(ΓRt) =
1
2DR

 e11 e12
e21 e22

 (C.29)
avec
e11 = (γvv − λ−) exp(λ+t)− (γvv − λ+) exp(λ−t)
e12 = γv[exp(λ+t)− exp(λ−t)]
e21 =
(γvv − λ+)(γvv − λ−)
γv
[exp(λ+t)− exp(λ−t)]
e22 = (γvv − λ+) exp(λ+t)− (γvv − λ−) exp(λ−t) (C.30)
A` partir des e´quations (C.19), (C.29) et (C.30), on exprime la fonction de re´ponse de la
vitesse Kv(s) par :
Kv(s) = K
+ exp(−ν+s) +K− exp(−ν−s) (C.31)
dans le cas de valeurs propres re´elles et par :
Kv(s) = m
∗−1 exp(−νRs)×
(
cos(ω0s) +
A− νR
ω0
sin(ω0s)
)
(C.32)
dans le cas de valeurs propres complexes, ou`
K± = ∓A− ν±
2m∗DR
(C.33)
avec
A =
2 e Eµ′
µ′
(C.34)
Suivant que les valeurs propres sont re´elles ou complexes, la fonction de re´ponse de la
vitesse prend des formes diffe´rentes :
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Annexe C – Me´thode d’expression analytique de la mobilite´ diffe´rentielle en fre´quence
• Dans le cas ou` les valeurs propres sont re´elles, la fonction de re´ponse s’e´crit comme la
somme de deux exponentielles en ν+ et ν−, ponde´re´es respectivement par les termes K
+
et K−.
• Dans le cas ou` les valeurs propres sont complexes, la fonction de re´ponse s’e´crit comme
le produit entre un terme d’oscillation et un terme d’amortissement.
La mobilite´ diffe´rentielle en fre´quence est de´duite de Kv a` travers la relation (4.5) (page
141). Elle est donne´e par :
µ′(ω) =
[
eν+K
+
ν2+ + ω
2
+
eν−K
−
ν2− + ω
2
]
+ j
[
− eωK
+
ν2+ + ω
2
− eωK
−
ν2− + ω
2
]
(C.35)
dans le cas ou` les taux de relaxation sont re´els, et par
µ′(ω) =
e
m∗
[
A(ν2R + ω
2
0)− ω2(A− 2νR)
[ν2R + (ω0 − ω)2][ν2R + (ω0 + ω)2]
+ j
ω(ν2R + ω
2
0 − ω2 − 2νRA)
[ν2R + (ω0 − ω)2][ν2R + (ω0 + ω)2]
]
(C.36)
lorsqu’ils sont complexes.
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Title
Evaluation of the effects of high-power microwaves on optoelectronic materials : application
to Hg1−xCdxTe.
Abstract
The purpose of this thesis is to evaluate the effects of high-power microwaves on
Hg0.795Cd0.205Te, a II-VI semiconductor alloy used for the fabrication of infrared photo-
detectors operating in the LWIR (Long Wavelegth Infrared) atmospherical window. Since
the energy of the microwave photons is too weak to produce directly free carrier photoge-
nerations, they influence the carrier dynamics by inducing an additional electric field within
the material.
This study is made through the development of numerical simulation tools which are
based on both Monte Carlo and hydrodynamic approaches. The different microscopic collision
mechanisms are taken into account as well as the Auger generation-recombination processes
which play a major role in this material. Firstly, the physical phenomena influencing the
charge transport are analyzed through an investigation of the material behaviour under static
electric fields. Then, both small-signal and large-signal regimes are described in order to
evaluate the system response to various kind of perturbations. The influence on the electron
density of each parameter of the considered waves is then described.
Keywords : HgCdTe, MCT, microwaves, infrared photodetection, Auger generation-re-
combination, simulation, Monte Carlo, hydrodynamic, electron transport, noise, transient
phenomena, pulses, dynamic response.
Re´sume´
L’objectif de ce travail de the`se est d’e´valuer les effets induits par une onde hyperfre´quence
de forte puissance sur le Hg0.795Cd0.205Te, un alliage semiconducteur de type II-VI utilise´ pour
la fabrication de photode´tecteurs infrarouge ope´rant dans la feneˆtre atmosphe´rique LWIR
(Long Wavelength Infrared). L’e´nergie des photons associe´s aux micro-ondes e´tant trop faible
pour photo-ge´ne´rer directement des porteurs libres, celles-ci influencent la dynamique des
porteurs de charges en induisant un champ e´lectrique additionnel au sein du mate´riau. Aussi,
nous nous inte´ressons aux diffe´rents aspects du comportement e´lectronique du mate´riau.
Cette e´tude est mene´e a` travers le de´veloppement d’outils nume´riques de simulation, base´s
sur la me´thode Monte Carlo et sur l’approche hydrodynamique. Les diffe´rents me´canismes de
collision microscopiques sont pris en compte dans notre mode`le, au meˆme titre que les pro-
cessus de ge´ne´ration-recombinaison Auger qui jouent un roˆle capital dans ce mate´riau. Apre`s
avoir mis en e´vidence, a` l’aide d’une e´tude du mate´riau en re´gime statique, les phe´nome`nes
physiques intervenant dans le transport de charges ainsi que leurs influences sur celui-ci, nous
menons une e´tude dynamique. La re´ponse du syste`me a` diffe´rentes perturbations est alors
e´value´e a` travers la description des re´gimes petit-signal et grand-signal, et l’influence sur la
densite´ e´lectronique des diffe´rents parame`tres de chaque type d’onde conside´re´ est mise en
e´vidence.
Mots-cle´s : HgCdTe, MCT, micro-ondes, hyperfre´quences, photode´tection infrarouge, ge´-
ne´ration-recombinaison Auger, simulation, Monte Carlo, hydrodynamique, transport e´lectro-
nique, bruit, phe´nome`nes transitoires, impulsions, re´ponse dynamique.
