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minimal tree are investigated. The quality of an approximation is measured by its performance ratio: an upper bound on the ratio between achieved length and the optimal length.
A well-known heuristic (an MST-heuristic) for the Steiner tree problem approximates a Steiner minimal tree with a minimum length spanning tree (MST) of a complete graph G,. It was proved that the performance ratio of this heuristic comes arbitrary close to 2 [8] . The fastest known implementation of the MST-heuristic has a running time O(E + I/ log I') [7] (we use E, V, S and (Y to denote #E, #V, #S and the time complexity of the all-pairs-shortest-paths problem, respectively, in the order of a running time of an algorithm).
Two better heuristics appeared recently [2, 10] while considering k-restricted Steiner trees.
First we introduce some notations: SMT(S) and smt(S) are a Steiner minimal tree of S and its length, respectively. For a complete graph G,, M(G,) denotes the MST of G,, and m(G,) denotes its length.
SMT(S) may in general contain vertices of V\S. So SMT(S) contains the set S of given vertices and some additional vertices. SMT(S) is called a full Steiner tree if S coincides with the set of leaves of SMT(S). If SMT(S) is not full, then we can split it into the union of edge-disjoint full Steiner subtrees. SMT(S) is called k-restricted if every full component has at most k given vertices. Let the shortest k-restricted Steiner tree for the set S, denoted by SMT,(S), have the length smtJD. 9 Note, that SMT,(S) =
MCG,).
Let rk = sup{smt,(S)/smt(S)).
The bound for the MST-heuristic implies r2 = 2 [S]. It was proved that r3 = 5/3 [9,10], r4 < 3/2 and r,<4/3 [l] . Moreover, r2k G 1 + l/k [3] . Unfortunately, even when k = 4, computing optimal k-restricted Steiner tree is NP-hard [6] . For k = 3, this problem is still open. The heuristics [2, 10] approximate k-restricted Steiner minimal trees.
We describe a greedy heuristic for computing SMT,(S) in the next section. This heuristic uses greedy choice for a consequent reduction of M(G,) by inserting full Steiner trees for triples of given vertices. Theorem 2.4 states a performance ratio r2 -(r2 -t-,)/2 = 11/6 for the greedy heuristic. We will reduce the implementation time of the greedy heuristic from O(cu + I'S2 + S4) [lo] to O(S(E + VS + V log v+ S3)).
Another approach was suggested in [2] . A family of evaluation heuristics A, was constructed. A, achieves a performance ratio at most [2] . We restrict our attention to the case k = 3, since the complexity of the evaluation heuristics increases very fast for higher k. The performance ratio for A, (as well as for greedy algorithm) is at most 11/6. The problem of finding exact upper approximation bounds for the greedy and evaluation heuristics is still open.
In Section 3, we give a faster version of the greedy heuristic which achieves the performance ratio of 11/6 in time O(S(E + I/S + I/ log V)).
A greedy heuristic for STP
At first we introduce some basic notions for the greedy heuristic. 
d(T) -d(T[Z]) -d(Z).
The equality r3 = 5/3 implies an existence of a set Z such that
The greedy heuristic chooses the best possible reduction of a previously achieved approximate solution. Below we present a rough version of the greedy heuristic. An implementation of the greedy heuristic given in [lo] generates stars for all triples of given vertices in time O(a + I'S'). The same procedure is necessary for the evaluation heuristic. This generation needs the shortest path distances between given vertices and additional vertices. Therefore, we can decrease its running time to OWE + I/s + V log V)) using an O(E + V log V&algorithm [4] for every given vertex s E S to find all shortest paths from s to other vertices of V. Now we describe computing of the function win,.
For a pair e = (a, b) of given vertices define save,(e) = d(T) -d(T[e]).
Let List(T) = It i, . . . , t,) be an nondecreasing order of edges of T. Then save,(e) is the length of the last edge of List, say ti, in the unique cycle of T U e. The index i of ti is denoted by ind,(e), i.e. save,(e) ;T$X,
Note that T[e] = e U T\ti and List t, )...) ti_l, ti+l )...) t )
Further, Z denotes the set "0; three edges { (a, b), (b, c), Cc, a) ), for a triple z = {a, b, c). 
ec.7
This corollary implies that it is sufficient to compute the function save=.
At first we construct a binary tree T' which corresponds to T according to List in the following way. Inner vertices of T' correspond to edges of T, its leaves correspond to the vertices of T. A root of T' is 1,. Let ACti) denote the set of ancestors of ti in T', then two sons of ti in T' are the longest edges in two new components of T\(ti UA(ti)) which appear after deletion of ti from T\A(tJ If such component coincides with a vertex of T, then the son corresponds to a leave of T'. Now, using preprocess(T ') (preprocessing of time O(S)) we can find in time O(1) the nearest common ancestor of any pair e of given vertices [51 in the tree T' which corresponds to the edge of T with the length saver.(e).
Thus, to fulfill the step (1Xa) of Algorithm 2.3 we need time 0(S3), therefore, step (1) demands time 0(S4) and a running time of the whole algorithm is O(S(E + V&s + V log V+ S')).
A faster implementation
The following algorithm finds a best possible star with the center u for every vertex u E V\S and then chooses the best one among all such starts. Therefore, it omits the generation phase. + T \ (e,, e2) U {(so, s,>, (so, s2) ), where &so, si) + &so, s2) + 0 and e, = arg maxsaver( e), ec2 e2 = arg min saver( e) ec?
(f) insert(W, u(z)); (2) find a Steiner tree T2 for S U W in graph G using MST-heuristic. The cases of so coincides with b or c are similar. Cl Proof. Lemma 3.2 implies that it is sufficient to estimate the running time of Algorithm 3.1. The steps (0) and (2) have been considered already above: they can be implemented in time O(S(E + I/ log V)) [7] . The updating time for the step (1) is O(S) for "preprocess" and constant for substitution of edges in the current tree T. The most complicated step is (l)(a), which takes time O(VS) per iteration. Thus, the whole running time of Algorithm 3.1 is OWE + VS + I/ log V)). 0
