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Abstract—Long-term monitoring of human vital signs is be-
coming one of the most important fields of research of biomed-
ical engineering. In order to achieve weeks to months of mon-
itoring, new strategies for sensing, conditioning, processing
and communication have to be developed. Several strategies
are emerging and show different possible architectures. This
paper essentially focuses on issues in wearable biosignal pro-
cessing and communication architecture currently running at
the Swiss Center for Electronics and Microtechnology (CSEM)
in the framework of several European projects.
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1. Introduction
Wearable sensing of human physiological signals is becom-
ing an essential part of nowadays monitoring systems [1–3]
(see references in the same issue of the IEEE EMB Mag-
azine), [4–8]. These revolutionary systems should allow
clinicians, physiologists, psychologists, social institutions
and people themselves to have access to a lot more in-
formation on the human body function than ever before.
Long-term monitoring, from days to months, is envisaged
in these systems. Several questions arose then from psy-
chological, clinicians and technical views and should be ad-
dressed carefully in order to obtain a useful, reliable system.
Social implications and psychological impacts of such sys-
tems will not be discussed in this paper, but should be kept
in mind. Rather, this paper will focus on the technologi-
cal aspects of such wearable biosensing systems, from the
low-level physiological signal sensors to the highest level
of interpretation of the extracted information and possible
biofeedback to the user, and power delivery and manage-
ment issues.
Figure 1 shows a generic platform for monitoring patients.
Thanks to the transmission of data over mobile communi-
cation (GSM and GPRS), full mobility is offered to the pa-
tient. The system comprises sensors, processing and com-
munication functions worn by the user, interconnected with
a portable base station, which is the gateway to the Internet
where the collected data are made available to the autho-
rized professionals, i.e., doctors, nurses, etc. The portable
system includes local pre-processing close to the physiolog-
ical signal collection nodes and global processing which
takes benefit of the availability of various types of phys-
iological (electrocardiogram (ECG), partial oxygen blood
saturation (SpO2), skin temperature, etc.) and physical ac-
tivity signals (acceleration, position, etc.) to perform effi-
cient denoising and classification of the biosignals.
Fig. 1. Overview of a possible architecture comprising, sensors,
processors and communication units ( c© CSEM).
The use of discrete units interfacing groups and family of
sensors (e.g., electrocardiogram, respiration belts) is not
practical for continuous use due to volumes, sensor place-
ment and consequent discomfort. To make the sensors and
processing really wearable, they have to be embedded in
the clothes or worn in natural units such as watch earring,
finger rings, headset; which are tailored for the specific
heath monitoring needs of the users (sickness, professional,
sports).
The architecture of the system may be described as a num-
ber of discrete layers. Distribution of functions in the lay-
ers and communication between the layers must be done in
such a way that the relevant information is always properly
extracted and transferred at the appropriate rate. If simul-
taneous recording of the signals is necessary, synchroniza-
tion issues between the different sensing units have to be
addressed. Figure 2 shows the different possible layers and
the interconnections. The low-level sensing layer is divided
into three localized sub-layers: sensors, signal conditioning
and signal processing. The highest-level processing layer
is divided into two global sub-layers: feature extraction
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layer and the personalized application layer. The processed
signals are then fed to the therapists and/or the user himself.
Fig. 2. Different layers appearing in the architecture of Fig. 1.
In the low-level sensor layer, new fiber materials and
soft electronics technologies allowing convenient long-term
monitoring are required. Textile sensors, integrated into
garments, are very well suited for long-term monitoring
solutions, but also provide lower quality signals implying
an increase in the complexity of the analog and digital pro-
cessing of the signals [5]. Typical textile sensors include:
ECG, breathing, galvanic skin response, and actuators for
biofeedback. Soft electronic sensors are for instance scalp
electroencephalogram (EEG), accelerometers, temperature,
heart rate, and SpO2. Integrating sensors and electronics
into garments in a convenient and reliable way is not an
easy task and requires a high degree of miniaturization re-
questing the development of ASICS for mixed analog and
digital techniques. Unobtrusive integration of sensors and
actuators also includes the provision of adequate connector
solutions to interface the electronics and the interconnec-
tion (textile or wired) of sensors and connectors. Low-level
signal processing in this layer includes noise cancellation
algorithms. This close-to-sensor DSP strategy is essen-
tial with low-amplitude physiological signals, to increase
the signal-to-noise ratio and the channel-coding algorithm,
which depends upon it. Algorithms with minimal com-
plexity should be used due to the restriction in computing
resources, i.e., memory and instructions flow rate. Packag-
ing problems in terms of soft and wearable electronics with
user-friendly power supply solutions is also to be tackled.
Bi-directional flow of information in the sensing layer is
meant for possible re-adjustment of the sensing device for
optimal performance.
The sensing layer is then interconnected to the process-
ing layer. Textile wiring or wireless connection is pos-
sible. The processing layer consists in high-level signal
processing: feature extraction and personalized algorithm
parts. The personal profile algorithm determines the cur-
rent health condition and compares it to the personal refer-
ence profile, which also contains personal standard values
for the collected parameters. The reference personal pro-
file can be supported by data from external resources. If
strong deviations occur, the respective therapy or biofeed-
back is given. Observable output variables are collected
by the application layer and are used to derive the therapy
recommendations.
Fig. 3. Prototype of shirt with electrodes for movement mea-
surement at shoulders and respiration bands (plethysmography)
from the IST European project WEALTHY (wearable health care
system).
Target users of the intelligent biomedical clothes include
patients during rehabilitation and early release from hos-
pitals, professional personnel at risk and people during
sport activities (professional or leisure). Sensing biomedi-
cal wearable can for instance:
– provide an integrated view of normal and abnormal
patterns of activity, which would be otherwise diffi-
cult to detect and in situations that are usually un-
controllable by physicians;
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– improve the quality of care for patients by monitoring
health status during rehabilitation activities, allowing
them to perform their everyday activities;
– monitor professional workers operating in extreme
environmental conditions;
– support citizen and athletes by providing monitor-
ing and processing of physiological parameters while
they are performing sport activities.
In the last years, several major sport and leisure electron-
ics companies have developed alliances with clothes indus-
tries to combine electronic functions and fashion into the
clothes as shown in Fig. 3, where respiration and shoulder
movements are captured by sensors in the fabric [5].
This paper is organized as follows: Section 2 will describes
a selection of textile and soft electronic systems, parts of
the sensing layer, including the analog processing of the
signals; Section 3 will focus on one possible architecture
for the processing layer. Section 4 will address the commu-
nication issues in the wearable biosensing paradigm. Sec-
tion 5 will conclude this paper.
2. Sensing and analog electronics
As mentioned in the introduction, many different biosen-
sors can be implemented depending on the type of appli-
cations. We will focus in this paper on ECG, activity and
SpO2 sensors. As most of the biosensors have an inter-
face to the skin of the subject, artifact originating from
the movement of the body is of major implications for the
overall system robustness from the quality of the data to
the transmission flow rate and coding strategies. As such,
artefacts have to be reduced to a minimum. Analog fil-
tering is the second step in the sensing layer (Fig. 2), and
is to be designed with great care to minimize as much as
possible these artefacts, typically by limiting the bandwidth
of the measured signals to their frequency band of interest,
by notching unwanted frequencies and by amplifying the
useful signals. Other noise sources have also to be taken
into account in the design of the signal conditioning layer.
This section will introduce some concepts related to fiber
sensors and soft electronics sensors.
2.1. ECG sensors in the garment
Electrocardiogram is a signal of primary importance in
biomedical monitoring. Integrating the electrodes into
a garment, miniaturizing and eventually distributing the
electronics in the clothes are challenging goals which aim
at strongly increase user comfort, and therefore ease and
enhance the long-term monitoring of ECG signal (longer
than 24–48 hours). The classical electrode patches are very
efficient but not suited for integration into a garment. An
innovative solution consists in alternating normal yarns and
metallic yarns in the fabric at the location of the electrodes.
Optimization of this technique has led to sufficiently good
Fig. 4. ECG electrode woven in the fabric, as implemented in
the IST European project WEALTHY.
Fig. 5. ECG signal as recorded at rest with torsion artifacts:
(a) without the membrane and (b) with the membrane. Sig-
nals have been recorded at Smartex in the IST European project
WEALTHY framework.
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signal quality, compared to classical electrode patches. Fig-
ure 4 shows an example of ECG electrode woven in the
fabric [2, 5].
Two major problems have to be solved in addition to make
the acquired signal useable:
– the signal acquisition must be performed while the
subject is moving;
– good contact with the body skin is necessary.
Since it is not possible or wanted to ask the user to re-
main quiet during the measurements, signal processing has
to be used to remove signal artefacts due to movements
during the acquisition. Information about the activity and
movements of the persons can of course be very efficiently
used to really enhance the ECG signals (refer to Subsec-
tion 3.1.1). Their acquisition requires additional tissue and
non-tissue sensors. Furthermore, the contact between the
body skin and the fabric electrodes can be strongly im-
proved by using a hydrophilic membrane during the mea-
surements [5].
The ECG measurements obtained are of satisfactory quality
under mild movement as seen in Fig. 5.
2.2. Activity and posture sensors in soft electronics
Two types of sensors can be used, depending of the required
accuracy versus the power consumption and their location:
– piezoelectric sensors are directly woven in the fabric
(fabric sensors);
– non-tissue sensors are monolithic integrated circuit
such as solid-state accelerometers.
The former ones are completely buried in the fabric, and
represent a good solution when activity measurement in-
cludes not only the activity of the body as a whole, but
also and separately, the measurement of the movements of
the arms, shoulders, legs, knees and other body areas. The
drawback is a lower signal quality compared to those ob-
tained with more complex solid-state devices, which often
directly include also signal conditioning, power supply de-
coupling, etc. Sensor chips and very small sensors have to
be encapsulated in special packages that are affixed to the
textile fabrics.
In both cases, fine conductive materials woven into the fab-
ric provide the necessary electrical connections for the sig-
nals, sensor control and power supply. The interconnection
between the sensors, the electronics and the textile is still
a challenge. Several solutions have been proposed in the lit-
erature. The Georgia tech wearable motherboard (GTWM)
has represented a significant step in the connection of sen-
sors and the communication modules [6, 7]. The routing
of data communication and power supply was for instance
further addressed in [8]. The electrical impedance of the
yarns is much higher than standard wires making more dif-
ficult the acquisition of sensor signals and the transfer of
data with limited sensitivity to the electromagnetic envi-
ronment. Two technologies are summarized in [1]:
– conductive yarns of the fabric are prepared for contact
with the electronic circuit by soldering tiny metal
contacts to wire-bond the circuit. The module and
the wires are then molded for mechanical protection;
– thin flexible circuit board with electrodes is glued to
the textile before being molded.
2.3. SpO2 sensors embedded in an earphone
To measure SaO2 optically, two light-emitting diodes are
used to illuminate the tissue, such as a fingertip. One light
is red (e.g., 660 nm) and the other is infrared (e.g., 940 nm).
The absorption of the infrared light is very dependent on
the SaO2, and the red light is less dependent of this value.
Therefore the ratio of the light intensity as detected on cor-
responding photodetectors can be used to drive an output
display calibrated to give the SaO2 value. This method is
referred to pulse oximetry and is nowadays the standard
non-invasive way of estimating the SaO2, which we re-
fer as SpO2 for saturation pulsed oximeters. The emitter
(LED) and receiver (photodiode) can be placed either side
by side on the surface of the skin tissue, or on each sides
of it leading to the two techniques: reflectance and trans-
mittance. The transcutaneous reflectance oximeter has the
advantage to allow monitoring of SaO2 transcutaneously
at various locations on the body surface, including more
central locations such chest, forehead, limbs, that are not
accessible via trans-illumination oximetry.
Fig. 6. Earphone-based sensor together with a recorder
( c© CSEM).
Oximeters present important errors due to light attenua-
tion by absorption, refraction, and multiple scattering from
undesirable organs. And because of differences in the prop-
erties of skin and tissue, variation from individual to indi-
vidual in attenuation of light causes calibration problems.
Problems with both transmission and reflectance oximetry
include poor signal with body movement [30, 31]. These
artifacts can be generated in different ways: when the sub-
ject is performing body movements, hence modifying the
physiology of the tissue under gravity and probe pressure
on the skin, when the different layer of the sensed tissues
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are modified by small muscle or nerve activities induced by
strain or stress, and when the light probe-tissue coupling is
modified through the time by displacements of the probe
on the surface of the sensed tissue. Also, a reduced per-
fusion (hypoxemia) of the tissue leads to wrong estimates
of the SpO2 value. A new sensor encapsulated in a stan-
dard earphone system (see Fig. 6), which can improve the
reliability of such sensor under daily activities, is under
development [28, 29] (see Subsection 3.1.1).
The sensor device comprises standard red and infrared
lights working in trans-illumination, and is accompanied
by a two dimensional accelerometer for motion compensa-
tion using digital signal processing algorithms. The final
design of the SpO2 sensor will include an interconnection
layer to transmit the signals to the processing layer. Arte-
fact removal is described in Subsection 3.1.1.
2.4. Signal conditioning and connectors issues
“Non-tissue” sensors are to be conditioned as recommended
by their manufacturers, with special care on miniaturization
and low-power consumption of the conditioning circuits.
The same care must of course also be brought to the condi-
tioning of tissue sensors. The non-idealistic characteristics
of the latter, for instance impedance, bandwidth, linearity
and passive nature (compared to integrated circuits), make
the signal conditioning even more critical: on one side the
signal conditioning has to damper the characteristics limi-
tations of the sensors and on the other side it has to allow
the extraction of the significant physiological signals from
usually weaker acquired signals.
Interconnections, power supply and packaging require very
special care, since the garment has to be soft and washable:
interconnections have to be very small and robust and pack-
aging should provide temperature, shock and water resis-
tance while remaining small and not incommodious for the
user. The problem of interconnection has to our knowledge
not been satisfactorily solved yet, while some solutions have
been proposed (see [1] and references therein). The main
problem is bonding fabric sensors to soft/hard-electronic
boards where data path connectors are discrete in space.
Wire bonding methods are tedious and are still to be hand
made and thus not suitable for production.
3. Digital signal processing
3.1. Noise and artifact reduction, feature extraction and
classification
3.1.1. Noise and artefact reduction
Digital signal processing (DSP) algorithms for noise and
artefact reduction have been used in many applications.
Biomedical engineering uses these techniques more and
more often since the data recorded are often corrupted by
environmental noise sources (intensive care units) or from
undesirable physiological sources, or from the fact that the
sensor-tissue interface is not reliable and stable in the time.
Such sensor-tissue interface problem is even more dramatic
when sensors are embedded in the garment. If the num-
ber of signals extracted from the sensors is not too large,
DSP algorithms can be implemented in the sensing layer.
Otherwise, the DSP should be performed in the processing
layer. Advantages of performing the DSP locally are that
the information to be transmitted to the processing layer
can be amplified and denoised for optimal performance of
the transmitter/receiver coding/decoding strategies. Also,
the source and channel coding algorithms are performing
better when the noises and artefacts are reduced to a mini-
mum. Another reason to perform the noise reduction at the
local level is the possibility to reduce the number of signals
to be transmitted for further processing, especially when
sensors-in-the-garment are used. Indeed, sensors placed in
the garment are not reliable by essence but the redundancy
is used to compensate for that. An increased number of sig-
nals are thus acquired and local digital processing is used to
extract a reduced number of enhanced information signals.
“Voting”-like algorithms like data fusion are thus used to
this purpose.
Noise reduction techniques have always to be adapted to
the signals at hand, and also depend on the features to
be extracted from them. Well-known techniques are for
instance based on Wiener filters (WF) [6], wavelet de-
composition (WD) [10] and principal component analy-
sis (PCA) [11]. The use of one or the other depends on the
nature of the signal such as the stationarity, the statistics
of the information and the noise signal. Figure 7 shows
a denoised ECG using WF, WD, and PCA. The WF gives
the worst result, while WD and PCA give similar good
performances. In most of embedded solutions, recursive
or adaptive implementations of the above-mentioned signal
processing techniques are necessary. For instance, adaptive
PCA algorithms like APEX are quite appropriate for en-
hancing rhythmical signals [40], as well as other adaptive
blind source separation techniques [41, 42].
Artefact reduction techniques are often based on linear fil-
tering algorithms [32]. An artefact-correlated signal is most
of the time needed for the removal. The estimation of these
filters also depends on the number of signals at hand and
the hypothesis of the origins of the information signals.
Correlation techniques based on the Gaussian hypothesis
leads to the well-known least square solutions, while the
non-Gaussianity of the signals can be a good reason to
use independent component analysis tools [42]. The result-
ing filters are anyway always linear. Adaptive implementa-
tion of these filters is often used because they require less
computing and memory resources than their block-based
counterparts (see Subsection 3.2 for details about imple-
mentation) [40, 41]. In ambulatory conditions, movement
artifact removal can be done using acceleration signals mea-
sured close to the sensor. Artifact removal is aimed at re-
covering the information signal that is masked or distorted
due to body movement and resulting in modification of
physiological properties of life tissues or organs.
An example of artefact reduction is presented hereafter for
heart rate and possibly SpO2 estimation. Artefact reduc-
tion/rejection techniques for robust SpO2 estimation during
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Fig. 7. Example of denoising algorithms: (a) it the noisy ECG; (b) is the WF denoised; (c) is the WD denoised, and (d) is the PCA
denoised.
Fig. 8. Spectrograms of the infrared signal: (a) before, and (b) after artifact removal.
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low perfusion and movement artefacts have been developed
since about 20 years. The first technique dealing with arte-
facts is the rejection method that use an artefact detection
followed by a rejection of the corrupted data. This tech-
nique is well suited for short time period but not at all
for ambulatory applications where periods of corruption
can extend to several minutes. For this reason, signal en-
hancement techniques have been developed [22, 29, 30, 31].
Figure 8 shows the spectrogram (joint time-frequency rep-
resentation) of band passed (0.5 Hz – 8 Hz) infrared signals
before and after artifact removal, acquired on a subject who
was performing alternatively jogging and walking activi-
ties. We clearly distinguish the heart pulse wave together
with rhythmical movements in Fig. 8a, while only the heart
pulse wave can be seen in Fig. 8b after movement artifact
have been removed.
Fig. 9. Estimated heart rate from the enhanced signal who’s
spectrogram is shown in Fig. 8b.
It is also possible to extract the heart rate from these
enhanced signals using robust statistical signal process-
ing [22, 29]. The calculated heart rate is showed in Fig. 9.
Note also that the head movements, extracted from ac-
celerometers placed in the earphone, have been recorded
and processed to extract some information concerning the
type of activity the subject is performing. The color bar
at the bottom of Fig. 8 indicates the type of activity: red
means that the subject is walking or running, and blue that
he is not performing movements. Finer analysis of body
movement can be performed and is presented in Subsec-
tion 2.2.
3.1.2. Feature extraction and classification
Feature extraction is the essential part of the processing
prior to any classification schemes. Features depend on
the signals and can be signals variability indices, power
densities in physiologically relevant frequency bands, sig-
nal model’s coefficients (i.e., autoregressive or lumped
models), transfer and coherence function, or entropies.
The choice of a pertinent small size feature set can improve
a lot the personal classifiers task. Many classification algo-
rithms exists such as: linear vector quantization, C-mean,
fuzzy C-mean, support vector machine (SVM), hidden
Markov models (HMM), self organizing maps (SOM), arti-
ficial neural networks (ANN), Bayesian learning (BL), deci-
sion trees (DT), discriminant analysis (DA) [37–39]. Some
of them are much too complex to be thought of being im-
plemented in DSP processors. Mainly three approaches
can be retained for low-power wearable applications: DA,
HMM, BL, and ANN.
For instance, if we are interested by cardiovascular dys-
function monitoring, the ECG and its related QRS-T com-
plexes time series such as RR and QT, gives much in-
formation on a beat-to-beat basis. Fluctuation analysis of
such signals and extraction of features lead to a finer anal-
ysis of the behaviour of the cardiovascular system. For
instance, so-called HRV indices including power in the
very low frequency (VLF: 0 Hz – 0.04 Hz), low fre-
quency (LF: 0.04 Hz – 0.15 Hz) and high frequency bands
(HF: 0.15 Hz – 0.4 Hz), and LF/HF ratio have been used for
monitoring sympathetic/parasympathetic dysfunction [20],
and anesthetic level. Wearable systems have used HRV
for monitoring stress level as presented in [21]. Figure 10
gives an example of such indices for RR and QT time se-
ries extracted from a subject in walking and running condi-
tions. The cardiovascular response to the physical activity
is clearly indicated by all indices. In particular the walking
activity from 0 to 10 min and from 25 to 35 min is distin-
guishable in the LF/HF ratio in the RR time series, while
not in the QT ones. The walking activity is also different
after the running activity than before it. The running activ-
ity from 10 to 25 min gives rise to LF/HF changes in both
RR and QT data.
Other stochastic features can be used for HRV analysis such
as, renyi, spectral and approximate entropies. Nonlinear
features have been shown to be much more sensitive to
noise and signal distortions and are not recommended. For
most of them, they require lots of computing power and
are thus not recommended for online implementation on
low-power DSP.
Human movement monitoring is essential because it gives
information about body gesture and movement. Accelera-
tion signals gives important information regarding the type
of activity the subject is doing.
The aim of the classification of the activity signals is to
detect non-stationary segments and to provide information
about the physical activity of the subject. Typical activ-
ities that can be classified are: static, running, walking,
cycling, and non-rhythmical movements. Features are ex-
tracted from the acceleration signals using dedicated sig-
nal processing and information theory such as variance,
spectral frequency power and entropy estimations [24, 29].
Actigraphy is aimed at long-term monitoring of activity.
Someren et al. have presented such a system in [24] using
a single-axis accelerometer. Other approaches have been
proposed using three single-axis PCB mounted device for
3D acceleration sensing [25, 26].
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Fig. 10. Online extracted RR and QT time series on a running and walking subject together with the LF, HF and LF/HF features.
We developed a three two-axis accelerometer system and
used hidden Markov model to classify the features accord-
ing to the previously defined classes [23]. This choice was
Fig. 11. Example of activity classification together with 3D
acceleration signals as measured on the chest with ADXL202.
motivated by the fact that hidden Markov models includes
temporal information into the model. Figure 11 shows an
example of activity classification. Due to discomfort caused
by sensors attachment, in certain cases, current kinematic
systems are not easy to use during long term monitoring of
physical activity. We have worked on a two-axis accelera-
tion sensor located in a headphone for movement artefact
heart rate cancellation and also actigraphy [29]. For this
reason, we intend to locate the kinematic sensors along with
the ECG and respiration sensors in the same wearable (see
Subsection 2.2).
3.2. System architectures for low-power processing
3.2.1. Energy per operation and energy
per transmitted bit
A body area network (BAN) is a collection of nodes that
all contain sensors, on body wires or RF link and some
digital processing. Some sensors capture the physiological
signals. Processing is then performed on the data and trans-
mitted by wires or wirelessly to other nodes or base stations
(Fig. 12). The main challenge is the reduction of the power
consumption of each node and of the overall system.
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Fig. 12. Sensor array architecture for processing and transmission
of biosignals.
The total power has to be optimized by analyzing the trade-
off between the energy cost of computing and transmission.
Since the wire or radio transmission per bit is very power
hungry, the low-power constraint does not allow transmit-
ting the whole physiological data captured for doing the
required processing remotely. This processing has there-
fore to be done locally and hence requires very low-power
techniques for the chip design. This dramatically reduces
the energy required for the extraction of the desired infor-
mation as explained below.
The I/O power is roughly 50% of the total power of a chip.
The capacitance of an I/O wire on a board is roughly be-
tween 50 to 100 pF. Some low power techniques have to
be used, for instance a low voltage swing an a wire; at
200 mV, the power per wire could be 1 mW at 1 Gbit/s
while it would be 20 times more at full swing [18]. The
peak current is also an issue, as there is no decoupling
capacitance to absorb large current spikes. The latter gen-
erate a lot of noise and it is a good practice to separate the
supply voltages of the I/O and of the chip core [18].
On the wireless communication side, a bluetooth link is as-
sumed to consume 80 mW in sending mode and 10 mW in
receiving mode and is therefore not a low-power transceiver.
In ISM bands (434 and 868 MHz), low-power RF front-
ends are reported, consuming about 1.8 mA at 0.9 V in
receiving mode and 10 mA in sending mode in a 0.18 µm
technology [19].
However, the average power consumption is mainly related
to the duty cycle of the transmission process. If the nodes
are most of the time in sleeping modes, the average power
could be acceptable. So the tradeoff between the num-
bers of transmitted bits and the possible local computation
achieved in the SoC itself has to be defined taken into ac-
count the duty cycle.
The energy per transmitted bit compared to energy for pro-
cessing is an interesting feature:
– roughly about 100 nJ/bit is required for radio trans-
mission (short distance, about 1 m);
– roughly 1 nJ/bit is necessary for wire transmission
on a printed circuit board (at full swing);
– it could be more than 1 nJ/bit for wires embedded in
clothes;
– the energy per operation in a general purpose pro-
cessor is roughly 1 nJ/operation;
– 0.25 nJ/operation or less is required for a DSP core;
– 0.001 nJ/operation or less is necessary in specific co-
processors and random logic blocks.
In most of the applications in the e-health domain, the elec-
trocardiogram (ECG), respiratory pattern (RESP) and ac-
tivity (3DACC) are essential. If we assume that one node
capture these signals and that ECG, RESP and 3DACC are
sampled at 500, 40 and 40 Hz at 16 bits giving a total
of 10.56 kbit/s, and sends these data without processing
through 10 nodes and finally by RF link to a base station,
the total energy per second or power consumption is:
10 nodes · 10.56 kbit/s · 1 nJ (wires) + 10.56 kbit/s · 100 nJ
(radio) = 1 160 000 nJ/s = 1 160 000 nW.
Let us assume now that this given node performs a local
processing with a low-power DSP core to extract the heart
rate (HR), QT and ST, breath rate (BR), and activity class
(4 classes) which represents the information. The number
of bits to be transmitted per second is reduced to 100.
To perform this parameter extraction, the DSP needs for
instance 100 000 operations per second (as well as some
operations to receive-send data in each node, i.e., 10 000
operations per second and per node). The total energy per
second or power consumption is the following:
100 000 operations/s · 0.25 nJ (operation) + 10 nodes ·
10 000 operations/s · 0.25 nJ (receive-send) + 10 nodes ·
100 bit/s · 1 nJ (wires) + 100 bit/s · 100 nJ (radio) =
70 000 nJ/s = 70 000 nW.
The power consumption is reduced by a factor of 16 in the
second case. The radio energy is generally the largest one,
but in the second example, using a DSP core instead of
a general purpose processor helps to reduce the total en-
ergy from about 3 000 000 nJ to 25 000 nJ (a factor of 120,
from 3 000 000 operations at 1 nJ per operation (as a mi-
crocontroller, compared to a DSP, requires about 30 times
the number of operations for the same task) to 100 000 op-
erations at 0.25 nJ per operation). It is therefore mandatory
to design very low-power DSP cores for such applications.
3.2.2. Implementation issues
Digital signal processors implemented in modern submi-
cron CMOS technologies require many transistors. The
MACGIC DSP core [16] has 500 000 transistors and up to
1 million with memories. However, in 0.18 µm technology,
the silicon area is a few mm2. The main problem is defini-
tively the power consumption for a given level of perfor-
mances for battery-powered application. It is why the sup-
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ply voltage is drastically reduced, as power consumption
is proportional to Vdd2. The MACGIC DSP, at very low
supply voltage (0.8 V) but at low speed (5 MHz) consumes
about 1 mW executing 60 millions of operations per sec-
ond (MOPS). It can be translated in 60 000 MOPS/W or
0.02 mW/MOPS.
According to [12], Table 1 shows the evolution of DSP
processors. To succeed in the mentioned performances
end 2012, very new ideas have to be proposed and tradeoff
between performances, power consumption and flexibility.
Table 1
Performances of DSP processors
Parameters Years
1982 1992 2002 2012
Technology [µm] 3 0.8 0.18 0.02
Nb MOS 50K 500K 5M 50M
Vdd 5.0 5.0 1.0 0.2
MHz 20 80 500 10K
MOPS 5 40 5K 50K
MOPS/W 4 80 10K 1M
mW/MOPS 250 12.5 0.1 0.001
Some interesting implementation techniques can be intro-
duced at power management level. The goal is to provide
variable and very low supply voltages and reduced operat-
ing frequency for dynamic voltage scaling (DVS) as well as
bias voltage to increase transistor threshold voltages (Vth)
in idle modes. The power management strategy has to take
into account many parameters, such as the tasks of the ap-
plication, task deadlines and the number of cycles of the
tasks. It can be implemented on a micro-operating system
executed in an embedded micro-controller [17]. It is based
on the state transitioning times, i.e., the overhead for turn-
ing off (save processor state) and wake-up in a finite (how
long) amount of time. This requires predictions about the
workload of the tasks that have to be executed.
4. Communication
If we look at Fig. 2, communication takes place between
any two adjacent sub-layers. At the lowest layer, between
the sensors layer and the local signal conditioning layer
signals from the sensors are transported in raw analogue
or digital form. Between the local signal conditioning and
the local signal processing layers and above the informa-
tion is likely to be carried in a digital form. This opens the
door to communication using local area network technolo-
gies such as fieldbusses [33] or wireless sensor networks.
In the sequel of this chapter, we will restrict our discus-
sion to networked digital communication and address the
issues raised when introducing networks to transport the
information at the various levels depicted on Fig. 2. Com-
munication may use wires or be wireless. Both cases will
be discussed. Communication may also take place between
the person and its environment as in Fig. 1 between the
portable based unit and some fixed computer giving access
to the Internet. This type of communication that operates
in parallel with the communication between the worn units
is more conventional and will not be detailed here. We will
however discuss its impact on the storage of data within the
whole system.
4.1. Advantages of network based solutions
As compared to conventional point to point links, net-
worked based solutions exhibit a number of interesting ad-
vantages:
• It is possible to transport control information in ad-
dition to the process data. In particular, this permits
remote access to diagnosis and calibration functions.
• Cabling costs are reduced. This includes cables, con-
nectors, planning, installation, commissioning and
maintenance.
• Acquisition and processing may be easily separated.
Changing a sensor will not affect the rest of the sys-
tem if the interface does not change.
• Extensions may be performed much quicker and at
lower cost because few cabling if not no cabling at
all is necessary.
• Values from a sensor or any application may be trans-
mitted to any other node. This avoids duplicating
sensors and cables.
• Better signal quality as analog values are converted
close to their source.
There is however a price to pay. The main drawbacks are:
• Slower data transfers as the medium is shared by all
transfers (as compared to a dedicated line for each
transfer). This also directly impacts the temporal
consistency (see below).
• The network is a single point of failure.
4.2. Requirements
Since the advent of sensor networks in the mid 80 s,
a number of studies have addressed the requirements that
such networks should fulfill. The work done under the In-
ternational Standard Organization is a good example of
them [34]. The main requirements are the following:
• Handle periodic traffic with different period dura-
tions. This is due to the nature of most signal pro-
cessing applications that are based on periodic sam-
pling of the inputs.
• Handle sporadic traffic with bounded latency. Spo-
radic traffic, sometimes called aperiodic, corresponds
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to transfers on demand of an application. For in-
stance, a number of applications are triggered by
events occurring at their inputs. The events should
hence be transported as soon as they appear (not a in
a periodic manner) whereas the occurrence in time
of the event is not known a priori.
• Provide indication for temporal consistency. The fact
is that control or acquisition systems expect that dif-
ferent sensed values correspond to sampling instants
that should be close to each other (within a few per-
cents of the sampling period). This is very easy to
achieve when the inputs are connected directly to the
computer on which the application runs. When us-
ing networks, latencies are such that this property
is lost if no additional mechanism is present. The
network should hence provide ways to support this
property, named temporal consistency, and to know
if a set of values exhibits the property. Note that so-
lutions based on clocks are not sufficient to support
the property. Sometimes the age (time elapsed since
sampling) of a data, also called absolute temporal
consistency, is also important to its users.
• Allow for quasi-simultaneous sampling of a number
of inputs. This is a direct consequence of the tem-
poral consistency requirement. This applies most of
the time to periodic traffic but may occasionally be
required for on demand transfers.
• For sporadic traffic, provide ways to know the or-
der in which events have occurred. An application
will take different decisions depending on the order
in which events have occurred. As the events are po-
tentially detected on different nodes of the network
and may be transported in a different order than the
occurrence order, there should be a way to find out
the order.
• Transfer data from one node to another or simulta-
neously from one node to a number of others.
• Be resilient to interference, vibrations, etc.
• Offer a low cost solution. The cost picture includes
the devices (nodes, connectors, cables, hubs,
switches) as well the planning, installation, commis-
sioning and maintenance expenses.
Although these are not the only requirements, they are the
major ones that make sensor networks different from other
networks found in the office environment.
4.3. The special case of wireless transmission
Wireless transmission means (optical, radio, induction, etc.)
are very appealing because they suppress the interconnec-
tion problems caused by wires. The typical example is the
SpO2 sensors at wrist, finger or ear, and blood pressure
sensor at the wrist level which preferably would need wire-
less link. However, they add a number of constraints that
should not be underestimated. The properties that have the
strongest impact are:
• Compared to cables, radio transmissions suffer from
bit error rates (BER) that are some orders of magni-
tude higher. BER of 10−3 to 10−4 are usual whereas
in cables one may expect BER ranging from 10−7
to 10−9. Error detection schemes should hence be
enhanced accordingly.
• Radio transmissions suffer from frequency selective
multipath fading. Waves may follow different paths
that interfere destructively at the receiver site. This
results in impossibility of communication at some
point in space. Using spread spectrum techniques
can mitigate this effect.
• Perturbing systems can easily jam radio transmis-
sion. This is especially true in the ISM (instrument,
scientific and medical) bands. For instance, in the
2.4 GHz band, high power medical devices are al-
lowed. They may completely suppress all communi-
cations for long periods of time.
• The signaling rate is most of the time limited to
a few tenths of kilobits per second and seldom ex-
ceeds 10 Mbit/s.
• Spatial reuse is low as spectrum is limited. This
means that coexistence of several systems in the same
area should be either planned (code or frequency al-
location) or the medium access control should be de-
signed in a way that takes care of the interference
between systems.
• Transmission distances are smaller but this is not
a problem in our case.
• Higher cost. Due to its intrinsic complexity, radio
transmission is more expensive than cable transmis-
sion. However, this cost may be offset by lower in-
stallation costs.
• The radio bands cannot be used freely. There are
a number of “free” bands, most of them ISM, but
their use is governed by a number of rules. For in-
stance, some bands are not allowed to be used 100%
of the time. Duty cycles as low as 0.1% can be found.
Finally, the number of bands that are available world
wide is very restricted. The 2.4 GHz ISM band is
among this few.
• While taping a cable requires physical access to the
installation, spying radio communication can be done
easily. If required, special measures should be added
to ensure confidentiality.
• When is wired transmission is used, power can be
transported in the same cable. With wireless, nodes
may have to operate on batteries. This calls for spe-
cial battery conserving transmission techniques.
Wireless light transmission may also be used. It is however
less common because direct visibility is required. Generally
speaking, solutions designed assuming a wired connection
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cannot be used on wireless transmission without important
modifications [35]. In addition, contrary to wired com-
munications, it is wise to design solutions that are able to
withstand absence of communication for long periods of
time. This is a direct consequence of the first three prop-
erties depicted above.
4.4. Communication architecture
Communication takes place on the person (body area net-
work) between all the worn devices and between the person
and the external world for instance between the portable
base station and a fixed computer that gives access to the
Internet (Fig. 1).
In the first case, as mentioned above, a communication
network may be inserted between any two adjacent layers
(Fig. 2). This suggests that more than a single network
may be used. However, in the context of wearable sys-
tems, it seems unlikely that multiple networks will coexist
on the same person. This means that, either communica-
tion may violate the layered approach, or all the connected
devices comply with the layered approach in such a way
that communication takes place at a single level. A logical
solution would hence be to put the network between the
sensing layers and the processing layers. Violating the lay-
ered approach is also possible. It would however put more
constraints on the network.
The above subsections may give the impression that com-
munication must be either wired or wireless. This is by
no means implied here. On the contrary, it is perfectly
possible to build a solution that combines both types of
medias [36].
Communication between the person and the external world
may use conventional networks such as wireless LANs pro-
vided the application is able to comply with the limitations
of such networks in particular in terms of real-time guar-
antees and consumption. This has strong implications on
the presence of local storage on the body worn units as
discussed in the next subsection.
4.5. Storage and transfer of data
Generally speaking storage is a necessary evil to compen-
sate for the asynchronisms in the overall system. In other
words, would the applications and the communication sys-
tems be predictable, storage could be reduce to a mini-
mum if not suppressed. With the use of wireless networks,
buffering may also be necessary to cope with the periods
of inaccessibility in which the units cannot communicate.
In such a case, transfers will occur in bursts when the units
can communicate. The normal throughput of the network
should hence be larger than the average throughput required
by the applications. Between bursts, processed data should
be stored locally. An extreme case would be a worn unit
that communicates with the care center once a week. Ob-
viously, the local storage should be large enough to retain
a week of data. Furthermore, the connection between the
patient and the center should provide enough throughputs
to transfer the stored data in a reasonable amount of time
(a few seconds or minutes).
Even in the case of a permanent connection between the
patient and the care center, storage should be planned on
the patient to account for the possible losses of connections.
In the context of wearable systems, buffering may occur
at different places. It may occur within the sensing layers,
within the processing layers or both. The first case is less
frequent for at least two reasons:
• Algorithms in the processing layers are executed in
a periodic manner. If data is missing, it is not possi-
ble to wait until it is retransmitted at a later instant.
• Retransmissions when the first attempt did not suc-
ceed create unpredictable behavior and potentially
double the necessary network bandwidth. This in
its turn increases the cost and should be avoided.
There are however cases in which all data should be kept
and storage should be performed at the sensory level.
Storage in the processing layers is more common because
asynchronism is possible (off line processing) and units at
this level tend to be in lower numbers making the storage
comparatively cheaper.
5. Conclusions
Wearable sensing is far from being mature and needs lots of
improvements concerning the power distribution and the er-
gonomics of the systems. User functionality performances
and clinical relevance of the extracted information will im-
pinge on the final market potentials, rather than the indi-
vidual sensor technical performances.
Communication between wearable units is largely governed
by the special needs of signal processing of sensory infor-
mation. If there are adequate solutions running on wires,
existing wireless solutions do not comply with the require-
ments. Even in the case of wireline solutions, some pro-
gresses should be made to reduce further the power con-
sumption and cope with the special nature of fabric em-
bedded connections.
This paper has shown the emerging technological architec-
tures, possibilities and limitations of wearable biosensing.
Without doubts, within 5 to 10 years, some of these sys-
tems will become available on the market, and CSEM is
aimed at playing a central role concerning the electronic
and signal processing in wearable biosensors and systems.
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