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Abstract
We analyze two conditionally solvable quantum-mechanical models: a
one-dimensional sextic oscillator and a perturbed Coulomb problem. Both
lead to a three-term recurrence relation for the expansion coefficients. We
show diagrams of the distribution of their exact eigenvalues with the ad-
dition of accurate ones from variational calculations. We discuss the sym-
metry of such distributions. We also comment on the wrong interpretation
of the exact eigenvalues and eigenfunctions by some researchers that has
led to the prediction of allowed cyclotron frequencies and field intensities.
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1 Introduction
In addition to the exactly solvable quantum-mechanical models, like the har-
monic oscillator and the hydrogen atom, among others, where one obtains the
whole spectrum for any values of the model parameters [1, 2], there is the class
of quasi-solvable or conditionally-solvable systems where one obtains a subset of
eigenvalues and eigenfunctions in exact analytical way only for some values of
the model parameters or suitable constrains for them [3–17]. The most widely
studied models are anharmonic oscillators [3–8, 10, 11, 13–16] and perturbed
Coulomb systems [9, 13, 15–17].
The perturbed Coulomb system appears in the analysis of a variety of phys-
ical problems and enabled some researchers to predict the existence of allowed
cyclotron frequencies, allowed field intensities, etc [18–30].
The purpose of this paper is the analysis of two conditionally solvable models
that can be reduced to a three-term recurrence relation. In Sec. 2 we outline
the main features of the three-term recurrence relation, in sections 3 and 4 we
show diagrams for the distribution of the eigenvalues of a sextic anharmonic
oscillator and a perturbed Coulomb model, respectively. We comment on the
wrong interpretation of the eigenvalues obtained by several authors for the latter
example. Finally, in Sec. 5 we summarize the main results and draw conclusions.
2 The recurrence relation
Consider a Schro¨dinger equation
Hψ = Eψ, (1)
with a Hamiltonian operator H = H(a) that depends on a set of model param-
eters a = (a1, a2, . . . aK). Suppose that we can write the solution ψ as a linear
combination of a (not necessarily orthonormal) basis set {ϕj , j = 0, 1, . . .}
ψ =
∞∑
j=0
cjϕj , (2)
2
so that the coefficients cj obey a three-term recurrence relation
cj+1 = Ajcj +Bjcj−1, j = 0, 1, . . . , c−1 = 0, c0 = 1. (3)
Some authors state that the expansion coefficients are normalization constants
[15, 16].
If the equations
cn+1 = cn+2 = 0, cn 6= 0, (4)
can be solved for E and a for some n, then cj = 0 for all j > n. If the
solutions to these equations are physically acceptable then we have obtained
an exact solution to the Schro¨dinger equation (1). More precisely, we would
have obtained E = E(n)(an), where the set of parameters an is a solution to
some nonlinear equation Fn (an) = 0. Clearly, the model parameters an that
satisfy this condition will not be independent. The truncation condition (4) is
equivalent to
Bn+1 = 0, cn+1 = 0, cn 6= 0. (5)
This truncation condition proposed by Verc¸in [18] for a particular problem
appears to be simpler than the determinantal condition used by other au-
thors [11, 14].
The coefficients cˆj = (−1)
jcj satisfy
cˆj+1 = −Aj cˆj +Bj cˆj−1, j = 0, 1, . . . , cˆ−1 = 0, cˆ0 = 1, (6)
that will be useful for the interpretation of some of the results below.
3 One-dimensional anharmonic oscillator
As a first example we consider the anharmonic oscillator
H = −
d2
dx2
+ V (a, b, x),
V (a, b, x) = −ax2 − bx4 + x6, −∞ < x <∞, (7)
that supports bound states for all real values of the parameters a and b. In earlier
treatments of the sextic oscillator the authors considered a positive coefficient
3
for the sextic term [3–8,10,11,13–16]. However, such a coefficient can be easily
set to unity by means of a suitable change of the independent variable x [31].
For this reason we choose the coefficient of x6 equal to unity without loss of
generality.
We have three cases:
Case I: 4a+ b2 < 0⇒ single well
Case II: 4a+ b2 > 0, a > 0⇒ double well
Case III: 4a+ b2 > 0, a < 0⇒ triple well
A suitable non-orthogonal basis set for the treatment of this problem is
ϕj,s(x) = x
s+2j exp
(
b
4
x2 −
1
4
x4
)
, j = 0, 1, . . . , (8)
where s = 0 or s = 1 for even or odd states, respectively. A straightforward
calculaton leads to
Aj = −
(b (4j + 2s+ 1) + 2E)
4 (j + 1) (2j + 2s+ 1)
,
Bj = −
(
4a+ b2 − 4 (4j + 2s− 1)
)
8 (j + 1) (2j + 2s+ 1)
. (9)
From Bn+1 = 0 we obtain a relationship for the model parameters
4a+ b2 − 4 (4n+ 2s+ 3) = 0, (10)
from which we obtain either a(b) or b(a). Notice that the truncation condition
gives us the possibility of double and triple wells.
The truncation condition (5) leads to an exact eigenfunction
ψ(n)s (x) = x
sP (n)s (x) exp
(
b
4
x2 −
1
4
x6
)
,
P (n)s (x) =
n∑
j=0
c
(n)
s,j x
2j . (11)
If we solve equation (10) for a we obtain an,s(b) and a Hamiltonian operator
Hn,s that depends on this particular relationship between a and b. It is worth
having in mind that ψ
(n)
s (x) and ψ
(n′)
s′ (x) are not eigenfunctions of the same
4
hamiltonian but of Hn,s and Hn′,s′ , respectively, which are two different oper-
ators. We are not being unnecessarily careful about this point because it has
been misunderstood by other authors [18–30].
For example, for n = 0 we obtain
a0,s(b) = 2s+ 3−
b2
4
, E(0)s = −
b (2s+ 1)
2
. (12)
Since c
(0)
s,j = 0 for all j > 0 the corresponding function has no nodes when s = 0
and only one node at x = 0 when s = 1. The former is the ground state for the
model determined by a0,0(b) and the latter is the first-excited state for a0,1(b).
For n = 1 we have two solutions
a1,s = 2s+ 7−
b2
4
,
E
(1)
0,s = −
b (2s+ 3) + 2
√
b2 + 8 (2s+ 1)
2
,
E
(2)
1,s = −
b (2s+ 3)− 2
√
b2 + 8 (2s+ 1)
2
. (13)
The values of the coefficient c1 in these two cases are
c
(1)
0,s,1 =
b+
√
b2 + 8 (2s+ 1)
2 (2s+ 1)
, c
(2)
1,s,1 =
b−
√
b2 + 8 (2s+ 1)
2 (2s+ 1)
. (14)
Since c
(1)
0,s,1 > 0 and c
(2)
1,s,1 < 0 we conclude that they are consistent with the
first two even states of H1,0 and the fist two odd states of H1,1.
For n = 2 we have three eigenvalues for just one value of a
a2,s = 2s+ 11−
b2
4
,
8E3 + 12b (2s+ 5)E2 + 2
[
b2
(
12s2 + 60s+ 59
)
− 256 (s+ 1)
]
E
+ b (2s+ 1)
[
b2 (2s+ 5) (2s+ 9)− 256 (s+ 3)
]
= 0 (15)
The three roots E
(2)
0,s < E
(2)
1,s < E
(2)
2,s are three eigenvalues of the anharmonic
oscillatorH2,s, even states for s = 0 and odd ones for s = 1. In general we expect
n+ 1 energy eigenvalues E
(n)
i,s , i = 0, 1, . . . , n for the model given by the curve
an,s(b). In Appendix A we prove that all the roots E
(n)
i,s are real. Notice that we
have chosen the subscripts so that the eigenfunction ψ
(n)
i,s (x) has exactly i + s
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nodes and we can consider both i and s to be quantum numbers. In other words,
we can label the eigenfunctions and eigenvalues of the Hamiltonian operator (7)
as ψi,s(x) and Ei,s(a, b), respectively. On the other hand, the integer n cannot
be considered a quantum number as it merely indicates a given relationship
Fn,s(a, b) = 0 between the parameters a and b from which we obtain either
an,s(b) or bn,s(a) and the Hamiltonian operator Hn,s. Although the truncation
condition (5) leads to a Hamiltonian operator that depends on s, this integer
is actually a quantum number associated to the parity of the eigenfunction.
For example, the well known eigenvalues Eν = h¯ω
(
ν + 12
)
, ν = 0, 1, . . . of
the harmonic oscillator can be written as Ei,s = h¯ω
(
2i+ s+ 12
)
, i = 0, 1, . . .,
s = 0, 1.
Figure 1 shows the eigenvalues Eν,s(0, b) obtained from the truncation con-
dition (blue circles) and those calculated by means of two variational meth-
ods [32, 33] (red lines). The potential-energy function V (0, b, x) is a single well
for b < 0 and a double well for b > 0. Since the depth of the wells increases with
b one expects negative eigenvalues for sufficiently large values of b. Straight-
forward calculation using the Riccati-Pade´ method (RPM) [34] shows that the
first eigenvalue becomes negative at b = 2.491322600 and the second one at
b = 3.037089563. There is a gap without blue points because the truncation
condition requires that b2 ≥ 12. Notice the coalescence of pairs of even and odd
states as the wells become deeper. The members of such pairs approach each
other when b increases.
The symmetry of Figure 1 can be easily explained by an argument similar
to that given by Child et al [14] for the central-field version of this model. To
this end, notice that Aj(−b,−E) = −Aj(b, E) and Bj(a,−b) = Bj(a, b) leads
to equation (6) with solutions cˆj . It is worth mentioning that the roots of the
Hankel-Hadamard determinants in the Riccati-Pade´ method (RPM) [34] yield
the eigenvalues for b > 0 and b < 0 simultaneously.
Figure 2 shows eigenvalues Eν,s(a, 0) obtained in the same way. The be-
haviour of these eigenvalues is similar to those in the previous case, except for
the lack of symmetry. In this case the first eigenvalue becomes negative at a = 3
6
and the second one at a = 5.
Figure 3 shows eigenvalues Eν,s(a, 1). The first eigenvalue becomes negative
at a = 1.901043863 and the second one at a = 3.508348408.
The behaviour of the eigenvalues Eν,s(a, b) with respect to the model pa-
rameters a and b is given by the celebrated Hellmann-Feynman theorem [35]
(and references therein)
∂E
∂a
= −
〈
x2
〉
,
∂E
∂b
= −
〈
x4
〉
. (16)
4 Perturbed Coulomb model
The second example is given by the Hamiltonian operator
H = −
d2
dr2
+
γ(γ + 1)
r2
+ V (a, b, r),
V (a, b, r) = −
a
r
− br + r2, 0 ≤ r <∞, (17)
where γ > 0 and a and b are real. Notice that this form of the Hamiltonian
operator is suitable for the treatment of the central field model in any number
of spatial dimensions. In fact, γ may be a function of the number of spatial
dimensions D and the rotational quantum number l [13, 15–17] and may even
take into account a term in the potential-energy function that behaves as r−2
at origin [9].
A suitable basis set for this problem is
ϕj(r) = r
γ+1+j exp
[
b
2
r −
r2
2
]
, j = 0, 1, 2, . . . , (18)
and we obtain the three-term recurrence relation (3) with
Aj = −
a+ b (j + γ + 1)
(j + 1) [j + 2 (γ + 1)]
,
Bj = −
b2 + 4 (E − 2j − 2γ − 1)
4 (j + 1) [j + 2 (γ + 1)]
. (19)
From Bn+1 = 0 we obtain an expression for the energy
E(n)γ = 2γ + 2n+ 3−
b2
4
, (20)
7
and the truncation condition (5) leads to wavefunctions of the form
ψ(n)γ = r
γ+1P (n)γ (r) exp
[
b
2
r −
r2
2
]
,
P (n)γ (r) =
n∑
j=0
cjr
j . (21)
For simplicity, we label both the eigenvalues and eigenfunctions with the real
number γ although in general it will not be a true quantum number. We follow
this practice because the form of γ changes from one model to another and it
will commonly depend on the angular quantum number [9, 13, 15–17].
For n = 0 we have
E(0)γ = 2γ + 3−
b2
4
, a0,γ = −b (γ + 1) , (22)
and the corresponding wavefunction ψ
(0)
γ does not have nodes.
For n = 1 we have
E(1)γ = 2γ + 5−
b2
4
,
a(1,1)γ = −
b (2γ + 3) +
√
b2 + 16 (γ + 1)
2
,
a(1,2)γ = −
b (2γ + 3)−
√
b2 + 16 (γ + 1)
2
. (23)
The wave function for a
(1,1)
γ will not have nodes in the interval 0 < r < ∞
because
c
(1,1)
γ,1 =
√
b2 + 16 (γ + 1) + b
4 (γ + 1)
, (24)
is always positive. On the other hand, for the model a
(1,2)
γ (b) we have one node
in that interval because
c
(1,2)
γ,1 =
b−
√
b2 + 16 (γ + 1)
4 (γ + 1)
, (25)
is always negative.
For n = 2 we have
E(2)γ = 2γ + 7−
b2
4
,
a3 + 3a2b (γ + 2) + a
[
b2
(
3γ2 + 12γ + 11
)
− 4 (4γ + 5)
]
+ b (γ + 1)
[
b2 (γ + 2) (γ + 3)− 4 (4γ + 9)
]
= 0. (26)
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In the general case we obtain E
(n)
γ and a
(i)
n,γ(b), i = 1, 2, . . . , n+1, a
(i+1)
n,γ (b) >
a
(i)
n,γ(b). In Appendix A we prove that all the roots a
(i)
n,γ(b) are real. In order
to understand the relationship between these results and the actual eigenvalues
Eν,γ(a, b), ν = 0, 1, . . . of the operator (17) we resort to the Hellmann-Feynman
theorem that in this case states that
∂E
∂a
= −
〈
1
r
〉
,
∂E
∂b
= −〈r〉 . (27)
Since E decreases with a we conclude that the pair
[
E
(n)
γ , a
(i)
n,γ(b)
]
is a point on
the curve Ei−1,γ(a, b) for a = a
(i)
n,γ(b).
It is clear that
[
E
(n)
γ , ψ
(n)
γ
]
is a pair of eigenvalue-eigenfunction of the opera-
tor Hn,γ , and that
[
E
(n′)
γ′ , ψ
(n′)
γ′
]
corresponds to Hn′,γ′ . This apparently obvious
fact has been misunderstood in many papers and the belief that E
(n)
γ gives us
the spectrum of a single quantum-mechanical system has led to the wrong con-
clusion that there exist allowed cyclotron frequencies, allowed field intensities
and the like [18–30]. Such wrong conjectures arise from the belief that there are
no square-integrable solutions outside those given by the truncation condition
(5). This misinterpretation of the meaning of the exact solutions to condition-
ally solvable models has led to the fictitious dependence of frequencies and field
intensities on the quantum numbers through, for instance, the parameter an,γ .
Figure 4 shows some eigenvalues for γ = 1, b = 1 in a range of values of a
calculated by the truncation condition (5) and a variational method with the
nonorthogonal basis set of functions (18).
5 Conclusions
Although there have been several excellent papers published on the subject of
conditionally solvable models [3–13, 17] we have decided to write the present
one because the meaning of the exact solutions obtained for such particular
models have not been understood [18–30]. These authors believe that the exact
solutions to conditionally solvable models are the only bound states supported
by them and, as a consequence, draw wrong conjectures such as the existence
9
of allowed cyclotron frequencies, allowed field intensities and the like. These
wrong conclusions stem from the fact that the exact solutions (with polynomial
factors) are possible for some particular values of the model parameters. The
dependence of the model parameters on the truncation number n (the degree
of the polynomial factor) has been interpreted as the dependence of the param-
eters on the quantum numbers and thereby the conclusion that bound states
exist only for particular value of certain experimental quantities. This wrong
interpretation of the truncation method has led them to believe that they ob-
tained the whole spectrum of a given model when they obtained just one (in
our second example) or a few (in our first example) energy for a given model.
We hope to have made this point clear in the present paper.
The paper of Child et al [14] reveals a most clear picture of the distribution
of the eigenvalues of the central-field sextic anharmonic oscillator, as well as
a hidden symmetry. In this paper we add somewhat different diagrams of the
distribution of the eigenvalues of conditionally solvable models that we believe
to provide additional valuable information.
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A Symmetric tridiagonal matrix
In this appendix we review a most interesting result derived by Child et al [14].
The three-term recurrence relations discussed above can be rewritten as
Ujcj−1 + (Vj − λ) cj +Wjcj+1 = 0 (A.1)
where λ = E in the first example and λ = a in the second one. If we define
new coefficients c˜j by means of the transformation cj = Qj c˜j then we obtain
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the new eigenvalue equation
Mj,j−1c˜j−1 + (Mj,j − λ) c˜j +Mj+1c˜j+1 = 0
Mj,j−1 = Uj
Qj−1
Qj
, Mj,j = Vj , Mj,j+1 =Wj
Qj+1
Qj
(A.2)
If we set c0 = c˜0 = 1, then Q0 = 1.
If the matrix M is symmetric then its eigenvalues λ are real; therefore, we
require that
Mj+1,j = Uj+1
Qj
Qj+1
=Mj,j+1 =Wj
Qj+1
Qj
(A.3)
that leads to
Q2j+1 =
Uj+1
Wj
Q2j , j = 0, 1, . . . (A.4)
Therefore, this matrix symmetrization is possible if Uj+1/Wj > 0 for all j and,
consequently, this condition is sufficient for the existence of real eigenvalues λ.
In the two examples discussed above Wj is always positive while Uj becomes
negative for a sufficiently great value of j unless we choose either a, b or E so that
Un+1 = 0. This is exactly the truncation condition discussed in the preceding
sections. In other words: the truncation condition assures real eigenvalues λ.
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Figure 1: Eigenvalues of the one-dimensional anharmonic oscillator Eν,s(0, b)
calculated by means of the truncation condition (blue points) and by a varia-
tional method (red lines)
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Figure 2: Eigenvalues Eν,0s(a, 0) of the one-dimensional anharmonic oscillator
calculated by means of the truncation condition (blue points) and by a varia-
tional method (red lines)
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Figure 3: Eigenvalues Eν,s(a, 1) of the one-dimensional anharmonic oscillator
calculated by means of the truncation condition (blue points) and a variational
method (red lines)
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Figure 4: Eigenvalues Eν,1(a, 1) for the perturbed Coulomb model calculated
by means of the truncation method (blue points) and a variational method (red
lines)
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