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a b s t r a c t
We develop a continuous-time asset allocation model which incorporates both model
uncertainty and structural changes in economic conditions. A ‘‘dynamic’’ M-ary detection
framework for a continuous-time hidden Markov chain partially observed in a Gaussian
process is used to model the price dynamics of the risky asset and the hidden states of
an economy. The goal of an investor is to select an optimal asset portfolio mix so as to
maximize the expected utility of terminal wealth. Filtering theory is used first to turn the
problem into one with complete observations and then to derive M-ary detection filters
for the hidden system. The Hamilton–Jacobi–Bellman dynamic programming approach is
used to solve the asset allocation problemwith complete observations. An explicit solution
is obtained for the power utility case.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Asset allocation is one of the key issues in the theory and practice of modern banking and finance. Early scientific
contribution to asset allocation can be traced to the Nobel Prize winning work of Markowitz [1], where an elegant
mathematicalmodel for portfolio selectionwas first introduced.Markowitz considered a single-periodmodel,where returns
are assumed to be normally distributed. He adopted the variance of a portfolio’s return to describe the risk of the portfolio
and simplified the asset allocation problem into a mean–variance optimization problem. The mean–variance paradigm for
asset allocation conveys a rich source of financial intuition of the relationship between risk and return of a portfolio. The
Markowitzmean–variancemodel also laid down the foundation of equilibrium asset pricing, such as the capital asset pricing
model developed independently by Treynor [2], Sharpe [3], Lintner [4] andMossin [5]. Despite its theoretical elegance and its
intuitive appeal, the Markowitz model is a single-periodmodel. In practice, asset allocation decisions are made dynamically
over time.
Samuelson [6] and Merton [7] considered asset allocation problems in a multiple-period model and a continuous-
time model, respectively. Their models are more realistic than the Markowitz one since their models allow updating of
asset allocation decisions dynamically over time. In particular, the continuous-time framework of Merton provides a solid
theoretical foundation for studying the optimal asset allocation problem. Under certain assumptions, such as a perfect
market and geometric Brownian motion (GBM) for asset price dynamics, Merton obtained a closed-form solution for an
optimal asset allocation strategy, which is called theMerton ratio. Under the GBM assumption in theMertonmodel, returns
are independent and identically distributed. However, in practice, market and economic situations do change over time.
Consequently, it is of practical relevance to consider a model which can describe the impact of structural changes in market
or economic conditions on portfolio selection decisions. Regime switching models are a good candidate for modeling the
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impact of structural changes in market or economic conditions on asset prices. These models provide the flexibility that
model parameters can change over time according to different states of a market or an economy which are described by
the values of a state process, say a Markov chain. Applications of regime-switching models for asset allocation have been
studied by several authors. Some of them include [8–11], amongst others.
Model uncertainty is an important issue in anymodeling exercise. Its importancewashighlighted inmany fields including
economics, finance, insurance, statistics and engineering. See, for example, Knight [12], Hansen and Sargent [13–16],
Derman [17], Cont [18], Fabozzi et al. [19], Garlappi et al. [20], Zhou and Zhu [21], Zhang and Siu [22], Bernardo and
Smith [23], Elliott and Malcolm [24] and Malcolm and Elliott [25]. There are two major approaches to model uncertainty,
namely, the Bayesian approach and the robust approach. The (parametric) Bayesian approach supposed that the ‘‘true’’ state
of the underlyingmodel is represented by a set of unknown parameters which are assumed to be random variables.1 A prior
distribution is assigned to the unknown parameters which summarizes the prior belief of the modeler about the true state
of the model. The prior belief is then updated by the Bayes’ rule when new evidence emerges, (see, for example, Bernardo
and Smith [23]). The robust approach originated from control engineering is a popular approach to model uncertainty in
economics, see, for example, Hansen and Sargent [13–16]. The central tenet of the robust approach is that the modeler may
not be confident about an approximating model and surrounds it by introducing a family of ‘‘neighborhood’’ models via
perturbation. This incorporates the uncertainty aversion of the modeler.
Malcolm and Elliott [25] pioneered the use of M-ary detection framework in quantitative finance. In particular, they
introduced anM-ary detection framework for incorporatingmodel uncertainty inmodeling asset price dynamics. TheM-ary
detection model has been used to investigate modeling problems in engineering, see for example, Elliott and Malcolm [24].
The basic idea of the M-ary detection model is to assume that there is a set of model hypotheses, where one and only one of
them is the ‘‘true’’ underlying model. It provides a convenient and tractable way to incorporate model uncertainty. It seems
that the existing literature on the Bayesian approach, robust approach and theM-ary approach tomodel uncertainty mostly
focus on a kind of ‘‘static’’ model uncertainty in the sense that the ‘‘true’’ state of the underlying model is invariant over
time. However, from both philosophical and practical perspectives, it is also important to consider a ‘‘dynamic’’ version of
model uncertainty, where the ‘‘true’’ state of the underlying model is varying over time.
In this paper, we develop a continuous-time asset allocation model which incorporates both model uncertainty and
structural changes in economic conditions. To capture the impact of structural changes in economic conditions we consider
a hidden Markov chain whose states represent the states of an economy and assume that the price process of a risky asset
has coefficients modified by the chain. To incorporate model uncertainty, we use an M-ary detection model, where a set of
model hypotheses is considered and an observation process generated from one and only one of these model hypotheses.
The object of an investor is to select an optimal asset portfolio strategy to maximize the expected utility of terminal wealth.
Here the asset allocation problem is a control problem with partial observations. Our approach to this problem consists of
two stages. At the first stage, we employ filtering theory to turn the control problemwith partial observations into one with
complete observations. Then we also use filtering theory to develop M-ary detection filters for the hidden system. At the
second stage, we consider the asset allocation problem with complete observations. To solve this problem, we consider the
Hamilton–Jacobi–Bellman, (HJB), dynamic programming approach using the filtered equations derived in the first stage. In
the case of a power utility, we derive an explicit solution to the optimal asset allocation problem.
This paper is structured as follows. The next section presents the model dynamics in the M-ary detection model and
the asset allocation problem with partial observations. Section 3 presents the first-stage of the two stage procedure. In
particular, we discuss the use of filtering theory to turn the asset allocation problemwith partial observations into one with
complete observations. We then present the M-ary detection filters for the hidden system. In Section 4, we discuss HJB
dynamic programming to solve the asset allocation problem with complete observations. We then derive an explicit form
of the optimal portfolio strategy for the case of a power utility. The final section summarizes the paper.
2. The model dynamics
We consider a continuous-time economywith two primitive securities, a bond B and an ordinary share S. These securities
are traded continuously over time in a fixed-time horizon [0, T ], where T < ∞. Three sources of risk are incorporated in
our modeling framework, namely, financial risk, economic risk and model risk. Financial risk is attributed to fluctuations
in financial prices or rates. Economic risk, or regime-switching risk, is due to structural changes in (macro)-economic
conditions. Model risk is the risk attributed to uncertainty in the ‘‘true’’ model generating observations. We consider a
complete probability space (Ω,F , P)which is rich enough to incorporate the three sources of risk, where P is a real-world
probability measure.
Firstly, we describe model risk. Suppose there is a ‘‘reasonable’’ set of M candidate model hypotheses {H1,H2, . . . ,HM}
and that the ‘‘true’’ underlying model is one and only one of these model hypotheses at each time instant. We consider a
general situationwhere the ‘‘true’’ underlyingmodel can change dynamically over time. In other words, a kind of ‘‘dynamic’’
model uncertainty, or risk, is considered here. This kind of ‘‘dynamic’’ model uncertainty is also called an M-ary framework
1 In the case of Bayesian nonparametric approach, the ‘‘true’’ state of the underlyingmodel is represented by the unknowndistributionwhich is a random
function.
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for a dynamical system, or simply a dynamic M-ary framework. To describe ‘‘dynamic’’ model uncertainty, we consider
a continuous-time, finite-state, hidden Markov chain α := {α(t)|t ∈ T } on (Ω,F , P).2 Without loss of generality, we
suppose that the state space of the Markov chain is the set of standard unit vectors, or the standard orthonormal basis,
L1 := {f1, f2, . . . , fM} ⊂ ℜM , where the jth component of fi is the Kronecker product δij, for each i, j = 1, 2, . . . ,M .
This is called the canonical representation of the state space of the chain. Here the chain α represents an auxiliary state
process which acts like an M-state ‘‘switch’’ giving the ‘‘true’’ underlying model which evolves over time. For example,
when α(t) = fi, the ‘‘true’’ underlying model is the model hypothesis Hj at time t . When the chain α is reduced to a vector-
valued simple random variable, we describe a kind of ‘‘static’’ model uncertainty, where the unknown ‘‘true’’ underlying
model remains unchanged over time and is one and only one of the M model hypotheses. We call this kind of ‘‘static’’
model uncertainty an M-ary framework for a fixed dynamical system, or simply a static M-ary framework. Indeed, one may
think of the static M-ary framework as a Bayesian approach to model uncertainty while the dynamic M-ary framework as a
‘‘dynamic’’ Bayesian approach to model uncertainty.
To describe the probability law of the chain α, we consider a rate matrix C := [cij]i,j=1,2,...,M , which is also called an
intensity matrix or a Q -matrix. For each i, j = 1, 2, . . . ,M , cij represents the constant transition intensity of the chain α
from state fj to state fi.3 Note that
∑M
i=1 cij = 0 and cij ≥ 0, for each i, j = 1, 2, . . . ,M , so cii ≤ 0. With the canonical
representation for the chain α, Elliott et al. [26] gave the following semi-martingale dynamics for the chain α:
α(t) = α(0)+
∫ t
0
Cα(u)du+ U(t), t ∈ T .
HereU := {U(t)|t ∈ T } is anℜM-valued, (Fα, P)-martingale andFα := {F α(t)|t ∈ T } is the right-continuous, P-completed,
natural filtration generated by the chain α; ⟨·, ·⟩ is the scalar product in an Euclidean space of appropriate dimension.
We now describe economic risk, or regime-switching risk, using a second continuous-time, finite-state, hidden Markov
chain X := {X(t)|t ∈ T } on (Ω,F , P). Again, we identify the state space of the chain X with a set of standard unit vectors
L2 := {e1, e2, . . . , eN} ⊂ ℜN , where the jth component of ei is the Kronecker product δij, for each i, j = 1, 2, . . . ,N .
Consequently, we consider an N-state hidden underlying economy. For each i = 1, 2, . . . ,N , when X(t) = ei, the hidden
state of the economy at time t is in the ith state. We suppose that for each k = 1, 2, . . . ,N , under the model hypothesis Hk,
the rate matrix of the chain X is AHk := [aHkij ]i,j=1,2,...,N , where aHkij is the constant transition intensity of the chain X from
state ej to state ei under the model hypothesis Hk. Consequently, the chain X has the following semi-martingale dynamics:
X(t) = X(0)+
M−
k=1
∫ t
0
⟨α(u), fk⟩AHkX(u)du+M(t).
Here M is an ℜN -valued, (FX, P)-martingale and FX := {F X(t)|t ∈ T } is the right-continuous, P-completed, natural
filtration generated by the chain X. Note thatM and U are independent under P .
We are ready to specify the price dynamics of the bond B and the ordinary share S. Let r be the constant continuously
compounded risk-free interest rate, where r > 0. Then the price of the bond B evolves over time as:
B(t) = er , B(0) = 1.
For each k = 1, 2, . . . ,M , under the model hypothesis Hk, let
µHk := (µHk1 , µHk2 , . . . , µHkN )′ ∈ ℜN ,
be the vector of appreciation rates of the ordinary share S over different states of the hidden underlying economy, where
µ
Hk
i is the appreciation rate of the share S corresponding to the ith state of the hidden underlying economy under themodel
hypothesis Hk. Consequently, under the model hypothesis Hk, the appreciation rate µHk(t) of the share S at time t can be
represented as:
µHk(t) := µHk ,X(t) .
Let σ be the volatility of the ordinary share S, where σ > 0. Suppose W := {W (t)|t ∈ T } is the standard Brownian
motion on (Ω,F , P)with respect to the right-continuous, P-completed, natural filtration FW := {F W (t)|t ∈ T } generated
by itselfW . Then we assume that the price dynamics of the ordinary share S are governed by the following hidden Markov-
modulated geometric Brownian motion:
dS(t) =
 M−
k=1
⟨α(t), fk⟩µHk(t)

S(t)dt + σ S(t)dW (t), t ∈ T ,
S(0) = s > 0.
2 In general, we can use other stochastic processes, say a higher-order Markov chain, to describe the dynamic M-ary framework.
3 We consider here a time-homogeneous Markov chain, where the transition intensity is a constant. In general, we can consider a time-inhomogeneous
Markov chain, where the instantaneous transition intensity depends on time t .
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For each t ∈ T , let
Y (t) := ln

S(t)
S(0)

,
which is the logarithmic return of the ordinary share from time 0 to time t .
For each k = 1, 2, . . . ,M , let
gHk := (gHk1 , gHk2 , . . . , gHkN )′ ∈ ℜN ,
where
gHki := µHki −
1
2
σ 2, i = 1, 2, . . . ,N.
Then by Itô’s formula,
Y (t) =
M−
k=1
∫ t
0
⟨α(u), fk⟩

X(u), gHk

du+ σW (t).
Note that, for each k = 1, 2, . . . ,M , the model hypothesis Hk can then be characterized by two model components as
follows:
Hk := {AHk , gHk}.
Define a matrix-valued process Z := {Z(t)|t ∈ T } on (Ω,F , P), where
Z(t) := α(t)⊗ X(t) ∈ ℜM ⊗ℜN .
Here⊗ is the Kronecker product, or tensor product, and the (i, j)-element of Z(t) is given by:
zij(t) = ⟨α(t), fi⟩

X(t), ej

, i = 1, 2, . . . , M, j = 1, 2, . . . ,N.
The spaceL of the matrix-valued process Z is then given by:
L := L1 ⊗L2
= [Fij]i=1,2,...,M;j=1,2,...,N ,
where
Fij := fi ⊗ ej ∈ ℜM ⊗ℜN ,
soL ⊂ ℜM⊗ℜN . Indeed,L is the standard orthonormal basis inℜM⊗ℜN . Note that each element inL specifies a particular
model hypothesis and a particular state of the hidden underlying economy. For example, if Z(t) = Fij, the model hypothesis
is Hi and the hidden underlying economy is in the jth state at time t , for each i = 1, 2, . . . ,M and j = 1, 2, . . . ,N .
We can write the return process in terms of the matrix-valued process Z(t) as follows:
Y (t) =
N−
i=1
M−
k=1
∫ t
0
f′kZ(t)eig
Hk
i dt + σW (t).
Here y′ represents the transpose of a matrix, or a vector, y.
We now specify the information structure of our model. Let FY := {F Y (t)|t ∈ T } be the right-continuous, P-completed,
natural filtration generated by the return process Y := {Y (t)|t ∈ T }. For each t ∈ T , let G(t) := F Y (t) ∨ F α(t) ∨ F X(t),
where G(t) is the minimal σ -field generated by F Y (t), F α(t) and F X(t). Write G := {G(t)|t ∈ T }, so G represents the
flow of full information. Note that FY represents the flow of observable information while FX, Fα and G are flows of hidden
information.
For each t ∈ T , let π(t) be the proportion of total wealth invested in the ordinary share S at time t . Then 1 − π(t)
is the proportion of wealth invested in the bond B at time t . We suppose that the portfolio process π := {π(t)|t ∈ T }
is FY -progressively measurable and càdlàg, (i.e. right continuous with left limit, RCLL). Consequently, the investor decides
the proportion invested in the bond B and the share S at any time instant t based on observed price information up to
time t . We further assume that the portfolio process π is self-financing; that is, there are no income and consumption.
Let Vπ := {Vπ (t)|t ∈ T } be the wealth process associated with the portfolio process π . To simplify notation, we write
V (t) := Vπ (t), for each t ∈ T . Then the wealth equation is given by:
dV (t) = V (t)
[
r + π(t)
 M−
k=1
⟨α(t), fk⟩µHk(t)− r
]
dt + π(t)σV (t)dW (t),
V (0) = v > 0.
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A portfolio process π is said to be admissible if it satisfies the following conditions:
1.
 T
0 π
2(t)dt <∞, P-a.s.;
2. the stochastic differential equation for the wealth process V admits a unique strong solution.
WriteA for the space of all admissible portfolio processes.
Let U:ℜ+ → (−∞,∞) be a utility function such that it is strictly increasing and strictly concave. Then the object of the
investor is to select an admissible portfolio process so as to maximize the expected utility of terminal wealth. That is, the
optimal asset allocation problem of the investor is given by:
Φ(v0) = max
π∈A E[U(V
π (T ))] = E[U(Vπ∗(T ))],
subject to the wealth dynamics:
dV (t) = V (t)
[
r + π(t)
 N−
i=1
M−
k=1
f′kZ(t)eiµ
Hk
i − r
]
dt + π(t)σV (t)dW (t).
Here E is expectation under P and we assume that
1. an optimal portfolio process π∗ ∈ A exists;
2. E[|U(Vπ (T ))|] <∞, for all π ∈ A.
Note that thewealth dynamics involve some hidden quantities Z(t) andW (t), so the asset allocation problem of the investor
is a stochastic optimal control problem with partial observations.
3. Filtering theory
In this section we first apply filtering theory to transform the control problem with partial observations into one with
complete observations. The key idea is to introduce an innovations process which is adapted to the observed filtration
FY , so the wealth process is expressed in terms of the innovation process and the filtered estimate of the hidden matrix-
valued process Z. This method has been used by several authors to study stochastic optimal control problems with partial
observations, (see, for example, Fleming and Rishel [27], Kallianpur [28], Elliott [29] and Rogers and Williams [30]). Then
we derive (robust) M-ary detection filters for the hidden system.
For any integrable, G-adapted, process φ := {φ(t)|t ∈ T }, letφ := {φ(t)|t ∈ T } be the FY -optional projection of φ
under P , so thatφ(t) = E[φ(t)|F Y (t)], P-a.s., t ∈ T .
That is,φ(t) is a version of the conditional expectation ofφ(t) given F Y (t) under P . Note that the FY -optional projection
takes into account the measurability in (t, ω) ∈ T ×Ω .
For each t ∈ T , let
h(t) :=
N−
i=1
M−
k=1
f′kZ(t)eig
Hk
i .
Then the return process can be re-written as:
Y (t) =
∫ t
0
h(u)du+ σW (t), t ∈ T .
Consider an FY -adapted process W := {W (t)|t ∈ T } defined by putting:
W (t) = W (t)+ ∫ t
0

h(u)−h(u)
σ

du, t ∈ T ,
where
h(t) = N−
i=1
M−
k=1
f′kE[Z(t)|F Y (t)]eigHki
=
N−
i=1
M−
k=1
f′kZ(t)eigHki .
The process W is an innovation process. Indeed, it can be shown that W is an (FY , P)-standard Brownian motion, (see, for
example, Fleming and Rishel [27], Kallianpur [28] and Elliott [29]).
It is then not difficult to see that under P , the wealth process can be expressed in terms of the filtered estimateh(t) of
h(t) and the innovation process W (t) as follows:
dV (t) = V (t)
[
r + π(t)
h(t)+ 1
2
σ 2 − r
]
dt + σπ(t)V (t)dW (t).
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Consequently, the asset allocation problem subject to the above wealth dynamics is a stochastic optimal control problem
with complete observations.
In what follows, we derive the filtered estimateh(t). We must first derive the, (robust), M-ary detection filterZ for the
hiddenmatrix-valued process Z. The development here follows that in Elliott andMalcolm [24]. The key idea is to introduce
a reference probability measure P¯ under which the return process has simpler dynamics independent of the hiddenmatrix-
valued process Z, or the hidden process h := {h(t)|t ∈ T }.
Suppose there is a reference probability measure P¯ on (Ω,F ) under which the following conditions are satisfied:
1. the process {σ−1Y (t)|t ∈ T } is a standard Brownian motion;
2. the Markov chains α and X have, respectively, the following dynamics:
α(t) = α(0)+
∫ t
0
C(u)α(u)du+ U(t),
X(t) = X(0)+
M−
k=1
∫ t
0
⟨α(u), fk⟩AHkX(u)du+M(t).
Consider a G-adapted processΛ := {Λ(t)|t ∈ T } defined by:
Λ(t) := 1+
∫ t
0
σ−1h(u)Λ(u)dY (u)
= 1+
N−
i=1
M−
k=1
∫ t
0
f′kZ(u)eig
Hk
i σ
−1Λ(u)dY (u),
soΛ is a (G, P¯)-(local)-martingale. We suppose thatΛ is a (G, P¯)-martingale. Then
E¯[Λ(T )] = 1.
Here E¯ is expectation under the reference probability measure P¯ .
We can then re-construct the real-world probability measure P from the reference probability measure P¯ by putting:
dP
dP¯

G(T )
:= Λ(T ) .
By a version of Girsanov’s theorem, under P ,
W (t) = 1
σ

Y (t)−
∫ t
0
h(u)du

, t ∈ T ,
is a (G, P)-standard Brownian motion. Furthermore, the probability laws of the hidden Markov chains α and X remain
unchanged under the measure change from P¯ to P . Consequently, it is under P that the return process is influenced by the
hidden Markov chains α and X. That is, under P ,
Y (t) =
∫ t
0
h(u)du+ σW (t).
Now, by a version of Bayes’ rule,Z(t) := E[Z(t)|F Y (t)]
= E¯[Λ(t)Z(t)|F
Y (t)]
E¯[Λ(t)|F Y (t)] .
Write, for each t ∈ T ,
q(t) := E¯[Λ(t)Z(t)|F Y (t)]
= E¯[Λ(t)α(t)⊗ X(t)|F Y (t)] ∈ ℜM ⊗ℜN .
This is an unnormalized M-ary detection filter of the hidden matrix-valued process Z.
Let 1M := (1, 1, . . . , 1)′ ∈ ℜM and 1N := (1, 1, . . . , 1)′ ∈ ℜN . Then
1′Mq(t)1N = 1′M E¯[Λ(t)α(t)⊗ X(t)|F Y (t)]1N
= E¯[Λ(t)1′Mα(t)⊗ X(t)1N |F Y (t)]
= E¯[Λ(t)|F Y (t)],
so Z(t) = q(t)
1′Mq(t)1N
.
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Let A := [aij]i=1,2,...,M,j=1,2,...,N and B := [bij]i=1,2,...,M,j=1,2,...,N . Write ⊙ for the point-wise matrix product for any two
matrices of the same dimensions, where
A⊙ B = [aijbij]i=1,2,...,M,j=1,2,...,N .
Note that the binary operator⊙ is commutative; that is,
A⊙ B = B⊙ A.
The following theorem gives a matrix-valued stochastic differential equation governing the evolution of the
unnormalized filter q := {q(t)|t ∈ T } over time.
Theorem 3.1. Let G := [gij]i=1,2,...,M,j=1,2,...,N ∈ ℜM ⊗ℜN , where
gij :=

gHi , ej

.
Then the process q satisfies the following stochastic differential equation:
q(t) = q(0)+
∫ t
0
Cq(u)du+
M−
j=1
N−
i=1
∫ t
0
f′jq(u)eiFji(A
Hj)′du+
∫ t
0
σ−1G⊙ q(u)dY (u).
Proof. Applying Itô’s product rule on α(t)⊗ X(t) and noting the independence ofM and U give:
α(t)⊗ X(t) = α(0)⊗ X(0)+
∫ t
0
Cα(u)⊗ X(u)du+
∫ t
0
dU(u)⊗ X(u)
+
∫ t
0
α(u)⊗ dM(u)+
M−
j=1
∫ t
0
α(u)⊗ X(u) α(u), fj (AHj)′du.
Again, applying Itô’s product rule onΛ(t)α(t)⊗ X(t) gives:
Λ(t)α(t)⊗ X(t) = α(0)⊗ X(0)+
∫ t
0
Λ(u)Cα(u)⊗ X(u)du+
∫ t
0
Λ(u)dU(u)⊗ X(u)
+
∫ t
0
Λ(u)α(u)⊗ dM(u)+
M−
j=1
∫ t
0
Λ(u)α(u)⊗ X(u) α(u), fj (AHj)′du
+
M−
j=1
∫ t
0
σ−1Λ(u)

α(u), fj
 
X(u), gHj

α(u)⊗ X(u)dY (u).
Note that
X(t), gHj
 = N−
i=1
⟨X(t), ei⟩

gHj , ei

,
so
M−
j=1
∫ t
0
σ−1Λ(u)

α(u), fj
 
X(u), gHj

α(u)⊗ X(u)dY (u)
=
N−
i=1
M−
j=1
∫ t
0
σ−1Λ(u)

α(u), fj
 ⟨X(t), ei⟩ gHj , ei fj ⊗ eidY (u)
=
∫ t
0
σ−1Λ(u)G⊙ (α(u)⊗ X(u))dY (u).
Consequently,
Λ(t)Z(t) = Z(0)+
∫ t
0
Λ(u)CZ(u)du+
∫ t
0
Λ(u)dU(u)⊗ X(u)+
∫ t
0
Λ(u)α(u)⊗ dM(u)
+
N−
i=1
M−
j=1
∫ t
0
Λ(u)f′jZ(u)eiFji(A
Hj)′du+
∫ t
0
σ−1Λ(u)G⊙ Z(u)dY (u).
The result then follows by conditioning on F Y (t) and applying a version of Fubini’s theorem. 
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The unnormalized M-ary detection filter in Theorem 3.1 involves a stochastic integral with respect to Y (t). This filter
can be further simplified by eliminating the stochastic integral with respect to Y (t), and hence, a robust version of the
unnormalized M-ary detection is obtained. The key idea is to introduce a gage transformation matrix-valued process
Φ := {Φ(t)|t ∈ T }, where Φ(t) := [φji(t)]i=1,2,...,N,j=1,2,...,M and φji(t) is defined as follows:
φji(t) := exp

gHj , ei

σ−1Y (t)− 1
2
σ−2

gHj , ei

t

.
Since φji(t) > 0, for each i = 1, 2, . . . ,N , j = 1, 2, . . . ,M and t ∈ T , the inverse Φ−1(t) of the matrix Φ(t) is well-defined
and Φ−1(t) = [φ−1ji (t)]i=1,2,...,N,j=1,2,...,M ∈ ℜM ⊗ℜN , for each t ∈ T .
We now define the transformed unnormalized M-ary detection filter q¯(t) as follows:
q¯(t) := Φ−1(t)⊙ q(t) ∈ ℜM ⊗ℜN , t ∈ T .
The following theorem gives the linear ordinary differential equation (O.D.E.) governing the evolution of q¯(t) over time.
Theorem 3.2. The process q¯ := {q¯(t)|t ∈ T } satisfies the following matrix-valued linear O.D.E.:
dq¯(t)
dt
= Φ−1(t)⊙ C(Φ(t)⊙ q¯(t))+ Φ−1(t)⊙

M−
j=1
N−
i=1
f′j(Φ(t)⊙ q¯(t))eiFji(AHj)′

.
Proof. Firstly, applying Itô’s differentiation rule on φ−1ji (t) gives:
dφ−1ji (t) =

gHj , ei
2
σ−2φ−1ji (t)dt −

gHj , ei

σ−1φ−1ji (t)dY (t).
Consequently, Φ−1 := {Φ−1(t)|t ∈ T } satisfies the following matrix-valued stochastic integral equation:
Φ−1(t) = Φ−1(0)+
∫ t
0
σ−2G⊙ G⊙ Φ−1(u)du−
∫ t
0
σ−1G⊙ Φ−1(u)dY (u).
Applying Itô’s product rule on Φ−1(t)⊙ q(t) gives:
d(Φ−1(t)⊙ q(t)) = dΦ−1(t)⊙ q(t)+ Φ−1(t)⊙ dq(t)+ d[Φ−1, q](t)
= (σ−2G⊙ G⊙ Φ−1(t)dt − σ−1G⊙ Φ−1(t)dY (t))⊙ q(t)
+Φ−1(t)⊙

Cq(t)dt +
M−
j=1
N−
i=1
f′jq(t)eiFji(A
Hj)′dt
+ σ−1G⊙ q(t)dY (t)
− σ−2G⊙ Φ−1(t)⊙ G⊙ q(t)dt
= Φ−1(t)⊙ Cq(t)dt + Φ−1(t)⊙
M−
j=1
N−
i=1
f′jq(t)eiFji(A
Hj)′dt.
The last equality is due to the commutative property of the binary operator ⊙. Hence, the result follows by noting that
q(t) = Φ(t)⊙ q¯(t). 
The normalized M-ary detection filterZ(t) can then be recovered from q¯(t) by:Z(t) := E[Z(t)|F Y (t)]
= Φ(t)⊙ q¯(t)
1′M(Φ(t)⊙ q¯(t))1N
, t ∈ T .
Write, for each t ∈ T ,
η(α(t)⊗ X(t)) := Φ(t)⊙ q¯(t)
1′M(Φ(t)⊙ q¯(t))1N
.
Then it can be shown that η(α(t) ⊗ X(t)) defines a locally Lipschitz continuous version of the conditional expectation
E[α(t)⊗ X(t)|F Y (t)], (see, for example, Clark [31]).
Furthermore,
h(t) = M−
j=1
N−
i=1
f′j(Φ(t)⊙ q¯(t))ei
1′M(Φ(t)⊙ q¯(t))1N
g
Hj
i , t ∈ T .
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4. HJB solution to the asset allocation problem
In this section, we first adopt the HJB dynamical programming approach to discuss the ‘‘filtered’’ asset allocation problem
with complete observations described in the last section. Then we derive the explicit form of an optimal portfolio strategy
for the case of a power utility function.
Note that the future value of the wealth process in the ‘‘filtered’’ model depends on both its current value, say V (t) =
v > 0, and the current information state given by the unnormalized filter of the HMM, say q(t) = q ∈ ℜM ⊗ℜN . Under P ,
the dynamics of the wealth process V and the information state q are, respectively, given by:
dV (t) = V (t)
[
r + π(t)
h(t)+ 1
2
σ 2 − r
]
dt + σπ(t)V (t)dW (t),
and
q(t) = q(0)+
∫ t
0
(Cq(u)+ σ−1G⊙ q(u)h(u))du+ M−
j=1
N−
i=1
∫ t
0
f′jq(u)eiFji(A
Hj)′du+
∫ t
0
σ−1G⊙ q(u)dW (u).
Let vec(K) be the vectorization of a matrix K := [kij]i=1,2,...,M,j=1,2,...,N ∈ ℜM ⊗ℜN so that
vec(K) := (k11, . . . , kM1, k12, . . . , kM2, . . . , k1N , . . . , kMN)′ ∈ ℜM×N .
Then
vec(q(t)) = vec(q(0))+
∫ t
0
[
vec(Cq(u))+ σ−1vec(G⊙ q(u))h(u)]du
+
M−
j=1
N−
i=1
∫ t
0
f′jq(u)eivec(Fji(A
Hj)′)du+
∫ t
0
σ−1vec(G⊙ q(u))dW (u),
where vec(q(t)) ∈ ℜM×N .
We now define the following indirect utility function:
Φ¯(t) := sup
π∈A
E[U(Vπ (T ))|F Y (t)]
= sup
π∈A
E[U(Vπ (T ))|V (t) = v, vec(q(t)) = vec(q)]
:= Φ(t, v, vec(q)).
Note that {(V (t), vec(q(t)))|t ∈ T } is jointly Markov with respect to the filtration FY . It was noted in Elliott [29] that when
the controlled state process is Markov, it is not unreasonable to assume that the control process is Markov. So we assume
here that the control process, or the portfolio process, is Markov.
LetO := (0, T )× (0,∞)× (0,∞)M×N , which represents our solvency region. We suppose that for each (t, ω) ∈ T ×Ω ,
π(t) := π(t, ω) ∈ K , for some region K ⊂ ℜ. With the assumption that the portfolio process π ∈ A is Markov, we
suppose that π has the following feedback form:
π(t) = π¯(t, V (t), vec(q(t))),
for some function π¯ : O → K . Indeed, π is also called a closed-loop control. With slight abuse of notation, we do not
distinguish π and π¯ .
Let φ: T × ℜ+ × (ℜ+)M×N → ℜ such that φ ∈ C1,2(T × ℜ+ × (ℜ+)M×N). Then the gradient vector and the Hessian
matrix of φ with respect to vec(q) are, respectively, given by:
∂φ
∂vec(q)
∈ ℜM×N , ∂
2φ
∂(vec(q))2
∈ ℜM×N ⊗ℜM×N .
The, (cross), second-order derivative of φ with respect to vec(q) and v is:
∂φ
∂vec(q)∂v
∈ ℜM×N .
Write, for each t ∈ T ,
H(t) := vec(Cq(t))+ σ−1vec(G⊙ q(t))h(t)+ M−
j=1
N−
i=1
f′jq(t)eivec(Fji(A
Hj)′).
Then
vec(q(t)) = vec(q(0))+
∫ t
0
H(u)du+
∫ t
0
σ−1vec(G⊙ q(u))dW (u).
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For each Markov control π ∈ A and a suitable function φ, the infinitesimal generator of the joint process {(Vπ (t),
vec(q(t)))|t ∈ T } under P is a partial differential operator defined as follows:
Lπ [φ(t, v, vec(q))] = ∂φ
∂t
+ v
[
r + π(t)
h(t)+ 1
2
σ 2 − r
]
∂φ
∂v
+

H(t),
∂φ
∂vec(q)

+ 1
2
σ 2π2(t)v2
∂2φ
∂v2
+ 1
2
σ−2

vec(G⊙ q(t)), vec(G⊙ q(t)) ∂
2φ
∂(vec(q))2

+ π(t)v

vec(G⊙ q(t)), ∂
2φ
∂vec(q)∂v

.
Note that the control process π is Markov, so the HJB dynamic programming principle applies, (see [27]). The following
theorem is standard and gives a verification theorem for the HJB solution to the optimal asset allocation problem.
Theorem 4.1. Let O¯ be the closure of O, whereO is the solvency region as defined above. Suppose there is a function φ: O¯→ ℜ
and a Markov control πĎ ∈ A such that φ ∈ C2(O) ∩ C(O¯) and the following conditions are satisfied:
1. For each (t, v, vec(q)) ∈ O,
Lπ
Ď(t,v,vec(q))[φ(t, v, vec(q))] = sup
π(t,v,vec(q))∈K
Lπ(t,v,vec(q))[φ(t, v, vec(q))] ;
2. for each π ∈ A,
lim
t→T−φ(t, v, vec(q)) = U(V
π (T ));
3. let S0,T be the set of stopping times τ taking values in the interval T := [0, T ]. Then the family {φ(τ , V (τ ), vec(q)(τ ))|τ ∈
S0,T } of random variables is uniformly integrable.
Then
φ(t, v, vec(q)) = Φ(t, v, vec(q)), (t, v, vec(q)) ∈ O,
and πĎ := πĎ(t, v, vec(q)) is an optimal Markov control.
Suppose ∂
2φ
∂v2
(t, v, vec(q)) ≠ 0, for all (t, v, vec(q)) ∈ O. Then the first-order condition for maximizing Lπ [φ(t, v,
vec(q))]with respect to π gives:
πĎ(t, v, vec(q)) = −
h(t)+ 12σ 2 − r ∂φ∂v (t, v, vec(q))+ vec(G⊙ q), ∂2φ∂vec(q)∂v (t, v, vec(q))
σ 2v
∂2φ
∂v2
(t, v, vec(q))
.
We now consider a power utility U: (0,∞)→ (0,∞) defined by:
U(v) = v
γ
γ
, γ < 1.
Here 1− γ represents the degree of relative risk aversion.
We try the following parametric form of the value function:
φ(t, v, vec(q)) = w(t)v
γ
γ
,
where
w(t) ≠ 0, t ∈ T .
Then we obtain the following explicit form of an optimal portfolio strategy πĎ:
πĎ(t) =
h(t)+ 12σ 2 − r
(1− γ )σ 2
=
M∑
j=1
N∑
i=1
f′j(Φ(t)⊙q¯(t))ei
1′M (Φ(t)⊙q¯(t))1N
µ
Hj
i − r
(1− γ )σ 2 ,
where q¯(t) satisfies the matrix-valued linear O.D.E. in Theorem 3.2.
Now the optimality condition Lπ
Ď [φ(t, v, vec(q))] = 0 gives the following first-order linear differential equation for
w(t):
dw(t)
dt
+
[
r + πĎ(t)
h(t)+ 1
2
σ 2 − r

+ 1
2
σ 2πĎ(t)2(γ − 1)
]
w(t) = 0,
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with terminal condition:
w(T ) = 1.
Write
C(t) := r + πĎ(t)
h(t)+ 1
2
σ 2 − r

+ 1
2
σ 2(πĎ(t))2(γ − 1).
Then
w(t) = exp

−
∫ t
0
C(u)du

, t ∈ T .
Consequently,
Φ(t, v, vec(q)) = v
γ
γ
exp

−
∫ t
0
C(u)du

.
5. Conclusion
A model for optimal asset allocation which takes into account both the ‘‘dynamic’’ model risk and the regime-switching
risk is proposed. We adopted a ‘‘dynamic’’ version of the M-ary detection framework to describe the ‘‘dynamic’’ model
risk, where an auxiliary state process describing the switch of the state of the ‘‘true’’ underlying model is modeled by a
continuous-time, finite-state, hiddenMarkov chain. To describe the evolution of the hidden state of the underlying economy
over time,we employed a second continuous-time, finite-state, hiddenMarkov chainwhose ratematrix depends on the state
of the first hiddenMarkov chain. We supposed that the object of an investor was to select an optimal portfolio strategy so as
to maximize the expected utility on terminal wealth by taking into account both the ‘‘dynamic’’ model risk and the regime-
switching risk. We used a two-stage procedure to discuss this optimal asset allocation problem. Filtering theory was used
at the first stage to turn the partially observed control problem into one with complete observations and to derive robust
M-ary detection filter. The HJB dynamic programming principle was then used at the second stage to discuss the optimal
asset allocation problem with complete observations. An explicit solution to the problem was derived for the power utility
case.
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