Exact evaluation of static network reliability parameters belongs to the NP-hard family, and Monte Carlo simulation is therefore a relevant tool to provide their estimations. The first goal of this work is to review a Recursive Variance Reduction (RVR) estimator, which approaches the unreliability by recursively reducing the graph from the random choice of the first working link on selected cuts. We show that the method does not verify the bounded relative error (BRE) property as reliability of individual links goes to one-that is, that the estimator is not robust in general to high reliability of links. We then propose to use the decomposition ideas of the RVR estimator in conjunction with the importance sampling technique. Two new estimators are presented: the first one-the Balanced Recursive Decomposition estimator-chooses the first working link on cuts uniformly, whereas the second-the Zero-Variance Approximation Recursive Decomposition estimator-tries to mimic the estimator with variance zero for this technique. We show that in both cases the BRE property is verified and, moreover, that a vanishing relative error (VRE) property can be obtained for the Zero-Variance Approximation RVR under specific sufficient conditions. A numerical illustration of the power of the methods is provided on several benchmark networks.
INTRODUCTION
The static reliability problem is used in the networking field to know the probability that a group of nodes in the network can communicate. The communication network is represented by an undirected graph
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Nodes are assumed to be perfect-that is, they do not fail, whereas links can fail, link e ∈ E failing with fixed (static) probability q e = 1 − r e . All failure events of individual links are assumed independent. The random vector state, or configuration, of the network is given by the vector X = (X 1 , . . . , X m ), where for 1 ≤ e ≤ m, X e is a Bernoulli random variable whose value is 1 if link e is working and 0 if it is failed. We aim at investigating the probability r(G) that all nodes in the terminal set K are connected. We define a structure function φ of {0, 1} m in {0, 1} such that φ(x) = 1 if all nodes in K are connected when the configuration is x = (x 1 , . . . , x m ) and φ(x) = 0 otherwise. We then have that φ(X) is a Bernoulli random variable such that E[φ(X)] = r (G) . In this article, we consider the computation of r (G) or equivalently, the computation of the unreliability parameter
The number of configurations is 2 m , thus increasing exponentially with the number m of links. Actually, the computation of q(G) is known to be NP-hard [Ball 1986 ]. Exact combinatorial methods and bounding procedures together with reduction techniques that allow diminishing the size of the models become quickly limited [Rubino 1998 ] as the size of the network increases. We can indeed observe that in communication networks, model sizes are often very large. Then, Monte Carlo simulation methods [Asmussen and Glynn 2007] are alternatives leading to estimate q(G) when E is of moderate to large size .
Unfortunately, in the rare event case, the relative errors associated with the estimates produced by Monte Carlo methods may be very large. A number of techniques have been published to deal with this problem [Cancela and El Khadiri 1996; Elperin et al. 1991; Fishman 1986a; Hui et al. 2005; Jun and Ross 1992; Karp and Luby 1985; Kumamoto et al. 1980; Lomonosov 1994; Murray et al. 2013; Ross 1994; Villén-Altamirano 2007] ; an updated bibliography can be found in . In this work, we focus on the Recursive Variance Reduction (RVR) estimator, one of the most powerful methods available to solve this estimation problem [Cancela and El Khadiri 2003] . This technique recursively reduces the size of the network under study by considering a cut and looking at the first working link on this cut, sampled from the corresponding conditional distribution. The nodes connected by this link can then be merged while the previous nonworking links are disregarded. A new cut is considered for the resulting reduced graph, and the process repeats recursively. Further improvement can be obtained by conditioning on both a cut and a path at the same time and looking for series-parallel reductions after the previously described step [Cancela and El Khadiri 1998; Cancela et al. 2012 ], but we will not use these variants here, to focus on the importance sampling (IS) effects.
The contributions of this article are as follows. We show that RVR does not verify the bounded relative error (BRE) property and is not always asymptotically efficient as reliabilities of individual links increase. The BRE property is an important and standard qualitative measure of robustness in rare event simulation . It states that the relative half-width of the confidence interval remains bounded whatever the rarity of the event. To obtain an improved method, we therefore propose to use the decomposition ideas of the RVR estimator, in conjunction with an IS scheme, to ensure the BRE property. Two IS strategies are considered. First, we propose to sample the first working link on a cut according to a uniform distribution and show that this leads to the BRE property. Second, we exploit the zero-variance change of measure for proposing another way of sampling this link. This change of measure is expressed in terms of the (exact) unreliability of the graph knowing the state of the links in the chosen cut. Of course, if we knew it, there would be no need to use simulation, but this provides an ideal expression, and we can try to plug an approximation of those unreliabilities instead of the exact ones. The candidate that we propose to use is the probability of a specific type of minimal cut (mincut; one maximizing the probability that all its components are down). IS using the zero-variance approximation has recently been applied to this model [L 'Ecuyer et al. 2011 ], dealing to an estimator for which the BRE property is verified, as well as the vanishing relative error (VRE) property under supplementary conditions (this property corresponds to the case where the relative error goes to zero when the rarity of the event augments). The combination of IS with the RVR ideas that we propose here is expected to yield an improved behavior in terms of reduced variance with respect to the IS technique proposed in L 'Ecuyer et al. [2011] , and in terms of better asymptotic properties with respect to RVR. We show that BRE is verified in general, that we get VRE under some (new) conditions, and provide numerical evidence about the improvement brought by the combination. Remark that BRE was already proved under specific conditions for some other methods such as the one of Fishman [1986b] , which is based on bounds on the network (un)reliability, or the permutation Monte Carlo (potentially combined with the Turnip technique) of Lomonosov [1994] and Lomonosov and Shpungin [1999] . We also provide comparisons with several methods known as the most efficient ones on a graph usually considered in the literature, including those known to have BRE.
The article is organized as follows. In Section 2, we recall the standard Monte Carlo (SMC) method and the BRE property. The RVR method and the asymptotic analysis of its variance are the focus of Section 3. In Section 4, we propose a new recursive sampling that leads to an estimator verifying BRE. Section 4 presents an IS strategy that approaches the zero-variance change of measure when sampling the first working link on a cut. Numerical illustrations appear in Section 6. Some conclusions and possible improvements are given in Section 7.
A REMINDER ON MONTE CARLO SIMULATION AND ROBUSTNESS PROPERTIES
Recall briefly (see if details are needed) that the SMC (sometimes called crude MC) estimator of graph unreliability q(G) in Equation (1) by the SMC simulation is the sample average
/n, and even if n is large enough, the relative error-that is the relative half-size of the confidence interval at risk α, verifies
where c α = −1 (1 − α/2) and is the cumulative distribution of the standard Normal law. For instance, c 0.05 = −1 (0.975) = 1.96. This means that if we fix in advance a specified relative error to reach, the sample size needed to attain it must increase (up to infinity) when q(G) → 0.
Variance reduction techniques can be applied to get a more efficient estimator Y n of E[Y ]. Several methods have been proposed for the network unreliability estimation (see for a survey). The method that we are going to use in conjunction with RVR is the IS technique [Asmussen and Glynn 2007; consisting of using a distribution P instead of P such that d P > 0 whenever Y dP > 0.
In that case,
where E is the expectation under probability P and L = dP/d P is the likelihood ratio. Some properties that a rare event estimator should enjoy are the so-called BRE and the VRE ones [Glynn et al. 2009; L'Ecuyer et al. 2010] . 
In other words, the relative error decreases to zero with the probability of the event-that is, the relative precision improves "to perfection" with rarity.
the estimator Y n has the BRE property if and only if
One of our main goals will be to analyze the efficiency of the considered estimators as the unreliability of individual links q e go to zero ∀e ∈ E. To formally analyze this, we introduce a rarity parameter 1 such that ∀e ∈ E,
with a e , b e positive constants [Heidelberger et al. 1994] . Therefore, q e → 0 as → 0. As general notation, given two functions f and g, we will say that f is in
when → 0, for some positive constants c 1 and c 2 . We will also say that f is in o(g( )) if f ( )/g( ) → 0 when → 0. Using this notation, and under the previous assumption, due to the finite state space and with the natural assumption that G itself is K-connected, it is easy to see that there exists a constant d > 0 such that
as a sum of probabilities of configurations x such that φ(x) = 0, which are all polynomials in . As a consequence q(G) = E[Y ] → 0 too as → 0.
RECURSIVE VARIANCE REDUCTION METHOD AND ASYMPTOTIC ANALYSIS OF ITS VARIANCE
To define the RVR estimator [Cancela and El Khadiri 2003 ], we first need to recall some graph theory concepts. A cut or K-cut in the graph G (actually, we consider here edge cuts) is a set of links such that if we remove them from G, the nodes in K are not in the same connected component of the resulting graph. A mincut is a cut that contains no other cut than itself. The unreliability q C of any cut C is defined as the probability that all its links fail, and it can be computed by q C = e∈C q e . For any
, with c ≥ d, and there will always be at least one K-cut C such that q C = ( d ). Indeed, if with any cut C we associate the event E(C): "all links in C are failed," we have u = P[∪ mincut C E(C)]. A mincut with maximal probability is a mincut C verifying C = arg max C P[E(C )], hence with probability (u) = ( d ). Basically, the idea behind RVR is first to select a K-cut C, whose elements are indexed in some arbitrary order, say 1, 2, . . . , |C|. The method consists then in writing the unreliability of G conditioning first on the fact that all of the links in C are failed or not, then, in the negative case, conditioning again with respect to the index of the first working link in C (given that there is at least one such link). The procedure will sample that link, obtaining some index value J ∈ C; will remove links 1 to J − 1 from G; will merge the extremities of link J; and then, it will be applied again (recursively) on the resulting graph.
RVR works formally as follows [Cancela and El Khadiri 2003 ]:
-First select a K-cut C of G, whose elements are indexed in some arbitrary order, say 1, 2, . . . , |C|, and denote by q C = e∈C q e the probability that all links in C are failed. -Let B j (C) be the event "the j − 1 first links of C are down and the jth is up," j = 1, . . . , |C|, with probability P[B j (C)] = r j j−1 k=1 q k . Let J be an r.v. defined on the indexes of the links in C, with
-The RVR estimator proposed in Cancela and El Khadiri [2003] is a sample mean based on n independent trials of the following recursively defined random variable:
where -1(B) is the r.v. "indicator function of event B", -G j is the graph obtained from G after removing the j −1 first links of C and merging the extremities of the jth, and -Y RVR (G j ) is the RVR estimator applied to subgraph G j . -The principle is to pick an edge J at random in C with probability distribution ( p j ) j=1,...,|C| , representing the first working edge on the K-cut. The J − 1 first edges are therefore considered failed and the Jth operational, whereas the state of the other ones are unknown. -The value y RVR (in other words, a realization of the random variable Y RVR ) returned by the RVR estimator of q(G), the unreliability of G, is recursively defined as
where j is a realization of J. -Apply again (recursively) the procedure on the resulting graph G j up to a graph with terminal nodes not connected (returning 1), or connected (returning 0), from which we obtain y RVR (G) by going backward.
It is shown in Cancela and El Khadiri [1995] 
e., the estimator is unbiased), and, after some algebra, it can be shown that and
The RVR has been empirically illustrated to be an efficient technique on many different topologies, giving an unbiased estimator of the unreliability, with an important variance reduction with respect to SMC. We now point out its limits as the unreliability of individual links goes to zero.
PROPOSITION 3.1. The RVR estimator does not verify the bounded relative error property in general as the unreliability of individual links goes to zero.
PROOF. Consider the simple graph G of Figure 1 , where we want to compute the probability q(G) that the two (grey) nodes s and t are not connected. The unreliability of link e is q e = .
Let us choose the cut with the two links starting from node s ordered such as {s, t} is the first link and {s, u} is the second one. We then have q C = 2 . The reduced graphs are represented in Figure 2 . In that figure, G 1 is the graph deduced from G by fixing {s, t} at the working state. Nodes s and t are then merged. For graph G 2 , {s, t} is failed and thus removed, while {s, u} is working, so that the two nodes are merged.
For the graph G 1 , as s and t are merged, we obtain
For G 2 , the remaining link {s, t} has unreliability . Then RVR is again used with the (single) cut containing the link {s, t}, leading to Y RVR (G 2 ) = and Y 2 RVR (G 2 ) = 2 . Based on these results, equality (5) and equality (6), we obtain and
, and the BRE property does not hold based on Remark 2.3.
Remark 3.2. Suppose now that the first link of the considered cut is {s, u} and the second is {s, t}. Then q C = 2 but G 1 and G 2 differ from the preceding case. They are represented in Figure 3 : G 1 is the graph deduced from G by fixing {s, u} as working and G 2 by fixing {s, u} as failed and {s, t} working.
Then for
RVR (G 2 ) = 0, and for G 1 , RVR is again used with the (single) cut containing the two links {s, t} and {u, t} (remember that s and u are now merged in G 1 so that these are two parallel links from the single node s = u to the node t), leading to
Based on these results, we obtain from (5) and (6),
erty is thus obtained. Moreover, in this case, we have that
3 ) → 0 as → 0, leading to verification of the VRE property. The order of links therefore plays an important role on the resulting relative error.
Remark 3.3. To better understand why BRE can be observed or not, consider again the last term of (6). One can check that the second moment is expressed in terms of the (sum of) second moments for subgraphs G j multiplied by the probability of B j (C), whereas the square of the expectation is the square of the sum of expectations for subgraphs G j multiplied by the probability of B j (C) as described in (5). Remember that
To get the BRE property, we necessarily need that the exponent of in
is not a rare event because its probability does not go to 0 with . We will check these conditions in the example presented in Figure 1 : in this case, q(G) = ( 2 )-that is d = 2. When looking at {s, t} first and then {s, u}, the relevant j is j = 2, for which
2 , hence the condition is not verified, and we do not have BRE. On the other hand, when looking at {s, u} first and then {s, t}, we have that the term corresponding to j = 1 verifies
, which was the necessary condition; the term corresponding to j = 2 has E[Y RVR (G 2 
RVR (G 2 )] = 0, so it does not contribute to the estimation or the variance. This remark is the starting point for designing a new method based on the ideas of RVR but always yields the BRE property.
BALANCED RECURSIVE DECOMPOSITION ESTIMATOR
Consider now the case where we combine the recursive decomposition ideas of RVR with IS. IS is used by changing the probabilities ( p j ) for choosing the first operational link in the cut. More formally, if you consider definition (4), we substitute the distribution of J by a new sequence ( p j ) j=1,...,|C| .
We recall here that we built a partition by assigning to the events B j (C), for 1 ≤ j ≤ |C|, the conditional probabilities
where A is the event "at least one link in cut C is up." Denote by B j (C) the same event B j (C) but on the probability space defined conditionally on A. In this probability space, B j (C) has probability p j . The RVR estimator can be expressed as
Instead of using the probabilities p j , one can apply IS by making use of another probability law P and expectation E, thanks to new probabilities p j so that a general IS new estimator can be defined by
Note that
We first consider a uniform distribution p j = 1/|C|, for sampling B j (C), as a particular case of this IS estimator, inspired by the related work on highly reliable Markovian systems [Nakayama 1996 ]. This balances the choice of the first operational link, hence the name balanced recursive decomposition (BRD). The resulting estimator is
This is an unbiased estimator of the unreliability, which moreover verifies the desired property.
PROPOSITION 4.1. The BRD estimator verifies the bounded relative error property.
The proof then proceeds by induction. Let c, d, f j , and d j be constants such that
, respectively. Those constants exist because the expectations are finite sums of polynomials in . From (8) applied to (10)
For the simplest topologies (the ones working as soon as a single link is working), the property is also verified, which completes the proof.
Remark 4.2. The intuition behind BRD is to make sure that the probability of each event B j (C) is (1), as highlighted in Remark 3.3, so that no event is rare under IS. As a consequence, the probability P[B j (C)] is squared in the likelihood ratio (which was not the case for RVR) so that BRE can be obtained now. Note that any choice of distribution, provided that the probability of each event B j (C) is (1), can be taken in place of the uniform one and yields the same result.
Remark 4.3. It is interesting to note that it is possible to build network topologies where for certain link unreliability values SMC has lower variance than BRD (this will be highlighted within our numerical experiments). Thus, the BRD estimator does not guarantee variance reduction in all contexts, although in the rare event context, it will be much more precise than SMC (as the former verifies the BRE property and the latter does not).
APPROXIMATE ZERO-VARIANCE RECURSIVE DECOMPOSITION ESTIMATOR
Instead of sampling the first working component in C by a uniform distribution in BRD, we can look at an IS strategy that would lead to variance zero. Zero-variance approximation is indeed a promising area in Monte Carlo simulation [L' Ecuyer and Tuffin 2008] . The idea is somewhat similar to L 'Ecuyer et al. [2011] and selects B j (C) in the estimator (7) with probability
The resulting estimator is expressed as
in which subscript ZVRD stands for zero-variance RVR.
-that is, it always exactly yields the expected value q(G).
PROOF. This can be proved by induction working with variances, or just by showing that Y ZVRD always gives q(G). From (13), using the fact that
always gives 1. This is verified by induction, from the simplest trivial topologies, where the graph is made of only one link, or such that the K-set of nodes is reduced to a single node. In these cases, Y ZVRD is replaced by the reliability of the graph.
Unfortunately, implementing this estimator requires the knowledge of the q(G i ), but if we knew them, there would be no need for simulation. Instead, we suggest using some q(G i ) as an approximation of the probability q(G i ) and plugging it into (12). If we can get a valid approximation, the variance of the estimator can be very low. But of course this has to be at a moderate computational expense so that the gain in variance exceeds by far the loss in computational time. The approximation that we will use is the maximal probability of a mincut of G (see Definition 5.3). However, here we use a generic expression so that the results can be kept with full generality. Using such an approximation, the estimator Y AZVRD (subscript AZVRD, which stands for approximate zero-variance RVR) is expressed as
We can now prove the following result. 
Balanced and Approximate Zero-Variance Recursive Estimators for Network Reliability 5:11
From (9), the recursion on the second moment is given by
Let c, d, f j , g j , and d j be constants such that
, respectively. Remember that such constants always exist since the expectations are finite sums of polynomials in . We have from (14) 
2 ) so that we get from (15)
We then have (since the total number of steps is finite)
One can check that each of the three terms in the minimum is larger than or equal to 2d (with equality at least once). As a consequence,
This completes the proof.
Definition 5.3. Define the mincut-maxprob approximation q(G) of q(G) as the maximal probability of a mincut of G. This approximation has the advantage of being relatively simple and easy to compute in polynomial time.
This mincut-maxprob approximation will be used in the rest of the article. To compute it, we need any procedure capable of finding mincuts, as the one based on the maxflow min-cut theorem of Ford-Fulkerson [Ford and Fulkerson 1962; Sedgewick and Schidlowsky 2003 ], when K is a pair of nodes. In the multiterminal case, let C * denote a K-mincut with largest probability (recall that the probability of C * gives q(G)). It can be easily proved that the probability of C * is the maximum among the probabilities of all {s, t}-mincuts, where {s, t} ⊆ K. Then, it suffices to find for each {s, t} ⊆ K, a {s, t}-mincut C * st with largest probability, and to set C * = argmax{q(C * st )}. For each pair {s, t} ⊆ K, we apply the max-flow min-cut theorem on the graph where each link l is assigned the capacity c l = − ln(q l ) to find C * st . If, for instance, the Edmonds-Karp algorithm [Edmonds and Karp 1972] The proof of this result is exactly as in L 'Ecuyer et al. [2011] . Intuitively, q(G) is the probability that at least one mincut has all of its links failed and hence the leading term in its expansion in corresponding to mincuts with maximal probability.
We remark now that with this approximation, not only the BRE property but also the VRE property can be verified using the mincut-maxprob approximation. The next proposition provides sufficient (but not necessary) conditions with that respect in a way similar to what has been done in L 'Ecuyer et al. [2011] for IS when not combined with RVR.
PROPOSITION 5.5. If at every step of the recursive decompositon algorithm q(
In other words, if the approximation corresponds asymptotically to the true value, then we additionally have VRE.
PROOF. We want to show that
as → 0. The proof proceeds as before by induction on the different steps of the recursive decomposition algorithm. Again, computations are exact for trivial graphs (see the proof of Proposition 5.2) and thus the result is true there. Assume now that for
From (15), the result we need to show is that
, and
using the same argument q(G j ) = E[Y AZVRD (G j )] and the induction assumption, hence the result. Remark 5.6. Observe again that the condition provided in the proposition is sufficient and not necessary. It can be made weaker by just considering the assumption for the graphs G j such that P[B j (C)] q(G j ) = (q(G))-that is, for the graphs that contribute to the first-order approximation (in terms of ) of q(G). More conditions, working for our method, too, can be determined in the spirit of L 'Ecuyer et al. [2011] . But the purpose of our result is to illustrate that a better property than BRE can be obtained, not to provide the weakest possible conditions, that will anyway be hard to verify in practice. Actually, with the mincut-maxprob approximation, it is difficult to assess that VRE will be satisfied; BRE is a "worst" case. With this approximation, the condition q(G j ) = q(G j )+o(q(G j )) ∀ j means that at each step there is a unique cut with probability of the same order of magnitude than the unreliability q(G j ) in terms of , which is something hardly verifiable for any topology.
Example 5.7. If we come back to the toy example described in Figure 1 , ordering {s, t} before {s, u}, Equation (15) for the second order moment is
Recalling that the graph reliability is 2 2 − 3 , the variance of the estimator is 4 4 − 4 5 + 6 − (2 2 − 3 ) 2 = 0, meaning that we even have better than VRE for this example we have zero variance! Why? Because here the maxprob-mincut approximations are the exact unreliabilities for the two subgraphs.
NUMERICAL ILLUSTRATIONS
In this section, we illustrate the behavior of the relative errors of the three estimators presented in this article. We consider five problems based on topologies taken from previous literature on the subject [Elperin et al. 1991; Hui et al. 2005 ]:
-The complete networks C 6 and C 10 . For C 10 , we consider the all-terminal unreliability problem, whereas network C 6 is exploited in the source terminal case. -The grid network G 5 where the terminals are the four corner nodes (Figure 4 ). -The Dodecahedron topology pictured in Figure 5 where the terminals are the nodes s and t. -A version of Arpanet pictured in Figure 6 where the terminals are the nodes s and t. In Subsection 6.1, we compare the methods described here with some methods known among the most performant in the field, often based on entirely different context (for sake of conciseness, we do not summarize the techniques-the reader is advised to look at the references). In Subsection 6.2, we focus on the improvement brought by our method with respect to the basic RVR technique. Subsection 6.3 focuses on the complete topology C 10 .
Comparison with the Literature on the Dodecahedron Graph
Here we provide some numerical comparisons with the following techniques:
-the sampling method of Fishman [1986b] based on bounds on the structure function; -the generalized splitting technique of Botev et al. [2013] ; -the splitting method of Murray et al. [2013] ; -the so-called Turnip method of Gertsbakh and Shpungin [2010] ; -the zero-variance IS of L 'Ecuyer et al. [2011] ; and, -of course, the basic RVR of Cancela and El Khadiri [1995] .
The comparisons are made on the Dodecahedron topology-a classical example considered in most papers. The results for the different methods are displayed in Table I .
One can check that all methods seem to be robust as → 0, at least on this example (we indeed know that it will not generally be the case for all of them). Three 
Method
= 0.1 = 10 −2 = 10 −3 = 10 −4 Fishman [1986b] 2.6 e+00 1.3 e+00 4.3 e−01 1.4 e−02 Botev et al. [2013] 4.0 e+00 6.2 e+00 7.7 e+00 8.9 e+00 Murray et al. [2013] 4.6 e+00 7.1 e+00 8.6 e+00 8.8 e+00 Gertsbakh and Shpungin [2010] 3.0 e+00 4.2 e+00 4.3 e+00 4.4 e+00 ZVA, L 'Ecuyer et al. [2011] 1.2 e+00 1.7 e−01 5.7 e−02 1.7 e−02 RVR, Cancela and El Khadiri [1995] 8.4 e−01 7.1 e−01 7.1 e−01 7.1 e−01 BRD 9.5 e−01 7.0 e−01 7.1 e−01 7.1 e−01 AZVRD 2.8 e−01 5.1 e−02 1.6 e−02 5.0 e−03 methods-the one of Fishman [1986b] based on bounds on the structure function, the zero-variance approximation IS of L 'Ecuyer et al. [2011] (that we combine here with RVR), and our AZVRD-have VRE. AZVRD is the one with the smallest variance (and guaranteed to have BRE in general, if not VRE).
Discussion on the Bounded and Vanishing Relative Error Properties
Recall that for a fixed sample size n, the relative error of a sample mean estimator Y n based on independent samples of r. 
for the estimators RVR, BRD, and AZVRD. Variances needed for these computations are exactly computed by recursive algorithms based on formulas (4), (10), and (14), whereas the exact unreliability q(G) (shown in column 3) is computed by an exact algorithm based on the factoring method [Satyarayana and Chang 1983] .
Our objective in this subsection is to analyze, for the five different network topologies already described in the previous subsection, how the relative error of each method evolves when the link unreliability q e (assumed the same for all links) decreases. We can observe that on two of the five networks-the Arpanet and the C 10 networks-the basic RVR estimator has a relative error that grows with q e . This behavior is a confirmation of the fact that RVR does not verify BRE property in general. However, this does not prevent the RVR estimator from being very efficient on some other topologies. For instance, its relative error is almost invariant for small values of q e on the Dodecahedron topology. We can even observe a better behavior on the networks C 6 and G 5 , where asymptotically the relative error decreases when the rarity increases (a behavior consistent with the VRE property being satisfied).
We showed theoretically that the two other estimators-BRD and AZVRD-always satisfy the BRE property. As expected, this behavior is observed experimentally on each of the five networks considered in Table II . Looking now at the VRE property, we observe that RVR seems to verify it on the networks C 6 and G 5 as evoked earlier, and that AZVRD actually satisfies it on all considered networks here, with the possible exception of C 10 , where the values seem quite constant and are consistent with BRE. On the other hand, BRD does not satisfy the VRE property on any of the topologies studied here.
Let us now analyze the accuracy of the three versions when compared to the SMC method as it is usually done in this context. As we have the exact value of q(G), the relative error of the SMC estimator (shown in column 4 of Table II) is obtained exactly Note: All recursive estimators use a mincut of maximal probability at each recursive step.
from the formula
Comparing columns 4 and 5 of Table II it is possible to see that, as expected, RVR leads to a gain in accuracy for all 25 configurations in Table II . It is actually proved in [Cancela and El Khadiri 2003 ] that the relative error is always reduced with respect to SMC using RVR, whatever the unreliability and the topology. On the other hand, BRD and AZVRD do not always verify this property and in some cases have errors larger than SMC. Among the considered configurations, this kind of bad behavior is observed when AZVRD is applied to the Arpanet topology with common link unreliability values equal to 0.5, 0.3, or to 0.1 (non rare enough cases). For the method BRD, this problem happens in almost all networks for unreliabilities equal to 0.5 and 0.3, as well as in several cases for unreliabilities equal to 0.1.
Estimations of the Network Reliability and Variances of the Estimators on Some Configurations of the Complete Topology C 10
In practice, we do not know either the unreliability parameter q(G) or the variance V M of the estimator related to the method M, and we have to estimate them. An estimator of q(G) must offer, in a reasonable CPU execution time, an estimate close to the exact value, and its variance also needs to be correctly estimated to supply a robust confidence interval. Note: The considered network is C 10, and the sample size is equal to 10 6 . All recursive estimators use a mincut of maximal probability at each recursive step.
Let us denote (as defined in Section 2) by Y n the sample mean estimator based on the r.v. Y with expectation equal to q(G) and related to the method M, and by V M an estimator of its variance. Table III supplies simulation results obtained by the three methods proposed in this article for the network C 10 , with sample size n = 10 6 . The first column of the table shows the applied methods. The second column gives the values of the common link unreliability q e , which lies in the set {0.5, 0.1, 0.05, 0.01}. Column 3 gives the estimates of the all-terminal network unreliability measure obtained by the three methods, whereas column 4 corresponds to the exact unreliability values. In column 6, we tabulate the associated estimates of the related variances. To measure the quality of these estimates, we take advantage of the fact that we also have exact algorithms leading to the exact values of both q(G) and Var [ Y n ]. More precisely, we exploit them to compute the relative deviations observed (expressed in percent form),
which helps to analyze the quality of the estimator Y n of q(G), and
which gives the relative deviation observed for the variance estimator. If this last value is high, the supplied confidence interval may be of low quality because the confidence interval bounds are estimated with large errors. Execution times are presented in the last column of Table III and correspond to programs prepared following the implementation ideas proposed in Cancela and El Khadiri [2003] , using Microsoft Visual C++ 6.0 language and a machine with Intel Core Duo CPU with frequency equal to 2.5GHZ and 4Go of RAM. Results in columns 5, 8, and 9 illustrate that all versions provide accurate estimates in reasonable execution times. The balanced version takes more time to realize the n experiments, which is also observed on all others benchmarks that we ran. It is also the method with the highest deviation in the estimation of the variance, which nevertheless attains results within a few percentage points of the exact one.
CONCLUSIONS AND POSSIBLE IMPROVEMENTS
To summarize, the main contributions of this article are as follows:
(1) The study of the asymptotic properties of the RVR method, showing that RVR does not verify the BRE property in general, although it does for some particular topologies. We have also shown in Section 3 that on some very simple topologies, the order in which the links of the network are considered can lead to either verifying or not verifying the BRE property. (2) The proposal of two new variance reduction simulation methods-BRD and approximate zero variance recursive decomposition. These new methods combine ideas from RVR and from IS techniques. We show that BRD verifies the BRE property for all network topologies; this is also the case of AZVRD, when using a mincutmaxprob approximation to define the IS change of probability distribution. We also give a sufficient condition for AZVRD to verify the VRE property. (3) Numerical illustrations for different topologies, which show that the properties mentioned are observed empirically and allow comparison of the performance (in terms of precision and computing time) of the proposed methods with others known as usually the best performing in the area.
As a conclusion, based on BRE/VRE properties discussions and the comparisons with the SMC method, we suggest using the RVR method when q e is not very small (between 0.5 and 0.1) and AZVRD otherwise, as this guarantees that BRE will be verified.
Future work includes further study of the impact of the choice of the cut and the order of consideration of the links within the RVR method, as well as trying to develop a method that can always attain a variance reduction over SMC (like RVR does) and at the same time guarantee BRE (like AZVRD does). It is also of interest to study in more detail in which cases the VRE property can be attained and to try to better understand the empirical behavior of RVR, which seems to verify the property, at least for some topologies.
