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Afﬁne processes are distinguished by their rich structural properties, which makes them
favorite when it comes to computations in ﬁnancial applications of all kind. This fact has been
explored and illustrated for the time-homogeneous case in a recent paper by Dufﬁe, Filipovic´
and Schachermayer. However, there are many situations which require time-dependent
parameters, such as when it comes to model calibration. This paper provides a rigorous
treatment and complete characterization of time-inhomogeneous afﬁne processes.
r 2004 Elsevier B.V. All rights reserved.
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Afﬁne processes are distinguished by their rich structural properties, which makes
them favorite when it comes to computations in ﬁnancial applications of all kind.
This fact has been explored and illustrated in [3] for the time-homogeneous case,
which covers many of the relevant applications. However, there are many situations
where time-inhomogeneity (that is, the explicit time dependence of some model
parameters) is indispensable, such as for short rate models that perfectly ﬁt the initial
yield curve (see e.g. [4,6]), or for other calibration purposes.see front matter r 2004 Elsevier B.V. All rights reserved.
.spa.2004.11.006
2180 4492; fax: +892180 4466.
dress: ﬁlipo@math.lmu.de (D. Filipovic´).
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the characteristic function of its transition probabilities. This paper provides a
rigorous treatment and complete characterization of time-inhomogeneous afﬁne
processes. It extends the main results in [3] (Theorems 2.13 and 2.14) to the time-
inhomogeneous case, which can be roughly summarized as follows: a Markov
process is afﬁne if and only if the coefﬁcients of its generator are afﬁne functions
of the state.
We face nontrivial difﬁculties, which were not present in the time-homogeneous
case and which mainly arise from the presence of jumps (Example 2.12). For clarity
and simplicity we restrict our considerations to the class of ‘‘strongly regular afﬁne’’
processes (Deﬁnition 2.9), for which all the parameters depend continuously on time.
This is a slight restriction, but covers essentially all applications, and it makes the
theory of Feller processes available (Remark 2.11).
The structure of the paper is much like parts of [3], we often refer to
passages therein. In Section 2 we provide the deﬁnitions and main results.
The proof of the main results is divided into Sections 3–7, which are of interest
on their own.2. Deﬁnitions and main results
2.1. Markovian setup
For the stochastic terminology we refer to [5,8]. Let ðpt;T ðx;dxÞÞ0ptpT be the
transition function of a (possibly nonconservative) time-inhomogeneous Markov
process with state space D ¼ Rmþ  Rn; where mX0; nX0 and d ¼ m þ nX1: We
write Pt;T f ðxÞ ¼
R
D
f ðxÞ pt;T ðx; dxÞ for f 2 bD (the C-valued bounded measurable
functions on D). Throughout we assume that
pt;T ðx; AÞ is jointly measurable in ðt; T ; xÞ; for all Borel sets A in D: (2.1)
Then we can consider the associated time-homogeneous space-time process with state
space Rþ  D and transition semigroup ðPtÞtX0 acting on bðRþ  DÞ by
Ptf ðr; xÞ :¼ Pr;rþt f ðr þ t; xÞ ¼
Z
D
f ðr þ t; xÞ pr;rþtðx;dxÞ: (2.2)
Indeed, we let ðY; X Þ ¼ ðY; Y ; ZÞ denote the realization of ðPtÞ on the canonical
ﬁltered space ðO;F0; ðF0t ÞÞ consisting of paths o : Rþ ! ðRþ  DÞD ¼ ðRþ  DÞ [
fDg (the one-point compactiﬁcation of Rþ  D) and equipped with the family of
probability measures ðPðr;xÞÞðr;xÞ2RþD (see [8, Section I.3]). So that
Yt ¼ r þ t and X 0 ¼ x; Pðr;xÞ-a.s.
To avoid unnecessary repetitions we shall usually refer to the transition operators
ðPt;T Þ when we mean any of the above notions related to the original time-
inhomogeneous Markov process X :
ARTICLE IN PRESS
D. Filipovic´ / Stochastic Processes and their Applications 115 (2005) 639–659 6412.2. Weakly regular affine processes
We follow the notation in [3] and deﬁne f u 2 CðDÞ by
f uðxÞ :¼ ehu;xi;
for u 2 Cd and
U :¼ Cm  iRn; @U :¼ iRd ; U0 :¼ Un@U ¼ Cm  iRn;
such that f u 2 CbðDÞ if and only if u 2 U:
Deﬁnition 2.1. We call ðPt;T Þ affine if for every 0ptpT and u 2 @U there exists
fðt; T ; uÞ 2 C and cðt; T ; uÞ ¼ ðcYðt; T ; uÞ;cZðt; T ; uÞÞ 2 Cm  Cn such that
Pt;T f uðxÞ ¼ efðt;T ;uÞþhcðt;T ;uÞ;xi; 8x 2 D: (2.3)
If Pt;T ¼ PTt is time-homogeneous then we are back to [3] with fðt; T ; uÞ and
cðt; T ; uÞ replaced by fðT  t; uÞ and cðT  t; uÞ; respectively. We follow the
convention made in [3, Remark 2.3] and let fðt; T ; Þ in (2.3) denote the unique
continuous function on iRn with fðt; T ; 0Þ ¼ 0: As noted in [3, Remark 2.2] we
necessarily have fðt; T ; uÞ 2 C and cðt; T ; uÞ 2 U; since Pt;T f u 2 bD; for all u 2 @U:
Deﬁnition 2.2. We call ðPt;T Þ stochastically continuous if ps;Sðx; Þ ! pt;T ðx; Þ weakly
on D for ðs; SÞ ! ðt; TÞ; for every 0ptpT and x 2 D:
Hence ðPt;T Þ is stochastically continuous if and only if Pt;T f ðxÞ is jointly
continuous in ðt; TÞ; for all x 2 D and f 2 CbðDÞ: As in [3] we need further regularity
assumptions. For technical reasons, as will be made clear in Example 2.12, we have
to distinguish between a ‘‘weak’’ and a ‘‘strong’’ regularity hypothesis.
Deﬁnition 2.3. We call ðPt;T Þ weakly regular if it is stochastically continuous and the
left-hand derivative
~AðtÞf uðxÞ :¼ @s Ps;t f uðxÞjs¼t (2.4)
exists for all ðt; x; uÞ 2 Rþþ  D U and is continuous at u ¼ 0 for all ðt; xÞ 2
Rþþ  D:
If ðPt;T Þ is weakly regular and afﬁne we call it simply weakly regular affine.
Note that (2.1) implies joint measurability of ~AðtÞf uðxÞ in ðt; uÞ 2 Rþþ U; but
the t-dependence can be arbitrarily irregular, even for weakly regular afﬁne
processes. For illustration we consider a simple deterministic situation.
Example 2.4. Let f : Rþ ! D be a measurable function such that f ðTÞ  f ðtÞ 2 D
for all 0ptpT : Then
pt;T ðx;dxÞ :¼ dxþf ðTÞf ðtÞðdxÞ
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fðt; T ; uÞ ¼ hu; f ðTÞ  f ðtÞi; cðt; T ; uÞ ¼ u:
The dependence of fðt; T ; uÞ on ðt; TÞ is implicit by f and can be very irregular.
2.3. Some notation
For the convenience of the reader we recall here the notional conventions
from [3]. For a;b 2 Ck we write ha;bi :¼ a1b1 þ    þ akbk (notice that this is not
the scalar product on Ck). We let Semk be the convex cone of symmetric
positive semideﬁnite k  k matrices. Denote by fe1; . . . ; edg the standard basis
in Rd ; and write I :¼ f1; . . . ; mg and J :¼ fm þ 1; . . . ; dg: Let a ¼ ðaijÞ be a d  d-
matrix, b ¼ ðb1; . . . ; bdÞ a d-tuple and I ; J  f1; . . . ; dg: Then we write aT for the
transpose of a; and aIJ :¼ ðaijÞi2I ; j2J and bI :¼ ðbiÞi2I : Examples are wI ðxÞ ¼
ðwkðxÞÞk2I or rI :¼ ð@xk Þk2I : We write1 :¼ ð1; . . . ; 1Þ without specifying the dimension
whenever there is no ambiguity. For i 2 I we deﬁne IðiÞ :¼ Infig and JðiÞ :¼
fig [J: The Kronecker Delta is denoted by dkl ; which equals 1 if k ¼ l
and 0 otherwise.
Throughout, we ﬁx a continuous truncation function w : Rd ! ½1; 1d such that
wðxÞ ¼ x on some neighborhood of 0 (in [3] this function was unnecessarily deﬁned in
an explicit form).
Important convention: we tacitly write x ¼ ðy; zÞ or x ¼ ðZ; zÞ for a point
in D ¼ Rmþ  Rn and u ¼ ðv; wÞ for an element in Cd ¼ Cm  Cn: Also, we
have that
cYðt; T ; uÞ ¼ cIðt; T ; uÞ and cZðt; T ; uÞ ¼ cJðt; T ; uÞ
(since these mappings play a distinguished role we introduced a ‘‘coordinate-free’’
notation).2.4. Strongly regular affine processes
This section contains the main theorems of the paper. The proofs are postponed to
Section 7. First, here is the extension of [3, Deﬁnition 2.6].
Deﬁnition 2.5. The t-dependent parameters
ða; a; b;b; c; g; m; mÞ ¼ ðaðtÞ; aðtÞ; bðtÞ; bðtÞ; cðtÞ; gðtÞ; mðtÞ;mðtÞÞ; t 2 Rþ;
are called weakly admissible if for each ﬁxed t 2 Rþ they are admissible in the sense
of [3, Deﬁnition 2.6], that is,
 aðtÞ 2 Semd with aIIðtÞ ¼ 0 ðhence aIJðtÞ ¼ 0 and aJIðtÞ ¼ 0Þ; ð2:5Þ
 aðtÞ ¼ ða1ðtÞ; . . . ; amðtÞÞ with aiðtÞ 2 Semd and ai;IðiÞIðiÞðtÞ ¼ 0;
ðhence ai;klðtÞ ¼ ai;iiðtÞdikdkl for all k; l 2 IÞ; ð2:6Þ
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 bðtÞ 2 Rdd such that bIJðtÞ ¼ 0 and biIðiÞðtÞ 2 Rm1þ for all i 2 I;
ðhence bIIðtÞ has nonnegative off-diagonal elementsÞ; ð2:8Þ
 cðtÞ 2 Rþ; ð2:9Þ
 gðtÞ 2 Rmþ; ð2:10Þ
 mðtÞ is a Borel measure on Dnf0g satisfying Mðt; Dnf0gÞo1 with
Mðt; dxÞ :¼ ðhwIðxÞ; 1i þ kwJðxÞk2Þmðt;dxÞ; ð2:11Þ
 mðtÞ ¼ ðm1ðtÞ; . . . ;mmðtÞÞ where miðtÞ is a Borel measure on Dnf0g
satisfying Miðt; Dnf0gÞo1 with
Miðt; dxÞ :¼ ðhwIðiÞðxÞ; 1i þ kwJðiÞðxÞk2Þmiðt;dxÞ: ð2:12Þ
They are called strongly admissible if in addition they satisfy the following continuity
conditions:
 ðaðtÞ; aðtÞ; bðtÞ; bðtÞ; cðtÞ; gðtÞÞ are continuous in t 2 Rþ; ð2:13Þ
 Mðt;dxÞ and Miðt;dxÞ are weakly continuous on Dnf0g in t 2 Rþ: ð2:14Þ
Example 2.6. Let us illustrate the above deﬁnition for the case ðm; nÞ ¼ ð2; 1Þ:
Conditions (2.5), (2.6) and (2.8) then say that
aðtÞ ¼
0 0 0
0 0 0
0 0 þ
0
B@
1
CA; a1ðtÞ ¼
þ 0 
0 0 0
 0 þ
0
B@
1
CA; a2ðtÞ ¼
0 0 0
0 þ 
0  þ
0
B@
1
CA
and
bðtÞ ¼
 þ 0
þ  0
  
0
B@
1
CA;
where  and þ stand for real and nonnegative real numbers, respectively.
We ﬁrst state a representation result for weakly regular afﬁne processes.
Theorem 2.7. Suppose ðPt;T Þ is weakly regular affine. Then there exist some weakly
admissible parameters ða; a; b;b; c; g; m;mÞ such that, for all t40; u ¼ ðv; wÞ 2 U; x ¼
ðy; zÞ 2 D;
~AðtÞf uðxÞ ¼ ðF ðt; uÞ þ hRYðt; uÞ; yi þ hRZðt; uÞ; ziÞ f uðxÞ; (2.15)
with
F ðt; uÞ ¼ haðtÞu; ui þ hbðtÞ; ui  cðtÞ
þ
Z
Dnf0g
ðehu;xi  1 huJ; wJðxÞiÞmðt; dxÞ; ð2:16Þ
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þ
Z
Dnf0g
ðehu;xi  1 huJðiÞ; wJðiÞðxÞiÞmiðt;dxÞ; ð2:17Þ
RZðt; uÞ ¼ bZðtÞw; (2.18)
and
bYi ðtÞ :¼ ðbTðtÞÞif1;...;dg 2 Rd ; (2.19)
bZðtÞ :¼ ðbTðtÞÞJJ 2 Rnn; (2.20)
for i 2 I: Representations (2.16)–(2.18) of the functions F ðt; Þ; RYðt; Þ and RZðt; Þ on
U by aðtÞ; aðtÞ; bðtÞ;bðtÞ; cðtÞ; gðtÞ; mðtÞ;mðtÞ are unique.
If ~AðtÞf uðxÞ has a continuous extension in t on Rþ and (2.14) holds, then
ða; a; b; b; c; g; m;mÞ are strongly admissible and (2.15) also holds for t ¼ 0:
Remark 2.8. Relation (2.19)–(2.20) between bðtÞ and ðbYðtÞ; bZðtÞÞ is made clearer by
considering
hbðtÞx; ui ¼ hx;bTðtÞui ¼
Xm
i¼1
hbYi ðtÞ; uiyi þ hbZðtÞw; zi; (2.21)
which implies ~AðtÞf uðxÞ ¼AðtÞf uðxÞ; see (2.23).
As in [3, Deﬁnition 5.1] we shall call the parameters ða; a; b;bY;bZ; c; g; m;mÞ
weakly (strongly) admissible if ða; a; b;b; c; g; m;mÞ are weakly (strongly) admissible
where bðtÞ 2 Rdd is given by bIJðtÞ :¼ 0 and (2.19)–(2.20).
Deﬁnition 2.9. We call ðPt;T Þ strongly regular affine if it is weakly regular
afﬁne and the parameters ða; a; b; b; c; g; m; mÞ from Theorem 2.7 are strongly admissible.
Remark 2.10. In the time-homogeneous case [3] the distinction between weakly and
strongly regular afﬁne becomes redundant: every ‘‘regular afﬁne’’ process (in the
notation of [3]) is strongly regular afﬁne.
Remark 2.11. The strong regularity (continuity of the parameters) is assumed to
make the theory of Feller processes available (Theorem 2.13). The continuity is used
for e.g. the existence of classical solutions of the ODEs (2.24)–(2.26), and for the
technical points (4.11) and (5.5) (here we explicitly use (2.14)).
Piecewise continuous parameters (regime switches) can be approximated by
continuous parameters. Hence for applications it seems to be more than enough to
have the characterization, existence and uniqueness results for time-inhomogeneous
afﬁne Markov processes under the strong regularity hypothesis. Yet, we
conjecture that similar results can be derived on the level of semimartingales (see
Theorem 2.14), and leave this open for future research.
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are not strongly regular afﬁne, even though F ðt; uÞ and Rðt; uÞ are uniformly
continuous in ðt; uÞ 2 Rþ U:
Example 2.12. Let ðm; nÞ ¼ ð0; 1Þ; set Rðt; uÞ  0 and
F ðt; uÞ ¼
Z
Rnf0g
ðeuz  1 uzÞ 1
z2
dxðtÞðdzÞ ¼
euxðtÞ  1 uxðtÞ
xðtÞ2 ;
where xðtÞ is continuous with xð0Þ ¼ 0 and 0oxðtÞp1 for t40: Thus F ðt; uÞ is
continuous in t for all u 2 C: But F ð0; uÞ ¼ limt!0 F ðt; uÞ ¼ u2=2; and thus bðtÞ 
cðtÞ  0;
aðtÞ ¼
1=2 if t ¼ 0;
0 otherwise;
(
mðt; dzÞ ¼
0 if t ¼ 0;
1
z2
dxðtÞðdzÞ otherwise;
8<
:
in the representation (2.16) do not satisfy the continuity conditions (2.13) and (2.14).
A similar example can be constructed with a discontinuous bðtÞ:
Theorem 2.13. Suppose ðPt;T Þ is strongly regular affine and ða; a; b;b; c; g; m;mÞ the
corresponding strongly admissible parameters. Then ðY; X Þ is a Feller process. Let A
be its infinitesimal generator. Then C1c ðRþ  DÞ is a core ofA; C1;2c ðRþ  DÞ  DðAÞ
and for f 2 C1;2c ðRþ  DÞ we have
Af ðt; xÞ ¼ @tf ðt; xÞ þAðtÞf ðt; xÞ; (2.22)
where AðtÞ acts on the function f ðt; Þ as follows:
AðtÞf ðt; xÞ
:¼
Xd
k;l¼1
ðaklðtÞ þ haI;klðtÞ; yiÞ
@2f ðt; xÞ
@xk@xl
þ hbðtÞ þ bðtÞx;rxf ðt; xÞi
 ðcðtÞ þ hgðtÞ; yiÞf ðt; xÞ
þ
Z
Dnf0g
ðf ðt; x þ xÞ  f ðt; xÞ  hrJf ðt; xÞ; wJðxÞiÞmðt;dxÞ
þ
Xm
i¼1
Z
Dnf0g
ðf ðt; x þ xÞ  f ðt; xÞ  hrJðiÞf ðt; xÞ; wJðiÞðxÞiÞyimiðt; dxÞ:
ð2:23Þ
Moreover, (2.3) holds for all 0ptpT and u 2 U where fðt; T ; uÞ and cðt; T ; uÞ solve
the generalized Riccati equations
fðt; T ; uÞ ¼
Z T
t
F ðs;cðs; T ; uÞÞds; (2.24)
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R T
t
bZðsÞ ds
w
 
; cYðT ; T ; uÞ ¼ v; (2.25)
cZðt; T ; uÞ ¼ e
R T
t
bZðsÞ ds
w; (2.26)
with F ; RY and bZ given by (2.16)–(2.20).
Conversely, let ða; a; b;b; c; g; m;mÞ be strongly admissible parameters. Then there
exists a unique, strongly regular affine Markov process ðPt;T Þ whose associated space-
time process ðY; X Þ has the infinitesimal generator (2.22), and (2.3) holds for all
0ptpT and u 2 U where fðt; T ; uÞ and cðt; T ; uÞ are given by (2.24)–(2.26).
We now give some conventions and a brief summary of facts about Feller
processes, the proofs of which can be found in e.g. [8, Chapter III.2]. Let ðY; X Þ be
the Feller process from Theorem 2.13. Since we deal with an entire family of
probability measures, ðPðr;xÞÞðr;xÞ2RþD; we make the convention that ‘‘a.s.’’ means
‘‘Pðr;xÞ-a.s. for all ðr; xÞ 2 Rþ  D’’. Then X admits a cadlag modiﬁcation, and ‘‘X ’’
will from now on always stand for such a cadlag version. Let
tðY;X Þ :¼ infft 2 Rþ j ðY; X Þt ¼ D or ðY; X Þt ¼ Dg
(remember that ðRþ  DÞ [ fDg is the one-point compactiﬁcation of Rþ  D). Then
we have ðY; X Þ ¼ D on ½tX ;1Þ a.s. Hence ðY; X Þ is conservative if and only if
tðY;X Þ ¼ 1 a.s. Write Fðr;xÞ for the completion of F0 with respect to Pðr;xÞ
and ðFðr;xÞt Þ for the ﬁltration obtained by adding to each F0t all Pðr;xÞ-nullsets in
Fðr;xÞ: Deﬁne
Ft :¼
\
ðr;xÞ2RþD
F
ðr;xÞ
t ; F :¼
\
ðr;xÞ2RþD
Fðr;xÞ:
Then the ﬁltrations ðFðr;xÞt Þ and ðFtÞ are right-continuous, and ðY; X Þ is still a
Markov process with respect to ðFtÞ; for every Pðr;xÞ:
By convention, we call X a semimartingale if ðX t1ftotðY;X ÞgÞ is a semimartingale on
ðO;F; ðFtÞ;Pðr;xÞÞ for every ðr; xÞ 2 Rþ  D: For the deﬁnition of the characteristics
of a semimartingale with respect to w we refer to [5, Section II.2].
Theorem 2.14. Let ðPt;T Þ be strongly regular affine and ða; a; b; b; c; g; m;mÞ the
corresponding strongly admissible parameters. Then X is a semimartingale. If ðPt;T Þ is
conservative then X admits the Pðr;xÞ-characteristics ðB; C; nÞ;
Bt ¼
Z t
0
ð ~bðr þ sÞ þ ~bðr þ sÞX sÞds; (2.27)
Ct ¼ 2
Z t
0
aðr þ sÞ þ
Xm
i¼1
aiðr þ sÞY is
 !
ds; (2.28)
nðdt; dxÞ ¼ mðr þ t;dxÞ þ
Xm
i¼1
Y itmiðr þ t;dxÞ
 !
dt; (2.29)
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~bðtÞ :¼ bðtÞ þ
Z
Dnf0g
ðwIðxÞ; 0Þmðt; dxÞ; (2.30)
~bklðtÞ :¼
bklðtÞ þ ð1 dklÞ
R
Dnf0g wkðxÞmlðt;dxÞ if l 2 I;
bklðtÞ if l 2 J;
(
for 1pkpd:
(2.31)
Moreover, let X 0 ¼ ðY 0; Z0Þ be a D-valued semimartingale defined on some filtered
probability space ðO0;F0; ðF0tÞ;P0Þ with P0½X 00 ¼ x ¼ 1: Suppose X 0 admits the
characteristics ðB0; C0; n0Þ; given by (2.27)–(2.29) where X is replaced by X 0: Then
P0  X 01 ¼ Pðr;xÞ:Notions (2.30) and (2.31) are not substantial and only introduced for notational
compatibility with [5]. Indeed, we simply replaced hrJf ðt; xÞ; wJðxÞi and
hrJðiÞf ðt; xÞ; wJðiÞðxÞi in (2.23) by hrxf ðt; xÞ; wðxÞi; which is compensated by replacing
b and b by ~b and ~b; respectively.3. Preliminary results
This section corresponds to [3, Section 3]. We now have to distinguish between
forward and backward equations. Note that the Chapman–Kolmogorov equation
Ps;tPt;T ¼ Ps;T ; 0psptpT ;
is a composition rule which is backward in time. This is in contrast to the common
‘‘evolution systems’’, say ðUt;sÞ0pspt; arising in the study of time-inhomogeneous
Cauchy problems, where the composition rule is forward in time,
UT ;tUt;s ¼ UT ;s; 0psptpT ;
see [7]. We take this distinction into account by introducing the notion
Bt;T :¼ PTt;T : (3.1)
Throughout we ﬁx T40; and we frequently replace ‘‘Pt’’ in [3] with Bt;T : This is
justiﬁed since, as for ‘‘Pt’’, there exists a (sub)stochastic kernel, pTt;T ðx;dxÞ;
such that
Bt;T f ðxÞ ¼
Z
D
f ðxÞ pTt;T ðx;dxÞ; 8f 2 bD;
Moreover, the semigroup property of ‘‘ðPtÞ’’ was not used for the analysis in
[3, Sections 4 and 5].
We suppose from now on that ðPt;T Þ is weakly regular afﬁne. First, we want to
extend the ðt; uÞ-range of validity of (2.3), which a priori is ½0; T   @U and fTg U:
That is, we ﬁx u 2 U and see how far we can go in the t-direction. Therefore,
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OðTÞ :¼ fðt; uÞ 2 ½0; T  U j Ps;T f uð0Þa0; 8s 2 ½t; T g; (3.2)
which contains fTg U: The following result can be proved as [3, Lemma 3.1].
Lemma 3.1. Pt;T f uðxÞ is jointly continuous in ðt; T ; uÞ; for every x 2 D: The set OðTÞ is
simply connected and open in ½0; T  U; and there exists a continuous extension of
fð; T ; Þ and cð; T ; Þ on OðTÞ such that (2.3) holds for all ðt; uÞ 2 OðTÞ:
Later, it can be shown that OðTÞ ¼ ½0; T  U; see Proposition 4.3.
We now derive the ODEs for fð; T ; Þ and cð; T ; Þ: First, we have
fðT ; T ; uÞ ¼ 0; cðT ; T ; uÞ ¼ u; 8u 2 U: (3.3)
Let ðt; uÞ 2 OðTÞ and spt such that ðs; uÞ 2 OðTÞ and ðs;cðt; T ; uÞÞ 2 OðtÞ: Lemma 3.1
and the Chapman–Kolmogorov equation yield
efðs;T ;uÞþhcðs;T ;uÞ;xi ¼
Z
D
ps;tðx;dxÞ
Z
D
pt;T ðx; d~xÞf uð~xÞ
¼ efðt;T ;uÞ
Z
D
ps;tðx;dxÞehcðt;T ;uÞ;xi
¼ efðt;T ;uÞþfðs;t;cðt;T ;uÞÞþhcðs;t;cðt;T ;uÞÞ;xi; 8x 2 D; ð3:4Þ
hence
fðs; T ; uÞ ¼ fðt; T ; uÞ þ fðs; t;cðt; T ; uÞÞ; (3.5)
cðs; T ; uÞ ¼ cðs; t;cðt; T ; uÞÞ: (3.6)
According to Deﬁnition 2.3 and Lemma 3.1, the left-hand derivatives
F ðt; uÞ :¼ @s fðs; t; uÞjs¼t; (3.7)
Rðt; uÞ ¼ ðRYðt; uÞ; RZðt; uÞÞ :¼ @s cðs; t; uÞjs¼t (3.8)
exist and are measurable in ðt; uÞ 2 Rþþ U: From (3.5) and (3.6) we conclude that,
for all ðt; uÞ 2 OðTÞ with t40;
@t fðt; T ; uÞ ¼ F ðt;cðt; T ; uÞÞ; (3.9)
@t cðt; T ; uÞ ¼ Rðt;cðt; T ; uÞÞ: (3.10)
As for the mappings F and R; we observe that we have from (2.4),
~AðtÞf uðxÞ ¼ @þs Bs;tf uðxÞjs¼0 ¼ ðF ðt; uÞ þ hRðt; uÞ; xiÞf uðxÞ; (3.11)
for all x 2 D; and hence
F ðt; uÞ ¼ ~AðtÞf uð0Þ; (3.12)
Riðt; uÞ ¼ F ðt; uÞ þ
~AðtÞf uðeiÞ
f uðeiÞ
; i ¼ 1; . . . ; d; (3.13)
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that is, for x ¼ rei and x ¼ sej ; i 2 I; j 2 J; rX0; s 2 R; in order to determine F and
R: This can be done exactly as in [3, Sections 4 and 5], see Section 7 below.4. Generalized Riccati equations
Let ða; a; b; bY;bZ; c; g; m;mÞ be some strongly admissible parameters, and let
F ðt; uÞ and Rðt; uÞ ¼ ðRYðt; uÞ; RZðt; uÞÞ be given by (2.16)–(2.18). In this section we
discuss the generalized Riccati equations
@tFðt; T ; uÞ ¼ F ðt;Cðt; T ; uÞÞ; FðT ; T ; uÞ ¼ 0; (4.1)
@tCðt; T ; uÞ ¼ Rðt;Cðt; T ; uÞÞ; CðT ; T ; uÞ ¼ u; 0ptpT : (4.2)
Observe that (4.1) is a trivial differential equation. A solution of Eqs. (4.1)–(4.2) is a
pair of continuously differentiable mappings Fð; T ; uÞ and Cð; T ; uÞ ¼
ðCYð; T ; uÞ;CZð; T ; uÞÞ from ½0; T  into C and Cm  Cn; respectively, satisfying
(4.1)–(4.2) or, equivalently,
Fðt; T ; uÞ ¼
Z T
t
F ðs;Cðs; T ; uÞÞds; (4.3)
@tCYðt; T ; uÞ ¼ RY t;CYðt; T ; uÞ; e
R T
t
bZðsÞ ds
w
 
; CYðT ; T ; uÞ ¼ v; (4.4)
CZðt; T ; uÞ ¼ e
R T
t
bZðsÞ ds
w; (4.5)
for 0ptpT and u ¼ ðv; wÞ 2 Cm  Cn: As shown in [3], RYðt; Þ may fail to be
Lipschitz continuous at @U: Yet the following can be proved.
Proposition 4.1. For every T40 and u 2 U0 there exists a unique solution Fð; T ; uÞ and
Cð; T ; uÞ of (4.1)–(4.2) with values in C and U0; respectively. More-
over, Fðt; T ; uÞ and Cðt; T ; uÞ are jointly continuous in ðt; T ; uÞ; for 0ptpT and
u 2 U0; and
@þTFðt; T ; uÞjT¼t ¼ F ðt; uÞ; (4.6)
@þTCðt; T ; uÞjT¼t ¼ Rðt; uÞ; (4.7)
for all ðt; uÞ 2 Rþ U0:
Proof. We only have to consider (4.4). We set
ðaðtÞ;bYðtÞ; bZðtÞ; gðtÞ;mðt;dxÞÞ :¼ ðað0Þ; bYð0Þ;bZð0Þ; gð0Þ;mð0;dxÞÞ for tp0:
Let T40; and consider the initial value problem
@tgðt; T ; uÞ ¼ RY T  t; gðt; T ; uÞ; e
R T
Tt b
ZðsÞ ds
w
 
; gð0; T ; uÞ ¼ v: (4.8)
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CYð; T ; uÞ ¼ gðT  ; T ; uÞ
is a solution of (4.4). It follows as in [3, Lemma 5.3] that the map
ðt; v; wÞ7!RY T  t; v; e
R T
Tt b
ZðsÞ ds
w
 
: RU! Cm (4.9)
is analytic in v 2 Cm with, jointly in ðt; v; wÞ; continuous v-derivatives on RU0:
Hence (4.9) is locally Lipschitz continuous in v 2 Cm; uniformly in ðt; wÞ on
compact sets in R iRn: This implies that, for every u ¼ ðv; wÞ 2 U0; there exists a
unique Cm-valued local solution gð; T ; uÞ to (4.8) with maximal lifetime in Cm
tT ;u :¼ lim inf
n!1
ft 2 ½0; T  j kgðt; T ; uÞkXn or gðt; T ; uÞ 2 iRmgpT :
Since all coefﬁcients in (4.8) depend continuously on t; it follows literally as in the
proof of [3, Proposition 6.1] that tT ;u ¼ T and that gðt; T ; uÞ 2 Cm for all ðt; uÞ 2
½0; T  U0:
The continuity of gðt; T ; uÞ in ðt; T ; uÞ for 0ptpT and u 2 U0 is a standard result
and follows from the regularity properties of (4.9), see e.g. [1, Section II.8].
Now let ðt; uÞ 2 Rþ U0: Eq. (4.2) yields
Cðt; T ; uÞ ¼ u þ
Z T
t
Rðs;Cðs; T ; uÞÞds; TXt; (4.10)
and hence
Cðt; t þ h; uÞ Cðt; t; uÞ
h
¼ 1
h
Z tþh
t
Rðs;Cðs; t þ h; uÞÞds ! Rðt; uÞ
for h # 0; ð4:11Þ
by the joint continuity of Rðs;Cðs; t þ h; uÞÞ in s and h: Whence (4.7), and similarly
one shows (4.6). &
Remark 4.2. It is difﬁcult to say more about the T-differentiability of Cðt; T ; uÞ for
T4t in general. In view of (4.10) we have
Cðt; T þ h; uÞ Cðt; T ; uÞ
h
¼ 1
h
Z Tþh
T
Rðs;Cðs; T þ h; uÞÞds
þ
Z T
t
Rðs;Cðs; T þ h; uÞÞ  Rðs;Cðs; T ; uÞÞ
h
ds:
Since Rðs; v; wÞ is not differentiable in w in general (miðt;dxÞ in (2.17) can be any
probability distribution on f0g  Rn  D with inﬁnite ﬁrst moment), it is not clear
what the limit for the second integrand should be as h ! 0: The candidate for
@TCðt; T ; uÞ would be the solution to
@TCðt; T ; uÞ ¼ RðT ; uÞ þ
Z T
t
DuRðs;Cðs; T ; uÞÞ  @TCðs; T ; uÞds;
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ﬁrst moment condition on the measures mi; see [3, Lemmas 5.3 and 6.5]). The
argument in (4.11) only works for T ¼ t in general.
Now let ðPt;T Þ be strongly regular afﬁne and ða; a; b; b; c; g; m;mÞ the corresponding
strongly admissible parameters. Recall the deﬁnition of OðTÞ; see (3.2).
Proposition 4.3. We have OðTÞ ¼ ½0; T  U; and fðt; T ; uÞ and cðt; T ; uÞ satisfy
(4.1)–(4.7), for all 0ptpT and u 2 U:
Proof. Follows as in [3, Proposition 6.4] and by (4.11). &5. C Cðm;nÞ-semiﬂows
As in [3, Section 7] we provide here the tools for proving the existence of weakly
and strongly regular afﬁne processes. We denote by C the convex cone of continuous
functions f : U! Cþ of the form
fðuÞ ¼ hAw; wi þ hB; ui  C þ
Z
Dnf0g
ðehu;xi  1 hw; wJðxÞiÞMðdxÞ; (5.1)
for u ¼ ðv; wÞ 2 U; where A 2 Semn; B 2 D; C 2 Rþ and MðdxÞ is a nonnegative
Borel measure on Dnf0g integrating hwIðxÞ; 1i þ kwJðxÞk2: Moreover, we deﬁne the
convex cone Cðm;nÞ  Cm  Cn of mappings c : U! U by
Cðm;nÞ :¼ fc ¼ ðcY;cZÞ j cY 2 Cm and cZðv; wÞ ¼ Bw; for some B 2 Rnng:
We recall some basic facts about C and Cðm;nÞ; see [3, Lemma 7.1 and Proposition 7.2].
Lemma 5.1. There exists a unique and infinitely divisible sub-stochastic measure m on
D such thatZ
D
f u dm ¼ efðuÞ; 8u 2 U; (5.2)
if and only if f 2 C: Moreover, representation (5.1) of fðuÞ by A; B; C and M is
unique.
Proposition 5.2. Let f;fk 2 C and c;ck 2 Cðm;nÞ; k 2 N:
(i) For every x 2 D there exists a unique and infinitely divisible sub-stochastic
measure mðx;dxÞ on D such thatZ
D
f uðxÞmðx;dxÞ ¼ ehcðuÞ;xi; 8u 2 U:(ii) The composition f  c is in C:
(ii) The composition c1  c is in Cðm;nÞ:
(iv) If fk converges pointwise to a continuous function f
 on U0; then f has a
continuous extension on U and f 2 C:
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 on U0; then c has a
continuous extension on U and c 2 Cðm;nÞ:
An extension of [3, Deﬁnition 7.3] is now straightforward.
Deﬁnition 5.3. A two-parameter family fðft;T ;ct;T Þg0ptpT of elements in C Cðm;nÞ
is called a (time-inhomogeneous) C Cðm;nÞ-semiflow if
fs;T ðuÞ ¼ ft;T ðuÞ þ fs;tðct;T ðuÞÞ and fT ;T ¼ 0;
cs;T ðuÞ ¼ cs;tðct;T ðuÞÞ and cT ;T ðuÞ ¼ u;
for all 0psptpT and u 2 U:
It is called a weakly regular C Cðm;nÞ-semiflow if ft;T ðuÞ and ct;T ðuÞ are jointly
continuous in ðt; TÞ and the left-hand derivatives
FtðuÞ ¼ @s fs;tðuÞjs¼t and RtðuÞ ¼ @s cs;tðuÞjs¼t
exist for all ðt; uÞ 2 Rþþ U and are continuous at u ¼ 0 for all t40:
Here is the link to weakly regular afﬁne processes.
Proposition 5.4. Suppose fðft;T ;ct;T Þg0ptpT is a weakly regular C Cðm;nÞ-semiflow.
Then there exists a unique weakly regular affine Markov process with state-space D
and exponents fðt; T ; uÞ ¼ ft;T ðuÞ and cðt; T ; uÞ ¼ ct;T ðuÞ:
Proof. This follows as [3, Proposition 7.4]. &
Deﬁnition 5.5. A weakly regular C Cðm;nÞ-semiﬂow is called strongly regular if the
induced Markov process (Proposition 5.4) is strongly regular afﬁne.
The counterpart to Proposition 5.4 is the following.
Proposition 5.6. Let ða; a; b;bY; bZ; c; g; m;mÞ be strongly admissible parameters. Then
the solution F and C of (4.1)–(4.2) uniquely defines a strongly regular C Cðm;nÞ-
semiflow fðft;T ;ct;T Þg0ptpT by ft;T ¼ Fðt; T ; Þ and ct;T ¼ Cðt; T ; Þ:
Proof. We ﬁx T40 and ﬁrst suppose thatZ
Dnf0g
wiðxÞmiðt;dxÞo1; (5.3)
ai;ikðtÞ ¼ ai;kiðtÞ ¼ 0; 8k 2 JðiÞ; (5.4)
for all t 2 ½0; T  and i 2 I: Consequently, RYi can be written in the form
RYi ðt; uÞ ¼ ~R
Y
i ðt; uÞ  civi with ~R
Y
i ðt; Þ 2 C and ci ¼ sup
t2½0;T 
jbYii ðtÞj;
ARTICLE IN PRESS
D. Filipovic´ / Stochastic Processes and their Applications 115 (2005) 639–659 653for t 2 ½0; T  and i 2 I: Then Eq. (4.4) is equivalent to the following integral
equations
CYi ðt; T ; uÞ ¼ eciðTtÞvi þ
Z T
t
eciðstÞ ~R
Y
i ðs;Cðs; T ; uÞÞds; i 2 I:
By a classical ﬁxed point argument, the solution CYi ðt; T ; uÞ is the pointwise limit of
the sequence ðCY;ðkÞi ðt; T ; uÞÞk2N0 ; for ðt; uÞ 2 ½0; T  U0; obtained by the iteration
CY;ð0Þi ðt; T ; uÞ ¼ vi;
CY;ðkþ1Þi ðt; T ; uÞ ¼ eciðTtÞvi þ
Z T
t
eciðstÞ ~R
Y
i s;C
Y;ðkÞðs; T ; uÞ; e
R T
s
bZðrÞ dr
w
 
ds:
Proposition 5.2(ii) and the convex cone property of C yield CY;ðkÞi ðt; T ; Þ 2 C; for all
k 2 N0: In view of Proposition 5.2(iv) there exists a unique continuous extension of
CYi ð; T ; Þ on ½0; T  U; and CYi ðt; T ; Þ 2 C: Hence Cðt; T ; Þ 2 Cðm;nÞ: Since F ðt; Þ 2
C; by Proposition 5.2(ii) also Fðt; T ; Þ ¼ R T
t
F ðs;Cðs; T ; ÞÞds 2 C and the proposi-
tion is proved if (5.3)–(5.4) hold. For the general case it is enough to notice that the
solution of (4.4) depends continuously on the right-hand side of (4.4) with respect to
uniform convergence on compacts. Now Lemma 5.7 below completes the proof. &
Lemma 5.7. Let i 2 I and T40: There exists a sequence of functions ðgkÞk2N which
converges uniformly on compacts in ½0; T  U to RYi : Moreover, every gk is of the form
(2.17), satisfies the corresponding strong admissibility conditions (2.13) and (2.14) and
also (5.3), (5.4).
Proof. The proof is essentially the same as for [3, Lemma 7.5], we only have to
clarify a few points concerning the t-dependence of the parameters. We consider a
sequence of functions rðkÞ 2 CbðDÞ with 0prðkÞprðkþ1Þp1 and
rðkÞðxÞ ¼
0 for kxkp1=k;
1 for kxk42=k:
(
Now introduce the ﬁnite measures on Dnf0g;
mðkÞi ðt;dxÞ :¼ rðkÞðxÞmiðt;dxÞ; k 2 N;
and denote by ~gk the corresponding map given by (2.17) with mi replaced by m
ðkÞ
i :
Note that ~gk satisﬁes (5.3) and the corresponding strong admissibility conditions
(2.13) and (2.14), since rðkÞ 2 CbðDÞ:
We now write
dðxÞ :¼ hwIðiÞðxÞ; 1i þ kwJðiÞðxÞk2:
Then, for ﬁxed t 2 ½0; T ; the bounded measures
mðkÞi ðt;dxÞ :¼ dðxÞmðkÞi ðt;dxÞ; k 2 N;
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miðt;dxÞ :¼ dðxÞmiðt; dxÞ:
The function hu is deﬁned by
huðxÞ ¼
ehu;xi  1 huJðiÞ; wJðiÞðxÞi
dðxÞ :
Let K  U be compact. Then there is a constant C such thatZ
Dnf0g
huðxÞmðkÞi ðt;dxÞ 
Z
Dnf0g
huðxÞmiðt;dxÞ


¼
Z
Dnf0g
huðxÞðrðkÞðxÞ  1Þmiðt;dxÞ

pC
Z
Dnf0g
j1 rðkÞðxÞjmiðt; dxÞ;
for all u 2 K and k 2 N: Observe that, by construction,Z
Dnf0g
j1 rðkÞðxÞjmiðt;dxÞ # 0 as k ! 1
monotonically for all t 2 ½0; T : In view of (2.14), each R
Dnf0g j1 rðkÞðxÞjmiðt; dxÞ is
continuous in t 2 ½0; T : Hence
sup
t2½0;T 
Z
Dnf0g
j1 rðkÞðxÞjmiðt;dxÞ ! 0 as k ! 1; (5.5)
by a theorem of Dini [2]. As a consequence we have that ~gk converge to R
Y
i
uniformly on compacts in ½0; T  U:
It remains to show that, for all k 2 N; there exists a sequence ð ~gðlÞk Þl2N of functions
that are of the form (2.17) and satisfy (5.3)–(5.4), such that ~gðlÞk ! ~gk uniformly on
compacts in ½0; T  U: The lemma is then proved by choosing an appropriate
subsequence ~gðlkÞk ¼: gk; k 2 N:
To simplify the notation we suppress the index k in what follows and assume that
mi already satisﬁes (5.3). We proceed literally as in the proof of [3, Lemma 7.5] and
construct ~gðlÞðt; uÞ that is of the form (2.17) and satisﬁes (5.3)–(5.4). Adapting the
notation from [3] we then derive
~gðlÞðt; uÞ  RYi ðt; uÞ ¼
2
pðtÞ ð
~huðllðtÞÞ  ~huðl1ðtÞÞÞ;
where pðtÞ; llðtÞ and l1ðtÞ are continuous in t 2 ½0; T ; and ll ! l1 uniformly in
t 2 ½0; T : It then follows that ~gðlÞ converges to RYi uniformly on compacts in ½0; T  
U; and the lemma is proved. &6. Feller property
Let ðPt;T Þ be strongly regular afﬁne and ða; a; b;bðbY;bZÞ; c; g; m;mÞ the corre-
sponding strongly admissible parameters, given by Theorem 2.7. In this section we
ARTICLE IN PRESS
D. Filipovic´ / Stochastic Processes and their Applications 115 (2005) 639–659 655show that ðPtÞ in (2.2) shares the Feller property, and we establish a connection
between the strongly admissible parameters and the inﬁnitesimal generator of ðPtÞ:
First, we provide some preliminary results. For f 2 C1;2ðRþ  DÞ and a closed
sub-set I  U in Rþ  D we write
½f Yðt; xÞ :¼ ð1þ kykÞ jf ðt; xÞj þ krxf ðt; xÞk þ
Xd
k;l¼1
@2f ðt; xÞ
@xk@xl


 !
; (6.1)
½f Zðt; xÞ :¼ jhz; bZðtÞrJf ðt; xÞij;
kf k];IU :¼ sup
ðt;xÞ2IU
fj@tf ðt; xÞj þ ½f Yðt; xÞ þ ½f Zðt; xÞg: ð6:2Þ
Let AðtÞ be given by (2.23). The meaning of (6.1)–(6.2) becomes clear by the next
lemma.
Lemma 6.1. For any f 2 C1;2ðRþ  DÞ we have
jAðtÞf ðt; xÞjpC  APðtÞ sup
x2xþD
½f Yðt; xÞ þ ½f Zðt; xÞ
 !
; (6.3)
for all ðt; xÞ 2 Rþ  D; with the continuous function
APðtÞ :¼ kaðtÞk þ kaðtÞk þ kbðtÞk þ kbðtÞk þ jcðtÞj þ kgðtÞk
þ Mðt; Dnf0gÞ þ
X
i2I
Miðt; Dnf0gÞ;
see (2.13) and (2.14), and the constant C only depends on d.
Proof. This follows as [3, Lemma 8.1]. &
We write
A
]
f ðt; xÞ :¼ @tf ðt; xÞ þAðtÞf ðt; xÞ;
for f 2 C1;2ðRþ  DÞ; and deﬁne the linear space
D] :¼ ff 2 C1;2ðRþ  DÞ j @tf ; ½f Y; ½f Z 2 C0ðRþ  DÞg:
Let f 2 D] and ðt; xÞ 2 Rþ  D: Then there exists x0 2 D such that the right-hand
side of (6.3) equals
C  APðtÞð½f Yðt; x þ x0Þ þ ½f Zðt; xÞÞ:
But this tends to zero if kðt; xÞk ! 1; hence A]f 2 C0ðRþ  DÞ:
Lemma 6.2. If f 2 C1;2ðRþ  DÞ is such that
@tf ; ½ f Y; A
]
f 2 C0ðRþ  DÞ;
then also ½ f Z 2 C0ðRþ  DÞ and hence f 2 D]:
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(2.23) and (2.21) that
½f Zðt; xÞpjAðtÞf ðt; xÞj þ C  APðtÞ½f Yðt; x þ x0Þ;
for some x0 2 D; for all ðt; xÞ 2 Rþ  D: This yields the claim. &
Proposition 6.3. The semigroup ðPtÞ is Feller. Let A be its infinitesimal generator.
Then C1c ðRþ  DÞ is a core of A; C1;2c ðRþ  DÞ  DðAÞ and (2.22) holds for f 2
C1;2c ðRþ  DÞ:
Proof. We deﬁne the sets of functions Y0  Y Sd ( ¼ the space of rapidly
decreasing C1-functions on Rd) and their complex linear hulls LðY0Þ and LðYÞ;
respectively, as in the proof of [3, Proposition 8.2]. That is, any h 2 Y0 (h 2 Y) is of
the form
hðy; zÞ ¼
Z
Rn
f ðv;iqÞðy; zÞgðqÞdq;
for some v 2 Cm and g 2 C1c ðRnÞ (g 2Sn). In addition we deﬁne
Y0 :¼ fyh j y 2 C1c ðRþÞ; h 2 Y0g; Y :¼ fyh j y 2 C1c ðRþÞ; h 2 Yg:
Now let f ¼ yh 2 Y0: Proposition 4.3 and (4.5) imply
Psf ðt; xÞ ¼ yðt þ sÞPt;tþshðxÞ
¼ yðt þ sÞ
Z
Rn
e
ihexpð
R tþs
t
bZðrÞ drÞq;zi
efðt;tþs;v;iqÞþhc
Yðt;tþs;v;iqÞ;yigðqÞdq; ð6:4Þ
pointwise. By (4.6) and (4.7), Proposition 4.3 and dominated convergence we thus
obtain
@þs Psf ðt; xÞjs¼0
¼ @tyðtÞhðxÞ þ yðtÞ
Z
Rn
ðF ðt; v; iqÞ þ hRðt; v; iqÞ; xiÞf ðv;iqÞðxÞgðqÞdq
¼ @tyðtÞhðxÞ þ yðtÞ
Z
Rn
AðtÞf ðv;iqÞðxÞgðqÞdq
¼A]f ðt; xÞ; ð6:5Þ
and in particular
lim
s#0
Psf ðt; xÞ ¼ f ðt; xÞ;
pointwise for all ðt; xÞ 2 Rþ  D:
With the same arguments as in [3], and since the complex linear spanLðY0Þ of Y0
is dense in C0ðRþ  DÞ; we conclude that ðPtÞ is Feller.
Moreover, in view of [9, Lemma 31.7], (6.5) and the easy fact that Y0  D] (and
hence A
]
f 2 C0ðRþ  DÞ), we derive that LðY0Þ  DðAÞ: Since LðY0Þ is
k  k];RþD-dense in LðYÞ; we easily infer from (6.3) and the closedness of A that
also LðYÞ  DðAÞ and (2.22) holds for all f 2LðYÞ:
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LðY0Þ is dense in C1;2c ðRþ  DÞ with respect to the norm
sup
ðt;xÞ2RþD
j@tf ðt; xÞj þ jf ðt; xÞj þ krxf ðt; xÞk þ
Xd
k;l¼1
@2f ðt; xÞ
@xk@xl


 !
:
Similarly, as in [3] one can then construct, for any given h 2 C1;2c ðRþ  DÞ; a
sequence ðhkÞ in LðYÞ with kh  hkk];RþD ! 0 as k ! 1: Also one can show that
C1;2c ðRþ  DÞ is k  k];RþD-dense in D]: Again using (6.3) and the closedness of A;
we conclude that D] A and (2.22) holds for all f 2 D]:
It remains to consider cores. We show that
PsLðY0Þ  D]; 8s 2 Rþ: (6.6)
Let f ¼ yh 2 Y0: Since cYðt; T ; uÞ 2 Cm for all u 2 U0 and 0ptpT
(Proposition 4.1), we see from (6.4) that ½Psf Y 2 C0ðRþ  DÞ for all s 2 Rþ: Let
s40; then
Psf 2 PsY0  PsDðAÞ  DðAÞ;
and hence @sPsf ¼ PsAf exists and is in C0ðRþ  DÞ: Eq. (6.4) thus implies that
ðt; xÞ7!@T Pt;T hðxÞjT¼tþs ¼ @sPsf ðt; xÞ  @tyðt þ sÞPt;tþshðxÞ (6.7)
exists and is in C0ðRþ  DÞ (ﬁrst one argues locally in ðt; xÞ and chooses y constant
around t). Since s40 was arbitrary, and since PsAf ðt; xÞ is jointly continuous in
s; t; x; we conclude that Pt;T hðxÞ is continuously differentiable in T4t: On the other
hand, we see as in (6.5) that
@tPt;T hðxÞ ¼ AðtÞPt;T hðxÞ;
pointwise. We can now apply the chain rule and derive
A
]
Psf ðt; xÞ ¼ @tyðt þ sÞPt;tþshðxÞ þ yðt þ sÞðAðtÞPt;tþshðxÞ
þ @T Pt;T hðxÞjT¼tþsÞ þ yðt þ sÞAðtÞPt;tþshðxÞ
¼ @tyðt þ sÞPt;tþshðxÞ þ yðt þ sÞ@T Pt;T hðxÞjT¼tþs
¼ @sPsf ðt; xÞ:
Hence A
]
Psf 2 C0ðRþ  DÞ and Lemma 6.2 implies that Psf 2 D]; whence (6.6).
The rest of the proposition now follows as in [3]: property (6.6) together with the
fact that LðY0Þ and D] are dense in C0ðRþ  DÞ and C1c ðRþ  DÞ is k  k];RþD-
dense in D] yields the assertion. &
Remark 6.4. What makes the proof of (6.6) a bit clumsy is the fact that we cannot
and do not require any differentiability of fðt; T ; uÞ and cðt; T ; uÞ in T or u (see
Remark 4.2). It is noteworthy that yet we could derive T-differentiability of Pt;T hðxÞ
(without computing it explicitly), see (6.7) and below.
To make this more clear we present here an alternative proof of (6.6) (without
using Lemma 6.2) assuming that fðt; T ; uÞ and cðt; T ; uÞ are continuously
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½Psf Z 2 C0ðRþ  DÞ: (6.8)
Consider (6.4) for ﬁxed t; s; v; y; z: The function ~g : Rn ! C deﬁned by
~g e
R tþs
t
bZðrÞ dr
q
 
det e
R tþs
t
bZðrÞ dr
 

:¼ expðfðt; t þ s; v; iqÞ þ hcYðt; t þ s; v; iqÞ; yiÞgðqÞ
is in C1cðRnÞ; and we have
Psf ðt; xÞ ¼ yðt þ sÞ
Z
Rn
eihq;zi ~gðqÞdq:
Now
hz;bZðtÞrzeihq;zii ¼ hbZðtÞq;rqeihq;zii:
Integration by parts yieldsZ
Rn
rqeihq;zi ~gðqÞdq ¼ 
Z
Rn
eihq;zirq ~gðqÞdq:
By the Riemann–Lebesgue theorem the right-hand side as a function of z is in
C0ðRnÞ; whence (6.8) is proved.7. Proof of the main results
7.1. Proof of Theorem 2.7
This is an extension of the arguments in [3, Sections 3–5]. Fix t40: Replacing ‘‘Ps’’
by Bs;t in [3, Sections 4 and 5] (see (3.1) and (3.11)) yields (2.16)–(2.18) for all u 2 U;
such that (2.5)–(2.12) hold. The uniqueness of representations (2.16)–(2.18) is a
classical result, see [9, Theorem 8.1]. Hence the ﬁrst part of the theorem is proved.
Now suppose ~AðtÞf uðxÞ has a continuous extension in t on Rþ; for all u 2 U:
Eq. (2.15) implies that F ðt; uÞ; RYðt; uÞ and bZðtÞ have a continuous extension on Rþ:
If (2.14) holds as well, then (2.16) and (2.17) yield that
haðtÞu; ui þ hbðtÞ; ui  cðtÞ and haiðtÞu; ui þ hbYi ðtÞ; ui  giðtÞ
have a continuous extension in t on Rþ; for all u 2 U: But this readily implies that
aðtÞ; aiðtÞ; bðtÞ;bYi ðtÞ; cðtÞ; giðtÞ have a continuous extension in t on Rþ; whence the
assertion. &
7.2. Proof of Theorem 2.13
The ﬁrst part of the theorem is a summary of Theorem 2.7 and Propositions 4.3
and 6.3. The second part follows from Theorem 2.7 (see also (3.7) and (3.8)),
Propositions 4.1, 5.4 and 5.6. &
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Utilizing again the continuity properties (2.13) and (2.14), this theorems follows by
similar arguments as in the proof of [3, Theorem 2.12]. &References
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