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SYMMETRIZATION ESTIMATES
FOR CAUCHY-LIKE KERNELS, PART II:
RESTRICTED SETS
LOREDANA LANZANI AND MALABIKA PRAMANIK
Abstract. We investigate boundedness and positivity of the three-point symmetrization
of a Cauchy-like kernel Kh that was studied in [5] for arbitrary three-point configurations
in C, now in the restricted setting where the three points all lie on a curve Γ with specified
smoothness, and for a specialized choice of the phase function h dictated by the geometry
and complex function theory of the domains bounded by Γ.
1. Introduction
This paper is the sequel to [5] and we will make use of the notations and results therein.
Here we focus on the restricted setting of a curve parametrized as a graph
Γ = {z = x+ iA(x), x ∈ J = (a, b) ⊆ R}
where the function A(x) has prescribed regularity (class C1,1 or better, as specified in
the statement of each result below) and we only consider points w and z that lie on Γ.
Furthermore, we specialize the analysis of the kernels that were considered in [5], namely
Kh(w, z) =
eih(w)
w − z , w 6= z
to phase functions h : C→ R whose restriction to Γ satisfies the following relation:
(1.1) eih(w) =
A′(x)− i√
1 + (A′(x))2
, w = x+ iA(x) ∈ Γ.
Note that the closure of the domain
Ω := {y < A(x), x ∈ J}
is contained in the complement of a ray, thereby granting the existence of a continuous
branch of the logarithm of the quantity in the righthand side of (1.1); applying such
logarithm to both sides of (1.1) gives a continuous function: Γ → R, which we then
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extend1 to a continuous h : C → R. Any such phase function produces a kernel Kh that
belongs to the family studied in [5], but we will henceforth deal solely with the restriction of
Kh to Γ, which is independent of the choice of the extension of (1.1) to C. More precisely,
given Kh and h as above, we work with
j∗Kh(w, z)
where j∗ denotes the pullback under the inclusion
(1.2) j : Γ →֒ C
taken with respect to the variable w, which gives the representation
(1.3) j∗Kh(w, z) :=
A′(x)− i
(1 + (A′(x))1/2 [x− y + i(A(x)− A(y))]
for w = x+ iA(x), z = y + iA(y), and x, y ∈ J with x 6= y.
The kernel (1.3) is relevant to the analysis of various reproducing kernel Hilbert spaces,
see e.g. [3, p. 376], while its real part is of particular interest in potential theory since it is
the kernel of the double layer potential operator [5, (1.14)]. What’s more, the case when J
is the entire real line has special relevance in complex analysis because in such case j∗Kh
agrees with the Schwartz kernel of the Cauchy Integral operator associated with Ω, that is
the operator
(1.4) f 7→ 1
2πi
∫
bΩ
f(w)
dw
w − z , z /∈ Supp(f).
As is well known, such operator produces and reproduces2 functions in the holomorphic
Hardy space H2(bΩ, σ) (more generally, functions in Hp(bΩ, σ), 1 ≤ p ≤ ∞) and it plays
a distinguished role in the analysis of the Cauchy-Szego
′′
projection, which is the unique,
orthogonal projection of the Lebesgue-Hilbert space L2(bΩ, σ) onto H2(bΩ, σ). We defer
to e.g., [1], [2], [4], [6] for the precise definitions and the statements of the main results
on these topics, and for references to the extensive literature. Here we just recall that σ
denotes arc-length measure for bΩ ≡ Γ.
To see the connection between (1.4) and our kernel j∗Kh, we first point out that dw in
(1.4) is shorthand for the pull-back j∗dw where j is the inclusion map (1.2). With this in
1for instance, extending A to a C1-function: R→ R and then letting w = x+ is and z = y+ it in (1.1)
with x, y, s, t ∈ R gives a continuous extension h : C→ R that is constant along each vertical line.
2that is, it is a projection: Lp(bΩ, σ)→ Hp(bΩ, σ).
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place, and again writing x+ iA(x) for w ∈ Γ, we have
1
2πi
j∗dw =
1
2πi
d(x+ iA(x))
=
1
2πi
(1 + iA′(x)) dx
=
1
2π
A′(x)− i√
1 + (A′(x))2
dσ(w) ,
with dσ(w) =
√
1 + (A′(x))2 dx. It is now clear that the Schwartz kernel of (1.4) agrees
with j∗Kh once we ignore the constant factor 1/2π; see (1.3).
Note that the original kernel K0 of [7] corresponds to the case when A, hence h, is
constant, that is the case when Γ is a horizontal line. On the other hand, for general Γ
we have K0 6= Kh. From the point of view of Lebesgue space theory there is essentially no
distinction between the behavior of K0 and that of Kh: the latter can be interpreted as a
(uni-modular) weighted version of the former, even in our restricted setting (after pulling
back to Γ). But the distinction is significant from the point of view of holomorphic Hardy
space theory; in particular the analysis of the Cauchy-Szego
′′
projection for Ω performed
in e.g., [4] and [6, item (1) in Theorem 2.1] relies upon a cancellation of singularities that
is enjoyed by the difference j∗(K∗h(w, z)−Kh(w, z)), but is not enjoyed by j∗(K∗0 (w, z)−
K0(w, z)) unless Γ is a horizontal line. (Recall from [5] thatK
∗
h(w, z) := Kh(z, w).) Already
in the example of the parabola Γ := {x+ ix2 , x ∈ R}, it is easy to see that j∗(K∗0 (w, z)−
K0(w, z)) has same principal singularity as j
∗K0(w, z), whereas the difference j
∗(K∗h(w, z)−
Kh(w, z)), with h as in (1.1), is in fact a smooth function of (w, z) ∈ Γ×Γ, even along the
diagonal {w = z}.
The above considerations inform our choice of objectives for this sequel to [5]: to study
the symmetrization estimates [5, (1.10); (1.11)] in the restricted setting of the curve Γ and
for the specialized choice of h given by (1.1). More precisely, we investigate the conditions
(1.5)
S [K](z)
c2(z)
= O(1) (relative boundedness of S [K])
for all three-tuples z of non-collinear points in Γ (recall that c(z) denotes the Menger
curvature of z); and
(1.6) S [K](z) ≥ 0 (positivity of S [K])
for all three-tuples z of distinct points on Γ, where K denotes any one of the (restricted)
kernels
Re(j∗Kh) ; Im(j
∗Kh),
with j∗Kh as in (1.3). We establish results of two kinds:
Sharp local estimates on Γ. Here we require Γ to be of class C3; we show that each
of S [Re(j∗Kh)](z) and S [Im(j
∗Kh)](z) is locally relatively bounded near any point in Γ
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with non-zero signed curvature, but only the former will be non-negative, in fact strictly
positive and forcing the latter to be strictly negative. See Theorem 1.1 and Corollary 1.2
below.
Qualitative global estimates on Γ. We further consider two settings:
• Curves of class C1,1. We show that each of c2(z); |S [Re(j∗Kh)](z)| and |S [Im(j∗Kh)](z)|
admits a global upper bound (valid for any three-tuple z of distinct points on Γ). Since
c(z) can vanish, this result does not imply relative boundedness. See Theorem 1.3 and
Corollary 1.6 below.
• Curves of class C2 with fixed concavity. We prove global non-negativity of S [Re(j∗Kh)](z)
and provide examples to show that there are no definitive results pertaining to the global
signature of S [Im(j∗Kh)](z). See Theorem 1.7 and section 4.2 below.
We will henceforth make use of the following notations and abbreviations:
• J = (a, b) ⊂ R, an interval in the real line which possibly equals R.
• A : J → R, a function whose regularity is specified on a case-by-case basis, and
whose first- and second- order derivatives are denoted A′ and A′′, respectively.
• Γ = {x + iA(x), x ∈ J}, the curve parametrized by A, and we say that “Γ is of
class Ck” if A is of class Ck on J .
• s(x) = (1+ (A′(x)2)1/2, the magnitude of the tangent vector to Γ at z = x+ iA(x).
• h : Γ→ C, the phase function given by (1.1).
• z, any three-tuple of distinct points on Γ.
• c(z), the Menger curvature of z.
• κ0, the (signed) curvature of Γ at z0 ∈ Γ.
We may now state our main results.
Theorem 1.1. Suppose that A is of class C3 and that x0 ∈ J is such that A′′(x0) 6= 0.
Then for any ǫ > 0, there exists δ = δ(x0, A, ǫ) > 0 such that for
I = (x0 − δ, x0 + δ) ⊂ J and Γ(I) = {z = x+ iA(x) : x ∈ I}
the following statements hold for any three-tuple z of distinct points on
Γ(I)3 = Γ(I)× Γ(I)× Γ(I).
(a) If κ0 = A
′′(x0)/s(x0)
3 denotes the curvature of Γ at z0 = x0 + iA(x0), then
(1.7) c2(z) = κ20 + r(z), with | r(z) | < ǫ .
(b) For h as in (1.1) we have
(1.8)
∣∣∣∣ S[Re(j∗Kh)](z)− 32c2(z)
∣∣∣∣ < ǫ,
∣∣∣∣ S[Im(j∗Kh)](z) + 12c2(z)
∣∣∣∣ < ǫ.
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Results analogous to Theorem 1.1 continue to hold if A′′(x0) = 0 but some higher order
derivative of A is non-vanishing at x0. The proof modifies with very little changes and we
have chosen to omit it here.
A few remarks are in order:
(i) Theorem 1.1 gives that S[Re(j∗Kh)](z) satisfies the positivity condition (1.6) when
z is taken in Γ(I)3, but more is true: the proof will show that S[Re(j∗Kh)] mani-
fests a phenomenon of “local superpositivity” in the sense that for any z ∈ Γ(I)3,
S[Re(j∗Kh)](z) is given by the sum of three positive terms, each comparable to
1
2
κ20.
On the other hand S[Im(j∗Kh)] is strictly negative on Γ(I)
3, in stark contrast with
the situation when h is constant.
(ii) This leads to the following remarkable fact. Recall from [5, (3.5)] that for any phase
function h and for any three-tuple of distinct points z,
S[ReKh](z) + S[ImKh](z) = S[Kh](z).
However, whereas the split of S[K0](z) via the real and imaginary parts ofK0 is even,
i.e.,
S[ReK0](z) =
1
2
S[K0](z) = S[ImK0](z),
the split for S[ j∗Kh](z) with h as in (1.1) and z ∈ Γ(I)3 is roughly speaking 3/2 and
−1/2, respectively, i.e.
S[Re(j∗Kh)](z) ≈ 3
2
S[ j∗Kh](z)
and
S[Im(j∗Kh)](z) ≈ −1
2
S[ j∗Kh](z) .
Corollary 1.2. With same notations and hypotheses as in Theorem 1.1 if, furthermore,
ǫ˜ > 0 is sufficiently small then
(1.9)
∣∣∣∣ S[Re(j
∗Kh)](z)
c2(z)
− 3
2
∣∣∣∣ < ǫ˜κ20 − ǫ˜ ;
∣∣∣∣ S[Im(j
∗Kh)](z)
c2(z)
+
1
2
∣∣∣∣ < ǫ˜κ20 − ǫ˜
for any three-tuple z of non-collinear points in Γ(I˜)3 where I˜ = (x0− δ˜, x0+ δ˜) is obtained
by applying Theorem 1.1 to ǫ˜.
Corollary 1.2 says that both S[Re(j∗Kh)] and S[Im(j
∗Kh)] satisfy the relative boundedness
condition (1.5) in Γ(I˜)3 (and in fact are themselves locally bounded, but see Theorem
1.3 below for a stronger statement). In general, the inclusion I˜ ⊂ J is strict, and in the
absence of the localization: z ∈ Γ(I˜)3 there are no definitive results pertaining to condition
(1.9). In Section 4.1 we give an example of a relatively compact, smooth curve Γ; a point
z0 ∈ Γ with non-zero signed curvature, and three-tuples {zλ = (z1λ; z2λ; z3λ)}λ of distinct
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points on Γ such that z2λ → z0 but S[Re(j∗Kh)(zλ)]/c2(zλ) and S[Im(j∗Kh)(zλ)]/c2(zλ) are
unbounded.
Theorem 1.3. Suppose that A is of class C1,1 i.e., there exists a constant M > 0 such
that
(1.10) |A′(x)− A′(y)| ≤M |x− y| all x, y ∈ J.
Then we have that ∣∣∣ S[Re(j∗Kh)](z) ∣∣∣ ≤ 3
2
M2
for any three-tuple z of distinct points on Γ.
The order of magnitude of the Lipschitz constant for A′ (that is, the quantity M in
(1.10)) is optimal, as indicated by the following
Lemma 1.4. Let A(x) = x3. Then there are 0 < δ0 = δ0(A) and 0 < c0 < 1, c0 = c0(A)
such that
S[Re(j∗Kh)](z) ≥ c0M2ǫ
for z = (−ǫα − iǫ3α3, 0, ǫβ + iǫ3β3), for any α, β ∈ [1/2, 1] and any 0 < ǫ < min{1, δ0}.
Here Mǫ is the Lipschitz constant for the restriction of A
′(x) to the interval (−ǫ, ǫ).
Note that Lemma 1.4 also shows that Theorem 1.1 gives a sufficient, but not necessary
condition for the local positivity of S[Re(j∗Kh)].
Lemma 1.5. With same hypotheses as Theorem 1.3, we have that
c2(z) ≤ 8M2
for any three-tuple z of distinct points on Γ.
Corollary 1.6. With same hypotheses as Theorem 1.3, we have that∣∣∣ S[Im(j∗Kh)](z)∣∣∣ ≤
(
8 +
3
2
)
M2
for any three-tuple z of distinct points on Γ.
Theorem 1.7. Suppose that A is of class C2, and that A′′ does not change sign on J e.g.,
A′′(x) ≥ 0 for all x ∈ J (alt. A′′(x) ≤ 0 for all x ∈ J). Then
(1.11) S[Re(j∗Kh)](z) ≥ 0
for any three-tuple z of distinct points on Γ.
In view of conclusion (1.8) in Theorem 1.1, it makes sense to ask whether the inequality:
S[Im(j∗Kh)](z) ≤ 0 can hold for any three-tuple z of distinct points on a curve satisfying
the hypotheses of Theorem 1.7: in section 4.2 below we answer this question in the negative
by showing that the parabola Γ = {x + i x2/2, x ∈ R} admits three-tuples z of distinct
points such that S[Im(j∗Kh)](z) > 0 .
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The assumption of fixed concavity in Theorem 1.7 is necessary: in section 4.3 we show
that the cubic Γ = {x + ix3, x ∈ R} admits three-tuples z of distinct points for which
S[Re(j∗Kh)](z) < 0.
An open problem. Does the stronger assumption:
A′′(x) ≥ c > 0 for all x ∈ J (alt. A′′(x) ≤ c < 0 for all x ∈ J)
give that
(1.12) S[Re(j∗Kh)](z) ≥ α c2(z)
for some α = α(Γ) > 0 and for all three-tuples z of distinct points on Γ?
This statement seems much harder to prove than Theorem 1.7 (whose proof is remark-
ably simple). Note that an answer in the positive would shed some light on the signature
of S[Im(j∗Kh)](z) because it would imply that
S[Im(j∗Kh)](z) ≤ (1− α)c2(z)
for all three-tuples z of distinct points on Γ.
In the example of the parabola: Γ = {x+ ix2/2, x ∈ R}, an elementary but non-trivial
calculation3 gives that (1.12) is true with α = 1/2; the general case remains unanswered.
1.1. Organization of this paper. In section 2 we collect a few auxiliary facts needed to
prove the main results, whose proofs are given in section 3. All examples pertaining to the
sharpness of the main results are presented in section 4.
1.2. Acknowledgements. The authors were supported by awards no. DMS-1503612 and
DMS-1901978 from the National Science Foundation USA; and a Discovery grant from the
National Science and Engineering Research Council of Canada. Part of this work took
place (a) at the Mathematical Sciences Research Institute in Berkeley, California, where
the authors were in residence during a thematic program in the spring of 2017; (b) at the
Park City Mathematics Institute in July 2018, during the thematic program in harmonic
analysis, and (c) at the Isaac Newton Institute for Mathematical Sciences, where the first-
named author was in residence in Fall 2019 during the program Complex Analysis: Theory
and Applications (EPSRC grant no. EP/R014604/1). We thank the institutes and the
programs organizers for their generous support and hospitality.
2. Preliminaries
We begin by recording representations for S [Rej∗Kh](z); S[ Imj
∗Kh](z), and c(z) that
hold when z is a three-tuple of distinct points on Γ, that is for z = (z1, z2, z3) with
zj = xj + iA(xj) ∈ Γ, j = 1, 2, 3 and x1 6= x2 6= x3.
3we are grateful to M. Putinar, E. Wegert and A. Weideman for assisting with these computations.
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Lemma 2.1. Let A be of class C1. Then the symmetrized forms of Re(j∗Kh)(z) and
Im(j∗Kh)(z) admit the following representations at any three-tuple z of distinct points on
Γ:
S[ Re(j∗Kh) ](z) = 2
3∑
j=1
k<l
1
s2(xj)ℓ
2
k ℓ
2
l
[
A′(xj)(xj − xk)−
(
A(xj)− A(xk)
)]
×
[
A′(xj)(xj − xl)−
(
A(xj)−A(xl)
)]
;
(2.1)
S[ Im(j∗Kh) ](z)= 2
3∑
j=1
k<l
1
s2(xj)ℓ2k ℓ
2
l
[
(xk − xj) + A′(xj)
(
A(xk)−A(xj)
)]
×
[
(xl − xj) + A′(xj)
(
A(xl)−A(xj)
)]
.
(2.2)
As in [5], here we have set {j, l, k} = {1, 2, 3} and l, k ∈ {1, 2, 3} \ {j}, and we have
adopted the shorthand
s2(xj) = 1 + (A
′(xj))
2 ; ℓ2j = (xl − xk)2 + (A(xl)− A(xk))2 .
Proof. First we recall from [5] that if H(w, z) is real-valued, then
(2.3) S [H ](z) = 2
3∑
j=1
k<l
H(zj, zk)H(zj, zℓ) .
Next we note that (1.3) gives
Re
(
j∗Kh(w, z)
)
=
A′(x)(x− y)−
(
A(x)− A(y)
)
s(x)|w − z|2
and
Im
(
j∗Kh(w, z)
)
=
y − x+ A′(x)
(
A(y)− A(x)
)
s(x)|w − z|2
for distinct points w = x + iA(x), z = y + iA(y) in Γ. The conclusion now follows by
plugging these expressions in (2.3). 
Lemma 2.2. Let A be continuous, and let z =
(
(u + iA(u); x+ iA(x); v + iA(v)
)
be any
three-tuple of distinct points on Γ. Then the Menger curvature of z admits the following
representation:
(2.4) c2(z) =
4 [A(u)(x− v) + A(x)(v − u) + A(v)(u− x)]2
ℓ2u ℓ
2
x ℓ
2
v
.
As before, here we have adopted the shorthand: ℓ2u = (v − x)2 + (A(v)− A(x))2, etc.
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Proof. If the three distinct points are collinear then the conclusion is immediate because
each side of (2.4) is easily seen to be equal to zero. Suppose next that the three points
are not collinear: by the invariance of the numerator of (2.4) under the permutations of
{u, x, v} we may assume without loss of generality that u < x < v. Then there are two
cases to consider, depending on whether the point (x,A(x)) lies below or above the line
segment joining (u,A(u)) and (v, A(v)). In either case we may assume without loss of
generality, that
A(u) > 0; A(x) > 0; A(v) > 0.
(This is because Menger curvature is invariant under translations, and the above condition
is achieved by a translation along the vertical axis.) The desired conclusion then follows
by employing the well-known formula [5, (3.13)]
(2.5) c(z) =
4Area(∆(z))
ℓaℓbℓc
,
and by expressing the area of the triangle ∆(z) as an appropriate linear combination of
areas of parallelograms whose vertices belong to the set
{(u, 0); (x, 0); (v, 0); (u,A(u)); (x,A(x)); (v, A(v))}.

Next we provide an elementary lemma that is needed to rule out the possibility of
collinearity for three-tuples z of distinct points on Γ in the vicinity of points with non-zero
signed curvature.
Lemma 2.3. Let A be of class C2. Then any three-tuple z of distinct points on Γ that are
in the vicinity of a point z0 ∈ Γ whose curvature κ0 is non-zero, are non-collinear.
Proof. We need to show that for any x0 ∈ J such that A′′(x0) 6= 0 there is δ > 0 with the
property that for any u, x, v ∈ I := (x0−δ, x0+δ) the points u+ iA(u); x+ iA(x); v+ iA(v)
are not collinear. Suppose, by contradiction, that there are x0 ∈ J and un < vn < wn → x0
such that the points Pn := (un, A(un));Qn := (vn, A(vn)) and Rn := (wn, A(wn)) are
collinear. Then the slopes of the line segments joining any two such points must be equal,
giving us
A(vn)− A(un)
vn − un =
A(wn)−A(vn)
wn − vn for all n.
By the mean value theorem it follows that there are xn and yn with un < xn < vn < yn < wn
and such that
A′(xn) = A
′(yn) for all n.
Applying Rolle’s theorem to f(x) := A′(x) we conclude that for each n there is zn with
xn < zn < yn and such that
A′′(zn) = 0 for all n,
leading us to a contradiction since A′′(zn)→ A′′(x0) 6= 0. 
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Remark. The same strategy of proof also gives the following global version of Lemma
2.3: If A: is of class C2 and A′′(x) 6= 0 for all x ∈ J , then any three-tuple of distinct points
on Γ are non-collinear.
In closing this section we detail a few lemmas that help to keep track of the effect of the
assumed regularity of A(x) in the proofs of our main results.
Lemma 2.4. Let A be of class C2. Then for any x0 ∈ J and ǫ > 0 there is δ > 0 such
that
(2.6) |A(v)− A(u)−A′(x0)(v − u)| ≤ ǫ|v − u|
whenever u, v ∈ I = (x0 − δ, x0 + δ).
Proof. Taylor’s theorem grants the existence of δ1 > 0 (which we may take to be finite)
such that
(2.7) A(v)−A(u)− A′(x0)(v − u) = R1(v)− R1(u)
for any u, v ∈ Iδ1(x0), where
(2.8) R1(y) =
y∫
x0
(y − t)A′′(t) dt.
We claim that there is 0 < δ ≤ δ1 such that
(2.9) |R1(v)−R1(u)| ≤ ǫ|v − u| for any u, v ∈ Iδ(x0).
The claim is trivial when u = v and we henceforth assume that u < v. It follows from
(2.8) that
R1(v)− R1(u) = (v − u)
u∫
x0
A′′(t)dt+
v∫
u
(v − t)A′′(t)dt.
Integrating the second integral by parts, and then applying the mean-value theorem give
that
R1(v)−R1(u) = (v − u)
u∫
x0
A′′(t)dt −A′(u)(v − u) + A′(ξ)(v − u)
for some ξ with u < ξ < v and for any u, v ∈ Iδ1(x0). Now for
‖A′′‖∞ := ‖A′′‖L∞(Iδ1 (x0))
we see that the above gives
|R1(v)−R1(u)| ≤ |v − u|‖A′′‖∞2δ ≤ ǫ|v − u|
as soon as we choose 0 < δ ≤ min{δ1, ǫ/(2‖A′′‖∞)}. 
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Corollary 2.5. Let A be of class C3 and suppose that A′′(x0) 6= 0. Then for any ǫ > 0
there is δ > 0 such that
(2.10) A′(u)−A′(v) = A′′(x0)(u− v) (1 + µ(u, v)) with |µ(u, v)| < ǫ ,
whenever u, v ∈ I = (x0 − δ, x0 + δ).
Proof. Applying Lemma 2.4 to the function A′(x) (which is of class C2) we obtain δ > 0
such that
A′(u)−A′(v) = A′′(x0)(u− v) + R˜1(v)− R˜1(u)
where
|R˜1(v)− R˜1(u)| ≤ ǫ|v − u|
for any u, v ∈ Iδ(x0); see (2.7) and (2.9). Thus the conclusion holds with
µ(u, v) =
R˜1(v)− R˜1(u)
A′′(x0)(v − u) .

Lemma 2.6. Let A be of class C3 and suppose that A′′(x0) 6= 0. Then for any ǫ > 0 there
is δ > 0 such that
(2.11)
v∫
u
(
A′(t)− A′(u)
)
dt = A′′(x0)
(u− v)2
2
(
1 +R(u, v)
)
with |R(u, v)| < ǫ
whenever u, v ∈ I = (x0 − δ, x0 + δ).
Proof. We may assume without loss of generality that u 6= v and further, that
u < v .
Applying Lemma 2.4 to the function A′(x) (which is of class C2) we obtain δ > 0 such
that for any t, u ∈ Iδ(x0) we have
(2.12) A′(t)−A′(u) = A′′(x0)(t− u) + R˜1(t)− R˜1(u)
and
(2.13) |R˜1(t)− R˜1(u)| ≤ ǫ|t− u| ;
see (2.7) and (2.9). Next we take v ∈ Iδ(x0), and integrate both sides of (2.12) over the
sub-interval (u, v) ⊂ Iδ(x0):
v∫
u
(A′(t)−A′(u))dt = A
′′(x0)
2
(v − u)2 +
v∫
u
(
R˜1(t)− R˜1(u)
)
dt .
It follows from (2.13) that∣∣∣∣∣∣
v∫
u
(
R˜1(t)− R˜1(u)
)
dt
∣∣∣∣∣∣ ≤ ǫ
v∫
u
|t− u| dt = ǫ
2
(v − u)2
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for any u, v ∈ Iδ(x0). Thus the conclusion holds with
R(u, v) =
v∫
u
(
R˜1(t)− R˜1(u)
)
dt
A′′(x0)(v − u)2 .

Lemma 2.7. Let A be of class C2. Then for any x0 ∈ J and any ǫ > 0 there is δ > 0
such that for any u, v ∈ I = (x0 − δ, x0 + δ) we have
(2.14)
(v − u)2
[(v − u)2 + (A(v)−A(u))2] =
1
s2(x0)
(1 + ρ(u, v))
where
|ρ(u, v)| < ǫ(1 + 2|A′(x0)|) .
Proof. A straightforward application of Lemma 2.4 gives δ > 0 such that
(v − u)2 + (A(v)−A(u))2
(v − u)2 = s
2(x0)
(
1 +
S(u, v)
(v − u)2 )
)
for any u, v ∈ Iδ(x0), where (with the same notations as the proof of Lemma 2.4)
S(u, v) := (R1(v)− R1(u))2 + 2A′(x0)(v − u)(R1(v)−R1(u))
has |S(u, v)| ≤ ǫ(1+2|A′(x0)|)(v−u)2. Taking reciprocals, we obtain the desired conclusion
by chosing
ρ(u, v) := − S(u, v)
1 +
S(u, v)
(v − u)2
.

Lemma 2.8. Let A be of class C2. Then for any x0 ∈ J and any ǫ > 0 there is δ > 0
such that
(2.15)
1
s2(x)
=
1
s2(x0)
(1 + β(x))with |β(x)| < ǫ ,
whenever x ∈ I = (x0 − δ, x0 + δ).
Proof. Taylor’s theorem gives δ1 > 0 (which we may choose to be finite) such that for any
x ∈ Iδ1(x0) we have
f(x) = f(x0)
(
1 +
R0(x)
f(x0)
)
with |R0(x)| ≤ ‖f ′‖L∞(Iδ1 (x0))|x− x0|, where f(x) = 1/s2(x). Since
‖f ′‖L∞(Iδ1 (x0)) ≤ 2‖A′‖L∞(Iδ1 (x0))‖A′′‖L∞(Iδ1 (x0)),
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the conclusion holds if we choose β(x) = R0(x)s
2(x0) and
0 < δ ≤ min
{
δ1,
1
2
s2(x0)
‖A′‖L∞(Iδ1 (x0))‖A′′‖L∞(Iδ1 (x0))
}
.

3. Proofs of the main results
3.1. Proof of Theorem 1.1. The proof of conclusion (a.) will follow by finitely many
applications of lemmas 2.3 through 2.8, and we henceforth set δ > 0 to be the minimum
among the positive δ’s obtained in those lemmas. Let I = (x0 − δ, x0 + δ) and let z :=
(u+iA(u); x+iA(x); v+iA(v)) be any three-tuple of distinct points on Γ(I)3. By Lemma 2.3
such points are non-collinear, thus c2(z) is strictly positive and it admits the representation
(2.4). We may assume without loss of generality that
u < x < v .
We write v − u = (v − x) + (x − u) and obtain that the numerator in the righthand side
of (2.4) equals
4

(v − x)
x∫
u
A′(t)dt − (x− u)
v∫
x
(A′(t))dt


2
.
Adding and subtracting the quantity A′(u) from the first integral, and the quantity A′(x)
from the second integral, leads us to the following expression for the numerator in the
righthand side of (2.4):
4

(v − x)
x∫
u
(A′(t)− A′(u))dt − (v − x)(x− u)
(
A′(x)− A′(u)
)
− (x− u)
v∫
x
(A′(t)− A′(x))dt


2
.
Applying Lemma 2.6 to the each of the two integral terms, and Corollary 2.5 to the
remaining term, we see that the above quantity equals
[(v−x)(x−u)A′′(x0)]2
[
(x− u)
(
1 +R(u, x)
)
− 2(x− u)
(
1 + µ(u, x)
)
− (v − x)
(
1 +R(u, x)
)]2
=
= [(v−x)(x−u)(v−u)A′′(x0)]2 +
[
C2(u, x, v)−2(v−u)C(u, x, v)
]
[(v−x)(x−u)A′′(x0)]2
where
(3.1) C(u, x, v) := (x− u)
[
R(u, x)− 2µ(u, x)
]
− (v − x)R(x, v) ,
and |µ(u, x)| < ǫ and |R(u, x)| < ǫ. Furthermore, each of (x− u) and (v − x) is less than
(v − u), thus
(3.2) |C2(u, x, v)− 2(v − u)C(u, x, v)| ≤ 8ǫ(1 + 2ǫ)(v − u)2.
Plugging the above in (2.4) we obtain
c2(z) = E1(u, x, v) + (A
′′(x0))
2×
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×
[
(v − x)2
(v − x)2 + (A(v)− A(x))2
][
(x− u)2
(x− u)2 + (A(x)− A(u))2
][
(v − u)2
(v − u)2 + (A(v)− A(u))2
]
with
E1(u, x, v) := (A
′′(x0))
2×
×
[
(v − x)2
(v − x)2 + (A(v)−A(x))2
][
(x− u)2
(x− u)2 + (A(x)− A(u))2
][
C2(u, x, v)− 2(v − u)C(u, x, v)
(v − u)2 + (A(v)−A(u))2
]
.
We now apply Lemma 2.7 to each of the fractional factors in E1(u, x, v) (use (3.2) to
deal with the third factor) and obtain that
|E1(u, x, v)| ≤
(
A′′(x0)
s3(x0)
)2∣∣∣(1 + ρ(x, v))(1 + ρ(u, x))(1 + ρ(u, v))∣∣∣8ǫ(1 + 2ǫ) ≤ ǫ′.
One more application of Lemma 2.7 gives
c2(z) =
(
A′′(x0)
s3(x0)
)2(
1 + ρ(x, v)
)(
1 + ρ(u, x)
)(
1 + ρ(u, v)
)
+ E1(u, x, v) =
= (κ0)
2 + E2(u, x, v) , with |E2(u, x, v)| < ǫ .
The proof of part (a.) in Theorem 1.1 is concluded.
To prove conclusion (b.), we begin by making the following claim:
(3.3) S[ Re(j∗Kh) ](z) =
3
2
κ20 + λ(z) with |λ(z)| < ǫ
whenever z ∈ Γ(I)3. To see this, recall that Lemma 2.1 gives
S[ Re(j∗Kh) ](z) =
= 2
∑
j
k<l
1
s2(xj)ℓ
2
k ℓ
2
l
[
A′(xj)(xj−xk)−
(
A(xj)−A(xk)
)]
×
[
A′(xj)(xj−xl)−
(
A(xj)−A(xl)
)]
=
= 2
∑
j
k<l
1
s2(xj)ℓ2k ℓ
2
l


xj∫
xk
(A′(t)−A′(xj))dt

×


xj∫
xℓ
(A′(t)− A′(xj))dt

 .
By Lemmas 2.6; 2.7 and 2.8 the latter equals
1
2
(A′′(x0))
2
∑
j
k<l
1
s2(xj)
(xj − xk)2
ℓ2ℓ
(xj − xℓ)2
ℓ2k
(1 +Rjk)(1 +Rjℓ) =
=
1
2
(
A′′(x0)
s2(x0)
)2∑
j
k<l
1
s2(xj)
(1 + ρjk)(1 + ρjℓ)(1 +Rjk)(1 +Rjℓ) =
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=
1
2
(
A′′(x0)
s3(x0)
)2∑
j
k<l
(1 + βj)(1 + ρjk)(1 + ρjℓ)(1 +Rjk)(1 +Rjℓ) =
=
1
2
κ20 [3 + η(z)] with |η(z)| < ǫ
whenever z ∈ Γ(I)3. This ends the proof of (3.3). The conclusion of the proof of part (b.)
is now an immediate consequence of (3.3) along with part (a.) and the familiar identity
[5, Section 3.1]
(3.4) S[K](z) = S[ReK](z) + S[ImK](z) .
3.2. Proof of Theorem 1.3. For notational simplicity, we write zj ∈ Γ3 as zj = xj +
iA(xj) = xj + iAj and similarly set A
′
j = A
′(xj), sj = s(xj). Recall from Lemma 2.1 that
1
2
S[Re(j∗Kh)](z) =
3∑
j=1
k<l
1
ℓ2kℓ
2s2j
[
A′j(xj − xk)− (Aj − Ak)
]
×
[
A′j(xj − xl)− (Aj −Aℓ)
]
=
1
ℓ21ℓ
2
2ℓ
2
3
3∑
j=1
k<l
ℓ2j
s2j
[
A′j(xj − xk)− (Aj −Ak)
]
×
[
A′j(xj − xl)− (Aj −Al)
]
=
1
ℓ21ℓ
2
2ℓ
2
3
3∑
j=1
k<l
ℓ2j
s2j
[∫ xk
xj
(A′(x)−A′(xj)) dx
]
×
[∫ xl
xj
(A′(x)−A′(xj)) dx
]
.
Now the hypothesis (1.10) along with the fact that (xk−xj)2 ≤ (xk−xj)2+(Ak−Aj)2 = ℓ2l
(and similarly, (xl − xj)2 ≤ ℓ2k) lead us to
1
2
∣∣∣∣∣ S[Re(j∗Kh)](z)
∣∣∣∣∣ ≤ M
2
ℓ21ℓ
2
2ℓ
2
3
3∑
j=1
ℓ2j
s2j
(xk − xj)2
2
× (xl − xj)
2
2
≤ M
2
ℓ21ℓ
2
2ℓ
2
3
3∑
j=1
ℓ2jℓ
2
kℓ
2
l
4 s2j
=
M2
4
3∑
j=1
1
s2j
≤ 3
4
M2,
where the last inequality follows from the trivial bound s2j = 1 + (A
′
j)
2 ≥ 1 for all j. The
proof is concluded.
3.3. Proof of Lemma 1.4. Applying Lemma 2.1 to A(x) = x3 and x1 = −ǫα; x2 = 0;
x3 = ǫβ with α, β ∈ [0, 1] and ǫ ∈ (0, 1) we find that
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(3.5)
1
2
S[Re(Kh)](z) =
=

ǫ2
(
4(α− β)2 + 3αβ
)
+ ǫ4X(α, β) + ǫ6Y (α, β) + ǫ8W (α, β) + ǫ10Z(α, β)
(1 + 9ǫ2α2)(1 + 9ǫ2β2)(1 + ǫ4α4)(1 + ǫ4β4)[1 + ǫ4(β2 − αβ + α2)2]

 ,
where each of X, Y,W and Z is a real-valued polynomials in R2 and thus achieves a
minimum for (α, β) ∈ [1/2, 1]2, which we call X0, Y0,W0 and Z0, respectively. Since the
Lipschitz constant of A′(x) = 3x2 in the interval |x| < ǫ is Mǫ = 6ǫ, it follows that the
numerator in the expression above is bounded below by the quantity
M2ǫ
24
+ 2ǫ4X0 + 2ǫ
6Y0 + 2ǫ
8W0 + 2ǫ
10Z0
for all (α, β) ∈ [1/2, 1]2 and for each ǫ > 0.
On the other hand, the denominator in the righthand side of (3.5) is easily seen to be
bounded above by the quantity
102 · 22 ·
(
1 +
25
16
)
= 52 · 41
for all (α, β) ∈ [1/2, 1]2 and for each 0 < ǫ < 1.
One now considers various cases, depending on the sign of each of X0, Y0,W0 and Z0: if
these are all non-negative, then it is clear from the above that
S[Re(Kh)](z) ≥ c0M2ǫ with c0 :=
1
24 · 52 · 41 and for all 0 < ǫ < δ0 := 1.
Suppose next that, say, X0 < 0 whereas Y0,W0 and Z0 are all non-negative: in this case it
follows that
S[Re(Kh)](z) ≥ M
2
ǫ
24 · 52 · 41 − ǫ
2 2|X0|
24 · 52 · 41 ,
which gives that
S[Re(Kh)](z) ≥ c0M2ǫ with c0 :=
1
48 · 52 · 41 and for all 0 < ǫ
2 < min{1, δ20}, δ20 :=
3
8|X0| .
(Here we have used the fact that Mǫ = 6ǫ.)
Similarly, the case: X0 < 0, Y0 < 0 and W0 ≥ 0, Z0 ≥ 0 leads to
c0 :=
1
48 · 52 · 41 and δ
4
0 :=
3
8(|X0|+ |Y0|) ;
etc. The proof of the Lemma is concluded.
Proof of Lemma 1.5. Let z = (u + iA(u); x + iA(x); v + iA(v)) be a three-tuple of
distinct points in Γ. Without loss of generality we may assume that
u < x < v .
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Lemma 2.2 gives
c2(z) =
4 [A(x)(v − u)− A(u)(v − x)− A(v)(x− u)]2
ℓ2u ℓ
2
x ℓ
2
v
.
Since ℓ2u = (v−x)2+(A(v)−A(x))2, etc., we have that the denominator in the representation
formula for c2(z) is bounded below by the quantity
(3.6) ℓ2u ℓ
2
x ℓ
2
v ≥ (v − x)2(x− u)2(x− u)2 .
On the other hand, the numerator in the formula for c2(z) equals
4[(A(x)− A(u))(v − x)− (A(v)− A(x))(x− u)]2 =
4

 x∫
u
(A′(t)− A′(u))dt (v − x)− (A′(v)− A′(u))(x− u)(v − x)−
v∫
x
(A′(t)− A′(v))dt (x− u)


2
.
But the latter is bounded above by the quantity
4M2
[
(x− u)
2
2
(v − x) + (v − u)(x− u)(v − x) + (v − x)
2
2
(x− u)
]2
and since each of (x − u) and (v − x) is less than (v − u), the quantity above is further
bounded by
8M2(v − x)2(x− u)2(x− u)2.
Combining the latter with (3.6) we obtain the desired conclusion.
3.4. Proof of Theorem 1.7. Recall from Lemma 2.1 that
(3.7) S[ ReKh ](z) =
=
∑
j
k<l
1
s2(xj)ℓ
2
k ℓ
2
l
{
A′(xj)(xj − xk)−
(
A(xj)−A(xk)
)}{
A′(xj)(xj − xl)−
(
A(xj)−A(xl)
)}
for any three-tuple z = {z1, z2, z3} of distinct points on Γ. We claim that each of the three
terms in the above summation is non-negative by the assumed fixed concavity of Γ, that
is by the hypothesis that
(3.8) A′′(x) ≥ 0 for every x ∈ J , (alt. A′′(x) ≤ 0 for every x ∈ J).
To see this, we assume (without loss of generality) that the three distinct points {z1, z2, z3}
have been labeled so that
(3.9) x1 < x2 < x3 , where zj = xj + iA(xj).
Now examining for instance the term corresponding to j = 2 we find that
(3.10)
{
A′(x2)(x2 − x1)−
(
A(x2)− A(x1)
)}{
A′(x2)(x2 − x3)−
(
A(x2)− A(x3)
)}
=
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=

 x2∫
x1
(
A′(x2)−A′(x)
)
dx



 x2∫
x3
(
A′(x2)− A′(x)
)
dx

 =
=

 x2∫
x1
(
A′(x2)− A′(x)
)
dx



 x3∫
x2
(
A′(x2 + x3 − t)− A′(x2)
)
dt


and it is immediate to see that the latter is non-negative because of (3.8) and (3.9). The
remaining two terms are dealt with in a similar fashion. The proof is concluded.
4. Examples
4.1. Failure of global relative boundedness for S[Re(j∗Kh)] and S[Im(j
∗Kh)]). Let
A : (−1, 2)→ R be a smooth function obeying the following constraints:
A(0) = 0; A
(
1
2
)
= 0; A(1) = 0;
A′(0) = 0; A′
(
1
2
)
= −1; A′(1) = 0 .
For instance, the function
(4.1) A(x) = χ(x) sin 2πx
where χ is in C∞0
(
(0, 1)
)
and has χ(1/2) = 1/(2π), satisfies all of the conditions above.
If we further require that χ′(1/2) 6= 0 then A′′(1/2) 6= 0 and therefore the curve Γ =
{x+ iA(x), x ∈ J = (−1, 2)} has nonzero curvature κ0 at the the point
z0 :=
1
2
∈ Γ .
We claim that for such Γ and for ǫ˜ > 0 as in Corollary 1.2, the interval
I˜ =
(
1
2
− δ˜, 1
2
+ δ˜
)
that was obtained there is strictly contained in J = (−1, 2). To see this, we argue by
contradiction and suppose that (1.9) were to hold for any z ∈ Γ3. Invoking the conclusions
and notation of [5, Proposition 2.2], it is easy to see that the presumed validity of any of
the two inequalities displayed in (1.9) is equivalent to the requirement that∣∣∣1−Rh(z)∣∣∣ ≤ ǫ˜
κ20 − ǫ˜
for all non-collinear three-tuples z ∈ Γ3.
But the latter would obviously imply that
(4.2) |Rh(z)| ≤ C for any non-collinear three-tuple z ∈ Γ
which is, in fact, not possible. To see this, consider ordered three-tuples of of the form
zλ =
(
0; λ+ iA(λ); 1
)
∈ Γ3, 0 < λ ≤ 1
2
.
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Such three-tuples are admissible in the sense of [5, Definition 2.1], and the triangles with
vertices at zλ have the following properties as λ→ 1/2:
θj,λ → 0, j = 1, 2; θ3,λ → π; ℓj,λ → 1
2
, j = 1, 2; ℓ3,λ = 1.
Furthermore, with the notations of [5, (2.6)] for each such triangle we have α21 = 0. Thus
[5, Proposition 2.2] gives that
Rh(zλ) =
=
ℓ1,λ
4ℓ2,λ sin
2θ1,λ
(
ℓ1,λ cos(2h(0)−θ1,λ)+ℓ2,λ cos(2h(1)−θ2,λ)−ℓ3,λ cos(2h(λ+iA(λ))+θ2,λ−θ1,λ)
)
.
Since A′(0) = A′(1) = 0,
eih(0) = eih(1) = −i = eiπ , thus h(0) = h(1) = π .
Also
eih(
1
2
) =
−1− i√
2
= e−i
3
4
π , thus h
(
1
2
)
= −3
4
π .
If condition (4.2) were to hold at zλ for any 0 < λ < 1/2 then it would follow that
ℓ1,λ
∣∣∣ℓ1,λ cos(2h(0)− θ1,λ) + ℓ2,λ cos(2h(1)− θ2,λ)− ℓ3,λ cos(2h(λ+ iA(λ)) + θ2,λ − θ1,λ) ∣∣∣ ≤
≤ Cℓ2,λ sin2θ1,λ for every 0 < λ < 1/2 ,
but this is not possible because with our choice of h the lefthand side of this inequality
tends to
1
2
(
1
2
cos 2π +
1
2
cos 2π − cos
(
−3
2
π
))
=
1
2
as λ→ 1/2, whereas the righthand side tends to 0.
4.2. Failure of global negativity of S[Im(j∗Kh)](z) for Γ with fixed concavity. Let
A(x) = x2 and set Γ = {x+ iA(x), x ∈ R}. Consider three-tuples of the form
zλ =
(
− λ+ iλ2 ; 0 ; λ+ iλ2
)
, λ > 0.
Lemma 3.7 gives
S [ImKh ](zλ) =
32
λ2(4 + λ2)
(
2 + λ2
8(1 + λ2)
− 1
4 + a2
)
and it is clear from the above that S [ImKh ](zλ) > 0 for λ >> 1.
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4.3. Failure of global positivity of S[Re(j∗Kh)](z) in the absence of fixed concavity
of Γ. Let A(x) = x3 and set Γ = {x+ iA(x), x ∈ R}. Fix a > 0 and let λ > 0. Consider
three-tuples of the form
zλ =
(
− a− ia3 ; 0 ; λ+ iλ3
)
, λ > 0.
We claim that
S [ReKh ](zλ) < 0 whenever λ >> a.
To prove the claim we express S [ReKh ](zλ) using (3.7) and (3.10), and obtain
S [ReKh ](zλ) = Iλ + IIλ + IIIλ where
Iλ =
2 a (2a2 − λ2)
(λ+ a)(1 + a2)
[
1 + a2 + λ (λ− a)
]
(1 + 9a2)
;
IIλ = − aλ
(1 + a2)(1 + λ2)
< 0 for any a > 0, λ > 0 ;
IIIλ =
2 λ (2λ2 − a2 + aλ)
(λ+ a)(1 + λ2)
[
1 + λ2 + a (a− λ)
]
(1 + 9λ2)
.
Note that
Iλ < 0 if λ >> a , and IIIλ = O(λ
−4).
Thus Iλ + IIλ + IIIλ < 0 whenever λ >> a. The claim is proved.
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