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Schur の  Q 関数は,Schur 関数が対称群の線型表現の理論において果たす役割と同様
な役割を,対称群の射影表現の理論において果たすものとして,Schur[16] によって導入
された対称関数である.その後,Hall と Littlewood[7] によって,Schur関数と Schurの
Q 関数の共通の一般化として,現在では Hall‐Littlewood 関数と呼ばれる対称関数 (パラ
メータ t を含む) が定義された.Hall‐Littlewood 関数は, n 個の変数 x=(x_{1}, \cdots , x_{n})
と長さ n 以下の分割  $\lambda$= ($\lambda$_{1}, $\lambda$_{2}, \cdots , $\lambda$_{n}) に対して,
P_{ $\lambda$}(x;t)=\displaystyle \frac{1}{v_{ $\lambda$}^{(n)}(t)}\sum_{w\in \mathfrak{S}_{n}}w (\prod_{i=1}^{n}x_{i}^{$\lambda$_{i}}\prod_{1\leq i<j\leq n}\frac{x_{i}-tx_{j}}{x_{i}-x_{j}}) (1)
で与えられる.ここで, \mathfrak{S}_{n} は n 次対称群であり, mj=\#\{i: 1 \leq i\leq n, $\lambda$_{i}=j\} とお
くとき,
v_{ $\lambda$}^{(n)}(t)=\displaystyle \prod_{j\geq 0}\prod_{k=1}^{m_{j}}\frac{1-t^{k}}{1-t}
である.このとき, P_{ $\lambda$}(x;t)\in \mathbb{Z}[t][x\mathrm{i}, , x_{n}]^{\mathfrak{S}_{n}} であり,Schni 関数 s_{ $\lambda$}(x) , Schur の P
関数 P_{ $\lambda$}(x) , Schur の Q 関数 Q_{ $\lambda$}(x) は,パラメータ t を t=0, t=-1 と特殊化するこ
とによって,
s_{ $\lambda$}(x)=P_{ $\lambda$}(x;0) , P_{ $\lambda$}(x)=P_{ $\lambda$}(x;-1) , Q_{ $\lambda$}(x)=2^{l( $\lambda$)}P_{ $\lambda$}(x;-1)
として得られる.Hall‐Littlewood 関数の詳細については,[10, Chapter III] を参照され
たい.(Schur の Q 関数は [10, Chapter III §8] で扱われている.)
Schti の Q 関数は,Schur 関数と平行した形で,次のようなさまざまな場面に現れる
ことが知られている :
Hall と Littlewood の与えた Hall‐Littlewood 関数 P_{ $\lambda$}(x;t) を A 型ルート系に対応す




のように定義した.(この一般化されたHall‐Littlewood 関数は, p 進代数群上の帯球関数
として現れる.[8] を見よ.)
定義1.1. ([11, §10J)  $\Delta$ をルート系 (簡単のため被約であると仮定する) とし,  $\Delta$^{+} を正
ルート系, P をウエイ ト格子, W を Weyl群とする.このとき,支配的ウェイ ト  $\lambda$\in P
に対して,
P_{ $\lambda$}=\displaystyle \frac{1}{W_{ $\lambda$}(t)}\sum_{w\in W}w(e^{ $\lambda$}\prod_{ $\alpha$\in $\Delta$+}\frac{1-te^{- $\alpha$}}{1-e^{- $\alpha$}}) (2)
と定義し,ルート系  $\Delta$ に付随した Hall‐Littlewood 関数と呼ぶ.ここで,  e^{ $\nu$} は  $\nu$\in P
に対応する \mathrm{P} の群環の元 (形式的指数関数) であり,
W_{ $\lambda$}=\displaystyle \{w\in W:w $\lambda$= $\lambda$\}, W_{ $\lambda$}(t)=\sum_{w\in W_{ $\lambda$}}t^{l(w)}
(ただし l(w) はCoxeter 群 W の元としての w の長さを表す) である.
このとき, P_{ $\lambda$}\in \mathbb{Z}[t][P]^{W} (つまり, P の \mathbb{Z}[t] 上の群環における W 不変元) であり, P_{ $\lambda$}
において t=0 を代入したものがルート系  $\Delta$ に対応する半単純 Lie 代数の既約指標 ( $\lambda$
を最高ウェイ トとする既約表現の指標) を与えることが知られている.上に述べたSchur
関数と Schur の  Q 関数の関係を考慮すると,次の問題は自然である.
問題1.2. ルート系  $\Delta$ に付随した Hall‐Littlewood 関数  P_{ $\lambda$} において t=-1 を代入した
もの (  $\Delta$ に付随した  P
.
関数と呼ぶ) に対して,組合せ論,表現論などを展開せよ.
本稿では, C 型ルート系に付随した P 関数とそのスカラー倍である Q 関数 (斜交 P
関数,斜交 Q 関数と呼ぶ) の組合せ論的な側面を解説する.
本稿の構成は以下の通りである.§2では,Schur の P 関数, Q 関数や古典型ルート
系に付随した P 関数, Q 関数を含むような枠組みとして,多項式列に付随して定まる一
般化された P 関数を導入し,パフィアンを用いたいくつかの公式を与える.次に,§3で
は,斜交 P 関数や斜交 Q 関数が §2で導入した一般化された P 関数の特別な場合として
得られることを示すとともに,斜交 Q 関数の半標準盤を用いた組合せ論的表示に関する
King‐Hamel の予想の証明を説明する.最後に,§4では,斜交 P 関数の積の構造定数の
正値性などの予想を提示する.
2 一般化された P 関数
Schur の P 関数, Q 関数,Ivanov のfactorial P 関数, Q 関数や古典型ルート系に付
随した P 関数, Q 関数に対して成り立つパフィアンの公式を統一的に扱う枠組みとして,
一般化された P 関数を導入する.
2.1 一般化された P 関数と Nimmo型公式
分割とは,非負整数の広義単調減少列  $\lambda$=($\lambda$_{1}, $\lambda$_{2}, \cdots) で \displaystyle \sum_{i\geq 1}$\lambda$_{i}<\infty となるものの
ことである.分割  $\lambda$ に対して, | $\lambda$|=\displaystyle \sum_{i\geq 1}$\lambda$_{i} を  $\lambda$ の大きさ,  l( $\lambda$)=\#\{i:$\lambda$_{i}>0\} を  $\lambda$
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の長さと呼ぷ.また,分割  $\lambda$ は  $\lambda$_{1} >$\lambda$_{2}>. . . > $\lambda$_{l( $\lambda$)} >0 をみたすとき,ストリク トで
あるという.
定義2.1. 1変数多項式の列 \mathcal{G}=\{g_{d}(u)\}_{d=0}^{\infty} で
9\mathrm{o}(u)=1, \deg g_{d}(u)=d (d\geq 1)
をみたすものと,長さ n 以下の分割  $\lambda$ が与えられたとき,
 P_{ $\lambda$}^{\mathcal{G}}(x;t)=\displaystyle \frac{1}{v_{ $\lambda$}^{(n)}(t)}\sum_{w\in \mathfrak{S}_{n}}w(\prod_{i=1}^{n}g_{$\lambda$_{i}}(x_{i})\prod_{1\leq i<j\leq n}\frac{x_{i}-tx_{j}}{x_{i}-x_{j}}) (3)
とおき, \mathcal{G} に付随した Hall‐Littlewood 関数と呼ぶ.また,ストリクトな分割  $\lambda$ に対
して,
 P_{ $\lambda$}^{\mathcal{G}}(x)=P_{ $\lambda$}^{\mathcal{G}}(x;-1) (4)
とおき, \mathcal{G} に付随した P 関数と呼ぷ.
この一般化は,次のように Schurの P 関数, Q 関数,Ivanovのfactorial P 関数, Q
関数 ([2, 3] を見よ) を含んでいる.
例2.2. (1) 多項式列 \mathcal{G} が g_{d}(u)=u^{d}(d\geq 1) で与えられるとき, P_{ $\lambda$}^{\mathcal{G}}(x) はSchur の
P 関数である.
(2) 多項式列 \mathcal{G} が g_{d}(u)=2u^{d}(d\geq 1) で与えられるとき, P_{ $\lambda$}^{\mathcal{G}}(x) はSchur の Q 関数
である.
(3) 多項式列 \mathcal{G} が g_{d}(u)=(u|a)^{d}=\displaystyle \prod_{i=0}^{d-1}(u+a_{i}) (d\geq 1) で \doteqdot_{)}えられるとき, P_{ $\lambda$}^{\mathcal{G}}(x)
はIvanov のfactorial P 関数である.
(4) 多項式列 \mathcal{G} が 9d(u)=2(u|a)^{d}=2\displaystyle \prod_{i=0}^{d-1}(u+a_{i})(d\geq 1) で与えられるとき, P_{ $\lambda$}^{\mathcal{G}}(x)
はIvanov のfactorial Q 関数である.
また,次の節 (命題3.2) で見るように, C 型ルート系に付随した P 関数, Q 関数も
含まれている.
まず,Schur の P 関数をパフィアンの比として表す Nimmo の公式 [13, A12] (Schur
関数の行列式の比による定義に相当する) は,一般化された P 関数に対しても成り立つ.
n 個の変数 x= (x_{1}, \cdots , x_{n}) に対して,
A(x)= (\displaystyle \frac{x_{j}-x_{i}}{x_{j}+x_{\dot{l}}})_{1\leq i,j\leq n}
とおく. n が偶数であるとき,
D(x)=\displaystyle \prod_{1\leq i<j\leq n}\frac{x_{j}-x_{i}}{x_{j}+x_{i}}
Pf (\displaystyle \frac{x_{j}-x_{i}}{x_{j}+x_{i}})_{1\leq i,j\leq n}=\prod_{1\leq i<j\leq n}\frac{x_{j}-x_{i}}{x_{j}+x_{i}} (5)
であることに注意する.
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定理2.3. (Nimmo 型公式) 非負整数列  $\alpha$=($\alpha$_{1}, \cdots , $\alpha$_{l}) に対して,
V $\alpha$ \mathcal{G} (忽) = (g_{$\alpha$_{J}}(x_{i}))_{1\leq i\leq n}, 1\leq j\leq l
とおく.このとき,長さ n 以下のストリクトな分割  $\lambda$ に対して,
 P_{ $\lambda$}^{\mathcal{G}}(x)= \left\{\begin{array}{l}
\frac{1}{D(x)}\mathrm{P}\mathrm{f}\\
\frac{1}{D(x)}\mathrm{P}\mathrm{f}
\end{array}\right\}A(x) V^{\mathcal{G}}$\lambda$_{O}(x)V_{$\lambda$^{0}}^{\mathcal{G}}(x)O\mathrm{I}_{\mathrm{I}} (n+l( $\lambda$)( n+l( $\lambda$) \hslash^{\backslash }15\mathscr{X}T\hslash_{ $\theta$}^{ $\theta$}(\mathrm{f}\mathrm{f}\mathrm{l}\mathscr{X}^{\vee}\mathrm{C}^{\mathrm{Y}} ああ  $\epsilon$ \mathfrak{x}\mathrm{a}\mathfrak{x} きき)) .
ここで, $\lambda$^{0}= ($\lambda$_{1}, \cdots , $\lambda$_{l( $\lambda$)}, 0) である.
証明.証明は,Schur の P 関数の場合の Nimmo [13] による証明と同様である. l=l( $\lambda$) ,
\mathfrak{S}_{n, $\lambda$}=\{w\in \mathfrak{S}_{n}:w $\lambda$= $\lambda$\} とおくと, \mathfrak{S}_{n, $\lambda$}\cong \mathfrak{S}_{n-l} であり,[9, Theorem 2.8] を用いる
ことにより,
P_{ $\lambda$}(x;-1)=\displaystyle \sum_{w\in \mathfrak{S}_{n}/\mathfrak{S}_{n-l}}w(\prod_{i=1}^{l}g_{$\lambda$_{i}}(x_{i})\prod_{1\leq i<j\leq n ,i\leq l}\frac{x_{i}+x_{\mathrm{j}}}{x_{i}-x_{j}}) (6)
となることがわかる.あとは,Schur の P 関数の場合と同様である.([14, 定理2.2の証
明] も参照されたい.) 口
2.2 Schur 型公式
Nimmo 型公式が示されると,パフイアン版 Sylvester の公式 [6, (2.5)]
Pf (\displaystyle \frac{\mathrm{P}\mathrm{f}X([n]\cup\{n+i,n+j\})}{\mathrm{P}\mathrm{f}X([n])})_{1\leq i<j\leq l}=\frac{\mathrm{P}\mathrm{f}X}{\mathrm{P}\mathrm{f}X([n])} (7)
(ここで, n, l は偶数,X は (n+l) 次交代行列, [n] =\{1,2, \cdots n\} であり,部分集合
I=\{i_{1}, \cdots, i_{r}\}\subset[n+l] (i\mathrm{i}<\cdots<i_{r}) に対して X(I)=(x_{i_{\mathrm{p}},i_{\mathrm{q}}})_{1\leq p,q<r} である) を用い
ることにより,次の Schui 型公式が導かれる.(Schti の Q 関数の場合は,Schni [16] に
よる Q 関数の定義の一部である.)
定理2.4. (Schur 型公式) 非負整数列  $\alpha$=($\alpha$_{1}, \cdots , $\alpha$_{l}) に対して,
S_{ $\alpha$}^{\mathcal{G}}(x)= (P_{( $\alpha$ i,$\alpha$_{\dot{g}})}^{\mathcal{G}}(x))_{1\leq i,j\leq l}
とおく.ただし, P_{(0,0)}^{\mathcal{G}}(x)=0 とし,正整数 r, s に対して
P_{(r,s)}^{\mathcal{G}}(x)=-P_{(s}^{\mathcal{G}}の (x) , P_{(r,0)}^{\mathcal{G}}(x)=-P_{(0}^{\mathcal{G}}の(」x) =P_{(r)}^{\mathcal{G}}(x)
となるように, P_{(r,s)}^{\mathcal{G}}(x) の定義を非負整数の組に対して拡張しておく.このとき,長さ n
以下のストリク トな分割  $\lambda$ に対して,
 P^{\mathcal{G}}(x)= \{ $\lambda$ Pf  S_{ $\lambda$}^{\mathcal{G}}(x) ( l( $\lambda$) が偶数であるとき),Pf S_{$\lambda$^{0}}^{\mathcal{G}}(x) ( l( $\lambda$) が奇数であるとき).
93
:2.3 Józefiak‐Pragacz 型公式
次に,Schur の歪 Q 関数に対する Józefiak‐Pragacz の公式 [4, Theorem 1] が,一般化
された P 関数に対しても成立することを示す.一般の \mathcal{G} に付随した歪 P 関数を次のよ
うに定義する.
定義2.5. 非負整数 r, k に対して, P_{r/k}^{\mathcal{G}}(x)=P_{r/k}^{\mathcal{G}}(x_{1}, \cdots , x_{n}) を
P_{(r)}^{\mathcal{G}}(x_{1}, \displaystyle \cdots, x_{n}, u)=\sum_{k=0}^{\infty}P_{r/k}^{\mathcal{G}}(x_{1}, \cdots, x_{n})g_{k}(u)
によって定義する.(  0\leq  k \leq  r でなければ P_{r/k}^{\mathcal{G}}(x) = 0 である.) 非負整数列  $\alpha$ =
($\alpha$_{1}, \cdots , $\alpha$_{l}) ,  $\beta$=($\beta$_{1}, \cdots ,$\beta$_{m}) に対して,
M_{ $\alpha$/ $\beta$}^{\mathcal{G}}(x)= (P_{$\alpha$_{i}/$\beta$_{m+1-g}}^{\mathcal{G}}(x))_{1\leq i\leq l}, 1\leq j\leq m
とおく.そして,ストリクトな分割  $\lambda$,  $\mu$ と非負整数  k に対して, \mathcal{G} に付随した歪 P 関
数 P_{ $\lambda$/ $\mu$,k}^{\mathcal{G}}(x) を
P_{ $\lambda$/ $\mu$,k}^{\mathcal{G}}(x)
=\left\{\begin{array}{l}
\mathrm{P}\mathrm{f}\mathrm{P}\mathrm{f} \}_{t}^{-}t_{M_{ $\lambda$/ $\mu$}^{\mathcal{G}}(x)}S_{ $\lambda$}^{\mathcal{G}}(x)S_{ $\lambda$}^{\mathcal{G}}(x) M_{ $\lambda$/ $\mu$}^{\mathcal{G}}(x)O)\\
\mathrm{P}\mathrm{f}\mathrm{P}\mathrm{f} \}_{t}tS_{$\lambda$^{0}}^{\mathcal{G}}(x)S_{$\lambda$^{0}}^{\mathcal{G}}(x) M_{ $\lambda$/$\mu$^{0}}^{\mathcal{G}_{\mathrm{o}_{O}}}(x))
\end{array}\right.M_{ $\lambda$/ $\mu$}^{\mathcal{G}_{0_{O}}^{0}}M_{ $\lambda$/$\mu$^{0}}^{\mathcal{G}}((xx))\{
によって定義する.
( l( $\lambda$)\equiv k, l( $\mu$)\equiv k\mathrm{m}\mathrm{o}\mathrm{d} 2 であるとき),
( l( $\lambda$)\equiv k, l( $\mu$)\not\equiv k\mathrm{m}\mathrm{o}\mathrm{d} 2 であるとき),
( l( $\lambda$)\not\equiv k, l( $\mu$)\equiv k\mathrm{m}\mathrm{o}\mathrm{d} 2 であるとき),
( l( $\lambda$)\not\equiv k, l( $\mu$)\not\equiv k\mathrm{m}\mathrm{o}\mathrm{d} 2 であるとき)
注意.一般には, P_{r/k}^{\mathcal{G}}(x)\neq P_{r-k}^{\mathcal{G}}(x) であり, P_{ $\lambda$/\emptyset}^{\mathcal{G}}(x)\neq P_{ $\lambda$}^{\mathcal{G}}(x) である.また,多項式列
\mathcal{G} が g_{d}(0)=0(d\geq 1) をみたしているならば, k の偶奇によらずに
P_{ $\lambda$/ $\mu$,k}^{\mathcal{G}}(x)= 1_{\mathrm{P}\mathrm{f}}^{\mathrm{P}\mathrm{f}}\}_{t}^{-}t_{M_{ $\lambda$/ $\mu$}^{\mathcal{G}}(x)}S_{ $\lambda$}^{\mathcal{G}}(x)S_{ $\lambda$}^{\mathcal{G}}(x) M_{ $\lambda$/}^{\mathcal{G}}(x)M_{ $\lambda$/$\mu$^{0}}^{\mathcal{G}}(x)0_{O}^{ $\mu$)_{)}} (l( $\lambda$)+l( $\mu$)(l( $\lambda$)+l( $\mu$) \hslash^{*\ovalbox{\tt\small REJECT}\Re $\tau$*}\hslash_{1}^{*}1l\mathrm{f}\mathrm{f}\mathrm{i}\mathscr{X}T^{ $\theta$} ああ  6\mathrm{k}6\geq きき)),
となる.
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定理2.6. (Józefiak‐Pragacz 型公式) ストリクトな分割  $\lambda$ と変数  x = (x_{1}, \cdots , x_{n}) ,
y= (y_{1}, \cdots , y_{k}) に対して,
P_{ $\lambda$}^{\mathcal{G}}(x, y)=\displaystyle \sum_{ $\mu$}P_{ $\lambda$/ $\mu$,k}^{\mathcal{G}}(x)P_{ $\mu$}^{\mathcal{G}}(y) .
ここで,  $\mu$ はストリクトな分割全体をわたる.
証明.  l( $\lambda$)\equiv k\mathrm{m}\mathrm{o}\mathrm{d} 2 であるときを考える.( l( $\lambda$)\not\equiv k の場合も同様である.) 次のパフィ
アン版 Cauchy‐Binet の公式 ([14, 命題 A.5] を見よ) を用いる. m, n ) l を非負整数とし,
m+n は偶数であると仮定する.このとき, m 次交代行列 A, n 次交代行列 B, m\times l 行
列 S, n\times l 行列 T に対して,











ここで, K は [l] の部分集合で m+\# K (よって, n+\# K) が偶数となるもの全体
をわたり, K = \{k_{1}, \cdots, k_{r}\} (k_{1} < < k_{r}) のとき S([m];K) = (s_{i,k_{\mathrm{J}}})_{1\leq i<m,1\leq j\leq r},
T([n];K)=(t_{i,k_{J}})_{1\leq i\leq n}, 1\leq j\leq r である.このパフイアン版 Cauchy‐Binet の公式を
A=S_{ $\lambda$}^{\mathcal{G}}(x) , S= (P_{($\lambda$_{i}/j)}^{\mathcal{G}}(x))_{1\leq i\leq l,j\geq 0}, B=A(y) , T= (g_{j}(y_{i}))_{1\leq i\leq k,j\geq 0}
として適用すると, S勿の (i ,の成分は
\displaystyle \sum_{k\geq 0}P_{$\lambda$_{i/}}^{\mathcal{G}}た( x_{1} ) x_{n} ) g_{k}(y_{j})=P_{($\lambda$_{i})}^{\mathcal{G}}(x_{1}, \cdots x_{n}, y_{j})
で与えられるから,この定理の証明は次の定理に帰着される.口
定理2.7. 変数 x= (x_{1}, \cdots ,x_{n}) , y=(y_{1}, \cdots , y_{k}) を考え,非負整数列  $\alpha$=($\alpha$_{1}, \cdot , $\alpha$_{l})
に対して,
N_{ $\alpha$}^{\mathcal{G}}(x|y)= (P_{( $\alpha$ i)}^{\mathcal{G}}(x, y_{j}))_{1\leq i\leq l}, 1\leq j\leq k




\end{array}\right\}t_{N_{ $\lambda$}^{\mathcal{G}}(x|y)}S_{$\lambda$^{0}}^{\mathcal{G}}(x)S_{ $\lambda$}^{\mathcal{G}}(x) N_{ $\lambda$}^{\mathcal{G}}(x|y)N_{ $\lambda$}^{\mathcal{G}_{0}}(x|y)A(y)A(y))) (l( $\lambda$)(l( $\lambda$)+k+k\hslash^{9}\mathrm{F}\mathscr{X}T^{ $\theta$}\hslash_{\backslash }^{ $\theta$}1l\mathbb{S}\mathscr{X}T^{ $\theta$} ああ @\geq 6\geq きき)),. (9)
この定理において,  n=0 の場合 (変数 x がないとき) がNimmo 型公式 (定理2.3)
であり, k=0 の場合 (変数 y がないとき) がSchni 型公式 (定理2.4) である.
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証明.示すべき等式 (9) の右辺を P_{ $\lambda$}'(x|y) とおくと,パフィアン版Sylvesterの公式 (7)
を用いることにより,
P_{ $\lambda$}'(x|y)=\mathrm{P}\mathrm{f}(P_{($\lambda$_{9},$\lambda$_{J})}'(x|y))_{1\leq i,j\leq r}
(ここで,1 (  $\lambda$) が偶数のときは  r=l( $\lambda$) , 奇数のときは r=l( $\lambda$)+1 である) となること
がわかる.よって, P_{(r)}'(x|y)=P_{(r)}^{\mathcal{G}}(x, y) , P_{(r,8)}'(x|y)=P_{(r,s)}^{\mathcal{G}}(x, y) となることを示せば
よい.そのために,母関数
F_{z}(x, y)=\displaystyle \sum_{r\geq 0}P_{(r)}^{\mathcal{G}}(x, y)z^{r}, G_{z,w}(x, y)=\sum_{r,s\geq 0}P_{(r,s)}^{\mathcal{G}}(x, y)z^{r}w^{8},
F_{z}'(x|y)=\displaystyle \sum_{r\geq 0}P_{(r)}'(x|y)z^{r}, G_{z,w}'(x|y\rangle=\sum_{r,s\geq 0}P_{(r,s)}'(x|y)z^{r}w^{8}
を考え,
F_{z}(x, y)=F_{z}'(x|y) , G_{z,w}(x, y)=G_{z,w}'(x|y)
となることを示す.
ここでは, F_{z}(x, y)=F_{z}'(x|y) の証明を説明する. (G_{z,w}(x,y)=G_{z,w}'(x|y) の証明の
アイデアも同様である.) Nimmo型公式 (定理2.3) とパフィアンの多重線型性,展開公
式,Schur のパフィアン (5) を用いると,
F_{z}(x_{1}, \cdots,x_{rn})= \left\{\begin{array}{ll}
1-\sum_{i=1}^{m} $\Pi$(\hat{x}_{i};x_{i})F_{z}(x_{i}) & (m \text{が偶} \mathscr{X} \text{であるとき}) ,\\
\sum_{i=1}^{m} $\Pi$(\hat{x}_{i};x_{i})F_{z}(x_{\dot{l}}) & (m \text{が奇数であるとき})
\end{array}\right. (10)
と表されることがわかる.ここで, \hat{x}_{i}= (x\mathrm{i}, \cdots,\hat{x_{i}}, \cdots , x_{rn}) ( x_{i} を除く) であり,
 $\Pi$(u_{1}, \displaystyle \cdots, u_{r};v)=\prod_{i=1}^{r}\frac{u_{i}+v}{u_{i}-v}
である.一方, P_{(r)}'(x|y) の定義から,同様にして,
F_{z}'(x_{1}, \cdots x_{n}|y_{1}, \cdots y_{k})
= \left\{\begin{array}{ll}
F_{z} (x_{1}, \cdots , x_{n})-\sum_{i=1}^{k} $\Pi$(\hat{y}_{i};_{yi})F_{z}(x_{1}, \cdots , x_{n}, yi) & (k \text{が偶数であるとき}) ,\\




で,ここでは n, k はともに偶数であると仮定する.このとき,(10) より,
F_{z}(x,y)=1-\displaystyle \sum_{a=1}^{rn} $\Pi$(\hat{x}_{a};x_{a}) $\Pi$(y;x_{a})F_{z}(x_{a})-\sum_{b=1}^{k} $\Pi$(x;y_{b}) $\Pi$(\hat{y}_{b};y_{b})F_{z}(y_{b})
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となり,(10), (11) より,
F_{z}'(x, y)=1-\displaystyle \sum_{a=1}^{n} $\Pi$(\hat{x}_{a};x_{a}) $\Pi$(y;x_{a})F_{z}(x_{a})
-\displaystyle \sum_{b=1}^{k} $\Pi$(\hat{y}_{b};y_{b})(\sum_{a=1}^{n} $\Pi$(\hat{x}_{a};x_{a})\frac{y_{b}+x_{a}}{y_{b}-x_{a}}F_{z}(x_{a})+ $\Pi$(x;y_{b})F_{z}(y_{b}))
となる.よって, F_{z}(x, y) , F_{z}'(x|y) における瓦 (x_{a}) の係数を比較することにより,
 $\Pi$(\displaystyle \hat{x}_{a};x_{a})\mathrm{I}\mathrm{I}(y;x_{a})= $\Pi$(\hat{x}_{a};x_{a})+\sum_{b=1}^{k} $\Pi$(\hat{y}_{b};y_{b}) $\Pi$(\hat{x}_{a};x_{a})\frac{y_{b}+x_{a}}{y_{b}-x_{a}}
となることを示せばよい.つまり,共通因子を取り去ると,
\displaystyle \prod_{i=1}^{k}\frac{y_{i}+x_{a}}{y_{i}-x_{a}}=1+\sum_{b=1}^{k}(\prod_{i\neq b}\frac{y_{i}+y_{b}}{y_{\dot{l}}-y_{b}}) \frac{y_{b}+x_{a}}{y_{b}-x_{a}}.
を示せばよいことになるが,この等式は Schur のパフィアン (5) において n = k+2,
x= (y_{1\text{）}}\cdots y_{k}, 0, -x_{a}) としたものを最後の行列で展開することによって得られる.口
3 斜交 Q 関数
この節では, C 型ルート系に付随した P 関数, Q 関数を考える.
3.1 斜交 Q 関数
Euclid 空間 \mathbb{R}^{n} の標準基底 (正規直交基底) を $\epsilon$_{1}, \cdots \rangle$\epsilon$_{n} とするとき, C_{n} 型ルート系
 $\Delta$ とその正ルート系  $\Delta$^{+} はそれぞれ
 $\Delta$=\{\pm($\epsilon$_{i}\pm$\epsilon$_{j}):1\leq i<j\leq n\}\cup\{\pm 2$\epsilon$_{i}:1\leq i\leq n\},
$\Delta$^{+}=\{$\epsilon$_{i}\pm$\epsilon$_{j}:1\leq i<j\leq n\}\cup\{2$\epsilon$_{i}:1\leq i\leq n\}
で与えられる.このとき,支配的ウェイト  $\lambda$=$\lambda$_{1}$\epsilon$_{1}+\cdots+$\lambda$_{n}$\epsilon$_{n} は,長さ n 以下の分
割  $\lambda$ = ($\lambda$_{1}, \cdots , $\lambda$_{n}) と同一視される.また,対応する Weyl 群を W とすると, W \cong
\mathfrak{S}_{n}\ltimes(\mathbb{Z}/2\mathbb{Z})^{n} である.よって,定義1.1で与えた定義 (2) から, C_{n} 型ルート系  $\Delta$ に付
随した Hall‐Littlewood 関数は,  x_{i}=e^{$\epsilon$_{i}} (1\leq i\leq n) とおくことにより
P_{\langle $\lambda$\rangle}(x;t)=\displaystyle \frac{1}{W_{ $\lambda$}(t)}\sum_{w\in W}w(\prod_{i=1}^{n}x_{i}^{$\lambda$_{i}}\prod_{i=1}^{n}\frac{1-tx_{i}^{-2}}{1-x_{i}^{-2}}\prod_{1\leq i<j\leq n}\frac{1-tx_{\dot{l}}^{-1}x_{j}}{1-x_{i}^{-1}x_{j}}\frac{1-tx_{i}^{-1}x_{j}^{-1}}{1-x_{\dot{l}}^{-1}x_{j}^{-1}})
(12)
となる.これを斜交 Hall‐Littlewood 関数 (symplectic Hall‐Littlewood function) と
呼ぶ. (A 型の場合の Hall‐Littlewood 関数 P_{ $\lambda$}(x;t) と区別するために, P_{\langle $\lambda$\rangle}(x;t) と表記
する.)
97
斜交 Hall‐Littelwood 関数 P_{\langle $\lambda$\rangle}(x;t) において t=0 を代入すると,
P_{\langle $\lambda$\rangle}(x;0)=s\langle $\lambda$\rangle(x)
と斜交 Schur 関数となる.ここで,斜交 Schur 関数 (symplectic Schur function) s_{\langle $\lambda$\rangle}(x)
は,
s_{\langle $\lambda$\rangle}(x)=\displaystyle \frac{\det(x_{i}^{$\lambda$_{J}+n-j+1}-x_{i}^{-($\lambda$_{J}+n-j+1)})_{1\leq i,j\leq n}}{\det(x_{i}^{n-j+1}-x_{i}^{-(n-j+1)})_{1\leq i,j\leq n}}
によって定義され,斜交 Lie 代数 \mathrm{B}\mathfrak{p}(2n) の最高ウェイト  $\lambda$ をもつ既約表現の指標となる.
定義3.1. 長さ  n 以下のストリクトな分割  $\lambda$ に対して,
 P_{\langle $\lambda$\rangle}(x)=P_{\langle $\lambda$\rangle}(x;-1) , Q_{\langle $\lambda$\rangle}(x)=2^{l( $\lambda$)}P_{\langle $\lambda$\rangle}(x) (13)
とおき,それぞれ斜交 P 関数 (symplectic P‐function), 斜交 Q 関数 (symplectic Q‐
function) と呼ぶ.
斜交 P 関数, Q 関数は前節で導入した一般化された P 関数の一例となっている.
命題3.2. (1) \mathcal{G}=\{g_{d}(u)\}_{d\geq 0} を
g_{0}(u)=1, g_{d}(v+v^{-1})=(v+v^{-1})\displaystyle \frac{v^{d}-v^{-d}}{v-v^{-1}}
となる多項式列とする.このとき,長さ n 以下のストリクトな分割  $\lambda$ に対して,
 P_{\langle $\lambda$\rangle}(x)=P_{ $\lambda$}^{\mathcal{G}}(x+x^{-1}) . (14)
ここで, x+x^{-1}= (x_{1}+x_{1}^{-1}, \cdots , x_{n}+x_{n}^{-1}) である.
(2) \mathcal{G}'=\{g_{d}'(u)\}_{d\geq 0} を
9_{0(u)}'=1, g_{d}^{J}(v+v^{-1})=2(v+v^{-1})\displaystyle \frac{v^{d}-v^{-d}}{v-v^{-1}}
となる多項式列とする.このとき,長さ n 以下のストリクトな分割  $\lambda$ に対して,
 Q_{\langle $\lambda$\rangle}(x)=P_{ $\lambda$}^{\mathcal{G}'}(x+x^{-1}) . (15)
証明.  $\lambda$ が長さ  l のストリクトな分割であるとき, W_{ $\lambda$} は C_{n-l} 型の Weyl 群と同型であ
り,[9, Theorem 2.8] により,
\displaystyle \sum_{w\in W_{ $\lambda$}}w (\prod_{i=l+1}^{n}\frac{1-tx_{i}^{-2}}{1-x_{i}^{-2}}\prod_{l+1\leq i<j\leq n}\frac{1-tx_{i}^{-1}x_{j}}{1-x_{i}^{-1_{X_{j}}}}\frac{1-tx_{i}^{-1}x_{j}^{-1}}{1-x_{i}^{-1}x_{j}^{-1}}) =W_{ $\lambda$}(t)
となる.よって,
P_{\langle $\lambda$\rangle}(x;-1)=\displaystyle \sum_{w\in W/W_{ $\lambda$}}w (x^{ $\lambda$}\prod_{i=1}^{l}\frac{1+x_{i}^{-2}}{1-x_{\dot{l}}^{-2}}\prod_{1\leq i<j,i\leq$\iota$^{\leq n}}\frac{1+x_{i}^{-1_{X_{j}}}}{1-x_{i}^{-1}x_{j}}\frac{1+x_{i}^{-1}x_{j}^{-1}}{1-x_{i}^{-1}x_{j}^{-1}})
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ここで,
\displaystyle \sum_{w\in(\mathbb{Z}/2\mathbb{Z})^{l}}w(x^{ $\lambda$}\prod_{i=1}^{l}\frac{1+x_{i}^{-2}}{1-x_{i}^{-2}}\prod_{1\leq\dot{l}<j\leq n}\frac{1+x_{i}^{-1}x_{j}}{1-x_{i}^{-1}x_{j}}\frac{1+x_{i}^{-1}x_{j}^{-1}}{1-x_{i}^{-1}x_{j}^{-1}}1





よって, W/((\mathbb{Z}/2\mathbb{Z})^{l}\times W_{ $\lambda$})\cong \mathfrak{S}_{n}/\mathfrak{S}_{n-l} に注意して,Nimmo 型公式 (定理2.3) の証明
中の (6) と比較すると, P_{\langle $\lambda$\rangle}(x)=P_{ $\lambda$}^{\mathcal{G}}(x+x^{-1}) となることがわかる.□
従って,前節で与えた Nimmo 型公式 (定理2.3),Schur 型公式 (定理2.4) , Józefi出‐
Pragacz 型公式 (定理2.6) が,斜交 P 関数,斜交 Q 関数に対しても成立する.(命題3.2
において g_{d}(0)=g_{d}'(0)=0(d\geq 1) であることに注意する.)
系3.3. 非負整数列  $\alpha$= ($\alpha$_{1}, \cdots , $\alpha$_{l}) に対して,
S_{\langle $\alpha$\rangle}(x)= (Q_{\langle( $\alpha$ i,$\alpha$_{\mathrm{J}})\rangle}(x))_{1\leq i,j\leq l}
とおく.このとき,長さ n 以下のストリクトな分割  $\lambda$ に対して,
 Q_{\langle $\lambda$\rangle}(x)= \left\{\begin{array}{ll}
\mathrm{P}\mathrm{f} S_{\langle $\lambda$\rangle}(x) & (l( $\lambda$) \text{が偶数であ}6 \mathrm{g} \text{き}),\\




となることと,Nimmo 型公式 (定理2.3) を用いると,長さ2以下の分割に対応する斜
交 Q 関数の母関数が,次の命題のように表されることが示される.
命題3.4. (1) Q_{\langle(0)\rangle}(x)=Q_{\langle\emptyset\rangle}(x)=1 と定義すると,
\displaystyle \sum_{r\geq 0}Q_{\langle(r)\rangle}(x)z^{r}=\prod_{i=1}^{n}\frac{(1+x_{i}z)(1+x_{i}^{-1}z)}{(1-x_{i}z)(1-x_{i}^{-1}z)} . (16)
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(2) Q_{((0,0)\rangle}(x)=0 とし,正整数 r, s に対して
Q_{\langle(r,s)\rangle}(x)=-Q_{\langle(s,r)\rangle}(x) , Q_{\langle(r,0)\rangle}(x)=-Q_{\langle(0,r)\rangle}(x)=Q_{\langle(r)\rangle}(x) ,
となるように Q_{\langle(r,s)\rangle}(x) の定義を非負整数の組 (r, s) に対して拡張しておく.この
とき,
\displaystyle \sum_{r,s\geq 0}Q_{\langle(r,s)\rangle}(x)z^{r}w^{s}
=\displaystyle \frac{(z-w)(1-zw)}{(z+w)(1+zw)} (\prod_{i=1}^{n}\frac{(1+x_{i}z)(1+x_{i}^{-1}z)}{(1-x_{i}z)(1-x_{i}^{-1}z)}\prod_{i=1}^{n}\frac{(1+x_{\dot{l}}w)(1+x_{i}^{-1}w)}{(1-x_{i}w)(1-x_{i}^{-1}w)}-1) .
(17)
特に,命題3.4 (1) から,今の場合は Józefiak‐Pragacz 型公式 (定理2.6) に現れる
P_{r/k}^{\mathcal{G}'}(x) が P_{r-k}^{\mathcal{G}'}(x)=Q\langle r-k)(x) に等しいことがわかる.よって,
系3.5. 非負整数列  $\alpha$= ($\alpha$_{1}, \cdots ,  $\alpha \iota$) ,  $\beta$=($\beta$_{1}, \cdots , $\beta$_{m}) に対して,
M_{\langle $\alpha$/ $\beta$\rangle}(x)= (Q_{\langle( $\alpha-\beta$_{m+1-\mathcal{J}})\rangle}i(x))_{1\leq i\leq l}, 1\leq j\leq m
とおき,ストリクトな分割  $\lambda$,  $\mu$ に対して,
 Q_{\langle $\lambda$/ $\mu$\rangle}(x)= 1_{\mathrm{P}\mathrm{f}}^{\mathrm{P}\mathrm{f}}\}_{t}^{-}-M_{\langle $\lambda$/$\mu$^{0}\rangle}S_{\langle $\lambda$\rangle}(x)_{(x)}t_{M_{\langle $\lambda$/ $\mu$\rangle}(x)}S_{\langle $\lambda$\rangle}(x). M $\mu$\rangle(x)M_{\langle $\lambda$/$\mu$^{0}\rangle}(x)0_{O} (l( $\lambda$)+l( $\mu$)(l( $\lambda$)+l( $\mu$) \hslash^{\mathrm{i}_{\mathrm{E}}}5\Re T^{\backslash }\hslash^{ $\theta$}\backslash l\mathrm{f}\mathrm{f}\mathrm{l}\mathscr{X}^{-\mathrm{c}_{ $\theta$}^{\backslash }} ああ  $\epsilon$ \mathfrak{x}\mathrm{a}\mathrm{a} きき)),
と定義する.このとき,ストリクトな分割  $\lambda$ と変数  x= (x\mathrm{i}, \cdots , x_{n}) , y= (y\mathrm{i}, \cdots , yk )
に対して,
Q_{\langle $\lambda$\rangle}(x, y)=\displaystyle \sum_{ $\mu$}Q_{\langle $\lambda$/ $\mu$\rangle}(x)Q_{\langle $\mu$\rangle}(y) .
ここで,  $\mu$ はストリクトな分割全体をわたる.
3.2 斜交  Q 関数の組合せ論的表示
Józefiak‐Pragacz 型の公式 (系3.5) を用いることによって,斜交 Q 関数をある種の半
標準盤の母関数として表す公式 (King‐Hamel [5] の予想) を証明することができる.
ストリクトな分割  $\lambda$ に対して,
 S( $\lambda$)=\{(i,j)\in \mathbb{Z}^{2}:1\leq i\leq l( $\lambda$), i\leq j\leq$\lambda$_{i}+i-1\}
とおき,  $\lambda$ の変形 Young 図形 (shified Young diagram) と呼ぶ.また,Young 図形の




定義3.6. (King‐Hamel [5]) ストリクトな分割  $\lambda$ に対して,  $\lambda$ を枠とする斜交プライム
つき変形盤 (symplectic primed shifted tableau) とは,  $\lambda$ の変形 Young 図形  S( $\lambda$) の各
正方形に全順序集合
A_{n}=\{1'<1<\overline{1'}<\overline{1}<2'<2<\overline{2'}<\overline{2}<. . . <n'<n<\overline{n'}<\overline{n}\}




(iii)  k' も \overline{k'} も各行に2回以上現れない.
(iv) k も \overline{k} も各列に2回以上現れない.
(v) 第 k 行の成分は A_{n} の順序に関して k' 以上である.
このような  $\lambda$ を枠とする斜交プライムづき半標準盤全体のなす集合を SpPSTab ( $\lambda$;n) と







定理3 \cdot7. (King‐Hamel の予想 [5, Conjecture 3.1]) 長さ  n 以下のストリクトな分割  $\lambda$
に対して,
 Q_{\langle $\lambda$\rangle}(x)=\displaystyle \sum_{T\in \mathrm{S}\mathrm{p}\mathrm{P}\mathrm{S}\mathrm{T}\mathrm{a}\mathrm{b}( $\lambda$;n)}x^{T} . (18)
証明.斜交 Q 関数に対する Józefiak\leftarrowPragacz 型公式 (系3.5) から
 Q_{\langle $\lambda$\rangle} (x_{1, )}x_{n-1}, x_{n})=\displaystyle \sum_{ $\mu$}Q_{\langle $\mu$\rangle}(x_{1}, \cdots, x_{n-1})Q_{\langle $\lambda$/ $\mu$\rangle}(x_{n})





(-1)^{m(m-1)/2}\det B & (r=m \text{のとき}),\\
0 & (r<m \text{のとき})
\end{array}\right.
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(ここで, A は r 次交代行列であり, B は r\times(2m-r) 行列である) を用いると,
Q_{\langle $\lambda$/ $\mu$\rangle}(x_{n})
= \left\{\begin{array}{ll}




一方, S($\lambda$_{\backslash })\supset S( $\mu$) となるストリクトな分割  $\lambda$,  $\mu$ に対して,  $\lambda$/ $\mu$ を枠とする斜交プラ
イムつき変形盤の母関数を
 Q_{\langle $\lambda$/ $\mu$\rangle}^{\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{b}}(x)=\displaystyle \sum_{T\in \mathrm{S}\mathrm{p}\mathrm{P}\mathrm{S}\mathrm{T}\mathrm{a}\mathrm{b}( $\lambda$/ $\mu$)}x^{T}
と定義すると,
Q_{\langle $\lambda$\rangle}^{\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{b}}(x_{1}, \displaystyle \cdots, x_{n-1}, x_{n})=\sum_{ $\mu$}Q_{\langle $\mu$\rangle}^{\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{b}}(x_{1}, \cdots, x_{n-1})Q_{\langle $\lambda$/ $\mu$\rangle}^{\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{b}}(x_{n})
である.また,斜交プライムつき変形盤の定義の条件 (v) に注意すると, S( $\lambda$)\supset S( $\mu$) か
つ l( $\lambda$)-l( $\mu$)\leq 1 でない限り, Q_{\langle $\lambda$/ $\mu$\rangle}^{\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{b}}(x_{n})=0 でなければならない.さらに,lattice path
method ([5] を参照) を用いると, S( $\lambda$)\supset S( $\mu$) かつ l( $\lambda$)-l( $\mu$)\leq 1 であるとき,
Q_{\langle $\lambda$/ $\mu$\rangle}^{\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{b}}(x_{n})=\det(Q_{\langle($\lambda$_{i}-$\mu$_{J})\rangle}^{\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{b}}(x_{n}))_{1\leq i,j\leq l( $\lambda$)}
となることが示される.




注意. a= (a_{0}, a_{1}, a2, \cdots) を factorial パラメ \simeq タとする斜交 factorial Hall‐Littlewood
関数を
 P_{\langle $\lambda$\rangle}(x|a;t)=\displaystyle \frac{1}{W_{ $\lambda$}(t)}\sum_{w\in W}w(\prod_{i=1}^{n}(x_{i}|a)^{$\lambda$_{i}}\prod_{i=1}^{n}\frac{1-tx_{i}^{-2}}{1-x_{i}^{-2}}\prod_{1\leq i<j\underline{<}n}\frac{1-tx_{i}^{-1}x_{j}}{1-x_{i}^{-1_{X_{j}}}}\frac{1-tx_{i}^{-1}x_{j}^{-1}}{1-x_{i}^{-1}x_{j}^{-1}})
(ここで, (t|a)^{d}=\displaystyle \prod_{i=0}^{d-1}(t+a_{i}) である) とおいて定義し,斜交 factorial P 関数, Q 関
数を
P_{\langle $\lambda$\rangle}(x|a)=P_{\langle $\lambda$\rangle}(x|a;-1),. Q_{\langle $\lambda$\rangle}(x|a)=2^{l( $\lambda$)}P_{\langle $\lambda$\rangle}(x|a)
によって定める.すると,これらの斜交 factorial P 関数, Q 関数も前節で導入した一般
化された P 関数の一例となる.さらに,斜交プライムつき変形盤 T\in \mathrm{S}\mathrm{p}\mathrm{P}\mathrm{S}\mathrm{T}\mathrm{a}\mathrm{b}( $\lambda$;n) の
102
重みを
(x|a)^{T}=\displaystyle \prod_{(i,j)\in S( $\lambda$)}\mathrm{w}\mathrm{t}(T(i,j);i,j) , \mathrm{w}\mathrm{t}( $\gamma$;i,j)=\left\{\begin{array}{ll}
x_{k}-a_{j-i} & ( $\gamma$=k' \text{のとき}),\\
x_{k}+aj-i & (_{ $\gamma$=k} \text{のとき}) ,\\
x_{k}^{-1}-aj-i & (_{ $\gamma$}=\overline{k'} \text{のとき}),\\
x_{k}^{-1}+aj-i & ( $\gamma$=\overline{k} \text{のとき})
\end{array}\right.
と定めると,定理3.7の証明と同様にして, a_{0}=0 の場合には
Q_{\langle $\lambda$\rangle}(x|a)=\displaystyle \sum_{T\in \mathrm{S}\mathrm{p}\mathrm{P}\mathrm{S}\mathrm{T}\mathrm{a}\mathrm{b}( $\lambda$;n)}(x|a)^{T}
となることが示される.この右辺の母関数はHamel‐King [1] が組合せ論的に定義した斜
交 Q 関数の factorial 類似 (ただし y=x の場合) であり,上記の Hall‐Littlewood ee
数の表示を用いると,徳山型の公式 [1, Theorem 17] が容易に導かれる.
4 正値性予想
C_{n} 型Weyl群W の作用で不変な Laurent 多項式全体のなす環を $\Lambda$_{n}^{C}=\mathbb{C}[x_{1}^{\pm 1}, \cdots , x_{n}^{\pm 1}]^{W}
とし,その部分環 $\Gamma$_{n}^{C} を
$\Gamma$_{n}^{C}= { f\in t^{c} : f(t, -t,x_{3}, \cdots, x_{n}) は t によらない}
とおいて定める.このとき,斜交 Schur 関数 { s_{\langle $\lambda$\rangle}(x) :  $\lambda$ は長さ  n 以下の分割} は④
の基底*なし,斜交 Q 関数 {  Q_{\langle $\lambda$\rangle}(x): $\lambda$ は長さ  n 以下のストリクトな分割} は $\Gamma$_{n}^{C} の基
底をなす.まず, $\Gamma$_{n}^{C} の積の構造定数について,
予想4.1. 長さ n 以下のストリクトな分割  $\mu$,  $\nu$ に対して,
 P_{\langle $\mu$\rangle}(x)P_{\langle $\nu$\rangle}(x)=\displaystyle \sum_{ $\lambda$}f_{\langle $\mu$\rangle,\langle $\nu$\rangle}^{\langle $\lambda$\rangle}P_{\langle $\lambda$\rangle}(x)
と展開するとき,係数 f_{\langle $\mu$\rangle,\langle $\nu$\rangle}^{( $\lambda$\rangle} は非負整数である.
例えば,  $\nu$=(1) であるときは,Nimmo 型公式 (定理2.3) を用いて次を示すことがで
きる.
命題4.2. 長さ n 以下のストリクトな分割  $\mu$ に対して,
 P_{\langle $\mu$\rangle}(x)P_{\langle(1)\rangle}(x)=\displaystyle \sum_{ $\lambda$}P_{\langle $\lambda$\rangle}(x) .
ここで,  $\lambda$ は次の (i), (ii) のいずれかをみたす長さ  n 以下の分割全体をわたる :
(i) S( $\lambda$) \supset S( $\mu$) ) | $\lambda$|=| $\mu$|+1 , あるいは,
(ii) S( $\lambda$) \subset S( $\mu$) ) | $\lambda$|=| $\mu$|-1, l( $\lambda$)=l( $\mu$) .
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次に,Schur の P 関数 P_{ $\lambda$} (x_{1}, \cdots , x_{2n}) において, x_{n+i}=x_{i}^{-1} (1\leq i\leq n) と代入した
ものを考えると, P_{ $\lambda$} (x_{1}, \cdots , x_{n}, x_{1}^{-1}, \cdots , x_{n}^{-1}) \in$\Gamma$_{n}^{C} となる.よって,斜交 P 関数で展
開することができる.
予想4.3. 長さ n 以下のストリクトな分割  $\lambda$ に対して,
 P_{ $\lambda$}(x_{1}, \displaystyle \cdots, x_{n},x_{1}^{-1}, \cdots,x_{n}^{-1})=\sum_{ $\mu$}c_{ $\lambda$,\langle $\mu$\rangle}P_{\langle $\mu$\rangle}(x_{1}, \cdots,x_{n})
と展開するとき,係数 c_{ $\lambda$,\langle $\mu$\rangle} は非負整数である.
例えば, l( $\lambda$)\leq 2 であるときは,命題3.4を用いて次を示すことができる.
命題4.4. (1) 正整数 r に対して, P_{(r)}(x, x^{-1})=P_{\langle(r)\rangle}(x) .
(2) 正整数 r>s に対して,
P_{(r,s)}(x, x^{-1})=P_{\langle(r,s)\rangle}(x)+2\displaystyle \sum_{i=1}^{s-1}P_{\langle(r-i,s-i)\rangle}(x)+P_{\langle(r-s)\rangle}(x) .
さらに,
予想4.5. 長さ n 以下のストリクトな分割  $\lambda$ に対して,
 P_{\langle $\lambda$\rangle}(x)=\displaystyle \sum_{ $\mu$}g_{\langle $\lambda$\rangle,\langle $\mu$\rangle^{8}\langle $\mu$\rangle}(x)
と展開するとき,係数 g_{\langle $\lambda$\rangle,\langle $\mu$\rangle} は非負整数である.
例えば, l( $\lambda$)=n であるときは,次の命題と斜交 Schur 関数に関する構造定数が非負
整数であることから,予想4.5が成り立つことがわかる.
命題4.6. $\delta$_{n}= (n, n-1, \cdots , 2, 1) とおくと,長さ n 以下の分割  $\nu$ に対して,
 P_{\langle $\nu$+$\delta$_{n}\rangle}(x)=s_{\langle $\nu$\rangle}(x)s_{\langle$\delta$_{n}\rangle}(x) .
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