The results of the application of chemometric methods, such as principal component analysis (PCA) and its generalization for N-way data, the Tucker3 model, for the analysis of an environmental data set are presented. The analyzed data consists of concentration values of chemical compounds of organic matter, and their transformed products, in a short-term study of a sea water column measured at the Gdańsk Deep (φ = 55°1'N, λ = 19°10'E).
INTRODUCTION
Environmental data are usually arranged in the form of two-way data tables (matrix) or three-way arrays. Environmental monitoring data sets are often multidimensional and, as a result, it is not possible to visualize them directly. Depending on the organization of the data sets, chemometrics offer various methods of exploratory analysis. These methods allow reduction of data dimensionality, the visualization of data, and interpretation of analyzed phenomena. Reduction of data dimensionality is possible because many measured parameters are often highly correlated or their variance is smaller than the measurement noise. Among the methods used to explore two-way data sets, principal component analysis (PCA) (Joliffe 1986 , Wold 1987 , Vandeginste et al. 1998 ) is the most commonly used. For exploration of three-way, or N-way, data, including environmental data sets (Stanimirova et al. 2006 ), the TUCKER3 model (Tucker 1963 (Tucker , 1966 DeLigny et al. 1984; VanDerKloot & Kroonenberg 1985; Geladi 1989; Bro 1998 ) is applied most often. The TUCKER3 model can be considered as a generalization of the PCA model to analyze multidimensional data sets.
Environmental data sets may contain missing elements, resulting from unrecorded measurements for various reasons such as high cost of analysis or exceeding the measurement range of a certain device. The most common methods for dealing with missing data, consisting of setting the missing elements to zero or to mean values of measured data, are inappropriate as they impact on data correlations or influence interpretations of relationships between objects and variables.
This paper presents a way of ameliorating the problem of missing elements using the expectation-maximization (EM) algorithm (McLaachlan & Krishnan 1997; Walczak & Massart 2001a,b; Smoliński & Walczak 2002; Stanimirova et al. 2007 ), which may be built into different computational procedures such as EM/PCA or EM/TUCKER3. Problems associated with exploratory analyses of data sets with missing elements are demonstrated on a real environmental data set, that of Gdańsk Deep water column chemical component concentrations (Pryputniewicz 2007) .
MATERIALS AND METHODS
Visualization of a data set structure is a main goal of data mining. The most popular chemometric method of data visualization and interpretation, which can be applied for dimensionality reduction (and therefore for reduction of experimental error), is principal component analysis (PCA) (Joliffe 1986 , Wold 1987 , Vandeginste et al. 1998 , Daszykowski et al. 2003 . Data often shows N-way structure, which requires using N-way methods for their exploration, the most commonly used being the TUCKER3 model. In that model a special arrangement of data sets in multi-way data arrays, X, is required. The TUCKER3 model enables good insight into data structure and noise reduction. It also shows the importance of the original variables for the constructed model, that is, which variables are the most important for characterization of the environmental phenomenon, and which of them are correlated.
PCA is a projection method allowing the latent data structure to be revealed. It can be applied for dimensionality reduction, data visualization and interpretation, and for reduction of experimental error. In PCA a two-way matrix, X (m × n), is decomposed into matrices S (m × fn), D (n × fn) and the residuals matrix E (m × n), where m and n denote the number of objects and the number of variables, respectively, S represents the scores matrix, D represents the loading matrix, E represents the residuals matrix, and fn the number of significant factors (Fig. 1 ).
Scores and loadings matrices are orthogonal, i.e. S′S = D′D = I. The columns of matrix S are called the principal components (PCs), or eigenvectors. Each PC is constructed as a linear combination of original variables with weights maximizing description of the data variance (i.e. S = XD). The sum of the squared elements of each eigenvector is called an eigenvalue, and represents the portion of the variance modeled by the corresponding PC. The first PC describes the largest amount of the data, so the eigenvalue associated with this PC is the largest one. The sum of the eigenvalues shows the total variance of the data.
In most cases in which PCA is used, the first few components explain a large part of the total variance, and the original n-dimensional data set can then be approximated by a fn-dimensional (fn<n) set of PCs without substantial loss of important information about data. When dimensionality reduction is effective it is possible to visualize the data. Namely, PCs and their loading vectors (i.e. the columns of matrix D) are used for visualization of relationships between the objects and the parameters in a matrix X. For example, the score plot PC1-PC2 and the corresponding loading plot PC1-PC2 represent the relationships between the objects and the parameters, respectively. The most common N-way models are Tucker's models (Tucker 1963 (Tucker , 1966 DeLigny et al. 1984; VanDerKloot & Kroonenberg 1985; Bro 1998; Andersson & Bro 2000) , which were proposed in psychometrics in 1963 (Tucker 1963) as extensions of the ordinary two-mode PCA to multimode equivalents. In N-way data arrays the terms 'rows' and 'columns' are replaced by 'modes'. Namely, indices I, J, and K represent the first, second, and third data modes, respectively. Each multi-way data array X is composed of a system of matrices, called the frontal, horizontal, and vertical slabs, by making the i-th element of one mode constant while the other two modes are considered. From a computational point of view it is necessary to rearrange (unfold) multi-way arrays into two-way matrices (Fig. 2) .
Rearranging the three-way array X (I × J × K) into unfolded matrices: (a)
In a similar manner to PCA, in the TUCKER3 model the three-way array, X, is decomposed into three loading matrices, A (I × D), B (J × E), and C (K × F), and the core array G (D × E × F) (see Fig. 3 ). D, E and F denote the number of factors in each mode. Mathematically, Tucker3 decomposition of matrix X (I × JK) can be written as:
, where '⊗' denotes the Kronecker product of the matrices, and E denotes the two-way matrix containing the residuals of the model (VanLoan 2000) .
The sum of the squared elements of the core array give an indication of the total variance described by the model with D, E, and F loadings in each mode (complexity [D, E, F] ), whereas the squares of each element of the core array illustrate the importance of combinations of the corresponding factors in descriptions of the data variance.
In the TUCKER3 model the alternating least squares, ALS, (Yates 1933 ) algorithm is used to obtain loading matrices (A, B and C) for the model of certain complexity. In spite of the fact that the TUCKER3 model is not structurally unique, due to its rotational freedom (Bro 1998) Environmental data sets usually contain missing elements. It is convenient to code them in a matrix as NaN (Not a Number). NaN's should be treated with care in any model. One of the solutions to the problem of missing elements is construction of a model that considers the non-missing (i.e. observed) elements only (Smoliński & Walczak 2002) . It could be expressed as minimization of the sum of the squared residuals of the observed elements only, i.e.:
, where X and X represent the data set and the reconstructed data based on a model with complexity F, respectively. W is a matrix, which has elements of zero or one. Zeros denote unobserved elements, whereas unity denotes observed elements. The symbol '•' denotes the elementwise multiplication of the two matrices. In chemometrics the recommended approach for dealing with missing data is an iterative procedure called expectation-maximization (EM) (McLaachlan & Krishnan 1997; Walczak & Massart 2001a, b; Smoliński & Walczak 2002) . EM can be implemented in various computational procedures such as EM/PCA or EM/TUCKER3 as demonstrated by Walczak & Massart (2001a, b) and Smoliński & Walczak (2002) . The main steps of the EM algorithm can be presented as follows:
(1) initialization of the missing elements (2) estimation of model parameters for the actual data set (3) estimation of the missing elements, using the parameters of the actual model (4) repetition of steps 2 and 3 until convergence is achieved. A disadvantage of the EM procedure is a slow convergence, so the initialization of the missing elements is of utmost importance. Replacing missing elements by random values should be avoided (Smoliński & Walczak 2002) .
The environmental data set reported in this study contains measurements of 15 various chemical and physical parameters (Table 1) (Pryputniewicz 2007 ). The samples were collected at sea water level (0 meters), and at the following depths: 5, 10, 15, 20, 30, 50, 70, 90 and 100 meters. The water samples were collected from the water column with a rosette sampler (Ocean Test Equipment Inc.) and measurements of temperature, conductivity and depth were made with a CTD profiler (Falmouth Scientific Inc.).
Total nitrogen and total phosphorus were measured using the simultaneous oxidation method of Koroleff (1976a) ; the standard error was 5% for both components. Dissolved nutrients and oxygen were determined by standard methods (Grasshoff 1976a, b, c; Koroleff 1976b, c for ammonium. To determine concentrations of suspended particulate matter, total particulate phosphorus, particulate organic carbon and particulate organic nitrogen (SPM, TPP, POC and PON, respectively), 1-2 liters of seawater were passed through a heat-treated (450°C, 6h) Whatman GF/F filter. The filtered samples were dried at 60°C in the laboratory on board ship. The samples were subsequently weighed (for SPM estimation), and reacted with K 2 S 2 O 8 oxidizing solution for TPP analysis (Koroleff 1976a) . Samples for POC and PON analyses were reacted with HCl vapor at room temperature for 12 h in glass desiccators to remove carbonates. The POC and PON analyses were performed on a CHNS/O 2400 Perkin Elmer analyser according to acetanilide standards (Parsons et al. 1985 , Kramer et al. 1994 . The standard error of the mean was equal to 8% for SPM and PON, and 5% for TPP and POC. 
The data can be organized in different ways, namely in a matrix X (220 x 15) or as a three-way data array X (15 x 22 x 10). The rows of the matrix X represent 220 samples collected at different depths, whereas columns represent 15 measured parameters. In the three-way array X (15 x 22 x 10) the measured parameters, time and depth are in the first, second and third modes, respectively.
Pre-treatments, which can be applied to the data, have a great impact on the resulting PCA plots. As the measured parameters differ significantly in their ranges, a column standardization called autoscaling was applied according to the formula (3):
where: j j s x , denote the mean of the j-th column and its standard deviation, respectively.
Auto-scaling eliminates differences in size between variables and gives them the same importance in the PCA model.
In a multi-way analysis pre-processing is avoided, since standardization in one mode destroys the relationships between modes. When pre-processing is essential, standardization in one mode (usually parameters mode) is applied (Bro & Smilde 2003) . For instance, mathematically, the standardization in the second mode can be presented by the formula (4): 
RESULTS AND DISCUSSION
PCA and TUCKER3 methods are often used in exploratory analysis of environmental monitoring data (Stanimirova et al. 2006 (Stanimirova et al. , 2007 . Unfortunately, with these methods only complete data can be analyzed effectively. Since monitoring data sets usually contain missing elements a method of dealing with missing data, e.g. maximum likelihood (ML) (Andrews & Wentzell 1997) , expectation maximization (EM) (McLaachlan & Krishnan 1997 , Walczak & Massart 2001a , Smoliński & Walczak 2002 , or multiple imputations (MI) (Little & Rubin 1987) , is required. This paper examines the use of the EM algorithm in this process.
The data matrix X (220 x 15) contains 4.39% missing elements. The EM-PCA model constructed with five principal components describes 81.59% of the total data variance. Score plots and loading plots, which were obtained as a result of this analysis, are presented in Fig. 4 . Based on those results it may be concluded that PC1, which describes 42.03% of the total variance, shows differences between samples 1-156, 158-163, 165-176 and all of the remaining samples. This is due to their much higher oxygen concentrations (see Table 1 , parameter 1) and relatively low values of the remaining parameters, most notably low concentrations of PO 4 3-, NO 3 -, total phosphorus and salinity (Table  1, (Table 1 , parameters 4 and 13). The PCA loading plots are easy to interpret, while PCA score plots are extremely difficult to analyze due to a large number of objects and the fact that two modes, namely the time and the depth, are mixed. These difficulties can be overcome by applying the TUCKER3 approach, which allows investigation of all three modes separately. The approach requires organization of the data into a three-way array, X (15 x 22 x 10). Due to missing elements in the data (15 x In the unfolded core matrix G, the left and the right part of the matrix are related to the first and the second components of the depth mode, respectively, whereas columns in each part represent the first and the second components of the time mode. The rows of unfolded matrix G represent the first and the second component of parameters mode, respectively. The sum of the squared elements of matrix G gives the total variance of the model. Based on the squared elements of G it may be observed that the most important elements are (1 1 1) and (2 1 2), i.e. the first factors of parameters, time and the depth modes, and the second factor of the parameters mode, the first factor of the time mode and the second factor of the depth mode, respectively. Fig. 5c shows the uniqueness of samples 9 and 10, collected at depths of 90 and 100 meters, respectively. The samples may be ordered in two groups along the first factor in the depth mode, as in the PCA. The first group contains samples 9 and 10, whereas the second group contains remaining samples 1-8, collected at depths of 0, 5, 10, 15, 20, 30, 50 and 70 meters, respectively. Based on Figs 5a and 5b it can be concluded that during the entire measurement period samples collected at 90 and 100 meters (objects 9 and 10) have relatively high values of measured parameters 6, 14 and 15 (concentration of the total nitrogen, water temperature and salinity) compared to the samples collected at 0, 5, 10, 15, 20, 30, 50 and 70 meters. Moreover, interactions of the second factor of the parameters mode, the first factor of the time mode and the second factor of the depth mode (2 1 2) show that samples 9 and 10 have relatively low values of parameters 10, 12, 13 (concentrations of the TPP, POC and PON) throughout the sampling period, and especially parameter 1 (concentration of oxygen) when compared with the other samples collected at different depths, and relatively high values of parameters 2, 3, 8 and 15 (concentration of PO 4 3-, NO 3 -, total phosphorous and salinity).
CONCLUSIONS
Chemometric methods, such as PCA or the TUCKER3 model, are very useful in analyses of monitoring data. Score plots in PCA of environmental data can be difficult to analyze due to the huge amount of objects (resulting from the fact that two modes, time and depth, are mixed). In such instances the TUCKER3 approach can be successfully applied, as it allows investigation into all three modes, parameters, depth and time, separately. Unfortunately, environmental data sets often contain missing elements, which may constitute a serious obstacle in construction of PCA or TUCKER3 models. The most common approaches for dealing with missing data, consisting of setting missing elements to zero or to mean values of measured data, are not reliable since they influence correlations and the interpretation of relationships between objects and variables. This paper reports an approach for investigation of data sets with missing elements, in which the expectation-maximization (EM) algorithm is applied. This algorithm can be built into different computational procedures used for exploratory analysis, such as EM/PCA or EM/TUCKER3, making it possible to explore in detail the studied data.
