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Abstract The multivariate extremal index function is a direction specific ex-
tension of the well-known univariate extremal index. Since statistical inference
on this function is difficult it is desirable to have a broad characterization of
its attributes. We extend the set of common properties of the multivariate
extremal index function and derive sharp bounds for the entire function given
only marginal dependence. Our results correspond to certain restrictions on
the two dependence functions defining the multivariate extremal index, which
are opposed to Smith and Weissman’s (1996) conjecture on arbitrary depen-
dence functions. We show further how another popular dependence measure,
the extremal coefficient, is closely related to the multivariate extremal index.
Thus, given the value of the former it turns out that the above bounds may
be improved substantially. Conversely, we specify improved bounds for the
extremal coefficient itself that capitalize on marginal dependence, thereby
approximating two views of dependence that have frequently been treated
separately. Our results are completed with example processes.
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1 Introduction
A core question in extreme value theory concentrates on suitable conditions
such that the well-known results for the limiting distributions of maxima of
i.i.d. random sequences can be applied to stationary random sequences. In
addition to the discussion of various mixing conditions a single number known
as the extremal index has become the key parameter to capture the effect
of temporal dependence on the limiting distribution of maxima. An intuitive
interpretation of the extremal index emphasizing its relevancy to practice
is based on its reciprocal value which corresponds to the mean cluster size
of extremes of the sequence (Leadbetter 1983). We are concerned with a
multivariate generalization of this concept.
Then, the corresponding interpretation for the multivariate extremal index
is the reciprocal average cluster size of a univariate sequence that, for each
point in time, is given as the maximum of the weighted marginal sequences
(Smith and Weissman 1996). That is, the multivariate extremal index is a
function of weights comprising each of the respective univariate extremal
indices as a special case. However, the average cluster size for arbitrary weights
can, in general, not be determined by knowledge of the univariate extremal
indices alone. Given the latter, the behavior of valid multivariate extremal
index functions is therefore a matter of interest.
To be specific, we consider D-variate, stationary max-stable processes Y =
{Y i = (Yi,1, . . . , Yi,D), i ∈ Z} and assume that the univariate marginal distrib-
ution functions Fd are standard Fréchet, Fd(xd) = exp{−x−1d } for xd > 0, d =
1, . . . , D. Let Y˜ = {Y˜ i = (Y˜i,1, . . . , Y˜i,D), i ∈ Z} be the associated D-variate
sequence of i.i.d. random vectors with the same marginal distribution and let
Mn = (maxni=1 Yi,1, . . . , maxni=1 Yi,D), and M˜n similarly, denote the sequences
of componentwise maxima. Then, for any x = (x1, . . . , xD) ∈ RD+ and [0, x]c =
[0,∞] \ [0, x] we have by Theorem 3.1 in Samorodnitsky (2004), Proposition
2.1 of Smith and Weissman (1996) and a tightness argument that
lim
n→∞ P(n
−1 Mn ≤ x) = exp{−μ([0, x]c)} = G(x),
lim
n→∞ P(n
−1 M˜n ≤ x) = exp{−μ˜([0, x]c)} = G˜(x) = P(Y1 ≤ x),
where μ(·) and μ˜(·) denote the exponent measures as in Resnick (1987). Then,
for v ∈ [0,∞) \ {0} ⊆ RD+ , the function
θ(v) = μ([0, v
−1]c)
μ˜([0, v−1]c) ,
introduced by Nandagopalan (1994), is called the multivariate extremal index.
For D = 1 the quotient of the exponent measures reduces to the well-known
univariate extremal index θ ∈ (0, 1], cf. Leadbetter (1983). We will denote by
θd the extremal index of the d-th sequence {Yi,d, i ∈ Z}. As mentioned above,
θ(v) is the univariate extremal index of the series {maxd vdYi,d, i ∈ Z} (Smith
and Weissman 1996, Proposition 2.1).
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In the following let θ = (θ1, . . . , θD), and let θv = (θ1v1, . . . , θDvD) denote












) = μ˜([0, x]c), z˜d = −(ln G˜d(xd))−1 = xd, d = 1, . . . , D.
Up to now there are five known properties characterizing θ(v) (Beirlant
et al. 2004; Nandagopalan 1994; Perfekt 1997; Smith and Weissman 1996):
(T1) θ(v) is continuous in v,
(T2) θ(cv) = θ(v), for any constant c > 0,
(T3) θ(ed) = θd, where ed is the dth unit vector,
(T4) 0 ≤ θ(v) ≤ 1, i.e. l(θv) ≤ l˜(v),
(T5) θd > 0 for all d = 1, . . . , D iff θ(v) > 0 for all v ∈ [0,∞) \ {0}.
By property (T2) we may confine our analysis to the (D − 1)-dimensional unit
simplex SD = {v ∈ [0, 1] : ‖v‖1 = v1 + . . . + vD = 1} and refer to the restriction
of l and l˜ to SD as (Pickands) dependence functions, cf. Pickands (1981) and
Beirlant et al. (2004). We will frequently make use of the following properties
(Beirlant et al. 2004):
(L1) lmin(v) = max{v1, . . . , vD} ≤ l(v) ≤ lmax(v) = ∑Dd=1 vd,
(L2) l(v) is convex,
(L3) l(cv) = cl(v), for any constant c > 0,
where v ∈ [0,∞) \ {0}, and lmin and lmax are valid dependence functions. Also,
for later reference, let A be a subset of {1, . . . , D} and let eA be a vector in
R
D with the d-th component equal to one if d ∈ A and zero otherwise. Let
1 = e{1,...,D}.
Properties (T1) to (T5) above are not sufficient to characterize the function
θ(v) completely. As a step towards a better understanding of the multivariate
extremal index it is one of our main results to refine property (T4). In addition
to Smith and Weissman’s (1996) conjecture of l(θv) ≤ l˜(v) to be the only
restriction on the two dependence functions we show further constraints in
Section 3 which, equivalently, correspond to improved bounds for the function
θ(v) given marginal dependence in terms of θd, d = 1, . . . , D. In Section 4 the
extremal coefficient, φ˜ = l˜(1), a well-known summary measure for μ˜([0, x]c),
is related to the multivariate extremal index, cf. Smith (1990) and Schlather
and Tawn (2003). We first discuss an obvious connection between the uni-
variate extremal indices and the extremal coefficient and give an improved
upper bound for the dependence adjusted extremal coefficient, φ = l(θ1), a
counterpart of φ˜ that applies to stationary sequences, see Martins and Ferreira
(2005a). In the main, however, we will concentrate on the fact that θ(1) = φ/φ˜.
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Now, knowledge of φ˜ or φ, respectively, allows for a significant improvement
of the unrestricted bounds for θ(v) as given in Section 3. Throughout the text
we will discuss various example processes.
2 Properties of the multivariate extremal index








Uj, i ∈ Z, d = 1, . . . , D, (2)
where {U j, S j}∞j=1 is a Poisson point process on R+ × [0, 1] with intensity
du/u2 × ds, and { fi,d}i∈Z, d = 1, . . . , D, are sequences of nonnegative deter-
ministic spectral functions (de Haan and Pickands 1986). Replacing { fi} ∼
{ fi+1} by
{(




f˜D(i−1+k)+1, . . . , f˜D(i+k)
)}
in Theorem 5.1 of de Haan and Pickands (1986) with f˜D(i−1)+d := fi,d gives the
spectral representation for stationary D-variate max-stable processes.
Theorem 1 The elements of a stationary max-stable D-variate process Y are
representable by Eq. 2 with proper sequence { fi = ( fi,1, . . . , fi,D)}i∈Z. There
exists a piston  such that fi+1 ≡ ( fi).
Let [0, 1] = S1 ∪ S2 be the Hopf decomposition for Eq. 2 into the dissipative
and the conservative part (Krengel 1985), where S1 is isomorphic to S0 × Z for
some measurable set S0 ⊂ S1. Theorem 3.1 in Samorodnitsky (2004) states that







By means of Proposition 2.1 in Smith and Weissman (1996) we may conclude









d=1 vd fi,d(s) ds +
∫
S2
maxDd=1 vd f0,d(s) ds
, v ∈ SD.
Theorem 2 The set of extremal index functions is closed under uniform
convergence.
Proof We show that for any sequence θm there exists an extremal index
function θ and a subsequence θmk with θmk → θ uniformly. Assume that the
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θm are the extremal index functions of some processes with spectral func-
tions fm,i(s) = ( fm,i,1(s), . . . , fm,i,D(s)), s ∈ [0, 1]. Choose suitable measurable
functions im,k(s), k = 1, . . . , D, so that for all s ∈ S1 and v ∈ SD we have
maxi max
D
d=1 vd fm,i,d(s) = maxDk=1 maxDd=1 vd fm,im,k(s),d(s), and the hm,i with
hm,i(s) =
{
0, i = im,k(s), k = 1, . . . , D, s ∈ S1
fm,i(s), otherwise
are the spectral functions of a D-variate stationary max-stable process given
by Eq. 2.
Denote by Hm its D-variate marginal distribution and let gm(s) =




‖gm(s)‖1 ds, A ∈ B,
defines a measure Gm on the Borel sets B of SD2 .
Let the Poisson point processes {Uj, Nj, η j}∞j=1 on R+ × Z × RD×D with
intensity du/u2 × 1 × dGm and {Vj, ξ j}∞j=1 on R+ × RD with intensity du/u2 ×










where η j = (η j,1,1, . . . , η j,1,D, η j,2,1, . . . , η j,D,D) and ζ j,i,d = η j,i,d, for i, d =




maxDk=1 maxd ak,dvd Gm(da)∫ ∑D
k=1 maxd ak,dvd Gm(da)+
∫
maxd bdvd Hm(db)
=θm(v), v ∈ SD,
(4)
where a = (a1,1, . . . , a1,D, a2,1, . . . , aD,D) and b = (b1, . . . , bD).
There exists a subsequence (mk) such that Gmk → G on SD2 and Hmk → H
on SD for some finite measures G and H. Define a max-stable process Y by
means of G, H and Eq. 3. Let θ be its multivariate extremal index function.
Then, the convergence of θmk → θ is uniform, since the denominator in Eq. 4
is uniformly bounded away from 0 and the three integrands in Eq. 4 are
bounded and uniformly continuous in v ∈ SD, b ∈ SD, a ∈ SD2 . unionsq
In the remainder we shall follow the ideas of Deheuvels (1983) and Smith
and Weissman (1996) who consider so-called RS processes which are discrete
and stationary versions of Eq. 2 given by










α jkd Z ∗j,i−k.
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Here, I, F ⊆ N ∪ {0}, {Z j,i, i ∈ Z, j ∈ I} and {Z ∗j,i, 0 ≤ i ≤ N j < ∞, j ∈ F}
are independent sequences of i.i.d. standard Fréchet variables, and Z ∗j,i =
Z ∗j,i+m(N j+1), m ∈ Z. The constants a jkd, j ∈ I, k ∈ Z, and α jkd, j ∈ F, 0 ≤ k ≤








k α jkd = 1 for d = 1, . . . , D. Note
that the Sid part of the RS process (Eq. 5) consists of periodic elements and
leads to non-ergodic processes (Stoev 2007), whereas the mixing component
Rid corresponds to the M4 class discussed by Smith and Weissman (1996). For
























The following proposition allows to generalize results upon the multivariate
extremal index from M4 processes to stationary max-stable processes. Under
the conditions of Theorem 2.3 of Smith and Weissman (1996) the results
obtained in Sections 3 and 4 hold true also for general stationary processes
in the maximum domain of attraction of a max-stable process.
Proposition 1 The multivariate extremal index of a D-variate stationary max-
stable process Y may be approximated uniformly by the multivariate extremal
index of an M4 process.
Proof For a given multivariate extremal index θ there exists a corresponding
process Y0 with standard Fréchet margins of the form (3) with measures G
and H. Let ε > 0 and consider discrete versions G1 and H1 of G and H,
respectively, such that the corresponding process Y1 has standard Fréchet
margins and the extremal index θY1 satisfies |θ(v) − θY1(v)| < ε/2 for all v ∈ Sd.
Let 2D/ε < L ∈ N and let the Poisson point processes {Uj, Nj, η j}∞j=1 on R+ ×
Z × RD×D with intensity du/u2 × 1 × dG1 and {Vj, Mj, ξ j}∞j=1 on R+ × Z × RD









where ζ j,i,d = η j,i,d, for i = 1, . . . , D, and 0 otherwise, and ν j,i,d = ξ j,i,d, for i =
1, . . . , L, and 0 otherwise. Then, Y2 is an M4-process and its extremal index
function θY2 satisfies for all v ∈ SD:
|θY2(v) − θ(v)| < |θY2(v) − θY1(v)| + |θY1(v) − θ(v)| < D/L + ε/2 < ε. unionsq
Whenever we will define in the remainder of the paper an RS or M4 process
by its coefficients in Eq. 5 we will tacitly assume that all coefficients not
explicitly defined be zero.
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3 Bounds for the multivariate extremal index
We now turn to the question of the interdependencies between l and l˜. From
the definition of the multivariate extremal index it merely follows that l(θv) ≤
l˜(v), cf. Smith and Weissman’s (1996) conjecture. We give the following
counterexample to demonstrate that l(θv) ≤ l˜(v) is not a sufficient condition
for l(θv)/l˜(v) to serve as a valid multivariate extremal index.
Example 1 Consider an M4 process with D = 2, I = 2 and θ1 = θ2 = 0.5. The
condition l(θv)/l˜(v) ≤ 1 allows for φ˜ = l˜(1) = ∑ j
∑
k maxd a jkd = 1, say, which
is equivalent to a jk1 = a jk2 for all j, k, see also Corollary 2 below. Then, it
necessarily follows that l(θv) = ∑ j maxk maxd a jkdvd = 0.5 maxd vd obviously
further restricting the requirement l(θv)/l˜(v) ≤ 1. Accordingly, θ1 = θ2 = 0.5
is incompatible with θ(1) = 1, for example. See Fig. 1 for a sketch of the valid
bounds of θ(1) as derived from the results below.
For an in-depth illustration of the reasoning in Example 1 we introduce








Fig. 1 Bounds for θ(1) with θ1 = θ2 = 0.5 as functions of the extremal coefficient, see Example 1.
Lined: Valid combinations. Gray: Invalid combinations, but consistent with the bound l(θv) ≤ l˜(v)
given by Smith and Weissman (1996).
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k ak − maxk ak for any sequence of nonnegative con-











Proof For any fixed d∗ ∈ {1, . . . , D} let ε = ∑k{maxd akd − akd∗ }. Now, ε ≥














akd, for all d∗ ∈ {1, . . . , D}.
unionsq
Theorem 3 Let an arbitrary RS process with extremal indices θ1, . . . , θD be
given by the coefficients a jkd, j ∈ I, k ∈ Z, d = 1, . . . , D, and α jkd, j ∈ F, 0 ≤
k ≤ Nj, d = 1, . . . , D. For all j, d let a∗jkd = 0 for all k except one k = k( j, d) ∈
arg maxk a jkd where a∗jkd = maxk a jkd, and aˆ jkd = 0 for k = k( j, d) and aˆ jkd =







l˜1−θ (v) = ∑ j
∑




k maxd α jkd.
(1) The functions l˜θ and l˜1−θ are valid dependence functions with sharp
upper and lower bounds given by l˜θ,min(v) = lmin(θv) = maxd θdvd,
l˜θ,max(v)= lmax(θv)=∑d θdvd, l˜1−θ,min(v)=maxd(1−θd)vd, and l˜1−θ,max(v)=∑
d(1 − θd)vd.
(2) It holds that
l˜θ,min(v) ≤ l(θv) ≤ l˜θ (v), (6)
l(θv) + l˜1−θ,min(v) ≤ l˜(v) ≤ l˜θ (v) + l˜1−θ (v), (7)
where equality applies for the last inequality iff for all j ∈ I and d =
1, . . . , D we have aˆ jkd = 0 for all k ∈ {k( j, 1), . . . , k( j, D)}.
(3) For any function l(θv) a corresponding M4 process exists such that
l˜(v) = 1, v ∈ SD.
Proof




jkdvd/θd it follows that the function l˜θ is
a dependence function. Analogously for l˜1−θ . Now, the assertion follows
from condition (L1).
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(2) Ineq. 6 follows directly from (1) and the respective definitions. Concern-
ing the left hand side of Eq. 7, we get by (1) and Lemma 1 that for all
v ∈ SD
l(θv) + l˜1−θ,min(v)





















































































α jkdvd = l˜(v).
Finally, the right hand side of Eq. 7 follows from the fact that
maxd a∗jkdvd + maxd aˆ jkdvd ≥ maxd(a∗jkd + aˆ jkd)vd. Equality holds for all
v ∈ SD iff aˆ jkd = 0 for all k ∈ {k( j, 1), . . . , k( j, D)}.
(3) Note that the swapping of the values of a jk1d and a jk2d does not change l
for any j, k1, k2, d, so that we may assume that for all j and k a∗jkd = 0 for

















Further, for all j and k, let the aˆ jkd be such that aˆ jkd = 0 for at most one
value of d, and aˆ jkd = 0 for all j, d and k ∈ {k( j, 1), . . . , k( j, D)}. Then,
l˜1−θ (v) = ∑d(1 − θd)vd by the above argumentation. Finally, by (2) we
have l˜(v) = l˜θ (v) + l˜1−θ (v) = 1, v ∈ SD. unionsq
Now, the incompatibility of θ1 = θ2 = 0.5 and θ(1) = 1, i.e. l(θ1) = l˜(1), in
Example 1 is highlighted additionally by Ineq. 7. There, we find that θd = 1, d =
1, . . . , D, or equivalently, l˜1−θ,min(1) = 0 is a necessary condition for θ(1) = 1.
In addition to Theorem 3 (1) and (2) see also Smith and Weissman (1996) who
discuss a special case for which l˜(v) − l(θv) is convex. There, using the notation
of Theorem 3, for D = 2 a process with k( j, 1) = k( j, 2), j ∈ I is considered.
Then, by Theorem 3 (2) we have that l˜(v) = l˜θ (v) + l˜1−θ (v) = l(θv) + l˜1−θ (v).
Now, l˜(v) − l(θv) is a valid dependence function by Theorem 3 (1) and hence
also a convex function. The fact that, in general, l˜(v) − l(θv) may be neither a
dependence function nor a convex function at all does not, however, allow for
the conclusion of arbitrariness of l and l˜ as will become clear in the rest of the
paper.
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Theorem 4 below gives sharp upper and lower bounds for θ(v) = l(θv)/l˜(v)
for all v ∈ SD given θd, d = 1, . . . , D, i.e. bounds for the entire multivariate
extremal index function given only marginal dependence in terms of θ(ed),
d = 1, . . . , D.
Theorem 4 Let (θ1, . . . , θD) be the closed set of multivariate extremal index
functions of all stationary max-stable processes with univariate extremal indices
θd ∈ (0, 1], d = 1, . . . , D. Define
θinf : SD → (0, 1], v → inf
θ∈(θ1,...,θD)
θ(v) ,










d θdvd + maxd(1 − θd)vd
.
In particular, θinf, θsup ∈ (θ1, . . . , θD).
Proof Let A = A(θ1, . . . , θD) be the class of RS processes A with coeffi-
cients a jkd, j ∈ I, k ∈ Z, α jkd, j ∈ F, 0 ≤ k ≤ N j, such that l(θed) = θd, d =
1, . . . , D. Now, using the same notation as in Theorem 3,
lmin(θv) ≤ θ(v | A) ≤ l(θv | A)




where the lower bound is sharp by property (L1) and Theorem 3 (3), the
second inequality holds with Theorem 3 (2) and the right hand side follows
from the discussion of the mapping x → xx+a , x, a ≥ 0. To show that the upper
bound is sharp consider A∗ ∈ A with I = {1, . . . , D}, F = {1}, a∗d1d = θd and
α∗11d = 1 − θd. Proposition 1 finalizes the proof. unionsq
Figure 2 gives a bivariate representation of the above bounds. Theorem 4
may equivalently be rewritten in terms of an improved lower bound for l˜(v)
making use of the additional information obtained by l(θv), and an improved
upper bound for l(θv) given θd and l˜(v).
Corollary 1 For any stationary max-stable process with univariate extremal
indices θd ∈ (0, 1], d = 1, . . . , D, it holds that for all v ∈ SD
l(θv)
∑
d θdvd + maxd(1 − θd)vd∑
d θdvd
≤ l˜(v) ≤ 1,
Capturing the multivariate extremal index: bounds and interconnections 363





Fig. 2 Bounds for θ(v) in the bivariate case: All admissible multivariate extremal index functions
















4 Exploring the extremal coefficients
The extremal coefficient φ˜ has been proposed as a summary measure for the in
general complex dependence structure of G˜(x) given by μ˜([0, x]c), see Smith
(1990). In effect, it is nothing but a single point of the respective dependence
function, namely
φ˜ = l˜(1) = Dl˜(D−11).
Nevertheless, due to properties (L1) and (L2) the extremal coefficient sub-
stantially restricts the possible shape of the entire dependence function l˜. Also,
the extremal coefficient φ˜ has been interpreted as the number of independent
variables in a multivariate setting. For a discussion of its further properties
see e.g. Schlather and Tawn (2003). So far, however, the bounds for θ(v)
derived in Section 3 do not incorporate any information in terms of the
extremal coefficient. Being a quotient measure of two dependence functions
it is therefore natural with respect to θ(v) to consider the effect of a fixed
extremal coefficient on the above bounds. Depending on the value of the
extremal coefficient it turns out that the bounds may be improved significantly;
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compare Fig. 3 with Fig. 2. Following Martins and Ferreira (2005a) we may also
look at
φ = l(θ1) = Dl(D−1θ1)
as a temporal dependence adjusted extremal coefficient. Here, a single point of
the dependence function of G(x) is held fixed thereby partially characterizing
the entire function l in the above sense. We therefore also discuss the corre-
sponding improvement of the bounds for θ(v) given φ, cf. Fig. 4. Note that the
structure of the improvement of the bounds is completely distinct for fixed φ
and φ˜, respectively, being reflected by the differing complexity of the particular
theorems below. Before we turn to the interrelationship between θ(v) and the
two extremal coefficients we discuss how the latter themselves are influenced
by marginal dependence.
Theorem 5 Let A be a non-empty subset of {1, . . . , D}. Then, for any station-
ary max-stable process with univariate extremal indices θd ∈ (0, 1], d ∈ A, the





(1 − θd) ≤ φ˜A ≤ |A| .
Proof The left inequality follows immediately from Theorem 3 (2). The right
inequality is well-known, and sharp by Theorem 3 (3). An M4 process with
I = {1} that reaches the lower bound is given by a11d = θd, a1kd = (1 − θd)/K
for k = 2, . . . , K + 1 and K large enough such that θd ≥ (1 − θd)/K for all d.
unionsq





Fig. 3 Upper and lower bounds for θ(v) as in Theorems 7 and 8 given φ˜ = 1.35 (thick line), φ˜ = 1.5
(dotted line), φ˜ = 1.8 (dash-dotted line) and φ˜ = 1.95 (thin line) for θ1 = 0.7, θ2 = 0.4.
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Fig. 4 Upper and lower bounds for θ(v) as in Theorem 9 given φ = 0.75 (thick line), φ = 0.8
(dotted line), φ = 1 (dash-dotted line) and φ = 1.05 (thin line) for θ1 = 0.7, θ2 = 0.4.
As a consequence of Theorem 5 the case φ˜ = 1 is restricted to identical
marginal dependence of all D series such that θ1 = . . . = θD, cf. Example 1.
It also follows from Theorem 5 that Proposition 2.1 (2) in Martins and Ferreira
(2005b) where G˜ is assumed to have totally dependent margins (i.e. φ˜ = 1)
loses generality and must be restricted to the special situation where θ1 = . . . =
θD. The case is addressed by the following corollary with A defined as above.
Corollary 2 If φ˜A = 1 then θm = θn for all m, n ∈ A, and θ(v) = θm, v ∈ S|A|.
Let now φ˜ be given. Theorem 6 below shows that the full set of possible
dependence functions l compatible with θ1, . . . , θD is not necessarily admissible
for all possible values of the extremal coefficient φ˜ and vice versa. Equiva-
lently, Theorem 6 extends the set of properties of φ = l(θ1) given in Martins
and Ferreira (2005a) by an improved upper bound related to φ˜.
Theorem 6 Let A be a subset of {1, . . . , D} with at least two elements. Then,
for any stationary max-stable process with univariate extremal indices θd ∈
(0, 1] for all d ∈ A and extremal index φ˜A the adjusted extremal coefficient φA is
limited by the sharp bounds
max
d∈A
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Proof Let φ = φA and φ˜ = φ˜A and let us restrict to an |A|-variate M4 process
where |A| > 1 by assumption. It is a well-known property of any depen-
dence function that maxd θd ≤ l(θ1) ≤ ∑d θd, see (L1). Further, l(θ1) ≤ l˜(1) −
maxd(1 − θd) is a direct consequence of Theorem 3 (1) and (2), and hence a
closer bound for φ is given if φ˜ − maxd(1 − θd) < ∑d θd .
1. We first give example processes reaching the bounds for the case φ˜ <∑
d θd+maxd(1 − θd). Consider the M4 process A where I ={1, 2}, a1dd =
cθd, a21d =(1 − c)θd, a2kd =(1 − θd)/K for k=2, . . . , K + 1 and c ∈ [0, 1).
Here, a21d >0, and K is chosen such that a21d ≥a2kd for all k and d. Further,
let B be the M4 process where I ={1, . . . , D+1}, bd1d =cθd, b D+1,1,d =
a21d, bD+1,k,d =a2kd, k = 2, . . . , K + 1, c ∈ [0, 1). Now, for
c = φ˜ − maxd θd − maxd(1 − θd)∑
d θd − maxd θd
∈ [0, 1)
φ˜ is attained for both processes. Also, A reaches the lower bound and B
reaches the upper bound for φ.
2. We now consider the case φ˜ ≥ ∑d θd + maxd(1 − θd). Let A be the
RS process where I = {1}, F = {1, 2}, a1dd = θd, α1dd = c(1 − θd), α21d =
(1 − c)(1 − θd), c ∈ [0, 1]. Further, consider the RS process B where I =
{1, . . . , D}, F = {1, 2}, bd1d = θd, β1dd = α1dd, β21d = α21d. Now, for
c = φ˜ −
∑
d θd − maxd(1 − θd)∑
d(1 − θd) − maxd(1 − θd)
∈ [0, 1]
φ˜ is attained for both processes where A reaches the lower bound and B
reaches the upper bound for φ. unionsq
With respect to the behavior of the multivariate extremal index we have the
following corollary.
Corollary 3 For any stationary max-stable process with univariate extremal
indices θd ∈ (0, 1], d = 1, . . . , D, and extremal coefficient φ˜ the multivariate
extremal index is bounded at 1 by
maxd θd
φ˜
≤ θ(1) = θ(D−11) ≤ min
{




In the following three theorems we generalize the above corollary for
D = 2, i.e. new bounds for the entire multivariate extremal index function are
given for fixed φ˜ and φ, respectively. Due to the complex interdependencies of
higher order dependence functions (Schlather and Tawn 2002) corresponding
bounds for D ≥ 3 are not known yet. From the following theorems note that,
in particular, for φ˜ = ∑d θd + maxd(1 − θd) in Theorem 7 the upper bound may
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not be improved as compared to Theorem 4 whereas for φ˜ = D in Theorem 8
the lower bound is unchanged. We state the following example for reference
in Theorems 7 and 9.
Example 2 Let X = X (θ1, θ2, φX ) be the class of RS processes X with coeffi-
cients x jkd, j ∈ I, k ∈ Z, d = 1, 2, and χ jkd, j ∈ F, 0 ≤ k ≤ Nj, d = 1, 2, such
that l(θed | X) = θd and l(θ1 | X) = φX ≤ φX . Consider X∗(θ1, θ2, φX ) ∈ X
with I = {1, 2, 3} , F = {1}, x∗d1d = φX − θ3−d, x∗31d =
∑
d θd − φX and χ∗11d =
1 − θd, where x jkd ≥0. Here, φX∗ =φX . Now, using the results of Theorem 3,
l(θv | X∗) = l˜θ (v | X∗) =
∑
d











v | X∗) = l˜1−θ,min(v),
l˜
(
v | X∗) = l˜θ
(
v | X∗) + l˜1−θ (v | X∗).
Then, l(θ1 | X∗) ≥ l(θ1 | X), and in conjunction with convexity and piecewise
linearity we have
l(θv | X∗) ≥ l(θv | X) for all X ∈ X .




















θv | X∗) + l˜1−θ,min
(
v
) = θ(v | X∗)
for all X ∈ X using the same argumentation as in the proof of Theorem 4 for
the second inequality.
Theorem 7 Let D = 2 and (θ1, θ2, φ˜) be the closed set of multivariate extremal
index functions θ of all stationary max-stable processes with univariate extremal
indices θ1, θ2 ∈ (0, 1] and extremal coefficient φ˜. Define
θsup : S2 → (0, 1], v → sup
θ∈(θ1,θ2,φ˜)
θ(v).
1. If φ˜ ≤ ∑d θd + maxd(1 − θd), then θsup ∈  and
θsup(v) =
(
1 + maxd(1 − θd)vd∑
d(φ
∗ − θ3−d)vd + (θ1 + θ2 − φ∗) maxd vd
)−1
,
where φ∗ = φ˜ − maxd(1 − θd).
2. If φ˜ >
∑







2 − φ˜)v3−d} +
(
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Proof The proof of Theorem 2 shows that (θ1, θ2, φ˜) is closed. Let B =
B(θ1, θ2, φ˜) be the class of RS processes B where l(θed | B)=θd and l˜(1 | B)= φ˜.
1. For X as in Example 2, B(θ1, θ2, φ˜) ⊂ X (θ1, θ2, φ˜ − maxd(1 − θd)) by
Theorem 6. Now, it is easily verified that X∗(θ1, θ2, φ˜ − maxd(1 − θd)) ∈ B.
2. Using the same notation as in Theorems 3 and 4 we have that B(θ1, θ2, φ˜) ⊂
A(θ1, θ2), and hence
θ(v | B) ≤ lmax(θv)
lmax(θv) + l˜1−θ,min(v)
=: θU,1(v).
Further, from l˜(1 | B) = φ˜ it follows by convexity and piecewise linearity
that l˜(v | B) ≥ ∑d vd − maxd{(2
∑
d vd − φ˜)vd} = 1 − (2 − φ˜) maxd vd, and
hence, a second upper bound is given by
θU,2(v) = lmax(θv)
1 − (2 − φ˜) maxd vd
.








lmax(θv) + l˜1−θ,min(v), 1 −
(




















is a sharp upper bound for valid dependence functions l˜1 and l˜2 consis-
tent with l(θv) = lmax(θv). Here, the second equation follows after some
lengthy but elementary calculations. Note that θsup is reached piecewise by
the RS example processes Bm ∈ B, m = 1, 2, where b m,d1d = θd, βm,11m =
1 − θm, βm,(1,1,3−m) = 2 − φ˜, βm,(1,2,3−m) = φ˜ − 1 − θ3−m, and βm,(1,2,3−m) ≥
0, m = 1, 2, by assumption on φ˜. Finally, for φ˜ < D by lack of convexity
of min{l˜1, l˜2} we have that θsup /∈  whereas for φ˜ = D it holds that l˜1 = l˜2,
and θsup ∈ . unionsq
Except for specific parameter values the lower bound for θ(v) given θ1, θ2
and φ˜ to be discussed next and represented in Fig. 3 appears to be of a more
complex form than the upper bound in the last theorem. For a motivation of
the structure of the processes involved we first give the following example
process. Namely, for the complex case when φ˜ <
∑
d θd + maxd(1 − θd), see
the theorem below, it will turn out to be a simple member of two classes of
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processes reaching the lower bound pointwise for certain values of v ∈ S2.
Further, for the remaining values of v ∈ S2 the process reaches the lower bound
piecewise. In the following example and in Theorem 8 we will make use of a




φ˜ − 1 + θ2 − θ1
















, V2,1 = V2 \ V2,2.
Example 3 For D = 2, θ1 > θ2, φ˜ < 1 + θ1 and v∗ ∈ S2 let C = C(θ1, θ2, φ˜, v∗1)
be the M4 process with coefficients c jkd, j ∈ I = {1, 2}, k ∈ N, d = 1, 2, where
c11d = (1 − qd)θd,
c2dd = qdθd,
c1kd = (1 − θ1)/K for k = 2, . . . , K + 1,
c1k2 = (θ1 − θ2)/K for k = 2 + K, . . . , 1 + 2K
for some qd ∈ [0, 1) specified below and K the smallest positive integer such
that c11d ≥ c1kd for k > 2, d = 1, 2. Further,
q2 = φ˜ − 1 + θ2 − θ1
θ2







∈ (0, 1) , v∗1 ∈ V1,
θ2
θ1
q2(1/v∗1 − 1) ∈ [0, 1) , v∗1 ∈ V2,1,
q2 , v∗1 ∈ V2,2 ∪ V3
such that c11d > 0. Now, for Z C1 = {( j, k) ∈ I × Z : c jkd > 0, d = 1, 2} ={(1, k) : k = 1, . . . , K + 1} and Z C2 = {( j, k) ∈ Z C1 : c jk1 = maxk c jk1} = {(1, 1)}
the meaning of which will become clear in the proof of the next theorem it
obviously holds that
1. l˜(1 | C) = φ˜,
2. c jk1 = c jk2, ( j, k) ∈ Z C1 \ Z C2 ,
3.
∑
( j,k)∈Z C1 \Z C2
c jk1 = 1 − θ1,
















, v∗1 ∈ V2,1, v∗2 = 1 − v∗1 ,
5. c112 = c111θ2/θ1, c222 = c211θ2/θ1, v∗1 ∈ V2,2 ∪ V3.
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Theorem 8 Let D = 2 and (θ1, θ2, φ˜) be the closed set of multivariate extremal
index functions θ for all stationary max-stable processes with univariate extremal
indices θ1, θ2 ∈ (0, 1] and extremal coefficient φ˜. Define
θinf : S2 → (0, 1], v → inf
θ∈(θ1,θ2,φ˜)
θ(v) .
1. If φ˜ ≥ ∑d θd + maxd(1 − θd) or θ1 = θ2, then θinf ∈  and
θinf(v) = maxd θdvd
φ˜ − 1 + (2 − φ˜) maxd vd
, v ∈ S2.
2. If θ1 > θ2 and φ˜ <
∑






1 − (2 − φ˜)v1







, v1 ∈ V2,
θ1v1
1 − (2 − φ˜)v2
, v1 ∈ V3,
where v2 = 1 − v1. In particular, θinf /∈ . The assertion for θ1 < θ2 is given
by symmetry.
Proof Again, by Proposition 1 it suffices to restrict to the respective bounds of
M4 processes.
1. For φ˜ ≥ ∑d θd + maxd(1 − θd) and θ1, θ2 ∈ (0, 1] consider a sequence of
M4 processes A with I = {1} given by a1dd = θd, a1kd = 2−φ˜K for k = D +
1, . . . , D + K, a1kd = φ˜−1−θdK ≥ 0 for k = D + dK + 1, . . . , D + (d + 1)K and
K such that θd ≥ a1kd for all k, d. Now, l(θv | A) = lmin(θv) and l˜(v | A) =
l˜max(v | φ˜) by convexity and piecewise linearity where l˜max(v | φ˜) is the overall
maximum of l˜(v) given φ˜.
For θ1 = θ2 and φ˜ < ∑d θd + maxd(1 − θd) = 1 + θ1 consider the process
C(θ1, θ1, φ˜, 0) in Example 3. We have that l(θv | C) = lmin(θv) and l˜(v | C) =
l˜max(v | φ˜) by convexity and piecewise linearity.
2. We consider separately the four subsets V1, V2,1, V2,2 and V3 for v1 with
v ∈ S2.
(1) For v1 ∈ V1 consider the process C(θ1, θ2, φ˜, v1) in Example 3. Now, l(θv |
C) = θ2v2 = lmin(θv) and l˜(v | C) = 1 − (2 − φ˜)v1 = l˜max(v | φ˜), v1 ∈ V1.
(2) Throughout this part we fix v ∈ S2 with v1 ∈ V2,1. Let B = B(θ1, θ2, φ˜) be
the class of M4 processes B with coefficients bjkd, j ∈ I, k ∈ Z, d = 1, 2,
where l(θed | B) = θd and l˜(1 | B) = φ˜. We will show that a process C with
l(θv | C) = lmin(θv) exists such that for all B ∈ B the inequality l˜(v | B) −
l˜(v | C) ≤ l(θv | B) − l(θv | C) holds. Then, l(θv | C)/l˜(v | C) = θinf(v) by
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discussion of the mapping x → x+ax+b , 0 ≤ a ≤ b, x ≥ 0. For the calculation
of l˜ it will be advantageous to replace the double index ( j, k) ∈ I × Z by a
single one, m ∈ Z. More precisely, let f : I × Z → Z, ( j, k) → f ( j, k) be
an arbitrary bijective mapping and define bmd = bf −1(m),d. Then,








vd − m(v | B),
with m(v | B) = ∑m∈Z mind bmdvd ≥ 0.
Let π be the projection π : I × Z → I, ( j, k) → j, and define g :=
π ◦ f −1 : Z → I, m → g(m) = j. Let b ∗jd = bj,k∗jd,d, for k∗jd ∈ arg maxk bjkd,
j ∈ I, d = 1, 2. Since the set of M4 processes B for which k∗jd is unique is
a dense subset of B we may assume uniqueness of k∗jd. Let Z B1 = {m ∈ Z :










bmd = 2 − φ˜ = m(1 | B). (8)
Let Z B2 =
{




m∈Z B1 \Z B2
bm1 ≤ 1 − θ1 (9)
such that
∑
m∈Z B1 \Z B2
min
d
bmd = 1 − θ1 − μ (10)
for 0 ≤ μ ≤ min{1 − θ1, φ˜ − 1 + θ2 − θ1}, where the latter follows from
the fact that






by Eqs. 10 and 8, and
∑
m∈Z B2 mind bmd ≤ mind
∑
m∈Z B2 bmd ≤ mind θd = θ2.
Note that from φ˜ < 1 + θ1, Eq. 8 and Ineq. 9 it follows that Z B2 = ∅. Now,
with
∑










vd = (1 − θ1 − μ)v1 (12)
we get





bmdvd + (1 − θ1 − μ)v1. (13)
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We consider the (disjoint) decomposition Z B2 = Z B2,1 ∪ Z B2,2 ∪ Z B2,3 where






bm1 = bm2 − ξm, m ∈ Z B2,1





bm1v1, m ∈ Z B2,1 ∪ Z B2,2








(bm2 + κm)v2, m ∈ Z B2,1 ∪ Z B2,2
(bm2 + κm)v2 + max{0, ηmv1 − κmv2}, m ∈ Z B2,3,
where ξm = bm2 − bm1 > 0, m ∈ Z B2,1, κm = b ∗g(m),2 − bm2 ≥ 0, m ∈ Z B2 ,









































































max{0, ηmv1 − κmv2} + sm1v1. (15)
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c∗j1 + γ j, j ∈ I, γ j ≥ 0, (16)
cm1 = cm2, m ∈ Z C1 \ Z C2 , (17)
∑
m∈Z C1 \Z C2
cm1 = 1 − θ1, (18)
cm2 = c∗g(m),2 =
v1
v2






γ j = θ2 − v1
v2
θ1. (20)
Here, Eq. 18 replaces the corresponding Ineq. 9 above. In particular, C
is not empty by Example 3. Since
∑
m∈Z C1 \Z C2 mind cmd = 1 − θ1 by Eqs. 17








cm2 = 1 − φ˜ + θ1. (21)











= (1 − φ˜ − θ2
)
v2 + θ1, v ∈ S2, (22)
where Eq. 22 follows from Eq. 20. Further, by Eqs. 19 and 17,










m∈Z C1 \Z C2
cm1v1 (23)
= 1 − (φ˜ − θ1 + θ2
)
v2, (24)
where Eq. 24 follows with Eqs. 22 and 18. To conclude the proof we will
make use of the following four results.
First, by Eq. 16 and the definition of sm2 we have
l(θv | C) = lmin(θv) = θ2v2 = sm2v2 +
∑
m∈Z B2
b ∗g(m),2v2, v1 ∈ V2,1. (25)
Eqs. 21 and 11 imply
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cm1v1 + θ2v2 − θ1v1. (27)
Finally, by Eqs. 23 and 18 and Ineq. 13








bmdvd + μv1. (28)
Now,
l(θv | B) − l(θv | C) = l(θv | B) − θ2v2
≥ sm1v1 − sm2v2 +
∑
m∈Z B2,3




















≥ m(v | C) − m(v | B), (31)
where Ineq. 29 holds with Ineq. 15 and Eq. 25, Eq. 30 holds with Eqs. 26,
27 and the definition of sm1, and Ineq. 31 finally follows from Ineq. 28.
(3) Let v ∈ S2 with v1 ∈ V2,2 be fixed. The proof is similar to that of part (2)
and uses the same notation where possible. Let now C be the class of M4




c∗j1 − γ j, j ∈ I, γ j ≥ 0,
∑
j∈I
γ j = v1
v2
θ1 − θ2, (32)
and Eqs. 17 and 18 hold. From Eq. 32 we get for m ∈ Z C2 that
cm2 = v1
v2
cm1 − γg(m) − εm ≤ cm1, (33)
where 0 ≤ εm ≤ v1v2 cm1 − γg(m) accounts for the fact that cm2 ≤ c∗g(m),2.
Again, C is not empty by Example 3, where γ j = c∗j1(v1/v2 − θ2/θ1) and
l(θv | C) = lmin(θv) = θ1v1 (34)
by Eq. 32. From Eq. 33 it follows that cm1v1 ≥ cm2v2, v1 ∈ V2,2, and hence





m∈Z C1 \Z C2
cm1v1. (35)
Further, following the argumentation there, Eq. 21 holds with Eq. 33
instead of Eq. 19. Now, with Eqs. 35 and 18 it follows that
m(v | C) = (1 − φ˜ + θ1)v2 + (1 − θ1)v1. (36)
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Consider again the class B as in part (2). Using the above decomposition
of Z B2 we may write






(bm2v2 − bm1v1) +
∑




Eq. 11 states that 1 − φ˜ + θ1 + μ = ∑m∈Z B2 mind bmd ≤
∑
m∈Z B2 bm2. Now,





m∈Z B1 \Z B2
min
d
bmdvd ≥ (1 − φ˜ + θ1 + μ)v2 + (1 − θ1 − μ)v1
≥ (1 − φ˜ + θ1)v2 + (1 − θ1)v1
= m(v | C),
and hence
m(v | C) − m(v | B) ≤
∑
m∈Z B2,1∪Z B2,2






bm1v1 + (bm2v2 − bm1v1 + κmv2), m ∈ Z B2,1 ∪ Z B2,2

















max{0, κmv2 − ηmv1}. (38)
By definition,















l(θv | B) − l(θv | C) = l(θv | B) − θ1v1 (40)










(bm2v2 − bm1v1) (42)
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where Eq. 40 holds with Eq. 34, Eq. 41 holds with Eq. 14, and Ineq. 42
follows from Eqs. 39 and 38. Finally, by Ineq. 37 and the argumentation
at the beginning of part (2) we have that θinf(v) = θ(v | C).
(4) For v1 ∈ V3 consider the process C(θ1, θ2, φ˜, v1) in Example 3 and apply
the same argumentation as in part (1). unionsq
Finally, we consider the case where φ instead of φ˜ is given, cf. Fig. 4.
Theorem 9 Let D = 2 and (θ1, θ2, φ) be the closed set of multivariate extremal
index functions θ for all stationary max-stable processes with univariate extremal
indices θ1, θ2 ∈ (0, 1] and adjusted extremal coefficient φ = l(θ1) = φ˜ θ(1). Let
θinf and θsup be defined analogously to Theorems 7 and 8. Then,
θsup(v) =
(
1 + maxd(1 − θd)vd∑





{max{θd − 2(θd − φ/2)v3−d, θ3−dv3−d}} .
Further, θsup ∈  for all φ, and θinf /∈  iff maxd θd < φ < ∑d θd.
Proof Let B = B(θ1, θ2, φ) be the class of RS processes B with coefficients
bjkd, j ∈ I, k ∈ Z, d = 1, 2, and β jkd, j ∈ F, 0 ≤ k ≤ N j, d = 1, 2, such that
l(θed | B) = θd and l(θ1 | B) = φ.
The equality for θsup follows by Example 2 and the fact that B ⊆ X (θ1, θ2, φ),
where X∗(θ1, θ2, φ) ∈ B.
To show the equality for θinf note that from l(θ1 | B) = φ it holds by (L1)
and (L2) that
l(θv | B) ≥ min
d
{max{θd − 2(θd − φ/2)v3−d, θ3−dv3−d}}
= min{l1(v), l2(v)} = θinf(v),
where l1 and l2 are valid dependence functions, see below. Then, the last
equation follows from Theorem 3 (3). Further, θinf is not a valid dependence
function for maxd θd < φ <
∑
d θd by lack of convexity, and θinf(v) =
∑
d θdvd
for φ = ∑d θd and θinf(v) = maxd θdvd for φ = maxd θd.
Finally, note that θinf is reached piecewise by the RS example processes
Bm ∈B, m = 1, 2, where bm,11m =φ − θ3−m, bm,21m =∑d θd − φ, bm,(2,2,3−m) =
θ3−m, βm,1dd = 1 − θd. unionsq
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