We discuss the effects of quantum and thermal fluctuations on the Majorana edge states in a topological atomic wire coupled to a superfluid molecular gas with gapless excitations. We find that the coupling between the Majorana edge states remains exponentially decaying with the length of the wire, even at finite temperatures smaller than the energy gap for bulk excitations in the wire. This exponential dependence is controlled solely by the localization length of the Majorana states. The fluctuations, on the other hand, provide the dominant contribution to the preexponential factor, which increases with temperature and the length of the wire. We also find that an initial correlation between Majorana edge states decays at finite temperatures to its stationary value after some thermalization time. This stationary value is sensitive to the temperature and to the length of the wire, and vanishes in the thermodynamic limit. However, in a mesoscopic system at a sufficiently low temparature, the decay of the correlation can be small, providing the possibility for quantum manipulations with Majorana fermions.
I. INTRODUCTION.
Majorana fermions [1] (or Ising anyons) are probably the simplest example of non-Abelian anyons -quantum objects with exchange operations resulting in non-commuting unitary transformations on the space of degenerate ground states (see, for example [2] [3] [4] and references therein). The emerging non-Abelian statistics has not only fundamental importance as an alternative to the canonical bosonic and fermionic ones, but also provides tools for topological quantum computation [2, [5] [6] [7] [8] . In many-body systems, non-Abelian anyons can emerge as quasi-particles in topological ordered states [9] [10] [11] . One of the simplest systems exhibiting Majorana fermions, is a one-dimensional (1D) topological superconductor -a system of 1D spinless fermions with a nearest-neighbors (in a lattice realization [12] ) or p-wave (in a continuos one [13] ) pairing amplitude, in which Majorana fermions appear as edge states. A variety of physical setups have been proposed for the realization of the corresponding Hamiltonians both in solidstate structures [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] and in systems of ultracold atoms and molecules [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . Based on these proposals, resent experiments [37] [38] [39] [40] [41] [42] [43] provide strong evidences for the existence of Majorana states and make an important step toward an experimental demonstration of the existence of objects with non-Abelian statistics.
A key element of most of the considered setups for the realization of Majorana states is a coupling of the onedimensional fermions to a reservoir which serves a source of pairs to generate an effective p-wave (or nearest-neighbor) pairing amplitude. In the realizations with solid-state systems [17] [18] [19] [20] [21] [22] , the reservoir is a bulk superconductor and the coupling is due to the proximity effect. In the atom-molecule realizations [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] , the reservoir is a cloud of molecular BEC and the coupling involves some molecular dissociation mechanism. The two reservoirs, being absolutely similar on a mean-field level in providing the p-wave pairing amplitude for fermions, have very different low-energy excitations and, therefore, their quantum and thermal fluctuations behave differently. In a solid state superconducting reservoir, one has gapped single-particle excitations, whereas the excitations in a superfluid molecular reservoir are gapless collective modes -Bogoliubov sound. As a result, the correlations between fluctuations in a solid-state superconducting reservoir are short-range, and their account do not change the mean-field result -the coupling between Majorana edge states remains exponentially decaying with the distance between them [44] . On the other hand, the decay of correlations between fluctuations in a molecular superfluid reservoir follows a power law, raising the question of their effects on the mean-field results.
In this paper we discuss the effects of quantum and thermal fluctuations in a molecular superfluid reservoir on the properties of Majorana fermion edge states in a finite one-dimension system of fermionic atoms in a lattice. Our consideration is based on a generic microscopic Hamiltonian describing a coupled system of atoms in the lattice and a surrounded superfluid molecular cloud.
The paper is organized as follows. In Sec. II we describe our microscopic model and show the emergence of the Kitaev Hamiltonian for fermions in the lattice, as well as the terms in the Hamiltonian describing excitations in the reservoir and their interactions with fermionic excitations in the wire. The properties of the emerging Majorana edge states and excitations are discussed in Sec. III. The interactions between excitations in the fermionic wire and in the reservoir are the topic of Sec. IV, and the analysis of their effects on the properties on the Majorana fermions are presented in Secs. V and VI at zero temperature and in Sec. VII at finite temperatures. The consequences and the proposals for optimal experimental conditions are briefly discussed in Sec. VIII. Technical details are given in three Appendices: In Appendix A we present a detailed description of a possible scenario leading to our microscopic Hamiltonian, which can be viewed as a new proposal for experimental realization, as well as an example demonstrating typical behavior of the microscopic Hamiltonian and properties of the Majorana fermions when changing experimental conditions. Appendix B contains analytical solutions of the Bogoliubov-de Gennes equations for the wave functions and the eigenenergy of the Majorana fermions in a finite Kitaev chain with open boundary conditions. In Appendix C we give details of the calculations of corrections to the coupling between Majorana modes.
II. MICROSCOPIC MODEL.
We consider a system of single-component fermionic atoms in a one-dimensional (1D) optical lattice (wire) coupled to a Bose-condensed gas of homonuclear molecules (reservoir) made of two fermionic atoms in different internal states [45] . The most essential for our purposes part of this coupling is a process converting a molecule from the reservoir into two atoms in the wire (and vice versa). An underlying physical mechanism of this conversion could be, for example, radio-frequency assisted dissociation [26] or tunneling [29] . In Appendix A, we present another possible mechanism involving Raman transitions between different internal states of atoms. To be more specific, we consider the Hamiltonian
where H BEC is the Hamiltonian for the molecular reservoir,
withφ(r) being the field operator of diatomic molecules with the mass m = 2m a and the binding energy E b = 2 /m a a 2 s , where a s is the scattering length between the atoms forming the molecule, g M = 4π
2 a M /m is the molecular coupling constant with a M being the molecule-molecule scattering length (a M ≈ 0.6a s , see [46, 47] ), and µ M is the molecular chemical potential. In the following, we will consider the regime of weak interaction n M a 3 M < 1, where n M is the density of molecules.
The second term in Hamiltonian (1)
describes fermionic atoms in the wire. Hereâ j andâ † j are fermionic annihilation and creation operators on a site j, respectively, J is the hopping amplitude, and µ 0 is the fermionic chemical potential.
The conversion of a molecule from the reservoir into two atoms in the wire is described by the third term in Hamiltonian (1)
Here, the explicit form of the amplitude K j (r) relies on the specific realization of the conversion mechanism (see, for example, Ref. [29] or Appendix A). Finally, the last term in Hamiltonian (1)
describes a short-range interaction between atoms and molecules (assuming their spatial overlap) with g j (r) = g aM w 2 (r − r j ), where g aM is the atom-molecule interaction and w(r − r j ) is the Wannier function centered on the site j in the wire.
Note that in writing the Hamiltonians H conv and H int , we take into account only the nearest-neighbour and on-site terms, respectively, assuming the condition a s < a that the size of the molecule a s is smaller than the lattice spacing a. Intuitively, this condition arises naturally in optimizing the conversion, because too small or too large molecules will lead to smaller overlap of their wave function with Wannier functions on different sites of the wire, and therefore, results in a smaller conversion amplitude K (see, for example, Appendix A).
Assuming zero temperature at the moment, we will treat the Hamiltonian (1) within the Bogoliubov framework by decomposing the molecular field operatorφ(r) into a mean-field part and quantum fluctuations,φ(r) = φ 0 (r) + δφ(r), with φ 0 (r) = φ (r) being the mean-field condensate function and δφ(r) representing the quantum fluctuations respectively. With this decomposition, Hamiltonian (1) can be recast into a sum of three components
where
is the mean-field BEC Hamiltonian,
is the Kitaev Hamiltonian [12] for fermionic atoms with the pairing amplitude
= H
c1 + H
c2 + H
where the terms in the first line (the Hamiltonian H
c1 ) couple phonons to the "zero-energy" modeα M , the terms in the second line (H (3) c2 ) couple phonons with the "zero-energy" modeα M and the gapped modesα ν , and the terms in the last line (H (3) c3 ) describe coupling of phonon to the gapped modes.
With the use of Eqs. (15) , (22) and (23) , it is easy to see that the matrix element O (n) qM M contains the products of the Majorana wave functions belonging to different edges
and is exponentially small with the system size, O
As a result, the leading (second order) contribution of H (3) c1 is proportional to E 2 M and can be neglected. We therefore have to consider only the Hamiltonians H (3) c2 and H (3) c3 . The Hamiltonian H (3) c2 can be conveniently written in the form
and
contain the wave function of the left f Lj and of the right f Rj Majorana modes, respectively, and are linear in both bosonic operators δφ(r) and δφ † (r) of the reservoir and fermionic operatorsâ j andâ † j of the gapped modes. The above relations between the + and − operators suggest another form for H (3) c2 ,
which will be used below for the analysis of different contributions to δE M .
V. EFFECTS OF INTERACTIONS BETWEEN QUASIPARTICLES. ZERO TEMPERATURE.
In order to calculate the energy correction δE M to the energy E M resulting from the second line of Eq. (31) , one has to compare the corrections to the energies of the ground state |0 and of the state |M =α † M |0 in which only the edge mode is populated, given by
The corrections to the ground state energy originates from the processes with simultaneous creation and then annihilation of two fermionic excitations (the edge mode and a bulk one) and one phonon, described by the O (a2) qνM -term, while the correction to the energy of the state |M involves simultaneous annihilation of the edge-mode excitation and creation of a bulk fermionic excitation and a phonon, O (n1) qνM -term, followed by the reverse process. Direct application of the perturbation theory yields
where in the second line we have neglected terms ∼ E 2 M /∆ m E M . It should be mentioned that the Hamiltonian H (3) c3 contributes equally to the energies of the two states and, hence, the corresponding contributions cancel each other. Note that the relevant intermediate states contain a phonon and a gapped bulk excitation such that E ν + q > |∆| in the denominators in Eq. (35) . Having also in mind that the matrix elements in the numerators involve the wave functions of the edge modes, we therefore could expect an exponential decay of δE M with the system size L.
Another form of the expression for δE M can be obtained by writing the matrix elements in the form [see Eqs. (31) and (34) ]
2O
(a2)
After straightforward calculations we then obtain the following expressions for δE (1) M and δE
which can also be obtained by direct application of the perturbation theory with the interaction Hamiltonian H
given by Eq. (34) . The expressions (35) for δE M can be recast into a more transparent form in terms of correlation functions as
where H
c2I (τ ) is the interaction Hamiltonian H
c2 in the interaction representation, H
c2 exp(−iH 0 τ / ), and δ → +0. [Eq. (35) is recovered after inserting the complete set of intermediate state |qν with one bosonic and one gapped fermionic excitation.] This expression shows that the energy change δE M results entirely from the edges of the wire because, as it was mentioned above, all correlations in the bulk for the two states |M and |0 are equal. After using the form of H (3) c2 given by Eq. (34), the expression (40) can be rewritten as
which provides another form of Eqs. (38) , and (39) for δE (1) M and δE (2) M , which are more convenient for calculations (see below). The above results show that the correction to the energy of the α M mode involve two different types of correlations: The contribution δE (1) M involves long-range correlations between different edges, while the contribution δE (2) M contains local correlations at the edges. As a result, the system-size dependence of δE (2) M is controlled solely by the localization length l M of the Majorana wave functions via the energy E M of the mode, δE
M results from the interplay between l M and the bulk coherence length ξ BCS of the wire, δE (1) M ∼ exp(−La/l), where l = max{l M , ξ BCS }. To see this, we can write δE (1) M in the form
where G 1 (j − j ) is the correlation function for the excitation pair (bosonic excitation in the condensate and fermionic excitation in the wire) between the points j and j . Because the energy of this excitation pair is gapped by the gap in the spectrum of fermionic excitations, E ν + q ≥ ∆ m , we have G 1 (j −j ) ∼ exp(−a |j − j | /ξ BCS ) for large |j − j |. As a result, for l M > ξ BCS , the leading contribution corresponds to j ≈ j and comes from the overlap of the Majorana wave functions f Lj and f Rj in the bulk of the wire.
An alternative derivation of the energy splitting δE M is based on the Green's function technique (see, for example, Ref. [48] ), which applies to both the zero temperature and finite temperature regime which we will discuss later. In the Green's function approach, the energies of excitation correspond to the poles of the Green's function considered as a function of the frequency ω. The Green's function for the 'zero-energy' edge mode α M is defined as
Here, T{α M (τ )α † M (0)} is the time-ordered product of Heisenberg operators α M (τ ) and α M (0) = α M , where the evolution is defined by the Hamiltonian
c2 , and the averaging is over the exact ground state of this Hamiltonian. The Green's function G M (ω) can be found from the Dyson equation
−1 is the bare Green's function and Σ M (ω) is the self-energy of the α-mode, such that finding the renormalized energy of the α-mode reduces to solving the equation
At zero temperature and in the considered second-order of the perturbation theory, the self-energy Σ M (ω) results from only two normal (with one incoming and one outgoing lines of the α-mode) contributions as illustrated in Fig. 1 . There, the solid line corresponds to the bare Green's function of a gapped fermionic excitation G 
After solving Eq. (42) to the lowest order in the perturbation,
we recover the expression (35) for δE M . It should be mentioned that the terms in H 
. These "anomalous" terms, however, are proportional to the frequency, ∆ M (ω) ∼ ω for small ω (as a consequence of the Fermi-Dirac statistics) and, therefore, does not affect the leading second-order solution (44) or (35) of the equation (42) . In other words, these frequency-proportional anomalous terms do not "open a gap". This is in contrast to the standard pairing case where (constant) anomalous terms open the gap ∼ |∆| 2 , which in our case would not contain exponential smallness with the system size. 
VI. EVALUATION OF THE ENERGY CORRECTIONS.
Equipped with the understanding concerning how the gapless bosonic excitations in the reservoir affect the Majorana fermions in the atomic wire, we now proceed with the evaluation of the correction to the energy δE M . As it can be seen from the expressions and discussion above, the answer strongly depends on the relations between different scales that characterize the wire (a, l M , and ξ BCS ) and the condensate (a s and ξ BEC ), respectively. In the following, we consider a s ∼ a (this corresponds to an optimum atom-molecule conversion, as it was mentioned above) and n M a 
, when the bulk quasiparticle spectrum E k = 2J (cos ka + β) 2 + α 2 sin 2 ka has two minima at ±k F inside the Brillouin zone −π/a ≤ k ≤ π/a. Near these minima, the excitation spectrum is
) is the energy gap, and υ F = 2Ja 1 − α 2 − β 2 /(1 − α 2 ) is the Fermi velocity. The bulk coherent length is then readily derived as
The Majorana wave functions f Lj , f Rj , and the energy E M of the edge mode can be obtained by solving the Bogoliubov-de Gennes equations for a chain of a finite length L with open boundary conditions. Under the considered assumptions, the wave functions are (see detailed derivations in Appendix B ) f Lj ≈ 2 |A| ρ ja/2 sin(jθ) and
Therefore, the Majorana localization length reads
and we can now easily see that l M ξ BCS a (for |α| ∼ 1) under the assumed conditions. This means that the L-dependence of δE (1) M and, therefore, of δE M is controlled by the localization length of the Majorana wave functions
To provide analytic expressions for the energy corrections δE
M and δE
M , we use the local approximation for the fermionic-bosonic couplings in Eqs. (32) and (33): K jj (r) → K 0 δ(r − r j ) and g j (r) → g 0 δ(r − r j ) with K 0 = drK jj (r) and g 0 = drg j (r), respectively, and the standard BCS expressions for the wave functions of gapped fermionic modes:
the effects of the boundary on the properties of the extended wave functions in the bulk. In addition, for the calculation of δE
M we take into account only the phonon-part of the bosonic excitation spectrum, corresponding to wave vectors q a −1 (∼ ξ −1 BEC ). This is because the leading contribution comes from the bulk of the wire with relevant distances a. With these approximations and the assumption l M > ξ BCS , the leading contribution to the energy correction δE (1) M can be estimated as (see Appendix C for details)
whereẼ p = E p /2J, A and θ are the normalization constant and phase of the Majorana wave function f Lj and f Rj ; the function I(p) is defined as
with Γ(z) being the gamma function and λ = 2Ja/ c. The parameter λ has the meaning of the ratio between the Fermi velocity (when µ ≈ 0) and the sound velocity, and under typical experimental conditions (see Appendix A), one has λ 1. Then, for the case |β| 1 and |α| 1, we can estimate (within 10 percent accuracy) δE
To estimate the correction δE
M , we can write the corresponding expression in the form
where G 2 (j − j ) is the correlation function for the excitation pair (bosonic excitation in the condensate and fermionic excitation in the wire) between the points j and j (see Appendix C for details). An estimate can now be obtained as
where we used the normalization of the functions f Lj and f Rj to get the final expression. The calculation of the G 2 (0) gives (see Appendix C)
such that the leading contribution that comes from the first term in the bracket, reads
As a result we get
This result shows that the effects of fluctuations become dominant for sufficiently large L, although still remaining exponentially small with the size of the wire. For typical values for the ratio ∆/E R of the order of 10 −2 (see, for example, Ref. [29] and Appendix A), the effects of the fluctuations will be important for L 10 2 . On the other hand, for the considered case µ ≈ 0, ∆ J, we have l M ∼ a and, hence, for such lengths the energy E M itself is practically zero. We thus conclude that in this case the lower limit on the time for adiabatic operations with Majorana fermions, is set by E M , Eq. (45).
VII. EFFECTS OF INTERACTIONS BETWEEN QUASIPARTICLES. FINITE TEMPERATURES.
Let us now turn to the case of finite but small temperature T |∆|. Note that because |∆| E b ∼ E R , we can completely ignore the processes of molecular dissociation and vortex formation in the condensate such that the only relevant excitation in the reservoir are bosonic excitations described by the operatorsb q . This implies that the parity of the wire is conserved.
The studies of temperature effects are most easily done using Matsubara technique (see, for example [48] ), in which one calculates the Matsubara Green's function G T M (iε n ) of the mode α M as a function of Matsubara frequencies ε n = πT (1 + 2n). Being analytically continued in the upper half-plane of (complex) frequency iε n → ε + i0 from Matsubara ε n to real frequency ε, one obtains the retarded Green's function G R M (ε). The pole of this function is in general at some complex frequency ε * = ε * + iε * with ε * determining the eigenenergy and ε * = 1/τ the life-time τ of the mode. The calculation of the Matsubara Green's function is very similar to that of the Green's function at zero temperature and based on the Dyson equation
with the Matsubara self-energy ± T M (iε n ) and
The lowest (second-order) contribution to the self-energy are shown in Fig. 1 (with real frequencies replaced by Matsubara ones) and Fig. 3 where the solid and dashed lines corresponds to
(Note that, similar to the T = 0 case, the "anomalous" contributions can be ignored.) After performing the summation over the (bosonic) Matsubara frequency ω m = 2πT m, we obtain
with n F ν (T ) and n Bq (T ) being the fermionic and bosonic occupation numbers of the gapped modes α v and excitations b q in the condensate, respectively. With the analytic continuation iε n → ε+i0, an approximate solution of the equation
for the pole of the Green's function reads
) to the energy of the mode α M , as well as its inverse life-time τ
Note that the first term Σ
T M (E M ) which generalizes Eq. (43) to finite temperatures, contributes to δ T E M only because the energy denominators are never zero (for this reason we skipped the i0 there), while the second term Σ 
(52) which recovers Eqs. (38) and (39) 
The corresponding expression reads
and contains again two different types of correlations: long-range correlations between the edges (the first line) and short-range correlations at the edges (the second line). The real part of Σ (2) T M (E M + i0) contains terms with the correlations of the both types:
while the dominant contribution to the imaginary part of Σ
T M (E M + i0) and, therefore, to the life-time τ M , comes from the short-range correlations:
where we neglected terms which are exponentially small in the system size L. It follows from Eqs. (52) and (53) that the correction to the energy δ T E M and, therefore, the energy itself, remains exponentially small with the system size L, even at finite temperatures T ∆. The leading temperature correction to the zero-temperature result (51) comes from low-energy bosonic excitations with q T E ν (the number of fermionic excitations n F ν (T ) is exponentially small at such temperatures and can be neglected) and is proportional to T 2 exp(−aL/l M ), where the power is determined by the space volume of phonons (∼ T 3 ) and by the square of the matrix elements (∼ q −1 ∼ T −1 ). On the other hand, the life-time τ M , Eq. (54), being determined by the correlations at the edges, does not depend on the system size L but strongly depends on temperature, τ M ∼ exp(∆/T ), reflecting exponentially small number of thermal excitations with energies larger than the gap ∆ in the wire,
The reason for such temperature dependence is the conservation of the parity: The change in the population of the "zero"-energy α M mode has to be accompanied by the change in the population of one of the gapped mode α ν . For this one needs either a bosonic excitation with the energy larger than ∆ to excite a gapped fermionic mode (terms α M α † ν b q or α † M α † ν b q in the Hamiltonian), or a gapped fermionic excitation to be annihilated with emission of a bosonic excitation (α M α ν b † q or α † M α ν b † q terms). In both cases, the probability to find such excitation is of the order of exp(−∆/T ).
The life-time τ M provides an estimate for the thermalization time of the mode α and, therefore, for "relaxation" time of Majorana correlations -the time during which initially-created correlations evolve to their stationary values. If, for example, we start with unpopulated mode α M (i.e., −i γ L γ R = 1), than for times t > τ M the occupation n M (t) = α † M (t)α M (t) of the mode and the associated Majoranas correlation −i γ L (t)γ R (t) can be estimated as
This estimate is based on purely statistical arguments with an account of the parity constraint. (Without this constraint, the mode α M will be effectively at infinite temperature with n M (t) − 1/2 ∼ exp(−E M /T ) ≈ 0 for any realistic temperature T .) It shows that no correlations between Majorana fermions survive at finite temperature in the thermodynamic limit L → ∞. On the other hand, in a mesoscopic system, the thermal degradation of the initial correlations can still be sufficiently small to allow quantum operation with Majorana fermions in systems of cold atoms and molecules (see, for example, Refs. [30] and [31] ) with acceptable fidelity.
VIII. CONCLUDING REMARKS.
Our results show the prospect for creation and manipulation of Majorana fermions in ultra-cold system of atoms and molecules. For a Kitaev's topological wire which can be realized by coupling fermionic atoms in an optical lattice to a superfluid molecular reservoir, we have shown that the coupling between Majorana edge states in the wire and the corresponding splitting in the ground state degeneracy decay exponentially with the length of the wire. This results also holds at finite temperatures lower than the gap ∆ of the bulk fermionic excitations in the wire. Keeping in mind the possibility to have the localization length of the Majorana edge states of the order of few lattice spacings, this ensures that already short wires with the length L 10 are already sufficient for creation of wellseparated Majorana edge states, and for their detection as "zero-energy" edge states via, for example, spectroscopic measurements [26, 28, 29] .
On the other hand, thermal fluctuations result in the decay of the correlations between the Majorana edge states, with the surviving values exponentially decaying with the length of the wire L. This limits the possibility of quantum manipulations with Majorana fermions and strongly reduces the fidelity of quantum operations, making them possible only in mesoscopic wires. An optimal length of the wire corresponds to a compromise between the two exponents in Eqs. (45) , (51) and (55), depending on experimental condition and required accuracy for quantum operations. As an example, for L = 10 we will have 70% of the initial correlations for ∆/T = 4 and 90% for ∆/T = 5. Assuming l M = 3a for the localization length of the Majorana fermions, we will have E M /∆ ∼ 10 −2 for the coupling between them and for the corresponding degeneracy splitting of the ground state. These estimates show that the demonstration of non-Abelian statistics of Majorana fermions via their braiding in ultracold atom-molecular systems is not unrealistic.
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Appendix A: Microscopic Model
Here we describe a realization of the Kitaev Hamiltonian using fermionic atoms in an optical lattice coupled to a superfluid reservoir through Raman lasers. We shall first illustrate our microscopic model for a setup in which the reservoir is a molecular BEC, and derive the effective Hamiltonian (1) in the main text. Later, we will extend to more general cases where the superfluid reservoir consists of fermion pairs in the BEC-BCS crossover regime.
Setup and microscopic Hamiltonian
We consider fermionic atoms in three internal states, labeled as |↑ , |↓ and |3 , having energies ε ↑ , ε ↓ , and ε 3 , respectively. Atoms in the state |3 can be trapped in a strongly anisotropic optical lattice where tunneling is only allowed in one direction, leading to the realization of a quasi-1D fermionic quantum gas (wire). Atoms in the internal states |↑ and |↓ can form a Feshbach molecule. The molecules are cooled to form a molecular BEC at sufficiently low temperature, which acts as a reservoir for pairs of atoms in the lattice.
For the atoms in the wire, the corresponding field operatorχ 3 (r) can be expanded on the basis of Wannier functions asχ
whereâ j is the annihilation operator for an atom at the lattice site r j = jae x + y 0 e y + z 0 e z with a being the spatial period in the x-direction, and we assume a Gaussian form for the Wannier function (in the lowest band tight binding approximation)
with σ x and σ ⊥ being the extension of the Wannier function w(r) in the x-and transverse directions, respectively, which satisfy the condition σ ⊥ σ x a. The Hamiltonian for atoms hopping freely in the wire therefore reads
where 3 = 3 − ε lat is the chemical potential of a bare atom trapped in each well in the lattice and, and as usual, we limit ourselves to the nearest-neighbor hopping J 0 . For the atoms in the internal state |σ in the bulk reservoir (with volume V ), the corresponding field operatorχ σ (r) can be written in terms of 'plane waves' asχ 
with ϕ k being the molecular wave function (in the momentum space)
When the molecules are sufficiently cooled to form a molecular condensate, the corresponding Hamiltonian reads, (for simplicity we assume that molecules do not feel the optical lattice potential)
where m = 2m a is the mass of the molecule, g M = 4π 2 a M /m is the coupling constant with a M ≈ 0.6a s [46] being the molecule-molecule scattering length, and µ M is the chemical potential of molecules in the condensate. Hereafter, we will assume weak interaction regime n M a 3 M < 1, where n M is the density of molecules. The coupling between the atoms in the wire and the molecules in the reservoir is introduced via a set of Raman transitions between the atomic internal state |3 and the states |σ , described by the Hamiltonian (after the rotatingwave approximation)
where Ω σ is the Rabi frequency, while ω σ and k σ are the frequency and momentum of the Raman laser, respectively. A crucial condition in Eq. (A6) is to have k ↑ = k ↓ for the reasons that will soon become clear. By using Eqs. (A1) and (A4), we rewrite Hamiltonian (A6) as
with
being the Fourier transformation of the Wannier function w(r). Overall, the total Hamiltonian for an atomic wire coupled to a molecular reservoir via Raman beams can be written as
where the Hamiltonian H int describes the short-range interaction between atoms in the lattice and molecules in the BEC, reading
with g aM being the corresponding coupling constant (the corresponding scattering length a aM ≈ 1.2a s , see [46, 47] ) and g j (r) = g aM w(r − r j ) 2 . As we shall show below, the crucial ingredient in the Hamiltonian (1) consists in the Raman transitions between the atomic internal states (H R ), which provide a mechanism to inducing the p-wave pairing term in the wire out of the s-wave superfluid reservoir.
FIG. 4. (Color online)
A schematic illustration of the mechanism converting a molecule from the condensate into a pair of atoms in the optical lattice via two successive off-resonant Raman transitions. The first Raman transition changes the internal state of a constituent atom in the molecule (|M = | ↑↓ ), from |↓ (↑) to |3 . As a result, the molecule is broken into one atom trapped in the lattice site j and one unpaired |↑ (↓) atom with momenta k. This unpaired atom is transferred into the lattice after the second Raman transition, which changes its internal state from |↑ (↓) to |3 . The overall process of transferring a molecule |M in the reservoir into a pair of atoms in the lattice |jj via absorbing two Raman photons is nearly resonant, with a small two-photon detunning δR determined by the resonant condition in Eq. (A13).
Raman-induced conversion of molecules into pairs of atoms
Now, we will show in detail the realization of the conversion of a molecule in the reservoir to a pair of atoms in the lattice described by the Hamiltonian
from the setup described by Eq. (A9). The physics behind the pair transfer via Raman processes can be described as follows (see Fig. 4 ). The action of H R on a molecule, according to Eq. (A5), flips the internal state of one of the constituent atom from |σ → |3 , thereby generating processes where a molecule breaks into an atom in the internal state |3 and an atom in the internal state |σ , in particular, the process where the generated |3 atom is trapped in the lattice. The Hamiltonian describing the transfer of a molecule into an atom in the wire and a unpaired atom in the internal state |σ moving in the reservoir (and vice versa) reads
Then, in the second Raman process, the unpaired |σ atom in the reservoir can be further transferred into the internal state |3 and trapped in the lattice. Overall, after two successive Raman processes, a transfer of a molecule in the reservoir into a pair of atoms in the wire is achieved, corresponding tob † →â † jĉ † pσ →â † jâ † j , and vice versa. Let us state the main conditions under which the two continuous Raman processes lead to a resonant transfer of a molecule from the BEC into a pair of atoms in the optical lattice (and vice versa), but keeping the transfer of a single atom from the reservoir to the lattice off-resonant. To this end, let us first briefly summarize the hierarchy of relevant energy levels. A Feshbach molecule with a size a s in the BEC has an energy mol + MM , where MM = g M n M describes the interaction between molecules in the BEC (g aM = 3π
2 a aM /m with a M ≈ 0.6a s and m being the mass of an atom). On the other hand, the average energy of a pair of atoms in a wire can be written as 2( 3 − 1 2 δ R + aM ), where δ R is the two-photon detuning (see Fig. 4 ) and aM = g aM n M is the mean-field interaction between an atom in the wire and surrounding molecules. (For simplicity, we have assumed that the atom-molecule interaction is independent of the internal state of an atom, and thereby consider g aM = 3π
2 a aM /m with a aM ≈ 1.2a s being the atom-molecule scattering length.) As a result, a nearly resonant transfer between a molecule in the BEC and a pair of atoms in the wire is achieved when the two Raman photons provide an energy satisfying the energy conservation reading
where δ R is a small detuning associated with the two-photon Raman processes. In terms of δ σ = ω σ + σ − ( 3 − 1 2 δ R ) defined in the main text and assuming δ ↑ ≈ δ ↓ , the resonance condition in Eq. (A13) can be recast as δ σ = δ 0 with
Meanwhile, note that the energy cost for breaking a molecule into an atom in the wire and an atom moving in the reservoir is
where 0 p is the kinetic energy of an unpaired atom in the reservoir. Under the resonance condition in Eq. (A14), it is obvious that ∆E σ = 0, and therefore, the state in which an atom is generated in the wire and an atom remains unpaired in the BEC is energetically prohibited, and serves as an intermediate state for the ultimate realization of pair transfer. Now, we are readily to derive the amplitude K jj (r) in Eq. (A11) for converting a molecule in the reservoir (labeled by the state |M ) into a pair of atoms at site j and j in the wire (labeled by the state |jj ). By straightforwardly applying the second-order perturbation theory, together with Eqs. (A14) and (A15), we obtain
Substituting Eqs. (A7) and (A12) into Eq. (A16), we find
In Eq. (A17), Ω = Ω ↑ Ω ↓ /E b is the effective Rabi frequency for pair transfer,
e x + y 0 e y + z 0 e z , and r jj = r j − r j = (j − j )ae
Note that for a molecule of a size a s ∼ a, the dominant contribution to the sum in Eq. (A17) comes from k ∼ 1/a s , and therefore under the condition σ ⊥ σ x a imposed previously, one has kσ x(⊥)
1. Also taking into account k d ∼ 1/a, we can thus simplify Eq. (A17) by approximating exp[−σ 2 x(⊥)k 2 x(⊥) ] ≈ 1. Consequently, after transforming back to the real space using K jj (r) = K jj (q)e −iq·r dq, we obtain the amplitude K jj (r) in the Hamiltonian (A11) as
Thus to the leading order of n M a 3 s , we obtain
where Ω = Ω ↑ Ω ↓ /E b is the effective Rabi frequency for pair transfer, F (r) = 8 2/πa 3
e x + y 0 e y + z 0 e z , and r jj = r j − r j = (j − j )ae x . Equation (A21) shows that, in order to engineer a p-wave pairing, the condition k ↑ = k ↓ must be fulfilled, such that the amplitude K jj is antisymmetric, K jj = −K j j . In addition, K jj is in general complex: K jj = |K jj |e iθ jj with θ jj = π 2 + k c R jj . We can, however engineer a homogeneous phase θ jj along the x-direction (direction of the lattice) by choosing k c , say, along the y-axis, k c = k c e y , such that θ jj = π 2 + k c y 0 depends only on the wire position in y-direction. Taking into account the exponential fall-off K jj ∼ e −|r jj |/as and a s ∼ a, we will consider K jj to be nonzero only for the nearest-neighbor sites |j − j | = 1 with K j,j+1 = K j . 
Raman-induced hopping
Apart from inducing the pair transfer, the Raman processes also contribute to the correction to the hopping term in Eq. (A3) via the reservoir-mediated intermediated processes, corresponding to a Hamiltonian
As will be seen below, there are two processes (labeled as process a and process b, respectively) that contribute to δJ jj (see Fig. 5 ):
where the process a involves only single-atom states, while the process b also involves molecules in the reservoir. In what follows, we derive the hopping amplitude δJ a(b) jj in detail, respectively. (i) In the process a (see Fig. 5(a) ), an atom in the wire, say, at the lattice site r j labeled as |j , when acted under the Hamiltonian H R , flips its internal state from |3 to |σ and transfers into a unpaired atom moving in the BEC, labeled as |kσ . Such single-atom transfer costs an energy
and is thereby off-resonant. Then, via the second Raman transition H R , the atom in the state |kσ can be transferred back into an atom in the wire, but at position r j , labeled as |j . Overall, one realizes a processâ † j a j (and vice versa) with the second-order hopping amplitude given by
The matrix element in Eq. (A23) can be straightforwardly evaluated with Eq. (A7), and after some calculation, we obtain
Having in mindk x(⊥) σ x(⊥) 1 under the condition σ ⊥ σ x a, we evaluate Eq. (A24 ) as
For weak interaction (n M a 3 s 1), we submit the expansion (A20) into Eq. (A25), and obtain in the first order in n M a 3 s (we set k c = y 0 e y such that k c · r jj = 0 as in the main text)
It follows from Eq. (A26) that |r jj | ∼ a s because of the exponential decay exp(−|r jj |/a s ), and as a result, the contribution |r jj | as n M a 3 s
1.
(ii) The process b (see Fig. 5 (b) ) involves simultaneously an atom at lattice site r j and a molecule in the BEC, labeled as |j ; M . The action of H M R on the state |j ; M leads to an intermediate state where two atoms are in the wire and one unpaired atom moves in the BEC, labeled as |jj ; pσ , with an energy cost given by
Then, the action of H M R on the intermediate state |jj ; pσ generates a process where a molecule is created in the BEC and an atom remains at the lattice site r j in the wire, labeled as |j; M . The overall amplitude between the initial state |j ; M and the final state |j; M is given by
It follows from Eq. (A12) that the matrix element of H M R between the intermediate state |jj ; pσ and the state |j ; M is derived as
where n M is the condensate density of molecular BEC. Substituting Eq. (A29) into Eq. (A28), and after straightforward calculation, we obtain (to the first order of n M a 3 s 1),
Consequently, combination of Eqs. (A25) and (A30) yields (in the limit n M a 3 s 1)
Note that by tuning k c = k c e y , the phase factor exp(ik c r jj /2) in Eq. (A31) vanishes, and δJ jj can be made real by choosing Ω 1 = Ω 2 . Similar to the pair transfer amplitude, δJ jj also decays exponentially with increasing |j − j |, and therefore, we will take into account only the nearest-neighbor contribution δJ jj+1 . As a result, the nearest-neighbour hopping amplitude J 0 in Eq. (3) will be renormalized to
Collecting above results, it is clear that after elimination of the Raman processes, we arrive at the effective Hamiltonian (1) in the main text for the setup. There, the renormalized chemical potential for a fermionic atom in the wire is given by µ 0 = 3 − δ R /2.
Reservoir in the regime of BEC-BCS crossover
In above derivations, we note that when n M a 3 s approaches unity, n M a 3 s < 1, the intermediate processes involving molecules in the BEC plays increasingly important role compared to single-particle process, and previous expansions in terms of n M a 3 s are no longer valid. In order to evaluate the Raman-induced pairing amplitude K j,j (r) and hopping amplitude δJ j,j in this case, we use the theory of BCS-BEC crossover [49] , which corresponds to considering a reservoir in the molecular side of the BCS-BEC crossover regime .
We begin with writing the particle operatorĉ kσ in Eq. (C5) in terms of the Bogoliubov quasi-particle operatorŝ γ kσ :γ
where u k and υ k are the standard wave functions of the Bogoliubov quasi-particles, and E k is the corresponding excitation energy given by
where 0 k is the kinetic energy of a free atom, while µ b and ∆ b are the chemical potential and the gap of the superconducting reservoir, respectively. In the BCS-BEC crossover regime, both µ b and ∆ b are self-consistently determined from the gap equation and the number equation (see Ref. [49] for expressions and the derivations). While subsequent derivations apply to the whole crossover regime, for our purpose, here we will limit ourselves to the molecular side of the crossover.
Substituting Eqs. (A33) into Eqs. (A7) and (A12), and using, as before, the second-order perturbation theory, we obtain the paring amplitude
and the hopping amplitude
After performing the summations in k in Eqs. (A34) and ( A35), respectively, we arrive at
where we have introduced the functions
Here, E F = 2 (6π 2 n M ) 2/3 /2m is the Fermi energy of the reservoir. 
Optimal conditions for Majorana edge states
We now look for the optimal conditions, under which (1) the overlap between the two Majorana edge modes are minimized, i.e. the Majoranas modes ares strongly localized at the edges; (2) the gap in the bulk spectrum is as large as possible. This can be achieved by tuning J ∼ |∆| and µ f ∼ 0 in Eq. (8) (9) and (A36) ] depend on characteristic parameters for the reservoir (e.g. molecular size a s , density n M ) and for the wire (e.g. lattice depth V x , lattice constant a). In order to find the optimal ratio a/a s between the lattice constant a and the molecule size a s , we scan |∆| and J as a function of a/a s while fixing other parameters in Eqs. (A36) and (A37), as illustrated in Fig. 6 . There, for typical parameters σ x σ 2 ⊥ /a 3 = 0.03 and n M a 3 s = 0.01, we find a maximum gap arising at a s ∼ a/3. Then, we fix the molecular size at a s = a/3, and scan |∆| and J as a function of the lattice depth V x , respectively, as shown in Fig. 7 . We see that the condition J ∼ |∆| can be achieved for V x ∼ 10E r with E r = 2 /2mλ 2 denoting the recoil energy, which is well in reach in current experiment facilities.
Hamiltonian
Without loss of generality, we consider the hopping amplitude J and the gap parameter ∆ as real and positive. Our starting point is the Bogoliubov-de Gennes equations for the Bogoliubov amplitudes u j,n and v j,n at sites j = 1, ..., L,
supplemented with the open boundary conditions
Here, the definition of u j,n and v j,n has been formally extended to the sites j = 0 and j = L + 1. Next, we will look for the edge states (u j,M , υ j,M ) with the energy E M that satisfy the BdG equations (B1) under the boundary condition in Eq. (B2), in the regime |µ| < 2J.
To this end, let us introduce new functions
In terms of f ±,j , the BdG equations (B1) is transformed into (for j = 1, ...L)
which is supplemented with the corresponding open boundary conditions at j = 0 and j = L + 1
Equations (B4) can be solved by the following ansatz
Substitution of Eqs. (B6) into Eqs. (B4) yields two coupled equations
From the condition for the existence of nonzero solutions (α, β) to Eq. (B7), we immediately obtain
1. The case of L → ∞ First, we consider the limiting case L → ∞, for which E M = 0 is exact. Equation (B7) can immediately be decoupled into two equations
which can be easily solved. Denoting the solutions to Eq. (B11) as z 1 , z 2 and that to Eq. (B12) as z 3 , z 4 , we find
, with
In the topological phase of the chain when |µ| < 2J, it follows from Eq. (B13) that |x ± | < 1. As a result, the solutions in Eq. (B11), z 2. The case of finite L Now, we turn to the case when L is finite but large, in which E M is nonzero but exponentially small. Since Eq. (B10) cannot be decoupled for E M = 0, the corresponding four solutions become E M -dependent. Let us label these solutions as z i (E M ) (for i = 1, 2, 3, 4), so that in the limit E M → 0 they approaches z i in an infinite wire, i. e. z i (E M → 0) = z i . Notice that, as F 1 (z) = F 2 (1/z) from Eq. (B9), we have the relation z 3 (E M ) = 1/z 1 (E M ) and z 4 (E M ) = 1/z 2 (E M ) between the pair of solutions z 1,2 (E M ) and z 3,4 (E M ). The exact expressions for z i (E M ) can be found, by casting Eq. (B10) into a quadratic equation (J 2 − ∆ 2 )y 2 + 4µJy + (4∆ 2 + µ 2 − E 2 M ) = 0 for y = z + z −1 . However, they are very lengthy and will not be presented here.
Corresponding to each z i (E M ), Equation (B7) allows us to derive the ratio between α (i) and β (i) . Specifically, for the pair of solutions z 1,2 (E M ), by noting F 1 (x ± ) = 0 but F 2 (x ± ) = 0, we use Eq. (B10) to obtain
, which is substituted into Eq. (B7) to give (for i = 1, 2)
On the other hand, for the pair of solutions z 3,4 (
into Eq. (B7) to obtain (for i = 3, 4)
Now, we are readily to find the general solutions to Eq. (B4) with Eqs. (B6), (B14) and (B15). Keeping in mind that z 3 (E M ) = 1/z 1 (E M ) and z 4 (E M ) = 1/z 2 (E M ), we can express the general solutions of Eq. (B4) as
. In the limit E M → 0, Equation (B17) naturally approaches the corresponding expressions in a L → ∞ chain. After imposing the open boundary conditions in Eq. (B5), we obtain the following equations
The resolutions of Eqs. (B18)-(B21) and the exact determination of E M are possible but very complicated. For our purpose, it suffices to noting the exponentially smallness of E M and thus seeking approximate solutions in the linear order of E M . Keeping in mind x 
where we have introduced
given by
Consequently by solving Eq. (B22), we can obtain the eigen-energy
and the corresponding eigenfunctions
We emphasize that f ±,j in Eq. 
. In this way, we obtain
, when x ± and s ± are real; and
,
and s * + = s − . Consequently, in both regimes, the resulting f ±,j are real. Having found f ±,j , we can obtain the expressions for u j,M , υ j,M ( in the linear order of E M ) from Eq. (B3). The results are
Now, the Majorana wave functions f L/R,j can be readily derived using Eq. (B26) according to the main text. Since f ±,j can always be made real, we have f L,j = f +,j and f R,j = f −,j . Let us illustrate our results in the considered regime µ 2 − 4(J 2 − ∆ 2 ) < 0, in which it is more convenient to write x ± = ρe ±iθ with ρ = (J − ∆)/(J + ∆) and θ = arccos[−µ/2 √ J 2 − ∆ 2 ]. Therefore, the Majorana wave function f j,L/R are written as (for purpose of later reference, we only present f j,L/R in the leading of E M ),
And the energy given by Equation (B23) is rewritten as
which clearly shows that the energy of the edge mode decays exponentially with L, and the localization length of the Majorana wave functions near the edges is
As an example, consider the case of µ = 0 and J = ∆, when Eq. (B28) indicates E M = 0 when L is odd. In fact, E M = 0 is an exact result for µ = 0 and odd L, which can be most easily seen by expressing the Kitaev Hamiltonian in the Majorana basis [12] . In this basis, the Hamiltonian matrix (2L × 2L) For µ = 0 can be brought into a a block diagonal form H K = H 1 ⊕ H 2 , in which H 1 matrix couples Majorana operators (c 4n+1 , c 4n+4 ) and H 2 matrix couples Majorana operators (c 4n+2 , c 4n+3 ), respectively, for n = 0, 1, 2... Both H 1 and H 2 matrices are antisymmetric and are of dimension L, such that we can immediately infer the existence of the zero energy-eigenvalue when L is odd. g j (r) = g aM w 2 (r − r j )φ 0 (r) involves the Wannier functions with an extension σ x,y,z a. This allows us, in the regime q ≤ a −1 ∼ ξ −1 BEC , to make following local approximation,
Here, K 0 = drK j (r), g 0 = drg j (r), and δφ j = δφ(r j ) can be expressed in terms of Bogoliubov quasi-particles as
where V is the volume of the superfluid reservoir, u q = q / 0 q + 0 q / q /2 and υ q = q / 0 q − 0 q / q /2 are the standard Bogoliubov amplitudes for a uniform molecular BEC, with
BEC , the bosonic excitations are phonons with q ≈ cq (c = n M g M /m M is the sound velocity), where
The fermionic operatorã j can be expanded in terms of quasi-particles with gapped excitation energy. As the main contribution to δE M comes from the bulk in the wire according to the main text, we consider neglecting the boundary effects and describe the fermionic gapped excitations in terms of lattice waves e ikja (k ∈ (−π, π]). The resulting expansion forã j is given byã
correspond to the Bogoliubov amplitudes in the Kitaev wire, which satisfy u k υ k = −u k υ k , and
is the bulk spectrum of a Kitaev wire. After substituting Eqs. (C4) and (C5) into Eq. (C3), and using approximations in Eq. (C6), we can rewrite δE 
For bosonic correlations, labeled as g 
jj (τ ) = δφ j (τ )δφ †
jj (τ ) = δφ j (τ )δφ j (0) = − 1 V q u q υ q e iq·(j−j )a e −iEqτ / , g
jj (τ ) = δφ † j (τ )δφ † j (0) = g
jj (τ ).
As previously discussed, the relevant bosonic correlation occurs on the length scale |j − j |a > a ∼ ξ BEC . Hence, we limit ourselves to the regime q < ξ BEC , the phase fluctuation ∼ 1/q is more significant than the density-fluctuation ∼ q, and will provide the leading contribution to δE (1) M ; whereas, the g 0 terms relating to the density fluctuation presents higher order effects and can be ignored. Now we evaluate Eq. (C10). Since the poles of g jj (τ ) lie in the upper half of the complex τ plane, g jj (τ ) is analytic for Imτ < 0 and decays exponentially for Imτ → −∞. This allows us to carry out the integration in τ in Eq. (C10) in the complex τ plane. There, after rotating the contour from the positive axis to the negative imaginary axis, we obtain 
At this point, we invoke the explicit expressions of f j,L/R presented in Appendix A. For the considered regime J ≥ ∆ > 0 and 4(J 2 − ∆ 2 ) − µ 2 > 0, we have f j,L f j,R ≈ A 2 ρ L+1+j−j sin(jθ) sin[(L + 1 − j )θ]. After taking into account that the fermionic correlation is only significant for |j − j | ∼ ξ BCS /a and that ξ BCS < l M , we have ρ j−j = e −|j−j |a/l M ∼ e −ξ BCS /l M ≈ 1. On the other hand, we keep sin(jθ) and sin[(L + 1 − j )θ] because it oscillates strongly on the scale ∼ a (for example, when µ ≈ 0 we have θ ≈ −π/2). This leads to
Equation (C13) motivates us to express Eq. (C12) in terms of the 'relative coordinate' x = j − j and the 'centre of mass coordinate' y = (j +j )/2 of a fermion pair. Keeping in mind that δE (1) M arises mainly from the bulk contribution, we consider performing the summations in the 'relative coordinate' x = j − j and in the 'center of mass coordinate' y = (j + j )/2 independently, neglecting the effects of boundary. With these approximations, we substitute Eq. (C13) into Eq. (C12) and transform it into the following dimensionless form (here we introducet = tc/a,k = ka ∈ [−π, π], α = ∆/J ∈ (0, 1], β = µ/2J ∈ (−1, 1), andẼ k = (cosk + β) 2 + α 2 sin 2k . ) 
where we have extended the summation over x to infinite limits, taking into account the exponential fall-off of the fermionic correlations ∼ exp(−ax/ξ BdCS ). In Eq. (C14), the parameter λ is defined as λ = 2Ja c .
For the considered parameter regime (see Appendix A), we estimate λ ≈ 2∆a/ c ∼ 0.1 << 1 (the smallness of λ will be used in the subsequent estimation of energy splitting). In Eq. (C14), the summation in x can be performed using the formula 
Note that while the dimensionless terms in the bracket strongly oscillates with large L, they are bounded by a constant of the order unity. As a result, we can estimate δE 
