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We model the effects of an internal wave on the structure of the oceanic subsurface bubble layer,
generated by breaking surface waves. We consider two situations: when breaking is caused either by
a strong sustained wind or by the direct interaction of surface waves with an internal wave. We find
that the effects are twofold; bubbles are driven by the internal wave field and the injection of bubbles
into the water is enhanced in downwelling areas behind the crests of the internal wave. We use an
uncoupled problem formulation, substituting the solution for an internal wave in a two-layer fluid
model into the equations describing the bubble dynamics. The latter equations are solved
numerically, showing structure formation in the bubble layer for each of the two cases, when one of
the aforementioned mechanisms dominates the other. © 2010 American Institute of Physics.
doi:10.1063/1.3499379
I. INTRODUCTION
It is well-known that breaking surface waves injects
bubbles into the subsurface layer of the ocean. For winds
exceeding 6.5–7 m/s, there is a continuous bubble layer of
variable thickness, which may extend to a depth of several
meters beneath the surface.1–5 The observed bubble layer is
highly structured, varies both spatially and temporally, and
depends significantly on wind speed. In general, there is a
monotonic decrease in the bubble void fraction with increas-
ing depth. The void fraction profile either decays exponen-
tially, with a typical e-folding scale of order 1 m, which
depends on the wind speed see Ref. 6 or it may follow an
inverse-square profile.7 The volume-scaled representation of
the number density of bubbles as a function of the bubble
radius has a peak at all depths and decreases rapidly on either
side of the peak and also rapidly with depth see, e.g., Refs.
5 and 8–10 and the references therein. These observations
have shown that bubbles with radii of approximately
50–100 m contribute most to the total void fraction, ex-
cept very close to the surface.5
Recent observations of the structure of the bubble layer
e.g., Refs. 2, 5, and 10 and developments in the mechanics
of multiphase media e.g., Refs. 11–14, have allowed us to
begin the consideration of the effect of bubbles on internal
waves.
15–17 Our results indicated that bubble distributions,
when present, can have a profound effect on the structure of
the internal wave field but do not significantly affect the
surface wave mode. Bubbles can support their own
“bubble” modes of internal waves, even in an otherwise
homogeneous fluid. If there is a background density stratifi-
cation which is present in the absence of any bubbles, sup-
porting one or more internal modes, then the weak coupling
introduced through the interaction of the two waveguides
induces a splitting of the dispersion curves, which is re-
flected in the behavior of the respective modal functions. In
the simple case when the background density stratification
in the absence of bubbles is modeled by a two-layer fluid
so that there is just a single pycnocline mode, the splitting of
the dispersion curves is most pronounced for a shallow pyc-
nocline and a relatively large void fraction for the bubbles
compared to the density jump across the interface. Other-
wise, for a deeper pycnocline, for a larger density jump
across the pycnocline, or for a smaller void fractions of
bubbles, the splitting of the dispersion curves is still present,
but is less pronounced, resulting in a pycnocline mode which
has a similar structure to the bubble modes. Finally, if the
pycnocline is well separated from the bubble layer, then
there is virtually no interaction between the pycnocline mode
and the bubble modes and we have two independent
waveguides located at different depths.
This present study is devoted to the opposite problem of
the effects that an internal wave might have on the subsur-
face bubble layer. There are some observations of such ef-
fects in the ocean,18–20 which motivate this study. We con-
sider an uncoupled problem formulation, where we look at
the dynamics of a bubble layer in the presence of a specified
internal wave field, modeled as an interfacial wave in a two-
layer fluid. This representation for the internal wave field is
substituted into the equation describing the bubble dynamics
similar to Refs. 2 and 7–9 in the studies of the steady-state
distributions, which are then solved numerically to reveal
the structure formation in the bubble layer. We consider two
aAuthor to whom correspondence should be addressed. Electronic mail:
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cases. In the first case, the bubbles are injected by breaking
surface waves generated by a strong wind and this is repre-
sented by a source term which is spatially homogeneous in
the horizontal direction. In the second case, the surface
waves are directly modulated by the internal wave, leading
to a source of bubbles which is spatially inhomogeneous in
the horizontal direction; here we adapt and develop an ap-
proach of Baschek et al.21 to model this situation. Since
bubbles significantly affect the acoustic properties of a fluid,
we illustrate some consequences of the described physical
effects by calculating, along with hydrodynamic characteris-
tics such as the bubble void fraction, the acoustic wave speed
in the mixture and the scattering intensity. Some relevant
acoustic data are available in Refs. 19 and 20.
Our paper is set out as follows. Section II describes the
problem formulation used to model the structure formation
in the bubble layer in the presence of an internal wave. The
numerical scheme is described in Sec. III. In Sec. IV, we first
consider the case when the bubble layer is supported by a
sustained strong wind when we assume that the source of
bubbles from the surface on average is homogeneous in the
horizontal direction, while it is decaying in the vertical di-
rection. In Sec. V, we consider a second case, when the wind
is weak, and instead the bubble layer is supported by the
interaction of surface waves with an internal wave propagat-
ing along a shallow pycnocline; the bubble source term is
now highly inhomogeneous in the horizontal direction, as
well as decaying in the vertical direction. We conclude in
Sec. VI, comparing the qualitative predictions of our study
with some existing observations. The solution for an internal
wave in a two-layer fluid is briefly overviewed in Appendix
A. A summary of some theoretical results related to the
steepening of surface waves due to their interaction with an
internal wave is given in Appendix B.
II. PROBLEM FORMULATION
The internal wave field constitutes a fundamental com-
ponent of the ocean and is a subject of active research for
example, see Refs. 22–25. For sufficiently large horizontal
scales, it is customary to reduce the study of internal waves
to a normal mode structure with associated horizontal propa-
gation features e.g., Refs. 26–28.
In this paper, we aim to model the structure formation
in the bubble layer due to an internal wave propagating
along a sharp pycnocline see Fig. 1. We consider a two-
dimensional problem formulation and use the spatial co-
ordinates x ,z, where x is horizontal and z is vertical. The
undisturbed free surface is at z=0. We use the well-known
model of a two-layer fluid see Appendix A, where we have
just one pycnocline mode in the absence of any bubbles.
Note that this situation changes if we also take account of the
depth-dependent bubble distribution when we have infinitely
many new modes supported by the bubbles see Ref. 17.
To describe the temporal and spatial concentration of
bubbles in the fluid we extend the work of Thorpe2,8,9 and
Buckingham7 and use the model
N
t
+

x
Nu +

z
Nv
=

x
KvNx  + zKvNz  − N + qx,z,t . 1
Here, N is the number density of bubbles, Kv is the turbulent
diffusion coefficient,  is the dissolution rate assumed to be
constant, qx ,z , t is the source of bubbles injected through
the surface, u is the horizontal velocity of bubbles, which
coincides with the horizontal velocity of the fluid given ap-
proximately by formulae A7 and A10 in Appendix A,
and v is the vertical velocity of bubbles, related to the verti-
cal velocity of the fluid given approximately by formulae
A8 and A11 in Appendix A by
v = w + v,
where, following Ref. 8, we use the relations
v =
2
9
a2gl
l
y2 + 2y1/2 − y, y = 10.82
l
2
l
2ga3
for the rise speed of bubbles with respect to the fluid at
equilibrium. Here, l is the coefficient of dynamic viscosity
of the fluid, a is the bubble radius, and g is gravity. Equation
1 describes the evolution of N in time and space caused by
convection second and third terms in the left hand side of
Eq. 1, turbulent diffusion first and second terms in the
right-hand side, dissolution N, and source qx ,z , t.
In Eq. 1, qx ,z , t is a number density of bubbles in-
jected through the surface to any depth in unit time. When
the bubble layer is supported by a strong sustained wind, we
will model the source of bubbles by a horizontally and tem-
porally homogeneous source in a thin surface layer, which
we represent simply as q0z+ ,0	H see Sec. IV.
However, this situation becomes invalid in the case when
breaking is caused primarily by the steepening of surface
waves due to interaction with an internal wave, propagating
close to the sea surface. Indeed, in this case we can no longer
assume the bubble layer to be horizontally and temporally
homogeneous. In Sec. V, we find an expression for the
source term, following Ref. 21. In both cases, the source
term is confined to a very thin layer near the surface when
compared to the resulting depth-dependent bubble distribu-
tion and it is then convenient to replace the source term in
Eq. 1 with a surface flux condition
FIG. 1. Problem formulation: A two-layer fluid with a subsurface bubble
layer.
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KvN Nz − vNz=0 = 	
−H
0
qx,z,tdz . 2
For the case of a bubble layer supported by a strong sus-
tained wind, when qx ,z , t=q0z+, the right-hand side of
Eq. 2 reduces to just q0. Since N quickly decreases with
depth, the bottom condition does not affect the solution no-
ticeably; here we use the zero flux N /z=0 condition at
z=−H.
Let us suppose that the majority of bubbles have almost
equal size, which depends on values of x, z, and t, i.e.,
a=ax ,z , t. The bubble radius can be found from the equa-
tion for the change of the bubble mass due to dissolution
similar to Ref. 2
d
dtb
43
ga3 = − 4
aDpg − pNu, 3
where
d
dtb
=

t
+ u − KvN Nx  x + v − KvN Nz  z
is the full derivative with respect to time for the bubble field.
Here, g is the gas density in a bubble, D is the molecular
diffusion coefficient, p is the pressure in the fluid given by
formulae A9 and A12 in Appendix A, Nu is the Nusselt
number, related to the Peclet number Pe by2
Nu =
2


Pe1/3, where Pe =
av
D
,
and  is the absorption coefficient, relating the pressure in
the fluid to the volume concentration of the dissolved gas
C=p.
Then, the pressure in the gas is found from the quasi-
static relation e.g., Ref. 14
pg = p +
2
a
,
where  is the surface tension coefficient. Finally, the gas
density in a bubble is found from the equation
d
dtb
 pg
g
 = 0 4
for temperature conservation in the ideal gas see Ref. 17.
Thus, for a given internal wave field in the fluid, substi-
tuting expressions for ux ,z , t, wx ,z , t, and px ,z , t into
Eqs. 1, 3, and 4, we can describe the dynamics of the
bubble layer in the internal wave field. We impose constant
boundary conditions for the radius and the gas density at the
surface z=0
ax,0,t = a0, gx,0,t = g0
and zero flux conditions at z=−H. Other boundary condi-
tions, constants, and numerical schemes are discussed in the
following sections.
III. NUMERICAL SCHEME
In the sequel, the governing Eqs. 1, 3, and 4 are
solved by a first order implicit numerical scheme, which is
based on the finite volume method.29 = 
x ,z :0xL ,
−Hz0, with length L equal to the internal wavelength 
and depth H taken to be twice the pycnocline depth h.
At a given time step tn, we first obtain the gas density
gxi ,zj , tn from Eq. 4, then we get the bubble radius from
Eq. 3, and finally we obtain Nxi ,zj , tn, solving Eq. 1.
Here we show the finite volume discretization of Eq. 1
Eqs. 3 and 4 are written similarly
Nij
n+1
− Nij
n
t
+
1
x
ui+1/2,j
n+1
− ui−1/2,j
n+1 Nij
n+1 +
1
x
maxui−1/2,j
n+1
,0 − minui+1/2,j
n+1
,0Nij
n+1 +
1
x
minui+1/2,j
n+1
,0Ni+1,j
n+1
−
1
x
maxui−1/2,j
n+1
,0Ni−1,j
n+1 +
1
z
vi,j+1/2
n+1
− vi,j−1/2
n+1 Nij
n+1 +
1
z
maxvi,j−1/2
n+1
,0 − minvi,j+1/2
n+1
,0Nij
n+1
+
1
z
minvi,j+1/2
n+1
,0Ni,j+1
n+1
−
1
z
maxvi,j−1/2
n+1
,0Ni,j−1
n+1
=
1
x
Kv,i+1/2,j Ni+1,jn+1 − Nijn+1
x
− Kv,i−1/2,j
Nij
n+1
− Ni−1,j
n+1
x

+
1
z
Kv,i,j+1/2Ni,j+1n+1 − Nijn+1
z
− Kv,i,j−1/2
Nij
n+1
− Ni,j−1
n+1
z
 − Nijn+1. 5
The numerical solution is obtained by an iterative procedure until convergence. We imposed periodic boundary conditions
at x=0 and x=L
N0,z,t = NL,z,t, a0,z,t = aL,z,t, g0,z,t = gL,z,t .
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IV. STRONG WIND: INTERNAL WAVE MODIFICATION
OF THE BUBBLE LAYER
According to experimental observations see Ref. 1,
surface waves start to break at wind speeds of about 2–3 m/s,
and in winds of about 7 m/s, the bubbles form a continuous
layer just below the surface. Here we consider the formation
of the bubble layer at high wind speeds, when the source at
the surface can be treated as homogeneous and, as discussed
above, we use a simple model qx ,z , t=q0z+ where q0
is a constant.
To model structure formation in the bubble layer,
we choose the following parameters of the computational
domain: L==200 m, h=10 m, and H=20 m. Follow-
ing Ref. 2, we take l=10−3 Pa s, =0.036 N /m,
D=210−9 m2 /s, and =2.110−7 kg / m3 Pa, while
1=999 kg /m3 and 2=1000 kg /m3. We assume that at the
surface, a0=50 m and g0=1.21+2 /paa0 kg /m3,
where pa=105 Pa is the atmospheric pressure. The coeffi-
cient of turbulent diffusion Kv is taken in the form
7
Kv = Kv0 − ckg0cdl Wz , 6
where ck=0.4 is the Von Karman constant, cd=1.310−3 is
the drag coefficient, g0 is the gas density at the surface, W is
the wind speed, and Kv0 is the turbulent diffusion coefficient
at the interface
Kv0 = − ckgcdl Wzs.
In our calculations, we use zs=−1.5 m, so formula 6 gives
Kv=5.210−41.5−zW.
Following Ref. 30, we consider q0 in the form
q0= qˆ0W /10, where qˆ0 is the source term value for
Wˆ =10 m /s and  is an unknown parameter. The source
term qˆ0 and the dissolution rate  in Eq. 1 can be esti-
mated as follows. Let us suppose that for W=Wˆ , the void
concentration changes exponentially with depth according to
the empirical law2
ˆg = ˆg0 expz/0.7 , 7
where ˆg0=10−5, which is in good agreement with experi-
mental data see Refs. 7 and 10, for instance. From Eqs. 1
and 2, the depth-dependent number distribution Nˆ =Nˆ z of
bubbles is described by the following problem:
d
dzKˆ vdNˆdz − vNˆ − Nˆ = 0,
Kv0
dNˆ
dz
− vNˆ z=0 = qˆ0,  dNˆdz z→− = 0,
where we simplified the problem by assuming infinite depth,
which is clearly a good approximation. Following the analy-
sis of Buckingham,7 the solution to this problem is
Nˆ z = Nˆ 0Fz, Nˆ 0Kv0dF0dz − v = qˆ0,
where Fz =
z−Kz
0−K0
,
8
z =
2
1/2Kv0 − z1/2

,
 = ckg0cd
l
Wˆ ,  =
v

.
Here K ·  is the modified Bessel function of the second
kind. This then determines qˆ0 in terms of Nˆ 0. Note that in
the limit → with z fixed, that is we let →0, the solution
8 reduces to
Fz = expv + v2 + 4Kv0
2Kv0
z,
9
Nˆ 0 =
2qˆ0
v2 + 4Kv0 − v
.
When applicable, this expression is much easier to use in
practice than Eq. 8. For instance, assuming that all bubbles
close to the surface have an approximately constant radius
a=a0=const and the given void fraction ˆg0=
4
3
Nˆ 0a0
3
,
which is proportional to Nˆ 0, formulae 7 and 9 allow
some simple estimates of qˆ0 and .
Next to find  we use the empirical formula31
d = 0.4W − 2.5 , 10
where d meters is an average penetration depth of the
bubble clouds may be treated as the depth at which void
concentration equals to void concentration for W=2.5 m /s
at the surface. Solving Eq. 1 as above for an undisturbed
fluid for different values of W we found that the best ap-
proximation of Eq. 10 is achieved for 3, which is the
same as obtained in Ref. 30.
Figure 2 shows the distributions of the acoustic speed,
number density of bubbles, their radii, and void fraction for a
pure two-layer fluid periodic internal wave of amplitude 3 m
and for a wind speed 10 m/s. The internal wave propagates
from left to the right. The speed of sound in the fluid with
gas bubbles is calculated according to the following formula
e.g., Ref. 14:
c2 =
glcg
2cl
2
gg + 1 − glglcl
2 + 1 − ggcg
2
,
where cg=290 m /s and cl=1500 m /s are the values of
sound speed in a gas and a fluid. The numerical calculations
were carried out on a homogeneous grid with 40 cells in the
horizontal and 80 cells in the vertical direction. The initial
conditions correspond to undisturbed fluid. The graphs are
plotted for the time t=10T, where T is the period of the
internal wave, for which the numerical solution becomes
strictly periodic.
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Our results show that the periodic internal wave pro-
duces a displacement in the surrounding fluid with orbital
velocities up to 5–10 cm/s. Some bubbles move toward the
interface and others are carried down by the flow. Conse-
quently, we observe horizontally inhomogeneous profiles of
the bubble parameters not only in the neighborhood of the
pycnocline, but also away from it. For a fixed depth the void
fraction of bubbles shows a considerable horizontal variabil-
ity, being at maximum in the downwelling area behind the
crest of the internal wave. It is necessary to note, however,
that in this current study we have neglected the effects of
Langmuir circulation, which can also contribute significantly
to the organization of bubbles e.g., Refs. 32–34. Neverthe-
less, we believe the mechanism described in this paper to be
dominant at least in the cases when the average distance
between windrows is much smaller than the wavelength of
the internal wave or when the internal wave has a large am-
plitude.
Figure 3 shows the distributions of acoustic speed
and void fraction for the wind speeds W=7.5 m /s and
W=12.5 m /s. Since the turbulent diffusion coefficient and
the value of gas volume fraction at the surface depend on the
wind speed, the penetration of bubbles increases and the
horizontal inhomogeneities become more evident with the
increase of W.
Figure 4 shows the logMv distribution for W
=7.5 m /s and W=12.5 m /s. Here Mv is the acoustic scat-
tering cross section per unit volume e.g., Ref. 2
Mv = Nv, v =
4
a2
0/2 − 12 +2
,
where
 =
3gcg
2
alcl
, 0 =
3cg
2
a
,
and =600 kHz is the typical sonar frequency. Similar to
the other parameters, the horizontal distribution of logMv
in the subsurface layer approximately copies the pycnocline
wave with a shift to the right in the direction of the internal
wave propagation.
FIG. 2. Color online a Acoustic speed meters per second, b number density of bubbles 1 /m3, c radius micrometers, and d void fraction  for
a two-layer periodic internal wave of 3 m amplitude shown in a and for a wind speed W=10 m /s qˆ01.38103 m−3 s−1 and 3.1010−2 s−1.
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FIG. 3. Color online Top row Acoustic speed meters per second and bottom row void fraction  for a two-layer periodic internal wave of 3 m
amplitude shown in a for a wind speed a W=7.5 m /s and b W=12.5 m /s.
FIG. 4. Color online Logarithm of the scattering intensity Mv measured in units m−1 for a two-layer fluid periodic internal wave of 3 m amplitude for two
values of a wind speed W=7.5 m /s and W=12.5 m /s.
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In Fig. 5, the time variations of the acoustic speed c and
scattering intensity logMv are displayed for W=10 m /s
and three different depths: z=−0.5 m, z=−1 m, and
z=−3 m.
The character of the distribution of bubbles in the sub-
surface layer depends on the parameters of the internal wave
wavelength, amplitude, and densities of the fluid layers and
on the average bubble radius. Numerical simulations with
different parameters of the internal wave showed that the
heterogeneity of the bubble layer parameters number of
bubbles, void fraction, and speed of sound becomes more
evident as the orbital velocities of fluid particles increase.
Nevertheless, the solution is qualitatively the same as in
Figs. 2–5.
V. INTERNAL WAVE AS THE MAIN CAUSE
OF SURFACE WAVE BREAKING
In this section, we consider the case when the breaking
of the surface waves is primarily caused by their modulation
with a horizontal current, due to an internal wave propagat-
ing along a shallow pycnocline. This situation is typical for
weak winds when the wind speed is less than 5 m/s. We
assume that the internal and surface waves are copropagat-
ing. In this case, we need to find the spatially inhomoge-
neous source term for the injected bubbles qx ,z , t by relat-
ing the surface wave breaking to the internal wave field.
Here we adapt an approach used in a study of the role of
tidally forced flow-topography interaction in the aeration of
the subsurface waters.21
We are concerned with surface waves riding on a long
internal wave ui=uix−cit ,z, slowly varying relative to the
surface wave. There exists an extensive literature on the
modulation of surface waves by a background current, be-
ginning with Refs. 35–38. These theories can be adapted to
the modulation of surface waves by an internal wave, where
it is assumed that the background current is that determined
by the horizontal velocity field at the free surface due to the
underlying internal wave see, for instance, Refs. 39 and 40.
An alternative model commonly used for the interpretation
of images of the surface signature of internal waves was
introduced in Ref. 41; here the surface wave field is main-
tained by a strong wind and the internal wave is regarded as
a perturbation to this field. A summary of these studies is
given in Appendix B.
Here we assume the absence of the strong wind. Then,
in the reference frame which moves with the speed of
the internal wave, the internal wave current becomes
VX=uiX ,0−ci, where X=x−cit and the amplitude of the
modulated deep-water surface wave is given by
as
2X
as0
2 =
1
2VXc0 + 14
−1/2
12 + VXc0 + 141/2−2, where c0 = g/k01/2,
11
while the wave number is given by

0
=
c0
2
c2
, where c =
c0
2
+ c0VX
c0
+
1
41/2 12
for details see Appendix B. For V positive and increasing,
the surface wave energy as
2 decreases, while for V negative
and decreasing, as
2 increases to infinity at the stopping veloc-
ity −c0 /4. In this case, wave breaking will occur before the
stopping velocity. Note that we can use the formulae in
Appendix A to relate VX=uiX−ci to the internal wave
amplitude at the pycnocline. In particular, the surface current
is opposite in sign to the phase speed over the wave crest and
in sympathy over the wave trough, with the maximum down-
welling region in between. Thus the surface waves steepen as
they approach the internal wave crest, and diminish as they
approach the wave trough.
Expression 11 predicts that when the surface waves
propagate into an opposing current of increasing strength
V0,VX0, then the surface wave amplitude grows
indefinitely up to the stopping velocity. In practice, the sur-
face waves will break at locations Xc determined by the cri-
terion
as = asc = Sc, 13
where Sc is the critical steepness, after which the waves
break. In Ref. 21, it was suggested that Sc can vary in prac-
tice over the range 0.15–0.5 and we note that the theoretical
critical value for the wave of maximum steepness is
Sc=0.44 see Ref. 42, for instance. Combining the criterion
13 with Eqs. 11 and 12, we get that
FIG. 5. Variations of sound speed c and logarithm of
the scattering intensity Mv measured in units m−1 with
time for W=10 m /s for three different depths:
z=−0.5 m, z=−1 m, and z=−3 m.
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2as
2
0
2as0
2 =
1
2VXc0 + 14
−1/2
12 + VXc0 + 141/2−6, asc0as0 = Sc0as0 ,
14
where we recall that the subscript 0 indicates values at the
location where V=0. It is readily shown from Eq. 14 that
as increases as VX0 decreases. This expression is now
applied to the internal wave with VX=uiX ,0−ci, where
the internal wave horizontal velocity field ui is found from
expression A7 in the upper layer and whose interfacial dis-
placement field is given by Eq. A6. These expressions then
define a possible breaking zone which lies over the crest of
the internal wave, since this is where VX reaches its mini-
mum negative value. Let XM =2
 /k denote the location of
one internal wave crest, where k is the internal wave number.
Then the possible breaking zone is defined by
Xc1XXc2, where Xc1XM and since the internal wave
A6 is symmetric about the crest, Xc2=2XM −Xc1. For a pe-
riodic internal wave, this breaking zone is then repeated pe-
riodically, around each internal wave crest.
In this zone, we need to determine the energy released
by wave breaking and available for the injection of bubbles.
The wave energy at any location X in the absence of break-
ing is E=lgas
2 /2, where asX is given by Eq. 11. Next we
follow Ref. 21 and assume that the wave energy of a break-
ing wave is lga˜s
2 /2, where the breaking wave amplitude is
defined by the condition that a˜s=Sc throughout the breaking
zone and the wave number  is defined by Eq. 12, the same
value as in the absence of breaking. Hence the energy avail-
able to inject bubbles is the difference between these, given
by
E˜ 1X = E0as2X
as0
2 −
Sc
2
as0
2 0
2
0
2
2X, E0 = 12lgas02 .
15
Here X is constrained to lie in the breaking zone. We then
further assume that a fraction Ebr=E˜ 1 of this breaking wave
energy is available for the injection of bubbles and,
following Ref. 21, we set =0.003, appropriate for spilling
breakers.
On the other hand, the energy per unit volume needed to
submerge a single bubble of radius a to a depth z is given by
Eb = −
4
3
a
3lgz .
Then, from an energy balance, we get that
Ebr = E˜ 1 = − 	
−H
0 4
3

a3lgzN˜ dz , 16
where N˜ is the number of newly born bubbles per unit sur-
face area, given by
N˜ = 0Xexp z

 ,
with =asX /4 see Ref. 21, where 0X can be found
from Eq. 16. If we make a simplifying assumption that
all newly born bubbles have the same initial radius
a0=50 m equal to the bubble radius at z=0, when the
fluid is in rest, then we can integrate Eq. 16 explicitly,
assuming that H /1,
Ebr =
4
3
lg0X
2a0
3
,
and thus
N˜ X,z =
3
4

E˜ 1X
lg2a0
3exp z 17
is the number density of newly injected bubbles over the
breaking zone. These bubbles are injected over every period
Ps=2
 /0 of the surface wave and so finally we get an
upper estimate for the source term in the possible breaking
zone,
qmaxX,z =
N˜ X,z
Ps
, 18
while it is zero outside this zone.
Expression 18 assumes that the breaking surface waves
can be represented as a steady-state field over the breaking
zone. In that representation, the entire surface wave field
B4 is replaced by breaking waves. However, assuming that
the breaking is due to spilling breakers, in practice only a
small region around each surface wave crest will create
breaking wave energy available for the creation of bubbles.
In this scenario, at each particular fixed location X in the
breaking zone, we use a local representation of the surface
wave defined by Eq. B4, namely,
s  asXcosXX −0T − T0 , 19
where T0 is a phase constant. Recall that in this breaking
zone XasXSc and so, for each fixed X, the local steep-
ness XsSc over some small time interval T1TT2,
where surface wave breaking occurs. Without loss of gener-
ality, we can suppose that T−T0 
XasX−3
 /2 /0.
Then let T1 denote that moment of time when the local
breaking condition
XsX,T = XasXcosXX −0T − T0 Sc
20
is first satisfied at this fixed point X, that is, the equality that
holds in Eq. 20. Then as T increases, we let TM denote that
moment of time when sX ,T reaches its maximum value
for the first time. Although technically the breaking condition
20 continues to hold until T2=2TM −T1TM; we note that
for TMT2TM −T1, the rate of energy loss is negative and
no bubbles will be injected. Then Tb=TM −T1 is the dura-
tion of a breaking event at X, which is then repeated periodi-
cally with a period Ps=2
 /0.
The next task is to find the energy E˜ 2 generated by this
breaking wave which is available for the injection of
106603-8 Grimshaw et al. Phys. Fluids 22, 106603 2010
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
158.125.80.220 On: Thu, 04 Sep 2014 11:30:47
bubbles. To this end, we assume that over the time interval
Tb, the crest of the local expression 19 for a nonbreaking
wave is replaced by a “flat cap” of constant amplitude a˜s,
determined by the breaking condition that a˜s=Sc compare
the analogous discussion above leading expression 15.
Then the wave potential energy lost in this breaking zone is
available for the injection of bubbles. In the absence of
breaking, the potential energy is lgs
2 /2 where s is given by
Eq. 19 and is time-dependent. As above, the potential en-
ergy of the breaking wave is lgas
2 /2. Hence the available
energy is
E˜ 2X,T = E0as2X
as0
2 cos
2XX −0T − T0
−
Sc
2
as0
2 0
2
0
2
2X .
This expression holds only in the possible breaking zone
over the time interval Tb, where the inequality 20 holds;
E0 is defined above in Eq. 15, while the terms as
2X /as0
2
and 0
2 /2X are defined by Eqs. B11 and B9, respec-
tively. The remaining calculation now proceeds as above for
the steady-state case, where we replace E˜ 1 with E˜ 2 in each of
the expressions leading to Eq. 17. The essential difference
is that now the rate of injection of bubbles occurs over the
interval Tb and is repeated over many surface wave periods
Ps=2
 /0. Then we define the time-dependent upper esti-
mate for the source term by
qmaxX,z,T =
N˜ X,z,T
T
for T1 + kPs  T TM + kPs, k = 0,1,2,¯ ,
21
or qmaxX,z,T = 0 otherwise,
where N˜ X,z,T =
3
4

E˜ 2X,T
lg2a0
3 exp z .
As before, this expression holds only when X lies in the
spatial possible breaking zone defined by Eq. 14 repeated
near every internal wave crest. Note that indeed qX ,z ,T
0 as required for bubble injection. It can be shown that
averaging expression 21 over the phase T0 recovers the
steady formula 18.
For our numerical results, we show only those using the
time-dependent source term 21. Averaged results are simi-
lar to those obtained using the steady-state form 18. To
account for the attenuation of the breaking surface wave, as
well as for possible deviation toward predictions of the
theory in Ref. 41 see discussion at the end of Appendix B,
we use a simple phenomenological model, where we replace
the upper estimate obtained above by the expression
qX,z,T = qmaxX,z,Te−X−Xc1/, 22
for Xc1XXc2 and similarly for other possible breaking
zones. Here, the choice 1 /→0 recovers the upper estimate
for q. We then can choose the value of this constant , which
represents the effective width of the breaking zone. In the
following, we compare the results obtained for the upper
estimate 21 and for the attenuated expression 22, where
the constant =XM −Xc1, i.e., breaking effectively takes place
in the area Xc1XXM. We assume that the value of this
constant can be potentially obtained more accurately from
experimental and observational results.
Figure 6 shows the distribution of void fraction for the
wind speed W=2.5 m /s, when bubbles are injected by
breaking surface waves due to interaction with a copropagat-
ing internal wave. We compare the distributions obtained for
the source term given by the expressions 21 shown in Fig.
6a and 22 shown in Fig. 6b. Figure 6 also shows the
averaged value of the source term q¯ for these two expres-
sions, where
q¯X =
1
5Ps
	
5Ps
10Ps	
−H
0
qX,z,TdzdT .
Figure 7 shows the acoustic speed corresponding to the
distribution in Fig. 6b also reproduced in Fig. 7b. To
model the surface waves we used the following parameters:
Sc=1 /2, as0=0.1 m, 0=2
 /0=2.5 m 0as0=0.25Sc,
and =0.25as0. According to our results, the region of injec-
tion of bubbles is again situated in the downwelling area
behind the crest of the internal wave, as we found for the
homogeneous input of bubbles from the surface for strong
winds see Fig. 2 for comparison. But in this case the inho-
mogeneity of the distribution of bubbles in the subsurface
layer is much stronger, since bubbles are injected only
through parts of the surface.
Figure 8 shows the averaged distribution of void fraction
¯ with depth for three different models of injection of
bubbles, a homogeneous case W=10 m /s, and two inho-
mogeneous cases W=2.5 m /s, and we use either Eq. 21
or Eq. 22 for the source. Here
¯z =
1
5Ps
	
5Ps
10Ps	
0

x,zdxdT .
We note that the averaged values of q¯ and ¯ are close to the
respective solutions corresponding to the steady source 18.
The inhomogeneous input of bubbles leads to the more rapid
decrease of the void fraction with depth, despite larger aver-
age value at the surface.
The detailed character of the bubble distribution in the
subsurface layer depends on the parameters governing the
breaking surface waves, that is, the initial wave number 0,
the initial amplitude as0, and the critical steepness Sc. The
spatial distribution of N for different values of wavelength
and Sc are shown in Figs. 9 and 10.
In Fig. 9, the number density of bubbles is shown for
as0=0.1 m and three different values of 0=2.6, 2.5, and
2.3 m 0as0=0.24, 0.25 and 0.27, respectively. For
106603-9 Structure formation in the oceanic subsurface bubble layer Phys. Fluids 22, 106603 2010
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
158.125.80.220 On: Thu, 04 Sep 2014 11:30:47
0=2.3 m, surface waves begin to break at low horizontal
velocities and the picture is closer to the case of homoge-
neous input of bubbles e.g., Fig. 2 than in the remaining
two cases. For 0=2.6 m, breaking of surface waves occurs
in the narrow zones on the surface.
In Fig. 10, the same pictures are plotted for different Sc.
We chose Sc=0.5 basic value, 0.45, and 0.4 in this last
case the initial steepness already exceeds the critical value.
Here, 0=2.5 m and as0=0.1 m. As can be seen from the
plots, the smaller is Sc the wider is the region of surface
waves breaking. Nevertheless, at a depth of 3 m and deeper,
the character of the distribution of N does not change notice-
ably because in this region, it is mainly defined by the slow
convection.
The considerations above can be also applied to the case
when the surface waves and the internal wave move in the
opposite directions, with the appropriate changes for VX0
and 0. However, VX0 will always be positive for the case
FIG. 6. Color online Void fraction of bubbles and averaged value of source term for periodic internal wave of 3 m amplitude and wind speed
W=2.5 m /s structure due to inhomogeneous breaking. The source term is calculated a using Eq. 21 and b using Eq. 22.
FIG. 7. Color online a Acoustic speed meters per second and b void fraction of bubbles 1 /m3 for periodic internal wave of 3 m amplitude and wind
speed W=2.5 m /s structure due to inhomogeneous breaking.
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of counterpropagating internal and surface waves and hence
we expect surface wave breaking to be not so prominent.
VI. CONCLUDING REMARKS
In this paper we have modeled the shaping of the sub-
surface bubble layer by an internal wave. The effect of an
internal wave on the surface wave breaking and, thus, on the
subsurface bubble layer, was first observed in Ref. 18. Re-
cently, structure formation in the bubble layer in accordance
with the profile of the underlying internal wave was recorded
on the shelf of Sea of Japan in Refs. 19 and 20.
We considered an uncoupled problem formulation using
the solution for an internal wave in a two-layer fluid, which
was then substituted into the equation describing the bubble
dynamics. We studied two different cases, when breaking is
caused either by a strong wind or by the interaction with an
internal wave. We have proposed a simple analytical model
for the injection of bubbles through the surface due to the
modulation and breaking of surface waves induced by an
internal wave. The equations were solved numerically, show-
ing structure formation in the bubble layer.
The mathematical model used in our study for the very
complex processes in the turbulent ocean is highly idealized.
In particular, in the case when breaking is caused by a strong
sustained wind, it is desirable to try to develop this study
further to account for the effects of Langmuir circulation,
which also plays a significant role in the dynamics of
bubbles see Refs. 32–34. In the case when surface waves
breaking is caused by a direct interaction with an internal
wave, it is interesting to consider an oblique interaction. For
simplicity, in the current study we used a solution for a linear
sinusoidal internal wave. However, large amplitude nonlinear
internal waves are commonly observed in the coastal oceans
e.g., Ref. 23 and references therein and one could consider
the organization of bubbles by such nonlinear waves. The
theoretical framework developed in this paper can be gener-
alized to account for these extensions.
The described effects are twofold: bubbles are driven by
an internal wave field and the injection of bubbles into the
water is enhanced due to the steepening of surface waves by
the internal wave. We have shown that both of these mecha-
nisms increase the void concentration of bubbles in the
downwelling areas behind the crests of the internal wave,
which agree with the observations in Refs. 18–20.
We also calculated the characteristics such as bubble
void fraction, acoustic wave speed in the mixture, and scat-
tering intensity, and showed that the structure formation in
the bubble layer can have a strong effect on the acoustics in
the subsurface layer. We have shown that the horizontal vari-
ability of these characteristics approximately copies the in-
ternal wave, with a shift in the direction of the propagation
of the internal wave. The magnitude of such variability is
depth-dependent.
Thus, processes of this type should be important for the
study of underwater acoustics and the related oceanographic
measurement techniques based on acoustic Doppler current
profilers ADCPs.
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FIG. 8. Color online Averaged void fraction as a function of depth. 1
W=10 m /s homogeneous input of bubbles, 2 W=2.5 m /s inhomoge-
neous input of bubbles according to Eq. 21, and 3 W=2.5 m /s inho-
mogeneous input of bubbles according to Eq. 22. The dashed line effec-
tively corresponds to the absence of bubbles radius of bubbles is less than
5 m.
FIG. 9. Color online The void fraction for different wavelengths of surface waves: 2.3, 2.5, and 2.6 m. The amplitude is as0=0.1 m.
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APPENDIX A: INTERNAL WAVES IN A TWO-LAYER
FLUID
In this appendix, we present a brief summary of the
well-known solution for a linear internal wave, summarizing
all necessary formulae e.g., Refs. 26–28. We suppose that
the flow is two-dimensional and use the spatial coordinates
x ,z, where x is horizontal and z is vertical. The undisturbed
free surface is at z=0. The upper layer has an undisturbed
constant depth h and a constant density 1, while the lower
layer has an undisturbed constant depth H−h and a constant
density 2 H is the total depth. We consider an inviscid,
incompressible fluid.
Let ui ,wi denote the horizontal and vertical components
of the velocity field, pi be the pressure deviation from the
hydrostatic pressure, and i be the density in each layer
1 and 2 denote the upper and lower layers, respectively.
The linear internal wave field is then easily found by solving
the linearized Euler equations in each layer
iuit + pix = 0, iwit + piz + ig = 0, uix + wiz = 0,
subject to the usual rigid lid condition at the surface
w1z=0 = 0, A1
rigid bottom condition at z=−H
w2z=−H = 0, A2
and linearized continuity conditions for the vertical velocity
and pressure at the interface
w1z=−h = w2z=−h = t, A3
p1 − p2z=−h = − 2 − 1g , A4
where  denotes the elevation of the interface from the un-
disturbed level z=−h. Assuming that 2−1	1 ,2, and de-
noting = 2−1 /2, Eq. A4 yields an interface condi-
tion in the form
w1zt − w2ztz=−h = − gxx. A5
Then the solution is found by solving the Laplace equation in
each layer
wixx + wizz = 0, i = 1,2,
subject to the conditions A1–A3 and A5.
Next, let
x,t = Aeikx−t + c . c . A6
and then we find that the internal wave field in the upper
layer is given by
u1 = −
A
sinh kh
cosh kzeikx−t + c . c . , A7
w1 =
iA
sinh kh
sinh kzeikx−t + c . c . , A8
p1 = − 1
2A
k sinh kh
cosh kzeikx−t + c . c . .
The total pressure in the upper layer is
p1
total
= pa − 1gz + p1, A9
where pa is the atmospheric pressure. The linearized internal
wave field in the lower layer is given by
u2 =
A
sinh kH − h
cosh kz + Heikx−t + c . c . , A10
w2 = −
iA
sinh kH − h
sinh kz + Heikx−t + c . c . ,
A11
p2 = 2
2A
k sinh kH − h
cosh kz + Heikx−t + c . c . .
The total pressure in the lower layer is
p2
total
= pa + 1gh − 2gz + h + p2. A12
The dispersion relation is given as follows:
2 = gk
tanh kh · tanh kH − h
tanh kH − h + tanh kh
.
FIG. 10. Color online The void fraction for different values of the critical steepness: 0.5, 0.45, and 0.4. Here, 0=3.0 m and as0=0.1 m.
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APPENDIX B: MODULATION OF SURFACE WAVES
BY AN INTERNAL WAVE
The modulation of surface waves by a background cur-
rent was studied in Refs. 35–38 These theories were adapted
to the modulation of surface waves by an internal wave see,
for instance, Refs. 39 and 40. An alternative model com-
monly used for the interpretation of images of the surface
signature of internal waves was introduced in Ref. 41 under
the assumptions that the surface wave field is maintained by
a strong wind and the internal wave is regarded as a pertur-
bation to this field. Here we present a brief summary of these
theories and present the main results needed for our present
study. In particular, we will emphasize the distinction be-
tween a fixed reference frame that used by an observer at a
fixed place and the reference frame, which moves with the
internal wave and in which the internal wave is steady.
First, consider the Euler equations in the fixed reference
frame. Using x ,z , t coordinates, the horizontal momentum
equation is
ut + uux + wuz + px = 0. B1
We are concerned with surface waves, with a horizontal ve-
locity field us, riding on the surface current of an internal
wave ui=uix−cit ,z. Linearization then yields
u = ui + us, ust + uiusx + usuix + wiusz + wsuiz + psz = 0.
B2
On the assumption that the internal wave is a long wave and
slowly varying relative to the surface wave, the terms ¯ 
can be neglected at the leading order, but this is not essential
at the moment.
Then to facilitate the analysis, we make a change of
variables
X = x − cit, T = t, Z = z, U = u, W = w, P = p ,
so that Eq. B1 becomes
uT + u − ciuX + wuZ + pX = 0
and Eq. B2 becomes
usT + ui − ciusX + usuiX + wiusZ + wsuiZ + psZ = 0. B3
In effect, the internal wave current uix−cit ,z becomes
uiX ,Z−ci. Alternatively, we can make a change of vari-
ables, preserving Galilean invariance
X = x − cit, T = t, Z = z, U = u − ci, W = w, P = p ,
so that
UT + UUX + WUZ + PX = 0.
But now, the linearization is about UiX ,Z=uiX ,Z−ci, that
is U=Ui+us and so again we get Eq. B3. That is, both
transformations lead to the same equation for the calculation
of the modulated surface wave field.
Now we can apply a WKB-type analysis to the modula-
tion of surface waves by slowly varying current see, for
instance, Refs. 38, 40, 43, and 44. The outcome is that the
dispersion relation is the same as when the internal wave is
omitted, except for the Doppler shift by the surface current
VX=uiX ,0−ci, and then the equation for conservation of
waves determines how the surface wave number will be
modulated. The surface wave amplitude is governed by the
wave action equation. The fact that only uiX ,0 is needed
requires some careful work, but is essentially the outcome of
the long-wave hypothesis for the internal wave and the as-
sumption that the internal wave is slowly varying relative to
the surface wave. Thus, in the comoving frame, a modulated
deep-water surface wave of elevation s is described by
s = as cos , T = −, X =  , B4
where the frequency , wave number , and amplitude as
are slowly varying functions of X ,T determined by the
equations
 = VX +, 2 = g , B5
T +X = 0, B6
AT + cgAX = 0, A =
E

, E =
1
2
lgas
2
, cg =


.
B7
Here, A is the wave action density and E is the wave energy
density. These equations have the steady solution in which 
is a constant and  ,as depend only on X
 =0,  = 	
X0
X
XdX −0T,
lcgas
2
2
= F0, B8
where 0 ,F0 are constants. The dispersion relation then
provides a prescription for the dependence of =V, which
is better expressed in terms of the intrinsic phase speed
c= /
c2 = c0VX + c, c0 =
g
0
.
Here, without loss of generality we have chosen 0. The
solution for c , ,cg is
c =
c0
2
 c0VX
c0
+
1
41/2, 0 = c0
2
c2
, B9
cg = VX +
c
2
= Vx +
c0
4

c0
2 VXc0 + 14
1/2
. B10
Now choose c0 to be cV=0, so that the plus sign is chosen
and again, without loss of generality, we can choose c00,
so that the surface waves propagate in the positive
x-direction. For V0 the surface waves propagate without
restriction and c decreases as V increases, while for V0,
c increases to infinity as V decreases to the stopping veloc-
ity of −c0 /4. The wave amplitude is given by Eq. B8 which
reduces to
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as
2X
as0
2 =
1
2VXc0 + 14
−1/212 + VXc0 + 141/2−2.
B11
For V positive and increasing, the surface wave energy as
2
decreases, while for V negative and decreasing, as
2 increases
to infinity at the stopping velocity. In this case wave breaking
will occur before the stopping velocity.
This well-known solution B11 for the modulation of
surface waves by a slowly varying current assumes that the
surface wave field is essentially unforced. In the situation
when there are strong winds, this assumption needs to be
relaxed. Following Ref. 40, we assume that there is a domi-
nant wave number in the wind-wave field, the dispersion
relation still holds, and so Eqs. B5 and B6 can again be
used to yield the expressions B9 and B10. But the wave
action equation is changed by the presence of source and
dissipation terms. Thus, in the comoving frame, the wave
action Eq. B7 is changed to
AT + cgAX = S − D, A =
lgas
2
2
, cg =


. B12
Here S is a source term, and D is a “dissipation” term rep-
resenting nonlinear interactions and energy loss to small
scales possibly through wave breaking. The solution of this
equation now requires a more detailed knowledge of these
source and dissipation terms. However, we can follow an
approach pioneered in Ref. 41 in which Eq. B12 is used to
determine A=A. First assume that there is steady state in
which =0 a constant, A=A0=A0 so that S=D.
Then suppose that this steady state is perturbed by the effect
of the internal wave surface current VX=uiX ,0−ci. Then
=0+, A=A0+A is the action density of the per-
turbed state, and following Ref. 41, we assume the perturba-
tion of S−D to be −A. Here  is an empirically deter-
mined constant, such that −1 is typically of the order 10–
100 wave periods. The perturbed wave kinematic Eqs. B5
and B6 yield the outcome

0
= −
VX
cg0
, since  = VX + =0,
while the perturbed action spectrum is given by
AT + cg0AX + 1 − 0
cg0
cg0
0
−
0
A0
A0
0
A0VX = − A .
Here the subscript 0 refers to the steady state without the
modulations induced by the internal wave and we note that
0cg0 /0=−cg0 /2. Following Ref. 41, we assume that the
relaxation term on the right-hand side dominates over the
local term AT+cg0AX, which then yields the quasisteady
state solution
A
A0
= −
3 + 2
2
VX,  = −
0
A0
A0
0
, B13
which is similar to the formula obtained in Ref. 41. For a
spectrum E−4, or A−9/2, =9 /2, and 3 /2+=6.
Next we note that the corresponding action change due
to the modulation of the surface wave directly by the internal
wave current VX in the absence of any wind is expressed
by Eqs. B7 and B8, which for small values of VX yields
to leading order
A
A0
= − 3
VX0
0
. B14
Note that expression B13 peaks at the downwelling center,
while expression B14 peaks over the crest of the internal
wave, in the absence of any wave breaking. For the interfa-
cial wave described in Appendix A, the ratio of these terms
can be estimated in magnitude as 3+2k0 /60, where k
is the wave number of the interfacial wave. In the oceanic
situation, k	0 but 02
, and so which term dominates
depends on the actual case being considered. A typical sce-
nario might have k /010−2, while 0 /2
 varies in the
range 10–100; then the ratio varies in the range 1–10 in order
of magnitude, suggesting that usually it will be the first term
which dominates. However, we must recall that expression
B13 is derived on the assumption that the internal wave
field is quite weak V	c0 and for stronger internal wave
fields, we would expect expression B11 derived for un-
forced surface wave fields to hold.
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