Let f k g 1 k=1 be a sequence of not necessarily distinct points on the complex unit circle. We consider the moment problem where it is to nd a positive measure on for a given sequence of moments f n g 1 n=0 . This paper gives results which to some extend generalise the limit point -limit circle situation of classical moment problems.
Introduction
Let T = fz 2 C : jzj = 1g be the complex unit circle and let f k g 1 k=1 be a sequence of not necessarily distinct points on Tn f1g. Introduction of the \forbidden" point 1 is not a severe restriction because there is only a countable number of k 's so that there always exists such a point on T, which by a simple rotation can be brought to the position 1. De ne ! n (z) = Q n k=1 (z ? k ) for n 1 and set ! 0 = 1. By n we denote the set of polynomials of degree at most n. We consider the spaces L n = ( p n (z) ! n (z) : p n 2 n ) ; L = 1 k=0 L k :
M 1 ! n = n = Z ? d ( ) ! n (e i ) ; n = 0; 1; : : : It was shown in 3] that this moment problem always has at least one solution. This existence result was proved in a constructive way. Such a solution was obtained as the limit of a converging subsequence of quadrature formulas. Since there could be di erent subsequences, converging to di erent limits, there might be (in nitely) many solutions. Here we will address the problem whether the moment problem is determinate or indeterminate, i.e., whether a solution is unique or not. We shall, to a certain extend, generalise the classical limiting point versus limiting disk situation for a sequence of nested disks. This technique was known to Weyl 23] and used by Akhiezer 1] and Shohat and Tamarkin 20] when they studied the classical Hamburger moment problem to characterize the situation where the moment problem has a unique solution. See also the work of Stone 22] .
For more information on moment problems and nested disks see 10, 11, 12, 21, 14] . Uniqueness criteria for the strong Hamburger moment problem can be found in 17] . An extended Hamburger moment problem was discussed in 15]. In the Hamburger problem, the unit circle is replaced by the real line. Similar results about unique solvability were obtained in 16] for the extended Hamburger moment problem where a nite number of points k on the real line are cyclically repeated. Multipoint matrix versions of the Hamburger and Stieltjes moment problems are found in e.g., 19, 18] . In the case where the points k are located inside the unit disk, results similar to the ones of this paper were given in 7] and 4]. Here we treat the case of the unit circle and at the same time we consider a general sequence of k 's which need not be cyclically repeated. We emphasize that the theory where all the points k lie inside the open unit disk is substantially di erent from the theory where they are on its boundary. In the boundary case, nontrivial new problems arise e.g. due to the fact that functions in L are not continuous on the unit circle anymore. Analog results for the real line can be obtained in a similar way. However, there the problem is that the support of the measure is not compact and special attention has to be paid to the point at in nity which causes some trouble. For simplicity, we discuss here only the case of the unit circle. An essential role will be played by the orthogonal rational functions. They play the role of orthogonal polynomials in the Hamburger case or the orthogonal Laurent polynomials 13] in the case of the strong Hamburger moment problem. For the case of points inside the unit disk, such orthogonal rational functions were rst studied in 8, 2, 9] . For points on the boundary, they appear in 16, 3, 6, 5] 2 Orthogonal rational functions and recurrence relation First we observe that L n = spanfb 0 ; b 1 ; : : : ; b n g with b 0 = 1; b n = Z 1 Z 2 Z n ; n 1 where Z k (z) = i(z ? 1)( k ? 1) z ? k ; k 1:
We use this notation also for k = 0, in which case we set 0 = ?1. Thus Z 0 (z) = 2i 1 ? z 1 + z : Note that the basis functions b k satisfy b k = b k . By a Gram-Schmidt procedure, these basis functions are orthogonalised to give the orthonormal functions n , n = 0; 1; : : :. Let n (z) = n (1) + + 0 n b n?1 (z) + n b n (z):
The orthonormal functions can be xed uniquely by requiring n > 0. This is what will always be assumed when we refer to the orthonormal functions. Note that then, because of Mf1g = 1 we nd 0 = 0 = 1. If we set n = p n =! n , with p n 2 n , then we say that n (and also its index n) is singular if p n ( n?1 ) = 0. Otherwise, they are called regular. Proof. Because b k = b k , it is obvious that if the coe cients are real, also n = n . The proof of real coe cients follows easily by induction. The result is true for n = 0. Suppose it is true for i n ? 1, then by the Gram-Schmidt procedure n = n =k n k; with n = b n ? n?1 X i=0 i i ; i = hb n ; i i :
Using Mff g = Mffg, hf; gi = Mffg g, b n = b n and i = i for i < n, it follows that the coe cients i = hb n ; i i = Mfb n i g = Mfb n i g = Mfb n i g = i are real. Since i has real coe cients with respect to the basis b k , also n and thus also n will have real coe cients with respect to the basis b k .
2
The following is a slight adaptation of Theorem 4.1 in 3].
Theorem 2.2 Suppose the system f n g is regular. Then the following recurrence holds n (z) = A n Z n (z) + B n Z n (z) Z n?2 (z) ! n?1 (z) + C n Z n (z) Z n?2 (z) n?2 (z); n = 2; 3; : : : (2.3) with constants A n ; B n ; C n satisfying the conditions E n = A n + B n =Z n?2 ( n?1 ) 6 = 0; k = 2; 3; : : : (2.4) C n 6 = 0; k = 2; 3; : : : Then E n 2 R.
If the recurrence relation holds, and hence A n and B n are de ned, then the E n of (2.7) coincide with the E n of (2.4), i.e., E n = A n + B n D n . The latter also holds for n = 1 if we set by de nition A 1 = 1 and B 1 = 0 1 .
Proof. Because the coe cients of the orthonormal functions are real and D n is real, it follows that also E n is real. To show that E n = A n + B n D n , we divide the recurrence relation (2.3) by b n (z) and set z = n?1 . With (2.2) and 1=Z k ( k ) = 0, we get the result. 2 Note that it easily follows from this de nition of E n that E n = 0 if and only if n is a singular index.
Lemma 2.4 Suppose the recurrence relation for the orthonormal functions n holds with coe cients A n , B n and C n . Let D n be as in (2.6) and E n = A n + B n D n . Then E n = ?C n E n?1 ; n 2:
Proof. Because b n?1 =Z n 2 L n?1 , it is orthogonal to n . Using the recurrence relation for n , we get 0 = h n ; b n?1 =Z n i = A n hb n?1 ; Z n (w)Z n?1 (z) ? y n (z)x n?1 (w) Z n (z)Z n?1 (w) : Then, with H(z; w) as in (2.11) and E n as in (2.7) F n (z; w) = y n?1 (z)x n?1 (w)H(z; w)E n ? C n F n?1 (z; w)
Proof. We use the recurrence relation for x n and y n in the de nition of F n (z; w), which gives F n (z; w) = A n x n?1 (w)y n?1 ( Using the expressions (2.11) and (2.12), we nd F n (z; w) = x n?1 (w)y n?1 (z)H(z; w) A n + B n D n ] ? C n F n?1 (z; w) = x n?1 (w)y n?1 (z)H(z; w)E n ? C n F n?1 (z; w):
An induction argument leads to the result.
2
It is possible to derive from this formula the Christo el-Darboux type formulas which are given below. However, this would require that the system n is regular, since it is based on the existence of the recurrence relation. It is possible however to prove the Christo elDarboux formulas without using the recurrence relation and only relying on the orthogonality properties of the n . This is what we shall do here. We also introduced the notation M t to indicate that M operates on its argument as a function of t. We prove that these functions of the second kind are also solutions of the recurrence (2.3).
Theorem 3.1 Suppose that the system of orthogonal rational functions n is regular and let n be the associated functions of the second kind. Then these n satisfy the same recurrence relation (2.3) as the n .
Proof. We use the recurrence relation for n (t) and n (z) in the de nition of n . This gives for n 2 n (z) = A n M t fD(t; z) Z n (t) n?1 (t) ? Z n (z) n?1 (z)]g
We note that
A n i( n ? 1) n?1 (t) + n?2 ? n 1 ? n?2 B n n?1 (t) + C n n?2 (t)]
D(t; z) = t ? n t ? z + z + n t ? z : Thus in the argument of M t in (3.1), the factor t ? z in the numerator of f n (t; z) cancels the denominator of D(t; z).
Using the orthogonality of the k , we nd M t fD 1 (t; z)f n (t; z)g = 0; for n 3 = C 2 ( 2 ? 1)(1 + 2 ) 2(z ? 2 ) ; for n = 2.
For the second term with D 2 (t; z), we use again the recurrence relation to write f n (t; z) as f n (t; z) = t ? z z ? n " ? n (t) ? i(1 ? n )A n n?1 (t) + 1 ? n 1 ? n?2 B n n?1 (t) + C n n?2 (t) # :
Again, by the orthogonality of the k , we get M t fD 2 (t; z)f n (t; z)g = 0; for n 3
This proves the recurrence relation for n 3 directly. For n = 2, we can put together all the terms involved and we nd that then also the recurrence relation is satis ed because Z 2 (z)
It is possible to build some redundancy in the de nition of the n . For an analogous proof in the case where the points k are inside the unit disk, see 7].
Lemma 3.2 Let n be the orthonormal system and n the associated functions of the second kind. For n > 0 and for any f such that (as a function of t)
the result follows by the orthogonality of the n .
Note that in particular we could take f 2 L n?1 or f(t) = g(t)(t ? n )=(t + z) with g 2 L n ,
We shall now derive a Liouville-Ostrogradskii type determinant formula.
Theorem 3.3 (determinant formula) Let n be the orthonormal functions and n the functions of the second kind, then for n 1 we have with E n as in (2.7)
Multiply with D(t; z) and apply M t to get for the left-hand side
while for the right-hand side we nd M t f n?1 (t)D(t; z) n (t) ? n (z)]g ? M t f n (t)D(t; z) n?1 (t) ? n?1 (z)]g: Note that in the second term D(t; z) n?1 (t) ? n?1 (z)] 2 L n?1 so that this term is zero by the orthogonality of n . To compute the rst term, we de ne 
Working this out gives the result.
4 Christo el-Darboux relations
We now prove some Chisto el-Darboux type relations. and let H(z; w) and E n be de ned by (2.11) and (2.7). Then
Proof. De ne g(z; w) = (w ? n )(z ? n?1 ) n (w) n?1 (z) and G(w) = g(z; w) ? g(w; z): (4.1) Then the Christo el-Darboux relation which has to be shown is equivalent with
Observe that F(w) 2 L n?1 so that it can be written as
We have
The rst term is zero. To see this, we write it out as
Because n ? L n?1 , the rst term is zero and because n?1 ? L n?2 , the second term is zero.
Thus it remains that k (z) = k (z)MfFg. We note that MfFg = (z ? n?1 ) n?1 (z)f n (z) ? (z ? n ) n (z)f n?1 (z); f i (z) = M w f w ? i z ? w i (w)g:
By adding and subtracting (z ? n?1 )(z ? n ) n?1 (z) n (z)D(z; w)=(2z), we can rewrite this as MfFg = (z ? n?1 ) n?1 (z)g n (z) ? (z ? n ) n (z)g n?1 (z) with for i = n; n ? 1 Thus, using the determinant relation of Theorem 3.3, this gives
We also have the following generalization of the determinant formula.
Theorem 4.2 Let f n g be the orthonormal functions and n the associated functions of the second kind. De ne
Let H(z; w) be as in (2.11), E n as in (2.7) and D(z; w) the Riesz-Herglotz kernel. Then, for w 6 = z,
For w = z, this reduces to the determinant formula.
Proof. De ne g(z; w) as in (4.1) and set G(z; w) = g(z; w) ? g(w; z): Finally, we give a combination of the previous summation formulas. Theorem Proof. This is directly obtained by working out the left-hand side and using the three previous theorems. We now give without proof the following complex analog of Theorem 2.5. A possible proof would be to take substar conjugates of the relations from the previous section. Note that we then need the fact that the numbers E n and C n are real, which they are by Lemma 2.3 and Lemma 2.4. G n (z; w) = y n?1 (z)x n?1 (w)H(z; w)E n ? C n G n?1 (z; w)
#H (z; w)E n + (?1) n C n C n?1 C 2 G 1 (z; w):
One can use this theorem and take x k = y k = k or x k = y k = k or x k = k and y k = k . One then obtains the formulas in the theorem below which are then proved under the assumpsion that they satisfy the recurrence relation, in particular that the k form a regular system. However, it is equally simple to follow the way of reasoning used in the previous section to arrive at the Christo el-Darboux type formulas where orthogonality was the only assumption needed, and again one will arrive at the results of the theorem below.
Thus the results hold without assumimg that there is a recurrence relation, i.e., without the system n being regular. We just give the result without proof.
Theorem 5.2 Let n be the orthonormal functions and n the functions of the second kind.
LetH(z; w) be as de ned in (5.1), E n as in (2.7) and D(z; w) the Riesz-Herglotz kernel.
where in the last equation, the substar is with respect to z. The previous relations can be combined to give the following Theorem 5.3 Let n be the orthonormal functions and n the functions of the second kind.
For an arbitrary complex s, we set n (z; s) = n (z) + s n (z): we get the result (5.4).
6 Quasi-orthogonal functions
We de ne quasi-orthogonal functions as Q n (z; ) = n (z) + Z n (z) Z n?1 (z) n?1 (z); 2R = R f1g; n 1:
For = 1, we set Q n (z; 1) = Z n (z) Z n?1 (z) n?1 (z): It was proved in 3] that if n is regular, then there always exists in nitely many so called regular values = n 2R such that Q n (z; n ) has n simple zeros, all lying on Tnf 1 ; 2 ; : : : ; n g. In fact all, except nitely many 2R are regular values. Suppose we have chosen a regular value n and suppose that the zeros of Q n (z; n ) are given by k = nk ( ), k = 1; : : : ; n. They can be used to construct quadrature formulas. These formulas use the k for their abscissas and their weights nk ( ) are given by Alternative expressions for the weights can be obtained as follows. First introduce quasiorthogonal functions of the second kind by P n (z) = P n (z; ) = n (z) + Z n (z) Z n?1 (z) n?1 (z); 2R; n 1:
We then have Theorem 6.2 The weights of the quadrature formula are given by
where the prime means derivative.
Proof. From the partial fraction decomposition we see that R n (z) = ? P n (z) Proof. Since Q n ( k ) = 0, we get from the rst formula in Theorem 5.2 with w = k and
Dividing by k ? t and letting t tend to k we get n?1 ( k ) Z n?1 ( k )Z n ( k ) Q 0 n ( k ) = k n?1 ( k ; k )E n lim t! kH (t; k ) k ? t where k n?1 (z; z) = P n?1 j=0 j j (z)j 2 and the limit in the right-hand side is i=(1 ? k ) 2 , provided that k 6 = 1.
Similarly, using the third formula in Theorem 5.2 with z = w = k and taking into account that Q n ( k ) = 0, we get
where the limit is (again for k 6 = 1) ?i 2 j1 ? k j 2 :
We now plug the values of Q 0 n ( k ) and P n ( k ) into the expression of nk of the previous theorem and we get the result for k 6 = 1.
For k = 1, we use a perturbation technique. First we choose a continuous perturbation ( ) 2R of the parameter in Q n . Assume that lim !0 ( ) = . The coe cients of Q n depend continuously on and hence also its zero k . Therefore we can always choose 6 = 0 such that k ( ) 6 = 1. Then the relation we want does holds true by our previous arguments. Since k ( ) ! 1 as ! 0 and since both P n and Q 0 n as well as their ratio depend continuously on in the neighbourhood of = 0, we nally obtain the result for k = 1 since 1 k n?1 (1; 1) = lim !0 1 k n?1 ( k ( ); k ( )) = lim !0 1 2 k ( ) P n ( k ( )) Q 0 n ( k ( )) = 1 2 P n (1) Q 0 n (1) = nk : This concludes the proof.
2
The discrete measure which takes weights nk ( ) in the points nk ( ), k = 1; : : : ; n will be denoted by n = n ( ; ). The set of regular values for which such a measure exists is dense in R.
Nested disks
In this section we use the notation s = s n (z) = R n (z; ) = ? P n (z; ) Q n (z; ) where Q n are the quasi-orthogonal functions and P n are the quasi-orthogonal functions of the second kind. Obviously when n is a regular index, then ! s n (z) maps (for a xed z 2Ĉ nTwithĈ = C f1g) the extended real lineR onto a circle K n (z). Furthermore, the upper half plane is mapped onto its interior. This follows for instance from Theorem 7.1(2) below. The closed disk with boundary K n (z) is denoted as n (z).
For z 2 T, the circle K n (z) degenerates to a line (the imaginary axis).
When n is a singular index, then the transformation is degenerate. In that case, the whole plane is mapped to a point. Indeed, since for a singular n we have E n = 0, it follows from the Christo el-Darboux relation that n (w) Z n (w) n?1 (z) Z n?1 (z) = n (z) Z n (z) n?1 (w) Z n?1 (w)
for any z and w. Choose w such that n?1 (w)=Z n?1 (w) 6 = 0, then we see that there should be a constant c n such that n (z) = c n Z n (z) Z n?1 (z) n?1 (z): It follows similarly from Theorem 4.3 that the same holds for the functions of the second kind n , i.e., we may replace by in the previous relation and the constant c n is the same for and as follows from the determinant fromula of Theorem 3.3. Hence we get R n (z; ) = ? P n (z; ) Q n (z; ) = ? (c n Z n =Z n?1 + ) n?1 (z) (c n Z n =Z n?1 + ) n?1 (z) = ?
n?1 (z) n?1 (z) :
This is independent of for any 2Ĉ (not only the real ones) and thus the whole Riemann sphere is mapped to a point, which we denote as K n (z).
We have the following theorem. . This is (1) of the theorem.
Since the denominator 1 ? jzj 2 is positive, negative or zero, i jzj < 1, jzj = 1 or jzj > 1, this means that the circle will be in the right or left half plane depending on jzj being less than 1 or greater than 1 respectively. This is (4).
The disk n (z) with boundary K n (z) is given by putting a sign instead of equality. Since 
This is (2).
Since the sum in the left-hand side of (7.1) is non-decreasing with n, it follows that we have nested disks for regular indices, i.e., if m > n and m and n regular indices, then m (z) n (z). This is (5). We have to exclude here the singular indices because when n is singular, then n collapses to a point and a subsequent disk with positive radius can not be a subset of n .
Since R n (z; 1) = R n?1 (z; 0), the circles will touch, even if the index n is singular. In the latter case, K n (z) is a point from the circle K n?1 (z).
The expressions for center and radius for a general linear fractional transform ( 2R) Using the Green and Christo el-Darboux formulas, the expressions for c n and r n as in (3) will follow.
2
Corollary 7.2 For z 2 f0; 1g, all the circles K n (z) n = 1; 2; : : : reduce to the same point s(z) 1. Proof. When n is regular, it follows from the expression for the radius that for z 2 f0; 1g it is zero. From the equation of the circle, it follows that s = 1. Since successive circles touch also for singular indices, we get the same point for all n. 2
Assume from now on that there are in nitely many regular indices. Because the disks are nested, it follows that when n( ) is the sequence of regular indices, then 1 = \ n( ) n( ) is a disk with radius r(z) = lim !1 r n( ) (z) which may reduce to a point when this radius is zero. We have the following Lemma 7.3 Suppose z 2 C 0 = C n (T f0g). This is the rst formula required. The second formula is proved similarly.
We can now prove the following invariance theorem. Proof. From Lemma 7.4, we know that with x n = n and y n = n or visa versa, we have, with the notation as in Lemma 7.4 x n (z) = x n (w) + z ? w n ? z Y n (w) We can now also prove the analyticity theorem. Since the right-hand side is uniformly bounded in compact subsets of C n T, the analyticity of s(z) follows. The last inequality is a direct consequence of Theorem 7.1 (4).
8 The moment problem
We are now ready to border the moment problem as it was described in the introduction. As we have seen however, our approach so far relied heavily on orthogonality properties, i.e., on the fact that we have a real and positive inner product, and that is why we needed the functional M to be de ned on R. This means that s 2 1 (z).
Next it is shown that if s 2 1 (z), then it is the Riesz-Herglotz transform of some 2 M L . This is readily shown by using the quadrature formulas we have discussed. We consider the limiting point and the limiting disk case separately.
If 1 (z) is a point, then since s 2 1 (z), there must exist s n 2 K n (z) such that s n ! s.
Since there is for each n some n such that s n = R n (z; n ) = Z If 1 (z) is a disk, let s be a point on the boundary K 1 (z). Recall that for a xed n, we can, except for nitely many values of , associate a quadrature formula with R n (z; ). Let us denote the discrete measure that is associated with this quadrature by n ( ; ). It depends on n but also on the choice of . We can then, for every regular index n choose an s n 2 K n (z) such that these s n tend to s and such that s n = n (z), where n = n ( ; n ) and where n is chosen such that s n = R n (z; n ). By Helly's theorems and the proof of the previous theorem, there exists a 2 M L such that (z) = s.
Thus every s on the boundary K 1 (z) is of the form (z) with 2 M L . Now let s be an interior point of 1 (z). Then it can be found as a convex combination s = s 1 + (1 ? )s 2 (0 < < 1) of points s 1 ; s 2 on the boundary K 1 (z). Thus there exist 1 ; 2 
2
Now the following corollary is obvious. Corollary 8.3 In the case of a limiting disk, for each s 2 1 (z), z 2 C 0 = C n (T f0g), there are in nitely many 2 M L such that s = (z). The moment problem in L has in nitely many solutions.
In the case of a limiting point, a solution of the moment problem in R is unique.
