We introduce motivic zeta functions for matroids. These zeta functions are defined as sums over the lattice points of Bergman fans, and in the realizable case, they coincide with the motivic Igusa zeta functions of hyperplane arrangements. We show that these motivic zeta functions satisfy a functional equation arising from matroid Poincaré duality in the sense of Adiprasito-Huh-Katz. In the process, we obtain a formula for the Hilbert series of the cohomology ring of a matroid, in the sense of Feichtner-Yuzvinsky. We then show that our motivic zeta functions specialize to the topological zeta functions for matroids introduced by van der Veer, and we compute the first two coefficients in the Taylor expansion of these topological zeta functions, providing affirmative answers to two questions posed by van der Veer.
Introduction
In this paper, we introduce a notion of motivic zeta functions for matroids. In the realizable case, these coincide with the motivic Igusa zeta functions of hyperplane arrangements. Matroids, which generalize the combinatorics of hyperplane arrangements, have become a topic of renewed interest in algebraic geometry. Recent developments have shown that many seemingly geometric properties of hyperplane arrangements are in fact not geometric at all, arising instead from the combinatorics of matroids [FY04, AHK18, EPW16, Eur20, LRS17]. This is striking because the vast majority of matroids cannot be realized by hyperplane arrangements [Nel18] .
The motivic zeta functions for matroids satisfy many properties predicted by the geometry of motivic Igusa zeta functions. For example, we prove that these zeta functions are always rational. Even in the absence of a realizing hyperplane arrangement, we show that these zeta functions satisfy a functional equation coming from Poincaré duality for matroids in the sense of Adiprasito-Huh-Katz [AHK18] . This functional equation implies an identity in terms of the characteristic polynomials of matroids. We also prove that the motivic zeta function specializes to the topological zeta function of a matroid recently introduced by van der Veer [vdV18] . We show that motivic zeta functions satisfy a recurrence relation in terms of matroid minors, and we use this to compute the first two coefficients in the Taylor expansion of the topological zeta function, giving affirmative answers to two questions posed by van der Veer [vdV18] . In section 9, we demonstrate how our definition of motivic zeta functions allows us to prove that certain expressions in terms of building sets do not actually depend on the chosen building set.
Throughout the paper, we always assume that a matroid has a finite and nonempty ground set. Everything in this paper applies to matroids regardless of realizability, but we often give geometric interpretations in the realizable case. For ease of exposition, when we say that a matroid is realizable, we always mean realizable over C. Similarly, if we say that A is a hyperplane arrangement, we will always Remark 1.3. The motivic zeta function of a matroid is a strictly more refined invariant than its characteristic polynomial. To see this, we give an example in section 8 of a pair of matroids with the same characteristic polynomial but distinct motivic zeta functions. We also give an example of a pair of non-isomorphic matroids with the same motivic zeta function.
Remark 1.4. If a matroid contains a loop, then its characteristic polynomial is equal to zero. Thus the sum defining Z M (q, T ) (resp. Z 0 M (q, T ), Z M (q, T )) may be taken over those w ∈ Z E ≥0 (resp. w ∈ Z E >0 , v ∈ Z E /Z1) where M w (resp. M w , M v ) is loopless.
We briefly explain why it is appropriate to call these "motivic" zeta functions. Let K 0 (Var C ) denote the Grothendieck ring of complex varieties, let L ∈ K 0 (Var C ) denote the class [A 1 C ] of the affine line, and let M C denote the ring obtained from K 0 (Var C ) by inverting L. Kontsevich introduced "motivic integration" [Kon95] , a theory of integration modeled on integration over p-adic manifolds. In this motivic integration, the p-adic manifold is replaced by the so-called arc scheme of a complex variety, and the integrals take values in the localized Grothendieck ring M C . Denef and Loeser then used motivic integration to define the motivic Igusa zeta function of a hypersurface (sometimes also called the naive motivic zeta function of Denef and Loeser) [DL98] . This zeta function is a power series with coefficients in M C . The motivic Igusa zeta function specializes to both Igusa's local zeta function and the topological zeta function of Denef and Loeser. We refer to [DL01] and [CLNS18] for more information on the motivic Igusa zeta function and its applications.
If a matroid M is realized by a hyperplane arrangement A, then Z M (L, T ) and Z 0 M (L, T ) are equal to the motivic Igusa zeta function and the motivic Igusa zeta function at 0, respectively, of the arrangement A [KU18, Theorem 1.7]. Similarly if A is the projective arrangement obtained by projectivizing A, then Z M (L, T ) is equal to the motivic Igusa zeta function of A (see Remark 3.2). Thus we call Z M (q, T ), Z 0 M (q, T ), and Z M (q, T ) motivic zeta functions because, in the realizable case, they coincide with the motivic Igusa zeta functions of hyperplane arrangements.
1.2. Rationality of the motivic zeta functions. Whenever a new zeta function is introduced, it is reasonable to return to the Weil conjectures. Specifically, one should ask whether the zeta function is rational, find a functional equation induced by Poincaré duality, and conduct a careful analysis of the function's zeros and poles. In this paper, we study the first two of these questions. In section 3, we prove the following. Indeed, Theorem 3.1 gives an explicit formula for each of these three functions as rational functions. In the realizable case, this formula agrees with that obtained by applying [DL01, Corollary 3.3.2] to the log resolution given by a wonderful model of the corresponding hyperplane arrangement. In particular, this corresponds to considering the wonderful model with respect to the "maximal building set". There are other wonderful models corresponding to other "building sets" [DCP95] , and these other building sets have been defined for non-realizable matroids by Feichtner and Kozlov [FK04] . In section 9, we generalize our results to other building sets. In particular, Theorem 9.5 gives alternate formulas for Z M (q, T ), Z 0 M (q, T ), and Z M (q, T ) as rational functions in terms of arbitrary building sets. These formulas provide a straightforward proof that certain expressions do not depend on the choice of building set. This illustrates another philosophical parallel with motivic integration, which is often used to prove that certain constructions in terms of log resolutions do not actually depend on the choice of log resolution. 
The proof of Theorem 1.6 relies on the fact that certain polynomials P F M (q), defined in section 4, are palindromic. In section 4, we give a proof of this fact which uses Poincaré duality for matroid cohomology, in the sense of Adiprasito-Huh-Katz [AHK18] . The relationship between the duality morphism M C → M C and Poincaré duality for smooth projective varieties suggests that our functional equation is "morally" a consequence of matroid Poincaré duality. More precisely, this palindromicity is a consequence of the following relationship between the polynomials P F M (q) and the matroid cohomology algebras defined by Feichtner and Yuzvinsky [FY04] . (See Definition 4.1 and Definition 4.3 for the definitions of P M (q) and the matroid cohomology algebra D • (M ), respectively.) Theorem 1.7. Let M be a loopless matroid. Then
We refer the reader to Theorem 9.12 for a generalization of Theorem 1.7 for arbitrary building sets.
The functional equation specializes to an identity involving the characteristic polynomials of matroids. We first set some notation. If M is a matroid on ground set E, then the lattice of flats L of M has maximal element E and minimal element cl(∅). Let N (M ) denote the order complex of L >cl(∅) . In other words, N (M ) is the collection of flags of non-minimal flats of M . We also set
In [DL98, DL02] Denef and Loeser use a specialization of a closely related motivic zeta function to define the motivic nearby fiber and the motivic Milnor fiber (see also [DL01, Definition 3.5.3] 
We refer the reader to Corollary 9.6 for a generalization of Corollary 1.8 for arbitrary building sets.
1.4. The topological zeta function. Our final main results concern the topological zeta function of a matroid, which we define as a certain specialization of our motivic zeta function Z M (q, T ). The topological zeta function was introduced by Denef and Loeser [DL92] as a "1-adic" version of Igusa's local zeta function. It was only later that Kontsevich introduced motivic integration, and the topological zeta function of a hypersurface was shown to be a specialization of its motivic Igusa zeta function [DL01, Section 3.4]. The situation for zeta functions of matroids parallels this story-in [vdV18] , van der Veer introduces a topological zeta function for finite, ranked, atomic lattices. In the case where the lattice is the lattice of flats of a simple matroid, we show that van der Veer's topological zeta function is a specialization of our motivic zeta function. We refer the reader to section 7 for the definition of the specialization µ top . Our next result gives the first two coefficients in the Taylor expansion of Z top M (s) at s = 0. This gives affirmative answers to Questions 1 and 2 in [vdV18] .
Theorem 1.11. Let M be a loopless matroid with ground set E. Then
The key ingredient in the proof of Theorem 1.11 is a recurrence relation for the local motivic zeta function in terms of matroid minors. 
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Preliminaries
In this section we recall basic notions, set notation, and establish some elementary lemmas. Throughout this section, let M be a matroid with ground set E and lattice of flats L. Let rk M : 2 E → Z ≥0 denote the rank function of M , and let µ M : L × L → Z be the Möbius function of the lattice L. When the context is clear, we write rk and µ instead of rk M and µ M , respectively. We write rk M for rk M E. We shall use standard notation for lattices when working with L. In particular, if F and G are flats of M , then their meet F ∧ G is the flat F ∩ G and their join F ∨G is the flat cl(F ∪G). The maximal element of L is E and the minimal element is cl(∅). We will primarily be concerned with matroids that have no loops, in which case cl(∅) = ∅. We let L = L {E, cl(∅)} denote the interior of the lattice L. If M is a loopless matroid, then L is the poset consisting of the non-empty proper flats of M .
For flats F 1 ⊆ F 2 , we recall that the interval [F 1 ,
to the lattice of flats of the matroid minor M |F 2 /F 1 . By slight abuse of notation, we shall identify flats in the interval [F 1 , F 2 ] with flats in M |F 2 /F 1 . If S ⊆ L and F ∈ L, we will let S ≤F denote the set {G ∈ S | G ⊆ F }. We will use the notation S ≥F , S <F , and S >F analogously.
2.1. The characteristic polynomial of a matroid. Recall that the characteristic polynomial of M is defined as
If M contains a loop, then χ M (q) = 0. Otherwise, χ M (q) may be written in terms of the Möbius function µ as
The reduced characteristic polynomial of M is defined as
where for any n ∈ Z ≥0 , the polynomial [n] q ∈ Z[q] is the q-analogue of the integer n,
The following identity is a consequence of Möbius inversion.
Proposition 2.2. For any two flats
Proof. For any flats F 1 ⊆ F 2 in M , the matroid minor M |F 2 /F 1 is loopless, so
By Möbius inversion, we have
To obtain the desired formula, subtract χ M|F2/F2 (q) = 1 from both sides and divide by (q − 1).
The following special cases of Proposition 2.2 will be of use to us.
Proof. This is Proposition 2.2 with F 1 = ∅ and F 2 = E.
Proof. Let e ∈ E. Because M is loopless, the flat cl(e) has rank 1. Since a flat F contains e if and only if cl(e) ⊆ F , we may apply Proposition 2.2 with F 1 = cl(e),
Therefore,
2.2. The Bergman fan of a matroid.
Let M w denote the matroid with ground set E whose bases are the bases B of M satisfying e∈B w e = wt M (w). Note that M w = M w+λ1 for any λ ∈ R.
Definition 2.6. The Bergman fan of M is
We now describe two unimodular fans determined by a matroid M on E. For any S ⊆ E, let v S ∈ R E denote the indicator vector of S. That is, the eth coordinate of v S is 1 when e ∈ S and 0 when e ∈ E \ S. For any S ⊆ 2 E , let σ S ⊆ R E denote the cone
It is straightforward to check that Σ(M ) and Σ • (M ) are unimodular fans. The supports of Σ(M ) and Σ • (M ) were given by Ardila and Klivans.
and the support of
Proposition 1]. We therefore may make the following definition.
We will frequently use the fact that, for any F ∈ N • (M ), we have an equality of matroids M F = M F ∪{E} . Throughout, we let z F (F ) = max(F <F ). We state a useful result about matroids of the form M F . Proposition 2.9. [AK06, Propositions 1 and 2] Suppose that M is loopless, and let F ∈ N * (M ). Then
In particular, Proposition 2.9 implies that for each F ∈ N (M ), the characteristic polynomial
Remark 2.10. In the statement of Proposition 2.9, the ground set of the matroid minor M |F/z F (F ) is identified in the standard way with F \ z F (F ) ⊆ E. This identification will be implicit in several of the statements below.
We will also need the following refinement of Proposition 2.9.
Proposition 2.11. Suppose that M is loopless, and let F , G ∈ N * (M ) such that F ⊆ G. Then
Proof. By Proposition 2.9, Now let A be a hyperplane arrangement realizing M , and let Y (resp. Y ) be the wonderful model of the complement of A (resp. the complement of the projectivization of A), with respect to the maximal building set. Embedding by any choice of linear forms defining the hyperplanes in A, we obtain a linear subspace
Wonderful models and the
m is naturally identified with the complement of the coordinate hyperplanes of A E , and the complement of the projectivization of A is equal to
in the toric variety defined by Σ(M ). Under these identifications, Y has the structure of a tropical compactification, in the sense of Tevelev [Tev07] . Similarly, if we set Under
, where in w (resp. in v ) denotes taking initial degeneration with respect to any w ∈ relint(σ F ) (resp. any v in the relative interior of the image of
) is a polynomial in L, we obtain the following proposition computing the classes in K 0 (Var C ) of the locally closed strata of Y and Y .
Rationality of the motivic zeta functions
for a ∈ Z >0 and b ∈ Z. In this section, we will prove the following thoerem, which gives expressions for our motivic zeta functions as elements of Z[q ±1 ] T rat .
Theorem 3.1. Let M be a matroid. Then Before we prove Theorem 3.1, we give formulas relating
Proof. This follows immediately from Theorem 3.1. Alternatively, this proposition can be shown directly using Remark 3.5 below.
3.1. Proof of Theorem 3.1. Let M be a matroid with ground set E. If M has a loop, then both sides of the equations in Theorem 3.1 are equal to zero. Therefore, for the remainder of section 3, we will assume that M is loopless. We begin with some notation that will be required for the proof of rationality. For
Remark 3.5. The projection map π :
Lemma 3.6. Let σ be a cone in R E such that w → M w is constant on relint(σ).
Then there exists a linear function R E → R that coincides with wt M on σ.
Proof. Let M σ be the matroid such that M σ = M w for all w ∈ relint(σ). Let B ⊆ E be a basis of M σ , and consider the linear function
Then wt M (w) = wt B (w) for all w ∈ relint(σ). The lemma then follows from the fact that wt M and wt B are continuous.
We now prove Theorem 3.1.
we also get that
Similarly, by Remark 3.5 and the fact that Σ • (M ) is a unimodular fan supported on Trop(M ) ∩ ∂R E ≥0 , we have
Note that the rightmost sum in all three expressions is the same. It therefore suffices to compute this sum. By Lemma 3.6, for each F ∈ N (M ), we have 
The Poincaré polynomial of a matroid
In this section, we define certain polynomials that can be associated to a matroid, and prove that these polynomials are palindromic. This will be an essential ingredient in the proof of Theorem 1.6. In the course of the proof, we establish Theorem 1.7, which gives a formula for the Hilbert series of the cohomology ring of a matroid, in the sense of Feichtner and Yuzvinsky [FY04] .
We begin by defining Poincaré polynomials of matroids. 
We define the Poincaré polynomial of M to be
In other words, P M (q) is the Poincaré polynomial of M at the empty flag. We now recall the definition of the cohomology ring of a matroid (with respect to the maximal building set). Before proving Theorem 1.7, we prove that it implies palindromicity of the Poincaré polynomials. 
Then by Proposition 2.11,
Thus by the case where the flag is empty,
where we note that Proposition 2.9 implies that 
Feichtner and Yuzvinsky show [FY04, Section 3 Corollary 1] that for any matroid M , a Z-basis of D • (M ) is given by the set of monomials of the form
where F ∈ N (M ) and each m F ∈ {1, . . . , rk F −rk z F (F )−1}. Using this monomial basis, it is straightforward to see that
To prove Theorem 1.7, it suffices to show that P M (q) = H M (q) when M is loopless.
To do this, we will show in the next two lemmas that both of these polynomials satisfy the same recursive formula.
Lemma 4.8. Let M be a matroid with lattice of flats L. Then
Proof. If M has a loop, then both sides are equal to 0, so we may assume that M is loopless. Let E be the ground set of M . If F ∈ N • (M ), then the maximal element of F is a proper flat. Thus, Proposition 2.9 implies
where by slight abuse of notation, we let F \ {max F } denote the corresponding element of N • (M | max F ). Thus for any F ∈ N • (M ),
Now, in the sum defining P M (q), we sort flags by their maximal element: Proof. Let E be the ground set of M . By Corollary 2.3,
By Proposition 2.2, the above string of equalities continues
where the last equality can be seen by rewriting
The following corollary completes our proof of Theorem 1.7. Proof. This follows from Lemma 4.8, Lemma 4.9, and induction on the rank of M .
A functional equation for the reduced motivic zeta function
In this section, we prove Theorem 1.6. As a consequence, we obtain Corollary 1.8 as well. If the matroid M has a loop, then both sides of the equations in Theorem 1.6 and Corollary 1.8 are equal to 0. We therefore assume in this section that M is a loopless matroid.
Theorem 1.6 is a matroid analogue of the functional equation [CLNS18, Chapter 7 Proposition 3.3.10], which holds for the motivic Igusa zeta function of a subscheme of a smooth projective variety. Our proof is based on the proof in [CLNS18] . For readers familiar with this argument, we note the following adaptations, which are necessary in the setting of non-realizable matroids.
• The formula for Z M (q, T ) given in Theorem 3.1 takes the place of the formula for a motivic Igusa zeta function in terms of a log resolution. 
Note that Z[q ±1 ] T rat is contained in the field Q(q)(T ), where the latter is considered as a subfield of Q(q) T [T −1 ]. Thus for any f (q, T ) ∈ Z[q ±1 ] T rat , there is a well defined f (q, T −1 ) ∈ Q(q)(T ). It suffices to prove that Theorem 1.6 holds in the field Q(q)(T ), so throughout our proof, we will freely manipulate our expressions as rational functions. We begin with the following lemma.
Lemma 5.1. Let M be a matroid. We have
By Theorem 3.1,
By (2), this is equal to
which, by the above, is equal to
We now complete the proof of Theorem 1.6.
Proof of Theorem 1.6. By Theorem 4.6 and Lemma 5.1,
We will use the remainder of this section to prove Corollary 1.8. Note that, if
denote the Z[q ±1 ]-algebra map obtained by composing the involution
We will prove Corollary 1.8 by applying lim T →∞ to both sides of the functional equation in Theorem 1.6.
Proof of Corollary 1.8. We see that for any a ∈ Z >0 and b ∈ Z,
and by definition
Thus lim
The desired result now follows from Theorem 1.6.
A recurrence relation for the local motivic zeta function
In this section we prove Theorem 1.12, which gives a recurrence relation satisfied by the local motivic zeta function of a matroid. We note that, aesthetically, Theorem 1.12 and its proof are quite similar to Lemma 4.8 and its proof above.
Proof of Theorem 1.12. Let M be a matroid with lattice of flats L and ground set E. If M has a loop, then both sides of the equation in Theorem 1.12 are equal to 0, so we will assume that M is loopless. If F ∈ N * (M ), then Proposition 2.9 implies
where by slight abuse of notation, we let F \ {E} denote the corresponding element of N * (M |z F (E)). Thus by Theorem 3.1,
The topological zeta function of a matroid
By [CLNS18, Chapter 7 Proposition 3.1.4], there exists a ring morphism
for all (a, b) ∈ (Z >0 , Z). Recall that the topological zeta function of a matroid M is defined to be Z top M (s) = µ top (Z M (q, T )) ∈ Q(s). In this section, we will prove Theorem 1.11 and Theorem 1.10. 7.1. Taylor series of the topological zeta function. We begin by showing that the topological zeta function of a matroid is a specialization of the local motivic zeta function of that matroid.
Proposition 7.1. Let M be a matroid. Then
Let E be the ground set of M . For any F ∈ N • (M ),
Theorem 1.12 and Proposition 7.1 immediately imply the next corollary, which gives a recurrence relation satisfied by the topological zeta function of a matroid. We may now complete the proof of Theorem 1.11.
Proof of Theorem 1.11. Let M be a loopless matroid with ground set E. We begin by proving that Z top M (0) = 1 by induction on the rank of M . Corollary 7.2 implies
where the last equality follows from Corollary 2.3. Next we prove that Thus by induction on the rank of M , we have
where the second equality follows from Corollary 2.4. 7.2. The topological zeta function of van der Veer. In this section we prove Theorem 1.10, which states that in the case of simple matroids, our definition of the topological zeta function of a matroid is equivalent to the definition introduced by van der Veer in [vdV18] . To do this, it will be useful to define the following polynomials.
Definition 7.3. Let M be a matroid. For each F ∈ N (M ), we define the Euler-Poincaré polynomial of M at F to be
We define the Euler-Poincaré polynomial of M to be
In other words, P M (q) is the Euler-Poincaré polynomial of M at the flag consisting of only the ground set of M . Although this implies that the Poincaré polynomials and the Euler-Poincaré polynomials give equivalent information, they evoke different geometric intuitions.
Remark 7.5. Let A be a hyperplane arrangement realizing M , let Y be the wonderful model of A with respect to the maximal building set, and let D F be the closure of the stratum in Y corresponding to F . By Proposition 2.12, We will now set notation for certain polynomials whose evaluations at 1 can be used to express van der Veer's topological zeta function. For any matroid M and 
At the same time, Theorem 3.1 and Möbius inversion imply
Theorem 1.10 therefore follows from the next proposition. . Now we will prove the case where F ∈ N * (M ). In the proof of Theorem 4.6, we showed in (1) that
Therefore by the case where the flag consists only of the ground set, we have
Finally when F ∈ N • (M ), Remark 7.4 implies
, and we have completed the proof in all cases.
Examples
The motivic zeta function of a matroid M determines the characteristic polynomial of M , because
In this section, we show by example that the motivic zeta function is in fact a strictly finer matroid invariant than the characteristic polynomial. We also exhibit a pair of non-isomorphic matroids with the same motivic zeta function. 
Building sets and motivic zeta functions
The main results of this paper may be viewed as statements in terms of the maximal building set in the lattice of flats of a matroid. In this section, we indicate how our results may be extended to the more general framework of arbitrary building sets. For an example of the utility of such generalizations, consider Definition 1.1. One might reasonably ask why we choose to define the zeta functions in this way, as opposed to directly defining them as the rational functions appearing in Theorem 3.
1. An answer is given by Theorem 9.5: the definition of a zeta function as a lattice sum is more "intrinsic," while the expression of it as a rational function depends on a choice of building set. 9.1. Building sets. Before giving the generalizations of our results, we first survey the basic definitions and properties of building sets. Building sets and nested sets for (semi)lattices were introduced by Feichtner and Kozlov [FK04] to generalize notions used in De Concini and Procesi's work on wonderful compactifications [DCP95] .
Definition 9.1. Let M be a matroid, and let L be its lattice of flats. A subset G of L >cl(∅) is a building set if for any X ∈ L >cl(∅) the set max G ≤X = {G 1 , . . . , G k } satisfies the following: there is an isomorphism of partially ordered sets
such that ϕ X (cl(∅), . . . , G i , . . . , cl(∅)) = G i for i = 1, . . . , k. The set fact G (X) = max G ≤X is called the set of factors of X in G .
We note that there is always a maximal building set G max = L >cl(∅) . There is also a minimal building set G min , which consists of all G ∈ L >cl(∅) such that the interval [cl(∅), G] cannot be decomposed as a product of smaller intervals. That is, a flat G is in G min if and only if the restriction M |G is a connected matroid of positive rank.
Definition 9.2. Let G be a building set in L. A subset S ⊆ G is nested if, for any set of pairwise incomparable elements G 1 , . . . , G t ∈ S with t ≥ 2, the join G 1 ∨ · · · ∨ G t does not belong to G . The nested sets in G form an abstract simplicial complex, the nested set complex, which we denote by N (M, G ). We note that Proposition 9.4 implies that χ MS (q) is divisible by (q − 1) #S . 9.2. Building sets and rationality of the motivic zeta functions. We are now prepared to generalize the results of the paper to arbitrary building sets. We begin with a generalization of Theorem 3.1, which shows that each choice of building set yields a rational formula for the motivic zeta functions of a matroid. 
Proof. The proof is identical to the proof of Theorem 3.1, with the fans Σ(M, G ) and Σ • (M, G ) replacing Σ(M ) and Σ • (M ), respectively.
One consequence of Theorem 9.5 is the following. If M is a matroid and G is a building set in its lattice of flats, then any additive group homomorphism out of Z[q ±1 ] T rat induces a specialization of Z M (q, T ) (resp. Z 0 M (q, T ), Z M (q, T ). This specialization is equal to a sum over N (M, G ) (resp. N * (M, G ), N • (M, G )), and the value of this alternating sum is independent of the choice of building set G . We note that this is analogous to the situation in algebraic geometry, where the motivic Igusa zeta function of a hypersurface X may be used to prove that certain expressions in the Grothendieck ring, which are written in terms of a chosen log resolution of X, are in fact independent of the choice of log resolution.
For example, Theorem 9.5 may be combined with the functional equation of Theorem 1.6 to obtain the following generalization of Corollary 1.8.
Corollary 9.6. Let M be a matroid, and let G be a building set in its lattice of flats. Then . Note that, in all cases, P S M,G is a polynomial of degree rk M − #S. Remark 9.9. If M is realized by a hyperplane arrangement A, then there is a wonderful model Y G determined by the building set G . The model Y G is a compactification of the complement of A, with strata indexed by the nested set complex N (M, G ) [DCP95] . If D S is the closure of the stratum in Y G corresponding to S ∈ N (M, G ), then P S M,G (L) = [D S ] ∈ K 0 (Var C ).
As in section 4, we shall see that the G -Euler-Poincaré polynomial P M,G yields the Hilbert series of a certain cohomology ring, the following generalization of D • (M ).
Definition 9.10. [FY04] Let M be a matroid, and let G be a building set in its lattice of flats L. The G -cohomology ring of M is the graded algebra
where each x G has degree 2, and I G is the ideal generated by 
