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Carbonate mudrocks are heterogeneous at different scales. Linking the large-scale heterogeneity 
(e.g., sedimentary structure, and rock types) to the small-scale variations (e.g., micrite textures, pore types, 
and organic content) is essential for hydrocarbon exploration. This study examines a basinal interval of 
the Tuwaiq Mountain and Hanifa formations, Saudi Arabia, in an attempt to establish this linkage. Five 
lithofacies have been identified from core and thin sections. At this location, the Tuwaiq Mountain 
Formation is composed of shelf-derived wackestones to grainstones, and is dominated by a highstand 
systems tract. The Hanifa Formation is composed mainly of laminated mudstones and wackestones, 
capped by a sequence boundary and a lowstand systems tract composed of packstones and anhydrite.  
Multi-scale automated electrofacies analysis using self-organizing maps and hierarchical clustering 
shows good correlation with lithological variations observed and the sequence stratigraphic interpretation. 
Elemental analysis allows for the creation of redox and paleoproductivity indices. High total organic 
carbon content occurs in transgressive system tracts and correlates well with intervals with suboxic to 
anoxic conditions and relatively high paleoproductivity. Cyclostratigraphic analysis done with borehole 
images using the Modified Fischer Plot approach shows distinct thinning and thickening stacking patterns. 
These are correlatable with independently defined sequence stratigraphic surfaces. Spectral analysis 
shows viable correlation with Milankovitch cycles. 
High-resolution scanning electron and confocal microscope images show different micrite textures 
ranging from porous subrounded to tightly fused micrite. Variations in texture are mainly attributed to 
sediment composition. Shelf-derived sediments are dominant in the highstand systems tract and are 
metastable, resulting in recrystallization and tight micrite formation. Transgressive systems tracts contain 
a relatively higher proportion of coccoliths. These are relatively more stable, so a porous texture is 
observed due to lack of recrystallization. Coccoliths can also bind with organic matter, which results in 
an increase in settling velocity, leading to enhanced preservation of organic matter. Depositional processes 
related to the sequence stratigraphic framework are interpreted to control microscale variations in terms 
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CHAPTER 1  
INTRODUCTION 
Low-permeability rocks are an important target for hydrocarbon exploration around the world. This 
interest peaked after their success in the United States. Technical knowledge and best methodologies to 
take full advantage of such resources are currently in development. The general understanding of 
hydrocarbon flow in low-permeability reservoirs is limited. This is specifically true where carbonate 
systems are involved. Because processes in low-permeability rock operate at a smaller scale than 
conventional ones, conventional reservoir characterization techniques need to be modified. In addition, 
new techniques and workflows need to be developed. 
The general objective of the study is to examine the link between small- and large-scale 
characteristics in carbonate mudrocks. The goal of this study is to document heterogeneity within an 
organic-rich, low-permeability carbonate interval. The studied interval is the Tuwaiq Mountain and Hanifa 
formations in Saudi Arabia, with the main focus on the Hanifa Formation. Observed heterogeneities are 
compared to the depositional environment and stratigraphic framework to determine if relationships exist 
between porosity evolution and deposition. The origin of micrite and micritization are examined in the 
process. 
Carbonate mudrocks are diverse in terms of grain texture, porosity, and organic content. These 
small-scale variations are ultimately controlled by large-scale processes. So, relating small-scale (micron- 
and nano-scale) and large-scale (depositional processes) is needed to develop predictive capabilities. This 
study focuses on three specific areas. The first focus area is to characterize and describe the large-scale 
variations in the interval. This was done by developing a depositional and sequence stratigraphic 
interpretation utilizing conventional core and thin sections, geochemical data, and well logs. Workflows 
used are conventional facies analysis, and cluster analysis of well logs and geochemical data. The second 
focus area is the linking of small-scale lamination to sequence stratigraphy. This was done using 
cyclostratigraphic analysis of borehole images utilizing a modified Fischer plot approach. The third focus 
area was to examine the small-scale laminations abundant in these rocks at the micron- and nano-scale 
using high-resolution microscopy (scanning electron and confocal). The variations observed are then 
related back to sequence stratigraphy. 
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The study interval encompasses slope to basin facies of the Tuwaiq Mountain and Hanifa 
formations. A relatively large volume of data is available for the interval, which is very suitable for 
research purposes. Data consists of: (1) about 85 meters of core with slab photos and core spectral gamma 
ray log, (2) 28 rock samples and their corresponding thin sections taken from the core, (3) 100+ thin 
sections concentrated at the top of the Tuwaiq Mountain Formation, (4) inductively coupled plasma mass 
spectrometry elemental and x-ray diffraction mineralogical data, (5) gamma ray, neutron and bulk density, 
resistivity, sonic, photoelectric, borehole image logs, and nuclear magnetic resonance logs, and (6) 
pyrolysis analysis results.    
Although the study is focused on the Tuwaiq Mountain and Hanifa formations in Saudi Arabia, 
other goals were pursued. One is to develop a comprehensive workflow for doing such studies in the 
future, with relatively limited data and time. Automation and quantitative analysis is preferred if possible. 
Basic observations and conclusions are made that can be used in other carbonate mudrocks. 
A number of specific and general contributions include: (1) defining vertical heterogeneity through 
data integration, (2) reinterpreting a depositional model for the interval, and (3) quantifying porosity 
variations and relating them to depositional facies. General research contributions include: (1) an 
investigation of micritization processes, (2) investigating the relationship between micrite formation, 
diagenesis, micrite texture, microporosity, and hydrocarbon potential (i.e., total organic carbon content), 
(3) developing workflows for studying low-permeability carbonates using integration of various high-
resolution petrography images, and (4) developing a workflow for studying stacking patterns using Fischer 
plots applied to image logs and core photos, and relating them to sequence stratigraphic systems tracts.
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CHAPTER 2  
DEPOSITIONAL ENVIRONMENTS AND SEQUENCE STRATIGRAPHY OF CARBONATE 
MUDROCKS USING CONVENTIONAL GEOLOGIC OBSERVATIONS, MULTI-SCALE 
ELECTROFACIES VISUALIZATION, AND GEOCHEMICAL ANALYSES 
2.1 Abstract 
Depositional interpretation and sequence stratigraphic analysis of carbonate mudrocks requires 
numerical analysis and data integration to achieve quantitative, predictive stratigraphic and geochemical 
models. To demonstrate proof of concept, a depositional and sequence stratigraphic analysis has been 
done on a basinal interval of the Tuwaiq Mountain and Hanifa formations, Saudi Arabia. Conventional 
geologic interpretation, automated electrofacies analysis, and geochemical interpretation are integrated 
using quantitative means.  
Five major lithofacies have been identified in the studied interval. The majority of the interval is 
interpreted to be deposited as gravity deposits. Two major sequences have been identified in the Tuwaiq 
Mountain Formation. The first is composed of the Atash, Hisyan, and Baladiyah (T1) members. The 
second corresponds to the Maysiyah (T2), and Daddiyah (T3) members. Two major depositional 
sequences have been identified in the Hanifa Formation. These correspond to the Hawtah and Ulayyah 
members. The uppermost bioturbated packstones of the Ulayyah Member are interpreted to be a lowstand 
systems tract with subsequent restriction leading to the deposition of gypsum/anhydrite. In the studied 
interval, total organic carbon content (TOC) correlates well with suboxic to anoxic intervals that have 
high paleoproductivity. Complete anoxia is not a prerequisite for organic matter preservation. These high 
TOC intervals are mainly in transgressive systems tracts.  
Cluster analysis of well-logs using self-organizing maps and hierarchical clustering allowed for a 
multi-scale electrofacies analysis. This is useful for identifying major lithological surfaces, which 
commonly correspond to sequence stratigraphic surfaces. Geochemical data was used for depositional 
environment interpretation, such as sediment provenance, redox, and paleoproductivity conditions. Factor 
analysis is used to group element data. Redox and paleoproductivity indices were calculated using 
electrofacies clustering of different elemental groups. Electrofacies analysis shows good correlation with 




Sequence stratigraphic analysis is important in studying hydrocarbon accumulations because of its 
predictive capabilities. Defining a sequence stratigraphic framework in carbonate mudrocks using 
conventional means is relatively difficult. For example, grains are too small to characterize in the core or 
conventional microscopic image, colors are generally dark so it is difficult to identify the maximum 
flooding surface with certainty, and unconformities on the platform translate to correlative conformities 
in the basin, which are hard to identify. Well logs can be used as proxies, but some factors can lead to 
inaccurate interpretation. For example, total organic carbon can correlate positively or negatively with 
uranium concentration from spectral gamma ray logs (Bohacs, 1998). Aplin and Macquaker (2011) listed 
three challenges to mudrocks: (1) sampling representative points of the interval, (2) describing small-scale 
heterogeneity, and (3) upscaling and understanding the effect of this heterogeneity at the well log and 
seismic scale.    
Qualitative integrated studies have shown that system tracts can be identified in mudrocks and can 
be used to interpret temporal variability (e.g., Aplin and Macquaker, 2011). Bohacs (1990) integrated 
physical, chemical and biofacies data in sequence stratigraphic analysis of the Monterey Formation and 
used increased proportion of hemipelagic facies as an indicator of sequence boundaries. Creaney and 
Passey (1993) concluded that the highest total organic content commonly coincides with the maximum 
flooding surface. Macquaker and Tylor (1996) associated iron-rich concretions with sequence boundaries 
and apatite-rich concretions with maximum flooding surfaces in the Cleveland Ironstone Formation in the 
United Kingdom. Macquaker et al. (2007) integrated facies and geochemical analysis with sequence 
stratigraphy in the Mancos Shale and interpreted variation in grain size as a result of change of distance 
to the shelf. Passey et al. (2010) studied the hydrocarbon potential of shales in a sequence stratigraphic 
context and noted that organic matter preservation is a function of production, destruction, and dilution. 
This study presents the results of a sequence stratigraphic analysis of a basinal interval of the Hanifa 
and Tuwaiq Mountain formations, Saudi Arabia, using integrated data analysis. Tools used are 
conventional core and thin section descriptions, elemental and geochemical analysis, and automated 
classification of well log data using neural networks and clustering algorithms. The goals of this study are 
to: (1) develop a sequence stratigraphic interpretation for the studied interval, and (2) develop general 
workflows and tools for studying mudrocks. Data used in this study are: (1) 85 meters of core including 
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spectral gamma ray log, (2) 28 thin sections, (3) well logs (including spectral gamma ray, neutron and 
bulk density, and photoelectric), (4) elemental and mineralogical data, and (5) pyrolysis results.   
2.3 Lithofacies Analysis 
The study interval is a basinal carbonates of the Tuwaiq Mountain and Hanifa formations, Saudi 
Arabia. A conventional lithofacies analysis is used to define depositional environments. 
2.3.1 Geological Setting 
Figure 2.1 shows a generalized stratigraphic section of the Middle and Upper Jurassic in eastern 
Saudi Arabia. It is important to note that the definitions of the formations are not consistent from country 
to country, and even from subsurface to outcrop. Hughes (2004) noted from different sources that the 
equivalent to the Tuwaiq Mountain Formation is the Sargelu Formation in Kuwait and the Upper Araej 
Formation in Qatar and the United Arab Emirates. He also noted that the Najmah Formation in Kuwait, 
and the Diyab Formation in Qatar and United Arab Emirates are equivalent to the Hanifa Formation. In 
this study, the names defined in Saudi Arabia will be used. 
 
 
Figure 2.1 Generalized geologic column of the Middle and Upper Jurassic period. This interval is 




2.3.1.1 Tectonics and General Setting 
The Tuwaiq Mountain and Hanifa formations were deposited during the Middle and Upper Jurassic 
period (Callovian to Oxfordian stages) in a broad open platform ramp system (e.g., Murris, 1980). 
Figure 2.2 illustrates paleoenvironments interpreted at that time. 
  
Figure 2.2 Paleofacies of the Arabian Peninsula during the Late Middle Jurassic: Callovian to Oxfordian 




The organic-rich parts of the Tuwaiq Mountain and Hanifa formations were deposited in intra-shelf 
basins in the Arabian platform interior (e.g., Tang et al., 2012) (Figure 2.3). Ziegler (2001) attributed the 
development of intra-shelf basins to differential intraplate subsidence. The major Jurassic sub-basins in 
the Arabian platform are the Gotnia, Central Arabian, and South Arabian Gulf sub-basins (e.g., Naji, 2002; 
Pollastro, 2003). The intra-shelf basins are generally filled with storm-derived deposits generated from 
the platform (Read, 1985). Deposits also include quartz silt (Droste, 1990) and, in deeper outer ramp areas, 
organic-rich sediments (Murris, 1980).  
The studies interval is located in an area bounded by the Qatar Arch and Ghawar anticline. The 
Qatar Arch (Figure 2.4), separates the Central Arabian and South Arabian Gulf basins, and is believed to 
have initiated during the Infracambrian Najd rifting. Subsequent reactivation events, during the Middle 
Carboniferous and Cretaceous periods (e.g. Al-Husseini, 2000; Edgell, 1996; Talbot and Alavi, 1996), 
maintained the arch in a structurally high position relative to the adjoining basins. Contrary to other 
studies, Tang et al. (2012) interpreted that the two basins were connected (at least partially) during 
deposition of the Tuwaiq Mountain and Hanifa formations. The regional net thickness map for the Tuwaiq 
Mountain and Hanifa formations developed by Hohman et al. (2005) supports this interpretation. 
 
Figure 2.3 Intra-shelf basins in the Jurassic Arabian platform interior. Figure is from Pollastro (2003) who 
modified it from Murris (1980), Alsharhan and Kendall (1986), Alsharhan and Magara (1994), and 




Figure 2.4 Tectonics of the studied interval (red arrow). A general tectonic map of the Arabian Peninsula 
(top) and a cross section extending from central Saudi Arabia to Qatar (bottom). Figure is modified from 
Perotti et al. (2011).     
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2.3.1.2 The Tuwaiq Mountain Formation  
The Tuwaiq Mountain Formation was deposited during the Middle Jurassic. Most of the published 
work on the formation has been done on the shallow inner to middle ramp lithofacies (e.g., Powers et al., 
1966). The Tuwaiq Mountain is unconformably overlain by the Hanifa Formation. Two lithofacies occur 
in the subsurface: (1) reservoir rocks that consist of skeletal lime packstones and grainstones, and (2) a 
more basinal outer ramp lithofacies of organic-rich lime mudstone that comprises hydrocarbon source 
beds (Alsharhan and Magara, 1994). This basinal facies includes fauna and flora of low-diversity 
benthonic foraminifera, ostrocods, and calcispheres (El-Hedeny et al., 2012). This formation is interpreted 
to have been deposited during a time of high rates of subsidence and sedimentation (Le Nindre et al., 
2003).  
Vaslet et al. (1983) subdivided the formation into three members that are, from oldest to youngest, 
T1, T2, and T3, which correspond to the informal names Baladiyah, Maysiyah, and Daddiyah respectively 
(Figure 2.1). Le Nindre et al. (1987), as well as other studies (Le Nindre et al., 1990; Al-Hussaini 1997; 
Hughes, 2004; Hughes, 2009), suggested the inclusion of the Atash and Hisyan members from the 
underlying Dhruma Formation into the Tuwaiq Mountain Formation because they, together with the T1 
member, represent one third-order depositional sequence. This is adopted in this study. The Atash and 
Hisyan represent the transgressive systems tract and the T1 member represents the highstand systems tract. 
T2 and T3 Members represent a younger third-order sequence.  
2.3.1.3 The Hanifa Formation 
The Hanifa Formation was deposited during the Upper Jurassic (Middle Oxfordian to Early 
Kimmeridgian) and is divided into the Hawtah and Ulayyah members, each representing a transgressive-
regressive third-order sequence (e.g., Vaslet et al., 1991; Mattner and Al-Husseini, 2002; Hughes et al., 
2008). Figure 2.5 shows the log signature of the two members in Qatar. Although the Tuwaiq Mountain, 
Hanifa and the overlying Jubaila formations are characterized by global eustatic rise, the top of the Hanifa 
is associated with a significant eustatic fall. In places, this results in the deposition of anhydrite (Keho et 
al., 2009). The basinal facies of the Hanifa Formation in Qatar is black, argillaceous, organic rich, and is 
composed of lime mudstones and wackestones that contain foraminifera, sponge spicules, and algal 




Figure 2.5 Middle and Upper Jurassic stratigraphy in Qatar. The Hanifa Formation is subdivided into two 
transgressive-regressive sequences. Figure is reproduced from Droste (1990). 
2.3.1.4 Hydrocarbon Potential 
A summary of the Mesozoic Arabian basin petroleum system is given by Cantrell et al. (2014). The 
Tuwaiq Mountain and Hanifa formations are the primary source rock for Upper Jurassic and Cretaceous 
reservoirs in the basin (e.g., Cole et al., 1994; Carrigan et al., 1994). These source rock intervals were 
deposited in the deepest part of the basin (Stoneley, 1987). Cantrell et al. (2014) noted that the total organic 
content reach up to 13.4 and 14.3 weight % in the Tuwaiq Mountain and Hanifa formations respectively 
(Table 2.1). These values were obtained using Rock-Eval pyrolysis (e.g., Barker, 1974).  
 
Table 2.1 Geochemical properties of Tuwaiq Mountain and Hanifa formations. Table is reproduced from 
Cantrell et al. (2014). 
Minmum Average Maximum Minmum Average Maximum
Total Organic Content Weight % 1.1 3.5 13.4 1.0 3.6 14.3
S1 Pyrolysis Yield mg HC / g rock 0.6 3.4 12.1 0.4 3.2 13.3
S2 Pyrolysis Yeild mg HC / g rock 2.7 16.4 79.1 1.0 5.8 30.2
S1 + S2 Total Pyrolytic Yield mg HC / g rock 4.3 19.8 88.3 1.6 8.9 33.5
Hydrogen Index  mg HC / g TOC 98 466 799 65 189 651
Maximum Temperature °C 413 432 456 425 458 478




2.3.2 Conventional Lithofacies Description Results 
Figure 2.6 shows core photos of the studied interval. Five general lithofacies (Figures 2.7 and 2.8) 
have been identified in the Tuwaiq Mountain and Hanifa interval using core description and thin section 
analysis. Some of the paleontological data is credited to Hughes (2007, Saudi Aramco internal report).    
 
Figure 2.6 Core photos of the study interval (top left is the top of the core). Numbers indicate the lithofacies 
identified. Red lines show major facies boundaries. Five lithofacies have been identified. Blue lines 
indicate 0.3 meter (1 foot) intervals. White colored areas are missing intervals. Blue colored areas do not 








Figure 2.8 Lithofacies identified in the studied interval. Colors for each facies correspond to the same 




2.3.2.1 Facies 1: Wispy Laminated Skeletal Wackestones to Mudstones 
This lithofacies is composed of gray to dark gray, fine to very fine wispy laminated wackestones 
and mudstones (Figure 2.8, Facies 1-yellow). Grains are mainly composed of micropeloids, ostracods, 
and fine grained disseminated pyrite. Beds commonly start with a centimeter-scale conglomeratic interval 
with clasts up to 3 centimeters in diameter (Figure 2.9A) with scattered thin bivalve shells and gastropods 
filled with calcite (Figure 2.9B). Chondrites (Figure 2.9C) are present in muddier intervals. Contacts are 
erosional or irregular surfaces (Figure 2.9D). Pyrite is more abundant in the muddier intervals. Calcite-
filled fractures are commonly sub-horizontal and rarely bifurcate. Organic matter is more concentrated as 
very thin millimeter-scale laminations. The rock does not look organic. Bioturbation is moderate and 
burrows are horizontal and mud-filled, with diameter about 0.5 to 1 centimeters. No visible porosity is 
present. 
 
Figure 2.9 Facies 1: (A) clasts are common at the base of the beds, (B) large broken bioclastic material 
occurs occasionally in the interval, (C) Chondrites is common in muddier intervals, and (D) contacts are 
generally irregular and/or inclined.   
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2.3.2.2 Facies 2: Cemented Skeletal Wackestones to Packstones 
The second lithofacies is composed of gray to light gray, fine to coarse-grained wackestones and 
packstones that can occasionally range up to grainstones (Figure 2.8, Facies 2-blue). Beds are generally 
fining upward with irregular contacts and occasional basal intraclasts. Grains are composed of benthic 
forams (Andersenolina, Andersenolina elongate, Valvulina, and Lenticulina), thin-shelled bivalves 
(Bositra buchii), sponge spicules, echinoderm fragments, and other unidentified bioclasts. Micritization 
of skeletal fragments is prevalent, which prevents the identification of some grains. Wispy organic 
lamination is present, but is not as common as in the first lithofacies. More common are stylolites that can 
be up to a few centimeters in height (Figure 2.10A). Fractures are more common in the coarser intervals. 
Fractures are generally horizontal, and are cemented with calcite (Figure 2.10B). Bioturbation is more 
abundant in the muddier sections with horizontal and vertical burrows with diameters in the centimeters-
scale (Figure 2.10C). Visible porosity in some intervals is rare and is generally moldic and/or 
intergranular. 
 
Figure 2.10 Facies 2: (A) stylolites, (B) calcite-filled horizontal fractures, and (C) bioturbation and 
horizontal burrowing. 
2.3.2.3 Facies 3: Brown Laminated Peloidal Mudstones to Wackestones 
The third lithofacies is a composite lithofacies composed of laminated dark gray/black, and light 
brown/gray mudstones and wackestones that can range up to muddy packstones (Figure 2.8, Facies 3-
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orange). A Cyclic relationship exists between these laminations at different scales. Darker intervals are 
muddier and more organic rich. Lighter intervals appear to be cemented with sparry calcite. This facies is 
mainly composed of micro-peloids, sponge spicules, thin-shelled bivalves (Bositra buchii), and benthic 
forams. Micro to very-fine dolomite rhombs and pyrite are present in this facies. Bioturbation is present 
but difficult to observe because of the dark coloring of the rocks. Concentrations of thin-shelled bivalves 
are rare, but are present at the base of some beds. Starved ripples, lamination-scale erosional surfaces, 
burrows at lamination boundaries, burrows destroying laminations, and parallel to sub-parallel laminations 
are characteristics of this facies (Figure 2.11). In addition, some intervals contain what appear to be thin 
crinkly microbialite layers (Figure 2.11H). Other studies have identified similar mats in shale units (e.g., 
Schieber et al., 2007). Fractures are healed by calcite. There is no visible porosity.  
 
Figure 2.11 Facies 3: (A) erosional surfaces at the lamination scale, (B) bioclastic debris layers, (C) 
thickness variation in laminations, (D) inclined laminations, (E) bioturbation that destroys laminations 
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(right side is modified by increasing the image contrast), (F) starved ripple example (black arrow), (G) 
burrows, and (H) microbial-like crinkly lamina. 
2.3.2.4 Facies 4: Bioturbated Packstones and Wackestones 
Gray to brown, faintly laminated peloidal packstones to wackestones comprise this facies 
(Figure 2.8, Facies 4-green). Grains are composed of mainly micro-peloids. Disseminated micro-dolomite 
and anhydrite moldic fills are also present. Moderate to high bioturbation is present, giving the facies a 
homogenous appearance. Burrows are both vertical and horizontal up to 10 centimeters in length and 1.5 
centimeters in diameter (Figure 2.12-A and B). Very prominent stylolites are present in the interval with 
height up to 4 centimeters (Figure 2.12B). Fractures are mainly horizontal and are filled with calcite 
(Figure 2.12C). No visible porosity is observed in core. Thin sections shows some interparticle porosity.  
 
Figure 2.12 Core photos examples of Facies 4. Borrows are prominent characteristics of this facies (A) 
and they can reach up to 10 centimteres in length (B). Stylolites are very obvious (B) and healed fractures 
are mainly horizontal (C).  
2.3.2.5 Facies 5: Palmate Anhydrite  
This lithofacies is white to light gray anhydrite (Figure 2.8, Facies 5-magenta). The texture ranges 
upward in the unit from palmate to nodular structure (Figure 2.13). Anhydrite intervals and crystals are 
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separated by carbonate muddy laminations at the millimeter to centimeter scale. Carbonate mud 
percentage in the facies increases to the top of the interval/facies. No visible porosity is observed.  
 
Figure 2.13 Anhydrite textures in the studied interval. Clearly visible palmate structures have less 
incorporated carbonates (A), whereas the more nodular anhydrite is separated by carbonate lamina giving 
the interval a vaguely-bedded appearance (B). 
2.3.3 Depositional Interpretation of the Study Interval 
Facies 1 (wispy laminated skeletal wackestone/mudstone) is composed of micrite. The wispy 
lamination indicates relatively higher percentage of ductile material in the sediments. This could be 
organic content or clays. TOC analysis and physical examination of the rock show little organic content. 
Intraclasts at the erosional base of beds indicate relative activity. Gravity flow sequences are interpreted 
in the facies (e.g., Figure 2.14, left).  This facies is interpreted to be a deposited as a gravity flow on the 
middle to lower slope. 
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Facies 2 (cemented skeletal packstone/grainstone) contains less wispy lamination and more 
stylolites. This indicates that it has less ductile components than Facies 1. The Al/Zr ratio is generally 
lower in Facies 2 than Facies 1 which indicates lower clays in the clastic input. The grains are composed 
of mainly fragmented benthic foraminifera. This might indicate closer proximity to the source as compared 
to Facies 1. Gravity flows are still visible in the facies (Figure 2.14, center). This facies is interpreted to 
be a middle slope gravity flow deposit and is shallower than Facies 1. 
Facies 3 is comprised of laminated peloid skeletal wackestones and mudstones. Although this facies 
is laminated with mud to silt sized grains in some intervals, there is strong evidence for active transport 
and deposition such as the presence of starved ripples, erosional surfaces, and basal intraclast layers. A 
fine-grained turbidite due to sediment influx or storm based events are the best interpretation for these 
observations (e.g., Figure 2.14, right). That being said, there are intervals that are probably deposited from 
suspension. These would correspond to the more homogenous, more organic rich intervals where 
bioturbation is relatively low. This facies is interpreted as a lower slope deposit formed by gravity flow 
and settling processes. The facies is the deepest facies in the studied interval. 
Facies 4 (bioturbated packstones/wackestones) contains abundant borrows with high bioturbation 
index. This indicates a well oxygenated setting. Grains are peloidal and are micritic to very fine in grain 
size. The facies is interpreted to be deposited in the middle to lower slope. 
The palmate fabric of the anhydrite in Facies 5 indicates an in-situ subaqueous origin as opposed 
to a sabkha-like environment (Figure 2.13). A sea-level fall may have led to restriction and deposition of 
anhydrite (e.g. Sarg, 1988). The depositional environment is shallow, oxygenated and hyper-saline 
(Schreiber, 1982). Changes in the restriction conditions may have led to a restart of the influx of the 
micritic carbonate deposition amalgamated with the anhydrite. This led to the development of more 
nodular anhydrite with more carbonate amalgamated within the anhydrite. The facies is interpreted to be 
deposited during a sea-level fall with basin restriction. 
Generally, the Tuwaiq Mountain Formation is interpreted to be deposited in a shallower 
environment than the Hanifa Formation. This conclusion is made from the fact that the Tuwaiq Mountain 
Formation contains relatively larger grains sourced from the shelf (Facies 2). Figure 2.15 shows the 
interpreted positions of the two formations along a generalized depositional profile. The Tuwaiq Mountain 
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is interpreted to be deposited in the middle slope, whereas the Hanifa Formation is interpreted to be 
deposited in the lower slope to basinal setting.   
 
Figure 2.14 Examples of turbidites and debris flows in Facies 1 (A), Facies 2 (B), and Facies 3 (C). Note 
the erosional surfaces with different characteristics depending on the grain type, grain size, and 
geomorphological slope (red arrows), basil lag deposits composed of intraclasts or thin-shelled bivalves 




Figure 2.15 Carbonate ramp model showing the interpreted setting of the Tuwaiq Mountain and Hanifa 
formations in the study area. Figure is modified from Lindsay et al. (2006). 
2.4 Electrofacies Analysis of Well Logs 
With increasing volume of numerical data, there is a need to analyze data automatically and 
objectively. For example, elemental analysis can produce more than 20 elemental logs. Clustering 
algorithms, neural networks, and exploratory data analysis are very suitable for reducing data into more 
comprehensible information. Integration of results from numerical analysis can: (1) enhance conventional 
analysis in terms of efficiency and accuracy, and (2) provide new information that can be integrated into 
conventional analysis to make a better depositional environment interpretation and an enhanced sequence 
stratigraphic framework. 
2.4.1 Background Information on Cluster Analysis 
This study uses a combination of: (1) self-organizing maps, (2) k-means clustering, (3) hierarchal 
clustering, and (4) fuzzy clustering, to define electrofacies. An electrofacies is an interval that has similar 
characteristics, generally defined by digital data such as well logs. 
2.4.1.1 Cluster Analysis using Self-Organizing Maps 
Neural network classification is an effective tool to classify non-linear data with a large number of 
variables. Classification can be done using a supervised or an unsupervised neural network. In a supervised 
neural network, manually-derived sample classification is used to train the network. In this study, 
unsupervised Kohonen self-organizing maps were used.  
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Kohonen’s (1982) self-organizing map (SOM) is a type of unsupervised artificial neural network. 
Fausset (1994) provided a good overview of the algorithm. SOM preserves the topology because the 
locational relationship between the output nodes is taken into account. SOM is very good for visualizing 
multidimensional data because it commonly produces a one- or two-dimensional discrete representation 
of the results (Cottrell and Rousset, 1997).  
Figure 2.16 shows the basic architecture of a one-dimensional Kohonen SOM and Figure 2.17 
shows a graphical representation of the procedure. Weights are randomly assigned at the start of the 
procedure. Starting learning parameters are defined for the winner node (a node that is the most similar to 
the data point analyzed based on the minimum Euclidian distance) and its neighbors’ values, the winner 
multiplier being higher than the neighboring one. These are multipliers used in calculating a new output 
node. Sequentially, for each data point, a winner output node is selected and the winner node and its 
neighbors are adjusted based on their current values and the defined learning parameters. The nodes are 
adjusted to be more similar to the input node. After that, the learning parameters are lowered. Winner 
nodes are selected again and the procedure is repeated a number of times, as defined by the user, or a 
threshold is used. Practically, after the SOM is created, the nodes are grouped into clusters. Data is 
attributed to the cluster with the closest match. A number of clustering algorithms can be applied on the 
SOM such as k-means, hierarchical, or fuzzy clustering.  
The algorithm adds competitive and cooperative components into the classification. The 
competitive aspect in the algorithm stems from the fact that there is a winner node for each calculation. 
The cooperative aspect stems from the fact that the winner neighbouring cells are also updated (although 
with a lower learning parameter). 
Kohonon self-organizing maps have been used in lithofacies classifications in the past. For 
example, Stundner and Oberwinkler (2004) applied SOM to lithofacies identification and permeability 
prediction. Ouadfeul and Aliouane (2012) combined SOM and a multilayer perceptron to obtain more 
accurate lithofacies classification from well logs. Chang et al. (2002) noted that the maximum cluster 
numbers should be higher than the expected lithofacies to account for unobserved facies, but should also 




Figure 2.16 The basic architecture of a one-dimensional Kohonen self-organizing map. Input X is related 
to output Y through weights. No intermediate layer is needed for the algorithm. Figure is reproduced from 
Fausett (1994).  
 
Figure 2.17 General self-organizing map neural-network procedure. A random SOM map is created (b) 
with each node having the same dimensionality of the data (a). In this case, it is one dimensional data 
(color). The SOM is modified by going to each data point, matching the closest node to it, and modifying 
the node and its neighborhood. This is done multiple times until the SOM is stable (d). The SOM nodes 
are then grouped into a number of clusters (e). Based on the clusters defined in the SOM (e), the original 
data (a) is than classified (f).    
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2.4.1.2 K-Means Clustering 
K-means clusters group data by associating each data point to the nearest centroid (MacQueen, 
1967). Steinley (2006) provided a review of the methodology. An iterative optimization process is applied 
to minimize the Euclidean distance to the centroids within each cluster. Equation 2.1 shows how to 
calculate the distance (𝑑) between a point (𝑥) and its centroid (𝑐), where 𝑃 is the number of dimensions 
in the data. Practically, the centroids, also called the means of clusters, can be initially included in the 
optimization as an input, i.e., the centroids can be defined by the user, by an algorithm, or randomly. 
Centroids are updated with each iteration. The algorithm is automated, generally requiring the number of 
clusters, a value for the number of iterations, and optionally, the centroids for each cluster. Figure 2.18 
shows an example of k-means clustering applied to two-dimensional data.   
𝑑2 (𝑥, 𝑐) =  ∑ (𝑥𝑖 − 𝑐𝑗)
2𝑃
𝑖=1   (2.1) 
Non-uniqueness is an issue with the K-means algorithm. The use of high number of iterations is 
desirable to make sure that the solution will convergent. In addition, different initial conditions of the 
centroids should be compared as they should converge to similar results (e.g.  Izenman, 2008). This is 
because the solution is not unique and it usually converges to the local minimum. Still, this could be 
misleading as the tested initial conditions are very small compared to the number of possible conditions 
(Steinley, 2003). 
 
Figure 2.18 K-means clustering example. Initial random centroids (plotted as stars) are assigned (a). The 
data is clustered based on the closest centroids (b). New centroids are assigned based on the data (c). This 
is repeated until centroids converge. The final solution is output (d). Figure is reproduced from Wikipedia 
(2013) under the GNU licence.   
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2.4.1.3 Hierarchical Clustering  
Hierarchical clustering groups data into clusters by building a hierarchy between groups. This 
approach can be divided into two main types: agglomerative and divisive. Agglomerative algorithms start 
with the assumption that each data point has its own cluster and then groups data as it moves up in the 
hierarchy. Divisive algorithms start with the assumption that all data points belong to one cluster and then 
attempts to subdivide into different sub-clusters (e.g., hierarchical k-means clustering). Both will result in 
a dendrogram structure that describes the relationship between the clusters (e.g., Figure 2.19). This is a 
distinct feature of hierarchical clustering that allows study of the similarity between clusters.  
 
Figure 2.19 Schematic diagram of a simple dendrogram. Groups connected at lower fusion levels are more 
similar (e.g., group 1 and group 2). 
In agglomerative hierarchical clustering, measuring distance between clusters determines which 
clusters are grouped together. The two clusters that have the minimum distance are grouped. Common 
types include single linkage, complete linkage, average linkage, centroid linkage, weighted linkages, and 
Ward’s method (Figure 2.20). Single linkage (nearest neighbor) finds the distance to the nearest neighbors 
in the two clusters. Complete linkage (furthest neighbor) finds the distance to the furthest neighbors 
between the two clusters. Weighted linkage is the mean of single and complete linkages. Average linkage 
finds the average distance between the all combinations of points. Centroid linkage measures the distance 
between the centroids.  
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Ward’s hierarchical clustering (Ward, 1963) is an agglomerative algorithm that minimizes an 
objective function. A widely used objective function is the intra-class variance (also known as Ward's 
minimum variance method). In its original implementation, ward’s linkage used the standard Euclidean 
distance. Similar to k-means clustering, the algorithm calculates the Euclidean distance between the 
centroids of the clusters and their data points. The two clusters that have the minimum sum of their 
Euclidian distance are merged.  Ward’s hierarchical clustering is generally considered the most useful 
method but tends to produce clusters of fairly equal size and is sensitive to outliers (Everitt et al., 2011). 
 
Figure 2.20 Common cluster distance measurements. Two clusters with the minimum distance are 
grouped.  
2.4.1.4 Fuzzy Clustering  
Fuzzy clustering groups data where each point would have a component of association with all 
clusters. Nock and Nielsen (2006) reviewed different algorithms. In fuzzy clustering, each data point (𝑥𝑖) 
is assigned a random probability for each cluster (𝑘). The cluster with the highest probability (𝑃) for that 
data point wins the point. The barycenter (𝜇𝑘) is then calculated for each cluster. This is given by Equation 
2.2, where 𝑄𝑄 is a weighting factor to give more weights to certain points if desired. 








Figure 2.21 General fuzzy clustering example: Probabilities are randomly assigned and the point is 
assigned to the highest proportion cluster (a). Barycenters are calculated based on the probabilities to all 
the points (b). Based on the barycenters, new probabilities are calculated based on the distance to the 
points (c). New clusters are then assigned (d). This is repeated until no major change in clustering is 
observed. Figure is reproduced and modified from Techlog 2013 (Schlumberger, 2013). 
2.4.2 Results of Automated Electrofacies Analysis of Well Logs 
Two methods for automated electrofacies analysis have been tested: (1) neural networks using self-
organizing maps (SOM), and (2) a combination of principal component analysis and k-mean clustering. 
Both algorithms are implemented in Techlog 2013 (Schlumberger, 2013) as the IPSOM and 
Heterogeneous Rock Analysis (HRA) modules, respectively (Figure 2.22). Although the two modules are 
separated in the software used, the mathematical methods can be integrated. For example, a method can 
be coded to incorporate principal component analysis, self-organizing maps, and hierarchical clustering.  
 
Figure 2.22 Automated electrofacies analysis available in Techlog 2013 (Schlumberger, 2013). Note that, 
mathematically, clustering algorithms are not related to the pre-processing step. 
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In this study, the conventional suite of well logs (bulk density, neutron porosity, gamma ray, deep 
resistivity) along with photoelectric factor log (PEF) was used in an unsupervised manner. The 
conventional suite was used because it is readily available in most wells in industry. To test for the 
independence of logs used, correlation coefficients are calculated (Table 2.2). Bulk density and neutron 
porosity logs have a relatively high correlation coefficient of 0.69 which could skew the electrofacies 
toward porosity variations. 
A number of tests were done to test different methodologies and parameters. Figure 2.23A shows 
different results depending on the user-defined algorithm for SOM and the PCA k-means methodologies. 
The number of electrofacies is kept constant at 10 over the same interval. Note that results are reasonably 
similar for most of the methodologies tested. A conclusion to be made from the results is that electrofacies 
analysis should not be used with absolute confidence. Instead, results should be used as a guide. In 
addition, both modules (IPSOM and HRA) have randomization inherent in their algorithms. The IPSOM 
module initializes random SOM at the beginning and randomly selects data while organizing the map. In 
addition, the clustering algorithms are randomly initialized. The HRA module initializes the k-means 
clustering algorithm randomly, whereas the principal component analysis is mathematically determined. 
Because of that, running the modules repeatedly would produce slightly different results. That being said, 
all produced results are mathematically valid and are generally similar to each other (e.g., Figure 2.23B). 
Finally, PEF log was added to differentiate carbonates from anhydrite intervals (Figure 2.23C).  
One of the most important factors in automated electrofacies analysis is defining the number of 
clusters (or electrofacies). Generally, geologists determine this by studying the results at different scales, 
examining cores for lithofacies, and looking at the statistics of the analysis. Some methods have been 
suggested for defining this automatically (e.g., Ye and Rabiller, 2000). Although useful, the single scale 
representation does not highlight the importance of some facies boundaries over others. Also, because 
most automated clustering algorithms are not deterministic, it is hard to examine different scales by 
running the analysis multiple times.   
Examining the hierarchal segmentation of the data is more revealing for the interpretation because 
it allows for examination of the classification at different scales. This is done by using the hierarchical 
information in the results, specifically, the dendrogram. Figure 2.24 shows the algorithm followed for the 
procedure. Figure 2.25 shows a graphical representation of the algorithm applied to a simple dendrogram. 
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Upscaling is done by merging similar groups. This is based on the fusion level in the dendrogram. By 
convention and to enhance visualization, the winning group is taken to be the one with the larger sample 
size. Note that Techlog 2013 does not allow the user to change the number of clusters in hierarchical 
clustering without reinitializing the self-organizing maps. Using the produced raster dendrogram for a 
large number of facies and the classification table obtained, manual manipulations can be made to upscale 
the data in a spreadsheet software. Coding the algorithm can be done for better efficiency and to avoid 
human errors. 
Hierarchal clustering allows for data to be classified into different scales. A good starting point is 
to over-classify the data. For example, using 40 facies might seem to be geologically unreasonable. 
Mathematically, it is reasonable if the following logic is considered (1) consider five variables (logs) used 
as an input, (2) assume that each variable can have a high, medium, and low value, (3) the number of 
possible facies combinations is 234 which equal to 3 to the power of 5, (4) and so 40 facies as a starting 
point seems reasonable considering that some of the variance in the variables examined is not independent. 
Multi-scale automated electrofacies analysis using SOM and hierarchical clustering is applied on 
the studied interval. Figures 2.26 and 2.27 shows an example of SOM and the correspondent dendrogram, 
respectively. Figure 2.28 shows the results using different methods. Note that distinct large intervals can 
be observed in the data. Three types of hierarchical linkage methods were used: Ward, Complete, and 
Average. The single-linkage method was discarded because it did not give reasonable results (e.g., 
Figure 2.23A) and so it is ignored in further analysis. All plotted methods give reasonably similar 
approximation to the facies observed in the interval. The multi-scale plots show potentially important 
transitions easily as they persist through the upscaling process.  
Figure 2.28 also shows an example of k-means clustering that is applied using a different number 
of clusters (i.e., facies). Tedious, time consuming, manual work has been done to visually match the 
different facies from the different runs. Still, this is not mathematically accurate because different 
interpretations can be done while matching. Note that in this case, facies boundaries are not consistent 
over the different scales as in the hierarchical clustering. And so, this study prefers the use of hierarchal 
clustering for multi-scale representation over other types tested (i.e., k-means and fuzzy) even though they 
produce similar results at different individual scales. 
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Comparing the electrofacies to the core-derived lithofacies previously defined, a general correlation 
can be seen (Figure 2.29). The best correlation is observed when eight electrofacies are used. Note that 
the lithofacies are mainly depositional facies, whereas the electrofacies are composed of depositional and 
diagenetic facies, plus modification by present-day fluid in the rock. In addition, some lithofacies may 
contain sub-lithofacies that are easily distinguishable in core, but they were grouped because they are 
interbedded. In the study interval, lithofacies 1 and 2 are distinct electrofacies. Lithofacies 3 is a 
combination of 3 electrofacies. This is expected as the description for the Facies 3 is relatively general 
and incorporates laminations from different sub-lithofacies. Lithofacies 4 is one main electrofacies. 
Lithofacies 5 is a distinct electrofacies. This result give credence to the already defined lithofacies. The 
multi-scale visualization shows some of the heterogeneity associated with the lithofacies defined.  
The use of automated electrical classification allows for a lithofacies classification that 
complements physical core description. Importantly, once calibrated to core, electrofacies allows for 
facies classification where core is not available. In addition, large variations and important surfaces can 
be easily identified. There is potential for the methodology to aid geologists in core descriptions and 
identify stratigraphic boundaries, especially in mudrocks where surfaces and variations are hard to 
identify. That being said, there are shortcomings that should be taking into consideration whenever 
electrofacies analysis is used. The most important considerations are: (1) variability of results depends on 
the algorithm used, (2) boundaries between electrofacies do not necessarily exactly correspond to 
sequence stratigraphic surfaces because of resolution and edge effects in clustering, and (3) determining 
the optimum number of electrofacies is difficult. 
 
 
Table 2.2 Absolute values of correlation coefficient (R2) between well log values in the studied interval. 
Bulk density and neutron porosity correlation coefficient is relatively high (0.69) which could skew 
clustering results to porosity variations. 
GR RHOB ILD NPL PEF
GR 1.00 0.45 0.12 0.49 0.31
RHOB 1.00 0.05 0.69 0.42






Figure 2.23 Different results for different runs of electrofacies analysis. Each color represents different 
electrofacies. Different methodologies produce different results, but the general trend is the same (A). 
Randomness is inherent in the methods used, so each run produces different results (B). PEF is essential 
for identifying anhydrite intervals (arrow head) as a separate electrofacies (C). Note that the use of PEF 




Figure 2.24 Multi-scale electrofacies representation algorithm for hierarchal clustering. 
 
 
Figure 2.25 Schematic diagram shows example of multi-scale analysis in hierarchal clustering. Each group 
competes with its closest group in a bottom-up fashion. The group with the largest sample absorbs the 






Figure 2.26 A 30 by 30 nodes SOM map produced for the studied interval. Each node contains five 
variables corresponding to the values of the five well logs used in the analysis (gamma ray, bulk density, 
neutron porosity, deep resistivity, and photoelectric factor). After training the SOM, complete-linkage 
hierarchal clustering is used to group the nodes into 40 clusters. They are represented here by the different 










Figure 2.27 An example of complete-linkage hierarchal clustering of the SOM results in Figure 2.26. 
Multi-scale analysis is applied to the dendrogram. Each color represent a cluster (i.e. an electrofacies). 
Going up the dendrogram, clusters are grouped together to upscale the results. A simpler schematic 




Figure 2.28 Multi-scale automated electrofacies representation for different methods applied to the studied 
interval. In each test, the results are upscaled to lower the number of electrofacies from left to right. Each 
method used has its own color scheme. Electrofacies are generally correlatable across results. The color 
scheme in (A) matches that of Figures 2.26 and 2.27. Note that the PCA + k-means clustering results 




Figure 2.29 Final results of multi-scale automated electrofacies analysis. There is a general correlation 
between lithofacies derived from core and the electrofacies derived from well logs.  
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2.5 Elemental and Mineralogical Analysis 
Elemental and mineralogical composition can be helpful for paleoenvironmental reconstruction 
(Calvert and Pedersen, 2007). X-ray fluorescence, x-ray diffraction, and inductively coupled plasma mass 
spectrometry are different analytical tools used for geochemical analysis. 
2.5.1 Background Information on Analytical Tools 
Elemental and mineralogical data can be extracted from rocks using several means. Each method 
has different advantages and disadvantages related to efficiency, and accuracy. Data available in this study 
are taken from portable energy-dispersive x-ray fluorescence, x-ray diffraction, and inductively coupled 
plasma mass spectrometry. The analyses used in this study can also be applied on a combination of well-
log data such as elemental capture spectroscopy measurements. 
2.5.1.1 Energy-Dispersive X-Ray Fluorescence  
Handheld energy-dispersive X-ray fluorescence (ED-XRF) is a convenient and efficient tool for 
elemental analysis. Beckhoff et al. (2007) provided a general background review of the technique and the 
tool. This is a nondestructive technique that does not require lengthy sample preparation. Figure 2.30 
shows the general configuration of the device. Core electrons are excited using high-energy x-rays, 
typically on the range of 15 to 40 Kiloelectronvolt. Fluorescence is emitted while the higher-energy 
electrons transition to lower levels to fill the void. Fluorescence energy is unique for each element, with 
some overlap. This allows for semi-quantitative element concentration measurements. Using standard 
samples measured with higher-accuracy tools, such as inductively coupled plasma mass spectrometry, a 
calibration table can be built. The calibration can be used to convert ED-XRF results to quantitative 
information (e.g., Row et al., 2012). 
Practically, the surface of the sample should be cleaned of any contaminants. This can include dust 
particles, acids, and expulsed core fluids such as brines and hydrocarbons. X-ray intensity should be set 
to measure the specific elements required. Measurement time should be long enough to obtain a stable 
response and accuracy. Air pumps can be used to create a vacuum, thereby removing the interference of 
argon on the measurements of elements with atomic weights lighter than argon. Once measurements are 
taken, an empirical calibration table can be used to obtain quantitative information. The technique is 
38 
 
relatively recent in hydrocarbon exploration, but gained wide acceptance in recent years, particularly 
because of its applicability to mudrocks (e.g., Rowe et al., 2008; Row et al., 2012).       
 
Figure 2.30 XRF schematic diagrams. The general configuration of a portable XRF gun (left) shows the 
x-ray source, the detector, and the processing and storage units. XRF measures the energy emitted when 
electrons fall to lower energy levels (right). Figures are from Niton.com 
2.5.1.2 X-Ray Diffraction 
X-ray diffraction (XRD) is a semi-quantitative tool for studying crystallography. This technique 
allows for mineral identification based on the idea that each mineral has a unique inter-lattice distance 
depending on the crystal arrangement and the ion composition. Yoshio et al. (2011) provided a good 
review of the subject.  In XRD, a source such as copper is used to generate X-rays. The crystals are 
bombarded by the X-rays, which are diffracted as they hit the lattice planes (Figure 2.31). Constructive 
interference of the diffracted waves at certain scattering incident angle in degrees (𝜃) is used to calculate 
the interlayer spacing between atomic lattice planes in nanometers (𝑑). Bragg’s law (Equation 2.3) is used 
to calculate this distance where 𝑛 is a multiplier, and 𝜆 is the wavelength of incident wave in nanometers. 
𝑛 𝜆 = 2 𝑑 𝑠𝑖𝑛(𝜃)  (2.3)  
Although general mineral identification using XRD is straightforward, there are some 
complications that must be noted. The relationship between the amount of photons detected and the 
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proportion of a mineral in a rock is not linear. That is why XRD is semi-quantitative. Empirical 
calibrations can be used to obtain quantitative results. In addition, ion substitution in the mineral crystal 
lattice can change the inter-layer spacing.  
 
Figure 2.31 XRD schematic diagram. Incident waves strike the lattice planes at an angle 𝜃. At a certain 
angle, the two waves constructively interfere. The angle is recorded and used to calculate the inter-layer 
distance using Bragg’s law (Equation 2.1).  
  
2.5.1.3 Inductively Coupled Plasma Mass Spectrometry 
Inductively coupled plasma mass spectrometry (ICP-MS) is one of the most accurate methods for 
elemental analysis. Nelms (2005) provided a detailed account of the technique. Although considered very 
accurate compared to other methods such as XRF, sample preparation and measurement time is 
considerably longer.  In addition, the method is destructive, although the sample size needed is relatively 
small. In ICP-MS, samples are introduced to the plasma as an aerosol using an analytical nebulizer, laser 
ablation, electrothermal vaporization, or torch vaporization. Plasma, commonly generated from argon gas, 
ionizes the sample. The ions are passed into the mass spectrometer and are separated based on mass-to-
charge ratio. The detector measures the intensity of each element and reports this back to the user. 




Figure 2.32 Schematic diagram of laser-ablation ICP-MS. The solid sample is converted to ablated 
material which is then funneled to the ICP where it is ionized. The MS is used as a detector for the 
concentration of ions. Figure is from Günther and Hattendorf (2005).      
2.5.2 Background Information on Geochemical Proxies 
Elemental data can be used as different proxies. Organic matter, paleoproductivity, and provenance 
analysis can be done using this data. 
2.5.2.1 Proxies for Redox Conditions and Organic Matter 
Molybdenum (Mo), vanadium (V), uranium (U), chrome (Cr), cobalt (Co), copper (Cu), cadmium 
(Cd), zinc (Zn), nickel (Ni), and rhenium (Re) are generally recognized as proxies for anoxic to suboxic 
conditions (e.g. Hassan et al., 1976; Calvert and Pedersen, 1993; Calvert and Pedersen, 2007). Cu, Ni, Zn, 
and Cd are proxies for organic matter because they are micronutrients (e.g., Algeo and Maynard, 2008; 
Tribovillard et al., 2006). Calvert and Pedersen (2007) noted that Ag, Cd, Cu, Ni, and Zn are insoluble in 
the presence of hydrogen sulfide. Mo, V, and U become enriched because they are scavenged by living 
organisms and are easily absorbed into solid surfaces under suboxic conditions (Aplin and Macquaker, 
2011; Calvert and Pedersen, 1993). Tribovillard et al. (2006) noted that Cr and Co are less sensitive to 
redox conditions compared to other elements. Cr, Re, U or V are associated with suboxic conditions, 
whereas Ag, Cd, Cu, Mo, Ni or Zn are associated with anoxic conditions (Calvert and Pedersen, 2007).  
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2.5.2.2 Productivity Proxies 
Productivity measures an ecosystem’s level and reflects the amount of bioactivity. Barium (Ba) is 
commonly associated with higher productivity (e.g. Barber et al., 1996). Phosphorus (P) is used as a 
productivity proxy because it binds to organic matter and skeletons (e.g., Ruttenberg and Berner, 1993), 
leading to high values in high-productivity intervals. When buried, phosphorus can dissolve under suboxic 
and anoxic conditions and re-precipitate. Enrichment in Al relative to Ti, i.e., Al/Ti ratio, is also used as 
a productivity indicator because settling particles are preferentially scavenged for Al (Orians and Bruland, 
1986; Murray and Leinen, 1996). Archer (1991) attributed cycles in limestones to productivity rather than 
a preservation effect as a result of sea-level fluctuation. Correlation between Ba/Al and P/Al supports this 
conclusion (Calvert and Pedersen, 2007). 
2.5.2.3 Elemental Normalization 
Elements are normalized by an immobile element, commonly Al. This is because Al can be 
reasonably assumed to have a relatively fixed concentration in major rocks and is only present in clays 
and detrital input (e.g. Turekian and Wedepohl, 1961). Normalization attempts to remove the effect of 
dilution. Van der Weijden (2002) argued that normalization has a number of undesirable effects: (1) 
uncorrelated variables may become spuriously correlated, (2) correlations between elements can increase 
or decrease after normalization, and (3) closure effect, which implies that each element must be negatively 
correlated with at least another element, is not entirely corrected. 
Z-score normalization removes the bias towards variables with larger values, and centers the mean 
of the data on zero. This normalization is useful when analyzing different variables at the same time. 
Equation 2.4 shows this relationship where 𝜇 is the population mean and 𝜎 is the standard deviation of the 
population.  
𝑧 =  
𝑥− 𝜇
𝜎
  (2.4) 
2.5.2.4 Clastic and Carbonate Signature Proxies 
Aluminum (Al), titanium (Ti), thorium (Th), and zircon (Zr) are recognized as indicators of detrital 
influx (e.g. Murphy et al., 2000; Tribovillard et al., 2006). Silicon (Si) can be terrestrial or biogenic. A 
number of ratios can be used as grain-size proxies. Si/Al can be directly used only if Si is assumed to be 
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terrigenous in origin (Calvert and Pedersen, 2007). This is because Si generally is available in quartz, 
which is coarser grained than clays that contain Al. Rb can be used instead of Al because Rb substitutes 
for K in aluminosilicate, especially in biotite (Heier and Adams, 1963). Ti/Al can also be used as a proxy 
for a grain-size indicator in mud-rich facies (e.g., Bertrand et al, 1996). This is because studies have shown 
that Ti concentrations correlate well with quartz percentages in mudstones and that only a small percentage 
of the Ti resides in clays (Spears and Kanaris-Sotiriou, 1976). Zr/Al is also used because the element Zr 
exists almost entirely in the sediments as the mineral zircon, which occurs in the very fine- to silt-size 
fraction (Feniak, 1944). Zr is transported with fine- to medium-grain sized quartz because of its high 
specific gravity (Calvert and Pedersen, 2007). Cross-plots of different elements can also provide insights. 
Commonly, Zr is used vs. other elements to determine if those elements are terrestrial in origin (e.g., 
Ratcliffe et al., 2012b). Using spectral gamma ray, Th/U and K/U are indicators of terrigenous influence, 
with the latter being better at slope/basin-floor settings (e.g., Bohacs, 1998).  
In carbonate systems, coccoliths and other nano grains are generally deposited in deeper-water 
environments. In those environments, they can be used as a proxy for in-situ carbonate deposition as 
opposed to transported material. Some studied pointed out that Sr/Ca in coccoliths-derived sediments can 
be used as a proxy of productivity of coccoliths (e.g., Stoll and Schrag, 2000; Fink et al., 2010). Sea level 
changes can also affect Sr/Ca (e.g., Stoll and Schrag, 2001). Billups et al. (2004) studied factors affecting 
Sr/Ca and concluded that coccoliths productivity is a factor, but it is not the only one. Thus, carful 
considerations must be made when using this proxy. 
2.5.3 Background Information on Exploratory Data Analysis 
Exploratory data analysis comprises statistical tools that are generally used to explore data, 
summarize, and extract information. Factor analysis is one of the tools used to reduce the dimensionality 
of data, classify data, and detect outliers. Cliff (2014) provided a general explanation of the technique. 
Other reviews provide a more rigorous account (e.g., Härdle and Hlávka, 2007).  In factor analysis, a 
correlation matrix between the variables is calculated. Higher correlation coefficients are used to identify 
commonalities using several methods. The two main types of factor analysis are: (1) principal component 
analysis (PCA), and (2) factor analysis (FA). Note that there is much confusion in the literature with regard 
to terminology and usage of both methods. The choice between methods depends on the data, and the 
desired results. PCA is most suitable for data dimension reduction (e.g., prior to clustering) and explaining 
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observed variance, whereas FA is most suitable for studying underlying constructs in the data (Suhr, 
2005).  
Practically, the data need to be normalized before starting the analysis. If this is not done, the model 
will focus on the variables with highest variance and larger values (e.g., Manke, 2012). Autoscaling (also 
known as z-score) can be used, which consists of centering and scaling using Equation 2.5 where 
𝑛𝑜𝑟𝑚(𝑉𝑛) is the normalized nth point, 𝑉𝑛 is the original nth point, 𝑉 is the data vector, ?̅? is the arithmetic 
mean, and 𝜎 is the standard deviation. 
𝑛𝑜𝑟𝑚(𝑉𝑛) =  
𝑉𝑛−?̅?
𝜎𝑉
  (2.5) 
2.5.3.1 Principal Component Analysis  
Principal component analysis (PCA), outlined first by Pearson (1901), assumes that linear 
combinations of the factors explains all the variance observed. This is done by applying orthogonal 
transformation to produce uncorrelated variables (called principal components or eigenvalues) from 
seemingly correlated variables in the data (e.g., Jolliffe, 2002). This is a pure mathematical transformation 
without any assumptions. Figure 2.33 shows the general procedure for the analysis. Figure 2.34 shows a 
schematic example of this transformation. 
 




Figure 2.34 Schematic example of principal component analysis. The best fit orthogonal lines that explain 
the variance are calculated using least square methods. The score plot is a rotated plot with respect to the 
fitted lines, i.e., the principal components.  
Mathematically, this is done by calculating the eigenvalues and eigenvectors of the data in Equation 
2.6, where 𝑋 is the observed variable’s covariance or correlation matrix, 𝑆 is the score matrix, and 𝐿 is the 
eigenvector matrix corresponding to the principal component weights (also known as factor loadings). 
Note that the covariance (𝑐𝑜𝑣) between two variables 𝑉1 and 𝑉2 is calculated by using Equation 2.7, 
where 𝑁 is the sample size, and 𝑉1̅̅̅̅  and 𝑉2̅̅̅̅  are the corresponding variable means. Also, the correlation 
coefficient (𝑟) is given by Equation 2.8. Once the principal components are calculated, rotation can be 
applied but this is not common in PCA (see discussion on rotation in Factor Analysis discussion). 
𝑋 = 𝑆𝐿   (2.6) 
𝑐𝑜𝑣(𝑉1, 𝑉2) =  ∑
(𝑉1𝑖−  𝑉1̅̅ ̅̅ )(𝑉2𝑖−  𝑉2̅̅ ̅̅ )
𝑁
𝑁
𝑖=1    (2.7) 
𝑟(𝑉1, 𝑉2) =  
∑ [(𝑉1𝑖−𝑉1̅̅ ̅̅ ) (𝑉2𝑖−𝑉2̅̅ ̅̅ )]
𝑁
𝑖=1
√∑ (𝑉1𝑖−𝑉1̅̅ ̅̅ )
2𝑁






   (2.8) 
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The choice of the number of principal components retained is important. The number of principal 
components obtained from the analysis is equal to the number of dimensions in the data.  By convention, 
the first principal component would have the highest variance. The second principal component is 
orthogonal to the first component and is the second highest variance. More components can be retained in 
order to describe the data. Kaiser (1960) suggested that one should retain only the principal components 
with eigenvalues larger than 1. A scree plot is generally used to illustrate the relationship graphically (e.g. 
Figure 2.35). 
Note that PCA and regression are two different techniques. To illustrate the difference, Figure 2.36 
shows a two-dimensional dataset. Note that the first component does not correspond to regression. That 
is because PCA attempts to minimize the orthogonal distance to the fitted line, whereas the regression 
algorithm attempts to minimize the vertical distance. 
  
 
Figure 2.35 An example of a scree plot. Eigenvalues are plotted versus the principal component number. 




Figure 2.36 The general difference between PCA and linear regression. PCA attempts to minimize the 
orthogonal distance, whereas linear regression attempts to minimize the vertical distance. Note that that 
only one fitted line is shown for the two techniques for schematic purposes. 
2.5.3.2 Factor Analysis 
Factor analysis, first outlined by Spearman (1904), attempts to explain the common variance 
between all variables using unobservable variables called factors. Underlying unique factors in the data 
that are not easily observed are extracted (Suhr, 2005). Figure 2.37 shows the general procedure for factor 
analysis. The algorithm is generally described using Equation 2.9, where is 𝑋 is the raw data or the 
covariance matrix of the data, 𝑇 is the score matrix, 𝐿 is the loading matrix, and 𝐸 is the residual matrix. 
Because factor analysis attempts to fit a specified model, a number of techniques have been developed. 
The maximum-likelihood method will be used in this study because the formulation is considered to be 
the most robust by statisticians (e.g. Jöreskog, 1967; Izenman, 2008; Everitt and Hothorn, 2011).  
𝑋 =  T𝐿 +  𝐸  (2.9) 
As with principal component analysis, data need to be normalized and centered. The number of 
factors is defined by the user. In addition, orthogonal or oblique rotation is commonly applied to simplify 
the interpretation. Orthogonal rotation preserves the independence of the factors as opposed to oblique 
rotation. The commonly used varimax rotation, proposed by Kaiser (1958), maximizes the sum of the 
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square of the distance of the factor loadings. Other methods can be used, such as quartimax, oblimin, and 
promax rotations (e.g., Everitt and Hothorn, 2011). 
 
Figure 2.37 General procedure for factor analysis. 
2.5.4 Results of Elemental and Mineralogical Analysis 
Three datasets were available for analysis: XRD, XRF, and ICP-MS. X-ray diffraction data show 
the studied interval is dominantly composed of carbonate (Figure 2.38). Mineral results are grouped into 
three groups. The carbonate group include calcite, aragonite, dolomite. The clastic group includes quartz 
and feldspar. The clay group includes kaolinite, illite, smectite, and chlorite. Compared to other 
unconventional resources plays, this interval has a larger percentage of carbonate material making this 
study an end case scenario.  
Figure 2.39 shows XRD data as a function of well depth in addition to elemental detrital and 
carbonate proxies. Clastic and clay proportions show relatively fast pulses (i.e., spikes in data) with overall 
low baseline values. K/U and Th/U ratio best correlate with the clay and the clastic input. Spectral gamma 
ray logs can generally be used instead of XRD for this purpose. Ti/Al, Zr/Nb, and Si/Al do not show any 
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correlations that are reasonable, even though they show some variations. Sr/Ca shows specific intervals 
with higher carbonate productivity. 
Exploratory data analysis is commonly used to understand elemental data. The analysis is done on 
28 samples that were analyzed using a portable XRF device (Thermo Scientific Niton XL3t GOLDD+).  
One sample was excluded because it is composed of mainly anhydrite. This could skew the analysis, 
especially because the anhydrite facies is relatively thin compared to the other carbonate facies. A number 
of elements were excluded from the analysis to improve accuracy. This is especially needed when portable 
XRF data is used. For example, elements that have general concentrations lower than the detection limit 
were excluded, for example Ag, Ta, and Hf. In addition, some elements that had a relatively high 
percentage of error were removed (e.g., Mg).   
Principal component analysis and maximum likelihood factor analysis have been applied to 
compare the utility of these tools. Comparing the two factors from those tools, results look very similar in 
terms of grouping if visualized using the conventional means by a cross-plot of the first two factors 
(Figure 2.40). In truth, the results are different as confirmed by k-means clustering, which uses more 
factors in the analysis that are not visualized. Different elements that seem close in the cross-plot are now 
subdivided. Note that this is the traditional visualization method, which commonly used in other studies 
(e.g., Ratcliffe et al., 2012a). 
Visualization using hierarchical clustering (Figure 2.41) is a more quantitative representation of the 
data because a dendrogram shows the exact relationships between the elements (e.g., Templ et al., 2008). 
From this representation, it is obvious that factor analysis is more suitable for chemical data because 
similar elements are grouped accordingly. For example, Mo and V are closer to each other because they 
are both redox sensitive. In addition, by definition, factor analysis is more suitable because it attempts to 
extract unobservable factors that explain the common variability in the data. These unobservable factors 
could be redox conditions, sediment origin and so on. 
In fact, applying hierarchical clustering on normalized experimental data without processing yields 
better results than with processing with PCA (Figure 2.42). The usage of FA before hierarchical clustering 
is preferred rather than hierarchical clustering because of small variations that can be observed in the 
results. For example, whereas Mo and V are both redox sensitive elements, they are different. Mo is related 
49 
 
to anoxic conditions, whereas V is related to suboxic conditions. This is represented in FA results by 
separating two elements by one fusion level.  A general workflow followed in this study for analysis of 
elemental data is shown in Figure 2.43. 
The optimum results (Figure 2.41B) show a number of reasonable relationships. Ca is related to 
Cd, Sn, Co, Sr, and Zn. This is consistent with other studies that relate these elements to diagenesis and 
aragonite to calcite alterations (Pingitore Jr., 1978; Kinsman, 1969). Also, Kabata-Pendias and Pendias 
(2000) noted that Co, Cd, Cu, Fe, Mn, Ni, Pb, Sr, U, and Zn have the greatest affinity to react with 
carbonates in soil. Cd, Co, and Zn seem to be more related to the presence of carbonate as opposed to 
redox group. Mo, Ni, V, and Cu are all related because they reflect redox conditions. Mo, Ni, and Cu are 
more sensitive to anoxic conditions whereas V is related to suboxic conditions. S is related to the redox 
conditions because of sulfur reducing bacteria. It is interesting that Fe is not related to S in the dendrogram. 
This might be related to the fact that Fe is sourced from detrital input and so it is related to Si and Al. Zr, 
Nb, and Ti, Al, Ti, Rb, and K are related to detrital input. Cr can be related to detrital input too (Ratcliffe 
et al., 2012). Te and Sb are both chalcophilic and they are next to each other in terms of atomic number. 
Cesium and barium are also next to each other in terms of atomic number. 
 
Figure 2.38 X-ray diffraction results. The studied interval is predominantly composed of carbonates. Red 






Figure 2.39 Detrital and carbonate proxies. XRD results show proportion of carbonate, clastic, clays and 




Figure 2.40 Principal component (A) and factor analysis (B) applied to 27 carbonate samples. K-means 
clustering is applied to the results (groups are in different colors with centers marked by x). Principal 
component analysis is applied on 95% of the explained variability whereas factor analysis is applied on 




Figure 2.41 Ward-linkage hierarchical clustering applied to the results of principal component (A) and 
factor analysis (B). Note that factor analysis groups correlative elements in a more reasonable manner. 
For example, Mo and V are both redox sensitive elements, but they are closer to each other in the FA 




Figure 2.42 Ward-linkage hierarchical clustering applied to normalized elemental data. No exploratory 
data analysis (FA or PCA) is applied here. Note that the results are fairly similar to the ones where FA is 
applied (Figure 2.41B). 
 
Figure 2.43 General workflow used in elemental data analysis in this study. 
Using the hierarchical clustering results from factor analysis, the number of studied elements can 
be reduced. The ICP-MS dataset is used instead of the XRF because the ICP-MS dataset contain 180 
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samples. Figure 2.44 shows the dendrogram for the elemental analysis. Note that ICP-MS results are subtly 
different from the XRF results in Figure 2.41B. This might be because of sample numbers, sampling bias, 
or the resolution of the tools used. Notable difference is that Ba is now more related to carbonates. Also, 
Cu, Cs, and Mn are closer to the detrital grouped, and Zr, Mn, and Co are not related to the carbonates.  
A chemical electrofacies classification can be applied using seven elements from the dendrogram 
(Ca, Ba, S, Mo, Fe, Si, and K) instead of the original 22 analyzed elements. The choice of the 
representative elements depends on data quality and geological knowledge of the system. Mn, Co, and Cu 
were not included because testing showed that they group differently depending on the dataset used. 
Figure 2.45 shows two SOM-hierarchical facies clustering cases using all the examined elements and the 
selected subset. Note that a representative set of elements produces results that are closer to the 
electrofacies produced using well logs. Using a representative set is the best chosen workflow 
(Figure 2.46). Using all of the elements in the analysis is probably skewing the results because a large 
subset of the elements is correlated as shown in Figure 2.44. Therefore, results might have more weights 
from one group as compared to another. In addition, some element measurements are inaccurate. That 
being said, there is no notable difference between the well logs and representative elements to call for the 
use of elemental data for facies analysis as a general tool. A specialized usage is more useful, e.g., proxies 
for environmental conditions.  
 
Figure 2.44 ICP-MS chemical analysis results. Six distinct groups are defined. A representative element 
from each group is used for electrofacies classification. The chosen elements are Ca, Ba, S, Mo, Fe, Si, 




Figure 2.45 Elemental clustering results. Two cases are produced with the usage of all examined elements 
(right) and with the use with a specific representative elements (left). Results are compared to the optimum 




Figure 2.46 Final results for elemental clustering. Seven representative elements are used. These are based 
on observations from Figure 2.44 as well as geologic knowledge. General correlation between the core-
defined lithofacies and the elemental electrofacies can be seen. The best correlation is seen when a large 
number of electrofacies is used. Note that some elemental concentrations are truncated to enhance the 




Elemental data will be used to define environmental conditions and sediment source. A sequence 
stratigraphic framework is defined using all available information and analysis results. 
2.6.1 Paleo-redox and Paleoproductivity Conditions 
Bioturbation intensity and the variability of trace fossils in the Tuwaiq Mountain and Hanifa 
formations can be used as an indicator of paleo-redox conditions (e.g., Savrda et al., 1984). The presence 
of Chondrites suggests suboxic to anoxic conditions (Bromley and Ekdale, 1984). These burrows occur 
at the top of the cycle when the water is anaerobic in Facies 1 and 3. The absence of clear evidence of 
bioturbation at first glance in the rock does not preclude its existence (e.g., Schieber, 2003). For example, 
Figure 2.47 shows an example of a core image enhanced with color stretching techniques such as contrast 
limited adaptive histogram equalization (e.g., Pizer et al., 1987). The high organic content in this interval 
also supports suboxic conditions and/or low sedimentation rate. Very intense bioturbation in Facies 4 
(bioturbated packstones and wackestones) may indicate high oxygen content (Figure 2.12A). 
 
Figure 2.47 Example of hard to see burrows and bioturbation (A). Contrast limited adaptive histogram 
equalization (CLAHE) is applied to reveal subtle variations in the rock (B).  
A more quantitative way to examine paleo-redox conditions is to define redox electrofacies using 
the available information (Figure 2.48). Redox sensitive elements extracted in the chemical analysis are 
used: Mo, V, and Ni (Figure 2.44). In addition, electrofacies that relate to paleoproductivity have been 
defined using Ba, Sr, and P. Finally, spectral gamma ray logs have been used to create electrofacies. There 
is a general correlation between TOC and electrofacies calculated from redox and paleoproductivity 
proxies. Spectral gamma ray results do not correlate well and its use for TOC prediction is ignored in this 
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study. Note that the addition of Ni and V to Mo allows for the identification of suboxic conditions (e.g., 
Figure 2.49, blue box). This fits with the model outlined in Sageman et al. (2003), where paleoproductivity 
increases, resulting in the creation of a suboxic zone that develops into an anoxic zone as organisms use 
all of the oxygen.    
Examining the paleoproductivity and redox electrofacies more closely, a detailed 
paleoenvironmental interpretation can be made. Figure 2.49 show the Hanifa Formation interval with 
redox-state electrofacies upscaled to three clusters to simulate oxic, suboxic, anoxic conditions. The 
paleoproductivity electrofacies are upscaled to four levels. TOC is generally higher where suboxic to 
anoxic conditions are coupled with high productivity (e.g., the base of the Hanifa and Jubaila formations, 
intervals 1 and 4). Anoxic conditions, which are generally short lived, are not required for organic 
accumulation. TOC accumulations can occur in intervals with suboxic conditions if there is high bio-
productivity. The second defined interval in Figure 2.49 is generally suboxic, has relatively high TOC 
values, but with relatively low bio-productivity. Note that the TOC values decrease upward from interval 
1. One interpretation for this observation is that bio-productivity from the lower interval at the base of the 
Hanifa (interval 1) is sustained and organic matter continues to be preserved, but with lesser degree as 
environmental conditions are slowly changing. An interesting observation to be made is the existence of 
a hiatus in the preservation of organic matter between interval 1 and 2 (Figure 2.49, star). This is probably 
due to an influx of clastic input, as confirmed by XRD analysis. This relatively small clastic input (10% 
by weight percentage) was enough to disturb organic matter accumulation and oxygenate the water 
column. Interval 3 is suboxic to anoxic and with low bio-productivity. As expected, TOC values are 
relatively low. Finally, note that anhydrite (Figure 2.49, red box) show anomalous Sr and Ba values, which 
should not be confused with high productivity. This can be done by examining conventional well logs for 
anhydrite intervals. 
The source of anoxia in the basin in the Hanifa Formation is variable. The base of the Hanifa 
Formation (interval 1) is interpreted to be suboxic to anoxic due to very high bio-productivity that used 
all the available oxygen. The same cannot be said for interval 3 near the top of the Hanifa Formation 
because bio-productivity is low. Other mechanisms must be at work that lead to suboxia and anoxia. The 
most probable mechanism is that basin restriction and stagnation due to relative sea-level fall or changes 
in the intra-shelf water currents created less efficient exchange between the Tethys ocean and the intra-
shelf basin. Changes in the water currents could be due to re-activation of the Qatar arch. The basin 
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restriction hypothesis is supported by the existence of Facies 4 (bioturbated packstones and wackestones) 
followed by Facies 5 (palmate anhydrite), which are interpreted to be deposited in a relative sea-level low 
with basin restriction.     
 
Figure 2.48. Cluster analysis for spectral gamma ray, redox proxies, and paleoproductivity proxies. Redox 
and productivity electrofacies correlate with TOC values. A simpler visualization, however, provides 




Figure 2.49 Redox and paleoproductivity state study. Intervals with brown background have relatively 
high paleoproductivity and redox indices. Note that the integration of suboxic proxies such as V into the 
analysis allowed for the identification of suboxic conditions where V is high and Mo is relatively low (e.g. 
blue box). Interval 1 and 4 show both high productivity and redox conditions which resulted in 
preservation of organic matter. Interval 2 is suboxic with low productivity, however, organic matter 
continued to be preserved decreasing upward (arrow) due to the productivity spike in interval 1. The 
anomalous point (star) where organic content preservation halted temporarily in between interval 1 and 2 
is due to clastic influx. Interval 3 has high redox state but low productivity and low organic content 
preserved. Anhydrite (red box) shows anomalous Ba values, which should not be confused with high 
productivity. Note that there are no TOC pyrolysis measurements in the Jubaila Formation.           
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2.6.2 Sediment Source 
Carbonate sediments constitute the majority of sediment in the Tuwaiq Mountain and Hanifa study 
interval. This sediment varies from medium-sized fossil fragments to micro-scale micrite. Some of the 
carbonate proportion is transported from shallower, platform areas, whereas other grains are produced “in-
situ” (e.g., coccoliths). Using Sr/Ca as a proxy of productivity of coccoliths (Fink et al., 2010), a general 
idea of the proportion of the “in-situ” particles versus transported can be seen (Figure 2.39). There is a 
major coccolith productivity incursion related to the transition from Facies 1 to 3 and Facies 3 to 4. From 
this, the majority of this studied interval is made up of transported material. Other productivity proxies 
(Ba and P) show similar trends (Figure 2.48). Phosphorous shows incursions at the base of Facies 3 and 
at its top. Barium shows incursions at the base of Facies 3 and in Facies 4.  
The silica and clays available in the system is most likely detrital in origin. A plot of the amount of 
silica versus the amount of zircon shows a positive correlation (Figure 2.50). This is what is expected for 
detrital silica because the element zircon is associated with the detrital heavy mineral zircon (Ratcliffe, 
2012b). Contrary to other studies (e.g., Ratcliffe, 2012b; Blood et al., 2013), the detrital trend is not 
entirely linear, which is peculiar. This could be a result of calcite dilution (e.g., Row et al., 2008). The 
crossplot between zircon and aluminum is used as a proxy for detrital material and clays, respectively. 
The linear relationships indicate that the clays are likely terrestrial in origin. The linear relationship in the 
Si-Al and Ti-Zr crossplots also confirm this. 
Another constituent in the interval is pyrite. A crossplot of iron versus sulphur reveals that iron is 
the limiting element in the reaction. This is consistent with the hypothesis that iron is detrital in origin 
(Figure 2.44), whereas sulphur is generally available in excess in the water. Also note that the Fe/S ratio 
decreases with shallower depth. This might indicate a general decreasing trend in detrital material. It is 
expected to observe less pyrite in the interval upward. XRD data (Figure 2.51, right) confirm this, as well 
as the fact that the amount of detrital material is decreasing.    
Subaqueous anhydrite (CaSO4) and its hydrous counterpart, gypsum (CaSO4.2H2O) form when the 
water becomes over saturated with calcium and sulphate. Both of these are available in the environment 
in abundance. A local restriction would increase their concentration and trigger gypsum deposition. 




Figure 2.50 Detrital elements crossplots for about 122 meters in the studied interval. Data is from ICP-
MS from core plugs and cuttings. It is normalized using z-score. The linear relationships indicate clastic 




Figure 2.51 Iron-sulfur crossplot for the interval. A pyrite line is drawn based on the molecular weight of 
pyrite (FeS2). The limiting element in the formation of pyrite is iron (assuming all iron reacts with sulfur 
only). Also, note that the Fe/S ratio decreases upward in the interval. XRD data shows the pyrite weight 
percentage decreases upward (right) from the Tuwaiq Mountain to the upper Hanifa Formation. 
2.6.3 Sequence Stratigraphy 
The observed vertical facies variations and stacking patterns in mudrocks are not random. Aplin 
and Macquaker (2011) suggested that such variation is a result of a combination of: (1) sediment 
provenance, (2) sediment transport, (3) biological reworking, and (4) diagenetic reworking. Thus, it is 
possible to relate observed variations to sequence stratigraphic systems tracts. Figure 2.52 shows the 
sequence stratigraphic framework developed for the studied interval, the inferred electrofacies, redox 
conditions, paleoproductivity conditions, and the well logs used in the interpretation. Figure 2.53 shows 
core photos of the interpreted stratigraphic surfaces.  
Sequence surfaces can be defined using a number of characteristics. Generally, major surfaces 
appear on the multi-scale electrofacies presentation presented in this study. Sequence boundaries are non-
planar surfaces with some evidence of erosion or truncation. They generally mark significant changes in 
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lithology. In the studied interval, the change is mostly from the relatively shallower highstand to the deeper 
transgressive systems tract. Only one sequence boundary was interpreted to go from the shallower 
highstand systems tract to the lowstand systems tract (Figure 2.53, K). Maximum flooding surfaces and 
transgressive surfaces in general are characterized by relatively high gamma ray, very dark appearance in 
the core, and/or relative change in redox conditions. That is not enough for identification in this dataset. 
Using XRF data, and assuming phosphorus (P) is mainly in apatite (Norry et al., 1994), a higher percentage 
of phosphorus may indicate the maximum flooding surface (Macquaker and Tylor, 1996). And so, it is 
expected to find a relative increase in the paleoproductivty index calculated (Figure 2.49). A combination 
of all the above observations is used here to identify the maximum flooding surfaces. 
Different systems tracts are defined by different characteristics. Transgressive systems tracts (TST) 
are characterized by relatively high levels of organic richness. And so, productivity index is assumed to 
be relatively high and the interval is suboxic to anoxic. Gamma ray is higher than other systems tract and 
is generally increases up to the maximum flooding surface.  Electrofacies show thicker intervals compared 
to highstand systems tract. XRD shows a relative increase in clay content. Core examination reveals 
darker-colored facies. Highstand systems tracts (HST) have relatively lighter color in core. Core 
examination may show a relative increase in grain size and lower clay proportions compared to the TST. 
Productivity and redox index have low values. Core examination shows a relative increase in turbidite and 
debris flow frequency. The lowstand systems tract (LST) is defined by the existence of relatively grainy 
over muddy carbonates with a sharp erosive contact in-between, and the existence of subaqueous 
evaporites. Bioturbation is relatively high with oxic conditions throughout the interval. In core, 
bioturbation destroys lamination and layering in the interval. Gamma ray is low. Clay content is lowest 
compared to TST and HST.   
Sequence stratigraphy in the studied interval is defined by a combination of observations 
(Figure 2.52).  Table 2.3 shows a summary of major observations and conclusions for the interval. 
Figure 2.53 shows the identified surfaces. The following is a summary of the stratigraphic history of the 
interval. Sequence numbering is shown in Figure 2.52 and Table 2.3.  
 Sequence 1: The top of the Dhurma Formation is a transgressive systems tract. The Dhurma-Tuwaiq 
Mountain Formation boundary is defined by a maximum flooding surface. The interval has no 
physical core. Thus, the surface is defined by a relatively high gamma ray and a major electrofacies 
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change. Note that electrofacies do not entirely coincide with the highest gamma ray. This is expected 
because clustering has the highest uncertainties at the boundaries between the defined groups. The 
lower Tuwaiq Mountain Formation highstand systems tract is composed of wackestones and 
mudstone turbidites and debrites with relatively low anoxic conditions index. It is interpreted to be 
deposited on the lower slope. The Tuwaiq Mountain interval of this sequence corresponds to the 
Atash, Hisyan, and Baladiyah (T1) members. 
 Sequence 2: A sequence boundary defines a transition from the highstand to the transgressive system 
tract. Facies in the core are darker, look muddier, and beds are thicker. Gamma ray is relatively higher.  
Another transgressive pulse is defined by a sharp deepening of lithofacies up to the maximum 
flooding surface. There is a relatively sharp transition from the mudstones-wackestones (Facies 1) of 
the transgressive systems tract to the packstones-grainstones (Facies 2) of the highstand systems tract. 
This sequence combined with the early transgressive systems tract of sequence 3 corresponds to the 
Maysiyah (T2), and Daddiyah (T3) members of the Tuwaiq Mountain Formation. 
 Sequence 3: A sequence boundary is defined by an early transgression to a deepening facies 
transition. The late transgression pulse defines the top of the Tuwaiq Mountain Formation and the 
base of the Hanifa Formation. Very fine silt-sized wackestones and organic rich mudrocks (Facies 3) 
comprise the majority of the Hanifa Formation. This late transgressive systems tract is relatively 
anoxic with high paleoproductivity. A maximum flooding surface marks the transition from a 
thickening to thinning stacking pattern. The highstand system tract is more laminated and contains 
more intervals with lighter colored rocks. The majority of this sequence corresponds with the Hawtah 
Member of the Hanifa Formation. 
 Sequence 4: A major erosional surface defines the sequence boundary to the early transgression 
systems tract. Suboxic to anoxic conditions exist in the sequence stratigraphic package, possibly due 
to basin restriction and/or water stagnation. The late transgression surface transitions to darker rocks. 
A maximum flooding surface marks the transition to the highstand systems tracts. This sequence 
corresponds to the Ulayyah Member of the Tuwaiq Formation. 
 Sequence 5: A major erosional surface is a sequence boundary that marks the lowstand systems tract 
which consists of bioturbated carbonates. Further restriction in the basin led to oversaturation and 
anhydrite deposition. Finally a transgression marks the top of the Hanifa Formation and the start of 
the Jubaila Formation.   
66 
 
Integration of data in this study allowed for a more accurate interpretation that differs in some 
intervals from the original interpretation. For example, an early transgressive systems tract has been 
defined at the upper interval of the Tuwaiq Mountain, which results in the sequence boundary being within 
the upper Tuwaiq Mountain Formation and not between the Tuwaiq Mountain and Hanifa formations. 
This is in agreement with previous paleontological work done on the interval that identified this boundary 
as the Callovian-Oxfordian boundary by the presence of Andersenolina elongate in the Callovian (Hughes, 
Saudi Aramco internal report, 2007). This is generally not identified in well logs because the gamma ray 
spike indicative of the Hanifa transgression corresponds to the late transgression. In addition, the younger 
sequence in the Hanifa (Ulayyah member) does not contain a thick highstand systems tract deposit. This 
could be a result of erosion by the low stand package or a result of low sediment influx because the study 
area occurs relatively deep in the basin. Finally, a lowstand in the upper part of the Hanifa Formation was 
interpreted, which shifted the sequence boundary in the Hanifa instead of coinciding with the Hanifa-
Jubiala formation contact. The existence of the lowstand systems tract is reasonable because the studied 
interval is in the basin. 
2.7 Conclusions and Final Remarks 
Five facies have been identified in the studied Tuwaiq Mountain and Hanifa formations: (1) wispy 
laminated wackestone/mudstone, (2) cemented packstones/grainstones, (3) laminated mudstones, (4) 
bioturbated packstones/wackestones, and (5) palmate anhydrite. Electrofacies analysis correlates well 
with the lithofacies and shows more vertical heterogeneity within them. Most of the methodologies tested 
show comparable results. Preferable methodology is the self-organizing maps with hierarchal clustering 
(complete or Ward linkage).  
The majority of the interval is interpreted as turbidites and debris flows with varying grain sizes. 
The Tuwaiq Mountain Formation is composed of lower and middle slope gravity flow deposits. The 
Hanifa Formation is deposited in the lower slope to basin. Deposits are composed of fine-grained gravity 
flows as well as sediments deposited by settling processes in the darker intervals. A lowstand deposit caps 
the formation with bioturbated carbonates and subaqueous anhydrite. 
Organic carbon content corresponds to intervals with suboxic-anoxic conditions and high bio-
productivity. These intervals are in the transgressive systems tract.  Clastic input poisons the system and 
prevents organic matter accumulation. The Hanifa Formation has two major anoxic to suboxic intervals. 
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The first is in the transgressive systems tract of the Hawtah member, which is interpreted to be a result of 
high bio-productivity. The second is also in a transgressive systems, and is attributed to basin restriction. 
A sequence stratigraphic framework is interpreted for the Tuwaiq Mountain and Hanifa formations. 
The interpretation is based on a conventional examination of data, as well as more quantitative means 
using cluster analysis of geochemical data and well logs. A number of interesting observations have been 
made. The top of the Tuwaiq Mountain Formation is not a sequence boundary. An early transgressive 
systems tract at the top of the Tuwaiq Mountain has been identified. In addition, a lowstand systems tract 
at the top of the Hanifa Formation is interpreted, composed of bioturbated packstones/wackstones and 
palmate anhydrite.   
Future work in this study includes higher-resolution elemental, mineralogical, and stable isotope 
analysis. Stable isotope analysis would allow confirmation of the sequence stratigraphic framework and 
provide information about diagenesis. In addition, further testing of the efficiency of the workflow can be 
done by analyzing another interval in the same or analogous basin. This would confirm the possibility of 
using quantitative results such as electrofacies for correlation purposes. If useful, electron capture 
spectroscopy from well logs and hyper-spectral imaging can be tested as a substitute for ICP-MS and 
XRD analysis because they are more efficient.   
A general useful workflow to follow is defined in Figure 2.54. The focus of the workflow is 
automation. That being said, a geologist’s input is essential for a full understanding. At the heart of the 
workflow, statistical methods are used to cluster data. In this study, well logs are used to create 
electrofacies. Geochemical data can be used as a proxy for environmental conditions. Multi-scale 
automated electrofacies analysis using hierarchical clustering can guide the geologist in: (1) identifying 
different facies in core and well-logs, and (2) identify important surfaces. The main strength of this 
presentation is that the user does not assume a prior knowledge of the number of facies in the studied 
interval. Geochemical data can be used as a proxy for redox and paleoproductivity conditions. In addition, 
it can be used to study how elements correlate with each other using factor analysis and hierarchical 







Figure 2.52 Sequence stratigraphic framework defined for the interval. Package numbers (right) correspond to the packages described 
in Section 2.6.3.  
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Table 2.3 Characteristics of sequence stratigraphic surfaces and packages interpreted in the study interval. The sequence stratigraphic 














Figure 2.53 Sequence stratigraphic surfaces identified in the studied interval. System tracts abbreviations 
as follows: E. TST: Early transgressive systems tract, TST: transgressive systems tract, HST: highstand 
systems tract, LST: lowstand systems tract. Bold lines indicate formation boundaries between Dhurma, 




Figure 2.54 A general workflow when examining mudrocks. 
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CHAPTER 3  
CYCLOSTRATIGRAPHIC ANALYSIS IN CARBONATE MUDROCKS USING BOREHOLE 
IMAGES: LINKING BEDDING AND LAMINATION SCALES TO SEQUENCE STRATIGRAPHY 
3.1 Abstract 
Bed stacking pattern analysis provides a useful method for correlation and sequence stratigraphic 
analysis. Deep-marine mudrocks have fine-scale vertical heterogeneity that is commonly ignored in 
conventional core descriptions. With the move to exploit resource plays, quantifying this heterogeneity is 
essential. Borehole images are the most suitable dataset to use because of their high resolution (up to 0.2-
inch or 5-millimter vertical resolution). Manual processing of data at this level of detail is time consuming 
and can be subjective. In addition, correlations between two adjacent wells can be difficult based solely 
on facies, due to the large number of cycles observed. In this study, we present a workflow for automated 
bed stacking pattern analysis using the Modified Fischer Plot (MFP) approach, as applied to borehole 
images. MFP measures the departure from mean cycle thickness, where cycles are individual laminae or 
beds detected by the logs. Hundreds of meters can be analyzed in tens of seconds to minutes in an objective 
manner.  
Because of their relatively planar lamination, deep-marine sediments lend themselves to 
automation. Automated picking of intervals in borehole images is based on contrast detection in resistivity 
values. After a quality inspection, suitable pad images are cross-correlated and aligned. They are summed 
to increase signal to noise ratio. Smoothing is used to remove irregularities. The vertical difference in the 
resultant data is calculated. A contrast limit is used to define surfaces. Obtained intervals are then used to 
calculate a MFP. A geologic model can be used to define cycles in borehole images. The cycles can be 
computed in the workflow using a set of rules such as interval thickness, minimum resistivity contrast, 
and average interval resistivity. Spectral analysis is used to study controls on cyclicity.  
In this study, the workflow is applied to a deep-water carbonate mudrock succession. Core 
descriptions and photos are used to ground-truth the borehole images. Results are compared to an 
independently determined sequence stratigraphic framework. The identified sequence stratigraphic 
surfaces have a signature on the MFP. Transgressive systems tracts show a thicker than average stacking 
pattern because they are mainly composed of vertically homogenous rocks deposited by settling processes. 
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Highstand systems tract sediments show a thinner than average stacking pattern because they are 
composed of gravity flow deposits that are vertically heterogeneous. Lowstand systems tracts show a 
thicker than average stacking pattern because they are composed of vertically homogenous bioturbated 
deposits derived from the shelf. Spectral analysis shows that cyclicity in the studied interval is related to 
orbital cyclicity. In general, automated MFP is suitable for rapid stacking pattern analysis when coupled 
with a geological understanding of the area. 
3.2 Introduction 
Cyclicity in deep-marine mudrocks is commonly not resolved in conventional core descriptions. 
Understanding the heterogeneity at the millimeter to tens of centimeter scale is important for successful 
exploitation of resource plays. Such information is important to develop an understanding of the large-
scale sequence stratigraphic framework of the system. In addition, studying stacking patterns allows for 
accurate correlation between adjacent wells which can be difficult because of the sheer number of cycles 
present, lateral facies changes, or missing intervals. Borehole images are suitable for cyclostratigraphic 
analysis because of their high resolution (currently 0.2 in or 5 millimeter vertical resolution). Manual 
processing of such data at this level of detail is time consuming and can be subjective. With advances in 
borehole imaging technology and computational power, automation of such analysis is possible.  
In this study, the concept of the Modified Fischer Plot (MFP) approach, which examines thickness 
variations in an interval by comparing individual cycle thickness to the mean thickness, is applied to 
borehole images within a laminated carbonate mudrock succession of the Tuwaiq Mountain and Hanifa 
formations, Saudi Arabia. This is done through an automated algorithm which removes bias introduced 
by manual processing. Results are compared to the sequence stratigraphic interpretation of the interval 
obtained using conventional geologic analysis, wireline logs, and elemental data. Finally, conclusions are 
made about the utility and validity of the method. 
The logic behind the proposed methodology is simple (Figure 3.1). If cycles are deposited, then 
interval thicknesses should exhibit order at some scale. This study attempts to: (1) measure interval 
thicknesses in an objective manner, (2) apply cyclostratigraphic analysis, (3) correlate cycle trends within 
a sequence stratigraphic framework, and (4) relate cyclicity back to controlling factors such as 
Milankovitch orbital cycles. With the presented approach, a relatively fast and objective analysis can be 
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done that helps the geologic interpretation. Specifically, modified Fischer plots can guide the sequence 
stratigraphic interpretation given a holistic geologic understanding of the interval and its lithofacies.  
 
Figure 3.1 The logical progression followed in this study. Interval thicknesses are measured automatically 
and analyzed for cyclicity. 
3.3 Methodology  
The methodology developed can be subdivided into five discrete sections (Figure 3.2). Pre-
processing and quality checks ensure that good data are used. The surface picking algorithm identifies 
points of contrast. Cyclicity analysis is done using the Modified Fischer Plot (MFP) approach of Hurley 
(1996). Results are compared to geologic data and the independently determined sequence stratigraphic 
framework. Finally, spectral analysis can be used to study factors controlling observed cyclicity. The 
workflow is mostly automated. Areas requiring user interaction are the visual quality check, results 
interpretation, and comparison to the sequence stratigraphic interpretation. Runtime is very fast (e.g., less 




Figure 3.2 Cyclicity analysis of mudrocks developed in this study.  
It is important to note that although the methodology relies on the modified Fischer plot approach, 
there is one major difference: intervals as defined in this study do not constitute parasequences or 
shallowing-upward cycles as originally defined by Fischer (1964). Instead, this study identifies and 
analyzes smaller-scale cyclic couplets (millimeter to centimeters scale). These couplets have been 
identified in both clastic and carbonate deep water systems (e.g., Van Wagoner et al. 1990; Bottjer et al., 
1986). The term interval will be used instead of the conventional term cycle to make this distinction. 
This study uses borehole image data. The nature of borehole images lends itself to high-resolution 
bed stacking pattern analysis because they capture small-scale vertical heterogeneity (e.g. Hackbarth and 
Tepper, 1988; Bal, 2013). Current resolution limit is 0.2 in both vertically and horizontally (e.g., 
Schlumberger, 2013). Hurley (2004) noted three general types of borehole images: electrical, acoustic, 
and video devices. Electrical tools are most commonly used, which measure microresistivity. Multiple 
pads are used to obtain a 360 degree image of the borehole. After processing, two types of images are 
usually examined: static and dynamic. Static images are useful for studying the variation on the whole 
interval. Dynamic images have a contrast enhancement filter applied through a moving window. This 
enhances subtle features in the rock, but limits the quantitative information that can be extracted because 
the original data is modified in a non-linear fashion. Static borehole images are used in this workflow. 
Note that the general corrections of borehole images should be applied, such as corrections for variable 
acceleration during acquisition.  
Specific geologic information is needed to ensure accurate results. An initial understanding of the 
geology in the area is needed for interpretation of results, for example, what constitutes high or low 
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resistivity intervals? What is the depositional environment of these intervals? That being said, results from 
this workflow can also help answer these questions or fill in the gaps where available.   
3.3.1 Pre-processing 
Initial quality checks can be done manually or automatically to exclude and clean the data. A quick 
quality screening of borehole-image pads is done by visual inspection. The Liu (1991) algorithm is used 
to measure the directionality of the images and confirm the general horizontality of surfaces in each pad. 
Horizontality is tested because the workflow presented here is specifically designed for near-horizontal 
surfaces. In addition, low-accuracy measurements should be excluded from the analysis. A number of 
techniques can be used to clean the data. A moving average or a Gaussian filter can be used to smooth the 
data. Depending on the size of the filter window, small variations can be removed which can affect final 
results significantly. Finally, data can be filtered using a cut-off related to the mean and the standard 
deviation (Figure 3.3). This is very useful if some buttons malfunction and consistently record anomalous 
measurements.  
A mean pad is created from usable pads to increase the signal-to-noise ratio. The highest quality 
pad is used as a reference. Because surfaces are commonly not entirely horizontal, cross-correlation 
between pads is used to align pads automatically. Equation 3.1 shows the cross-correlation (𝑅𝑓𝑔) for 2 
one-dimensional signals 𝑓 (𝑡) and 𝑔(𝑡) where 𝑓∗ is the complex conjugate of 𝑓.  
(𝑓 ⋆ 𝑔)(𝑡) =  ∫ 𝑓∗ (𝜏) 𝑔(𝑡 + 𝜏) 𝑑𝜏
∞
−∞
  (3.1) 
Figure 3.4 shows a visual representation of the operation.  A cross-correlation window of about 4 
inches is a good start for most depositional environments (Höcker et al., 1999). Note that this will remove 
the dip information from the data. Dip information is not used in this algorithm. Pads are averaged 
together, which creates a mean pad that will be used in the analysis. Figure 3.5 shows an example of 
aligning pads and averaging. Note that pad 4 is manually excluded from the analysis after the initial visual 
inspection. 
Note that whereas the workflow assumes general horizontality of surfaces, it should work relatively 
well even if they are not. For example, unconformities, which play an important role in geologic and 
sequence stratigraphic analysis, generally do not have horizontal surfaces. As a result, they might appear 
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as a gradual change in resistivity instead of a sharp one. Still, they can be detected correctly in the 
workflow because the analysis does not look at one interval in particular; the method aggregates interval-
thickness data. The technique is less sensitive to dipping surfaces than other methods. In addition, the 
examined borehole image is small (a couple of centimeters) and so only a few of the major erosional 
surfaces will appear as non-planar surfaces.  
 
Figure 3.3 Filtering inaccurate measurements based on standard deviation (STD). Anomalous high or low 
data is moved to the minimum or maximum of the acceptable range respectively. This is one example of 
how data can be cleaned to prevent inaccurate results. 
 
Figure 3.4 Visual explanation of cross-correlation between two one-dimensional signals (A). One signal 
is slid over the other and the dot product is calculated in the process (B). The highest correlation is where 
the dot product has the highest value (arrow). Figure is modified from Wikipedia (2013) under the Creative 




Figure 3.5 Example of pad alignment and averaging. Pad 4 is excluded from the analysis because the 
image did not pass the visual inspection. Note the slight shift in pads 1 to 4 due to the small dip in 
lamination and bedding. The mean pad is generated by correlating pads 1 to 3, using pad 1 as a reference 
and averaging the results. Dip information is lost by applying this procedure, whereas signal-to-noise ratio 
is increased.  
3.3.2 Surface Picking 
Lithological surfaces are surfaces that show high contrast in a certain property. Identifying the 
thickness of laminations and beds requires pinpointing these high-contrast surfaces in the data used. To 
accomplish this, intensity and difference synthetic logs are calculated. The intensity log is calculated using 
the sum of the horizontal buttons on the mean pad. Effectively, this creates a high-resolution resistivity 
log, which can be analyzed using conventional one-dimensional signal processing techniques (Figure 3.6). 
To identify contrast points, a number of different algorithms can be used. In this study, a relatively 
simple search algorithm was used to identify local maximum or minimum on the first derivative of the 
intensity log (Figure 3.6). The first derivative can be approximated by subtracting points in the signal 
consecutively. The implementation in this study is modified from an algorithm called “peakdet” (Billauer, 
2007) and distributed to the public domain. The second derivative method to find the contrast can also be 
used but results are generally noisier and the method does not allow for as much flexibility as the simple 
search method.  
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A number of parameters can be used to control the identification of contrast points. The minimum 
interval thickness, the resistivity value threshold, the interval contrast threshold, and contrast direction 
(positive or negative) can be set manually by the user (Figure 3.7). The threshold parameter is very 
important. Setting different parameters is especially useful if a geologic model needs to be followed. For 
example, the user might decide that important surfaces are only the surfaces that go from relatively high 
to low resistivity. Note that this introduces bias in the results. And so, as a precaution, it is best to try an 
unrestricted model and compare it to the results from the geologic model. Once surfaces are identified, 
data from each interval can be extracted and analyzed individually, if needed. For example, a resistivity 
mean value for the intervals can be calculated (Figure 3.8). In addition, other types of data can be 
incorporated into the analysis, e.g., the mean gamma ray value for each interval. This data can be used for 
exclusion of some surfaces or intervals if the geologic model dictates. This also introduces bias in the 
results.    
 
Figure 3.6 Example of intensity and first derivative logs. Summation across the image log horizontally 
creates the intensity log. This is effectively a high-resolution resistivity log. The first derivative is 




Figure 3.7 Search parameter definitions. Peak height is defined from the signal strength at that point, peak 
height difference is the difference in signal strength between the closest peaks, peak separation is the 
distance between consecutive peaks, and peak direction defines the direction of the contrast.  
 
Figure 3.8 Example of mean interval discretization (bottom) based on automated interval identification 
from borehole images (top).  
3.3.3 Fischer Workflow 
The Fischer plot technique is a graphical method to analyze stacking patterns in beds or laminae by 
plotting cumulative cycle thickness vs. time (Fischer, 1964). In its original application, cycles are plotted 
as vertical lines separated by a constant time equal to the average cycle deposition time. A path of relative 
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change in sea level can be interpreted from the graph. Figure 3.9 shows a general example of a Fischer 
plot. 
Fischer plots are generally known as a proxy plots for accommodation space (e.g., Husinec et al., 
2008) or eustatic-sea level change (e.g., Osleger and Read, 1991) in carbonate platforms. Although useful, 
Fischer plots have their limitations and assumptions. Fitchen (1997) summarized some of the assumptions 
of Fischer plots: (1) parasequences completely fill the accommodation space, (2) compaction is neglected, 
(3), parasequence deposition time is relatively constant, and (4) subsidence rate is relatively constant. 
Drummond and Wilkinson (1993), Bond and Kominz (1991), and Boss and Rasmussen (1995) argued that 
Fischer plots are misused as sea-level curves because of the inaccurate assumption that they are proxies 
for accommodation space. In addition, missing time at erosional surfaces is not represented in Fischer 
plots, which can bias their use for cycle-time estimation.    
 
Figure 3.9 Fischer plot diagram. The time interval is constant for each cycle. Subsidence rate is also 
assumed to be constant. Figure is reproduced and modified from Osleger and Read (1991). 
A relatively large amount of literature exists about Fischer plots. Most of these studies focused on 
peritidal carbonate rocks (e.g. Fischer, 1964; Read and Goldhammer, 1988, Goldhammer et al., 1990, 
Osleger and Read, 1991, Goldhammer et al., 1993, Montañez and Osleger, 1993; Bosence, 2000, Burgess, 
2006). Other studies focused on deep marine carbonates and sandstones (e.g., Hurley, 1996; Spang et al., 
1997). Of importance to this study, Sadler (1993) suggested modification to Fischer plots, and plotted 
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cumulative departure from mean-cycle thickness versus cycle number (Figure 3.10). Hurley (1996) used 
the modified Fischer plots on borehole images and argued that this modification is a more objective 
treatment of data and is more suitable for well-correlation purposes. Day (1997) plotted Fischer plots in 
the depth domain and correlated them with sequence stratigraphic surfaces. Franco (2005) analyzed 
synthetic cycles and studied randomness in Fischer plots. 
 
Figure 3.10 Modified Fischer plot diagram. Note that cycle number is substituted for the time axis. Figure 
is reproduced and modified from Husinec et al. (2008).  
The workflow outlined in Hurley (1996) is used here to calculate modified Fischer plots. To 
compare sequence stratigraphic interpretations with results, plots are converted into depth domain (e.g., 
Day, 1997), where points are plotted at the top of each interval. Figure 3.11 shows the general procedure 
for calculating the modified Fischer plot. Using surfaces extracted from borehole images based on contrast 
variations, thicknesses are calculated for all intervals. The mean interval thickness is calculated and is 
subtracted from each interval thickness. Normalization is done by dividing the results by the mean 
thickness to facilitate correlation between adjacent wells (Hurley, 1996). Finally, results can be plotted 




Figure 3.11 General steps for construction of modified Fischer plots. Figure is based on Hurley (1996). 
3.3.4 Measuring Randomness 
To gain confidence in the results, the hypothesis that the current arrangements of interval 
thicknesses are random must be rejected. The best solution is the one the shows the highest order. Non-
parametric hypothesis tests can be used do this. In statistics, the standard score or z-score (𝑧) measures 
the distance of the value to the mean in terms of standard deviation. Equation 3.2 shows this relationship 
where 𝜇 is the population mean and 𝜎 is the standard deviation of the population.  
𝑧 =  
𝑥− 𝜇
𝜎
   (3.2) 
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Using the central limit theorem, the mean of the sampled populations in any data set will follow a 
normal distribution (Figure 3.12). This distribution is called the sampling distribution of the sampling 
mean. By comparing the mean of this distribution to the mean of the original data, the randomness of the 
distribution can be measured. A z-score can be used for this comparison (Equation 3.2). An important 
term associated with the comparison is the p-value, which is the probability of getting a result at least as 
extreme as the one actually observed (Wikipedia, 2013). Generally, 5% is used as a threshold for rejecting 
or accepting the hypothesis. This corresponds to a z-score of 1.65.   
The Wald-Wolfowitz runs test (Wald and Wolfowitz, 1940; Wolfowitz, 1944) can be used to 
measure the randomness of stack (Davis, 2002). A run is defined as a consecutive sequence of values that 
are lower or higher than the mean. The runs test measures randomness by looking at the signs and 
frequency of runs (Sandler et al., 1993). Equations 3.3 and 3.4 define the standard deviation (𝜇) and 
variance (𝜎2), respectively, for the runs test where 𝑛+ is the number of runs larger than the mean, 𝑛− is 
the number of runs smaller than the mean, and 𝑁 is the sum of 𝑛+ and 𝑛− (i.e., the number of runs in the 
sampled population). In this study, the Cammarota (2010) implementation of the method is used. 
Examples of usage of the runs test in stacking pattern analysis include Sandler et al. (1993), Franco (2005), 
and Burgess (2006). 
𝜇 =  
2 𝑛+ 𝑛−
𝑁
+ 1  (3.3) 
𝜎2 =  
2 𝑛+ 𝑛− (2 𝑛+ 𝑛−−𝑁)
𝑁2 (𝑁−1)
   (3.4) 
 
Figure 3.12 A graphical representation of the Central Limit Theorem. It states that the frequency plot of 
the mean of the sampled population will follow a normal distribution.  
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3.3.5 Geologic Interpretation of the Results 
Cyclostratigraphic results can be examined and a general understanding about the behavior of the 
interval can be gained. It is expected that sequence stratigraphic surfaces, such as sequence boundaries 
and maximum flooding surfaces, should be reflected on Fischer plots. This is because the modified Fischer 
plots (MFP) reflect thickness variations (Figure 3.13). Specifically, the plots reflect vertical homogeneity 
and heterogeneity. Generally, vertically heterogeneous facies will be recorded as thinner than average and 
vertically homogeneous facies will be thicker than average intervals. A general understanding of the 
lithofacies and the depositional environment is essential in understanding the results. 
Fischer plot results can be correlated with other geologic data, such as the sequence stratigraphic 
framework. If a general correlation can be observed, confidence is gained in the higher-resolution 
packages observed in the MFP. In addition, if eustatic sea level curves are available for the studied area, 
they should be compared to the results to find correlations.      
 
Figure 3.13 Thickness variation is reflected in the MFP. Vertically homogenous intervals appear thicker 
than average and the graph trends to the right. Vertically heterogeneous intervals appear thinner than 
average and the graph trends to the left. The amount of deflection to the left or right is a measure of the 
number of stacked intervals that are consistently thicker or thinner than the average. The y-axis is either 
interval number, or depth at the top of each interval.  
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3.3.6 Periodicity Analysis  
Milankovitch cyclicity, summarized by Pälike (2004), is an important concept that relates to 
stratigraphic cycles. Gilbert (1885) first recognized these cycles in the geologic record. Cycles occur 
because of systematic changes in the Earth’s precession, eccentricity, and obliquity (Figure 3.14). The 
periods of precession are 19, 23, 14, and 28 thousand years. The periods of eccentricity are approximately 
95, 100, 120, and 410 thousand years (Berger and Tricot, 1986). The periods of obliquity are 
approximately 41, 34, 29, 54 thousand years (Imbrie and Imbrie, 1980; Wu et al., 2013). Although the 
concept of relating Milankovitch cycles to climatic changes is still relatively controversial, the number of 
studies supporting it is large (e.g., Hays et al., 1976). Periodicity in peritidal carbonates is also generally 
attributed to climatic changes attributed to Milankovitch orbital cycles (e.g., Fischer, 1964; Fischer, 1980; 
Bottjer et al., 1986; Goldhammer et al., 1987). 
 
Figure 3.14 Schematic diagram of Milankovitch cycles. Eccentricity, obliquity, and precession vary 
systematically with time. This effect of varying sun intensity on Earth can affect the climate. Note that 
decomposing the sun’s intensity curve using spectral analysis should yield separated signals. 
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Cyclostratigraphic analysis can be applied to interval thickness using a number of techniques. 
Tagliaferri et al. (2001) summarized some of these techniques. To reveal periodicity in thickness 
variations, periodograms show signal energy at different frequencies (e.g., Larson et al, 1992). Figure 3.15 
shows the basic principle of frequency analysis. The Lomb-Scargle periodogram is a least-squares spectral 
analysis method that attempts to fit sine waves to user-provided frequencies. The method is used here, 
because it can handle unevenly spaced data, recognize significant frequencies, and reduces the effect of 
aliasing (Lomb, 1976; Scargle, 1982; D’Argenio et al., 1998). Examples of studies that used the Lomb-
Scargle technique in cyclostratigraphy include D’Argenio et al. (1998), and D’Argenio et al. (1997). The 
numerical solution for the Lomb-Scargle periodogram (𝑃𝑥) is as follows in Equations 3.5 and 3.6 
(Tagliaferri et al., 2001) 
























∑ sin 4𝜋𝑓𝑡𝑛 
𝑁−1
𝑛=0
∑ cos 4𝜋𝑓𝑡𝑛 
𝑁−1
𝑛=0
  (3.6) 
where 𝜏 is a shift variable on the time axis, 𝑓 is the frequency, 𝑥 is the data vector, and 𝑡𝑛 is the observation 
series. The implementation used here in the analysis is from Press et al. (2007). User inputs are the highest 
frequency examined and an over-sampling multiplier compared to the Nyquist frequency. Nyquist 
frequency is equal to half of the sampling rate.  
Periodicities can be studied in the results (Figure 3.16). Significant frequencies can be identified by 
searching for peaks above a noise cut-off. The peak identification method used is the same as explained 
in Section 3.2. Once the significant frequencies are recognized, they can be converted back to periodicities 
in the depth domain by taking the inverse of the frequency. To compare Milankovitch cycles with the 
interval stacking pattern, an average sedimentation rate is calculated for the interval based on time and 
thickness. This sedimentation rate is used to convert the identified frequencies/wavelength to time. If an 
average sedimentation rate is used, it is important to make sure that no large-scale hiatus or erosion 
surfaces exist in the interval, or that some facies have relatively faster depositional rate than the others. 
Note that it is expected that small hiatuses are to be present in the interval. The hope is that they are 
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relatively uniform in distribution throughout the interval and relatively similar in time. If that is the case, 
results will not be affected by them.    
 
Figure 3.15 Spectral decomposition. The signal is decomposed into a number of sine waves with different 
frequencies. Amplitudes are assigned to each frequency. A frequency domain plot is made by plotting 
frequency versus amplitude (signal power). 
 
Figure 3.16 General workflow followed for periodicity analysis. 
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3.4 Case Study 
The workflow is applied to a subsurface interval of the Tuwaiq Mountain and Hanifa formations, 
Saudi Arabia.  
3.4.1 Geologic Setting 
The intra-shelf basinal interval of the Tuwaiq Mountain and Hanifa formations in the study area is 
mainly composed of relatively pure carbonate laminated mudrocks. Figure 3.17 shows results of the 
analysis developed by Al Ibrahim (Chapter 2). Most of the interpreted sequence stratigraphic surfaces can 
be seen readily in core (Figure 3.18). In addition, they have been validated by integration of data from 
wireline logs and chemical data. See Al Ibrahim (Chapter 2) for a more complete geologic description of 
the interval. 
Five general lithofacies have been identified in the core (Figure 3.19). The Tuwaiq Mountain 
Formation is composed of two lithofacies: (1) wispy laminated wackestones and (2) cemented packstones 
and grainstones. These are interpreted as gravity-flow deposits in the middle slope. Highstands systems 
tracts dominate the formation. The Hanifa Formation is composed of 3 facies: (1) laminated mudstones, 
(2) bioturbated packstones, and (3) anhydrite. The laminated mudstones are interpreted as lower-slope 
deposits. The lowstand systems tract at the top of the Hanifa is composed of bioturbated packstones and 
anhydrite. These are interpreted as deposition during a relative see level fall with some restriction that led 
to deposition of subaqueous anhydrite. Sequence stratigraphic surfaces are placed based on core 
descriptions, well logs, and geochemical data.  
High total organic carbon (TOC) content has been associated with the transgressive systems tract 
at the base of the Hanifa Formation. Deposits in that interval have been interpreted to be the result of 
settling processes as opposed to gravity-derived processes. In addition, high productivity and suboxic to 
anoxic conditions are required conditions for the preservation of TOC. Note that the second transgression 
in the Hanifa Formation has relatively lower TOC values due to lower productivity. Highstand systems 
tracts in the Hanifa Formation contain relatively lower TOC content and are generally lighter-colored 
muds. They are also more laminated and vertically heterogeneous. 




Figure 3.17 Summary of analysis done of the Tuwaiq Mountain and Hanifa formations (Al Ibrahim, Chapter 1). The interval is 
predominantly composed of muddy carbonates (XRD). Five lithofacies have been identified in the core (see Figure 3.19). These 
correspond well with electrofacies analysis using wells logs and elemental data. Paleoproductivity and redox state correlate with TOC 
estimated from well logs and measured from pyrolysis. Sequence stratigraphic framework was developed for the interval is shown where 
TST is transgressive systems tract, E. TST is early transgressive systems tract, HST is highstand systems tract, and LST is lowstand 




Figure 3.18 Sequence stratigraphic surfaces identified in the studied interval. System tracts abbreviations: 
E. TST: Early transgressive systems tract, TST: transgressive systems tract, HST: highstand systems tract, 
LST: lowstand systems tract. Bold lines indicate formation boundaries between Druhma, Tuwaiq 








3.4.2 Results and Testing 
As part of pre-processing, directionality analysis results applied to the mean pad showed that the 
dominant bedding is horizontal for the entire Tuwaiq Mountain and Hanifa interval (Figure 3.20). Vertical 
lineation in the signal can be attributed to acquisition effects and vertical fractures. The dominance of 
horizontal surfaces suggests that the workflow outlined in this study can be applied. Visual inspection of 
the resistivity image pads show that the fourth pad is anomalous, and so it is excluded from the workflow 
(e.g., Figure 3.5). Further inspection of pad 4 might indicate that it is usable. For example, the anomalous 
data might be in an interval of non-interest and thus can be ignored. Still, all other pads are usable and 
sufficient. 
To calculate a Fischer plot, the most simplistic model is to try to identify many surfaces, whether 
they have positive or negative contrast in resistivity. No constraints are applied. This model identifies 
small and large variations, and so the intervals do not necessarily correspond to actual geological beds. 
Instead, the model defines contrasting resistivity points that correspond to laminations and bedding 
surfaces. Figure 3.21 shows an example of surface picks made using this model at different scales using 
different parameters. By increasing the threshold, only the major contrast surfaces are identified. Note that 
the lighter intervals have relatively lower resistivity. The runs test z-score is less than -10, which 
corresponds to a very high likelihood of non-randomness.  
 
Figure 3.20 Directionality analysis results of the Tuwaiq Mountain and Hanifa interval. The dominant 
signal is 90.8˚ with 81% goodness of fit. Vertical to near-vertical lineations are observed. These could be 




Figure 3.21 Example of surface picks for the optimum solution for a sub-interval using different threshold 
values. Mean resistivity value for the interval is plotted. Note that the algorithm allows for multi-scale 
visualization of the interval. Optimum solution is obtained at centimeter-scale resolution covering bed and 
lamination scale. 
Surfaces picked are based on measured resistivity contrast and in this regard, they are real. The 
stratigraphic definition of these surfaces is variable and can range from the small centimeter scale (e.g., 
couplet surfaces) to the large tens and hundreds of meter scale (e.g., sequence stratigraphic surfaces). That 
being said, other factors might come into play that would explain the observed resistivity variations. For 
example, hydrocarbon saturation will affect the resistivity of the rock and so the measured variations might 
not be rock related. However, it is important to note that the variation will depend ultimately on the rock 
type, texture, and other properties. And so, it is reasonable to assume that the variations in resistivity 
reflect real rock properties. 
If parameters are not dictated by the geologic model or the resolution of the measurements, they 
should be guided by the randomness test (Section 3.3.4). A low score z-score in the runs test is preferred. 
For example, a quick search over the peak threshold parameter reveals that the use of 94 as a value would 
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correspond to the most ordered results for the Hanifa Formation (Figure 3.22) with a runs test z-score of 
-10.944. Because the algorithm is fast, an automated trial of a large number of smoothing numbers can be 
tested and the best ordered results can be used. No mathematical optimization algorithm is needed. That 
being said, tests showed that a low z-score (generally lower than -5) in the randomness test produces 
similar results that are acceptable and correlatable with sequence stratigraphic surfaces. And so, the 
randomness can be used as a guide for analysis.  
The optimal solution is chosen based on the fact that it is the most ordered interval stacking pattern, 
i.e., non-random. This assumes that there are some non-random controls on the formation of these small- 
and large-scale intervals. As noted previously, studies have shown that general variations in stacking 
patterns do correlate with Milankovitch cycles. If that is the case, then it is expected that stacking patterns 
will have order. That being stated, non-cyclic processes can occur. The largest signature observed is 
ordered. If there is no possible way to obtain an ordered result, the conclusion can be made that the studied 
interval is controlled by non-cyclic factors.       
Over smoothing of borehole images at the start of the analysis is not recommended because surfaces 
picked by the algorithm might be shifted. In addition, the high frequency signal might be lost. No 
smoothing is applied to obtain the optimum results because there is no good rationale to apply it. 
Figure 3.23 shows the randomness z-score versus peak threshold. The optimum smoothing span is reached 
when no or little smoothing is applied. This is especially true if high-resolution analyses are needed. 
Further testing shows that over-smoothing of the data can significantly affect the results (Figure 3.24). 
Smoothing should only be applied if: (1) small scale cyclicity needs to be removed, or (2) acquisition-
created artifacts need to be ignored and high-resolution analysis is not needed.   
Based on the geologic model, the criteria for boundary selection can be varied. Surfaces can be 
defined based on resistivity contrast that is positive, negative, or both. Figure 3.25 shows an example of 
these types. The general trend is very similar and so the choice would not generally affect the interpretation 
of results. Constraining the selection with more parameters can be done if specific types of cycle needs to 
be studied. For example, a turbidite geologic model where each turbidite cycle is topped by low resistivity 
suspended deposits of mud can be used. A model is built using a peak threshold value of 350, minimum 
cycle thickness of 9 centimeters, and negative contrast. Results show similar trends to the high-resolution 
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stacking analysis except at one interval (Figure 3.26). Note that assuming any geologic model at the start 
of the analysis will introduce an inherent bias in the results. 
 
Figure 3.22 Peak threshold optimization for the Hanifa Formation. The optimal value of peak threshold 
(96) is picked at the lowest z-score value calculated by the method described in Section 3.23. Lower 
negative values generally give similar results. The background color indicates the confidence in the results 
with respect to the runs test z-score. 
 
Figure 3.23 An example of the smoothing parameter as a function of the runs randomness in the Hanifa 
Formation. Note that the most ordered smoothing spans (i.e. most negative) are from 0 to 3 point samples. 




Figure 3.24 Smoothing example for different smoothing windows. Mean interval resistivity is displayed. 
Note that small variations are removed from the results with more smoothing spans.  
 
Figure 3.25 Surface picking based on contrast sign. Surfaces (blue horizontal lines) can be based on 
positive contrast, negative contrast, or both. The resultant Fischer plots (right) for the entire interval 




Figure 3.26 Stacking pattern analysis using no constraints (left) and with the constrained turbidite model 
(right). Figure shows the measured thicknesses as a bar chart and the MFP results (Blue). Zero line for the 
MFP is dashed in black. Both positive and negative contrast are used to pick surfaces. The general trend 
correlates. 
If there is periodicity, it should be observed in the frequency spectrum of the interval thicknesses. 
The interval analyzed is about 40 meters in length and extends from the lower maximum flooding surface 
in the lower Hanifa Formation to the transgression at the base of the Jubaila Formation. This interval is 
specifically chosen because time constraints are known from other studies (Sharland et al., 2001; Droste, 
1990). The interval spans a period of about 2 million years determined from diagnostic fossils tied to the 
absolute time-scale. The age of the maximum flood at lower Hanifa Formation is defined by the 
Perisphinctes plicatilis ammonite at 156 Ma (Enay et al., 1987; Enay and Mangold, 1994; Fischer et al., 
2001). The transgression at the base the Jubaila Formation is associated with an early Kimmeridgian 
strontium (Sr) isotope date of 154 Ma (de Matos and Hulstrand, 1995). Sharland et al. (2001) noted that 
both time estimations have low uncertainty.  
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Spectral analysis results of the optimum stacking pattern show very prominent signals over a 
relatively constant background noise (Figure 3.27). The stacking pattern is obtained using the 
unconstrained model with both positive and negative contrast. Because the interval analyzed only 
corresponds to 2 million years of deposition, signals with periods higher than 200,000 years are not fitted. 
This is because signals with larger time period will probably not reflect real data due to insufficient cycles 
in the interval. A transformation from frequency domain to time domain assuming a constant rate of 
deposition throughout the interval. The average compacted depositional rate was calculated to be 1.93 
centimeters per thousand years. Note that the interval contains some anhydrite (formally gypsum) which 
has relatively higher sedimentation rates of about 1,000 to 4,000 centimeter per thousand years (Leatham, 
2014). In addition, differential compaction is not taken into account, e.g., muddy intervals will compact 
more than grainy intervals. Tests show that a 100,000 years inaccuracy in dating would correspond to 
about 1,000 years inaccuracy in the periodicity calculated.  
 
Figure 3.27 Frequency spectrum of the Hanifa Formation in the studied area. Spikes correspond to 
relatively strong signals in cyclicity.  
3.4.3 Can Workflow be applied to Core Photos? 
Although the workflow was designed to be applied to image logs, the workflow performs 
reasonably well on core photos. This is because color can be used as a reasonable proxy for carbonate 
percentage (e.g., Warren et al., 1998). Core photos have imaging artifacts because of breakage, missing 
core, and depth markers. Manual adjustments need to be made before applying the analysis. A multi-point 
statistics algorithm that takes into account the general vicinity of the affected area can be used to generate 
artificial rock images and remedy the artifacts. Images are then converted to grayscale images to allow 
horizontal summing. After that, the procedure outlined in this study can be applied. Core photos from the 
studied interval were analyzed without modifications or corrections. Figure 3.28 shows an example of 
results using image logs and core photos for the same interval. Note that changes in the results obtained 
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from core photos are not as well pronounced as in the results derived from borehole images. The intensity 
log, although it follows similar trends, has some major differences. This is because there is not a linear 
relationship between resistivity of the rock and color. A first-order correlation might be that darker-colored 
rocks will have higher resistivity because they contain more organic content. This is probably the reason 
why the correlation is seen in the results. Generally, the modified Fischer plot is insensitive to smaller 
anomalies because it is a cumulative plot. Instead, the most persistent changes in thickness compared to 
the average thickness appear prominently. That being said, other factors control the color of the rock, such 
as grain type, grain size, presence of impurities, and bioturbation (e.g., Myrow, 1990). For example, the 
anhydrite interval is white and has high resistivity. Such intervals will affect results considerably.  
 
Figure 3.28 Core-image cyclostratigraphy as compared to borehole-image results. Red log is the intensity 
log and black is the MFP result. The image intensity log was smoothed to allow for better visualization 
and comparison with the lower-resolution borehole image data. The borehole image and intensity log is 
flipped to match the trend of the core image intensity log. Although the general trend is similar, borehole-




Results suggests that stratigraphy at all scales is controlled by cyclic processes. The following 
discussion compares results to the sequence stratigraphic interpretation. 
3.5.1 Sequence Stratigraphy and Cyclostratigraphy Correlations 
Formation boundaries correlate well with inflection points on the modified Fischer plot 
(Figure 3.29). This is because formation boundaries are generally located at boundaries between facies 
and relate to sequence stratigraphy. In addition, sequence stratigraphic surfaces show a signature in the 
plot. Smaller variations in the plot also correspond to minor variations in the rock when re-examined in 
core. Other well logs such as gamma ray do not show these variations prominently. Note that the intensity 
log obtained from borehole image (i.e., the synthetic resistivity log) is at much higher resolution than the 
conventional deep resistivity log. This underscores the need for borehole images in the analysis. That 
being said, any data with high resolution is enough for the analysis.    
Figure 3.30 shows the optimum solution using the best threshold value without using any 
constrained for the Hanifa Formation, correlated with the independently defined sequence stratigraphic 
interpretation. Focus is given to the Hanifa Formation because: (1) it contains organic matter, and (2) it is 
composed of muddy carbonates as opposed to the Tuwaiq Mountain Formation, which contains 
grainstones. Results show that highstand systems tracts (HST) show thinner than average trend. This is 
because they are composed of mainly fine-grained turbidites, which have high vertical heterogeneity. 
Transgressive systems tracts (TST) are made up of fine material that is relatively homogenous and is 
interpreted to be deposited dominantly by settling processes. They appear as thicker than average intervals.  
The lowstand systems tract (LST) is composed of relatively homogenous low-resistivity limestone topped 
by a thin interval of high-resistivity anhydrite. Because this is homogenous due to high bioturbation, the 
stacking pattern shows a thick interval signature. Note that it might be difficult to distinguish the lowstand 
systems tract from the transgressive systems tract using only the stacking patterns. The addition of gamma 
ray and/or resistivity, and the facies interpretation of the area are critical to identifying the correct systems 
tract. 
A number of interesting observations can be made. In this case study, stacking patterns played an 
important role in the identification of an early transgressive systems tract. In fact, the original geologic 
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interpretation did not identify the second early TST (Figure 3.30, red arrow) in the interval. After studying 
the stacking pattern results and going back to the core, the surface is clearly identified. (Figure 3.31). In 
addition, the system tracts in the Tuwaiq Mountain Formation, which is grainier than the Hanifa 
Formation, show similar trends. This gives hope that workflow presented in this study might be applicable 
to shallower facies, e.g., shelf facies. 
 
Figure 3.29 Fischer plot for the studied interval. The sequence stratigraphic framework is superimposed 
on the cyclostratigraphic analysis results. The intensity calculated from the borehole resistivity image is 
at much higher resolution compared to the conventional deep resistivity log (ILD). Note that formation 




Figure 3.30 Optimum solution Fischer plot for the Hanifa-upper Tuwaiq Mountain interval. Note the 
stacking analysis results closely correlate with the sequence stratigraphic interpretation. Excursions to the 
left indicate thinning trends, and excursions to the right indicate thickening trends.  Sequence boundaries 
appear as changes from thinning to thickening, or as accommodation changes from decreasing trends to 




Figure 3.31 Erosion surface interpreted to be the sequence boundary that separates the two major 
sequences in the Hanifa Formation. 
3.5.2 Controls on Cyclicity in Basinal Carbonate Mudrocks  
The majority of the observed signal in periodicity analysis can be attributed to Milankovitch 
cyclicity (Figure 3.32 and Table 3.1). This gives more confidence to the validity of the Fischer plots 
results. In addition, it points to the hypothesis that basinal carbonate deposits are controlled by climatic 
controls, just as with shallow deposits. This is reasonable because gravity flows sourced from the shelf 
constitute much of the interval. An interesting cycle observed is the one at 70,000 years.  This does not 
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match known Milankovitch cycles. Other studies have observed this period (e.g., Ruddiman et al., 1989). 
Some studies attributed this cycle periodicity to the precession of the inclination (e.g., Muller and 
MacDonald 1995). The 100,000 year cycle has also been attributed to orbital inclination as opposed to 
eccentricity (e.g., Muller and MacDonald, 1997).  
Cyclicities with periodicities not attributed to Milankovitch cycles are also observed. One major 
signal is at about 84,000 years. Possible reasons for this signal include constructive interference of 
Milankovitch cycle periodicities or the existence of other unknown factors. The cyclicity with a period of 
about 200,000 years could be related to tectonics or constructive interference. This cyclicity could also be 
a result of noise in the spectral analysis that that is commonly observed at lower frequencies. Note that 
the interval is deposited in a small intra-shelf basin and so changes occurring outside the basin can 
substantially affect the deposits. 
 
 
Figure 3.32 Spectral analysis in time domain. Major time cycles for the interval are labeled in red in 
thousands of years. Possible sources of the periodicity observed are marked. The 82,000 and 200,000 year 
cycles do not correspond to particular orbital cycles, but they could be the result of constructive 







Table 3.1 Major frequencies identified in the Hanifa Formation. Milankovitch-scale cycles seem to 
correspond to the majority of the short cycles. Other cycles could be a result of tectonics, constructive 
interference of Milankovitch cycles, or noise. 
3.5.3 Fischer Plots as Proxy for Sequence Stratigraphy in Carbonate Mudrocks 
Saller et al. (1994) correctly noted that the relationship between cycle thickness and systems tracts 
is approximate because the definition of the latter is based on facies progradation or backstepping and not 
on cycle thickness. That being said, by understanding and applying a geologic model to the studied area, 
they can be used as a general proxy. Results from this study shows that sequence stratigraphic surfaces 
that separate systems tracts generally occur at inflection points. The workflow presented here for stacking 
analysis can be used as a guide for interpreting sequence stratigraphic surfaces, if it is coupled with a good 
understanding of geology. Table 3.2 shows a summary of the MFP relationship to the system tracts in the 
studied interval. The lack of missing time in the studied may have played an important role in obtaining a 




Table 3.2 Summary of MFP relationship to systems tracts in the studied interval. 
3.6 Conclusions and Final Remarks 
In this study, a workflow for automated cyclostratigraphic analysis using borehole images has been 
developed. The workflow consists of a number of steps: (1) preprocessing of the borehole image log, (2) 
automated surface picking, (3) cyclostratigraphic analysis using the modified Fischer plot approach, (4) 
geologic interpretation of results, and (5) periodicity analysis to determine controls on deposition. A 
number of improvements can be made to the workflow. The current workflow incorporates a visual quality 
check for excluding pads. It does not take into account inaccurate measurements as a result of different 
scenarios such as washouts. Caliper logs could be incorporated into the automated workflow, which can 
be used to produce a confidence factor. Also, data normalization can be incorporated to allow for better 
and more efficient testing when working with data that have different scales (e.g., borehole images from 
different vendors). In addition, the periodicity analysis done here, although revealing, is very simplistic. 
Integration of more complex spectral analysis techniques is needed to yield better results (e.g., Pardo-
Igúzquiza and Rodríguez-Tovar, 2004). Finally, comparison with other commercial software for stacking 
patterns such as CycloLog (Enres, 2014) should be made.  
The study showed that small-scale vertical heterogeneity can be related to large-scale vertical 
heterogeneity (i.e., sequence stratigraphy). Cyclicity analysis shows that the basinal deposits are 
controlled, at least partially, by the same factors. The modified Fischer plots correlate well with the 
geologic interpretation and sequence stratigraphic analysis. Spectral analysis suggested that Milankovitch 
cycles are present. If this conclusion is true, than a correlation between shelf deposits and basin deposits 
should be possible. The use of the modified Fischer plots within a sequence stratigraphic framework for 
this correlation would be the key to correlate these vastly different lithologies. Further testing is needed 
to test the feasibility of intra-basinal, inter-basinal, and basin-to-shelf correlations. Note that it is expected 
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that the shelf will have more erosional surfaces and periods of non-deposition, so it might be difficult to 
correlate between them. 
Automation of the Fischer plot approach applied to borehole images allows for an objective and 
fast examination of cyclicity in basinal carbonates. The fact that it can be applied to image logs means 
that the analysis is comparatively inexpensive and fast relative to core analysis. This study has shown that 
the modified Fischer plot workflow, if used correctly, can be used to: (1) study controls on cyclicity, (2) 
help define sequence stratigraphic surfaces, and (3) study small- and large-scale vertical heterogeneity. 
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CHAPTER 4  
MICRITE, MICROPOROSITY, AND TOTAL ORGANIC CARBON CONTENT: DEPOSITIONAL 
AND DIAGENETIC CONTROLS AS A LINK BETWEEN-SMALL AND LARGE-SCALE 
OBSERVATIONS 
4.1 Abstract 
Micrite texture, porosity development, and total organic carbon (TOC) content are interrelated in 
carbonate mudrocks. These aspects have been examined in this study, in a sequence stratigraphic 
framework in the Tuwaiq Mountain and Hanifa formations, Saudi Arabia. Tools used are nuclear magnetic 
resonance logs, scanning electron microscopy, and confocal microscopy. Nuclear magnetic resonance is 
suitable for defining pore-size distributions. Confocal microscopy is most suitable for quantifying and 
examining microporosity, micrite texture, and examining larger-scale heterogeneity (centimeter- to 10s of 
centimeters-scale). Detection of organic matter is possible, but organic pores are beneath the resolution of 
the tool. Scanning electron microscopy (SEM) is most suitable for studying micrite texture and organic 
porosity.  
Carbonate composition is the dominant control on micrite texture. High-magnesium calcite and 
aragonite grains recrystallize into low magnesium calcite, which leads to fusing of micrite grains, and 
porosity reduction. Organic matter, if present, inhibits fusing. The Tuwaiq Mountain Formation 
wackestones are composed of coalesced micrite whereas the packstones are composed of cemented 
micritized shelf-derived grains. Both facies contain euhedral pyrite. The Hanifa Formation contains both 
tight and relatively porous micrite particles. The highest TOC values were recorded in the transgressive 
system tracts which are mainly composed of dark laminated mudstones. Framboidal pyrite is commonly 
associated with organic matter. Porosity types found are interparticle, intraparticle in pyrite, organic pores 
and fractures.  
SEM images show that coccoliths are the most prominent grain type in the darker-colored intervals 
of the Hanifa Formation. These darker-colored intervals are more pervasive in the transgressive systems 
tracts. Coccoliths can bind with fecal pellets to increases settling velocity, thereby helping to preserve 
organic matter. Lighter-colored intervals, which are dominant in highstand systems tracts, are composed 
of more euhedral, relatively fused micrite grains. These grains probably formed due to recrystallization of 
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metastable carbonate grains that were deposited as gravity flows derived from the shelf. The sequence 
stratigraphic framework has provided a framework for micrite texture, porosity, and TOC content 
prediction.  
4.2 Introduction 
Small-scale rock properties may have an influence on organic matter accumulation in carbonate 
mudrocks. For example, micrite texture can control the amount and distribution of pores available in the 
sediments (e.g., Deville de Periere et al., 2011). Commonly, however, geologists only have access to large-
scale observations. Thus, linking small micro-scale observations to the large-scale vertical heterogeneity 
is essential. Understanding this linkage will increase the understanding of carbonate mudrocks in general. 
This is possible because large-scale variations dictate these properties. Micrite texture, porosity, and 
ultimately total organic content are controlled by variance in sediment provenance, depositional, and 
diagenetic processes (Figure 4.1). In this study, rock composition, texture, porosity, and total organic 
content (TOC) are examined and linked to depositional environment and sequence stratigraphic 
framework for the basinal Tuwaiq Mountain and Hanifa formations in Saudi Arabia. This is done by 
examining high-resolution images from transmitted light, brightfield light, fluorescence, confocal, 
scanning electron, and transmitted electron microscopes. In addition, other tools were used, including 
nuclear magnetic resonance, pyrolysis, and geochemical data. 
 
Figure 4.1 Key concepts related to low-permeability carbonate analysis. The ultimate goal is to determine 
the hydrocarbon potential of the low-permeability carbonate. Micrite genesis and diagenesis determine 
the micrite texture, which in-turn controls the amount and type of microporosity. This determines, in part 
at least, hydrocarbon production. 
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4.3 Background Information 
A large number of studies have been done concerning micrite, porosity, and total organic carbon 
content. The following is a summary of relevant information to this study. 
4.3.1 Micrite and Low Permeability Carbonates – Basic Knowledge 
Folk (1959) originally defined micrite as microcrystalline calcite particles between 1 and 4 microns 
in diameter. However, the term has been broadened to a wider range of grain size, mainly through 
expansion of petrographic resolution limits using other tools. Folk (1962) used the term “micrite” as a 
suffix to describe rocks with micrite matrix. This classification is not entirely useful to distinguish muddy 
carbonates because the percentage of matrix is not taken into account. Figure 4.2 shows the Dunham 
(1962) classification for carbonate rocks. The amount of mud content is central in this classification. The 
Dunham classification is thus a better fit to use for rock descriptions in this study. Of importance to this 
study are mudstones and wackestones. Both mudstones and wackestones are matrix-supported rocks. 
However, mudstones contain 10% or less of larger grainy material. For the purpose of this study, low 
permeability carbonates will be defined as muddy carbonate rocks that have relatively low permeability 
and require unconventional methods for hydrocarbon production.  
Micrite morphology is variable. There is no definite terminology and/or classification that is 
commonly used in the literature. Lambert et al. (2006) identified three micrite textures from a Cretaceous 
limestone in the Middle East. Rahman et al. (2011) identified four textures in Miocene carbonates in 
Malaysia. Deville de Periere et al. (2011) expanded the classification of Lambert et al. (Figure 4.3). In 
both studies, a relation between morphology and micrite diagenesis has been hypothesized.  Because the 
Deville de Periere et al. classification seems to be comprehensive, and is based on a study area that is 
located in relative proximity to this study, micrite textures defined in their study are used here. 
 
Figure 4.2 Dunham (1962) classification. Low permeability carbonates are generally mudstones and 




Figure 4.3 Micrite textures found in Cretaceous limestones in the Middle East (Habshan and Mishrif 
formations). Note that micrite texture can determine porosity potential. Figure is modified from Deville 
de Periere et al. (2011). 
4.3.2 Origin of Micrite and Microporosity Genesis 
The origin of micrite has been widely debated. Table 4.1 summarizes the main micrite-forming 
processes cited in the literature. Folk (1959) postulated that most micrite is formed by chemical and 
biochemical precipitation rather than physical abrasion and disintegration of skeletal carbonate. More 
recent studies have shown quantitatively that physical abrasion, and specifically that of calcareous green 
algae, can account for most of the micrite found on the sea floor (e.g., Gischler et al., 2013). Using 
scanning electron microscopy, it was found that micrite is composed of needle-like particles. Older studies 
could not ascertain the origin of the needles (e.g., Matthews, 1966). However, Macintyre and Reid (1992) 
documented size and shape differences in micrite needles from different sources. 
Micritization, also known as neomorphism or aggrading recrystallization, is the process of altering 
larger calcite grains to micrite particles. The term was first introduced by Bathurst (1966) to explain the 
process of infilling of algal bores by cryptocrystalline calcite. The definition has since been expanded. 
Micrite that formed through micritization is called “secondary micrite” or “diagenetic micrite.” Depending 
on its degree, this process sometimes preserves the structures of the original grains.  Recent literature 
attributes meteoric diagenesis as the main factor in micritization and the formation of microporosity (e.g., 
Cantrell and Hagerty, 1999; Haywick et al., 2009). Cantrell and Hagerty (1999) concluded that leaching 
and incomplete reprecipitation occurred because calcium-undersaturated, evaporite-derived water 
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traveled through Arab Formation carbonates (Figure 4.4). Reid and Macintyre (2000) concluded that 
carbonate precipitation of micrite related to microboring does occur and is impossible to distinguish from 
micrite formed by recrystallization.   
 
Table 4.1 Summary of micrite origin by Flȕgel (2010). Of special importance to this study is diagenetic 
micrite (11 and 12) and disintegration of pelagic biota (9). 
 
Figure 4.4 Dissolution-reprecipitation model for micrite diagenesis (aggrading neomorphism). Figure is 
from Volery et al. (2009). Aragonite needles (left schematic) are dissolved and reprecipitated as low-Mg 
calcite overgrowths on larger crystals (middle schematic). With continuous dissolution, smaller crystals 
continue to dissolve and reprecipitate, so that micritic texture is formed (right schematic). 
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4.3.3 Pore Classification 
Classification of pores varies widely. Porosity classes can be based on different parameters such as 
pore size or pore origin. This is especially true when it comes to low permeability carbonate rocks. The 
discrepancy in pore-type classification is partly due to tool resolution used in quantification, and the 
ultimate objective of the classification. The most common genetic pore classification was introduced by 
Choquette and Pray (1970) (Figure 4.5). This classification, which is used to understand carbonate rocks, 
must be coupled with pore-size modifiers to understand producibility of hydrocarbons.  
Generally, pores are classified by size into macropores, mesopores, micropores, and nanopores. 
Because this study will deal mainly with mudrocks, which are composed mainly of micropores and 
nanopores, mesopores and macropores are combined as macropores. 
 
Figure 4.5 Genetic porosity type classification from Choquette and Pray (1970). 
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Micropores and nanopores are important in low-permeability rocks. The cutoff diameter for 
micropores is variable in the literature (Figure 4.6). In relative proximity to this study, Cantrell and 
Hagerty (1999) noted that microporosity in the Jurassic Arab Formation in the Middle East exists in the 
grains, matrix, fibrous to bladed cement, and equant cement (Figure 4.7). Clerke et al. (2008) used 
capillary pressure curves and Thomeer function analysis to define three types of microporosity in the Arab 
D Limestone. Loucks et al. (2009) noted that nanopores exist as intra- and inter-particle pores in organic 
particles, in fine-grained matrix, and in pyrite framboids.  
In this study, the 10-micron cutoff as defined for microporosity by Cantrell and Hagerty (1999) will 
be used as a starting point because it has been used in similar rocks in the study region. Cantrell and 
Hagerty (1999) defined the cutoff based on the natural break in pore distribution seen in the Arab D 
Formation.  
  





Figure 4.7 Microporosity types observed in the Cretaceous Arab Formation of Saudi Arabia. Figure is 
modified from Cantrell and Hagerty (1999). 
4.3.4 Hydrocarbon in Low-Permeability Carbonates 
Controls on fluid flow in low-permeability reservoirs are not entirely understood; the relationship 
between fractures, macropores, micropores and nanopores is quite complex. Natural fractures can act as 
conduits for moving hydrocarbons from low-permeability carbonates. Artificial hydraulic fracturing 
attempts to enhance and connect these natural fractures. Recent studies have shown that micropores are 
connected to macropores. So it is expected that microporosity plays an important role in hydrocarbon 
production. Clerke (2009) showed that some microporosity (Type 1) contributes to fluid flow. Rahman et 
al. (2011) noted that micro-pores related to micro-rhombic and polyhedral micrite range in size from 6 to 
10 microns and contribute most to fluid flow compared to other studied micrite textures. 
There is an increasing realization of the importance of organic porosity in low-permeability rocks 
for gas storage (e.g., Sondergeld, 2010; Loucks et al., 2009). Loucks et al. (2009) studied the siliceous 
Barnett Shale and noted that the intraparticle organic porosity is the dominant nanopore type and related 
this porosity to thermal maturation of the kerogen. The proportions of organic nano-porosity to kerogen 
can vary. For example, Curtis et al. (2012), Loucks et al. (2009), Sondergeld (2010), and Kuchinskiy 
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(2013) measured a maximum proportion value of 2.3%, 20.2%, 50%, and 27%, respectively. Different 
formations have different properties. An understanding of what controls such variation is important in 
accurate characterization of low-permeability rocks.  
4.4 Analytical Tools 
A number of analytical tools are used in this study: (1) nuclear magnetic resonance, (2) confocal 
microscopy, and (3) scanning electron microscopy.  
4.4.1 Nuclear Magnetic Resonance and Porosity Distributions 
Nuclear Magnetic Resonance or NMR (summarized by Coates et al., 1999) measures the response 
of hydrogen nuclei (protons) to an induced magnetic field (Figure 4.8). NMR measurements from logs 
and lab experiments have been used to estimate porosity and pore-size distributions (e.g., Kenyon, 1997; 
Allen et al., 2001; and Vincent et al., 2011). In NMR, hydrogen nuclei are polarized when the magnetic 
field is turned on and relaxes. The protons are perturbed with a radio-frequency signal in the presence of 
a magnetic field. The relaxation time is measured using the NMR tool. Figure 4.9 shows a typical 
relaxation time plot. Hydrogen nuclei in minerals relax at a very fast rate of 10-100 μsec because they are 
not easily polarized by the induced magnetic field (Kleinberg and Vinegar, 1996). This means that, 
effectively, the NMR tool measures only fluid effects, and in retrospect, the pore systems within which 
these fluids reside. Typically, the relaxation time plot is divided into three parts: clay-bound water, 
capillary-bound water, and producible fluids (Figure 4.10). 
 
Figure 4.8 Principle of nuclear magnetic resonance (NMR). Figure is from Vincent et al. (2011) who 




Figure 4.9 Example of a bimodal lab-measured NMR response. The x-axis represents the transverse 
relaxation time and the y-axis represents the amplitude of the signal received. 
 
Figure 4.10 Typical interpretation of an NMR relaxation time in a sandstone. Clay-bound water (dark blue 
box) has a very short relaxation time, followed by capillary-bound water (green box) starting at 3.0 msec, 
and followed by producible fluids (red box), starting from 33 msec. These are typical cutoffs for 
sandstones. Figure is modified from Allen et al. (2000). 
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Two relaxation values are measured: longitudinal-relaxation time (𝑇1) and transverse-relaxation 
time (𝑇2). Generally, two effects contribute to the longitudinal relaxation time: surface relaxation and bulk 
relaxation. Surface relaxation occurs due to the colliding of hydrogen nuclei with the surface of the grain. 
Bulk relaxation occurs due to hydrogen atoms colliding with each other. In addition to surface and bulk 
effects, diffusion effects also contribute to the transverse-relaxation time. Diffusion relaxation occurs due 
to the loss of energy while the hydrogen is moving in the fluid.      
The combined rates of these effects result in the total 𝑇2 relaxation time (Kleinberg and Horsfield, 
1990). Equation 4.1 gives the mathematical expression for the total rate (𝑇2) with the first, second, and 












   (4.1) 
where 𝑇2 is the transverse relaxation time, 𝜌2 is the relaxivity for the transverse spin, 𝑆 is the surface area 
of the grains, 𝑉 is the volume of the grains, 𝑇2 𝐵𝑢𝑙𝑘 is the transverse bulk relaxation time,  𝛾 is the 
gyromagnetic ratio of a proton, 𝐺 is the gradient strength, 𝑇 is the time between spin echoes, and 𝐷 is the 
molecular diffusion coefficient. 
Because the longitudinal time is generally larger than the transverse time (Klienberg and Vinegar, 
1996), the transverse relaxation time is more appropriate for wireline log analysis. This is because 
measurements are made while the tool is moving (commonly upward) at a speed which may prevent the 
tool from capturing the total longitudinal relaxation response. 
4.4.2 Scanning Electron Microscopy 
In this study, micrite texture and its elemental composition were studied using scanning electron 
microscopy (SEM) techniques. SEM produces images of samples by shooting a focused beam of electrons 
and recording the scatter produced. Figure 4.11 illustrates the results of electron bombardment on a 
sample. Egerton (2005) and Liu (2005) provided a good introduction to the method. Reed (2010) discussed 
the use of electron microscopes in geology.  
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Other detectors and tools can be incorporated into the SEM system. An energy-dispersive x-ray 
detector (EDS or EDX) coupled with the SEM can be used for semi-quantitative mineralogical analysis. 
EDX examines the characteristic x-rays of the sample and determines the elemental composition. Focused 
Ion Beam (FIB), coupled with SEM, can be used to examine cross sectional slices of rocks (Figure 4.12). 
For 3D mineralogical analysis, a combined system of FIB-SEM-EDX can be used (e.g., Lemmens et al., 
2010). 
Electron microscopy techniques are widely used to examine rocks on the nano-scale because of 
their high resolution. Specifically for the topic studied in this research, Cantrell and Hagerty (1999) used 
SEM to study microporosity in the Jurassic Arab Formation in the Middle East. Reid and Macintyre (2000) 
studied micritization related to micro-boring using SEM. Deville de Periere et al. (2011) studied variations 
in micrite textures. Volery et al. (2010a and 2010b) compared tight and micro-porous carbonates and 
proposed a diagenetic model to explain the differences.   
 
Figure 4.11 Schematic diagram illustrating the result of electron beam interaction with a sample. Note that 




     
Figure 4.12 Schematic diagram of FIB/SEM System. Diagram (right) is modified from Silin and Kneafsey 
(2012) and the diagram (left) is modified from Curtis et al. (2012). 
4.4.3 Confocal Microscopy 
Confocal microscopy is used to study microporosity as well as organic content. Laser Scanning 
Confocal Microscopy (LSCM) is a far-field fluorescence imaging method that provides high-resolution 
2D and 3D images (up to a couple of hundreds of nanometers by the current technology). A good 
introduction to high-resolution fluorescence microscopy is found in Huang et al. (2009). Semwogerere 
and Weeks (2004), and Lu (2005) also provided good introductions to confocal microscopy. 
Figure 4.13 shows the general configuration of a confocal microscope. A laser is used as a light 
source because it is more focused and has higher intensity than conventional light. Two apertures are used. 
The first one near the laser source is used to ensure that only the focused beams are exciting the sample. 
Other beams are rejected, so the florescence contribution is minimized to the path leading to the focal 
plane. This minimizes photobleaching and increases the focus of the resultant image. The second aperture 
near the fluorescence detector is used to recover only the orthogonal rays. The use of both laser beams 
and apertures is key for high-resolution imaging in confocal microscopy (Semwogerere and Weeks, 2004). 
Although confocal microscopy is widely used as an imaging method in the medical industry, its use 
in geology has been limited. This has increased in recent years. Related to hydrocarbon and organic matter 
quantification, Li et al. (1996) characterized bitumen using confocal microscopy. Stasiuk (1999) studied 
alginate in oil shales and the effects of selective preservation. Stasiuk et al. (1998), and Nix and Feist-
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Burkhardt (2003) examined hydrocarbon source rocks and oil shales respectively and studied the 
distribution of organic matter. Related to porosity quantification, Fredrich et al. (1993) quantified porosity 
in sandstones. Fredrich et al. (1995) and Fredrich (1999) constructed 3D images of pores and quantified 
them. Bereskin et al. (1996) characterized microporosity in carbonates. Petford et al. (2001) applied 
confocal microscopy to characterize sandstone pores. Menéndez et al. (2001) studied pore and crack 
networks in rocks. Reid and McIntyre (2001) imaged small pores (1 to 10 microns) in the Monterey 
Formation. Al Ibrahim et al. (2012) studied pore bodies and throats in carbonates and derived numerical 
capillary pressure curves. Hurley et al. (2012) up-scaled confocal images to reservoir scale by integration 
with other data, including the use of multi-point statistics. 
 
Figure 4.13 The general configuration of a confocal microscope. High resolution is obtained by using a 
focused laser as a source and an aperture for detection of orthogonal or near orthogonal rays. Note that 
the out-of-focus rays (dotted line) get rejected at the aperture and are not imaged. 
4.5 Workflow Utilized 
The focus of the analysis is the Hanifa Formation. This is because the Tuwaiq Mountain Formation 
in the study area does not contain high TOC values. That being said, some general observations will be 
made. Twenty seven thin sections were analyzed using a confocal microscope in both the Tuwaiq 
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Mountain and Hanifa formations. In the Hanifa Formation, three samples were picked as representative 
for the two lithofacies observed in the formation: two samples from Lithofacies 3 (laminated lime 
mudstones) (one dark colored and one light colored), and one sample from Lithofacies 4 (bioturbated lime 
packstones). Extra analysis is done on these samples using SEM to study micrite texture. 
Confocal images are taken using a Zeiss LSM 700 with two excitation wavelengths (405 and 639 
nanometers). Images are falsely colored as yellow and blue, respectively. Conventional blue-dyed thin 
sections are used. Different compositions are excited using different wavelengths. It has been found that 
the 405 nanometers wavelength excited the blue-dyed epoxy used on the samples (e.g., Al Ibrahim et al., 
2012). Organic material and pyrite fluoresced using the 639 nanometers wavelength. Folk (2005) 
identified spheroids that commonly cover the surface of pyrite grains and interpreted them as nano-
bacterial cells that precipitate pyrite. Schieber (2002) identified pits and channels on pyrite surfaces and 
interpreted them as microbial. This study identified pits that could have similar interpretations 
(Figure 4.14). These observations might be the reason why the organic matter and pyrite fluoresce using 
the same wavelength in confocal images. 
After testing different configurations in the confocal microscope, the following was found to 
produce the best images in carbonate mudrocks: (1) a 63x oil-immersion objective lens was used; (2) two 
simultaneous excitation wavelengths of 405 and 639 nanometers were used with emission wavelengths of 
448 and 660 nanometers respectively. Note that each laser will have a distinct depth of excitation and 
vertical resolution; (3) the laser strength required is relatively higher than what is used in high-
permeability carbonates - fifteen per cent laser intensity is used in this study; (4) detector gain is set 
between 600 and 700 depending on the sample; (5) images are acquired in small tiles that are stitched 
together. To minimize the shading correction, a zoom of 2x is used on each tile to prevent shading 
correction issues with a frame size of 1024x1024 pixels (this translates to a practical resolution of 0.1 
micron per pixel); and (6) 16-scan averaging with a pixel dwell time of 0.80 micro seconds is used to 
obtain low signal-to-noise ratio.    
The same microscope and thin sections are used for transmitted, reflected, and fluorescence images. 
Fluorescence images are taken using the Zeiss filters 1, 38, 43, and 49. SEM images are taken using the 
FEI Quanta 600i Environmental SEM and JEOL JSM-7000F SEM (FE-SEM). Rock fragments with fresh 
surfaces are used for SEM images. Polished surfaces are used for FE-ESM. 
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Transmission electron microscopy (TEM) was attempted. For preparation, rock fragments are glued 
to a thin section slide. The thin section is polished mechanically using a rotary machine. Then, a glass 
slide is cut and glued into an SEM pin using double-sided carbon tape. Gold coating is applied to the 
sample. Copper tape is applied to cover the sample (except for a small hole). Finally, liquid carbon is 
applied to the copper tape to increase conductivity. FIB is used to lift a 100 nanomaters sample using the 
FEI Helios Nanolab 600i FIB-SEM. Unfortunately, conductivity issues still persisted which impaired the 
sample lifting process. No TEM analysis was possible. A possible remediation for the problem is to use 
bulk ion beam milling (BIB) to create a more even surface before the lifting process. This could prevent 
charging issues, which lead to drifting. 
 
Figure 4.14 Euhedral pyrite showing pitted features. 
4.6 Geologic Setting  
The studied interval is the lower slope to basinal carbonate mudrocks of the Tuwaiq Mountain and 
Hanifa formations, Saudi Arabia. The interval is mainly composed of relatively pure laminated carbonate 
mudrocks. Five facies have been identified in the interval (Figures 4.15 and 4.16). Depositional 
environment and sequence stratigraphic interpretation has been done using core and thin-section 
descriptions, well logs, and geochemical data. The Tuwaiq Mountain Formation is interpreted to be 
deposited by gravity flows in the middle slope. The Hanifa Formation is interpreted to be deposited by a 
combination of gravity flows and settling processes. Organic matter is concentrated in the transgressive 
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system tracts where settling processes are prominent. Figure 4.17 shows the sequence stratigraphic 
interpretation. See Al Ibrahim (Chapter 2) for a complete geologic analysis of the interval.  
 




Figure 4.16 Lithofacies summary and core description. 
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4.7 Results and Observations 
Different observations are made for different lithofacies. Focus is given to micrite texture, porosity 
type and distribution, organic content, and pyrite type.      
4.7.1 NMR Analysis 
NMR log data are available for this well in the form of T2 distribution, plus interpreted 
microporosity and total porosity values. NMR data show distinct signatures for different intervals 
(Figure 4.17). This can be related to pore-size distributions. A linear correlation cannot be made because 
organic content affects measurements. That being said, measurements can be used as a general qualitative 
indicator of pore-size distributions. Note that total porosity can be similar in two intervals (e.g., the top 
interval of the Dhurma Formation and the base of the Hanifa Formation), whereas pore-size distributions 
are different. And so, NMR is useful because it provides more information compared to other porosity 
logs, such as bulk density and neutron logs.  
A quantitative NMR analysis can be done to determine microporosity from total porosity. To do 
this, the NMR log needs to be processed. Hydrocarbon effect can be removed by different methods, such 
as the differential spectrum method (e.g. Coates et al., 1999). Data given from the vendor for the dataset 
used here did not show or mention the exact methodology used. NMR-total porosity values correlate well 
with neutron porosity and bulk density logs, which increases confidence in the results (Figure 4.17). 
NMR cutoffs can be used to define the different types of pores (Figure 4.10). These cutoffs will 
define three areas in the relaxation time distribution plot: (1) clay-bound water, (2) capillary-bound water, 
and (3) producible fluids. Micropores will have a short relaxation time and are in the clay- and capillary-
bound water area of the relaxation time distribution (Prammer et al., 1996). The cutoffs depend on rock 
type (siliciclastic or carbonate), fluid in the pores, and pore types. The exact cutoff used to define 
microporosity in this well is not known. Note that a general cutoff for carbonate between irreducible and 
producible fluids is 92 msec (Straley et al., 1997). Specific studies on low-permeability carbonate have 
suggested the use of a different cutoffs ranging from of 120-190 msec. If a standard processing is applied 
to the NMR, an error in the calculation is expected. Still, the results can be used qualitatively to compare 
relative microporosity amounts in different intervals.  
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Results shows that Facies 1 and 2 are very similar. They both have low porosity. Facies 3 has 
relatively high porosity with microporosity being relatively high in transgressive systems tracts. Facies 4 
has high porosity values with macro-porosity being the dominant pore size. Facies 5 has low porosity 
values. 
 
Figure 4.17 XRD and NMR analysis for the studied interval. The sequence stratigraphic framework 
developed is overlain. A T1 and T2 cutoff are used to separate micro- (NMR-Green) and total-porosity 
(NMR-orange). Lighter colors in the NMR T2 distribution corresponds to higher areas under the 
distribution curve. Neutron porosity and bulk density show similar trends to NMR total porosity but with 
different absolute values. Facies 4 is an exception.  Note that although the total porosity in the Dhurma 
Formation and the base of the Hanifa Formation are comparable, the T2 distribution show different pore-
size distributions. This is important in distinguishing porosity and rock types. Also, note that highest 
microporosity (NMR-Green) is observed in transgressive system tracts. 
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4.7.2 Qualitative Facies Analysis 
 Variations in micrite texture, microporosity and organic matter amount and distribution, and pyrite 
habit are observed. The following is a summary of these observations for each facies. 
4.7.2.1 Facies 1: Wispy Laminated Skeletal Wackestones to Mudstones 
Facies 1 consists of wispy laminated wackestones and mudstones. NMR logs show little porosity. 
Images show more prominent porosity in the burrows (Figure 4.18). Rare rhombohedral dolomite crystals 
are scattered and some are broken. Porosity is mostly interparticle between the micrite grains 
(Figure 4.19). The less disturbed intervals, which constitute most of the facies, are more homogeneous. 
Micrite particles commonly flocculate (Figure 4.20) and porosity is between these clumps. Pyrite is 
euhedral (Figure 4.19) and is more dominant in burrows. 
 
Figure 4.18 Facies 1 high resolution images. The left image (A) is a transmitted light image showing 
burrows and matrix, whereas the right two are confocal images (B and C). In confocal images: (1) pores 






Figure 4.19 Confocal images of different views of a Chondrites burrow. Pyrite crystals (blue) are euhedral 
to subhedral, variable in size, and disseminated (A, B). Micrite particles are variable in size from 1 to a 




Figure 4.20 Example of Facies 1 micrite unburrowed matrix textures. Note the coalescence of micrite 
texture to clumps of tens of microns. Porosity (yellow) is mainly between these clumps. Some organic 
content (blue) is present between the clumps. 
146 
 
4.7.2.2 Facies 2: Cemented Skeletal Wackestones to Packstones 
Facies 2 is composed of packstones to grainstones. The NMR log shows very little porosity, 
comparable to facies Most of the grains are micritized completely, whereas others have moldic porosity 
that is occluded with cement. The rock contains two distinct phases of calcite cement: (1) isopachous 
cement coats grains, and (2) equant cements fills the pores (Figure 4.21). The isopachous cement is 
subhedral, varying in size, and not ordered. Grains are micritized partially or completely in this facies. 




Figure 4.21 Two cement types are observed in Facies 2: isopachous and equant. Note that the isopachous 




Figure 4.22 Pyrite around grain edges from different types of images: (A) transmitted light showing dark 
colored pyrite, (B) reflected light showing the highly reflective pyrite, (C) RHOD fluorescence, (D, E, 
and F) confocal images showing excitation of pyrite by the 639 nanometers wavelength. Note that there 
are imaging artifacts related to thin section polishing and refraction in E.  A, B, C, and D are identical 
fields of view whereas E is an enlargement of D, and F is an enlargement of E.  
4.7.2.3 Facies 3: Brown Laminated Peloidal Mudstones to Wackestones 
Facies 3 contains many variations in terms of color, total organic carbon content, and general 
sedimentary structures. NMR total porosity is relatively high, although the T2 distribution shows that 
pores are small. Grains are composed of micrite, pyrite, and rare dolomite. Micrite can be rounded to sub-
rounded (e.g., Figure 4.23) or euhedral (Figures 4.24 and 4.25) Visual inspection shows that porosity is: 
(1) interparticle, (2) intra-organic porosity (Figure 4.23), (3) intraparticle in pyrite (Figure 4.26) and 
dolomite (Figure 4.27), and (4) organic-related fractures (Figures 4.28 and 4.29). Organic porosity 
constitutes a major part of the pores in the rock (Figures 4.23 and 4.27).  
The resolution of confocal images does not allow for organic pores imaging, so SEM is needed. 
That being said, quantification of organic porosity can be done by: (1) measuring the percentage of pores 
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in organic porosity in a milled sample using SEM, (2) imaging a larger representative area using confocal 
microscopy using 639 nanometer wavelength and measuring the area of the organic content, and (3) 
multiplying the area of the organic content by the organic pores percentage. Using this workflow, the 
advantages of both confocal (relatively larger examination area) and SEM (higher resolution) are 
combined. Because the use of ion milling and SEM is time consuming and relatively expensive, the 
proportion of organic pores in the organic matter can be estimated for specific representative samples. A 
function can be used to extrapolate the proportion based on thermal maturity which would depend on 
depth (e.g., Modica and Lapierre, 2012). 
Micrite texture is variable in the facies. Darker-colored intervals (e.g. Figures 4.27 and 4.28) have 
higher organic carbon content and abundant coccoliths and are interpreted, from elemental analyses (Al 
Ibrahim, Chapter 2) to be due to higher productivity and anoxic conditions (Figure 4.23). Micrite 
fragments are euhedral. This facies can be classified as a porous subrounded micrite. Organic content is 
high in these rocks. Micrite particles are generally distinct. Relatively lighter-colored intervals (e.g., 
Figures 4.29 and 4.30  still contain some organic matter. Lighter-colored intervals contain more subhedral 
to euhedral micrite crystals with fewer coccolith plates (Figure 4.24). Micrites are generally fused 
together. This is classified as tight subhedral to anhedral fused micrite. Whereas secondary images show 
very compacted texture, backscatter images show variations in density. Some of the larger grains are 
actually composed of smaller micrite particles. The particles can range in size from less than one micron 
to tens of microns. 
Quartz and pyrite are observed in the facies. Silt-sized quartz grains are observed at the micron-
scale in size and coincide well with x-ray diffraction that shows specific pulses of clastic input 
(Figure 4.17). The Zr-Si ratios indicate that the silicon is detrital in origin (Al Ibrahim, Chapter 2). Visual 
inspection of reflected light images also points to that conclusion (e.g., Figure 4.31). Transmitted light 
images also show quartz grains if high-intensity light and digital enhancements are used (e.g., Figure 4.32). 
Pyrite has framboidal texture with intraparticle pores (e.g., Figure 4.26). They commonly coalesce. The 
size of framboids varies from a couple of microns to tens of microns.  
An interesting observation in some of the studied samples (e.g., Figure 4.30) is the existence of an 
unidentified mineral. Confocal images show anomalous artifacts related to fluorescence. Other images 




Figure 4.23 Core photo (A) and SEM images of darker-colored intervals (B, C, and D). Top SEM image 
(B) is from a fresh surface and the lower two (C and D) are from a polished one. Note the abundant 
coccolith plates (B). Organic content with nano-porosity is visible (C). Micrite particles are generally not 
fused when organic matter is present.  This is porous micrite (micro-rhombic) based on the Deville de 






Figure 4.24 Core photo (A) and SEM images from a fresh surface (B and C) of lighter-colored interval in 
Facies 3. The grains are composed of coccolith fragments, much less than in the darker layers, and 
anhedral micrite. Note that micrite particles are fused. This is tight micrite (fused) based on the Deville de 




Figure 4.25 Secondary (A) and backscatter (B) SEM images of a polished rock showing fused tight micrite 
in Facies 3. Note that the backscatter image shows a large proportion of the micrite particles are actually 




Figure 4.26 Framboidal pyrite in transmitted light (A), reflected light (B), and confocal fluorescence (C, 
D, and E). Note the micro- to nano-porosity inside the framboids (yellow). Coalesce of framboidal pyrite 
(E). Pores are intra-particle in pyrite and occasionally interparticle around the framboids. A, B, and C are 




Figure 4.27 Darker-colored intervals in Facies 3: transmitted light images (A and B), reflected light images 
(C and D), and confocal (E and F). Rock is very dark in transmitted light with calcite-filled skeletal 
fragments visible as well as some rare dolomite rhombs. Reflected light shows quartz grains. Confocal 
image show that lamination is defined by variation in the amount of organic matter (blue) and that micro-
porosity (yellow) is predominantly in the skeletal fragments and dolomite. Top to bottom images show 






Figure 4.28 Darker-colored interval of Facies 3. Note the porosity (yellow) and fracture (white) related to 
the darker area in the transmitted image. Little porosity is observed in the rock. Organic matter (blue) 
probably contains nanopores that are not shown in the confocal images due to resolution limits. A and B 






Figure 4.29 Transmitted (A) and confocal (B, C, and D) images of lighter-colored texture in Facies 3. 
Note that darker areas correspond to higher excitation by the 639 nanometers laser (blue). These areas are 
interpreted to be organic matter. The fracture between layers shows high fluorescence (white). A and B 







Figure 4.30 An example of lighter-colored rocks in Facies 3. Intraparticle pores (yellow) exist between 
the micrite grains, which are sometimes filled with organic matter (blue). Note the fluorescence artifacts 
in the confocal images. These artifacts are related to an unidentified mineral. They can constitute a 





Figure 4.31 Microquartz grains that are interpreted to be detrital. It is hard to observe the quartz in 
transmitted light image (left) but the reflected light image (right) shows them clearly. These are identical 
fields of view. 
 
Figure 4.32 Example of transmitted-light image taken using 63X lens, high intensity light, and enhanced 
using digital image processing.    
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4.7.2.4 Facies 4: Bioturbated Packstones and Wackestones 
Facies 4 consists of bioturbated packstones to wackestones. NMR data shows relatively larger 
pores. This is also confirmed by confocal images (Figures 4.33 and 4.34). SEM and FE-SEM images show 
subhedral to anhedral micrite grains with varying size. They are generally bigger than micrite particles in 
other facies. The facies is less compacted than Facies 3, with more organic-rich intervals being the least 
compacted. The micrite can be classified as porous and subrounded. Interparticle space is filled with 
organic matter (e.g., Figure 4.33) or empty (e.g., Figure 4.34). Burrowing and biogenic activity is abundant 
with some burrows reducing porosity (e.g., Figure 4.36). Burrows vary in size.  No pyrite is observed. 
 
 
Figure 4.33 Darker-colored interval in Facies 4 with transmitted (A) and confocal (B, C, and D) images. 
Note that micrite particles are not compacted. Organic material (blue) fills most of the pores. A and B are 






Figure 4.34 Lighter-colored intervals in Facies 4 with transmitted (A) and confocal (B, C, and D) images. 
Note that micrite particles are not compacted entirely. Porosity is primarily interparticle microporosity 
(yellow) with little organic matter (blue). A and B are identical fields of view. C is an enlargement of B, 




Figure 4.35 Core photo (A). SEM images of Facies 4: secondary electron images of a fresh surface (B and 





Figure 4.36 FE-SEM image in a polished surface of a tightly-fused micrite in a burrow in Facies 4. Porous 
micrite occurs in the non-burrowed rock. 
4.7.2.5 Facies 5: Palmate Anhydrite 
Facies 5 is palmate anhydrite. Anhydrite is intercalated with carbonates. Confocal images shows 
that crystal boundaries are the most porous areas in the facies (Figure 4.37). NMR total porosity in this 
facies, however, is less than 1 percent. Crystals range in size from a couple to tens of microns with the 





Figure 4.37 Anhydrite crystals in transmitted light (A) and confocal image using 405 nanometers 
wavelength with false color (B). Confocal image shows porosity at crystal boundaries. Crystals vary in 
size from a few to tens of microns. The 639 nanometers wavelength is not shown in the confocal image 




Figure 4.38 Anhydrite intercalated with carbonate with transmitted light image (A) and false-colored 
confocal image (B). Note the carbonate excitation by the 639 nanometers wavelength laser in the confocal 
image. Porosity is highest in the fracture (bottom, white). This fracture could be real or artificial related 




Different micron-scale characteristics are observed in carbonate mudrocks of the Tuwaiq Mountain 
and Hanifa formations (Table 4.2). Micrite ranges from porous to tightly-fused. Pores can be interparticle, 
intercrystalline (in anhydrite, dolomite, or pyrite), organic-matter-related pores, and organic-matter-
related fractures. 
 
Table 4.2 Microscopic characteristics of facies observed in the study interval. 
4.8.1 Interpretation of Observations in Lithofacies 
Facies 1 contains aggregated micrite particles. This facies is interpreted to be deposited by gravity 
flows (Al Ibrahim, Chapter 2). One interpretation for the amalgamation is that micrite particles in 
carbonate turbidites flocculate in transport and behave similar to larger particles in terms of processes 
(e.g., Schieber et al., 2013). Another interpretation is that the amalgamations are originally discrete 
micritized shelf-derived grains. No original structure is preserved to point to this conclusion. Facies 2 
contains partially micritized grains suggesting that the process is occurring in the area. Minor constituents 
are pyrite and dolomite. Dolomite crystals are broken, implying transport. Pyrite is euhedral and is 
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generally interpreted to have grown from direct precipitation from solution once pyrite oversaturation is 
reached (e.g., Taylor and Macquaker, 2000). 
Facies 2 contains cemented micritized grains. Micritization of grains is commonly attributed to 
microbial activity (e.g., Kabanov, 2003). Cantrell and Hagerty (1999) suggested that biogenic activity is 
not enough to explain pervasive micritization observed in some formations and suggested post-
depositional leaching and reprecipitation of metastable carbonates as the primary micritization process. 
Note that pyrite is concentrated at the edges of the grains (Figure 4.22), suggesting localized variations in 
water chemistry. This might be related to the micritization process. Both types of cements (isopachous 
and equant) can precipitate in deeper environments. For example, Hendry et al. (1996) observed 
isopachous cement around carbonate grains in turbidites. Freeman-Lynde et al. (1986 and 1988) attributed 
the observed equant cement to deep-marine origin. The disorder in the isopachous cement indicates rapid 
poisoning with magnesium or rapid crystal growth (Braithwaite and Heath, 1989). The timing of different 
processes is: (1) deposition of fossils at the shelf, (2) early dissolution of some grains, (3) micritization 
and pyrite formation, (4) transportation to the slope as gravity flows, (5)  early isopachous cement 
formation, and (5) equant cement crystallization/precipitation.   
Facies 3 contains framboidal pyrite, detrital quartz, and varying micrite textures. Darker-colored 
intervals contain relatively porous micrite with abundant coccolith, whereas lighter-colored intervals is 
composd of tightly fused euhedral micrite. The framboidal pyrite is commonly associated with organic 
matter. Schallreuther (1984) reviewed the origin of framboidal pyrite. Many studies have suggested that 
pyrite framboidal texture indicates the presence of sulfur-reducing bacteria (e.g., Kohn et al., 1998). Rigby 
et al. (2006) concluded that organic matter played an important role in framboidal pyrite oxidation. Wilkin 
et al. (1996) related the size distribution of pyrite to redox conditions. The fact that the framboidal texture 
is mainly observed in the organic-rich facies supports those conclusions. Observed quartz is detrital, 
however, this does not preclude the possibility of the existence of biogenic silica just because the samples 
show an increase in both quartz and clay input. Some intervals show an increase in the quartz input without 
an increase in clay values, which might be an indication of biogenic silica, assuming a detrital source with 
constant composition throughout the Hanifa Formation.   
Facies 4 contains porous micrite. The pore-size distribution observed fits more with the NMR rather 
than bulk density and neutron porosity. Thus, it appears that the NMR predicted porosity is a better 
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estimation than the neutron and bulk density. The pores observed are probably related to the observed 
abundant burrows and high bioturbation with larger burrows having lower porosity. The type of organism 
creating the burrow might be related to amount of porosity preserved.    
Facies 5 contains anhydrite crystals intercalated with carbonates. The intracrystalline porosity 
might allow for the migration of hydrocarbons with enough time and pressure. This is evident by the 
organic matter observed in the carbonate. 
4.8.2 Micrite-Texture, Porosity, and TOC Controls 
Facies 3 contains light and dark intervals with two different textures. In core, they look very similar. 
Myrow (1990) listed a number of factors that affect the color of mudrocks: total iron and organic content, 
iron oxidation state, grain size, oxidation potential, sedimentation rate, availability of sulfate and pyrite, 
and thermal maturation. There is a clear correlation between the organic content and the intensity of gray 
to black colors in some intervals. Some intervals are very dark and contain relatively low organic content. 
This indicates that organic content is not the only controlling factor in color. Micrite grain size is 
comparable in both intervals, which suggests that grain size is not a controlling factor. There is a 
correlation between the amount of pyrite and iron and the color, suggesting that pyrite could be a 
controlling factor.  
Micrite texture is variable in the different facies observed. Focus is given to facies 3 and 4 because 
they contain organic matter. Facies 3 can be divided into two end members: (1) darker-colored mudstone 
that is relatively homogenous, containing more organic matter, and (2) lighter-colored mudstone that is 
laminated with little to no organic matter. Different hypotheses can be proposed to explain the differences 
observed in micrite texture, porosity and total organic content. In reality, a combination of the different 
factors presented here probably interplay with each other to produce the micrite texture observed. 
4.8.2.1 Sediment Source and Composition 
An important control is sediment-source composition. Studies have argued that relatively deeper-
water sediments are generally composed of both flood-initiated flows and settling from the water column 
(e.g., Ochoa et al., 2013). This is consistent with what is observed in the interval studied. In darker-colored 
intervals, coccoliths are the prominent grains because of the productivity blooms. Coccoliths are made of 
stable low-magnesium calcite. Little recrystallization occurs in grains with this mineralogy, thus primary 
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porosity will be preserved (e.g., Volery et al, 2009; Cantrell and Hagerty, 1999). In addition, because 
coccoliths are planktonic and form in a relatively deeper environment (e.g., Mitchell-Innes and Winter, 
1987), they do not get transported as much as other carbonate grains, which means that fragments are less 
sorted, thereby leading to higher porosity. Specific surface area would be lower because they are not 
fragmented, which leads to lower and slower recrystallization too. Lighter-colored intervals contain more 
fragmented small unstable material derived from the shelf, which are interpreted to have been originally 
mainly composed of aragonite. This leads to recrystallization to the more stable calcite form, fusing during 
reprecipitation, and relative reduction in porosity. To confirm this hypothesis, stable isotopes can be used.  
Note that both hypopycnal flows from the shelf and pelagic sediments settle from suspension. If 
they are composed of aragonite, they can undergo significant dissolution while settling (e.g., Byrne et al., 
1984). However, the studied interval in a relatively shallow intra-shelf basin, minimizing the dissolution 
while settling. 
 
Figure 4.39 Conceptual model of varying sediment source. Darker-colored intervals contain relatively 
more coccoliths and organic matter. They are composed of calcite which is relatively stable. They are 
deposited by settling processes. Lighter-colored intervals are interpreted to be sourced from the shelf 
through shedding. They are commonly composed of aragonite which is relatively unstable. They are 
generally hyperpycnal flows deposited by traction processes, but they can be hypopycnal too. Figure is 
reproduced and modified from Bhattacharya and MacEachern (2009). 
4.8.2.2 Organic Matter 
The amount of organic content in different facies might also explain the different textures observed. 
Organic material and organic coatings inhibit recrystallization and crystal growth in general (e.g., Lebrón 
and Suárez, 1998; Hoch et al., 2000). Darker-colored intervals are interpreted as being deposited by 
settling mechanisms and they contain relatively higher proportion of organic matter at the time of 
deposition (e.g., Carroll et al., 1998; Wilson, 2013). Lighter-colored intervals are transported and do not 
contain organic material. The absence of organic material in the lighter-colored sediments could be due 
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to physical segregation processes during transport, or the fact that sediments spent some residence time in 
an oxygenated environment, which led to consumption of organic matter by organisms.  
4.8.2.3 Compaction and Diagensis 
Mechanisms related to compaction and diagenesis are important factors in determining the ultimate 
characteristics of carbonates. Micrite sediments can contain up to 80% porosity at the time of deposition 
(Enos and Swatsky, 1981). Compaction, cementation, and recrystallization play important roles in 
reducing pore volume. Shallow-burial diagenesis is mostly controlled by the metastability of shelf-derived 
sediments and the basin temperature and saturation state (Dix and Mullins, 1992). Vertical variations in 
micrite texture are observed at the centimeters scale and it is unreasonable to assume very frequent 
temperature and saturation state variations at that scale.  
The diagenetic front might be smaller in the darker-colored intervals, which leads to preservation 
of the fabric as compared to the layers within lighter-colored intervals. This could be controlled by the 
initial pore-size distribution, permeability, and the rate of fluid movement through the sediment. Grain 
size is comparable in both the lighter- and darker-colored intervals. Thus, this factor does not play an 
important role in distinguishing the two textures. In addition, calcite poisoning by ions such as magnesium 
may have inhibited crystal growth under certain conditions (e.g., Volery et al., 2011). It is expected that 
shelf-derived material would have more magnesium (i.e., High Mg-calcite). Thus, the effect would be 
more noticeable in the lighter-colored intervals. 
4.8.2.4 Sedimentation Processes and Timing 
Sedimentation rate is another factor that must be considered. Recrystallization might not have 
occurred in some intervals because of higher deposition rates. Higher-productivity intervals which 
coincide with the darker-colored layers might have higher deposition rates. This would contribute to the 
preservation of organic matter and prevent recrystallization because most recrystallization occurs 
relatively early. Based on the hypothesis that lighter-colored intervals are transported in the form of 
turbidites, whereas darker-colored intervals are a result of settling processes of organic matter and other 
materials, it is expected that sedimentation rates should be higher in the lighter-colored intervals. In 
addition, organic matter would be degraded quickly if it is deposited and buried relatively quickly and, so 
it does not make sense that it accumulated by settling processes if settling velocity is low. A mechanism 
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is needed to quickly burry the organic matter in the sediments by settling processes. Studies have found 
that fecal pellets from zooplankton, when bound with relatively dense coccoliths, sink very fast with 
speeds from 100 to 200 meters per day (Honjo, 1976; Honjo, 1997). This process could lead to relatively 
fast deposition of organic material, which prevents organic degradation. It would also explain why higher 
TOC is generally related to more abundant coccoliths. Coccoliths are related to the transgressive system 
tract at the base of the Hanifa Formation.  
On a smaller scale, cyclicity can be observed in the stacking patterns of the transgressive systems 
tract (Figure 4.40). Even at a small scale, variations might be related to seasonal or decadal cyclicity. 
Spectral analysis can be done on the stacking pattern to determine the cyclicity observed. To determine 
smaller-scale cyclicity, other means need to be used, such as the use of ultra-high resolution EDX-SEM 
analysis (Chambers et al., 2000).  
 
Figure 4.40 Thickness variations measured from borehole images in the lower transgressive systems tract 
of the Hanifa Formation. Methodology presented in Al Ibrahim, Chapter 2. Note that there is cyclicity 
within the transgressive systems tract. This is visible in the calculated modified Fischer plot and the 
thickness histogram. Paleoproductivity is calculated using the methods outlined in Al Ibrahim (Chapter 1) 
where darker shades indicate higher productivity. 
4.8.2.5 Biogenic Processes 
Another factor is bio-activity. Bioerosion, burrows, and bioturbation modify rocks. Lighter-colored 
intervals are more oxic, so it is expected that this would have contained more organisms, which leads to 
170 
 
more bioturbation and recrystallization of grains. Micro-burrows can disturb laminations in mudrocks and 
create gradual transitions between textures making the rock more homogeneous (e.g., Schieber, personal 
communication). Organisms can also consume organic matter. This might have happened in facies 3 
because some of the boundaries are more gradational than others.  Burrows can act as either an enhancers 
of porosity (e.g., Figure 2.17) or a destroyers (e.g., Figure 4.36). 
4.8.3 Origin of Organic Matter and Porosity in the Hanifa Mudrocks 
Sediment source composition has a major effect on the ultimate micrite texture. Initial porosity is 
commonly occluded due to cementation or recrystallization. In carbonate mudrocks, aragonite and high-
magnesium calcite particles will ultimately recrystallize to low-magnesium calcite, which leads to the 
creation of tight micrite texture. Porous micrite can be produced by inhibiting fusing and recrystallization 
which can be done by coating crystals with organic matter. Transgressive systems tracts have higher 
potential for the preservation of organic matter (Figure 4.41). They contain a relatively higher proportion 
of coccoliths, presumably due to influx of nutrients, temperature modulation, or detrital influx 
suppression. Coccolith over-population could create local suboxic to anoxic conditions. Organic matter in 
these intervals might be preserved due to high settling velocity when bound with coccoliths. This leads to 
the preservation of organic matter due to high sedimentation rates. Finally, thermal maturity probably 
controls the amount of organic porosity in the interval (e.g., Curtis et al., 2012).      
4.9 Conclusions and Final Remarks 
A model is proposed that explains variations of micrite texture, porosity, and organic matter in the 
basinal Tuwaiq Mountain and Hanifa formations. Sediment composition, and ultimately source, is a major 
factor in controlling the final texture of micrite. Shelf-derived gravity-flow deposits are generally 
metastable and ultimately recrystallize to a fused euhedral micrite whereas settling deposits are more 
stable and preserve their original texture, leading to porosity preservation. Organic matter is preserved 
when settling deposits bind with fecal matter, accelerating the settling velocity and the burial process. 
Framboidal pyrite is associated with organic matter due to the presence of sulfur reducing bacteria in 
anoxic waters. Finally, organic nanopores and fractures related to fractures are formed during maturation.   
Further work can be done on the subject. A more quantitative workflow would involve more 
integration of tools. In the absence of porosity measurements from physical cores, NMR data can be used. 
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The effect of hydrocarbons can be removed from NMR data using well-log derived total organic carbon 
content. In addition, the total NMR-measured porosity can be used to calibrate confocal images. The use 
of confocal microscopy for porosity quantification in carbonate mudrocks is not as straightforward as its 
use in high-permeability carbonates, mainly because of the large proportion of the pores that are related 
to organic matter. These pores are smaller than the current resolution of the confocal microscope (~200 
nanometers). One way to deal with this resolution issue is to integrate SEM images in the workflow. In 
addition, pyrolysis can be used to relate thermal maturity to organic porosity. For TEM analysis, better 
methods for polishing the sample need to be used in order to prevent charging. This can include the usage 
of bulk ion milling.  
By relating observed variations at the micron- and nano-scale to the sequence stratigraphic 
framework and depositional facies, predictive models can be built.  Further work would include a study 
of the productivity controls of coccolith blooms. The study would need to include a regional evaluation 
of the evolution of the intra-shelf basin throughout the interval by studying current directions. Finally, the 
model presented fits observations of the mudrocks of the Hanifa Formation, Saudi Arabia. Further studies 
on carbonate-dominated mudrock systems need to be done to validate this model in other carbonate 
mudrocks. 
 
Figure 4.41 Conceptual model to explain preservation of organic matter in transgressive systems tracts in 
carbonate mudrocks of the Hanifa Formation. 
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CHAPTER 5  
CONCLUSIONS AND FINAL REMARKS 
5.1 Conclusions  
The basinward Tuwaiq Mountain and Hanifa formations were analyzed. The Tuwaiq Mountain 
Formation was interpreted to have been deposited in a middle slope setting. Two facies have been 
identified: wispy laminated wackestones to mudstones, and cemented grainstones and packstones. The 
sediments were deposited as gravity flows. The Hanifa Formation is interpreted to have been deposited in 
a lower slope setting. Three facies have been identified: laminated dark and light mudstones, bioturbated 
packstones to wackestones, and palmate anhydrite. The laminated mudstones are deposited by settling 
sediments and gravity flows. The bioturbated facies is made up of shelf sediments deposited during a sea-
level fall. The anhydrite is subaqueous and is deposited during basin restriction.  
A sequence stratigraphic framework is defined for the interval. This was done using facies 
description, electrofacies and elemental analysis. Stacking patterns show predictable variations. During 
highstand systems tracts, gravity flows, including fine-grained turbidites, show a thinner than average 
trend. During transgressive systems tracts, suspension deposits show a thicker than average trend. 
Lowstand systems tracts beds are thicker than average and are relatively homogenous. Early transgressive 
packages are identified from stacking patterns, which can be difficult by other means. As with the main 
transgressive package, they show a thicker than average trend.  
The sequence stratigraphic packages have different characteristics related to organic content. The 
two transgressive systems tracts in the Hanifa Formation have different characteristics. Both are 
interpreted to occur under anoxia, but they are related to two different controls. The basal Hanifa 
transgressive systems tract is probably related to high productivity of coccolith blooms that used the 
oxygen. Organic content is high in this interval. The upper transgressive systems tract is related to basin 
restriction. Organic content is low because of the lack of paleoproductivity. Highstand and lowstand 
systems tracts are relatively low in organic content.    
Micrite texture, pore types, and organic content are interrelated. Micrite is more porous in 
transgressive systems tracts, which contain more coccoliths and organic matter. This is because the 
sediments are composed of stable low-Mg calcite grains and contains organic matter that can inhibit 
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recrystallization. Coccoliths can bind with organic matter, thereby increasing settling velocity and 
sedimentation rate, and facilitating the preservation of organic matter. In highstand systems tracts, micrite 
is characterized by fused euhedral calcite with low organic content. Recrystallization is more prominent 
because the original shelf-derived sediments were comprised of metastable high-magnesium calcite and 
aragonite. Organic content is low and is not preserved in this facies. The lowstand systems tract has a 
porous micrite texture with interparticle pores. Pores are, in places, filled with organic matter. 
5.2 Final Remarks 
Carbonate mudrock studies are possible using a number of approaches. Electrofacies analysis is a 
fast useful tool for studying vertical heterogeneity at different scales. Multi-scale electrofacies 
visualization using hierarchal clustering allows identification of major stratigraphic surfaces and facies 
changes. Elemental data can be used for interpretation of redox conditions and paleoproductivity levels. 
Automated cyclostratigraphic analysis using borehole images shows stacking patterns that correspond 
well with sequence stratigraphic interpretations. Confocal microscopy can be used to study microporosity, 
organic content, pyrite, and micrite texture. Scanning electron microscopy can be used to study micrite 
texture and organic pores. 
The general workflow for this study can be improved. For example, it is best to analyze digital data 
(electrofacies and elemental analysis) first, because this is relatively fast and inexpensive, and provides a 
preliminary framework that can guide physical plug sampling, core and thin-section descriptions, and 
focus analysis on specific critical intervals (e.g., condensed sections). In addition, applying the workflow 
to a number of wells will increase confidence in the results. Integration of quantitative and qualitative 
tools is essential for accurate interpretation in carbonate mudrocks.  
Well logs can be used in the absence of physical rock data for the majority of the workflow. 
Conventional well logs (gamma ray, bulk density, neutron porosity, and resistivity) and photoelectric 
factor can be used to define electrofacies, relating them to lithofacies using cuttings. Elemental capture 
spectroscopy can be used instead of geochemical x-ray fluorescence, inductively coupled plasma mass 
spectrometry, and x-ray diffraction. Stacking pattern analysis is applied to borehole images here but other 
well logs can be used, but results will be of lower resolution. High-resolution images can be acquired from 




This study showed that the Tuwaiq Mountain Formation in the studied interval holds no economic 
value. Instead, focus should be given to the Hanifa Formation, specifically, the transgressive systems tract 
at the base of the formation. Other wells can be drilled in the same basin to validate the conclusions made 
in this study. In addition, correlations between the basin and the shelf can be made using methodologies 
outlined in this study. 
 
 
 
