INTRODUCTION
The humanoid soccer robot league is a new international initiative to foster robotics and AI technologies using soccer games [1] . This paper provides a brief description of a low-cost autonomous humanoid soccer robot called Robo-Erectus (RE), which has been developed in the Center for Advanced Robotics and Intelligent Control (ARICC) at Singapore Polytechnic since 2001. To develop a low-cost humanoid platform which is affordable for many researchers, our RE humanoid robots have been intentionally designed using low-torque servo motors and low-precision mechanical structures so that the cost can be significantly reduced. We demonstrate that the humanoid biped locomotion can be formulated as an optimization problem with consideration of some constraints. In the frame of gait synthesis tied with constraint functions, computational learning methods, e.g. fuzzy reinforcement learning (FRL), can be incorporated to further improve the gait [2] . The proposed control and learning methods have been successfully tested on our RE humanoid soccer robots which finished second in the RoboCup 2002 Humanoid Walk competition and first in the RoboCup 2003 Humanoid Free Performance competition.
CONFIGURATION OF RE
A soccer-playing humanoid should have high d.o.f.s to achieve various behaviors, such as locating and kicking a ball, avoiding obstacles, shooting or passing the ball, etc. To implement these behaviors, the following four fundamental motions are needed: (i) keeping the humanoid in balance (static or dynamic stability), (ii) moving the swing leg, (iii) operating a grasping object and (iv) controlling visual attention. To implement the above-mentioned behaviors, we have developed different types of humanoid robots named RE (see Table 1 ). As an example, three generations of 40-cm tall humanoid soccer robots, i.e. RE40I, RE40II and RE40III, are illustrated in Fig. 1 . Figure 2 shows a penalty-kicking experiment conducted in our laboratory, where we programmed one RE40II as a kicker and the other as a goalkeeper. The RE humanoid soccer robots are equipped with various kinds of sensors [3] , e.g. visual sensor for recognizing objects, posture sensors for detecting the robot's balance, force and tactile sensors for detecting contact to others and falling down, etc.
Three different types of humanoid control systems have been developed for our RE series humanoid robots [3] : (i) the PC-based control system, (ii) the microcontroller-based control system and (iii) the PDA-based control system. It has been noticed that most of the humanoid control systems are based on PCs and/or microcontrollers. Normally, for ordinary people, it is not convenient to control a robot from a PC or to interface robot with microcontrollers. We have found that PDA has the advantage of having a user-friendly interface in controlling humanoid robots.
Since a humanoid robot tips over easily, it is important to consider stability during contolling the robot and learning new behaviors. Many methods have been proposed for synthesizing walking patterns based on the concept of the zero moment point (ZMP). Since the humanoid gait consists of a large number of unknown parameters, this allows us to formulate constraint equations to determine the unknown parameters of the gait to achieve dynamic locomotion. Due to the large number of unknown parameters for the above optimization problem and some requirements of human-like dynamic walking, we need to specify some constraints, e.g. ZMP constraints for dynamically stable locomotion, internal forces constraints, for smooth transition, geometric constraints for walking on an uneven floor, etc.
An overview of the proposed hierarchical control system for RE is shown in Fig. 3 . The path-planning level deals with path planning, obstacle crossing and gait selection using high-level sensorial information. The gait synthesizer receives gait phases, step length, speed and lift magnitude from the path planning level, and then repetitively generates the joints reference commands for each control cycle during each gait phase. We have also implemented FRL to further improve the gait [2] .
CONCLUDING REMARKS
The RE project aims to develop a low-cost humanoid platform so that educators and students are able to build humanoid robots quickly and cheaply, and to control the robots easily. We are currently working to further develop this platform for educational robots, service robots and entertainment robots.
By using the proposed FRL approach, we demonstrate that RE is able to start walking from an initial gait generated from perception-based information on human walking, and learn to fine-tune its walking and kicking behavior using reinforcement learning. Note that humans do not just learn a task by trial and error, rather they observe how other people perform a similar task and then repeat them by perceptions. How to utilize perception-based information to assist imitation learning will be a new challenge in this field. We will also look at how to coordinate perception and biped locomotion for humanoid soccer robots. For more detailed information about RE humanoid soccer robots, please refer to the team's website: www.robo-erectus.org.
