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I. INTRODUCTION 
Questions concerning the location of supply points for servicing 
centers of "demand" (i.e., supply location problems) have appeared under a 
wide variety of headings such as "applied graph theory" (Christofides, 
1975), "central place theory" (Dacey, 1976), "spatial economics" (Peterson, 
1976), "location theory" (Francis, R. and Goldstein, J.M., 1974), "communi­
cation network problems" (Hakimi, 1965) and "Generalized median problems" 
(Love, R.F., 1974; Love, R.F. and Morris, J.G., 1974). . 
Invariably, all of these approaches concern connected networks, 
together with associated "nodes" (alternatively, "vertices", "grid points" 
or "intersection points"), and "segments" (alternatively, "edges" or 
"arcs"). While these terms generally are used in conformance with their 
intuitive meanings, curiously little attempt seems to have been made to 
single out that property of a "point" that is natural and distinguishing 
in the network context; namely, the number of possible ways to move away 
from the point. Thus, adopting a terminology suggested by the road idiom, 
points may be "dead-end points" or "roadside points" (alternatively, seg­
ment interior points") or "T-intersections" or "road-crossings", etc.; in 
other words, points may be intersections of order one, two, three, four, 
etc. The collections of such points will be denoted by Y., i=l, ', N, 
N 1 
with Y = U Y. denoting the set of all the points of the network. Inter­
im 1 
section points of order three or higher will be called "proper intersection 
points". Thus, Yj = (Y3 + Yi, + ••• + Y^) is the set of proper intersection 
points. 
2 
In this context, we now define an edge e as a "maximal" (open) line 
segment of the network composed exclusively of second-order intersection 
points. Clearly, every edge determines two "end points" which are either 
proper or are of order one. The two end points associated with an edge e 
are denoted by Ae and Be. Thus, considering the edges e., 1=1, * , k, as 
k 
point sets, one has Y2 =£e.. We shall sometimes refer to the points of 
1=1 ^ 
Y2 (i.e., intersection points of order two) as "interior points." 
For a network with a finite number of edges, the "p - median problem" 
is the problem of identifying p (supply) points of the network minimizing 
some suitable measure of the collective "distance" of these p points from 
all of the points of the network. 
In addressing the p - median problem, Hakimi (1964, 1965) showed that, 
with the objective of minimizing distance itself, and for a finite number 
of designated possible demand points, the optimal supply points will be 
among these designated points. Goldman (1969) and Levy (1967) extended 
this result to the case of minimizing functions concave with respect to 
distance, and to supply points with capacity restrictions. Frank (1966, 
1967) showed, however, that, if demand is probabilistic, then Hakimi's 
result is no longer true. Minieka (1977, 1978) addressed a version of the 
median problem which calls for serving all the demand points on each edge 
in a single trip from one of the p supply points and, for p=l, gave a set 
of conditions under which a proper intersection point is a median. 
3 
It would seem that the usefulness of Hakimi's result decreases with 
increasing number of designated demand points; in fact, its usefulness is 
strongly in doubt in the limiting case of continuously distributed demand. 
This thesis does examine the p - median problem in the case of continuously 
distributed demand and in the framework of order of intersection. Specifi­
cally, the thesis focuses on establishing some conditions under which 
interior points of edges can be disqualified as candidates for the 
p - median of a network. 
Several specific versions of the p - median problem are discussed in 
Chapter II and the weight function formulations do have the potential of 
encompassing the discrete formulations of Hakimi, Goldman, Levy, etc. 
Chapter III discussed the highway maintenance garage location problem as 
an example of a location problem with continuously distributed demand. 
Finally, in Chapter IV, conclusions and recommendations for further study 
are given. 
4 
II. THE OPTIMUM LOCATION OF SUPPLY POINTS 
FOR CONTINUOUSLY DISTRIBUTED DEMAND 
In this chapter, the median problem with distributed demand is 
discussed in the context of proper intersection points. It is shown that, 
for a median problem with distributed demand, membership in a "circuit" by 
an open edge e is a primary condition for disqualification of the points of 
e as a median. As other factors like weighted demand functions and more 
complex functions of distance are introduced, additional conditions 
(related to properties of such functions) are given to eliminate the points 
of e. 
A. The Unweighted 1 - Median Problem 
We consider a 1 - median problem with the objective of minimizing, 
with respect to x, the collective distance from a supply point x to all the 
points of the network. We postulate the intuitive idea of an "itinerary" 
I (y '»y")  between two points  y '  and y" ,  wi th  | |  I  | |  denot ing the length of  I .  
We denote by t(y',y") any itinerary having minimal length, and by D(y',y") 
the length of t. 
We next postulate the further intuitive idea of a "closed" non-self-
intersecting curve, and define a circuit to be a closed non-self-intersec-
ting curve formed by some finite number of (open) edges and a like number 
of proper intersecting points connecting these edges. With a view to 
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disqualifying a11 the points x of a given (open) edge e as possible median 
locations, it is further useful to introduce the notion of a minimal 
circuit Ce for an edge e. Ce is a circuit containing e such that, for any 
circuit C containing e, || Ce || <. H C [j. 
Let Ce be a minimal circuit for an edge e. Let x and z be points of 
Ce with X e e and z e Ce - e. Then there is a minimal length itinerary 
t(x,z) in Ce. 
Suppose not. Then there is an itinerary I from x to z through Ae 
(say) with || I H < || J||, || I 1| < |1 Q |I, where J is the itinerary from x 
to z through Ae lying wholly In Ce, and Q is the itinerary from x to z 
through Be lying wholly in Ce. Consider the itinerary G formed by the 
union of itineraries I and Q, I and Q considered as point sets, (i.e., 
G = I U Q) so that || G|| = || I || + || Q||. Now, since Ce = J U Q with 
II Ce I I  = 11 0 I I  + I I  Q I I ,  and H I H < 1| J ||, it follows that |1 G || < || Ce \\. 
If 6 is non-self-intersecting, then it forms a circuit containing edge e; 
if it is self-intersecting, then a circuit containing e is realizable by 
deleting all loops not containing e. In either case, one obtains a cir­
cuit C containing e with 1| C H < 1| Ce ||, contradicting the minimality of Ce. 
The objective function for this section is 
Lemma 2*1 
Proof 
(2.1) 
yeY 
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to be minimized with respect to an arbitrary supply point x in e, where 
the integral is to be interpreted as the sum of line integrals over the 
edges of the network. 
It should be noted at this point, with regard to (2.1), that, in (2.1) 
and throughout this work, we shall allow ourselves the following abuse of 
notation: Depending on the context, x and y will denote either points of 
the network, or signed distances of such points from suitably chosen 
origins; with special reference to x, the discussion typically will involve 
a particular minimal circuit Ce containing x, in which case signed distance 
will be construed as increasing when the corresponding point moves counter-
clockwise. 
Lemma 2.2 
If edge e belongs to a circuit, then Z(x) is concave on e. 
Proof 
Since e belongs to a circuit, it belongs to a minimal circuit Ce. 
Partitioning Y into Ce and Ce = Y - Ce, write 
Z(x) = J D(x,y)ds + J D(x,y)ds 
yeCe ye^e 
= Zi(x) + Zztx). 
Regarding Zi(x), since Ce is minimal, we have, by Lemma 2.1, that, for 
YeCe, 
D{x,y) = 11 Ie(x,y) |1 (2.2) 
7 
where Ie(x,y) is the shortest itinerary from x to y in Ce. Now, for every 
n u m b e r  T ,  0 < T  <  t h e r e  a r e  t w o  p o i n t s  y  o n  C e  w i t h  | |  I e ( x , y )  | |  =  T ,  
with a11 points of Ce so accounted for, except x itself and the singleton 
p(x), henceforth called the polar of x, with D(x,'p(x)) = II ^ Hence 
ILCeJi 
2 
j D(x,y)ds = J II Ie(x,y) ||ds = 2 Jtdt 
yeCe yeCe 0 
where the first equality is due to equation (2*2) and the second equality 
follows from the fact that, for the points y between x and p(x), on either 
half of Ce, || Ie(x,y) || is uniformly distributed on [ojl ^ W], 
Now, regarding I2M» partition "Ce into three subsets; 
Ce = Te(A,A)  U ÏÏe(B,A)  U ÏÏe(A),  
where îe(A,A)  (respectively, îe(B,A))  consists of all points y of Te such 
that t(x,y) and t(x+A,y) may both be chosen to traverse Ae (respectively. 
Be) and where U'e(A) consists of all y such that neither of the above two 
choices is possible. The partition is illustrated in Figure 2*1 on the 
following page. 
8 
X+A 
Ce{A) 
Figure 2.1. A schematic drawing of a network showing the partition of Y 
in to Ce, Ce(A ,A) ,  Ce(B ,A) ,  and Ce (A) 
A little reflection will show that, for A small enough, ÏÏe(A) has the 
following structure: 
1. Ce{h) consists of a finite number of disjoint subsets "CbCa).. 
2. There is at most one Ce(A)^ on each edge. 
3. Each Ge(A)j is a connected set ("interval") of length not more 
than A. 
Properties 1, 2, and 3 show that 
I I  Pe(A) I I  < K A (2-3) 
where K is the number of edges of the network. 
It is also easily recognized that i 
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1. D{x+A,y) - D(x,y) = A on Ce(A,A)  
2. D(x+A,y) - D(x,y) = -A on Te(B,A) ,  
3. . |D(x+A,y) - D(x,y)| < A on Ce(A)^ 
(2.4) 
(2.5) 
(2 .6)  
Now, define Ce(A) as Ze{^,0), i.e., as that part of Ce for which t(x,.) 
may be chosen to traverse Ae, and similarly for CiB(B), and write 
Z2(X+A) - Z2(x) 
-  [ I l  Ce(A) II - I ICe(B) in 
D(x+A,y) - D(x,y) 
[ 7 •]ds - II Ce(A) 
Ce(A,A)  
f D(x+A,y) - D(x,y) 
—Â— 
Ce(B ,A)  
•]ds + II Ce(B) II 
D(x+A,y) - D(x,y) 
-]ds. 
Ce(A) 
so that 
Z2(X+A) - Zzfx) _ 
Cl l C e ( A ) | l  -  l l C e ( B ) | l ]  
i"""':'"-In. - irew II 
i'— 
fe(A,A)  
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I 
Ce(B,A)  
J D(x+A,y) - D{x,y) c- -]ds 
Ce(A) 
But, in view of (2*3) and (2.6), 
J D(x+A,y) - D(x,y) -]ds 
Ce(6) 
4 
Ce(A) 
< K A, 
4. 0 
|D{x+A,y) - D(x,y)| 
ds 
as A + 0. 
Also, in view of (2.4), 
I D(x+A,y) - D(x,y) [-
Ce(A,A)  
-]ds - 11 Ce(A)|| 
J ds - 11 Te(A) 11 
Ce(A ,A)  
I I  Ce(A,A)  I I  -  I I  Ce(A) || 
4. 0 
(2.7) 
(2.8) 
as  A + 0.  
11 
Similarly, from (2'5), 
Ce(B,A)  
- Ce(B,A)  11 + 11 Ce(B) H 
(2.9) 
as A "*• 0.  
Hence, in view of (2.7), (2.8) and (2.9), 
Zgfx+A) - Zgfx) 
1  "  II  r e (A)  II  -  11 r e (B)  H ,  a s  A 0 ,  
that is, 
Z;(x) = |lCe(A)|| - llCe(B)|l 
= II  Ce(A,x) I I  - l|Ce(B.x)|l. 
where the last equality expands the notation to take account of the fact 
that both 'Ce(A) and Ce(B) depends on x. 
Finally, since Zj(x) = 0, we have 
I'M = II Ci(A,x) 11 - llCi(B,x)ll, 
which is a non-increasing function of x, so that Z(x) is concave on the 
open edge e. 
Now, we claim that Z(x) is continuous at x = Ae (and at x = Be 
by a similar argument) since,with x^ a point of e at a distance A from Ae, 
D(x^,y)  < D(Ae,y)  + 2A, 
12 
and also 
D(Ae,y) < D(x^,y) + 2A, 
so that 
|D(x^,y) - D(Ae,y) l  < 2A 
and 
J D(x^,y)ds - J D(Ae,y)ds < j '|D(x^,y) - D(Ae,y)|ds 
yeY yeY yeY 
1  2 II  Y  11  A, 
where || Y || is the total length of the network. 
Lemma 2«3 
Min {Z(Ae), Z(Be)} £ Z(x) for all x on the closed edge e. (2'10) 
Proof 
From Lemma 2'2, Z(x) is concave on e. Since it is also continuous at 
Ae and Be, 
Min Z(x) = Z(Ae) or Z(Be), 
xee 
and the lemma follows. 
Theorem 2'1 
Suppose every edge e of a network belongs to a circuit. Then there 
exists an optimal proper intersection point, i.e., a proper intersection 
point which is a median of the network. 
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Proof 
Suppose not. Then there is an edge e belonging to a circuit with an 
interior point x of e "better" than any proper intersection point of the 
network; in particular, such that Z(x) < Z(Ae), Z(Be). But this violates 
(2.10).  
B. The 1 - Median Problem with Transformed Distance 
In this section, we consider a 1 - median problem with the objective 
of minimizing a collective transformed distance from a supply point x to 
all points of the network; that is, a problem that might be called a "net­
work generalized location measure" problem. Thus, if the transform of 
minimal distance D(X,y) from an arbitrary supply point x in e to any point 
y of Y is given by x{D(x,y)}. Then, the objective function to be minimized, 
with respect to x, is Z^(x) = j'x{D(x,y)}ds. 
yeY 
Lemma 2«4 
Suppose edge e belongs to a circuit, and x is such that x(D) is an 
increasing differentiate concave function of D on [0, oo). Then,Z^(x) is 
concave on e if x" is bounded on [0,oo). 
Proof 
Since e belongs to a circuit, it belongs to a minimal circuit Ce. 
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Hence, using the Y- decomposition of Section II.A., write 
Zj^(x) = J X{D(x,y)}ds + J X{D(x,y)}ds 
yeCe yeCe 
= Z^i(x) + Z^2(x). 
Also, we note from Section II.A. that, for every number T , 0<T  < II ^ II = L, 
there are two points y on Ce with || Ie(x,y) || = D(x,y) = T, with all points 
of Ce so accounted for, except for x and lp(x). Hence, 
Z%i(x) = J X{D(x,y)}ds = JX{II Ie(x,y) ||}ds 
yeCe yeCe 
L 
= 2 Jx(T)dT 
0 
= V  
where Wq is a constant with respect to x, and the third equality follows 
from the fact that, for the points y between x and ^(x), on either half of 
Ce, II Ie(x,y) || is uniformly distributed on [0,L]. It therefore follows 
that 
z;i(x) = 0. 
Next, regarding Z^ztx), consider the Ce - decomposition of Section A; 
Ue = C"e(A ,A)  U Ce(B ,A)  U Ce (A),  
where Ce(A,A) ,  Ce(B,A)  and Ce(A) are as defined in Section II.A. Also, let 
Ce(A) and Ce(B) be as defined in Section II.A. Then,a little reflection 
shows that 
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1. For yeCe(A,A) ,  
A{D(x+A,y)} - X{D(x,y)} = x '{D(x,y)}A + O(a ) .  
2. For ysCefB,*), 
x{D(x+A,y)} - x{D(x,y)} = -  x '{D(x,y)}A + O(A).  
3. For yeire(A), 
|x{D(x+A,y)} - x{D(x,y)} | < x '{D(x,y)}A + O(A).  
(2.11) 
(2.12) 
(2.13) 
Now, write 
[j x'{D(x,y))ds - JA'(D(x,y)}ds] 
re (A) Ce(B) 
x{D(x+A,y)} - x{D(x,y)} 
Ce(A,A)  
I X{D(x+A,y)}  -  X{D(x,y)}  [ Â 
Ce(B,A)  
]ds -Jx'{D(x,y)}ds 
C:e(A) 
•]ds + Jx '{D(x,y)}ds 
Ce(B) 
J x{D(x+A,y)} - x{D(x,y)} [- -]ds 
Ce(A) 
so that, using (2*11), (2*12) and (2*13) we obtain 
Z^gfx+A) - Z,,(x) X2' 
- [j*X'{D(x ,y)}ds - Jx '{D(x ,y)}ds] 
Ce{A) Ce(B) 
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Jx'{D(x,y)}ds - Jx'{D(x,y)}ds 
Ce(A,A) Ce(A) Ce{A,A)  
Ce(A,A)  
Jx'{D(x,y)}ds + jA'{D(x,y)}ds 
Ce(B,A) Ce(B) 
+ Jx'iO(x,y)}ds + ds . 
Ce(A) CE(A) 
Clearly, the first and third terms tend to zero because x' Is bounded and 
ïê(A,A) (respectively, re(B,A)) •> rê(A) (respectively îê(B)) as A + 0; the 
second, fourth and sixth terms tend to zero because O(A)/A tends to zero as 
A + 0, and is uniformly bounded while the integrals 
j* ds , j^ds and J ds 
•?e{A ,A)  f e (B ,A)  U e (A) 
are all bounded by || Y||; and the fifth term tends to zero because x' is 
bounded and îi(A) has a measure that tends to zero as A -»• 0. 
Therefore, 
Z^gfx) = j* X '{D(x,y)}ds - j'x'{D(x,y)}ds 
ÏÏe(A) 
so that, since Z^^fx) = 0, 
ïïe(B) 
Z;^(x) = j[x'{D(x,y)}ds - J'x'{D(x,y)}ds. 
Ce(A) Ce(B) 
= J x'{D(x,y)}ds - Jx'{D(x,y)}ds 
Ce(A,x) Ce(B,x) 
17 
where the last equality expands the notation to take account of the fact 
that both ÏÏe(A) and Ce(B) depend on x. 
Now, for 5 > 0, 
Z;{x+5) - z;(x) = [X'{D(x+6,y)} - X'{D(x,y)}]ds 
Ce(A,x) - Ce{A,x+6) 
- J[x'{D(x+6,y)} - x'{D(x,y)}]ds. 
ÏÏe(B,x+ô) - Ce(B,x) 
Next, consider the second and fourth terms and recognize that 
Ce(A,x) - Ce(A,x+6) = Ce{6) = "06(8,x+s) - Ce(B,x) 
where Te(6) is of the same structure as Ce{L) of Section II.A. 
(See Figure 2«1). 
Thus, the second and fourth terms coincide. Also, the concavity of \ 
(i.e., the fact that V is non-increasing) ensures that the first and third 
terms are non-positive since D(x+6,y) > D(x,y) on Ce(A,x+ô), and D(x+6,y) < 
D(x,y) on Ce(B,x). It follows, therefore, that Z^(x) is non-increasing on 
e so that Z^(x) is concave on the open edge e. Since Z^(x) is also con­
tinuous at Ae and Be, the lemma follows. 
Remark 2*1 
An example of a function x that satisfies the conditions of Lemma 2-4 
is 
Ce(A,x+6) 
-D 
x(D) = 1 - e 
18 
Theorem 2*2 
Suppose the "distances" in a 1 - median problem are transformed 
distances of minimal distance given by the function x which is such that 
x(D) is an increasing differentiable concave function with bounded X". If 
every edge e of the network belongs to a circuit, then there exists an 
optimal proper intersection point. 
Proof 
Suppose not. Then, there is an edge e satisfying the conditions of the 
theorem but with a second-order intersection point (i.e., interior point) 
"better" than any point of the network; in particular, better than either 
of the two proper intersection points Ae and Be of e. But this cannot be, 
since, by an argument analogous to that used in Section II.A., Z^(x) is 
continuous at Ae and Be, and, in view of Lemma 2*4, Z^(x) is also concave 
on e, so that Z^(x) attains its minimum over the closed edge e at either 
Ae or Be. 
C. The 1- Median Problem with Weighted Demand 
We again consider a 1 - median problem with the objective of minimiz­
ing the collective distance from a supply point x to all the points of the 
network, but with demand weighted by a scalar point function Y -»• [0, oo) 
denoting the intensity of demand per unit length. The corresponding objec­
tive function, to be minimized with respect to x, is 
19 
(x) = J'J'(y)D(x,y)ds. 
yeY 
Theorem 2«3 
Suppose the demand points of a 1 - median problem are weighted by a 
scalar point function which is finitely integrable and bounded above by 
M > 0 on Y. Suppose further that edge e belongs to a minimal circuit Ce 
such that, for any x in e, «j){p(x)} >_ *(x). If is bounded on Ce, then 
Min [Z.(Ae), Z,(Be)] < Z.(x) for all x on the closed edge e. 
9 9 — 9 
Proof 
Using the Y- decomposition of Section II.A., write 
Z. ,(x) = J *(y)D(x,y)ds + J(|)(y)D(x,y)ds 
yeCe yeCe 
Now, as in Section II.A., we note that, for every number T , 0<T  <11 ^  ^  
= L, there are two points y on Ce with || Ie(x,y) || = D(x,y) = t, with all 
points of Ce so accounted for, except for x and ]p(x). We may therefore write 
Z^j(x) = J dx, 
and 
L 
Z -(X+A) = r [*(x) + *(-?)? dx, 
'F" J X+A X+A 
where 4g(u) evaluates ^ at the signed distance u from g. Hence, 
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- Z*i(x) J; vi'' - *%(?) 
4 \ [ 1 k <IT I 
0 
L ^ JT dx. 
0 
L _(|)^(T +a)  - , *%(?)  
]% dT 
r" 
A 
0 
L 6 (-T+A) - <I>„(-T)-. 
[— A - ]? dr. 
By assumption, *% is bounded on Ce, so that, taking 
limits, (as A -> o) under the integral sign, 
L L 
Z^^(X) = J dT + ^  <1)^(-T)T dx, 
0 0 
and integration by parts yields 
Z^i(x) = L*^(L) - J *%(?) dx - L(|)^(-L) + J* *%(-?) dT 
L L 
J «t'jçC-'r) dx - (j>^(x) dx. 
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since «^(L) = *^(-L). 
The assumptions further allow differentiation under the integral sign, 
yielding 
L L 
Z^^(x) = J *%(-?) " J dT, 
0 0 
whereupon the fundamental theorem of integral calculus yields 
Z^i(x) = -*x(-L) + 4^(o) - (|)^(L) + *x(o) 
= - 2*x(L) + 2*x(o) 
= 2[*(x) - <i>(p(x))], (2.14) 
since = *^(1) = 4)(p(x)) and *x(o) = *(x). 
Now, regarding Z^^(x), define: 
$g(A) = J$(y)ds and 4^(8) = J*$(y)ds, 
Ce(A) Ce(B) 
where, as indicated in the note following (2*1), y may be interpreted as 
signed distance with regard to any convenient origin and where Ce(A) and 
Ce(B) are as defined in a manner analogous to the definitions of the corres­
ponding quantities in Section II.A., with the additional incorporation of 
the weight function Also, let ÏÏe(A,A), ÏÏe(B,A) and ïïe{A) be defined as 
in Section II.A. 
Then,we may write 
A I  ER '  E' 
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I D(x+A,y) - D(x.y) *(y)[ 1 ]ds - *g(A) 
Ce(A,A) 
J D(x+A,y) - D(x,y) 4{y)[— 1 ]ds + Og(B) 
Ce(B,A) 
- D(x+A,y) - D(x,y) 
J *(y)[ ]ds 
Ce(A) 
(2.15) 
Consider the last term of (2*15). Taking the absolute value inside the 
integral sign and using (2*3) and (2*6), we have 
J$(y)[-
Ce(A) 
D(x+A,y) - D(x,y) 
•]ds 1 J«i>(y)C 
Ce(A) 
D(x+A,y) - D(x,y) 
_ ]ds 
1 J«i){y)ds 
Ce(A) 
£ J Mds 
^e(A) 
= M J'ds 
Ce(A) 
= M II Cë(A) Il 
< M KA, 
where M bounds * in the network. 
(2.16) 
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In view of (2*4), (2*5) and (2*6), (2*15) becomes 
Z.2(x+A) 
V 
- [$g(A) - $g(B)] 
J«|)(y)ds - $g(A) 
te(A,A) 
- J«|)(y)ds 
re(B,A) 
+ $g(B) + MKA. 
Hence, letting A approach zero, and expanding the notation to incorporate 
the fact that both $g(A) and $g(B) depend on x, we have 
Zj2{x) = $g(A,x) - $g(B,x). (2.17) 
We see from (2'17) that Z^^(x) is non-increasing on e. We also see 
from (2'14) that if *{^(x)} > *(x), then Z^i(x) is non-positive on e, and 
hence, Z^(x) is non-increasing. Thus, Z^(x) is non-increasing on e if 
4»{?(x)} 2 4(x) on e, and this establishes the concavity of Z^(x) on the 
open edge e. The theorem follows from the fact that Z^(x) is also continu­
ous at Ae and Be. 
Remark 2*2 
If 11 e II > 11 Ce - e 11, then the condition that (|i{p(x)} >_ *(x) on e 
requires that e can be partitioned into three segments, say ei, eg and eg, 
with <|){?{x)} no less than>(x) on eg and *(x) constant on ei and eg. 
An implication of this is that the longer the edge e (relative to Ce -
e), the more difficult it is to disqualify all the interior points of e. 
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D. The 1 - Median Problem with Travel Cost 
We now consider a 1 - median problem with the objective of minimizing 
a collective travel cost from a supply point x to all the points of the 
network, where travel cost is viewed in the context of a non-directional 
degree of difficulty in traversing the points of the network. Thus, if a; 
Y + [0, 0]) is a scalar point function denoting the non-directional travel 
cost per unit length, then the cost of traversing a given itinerary I(y',y") 
is given by j a(y)ds. 
Next, consider the set R of all the possible itineraries from y' to y" 
and define a "least travel cost itinerary" t(y',y") as an itinerary t e R 
such that 
Ja(y)ds _< Ja(y)ds for all I e R. 
t (y ' ,y") l(y ' ,y") 
The corresponding objective function, to be minimized with respect to x, is 
i (y ' .y") 
Z (x) = f{ fa(s) d a } d S :  
where ç is a point of t(x,y). 
Next, suppose x is a point on e and C is a circuit containing e. Then, 
we redefine the polar of x as the point p(x) on C such that the travel cost 
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from X to p(x) in the clockwise direction is the same as in the counter­
clockwise direction. 
Lemma 2.5 
Suppose X  and x '  are distinct points on e. Then, for any circuit C 
containing e, the points p(x) and p(x') together with x and x' partition 
C into four parts in such a way that 
1. Ja(ç)da = J'a(ç)do 
tg(x,x') t^(p(x)ip(x')) 
2. J* o(ç)da = J a(s)do 
tj.(x,p(x')) tg(x',p(x)) 
where t^(u,v) denotes the least cost itinerary between u and v. 
Proof 
Without loss of generality, consider the circuit shown in Figure 2*2 
on the following page. 
Let 
G1 = j"a(ç)da, 
tj,(x,x') 
G2 = j"a(ç)da, 
tç{x',p(x)) 
G3 = j"a(ç)do. 
tç(x,p(x')) 
G4 = j" a(ç)da. 
tg(p(x'),p(x)) 
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P(x') 
J ( x )  
tj,(x,x') 
Figure 2«2. A schematic drawing of circuit C showing the points 
X, x', p(x'), p(x') and the least cost itineraries 
between them 
Then,with respect to x and "pCx), 
61 + G2 = 63 + 64 
and with respect to x' and p(x'), 
61 + 63 = 62 + 64. 
It therefore follows that 
62 = 63 
and 
61 = 64 
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Lemma 2'6 
Suppose X and x' are distinct points on e. Then,for any circuit C 
containing e, 
II tg(p(x),p(x'))||<j*a(s)do. 
tj.(x,x') 
where in^ = min a(ç) 
Çetç(p(x),p(x')) 
Proof 
We have, from Lemma 2-5, 
J* o(ç)da = J* a(ç)da 
tg(x,x') t^{p(x),p(x')) 
-"cj do 
tç(p(x),p(x')) 
IMg II t^{p(x),p(x' )) l | ,  
where m^ = min a(s). 
Çet^(p(x),p(x')) 
so that 
l|t^Wx).Kx' )) l | < iJo.(5)d ... CTj 
^ tg(x,x') 
Now consider the points x and x+A on e with distance away from x con­
sidered to be increasing in the counterclockwise direction. Also, consider 
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the following partition of Y: 
Y = Y(A,A) U Y(B,A) U Y(A),  
where, with x suppressed for ease of notation, Y(A,A) (respectively, 
Y(B,A) )  consists of  a l l  points y of  Y such that ,  wi th respect to x and x+A, 
t(x,y) and t(x+A,y) are both implemented by initiating travel clockwise 
(respectively, counterclockwise), and where Y(A) consists of all y such 
that neither of the above holds. 
We next define Y(A) (respectively, Y(B)) as Y(A,o) (respectively, 
Y(B,o)), i.e., those points y of Y for which t(x,*) is implemented by 
initiating travel clockwise (respectively, counterclockwise). This nota­
tion may be expanded to Y(A,x) and Y(B,x) to take account of the fact that 
both Y(A) and Y(B) depend on x. 
Theorem 2«4 
Suppose that a is bounded below by m > o on Y. If, for 
an edge e, 
1. oe is continuous on e, 
2. a(x) [II Y(A,x) 11 - 11 Y(B,x) H] is non-increasing as x moves 
(counterclockwise) on e from Ae to Be, 
then, 
min CZ^(Ae),Z^(Be)] £ Z^(x) for all x on the closed edge e. 
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Proof 
We will give the proof for the general case where edge e belongs to at 
least one circuit. 
First, consider Y(A) and note that, for A small enough, 
1. Y(A) consists of, say, n+1 disjoint subsets Y(A)G; 
Y(A)I ,  • ••  Y(A)^. 
2. Y(A)q = [X,X+A], with 11 Y(A)q 11 = A; 
3. Lemma 2*6 and the mean value theorem of integral calculus yield 
II Y(a), II < -jjj- 0(5)4 for some 5 e *(')q> 
< 
S O  t h a t  
II Y(a) H < [1 + 
It is also seen that, 
1. For y e Y(A,A) 
J'a(ç)da - J'a(ç)dc = ^a(g)do = Ao(ç) 
t(x+A,y) t(x,y) t(x+A,x) 
2. For y e Y(B,A) 
J'a(ç)da - J'a(s)d0 = - J*a(ç)dff = - Aa(ç) 
t(x+A,y) t(x,y) t(x,x+A) 
3. For y e Y(A)Q, 
J*a(ç)da - a(s)da < J^a(g)do = AA(Ç) 
t(x+A,y) t(x,y) 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
t ( x , X +A) 
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4. For y e Y(a) . ,  
j"a(g)dG - Ja(ç)da < J'a(ç)do 
t(x+A,y) t{x,y) t{p(x),p(x+A)) 
= Ja(ç)da 
t(x,X+A) 
= A o(ç) (2-22) 
where the first equality is due to Lemma 2-5. Thus, for y e Y(A),  
properties 3 and 4 give 
Ja(ç)da - J'a(ç)da 
t(x+A,y) t(x,y) 
< (n+1) a(ç)A. 
Now, write 
Z (X+A) - Z (x) 
T-^ - =(*)[  L|Y(A) I I  -  II  Y(B)| |  ]  
J'a(ç)da - J'a (ç)dcr 
|^^t(x+A,y) ^ t(x,y) _ ,(x) II y(a) || 
Y(A.A) 
J*a(ç)d0 - J'a(ç)dCT 
l^[t(x+A,y) ^ t(x,y) + o(x) I I  Y(B) | |  
Y(B,A) 
J*a(ç)da - J*a(ç)do 
J[t(x4A,y) ^ t(x.y) 
Y(A) 
(2-23) 
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Then, employing (2'18), (2'19), (2.20) and {2«23), we obtain 
- o(x) [|1Y(A)|| - 11 Y(B)1|] 
< o(s) 11 Y(A.A) II - a(x) 11 Y(A) 11 
+ I  -  a (ç)  I I  Y(B.A)  I I  +a(x) I1Y(B)|1 
+ (n+1) O(Ç) [  1 + -^ (S)]  A, 
so that letting A approach zero yields 
Z;{x) = a(x) [|| Y(A)|| - II Y{B) ||], 
=  a ( x )  [ |1 Y(A . x ) l I  -  I I  Y(B.X)| | ] .  
If Z/(x) is non-increasing as x moves (counterclockwise) on e from Ae to Be, 
then Z^(x) is concave on the open edge e. Since it is also continuous at Ae 
and Be, it follows that, for all x on e, 
min[Z^(Ae).Z^(Be)] < Z^(x). 
The minimal circuit concept of the previous sections is aXs.o useful in 
this section but in the light of the function a it is redefined to be a 
circuit Ce having the least travel cost (among all the circuits containing 
e). Thus, Ce is such that for any other circuit C containing e. 
We note that Lemma 2*1 is also valid for the minimal circuit Ce defined 
above if t(x,z) in the lemma is interpreted as a least travel cost 
itinerary from x to z. 
Ce C 
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Theorem 2*5 
Suppose that a is bounded below by m>0 on Y. Suppose 
further that edge e belongs to a minimal circuit Ce and that « is constant 
on Ce. Then 
min [Z^(Ae), Z^(Be)] _< Z^(x) for all x on the closed edge e. 
Considering Z^^fx), partition Ce into three subsets: 
Ce = Ce(A,A) u Ce(B,A) U Ce(A),  
where Cé(A,A) (respectively, Ce(B,A),  Ce(A))  is defined in the same manner 
as Y(A ,A) ( respect ively,  Y(B,A),  Y(A)).  
Proceeding as in the proof of Theorem 2*4, we obtain 
Proof 
Let Y be partitioned into Ce and Ce = Y - Ce, and write 
- Zai(x) + Zggfx) 
Z g i f x )  =  o(x) L i !  Ce(A,x) I I  " I I  Ce(B,x)|| ] 
= 0 
where the last equality is due to the fact that 
I I  Ce(A,x) I I  = I I  Ce(B,x) || because a is constant on Ce. 
Now, regarding Zq^(x), partition ITe into three subsets: 
Ce = Ce(A,A) U Ce(B,A) U Ce(A),  
where Ce(A,A) (respectively, Ce(B,A),  Ci(A))  is defined in the same manner 
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as Y(A,A) (respectively, Y(B,A),  Y(A)).  
Then, proceeding as in the proof of Theorem 2•4, we obtain 
= a (x) [|| Ce(A,x) I I  - I I  Ce(B,x) l |  ]  
so that, since Z/^(x) = 0, 
Z;(x) = a(x) [|| Ce{A.x) II - II Ce(B,x)|| ]. 
Now, a(x) is constant on Ce and hence on e. Also, || Ce(A,x) || - || Ce(B,x) || 
is non-increasing as x moves (counterclockwise) on e from Ae to Be. Hence, 
Z^(x) is concave on the open edge e. Since it is also continuous at Ae and 
Be, the theorem follows. 
In this section, we consider a 1 - median problem in which demand is 
weighted by a scalar point function * and the objective is a minimization 
of a collective function of transformed travel cost from a supply point x 
to all the points of the network. Thus, if travel cost is given by a 
scalar point fuQction a, and A is a transform of travel cost, 
then the objective function, to be minimized with respect to x, is 
E. The Weighted 1 - Median Problem 
(2.24) 
yeY t(x,y) 
where g is a point in t(x,y). 
Let g(x,y) denote the least travel cost from x to y, i.e., 
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g(x.y) = J  a(ç)da. Then (2*24) can be rewritten as 
t(x,y) 
Zaj^(x) = r <|)(y)x{g(x,y)}ds. 
yeY 
As before, let the points x and x+A be on e with distance away from x 
considered to be increasing in the counterclockwise direction. Also, with 
no change in definitions, consider the Y - partition of Section 11.D.: 
Y = Y(A,A) U Y(B,A) U Y(A), (2.25) 
so that whenever the set Y(A) (respectively, Y(B)) or its expanded form 
Y(A,x) (respectively Y(B,x)) is used in this section it will be construed 
as having the definition given in Section II.D. 
Theorem 2»6 
Suppose that a is bounded below on Y. Suppose further that * and x" 
are bounded and p = <|)\* is finitely integrable over Y. If, for an edge e, 
1. a is continuous on e, 
2. a(x)[ J«{.(y)x' {g(x,y)}ds - J <|>(y)x' {g(x,y)}ds] 
yeY(A,x) yeY(B,x) 
is non-increasing as x moves (counterclockwise) on e from Ae to Be, 
then 
min [Z^^^(Ae),Zj^^^(Be)] Z^^^fx) for all x on the closed edge e. 
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Proof 
Using the partition (2*25), write 
Z(x+A) _ Z(x) 
_ a(x)[ J(|)(y)x'{g(x,y)}ds - J^*(y)x'{g(x,y)}ds] 
yeY{A,x) yeY(B,x) 
f, X{g(x+A,y)} - x{g(x,y)} -
j4)(y)[ ^ ]ds - a{x)[J <|)(y)x'{g(x,y)}ds] 
yeY(A,A) yeY(A,x) 
/, x{g(x+A,y)} - X{g(x,y)} -
r*(x)[ ^ ]ds + a(x)[ r(j)(y)x'{g(x,y)}ds] 
yeY(B.A) yeY(B,x) 
r %{g(x+A,y)} - x{g(x,y)} 
J *(y)[ ^ ]ds 
yeY(A) 
(2.26) 
Define: 
u = g(x,y), 
AU = g(x+A,y) - g(x,y). 
Then, 
1. x(u+Au) - x(u) = X'(U)AU + O(AU) on Y(A,A),  
2. x(u+Au) - x(u) = -  X'(U)AU + O(AU) on Y(B,A),  
3. |x(u+Au) - x(u)| < X'{U)AU + O(AU) on Y(A),  
and from (2«19), 
AU = A(Ç)A, 0<Ç<A 
Employing (2*27), (2«28), (2*29) and (2'30) in (2*26), we obtain 
(2.27) 
(2.28) 
(2.29) 
(2.30), 
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Z(x+A) - Z(x) 
X# X(j)a 
a(x)[ J<l'(y)x' (u)ds - J<|»(y)x' (u)ds] 
yeY{A,x) yeY(B,x) 
a(S) j*(y )x' (u)ds - a(x) J<i)(y )x' (u)ds 
yeY(A,A) yeY(A,x) 
- a(s) r*(y)x'(u)ds + a(x) f*(y)x'(u)ds 
yeY(B.A) yeY(B,x) 
+ a(ç) r<|)(y)x'(u)ds + 
yeY(A) 
p(y)t-^]<is 
ysY(A) 
•(y)[2ifii-]ds !' 
ycY(A.a) 
V(y)[^]ds J' 
yeY{B,A) 
Now, the first and second terms tend to zero because p = *x' is finitely 
integrable, oi(Ç) -»• a(x), and Y(A,Û) (respectively Y(B,A)) ->• Y(A,x) (respec­
tively, Y(B,x)) as A 0; the third term tends to zero because p is finitely 
integrable, and Y(A) has a measure that tends to zero as A + 0; and the 
fourth, fifth and sixth terms tend to zero because the integrands are uni­
formly bounded and tend to zero as A ^ 0, while the integrals 
^ds,  J*ds,  and J*ds are a l l  bounded by |1 Y | | .  
Y(A,A) Y(B,A) Y(A) 
Therefore, 
a(x)[p>(y)x'(u)ds - j^*(y)x'(u)ds]. 
yeY(A,x) yeY(A,x) 
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If Z'j^^^(x) is non-increasing as x moves (counterclockwise) on e from Ae to 
Be, then is concave on the open edge e. Since it is also continuous 
at Ae and Be, it follows that, for all x on e, min[Z,^ (Ae),Z_^ (Be)] Aça Aça 
F. The Unweighted p - Median Problem 
We now consider the problem of locating p supply points in a network 
so as to minimize the collective distance from these p supply points to all 
the points of the network; i.e., a p - median problem. 
Clearly, any arbitrary set of p supply points leads, except for trivial 
ties, to a p - partition of the network. That is, for any arbitrary set of 
p supply points, Y is partitioned into Y^^\ and Y^P^, such that 
the points of Y^^) are closer to the supply point x. than any other supply 
point. The corresponding objective function, to be minimized with respect 
to X = (xi, X2, •••, Xp), is 
P r 
Z(x) = IE, \ D(x,.y)ds (2.31) 
The minimal circuit concept of Section II.A. is also relevant for the 
p - median problem though in a modified form. Suppose Ce. is a minimal 
circuit with respect to edge e^, i=l, 2, « , p. Cei, Ce2, •••, and Ce^ 
are defined to be disjoint minimal circuits for ei, e2, •••, and ep if the 
following relation holds for all i: for all points y on Ce., any x. on e^, 
and any x. on Ce., j f i, D(y,x.) < D{y,x.) 
J  j  ' J  
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In that case, all x.ee. and x.ee., i,j = 1, 2, •••, p, are said to be 
- I . 
"distant". 
We now state and prove, for p = 2, 
Theorem 2«7 
Among the supply point pairs Xi and Xg that are distant and optimal, 
there is a pair of proper intersection points. 
Proof 
With p = 2, (2.31) becomes 
Ztxi.xg) = rD(xi,y)ds + F D(x2,y)ds. 
Hence, applying the Y - decomposition of Section II.A. to each partition 
Y^^), i = 1, 2, write 
Zfxi.xg) = J D(xi,y)ds + J D(xi,y)ds + j" D(xi,y)ds + JoCxg ,y)ds. 
yeCei yeCei ysCez ysCeg 
Let the points y of Y which are equidistant from x^ and x^ be assigned 
to Y^^) or Y^^) in accordance with their distances from xt, where, as in 
Section II.A., "+" indicates the counterclockwise direction. 
The proof will now proceed by showing that, for any fixed X2, an 
argument analogous to that of Section II.A. may be applied to show that Xi 
may be chosen as a proper intersection point. Now, with Xg fixed. 
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Z(xi+A,X2) = J D(xi+A,y)ds + JD(xi+A,y)ds + JD(x2,y)ds + JD(x2,y)ds, 
yeCei ye^Si VeCfiz yeCea 
where Cei U Cei = and Cez U Cez = Y^^^ partition Y with respect to 
XI+A. 
Define Cez (respectively, Cisz) as the set of points both in Cez (respectively, 
Cez) and Cei (respectively, Cei). Then, "Cei and Cez may be written as: 
1, Cei ~ Cei ~ Cez Cez » 
2 « Cez ~ Cez ~ Cez Cez • 
Consequently, 
Z(xi+A,xz) - Z(xi,x2) = JCD(xi+A,y) - D(xi,y)]ds 
yeCei 
+ J[D(xi+A,y) - D(xi,y)]ds 
yeCei 
+ f [D(xz,y) - D(xi+A,y)]ds 
yeCez 
+ J [D(xi+A,y) - D(xz,y)]ds. 
yeÏÏez 
Partitioning Cei as in Section II.A., we may write 
Z(X.^A.X,) - Z(X..«.) _ II . ||] 
J D(xi+A,y) - D(xi,y) [ ; ]ds 
ye Ce] 
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J f -
yeCC] 
D(xi+A,y) - D(xi,y) 
•]ds - .[||Cei(A) l l  -  llCexCB) | | ]  
J D{x2,y) - D(xi+A,y) [ % ]ds 
yeCez 
J D{xi+A,y) - D(x2,y) [ 1 ]ds 
yeCez 
(2.32) 
Now, using the results of Section II.A., the first and second terms tend to 
zero as A -»• 0. We also see that: 
1. I D(x2,y) -  D(xi+A ,y) |  < A on Ceà, 
2. I D(xi+A,y) - D(x2,y) 1 < A on 
I 
It is true as well that, for A small, both || TTej || and || 1162 || are bounded 
above by KA where K is the number of segments in the network. Hence, both 
the th i rd and fourth terms are bounded by KA,  and thus tend to zero wi th A. 
All told, therefore, letting A -> 0 in (2.32), 
Z ' ( x i , X 2 )  =  I I  Cei(A) 1 1  - ||%;ei(B) | 1  
= 11 Cei(A,Xi) II - II Cei(B,Xi) | |  
where the last equality expands the notation to take account of the fact 
that both %i(A) and Cei(B) depend on Xi. 
Thus, Z'(xi,x2) is non-increasing on ei and hence Z(xi,x2) is concave 
on ei. Analogous to Section II.A., the theorem follows from the fact that 
Zfxi.xz) is continuous in xi at Aei and Bei. 
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The next theorem may be considered as a generalization of Theorem 2.7 
to the case in which p > 2. 
Theorem 2.8 
Among the supply point p - tuples Xi, Xg, ..., and Xp that are distant 
and optimal, there is a p - tuple of proper intersection points. 
Proof 
Applying the Y - decomposition of Section II.A. to each partition Y^^^' 
i = 1, •••, p, write 
Z(xi, Xg, ..., Xp) =2 [ jD(x^.,y)ds + JD(x.,y)ds], 
i=l yeCe^ yeÏÏe. 
where, in the partitioning process, the points of Y which are equidistant 
from, say Xx, Xg, •••, and x^, Uj<p, are assigned to Y^^\ Y^^\ ...» or 
Y^P) in accordance with their distances from, say xt, where, as in Section 
II.A., "+" indicates counterclockwise direction. 
The proof will proceed by showing that, for any fixed Xg, Xg, •••, 
and Xp, an argument analogous to that of Section II.A. may be applied to 
show that Xi may be chosen as a proper intersection point. 
Now, with X2, X3, •••, and Xp fixed, 
Z(xi+A,X2,.«.,Xp) = J D(xi+A,y)ds + J D(xi+A,y)ds 
yeCei yeCex 
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H 
+ 2 C jD(x.,y)ds + J D(x.,y)ds] 
yeCe^ yeCe^ 
where Cei U Cei = •••, and Ce^ U Ce^ = partition Y with respect 
to Xi+A. 
Next, define Ce^ (respectively, te^), i=2, •••, p, as the set of points 
I I 
both in "Ue^ (respectively. Ce.) and Ce^ (respectively, Tei). Then, a little 
reflection shows that: 
, P P _ 
1. Uei = Cei "2 Cëj + ^ ^e^, 
i=2 i=2 
2. "Ce^ = Ce^ - îe^ + te-, i=2,*«*, p. 
Consequently, 
Z(Xi+A,X2 , •••,Xp) - Z(Xi,X2,...,Xp) 
= r[D(xi+A,y) - D(xi,y)]ds 
yeCei 
+ r[D(xi+A,y) - D(xi,y)]ds 
yeCe^ 
P 
+ 2 f[D(Xj,y) - D(xi+A,y)]ds 
yerel 
' f 
+ 2 V[D(xi+A,y) - D(x.,y)]ds. (2'33) 
yere. 
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Rewriting (2'33) to parallel (2*32) and using the fact that: 
1. I D(x^,y) - D(xi+A,y) I < A on Ce^, 1=2, •••, p, 
2. I D(xi+A,y) - D(x^.,y) | < A on Ce^, 1=2, •••, p, 
P = I 
3. For A small, g || Ce^ || < P (KA), 
i=2 
P 
4. For A small, g || Ce^. || < P (KA), 
1=2 
the argument used in the proof of Theorem 2«7 can be employed to yield 
Z'(XI , , XP) = 11 Cei(A,XI) 11 - II Cei(B,XI) 11. 
Again, we see that Z'(xi , •••.Xp) is non-increasing on ei and hence 
Z(xi,"«,Xp) is concave on ei. The theorem follows from the fact that 
Z(xi,*'*,xp) is continuous in Xi at Aei and Bei, and that, with Identical 
reasoning, any supply point x. in the interior of e. can be made optimal 
by moving it to Ae. or Be.. J J 
So far, we have discussed the 1 - median problem (weighted and un­
weighted) and the unweighted p - median problem. For the various cases 
considered, we have been able to develop some conditions for the disquall 
fication of interior points of edges. However, the results obtained do 
indicate that no simple solutions exist, even for the 1 - median problem. 
In view of this, therefore, we will not discuss the weighted p - median 
problem. In fact, we expect any result for the weighted p - median probl 
to be very restrictive and, hence, of very little use in applications. 
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III. THE HIGHWAY MAINTENANCE GARAGE LOCATION PROBLEM 
A. Highway Maintenance 
The convenience and safety of highway transportation are largely 
dependent on the general condition of the highways to be traversed. Ideally, 
a highway is expected to exist at the desired quality of level-of-service 
determined during its construction. Unfortunately, the quality of level-
of service of a highway is always affècted by its quality of construction, 
time, environment, and the type of motor vehicles which traverse it. Con-
i 
sequently, at some point in time, it is always necessary to expend a certain 
amount of maintenance effort on a highway to ensure its continued satisfac­
tory functioning. 
Deteriorated highways in any given geographic area are a threat to the 
economic well-being of the citizens of that area. Furthermore, deteriorated 
highways are irritating to users and may lead to a substantial public out­
cry. Until quite recently, most deteriorated highways were simply recon­
structed. In recent years, however, serious decline in highway revenues, 
coupled with increasing inflationary rate, has virtually halted new 
construction or reconstruction of highways. This transportation funding 
crisis is expected to exist into the forseeable future. It is not sur­
prising, therefore, that a "system preservation" has emerged as a new top 
priority for many highway administrators. Consequently, highway maintenance 
has now become an integral part of highway transportation work programs in 
many states in this country. 
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For purposes of this study, the definition of "highway maintenance" 
found in the Manual of Uniform Highway Accounting and Financial Manage­
ment Procedures (American Association of State Highway Officials, 1970) is 
used. In this manual, highway maintenance is defined as: 
the act of preserving and keeping the rights-of-way 
& each type of roadway, roadside, structure and 
facility as nearly as possible in their original 
condition as constructed or as subsequently improved, 
and the operation of highway facilities and services 
to provide satisfactory and safe highway transportation. 
Maintenance does not include construction or betterments. 
The above definition of highway maintenance has been widely accepted in this 
country with little or no modifications. 
The phrase "highway facilities" used in the definition of highway 
maintenance includes what we shall refer to in this study as "highway 
maintenance garages". A highway maintenance garage is defined in this 
thesis as an installation that (a) is used by maintenance crews as a 
major base of "preparatory" activities, (b) has substantial indoor space, 
(c) serves as a materials source, and (d) is used for storing equipment 
units. This definition is a slightly modified form of Rihani's definition 
of highway maintenance yards (Rihani, 1978). 
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B. Statement of the Problem 
The highway maintenance garage location problem is, essentially, the 
same as the highway maintenance yard problem investigated by Rihani (1978). 
Therefore, Rihani's outline of the highway maintenance yard problem is used, 
with some changes, in this thesis. 
The highway maintenance garage location problem under investigation in 
this study can be outlined as follows: 
1. A geographic area is given. 
2. Also given in this area, is a highway network made up of a collec­
tion of several classes of highways that are different in their 
location and age as well as in their physical, geometric, and 
other characteristics and thus are different in their maintenance 
needs. 
3. The location and the characteristics of any segment of this high­
way network are accurately known. 
4. Several types of highway maintenance activities exist that are 
different in their resource requirements and methods of execution 
as well as in the time and frequency of their occurrence. 
5. Highway maintenance activities are executed basically by an 
operational or management unit of labor, equipment and material. 
This unit starts its daily work at a prescribed time at a mainte­
nance garage. Its crews travel to planned work sites on a highway 
network, finish required work, and keep moving to new sites, if 
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time allows; they return to the maintenance garage at a later, 
prescribed time the same day. 
6. The cost of maintenance work includes the cost of labor, equipment 
and material related to or expended during the actual execution of 
the work itself as well as the cost of travel between the mainte­
nance garage and the work site or between work sites. 
7. The cost of a maintenance crew's travel from a maintenance garage 
to a work site has two components: a direct transportation cost 
and an indirect cost due to the loss in productivity associated 
with time spent traveling to the work sites. 
8. As the number of maintenance garages in the given area increases, 
the average travel distance of a maintenance crew decreases, 
resulting in decreased transportation costs. At the same time, 
the cost of land acquisition and construction, maintenance, and 
operation of the maintenance garages increases. Also, too many 
maintenance garages may reduce available crew sizes below what are 
necessary to conduct many of the activities efficiently. 
9. The problem is to determine the optimum number, size, and location 
of maintenance garages in the given geographic area so as to 
minimize the combined travel and garage amortization costs. 
Several attempts have been made to address the problems stated above. 
These are discussed in the next section. Section III.C. 
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C. Previous Solution Attempts 
1. Rule of thiiiiib procedures 
The methods used to select the number, size, and location of 
maintenance garages relied on rule of thumb procedures, until the recent 
attempts to solve the highway maintenance garage location problem through 
optimization techniques. Although these procedures are not well-documented, 
their general nature resembles the one being used by the Iowa Department of 
Transportation (See Appendix). 
The findings of the Iowa State Highway Maintenance Study (Highway 
Research Board, 1961) indicate that the rule of thumb procedures do not 
give satisfactory answers to the maintenance garage location problem. The 
study concluded, among other things, that: 
Garages, stockpiles and other facilities were not always 
located strategically with respect to the area served. 
Lost time due to additional travel was substantial. 
2. Simulation techniques 
Jorgensen Associates (1977), Russell, et al. (1979), Pruett and Lau 
(1980), Pruett and Ozerden (1979), and Pruett and Perdoms (1980) applied 
simulation techniques to the maintenance garage location problem. In each 
study, a different modeling approach was used to simulate the given highway 
network and the movement of maintenance crews within the network. 
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In Jorgensen's model, workload nodes representing a concentration of 
work were developed. Each node encompassed an average of about 10 road-
miles. The highway network was simulated utilizing the nodes formed, some 
extra "dunm\y nodes" and appropriate node connections. The workload associa­
ted with each node was calculated based upon the existing standards and 
inventories. Travel times between appropriate nodes were then developed. 
An iterative process was used to evaluate alternative garage locations and 
number of garages. 
Instead of workload nodes, Russell et al. divided all the routes in 
the network into one-mile long segments. With the help of local field 
supervisors and managers, some weighting factors were developed. These 
weighting factors were used to allocate the workload and travel frequency^ 
for a route to the segments formed from it. Using both operating and 
capital costs, the model was simulated for the 30-year average life of a 
maintenance garage. Separate 30-year simulation runs were carried out for 
different alternative sets of garage locations. The output of the model 
Included graphical plots useful in determining approximate service bounda­
ries for the maintenance garages. 
Unlike the Jorgensen and Russell simulation models, Pruett's simula­
tion model considered the entire maintenance work program. Specifically, 
the model addressed the problems of evaluating (a) changes in work crew 
travel frequency for a route is an estimate of the number of times 
a maintenance crew visits that route In order to satisfy its mainte­
nance needs. 
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sizes, (b) quantities and types of equipment, (c) work scheduling policies, 
(d) different maintenance strategies, and (e) alternative garage locations. 
Thus, the maintenance garage location problem was just an aspect of the 
bigger problem addressed by Pruett et al. 
A simulation model is not intended to produce optimum solutions. 
Rather, it is a "laboratory" in which various alternatives are tested to 
find the best solution among those considered. It is a useful technique in 
studying complex systems which cannot be formulated mathematically as well 
as those that can be formulated mathematically but analytical methods of 
solving the mathematical model are either unavilable or are available but 
complex and arduous. The highway maintenance garage location problem 
appears to be appropriate for a simulation study; however, it may be very 
time consuming and costly to obtain reliable results. 
3. Optimization techniques 
a. Center of gravity method An optimization technique often used 
to locate a maintenance garage is the center of gravity method. In this 
method, the highway network is assumed to be in a Cartesian coordinate 
system. The highways are then divided into approximate straight line 
segments and the coordinates of the midpoint of each segment are determined. 
The centroid of the network is given by the point (X,Y) where 
X = [% L.X,]/[]C L.] (3.1) 
i=l i=l 
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n n 
Y = ex 2 L,] (3-2) 
i=l i=l 
(X^.Yj) = the coordinates of the midpoint of segment i. 
= length of segment i. 
n = number of segments. 
The maintenance garage is located as near as feasible to the centroid. 
It can be shown that the center of gravity problem is essentially the 
same as the problem: 
The partial derivatives of equation (3«3) with respect to X and Y, when set 
equal to zero, yield equations (3*1) and (3*2), the solution to the center 
of gravity problem. Thus, the center of gravity method chooses a mainte­
nance garage location that minimizes the weighted squared Euclidean dis­
tance from the centroid to all midpoints of the segments formed. 
In the center of gravity method, each increment of distance away from 
the centroid affects the determination of the centroid more strongly than 
closer increments. According to Maze et al. (1981), this is an incorrect 
implicit assumption of the technique since there seems to be no reason to 
n 
Minimize F(X,Y) = J L.[(X-X.): + (Y-Y.)^] (3-3) 
1=1 
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believe that increments of distance far away from the centroid will have a 
stronger impact on the location than closer increments. They also noted 
that the use of Euclidean distance is too simplistic. 
b. Hayman and Howard's model The first notable optimization 
attempt to solving the maintenance garage location problem was made by 
Hayman and Howard for the Wyoming State Highway Department (Hayman and 
Howard, 1972). Their study was based on sanding and plowing operations for 
snow and ice control. 
Two models, the sanding model and the plowing model, were developed, 
respectively, for sanding and plowing operations. The following is a 
summary of the development of the sanding model. 
Let 
Ni = number of proposed locations of maintenance garages; 
Ng = number of roadway sections to be serviced within the domain of 
the model ; 
N3 = number of proposed stockpiles; 
^ij ~ number of sanding units based at maintenance garage i and 
assigned to work from stockpile j; 
Sji^ = number of sanding units assembled at stockpile j to effect 
the servicing of roadway k; 
ïï.j = number of loads of sanding material to be hauled from garage 
i to stockpile j; 
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riji^ = number of loads of sanding material to be hauled from 
stockpile j and distributed on roadway k; 
t^j = time spent by any one of the S.j sanding units in traveling 
from garage i to stockpile j; 
T|^ = time available to complete the sanding of roadway k measured 
from the beginning of the storm; 
M|^ = centerline mileage of roadway to be sanded; 
djk = "dead-haul" travel distance in traveling from stockpile j to 
roadway k; 
C. = garage amortization costs to be applied to each of the 
sanding units (dollars per unit); 
= unit time cost in traveling from station i to stockpile j and 
return (dollars per hour); 
Cji^ = unit time cost for trucks plus loaders involved in the sanding 
mission from stockpile j to roadway k (dollars per hour); 
Pj = unit cost of the sanding material, delivered to stockpile j 
(dollars per ton); 
= distance traveled from maintenance garage i to stockpile j; 
V = average traveling speed of a sanding unit; 
?.. = travel speed from maintenance garage i to stockpile j; and IJ 
Vjk ~ travel speed from stockpile j to roadway k. 
Hayman and Howard identified the basic strategy in sanding operations 
as the deployment of j sanding units from maintenance garage i to stock­
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pile j. Thereafter, loads of material were to be hauled from stockpile 
j to roadway k by using sanding units. The time required to deploy S.^ 
sanding units from stockpile j to roadway k and to distribute n^.j^ loads of 
sanding material was determined to be 
T = + «"jk] / VSjk (3-4) 
A time constraint was therefore given as 
[2"jk(djk + 6njk]/VSjk < (T^ - t^j), j = 1, Nj 
k = 1, •••, Nz (3*5) 
Where Tj^ - t^j was the time available for productive work on a given road­
way, measured from the beginning of a storm. The variables in this con­
straint are n^j^ and Sj^. 
A work quantity constraint was also developed to ensure total sanding 
coverage. The constraint was given as 
N3 
gn^j > 0.17Mk, k=l, •••, Nz (3-6) 
j=l 
Finally, an equipment continuity constraint was developed to ensure 
that the correct number of sanding units was assembled at any stockpile by 
dispatching the required number of units from the various maintenance 
garages. This constraint was given by 
Ni Nz 
32 > 5: Sj^k j.l. .... N, (3.7) 
1"1 k=l 
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The objective function to be minimized was the total cost Z of a given 
sanding mission. That is, 
1 = Cost in deployment of the sanding units 
1=1 j=l 
(including garage amortization) 
+ cost of delivering the material from stockpile j to roadway k 
+ cost of sanding material 
Ni N, Ni Na -J 
cost of deployment = S 2 ^i^ij + S 2 ^ ^j("^)^ij 
i=l j=l i=l j=l ^ij 
Na Nj 
cost of delivery = £ 2 ^jk^^"jk^^jk + 6nj^]/Vj^ 
j=l k=l 
Na Na 
cost of material = ^ ^ ''j^jk 
j=l k=l 
Solving the sanding model amounts to solving a linear programming 
problem which was done by the simplex algorithm. 
A second model, the plowing model, that optimizes maintenance garage 
locations according to plowing requirements, was developed in the same 
manner as the sanding model. Again, the model turned out to be a linear 
programming problem and it was solved by the simplex algorithm. 
Hayman and Howard concluded, among other things, that: 
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More station locations were required to satisfy the 
requirements of the sanding model than were required 
by the plowing model. This was undoubtedly due to 
the great amount of dead haul required by the sand­
ing model. 
In the plowing model, amortization costs seem to have 
a greater influence on station location than do the 
other parameters.... 
In only one case in the plowing model was an existing 
station location rejected. This was probably caused 
by assigning a high amortization cost to that station. 
Optimization techniques should also be applied to 
other maintenance functions such as sealing and 
mowing (Hayman and Howard, 1972, p. 30). 
Clearly, the conclusions arrived at by Hayman and Howard show that 
developing different models for the various maintenance functions could 
result in a difficult management decision, namely, determining a single 
solution from the results of the different models. Only a model incor­
porating all garage functions can of course be expected to yield an optimal 
such single solution. 
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c. Rihani's model Rihani (1974) examined several models and 
optimization techniques that deal with location-allocation problems, but 
found them to be unsuitable for the maintenance garage location problem. 
The use of distance as a measure of separation was an aspect of these models 
to which Rihani objected. Therefore, deviating from past efforts, he devel­
oped a model using travel time as a measure of separation and utilizing the 
actual characteristics of the maintenance garage location problem. Rihani's 
model is described and discussed in the following. 
, As a starting point, Rihani adopted the method used for estimating 
maintenance requirements of the interstate highway system (Highway Research 
Board, 1967). In this method, the significant variables that affect a 
particular maintenance activity on a particular highway segment are conver­
ted into annual maintenance requirements by using a regression model. These 
requirements are expressed in terms of an index number called "maintenance 
requirement units (MRU)," which in turn can be transformed into labor, 
equipment and material requirements in annual worker hours, equipment hours, 
and dollars, respectively. The total annual maintenance requirements for 
the highway segment are the sum of all the regression models representing 
the maintenance activities. 
The highway network was partitioned into segments and each segment was 
represented by a point. The point was chosen such that the total mainten-
ance-related travel between any point in the highway network and that 
representing any segment was equal to the total maintenance-related travel 
between the point and all maintenance requirements along the segment. 
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In developing the cost functions, the following symbols were defined: 
T = available daily work time excluding the typical daily loading 
and waiting time at the maintenance garage; 
t.. = one-way travel time between maintenance garage i and highway 
segment j, which is meant to exclude any time involved in 
loading or in the actual execution of a maintenance activity, 
such non-travel times being incorporated in T. 
rj = maintenance requirements of highway segment j, based on t.j = 0, 
in maintenance requirement units (MRU) per day where r^. > 0; 
e = equipment requirements in equipment hours per MRU where no 
travel time is involved; 
Ci = equipment cost per equipment hour; 
C2 = labor cost per worker hour; 
C3 = a constant that adjusts maintenance garage cost for the fact 
that the mere establishment of any maintenance garage does 
enable it to serve a certain load of maintenance requirements 
without an additional cost. 
L = labor requirements in worker hours per MRU where no travel time 
is involved; 
m = material requirements in equipment hours; 
wi, = cost factors relating additional maintenance garage cost and 
Wz, maintenance requirements for equipment, labor and material ; 
W3 respectively; 
K. = given total fixed daily cost of maintenance garage i; 
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W = WiG + WgL; 
Cn = Wgin - C3; and 
C = 2Ci6 + CgL. 
Two travel cost components, direct travel cost (DTC) and indirect 
travel cost (ITC), were identified by Rihani. The daily direct travel cost 
between maintenance garage i and segment j was expressed as 
"TCij = > 2t,j (3-8) 
The daily indirect travel cost was measured by the cost of additional 
equipment and labor needed to compensate for the loss of working time. This 
indirect cost was expressed as 
ITCij = (3.9) 
A unit travel cost (UTC) was then defined as 
DTC.. + ITC.. 
UTC.. U-
j 
= (3.10) 
Next, a unit garage cost (UGC) was defined as the combined daily unit 
"processing" cost of maintenance garage i per MRU located at j with 
tjj _< t*^ where t*^ was defined as the maximum one-way travel time. 
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The unit garage cost was expressed as 
U6C.j.(t*.) = jlzt.. [2^ T-2t. . ^  * T-2t.. ^ (S'il) 
IK j 1J 1J 
Considering one MRU located at t*. from maintenance garage i and served 
by it, a unit maintenance cost (UMC) was defined as 
UMC(t*.) = UTC(t*^.) + UGC(t*.) 
2Ct*. K.T Tr. 
" T-2t*. * T-2t*. [%T-L.* T-2t*. * 1 T j 1 
for all segments j with t.j _< t*.. 
For any segment k with t.j^ _< t*^ and all segments j with t.j _< t*^, 
the unit maintenance cost at k was expressed as 
2Ct.k K.T _ Tr. 
UMCik(t*i) = T_2t.^ + T-2t.|^ [ 2 T-2t,j] * T-2t.|^ * 
The optimum maximum travel time t*^ is the value of t^^ at which UMC.^ is 
minimized. 
Equation (3*13) was extended to all the highway segments served by 
maintenance garage i and their costs were summed to obtain the total 
maintenance cost (MC) of maintenance operations that originated from garage 
i. The expression obtained was 
+ K, + + C.^rj (3.14) 
J " i j 
for all j with 
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According to Rihani, equations (3*12), (3.13), and (3*14) represent 
the basic tools needed for the selection of the optimum location, number and 
size of maintenance garages in any real-life problem. He illustrated the 
use of the model with two simple hypothetical situations (Rihani, 1974). 
Rihani's illustration of the use of his model brings to light some 
interesting conceptual and application difficulties: 
i. In the two hypothetical situations considered, the given highway 
network was partitioned into segments. The segments were formed from 
sections of highway between proper intersection points. Each segment was 
represented by one of its interior points, and was referred to as a 
representative point. These representative points were then regarded as 
the potential garage location points. The fact that all the representative 
points were interior points means that no proper intersection point was ever 
a candidate for consideration as a garage location point. This is a flaw in 
the modeling approach because, under certain conditions, proper intersection 
points of a given highway network are better garage location points than the 
other points of the network. 
ii. For each highway segment, the model requires the development of 
several regression equations, one regression equation for each maintenance 
function. In Iowa, there are seven major maintenance functions. This means 
that seven regression equations must be developed for each highway segment 
of a given highway network before the model can be used. On economic 
grounds, this appears to be practically infeasible. 
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d. Bell's model Bell (1979) and Bell and Rainer (1980) formulated 
the maintenance garage location problem as a classical transportation prob­
lem and executed it with the simplex algorithm. The modeling approach 
assumed the existence of p maintenance garages. The problem then was to 
optimally assign nodes^ to the p maintenance garages on a least cost basis. 
The resulting optimization problem was expressed as; 
Minimize Z = ^ ^ C.. 
n 
i=l j=l 
Subject to 2 X.j < a^, i = 1, •••, p (3*15) 
j=l 
P 
2 Xjj = 1, j = 1, •••. n 
i=l 
^ij - 0 
Where 
X^j = fraction of node j budget allocated to maintenance garage i; 
C^j = cost of servicing node j from maintenance garage i; 
n = number of nodes; 
p = number of maintenance garages; and 
a^ = maximum number of nodes to be serviced by maintenance garage i 
node was defined as a highway segment or a group of highway 
segments in a given geographical area. 
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The most important aspect of Bell's model is the approach used in 
determining the cost coefficients C^j. Maintenance costs for all highway 
segments were computed as a function of width and type of roadway surface, 
area of mowable right-of-way, etc. Nodes were then formed from the highway 
segments. The maintenance cost for a given node was the sum of the main­
tenance costs of the highway segments forming the node. 
Experienced maintenance supervisors in the Alabama Department of Trans­
portation were consulted about the relationship between travel time and the 
cost of servicing a node. These supervisors estimated that travel time 
affected productive time^ according to the relationship shown in Figure 
3*1. A tabular version of the relationship is given in Table 3«1. 
Table 3*1. Basic maintenance cost multiplier as a function of 
travel time (eiqht-hour work day) 
One-Way Travel Time 
from Garage to Segment Productive Time Basic Maintenance 
(Minutes) (Hours) Cost Multiplier 
00 - 15 7.5 - 7.0 0.8 
15 - 75 7.0 - 5.0 0.8 - 1.2 
75 - 135 5.0 - 3.0 1.2 - 2.0 
135 - 165 3.0 - 2.0 2.0 - 3.0 
> 165 < 2.0 8.0 
^Productive time is the time available for actual maintenance work at 
the work site. 
1 
7.0 
- I 1 1 
6.0 5.0 4.0 
Productive Time (Hours) 
1 / 
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s~ 
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Note: 
For all travel 
times over 165 
minutes use a 
multiplier of 8.0 
• i l l  1  1  1  — 1  
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Figure 3*1. Adjustment of maintenance cost as a function of travel time 
(eight-hour workday) 
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For an eight-hour work day, productive time was therefore calculated 
as follows: 
Productive Time = 8 - 2 [one-way travel time (in minutes) + 15 minutes 
(in hours) 
start-up or clean up time]/60 
In establishing the relationship, maintenance costs for an eight-hour 
work day were based on six hours of productive time. This amounted to 45 
minutes of one-way travel time. Thus, one-way travel times less than 45 
minutes would result in more than six hours of productive time and, hence, 
a decrease in maintenance cost. On the other hand, one-way travel times 
greater than 45 minutes would result in less than six hours of productive 
time and, therefore, an increase in maintenance cost. 
The changes in maintenance cost with travel time were quantified by 
the use of "cost multipliers", with six hours of productive time corre­
sponding to a cost multiplier of 1.0. Using this relationship, the cost 
multipliers corresponding to productive times from seven hours to two hours 
were calculated. The cost multipliers for productive times more than seven 
hours and productive times less than two hours were subjectively set at 0.8 
and 8.0, respectively. 
The cost coefficients, C^j, were then computed as the product of the 
maintenance cost for node j and the cost multiplier as determined by the 
travel time from maintenance garage i to node j. 
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Examining Bell's model, it appears that the constraint 
n 
2 < a^, i=l,...,p 
j=l 
is not very meaningful practically. Nodes differ in mileage and in mainten­
ance needs. Hence, imposing node constraints on the maintenance garages as 
a means of restricting their "capacities" may not be realistic. 
The major concern about Bell's model is the use of the cost multipliers. 
The cost multipliers were developed subjectively and have as yet not been 
verified mathematically or empirically. 
D. The Garage Location Problem as a Median Problem 
In Section III.C., we discussed the various attempts that have been 
made to solve the maintenance garage location problem and we noted that 
none of them satisfactorily addressed the problem. In a continuing effort 
to solve the problem, we shall examine the problem from yet another angle. 
Specifically, we shall attempt to model the maintenance garage location 
problem as a median problem and then illustrate, through the use of an 
actual road network, how some or all of the results obtained in Chapter II 
could be utilized to find optimal garage locations or help reduce the size 
of the associated combinatorial problem. 
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We begin by observing that highway maintenance requirements on a 
given road network are continuously distributed on the network. This is 
easily recognized in the case of mowing of roadsides, snow and ice control, 
and patching of potholes. While it is evident that maintenance activities 
like bridge and right-of-way repair are by their nature discrete, the 
overall maintenance requirements on a given road network are continuously 
distributed, and will be regarded as giving rise to continuously distribu­
ted demand. 
We also observe that, by its definition, a highway maintenance garage 
is a supply source and hence properly to be regarded as a supply point of 
a median problem. Finally, we will complete the modeling process by 
assuming that: 
1. There are no capacity constraints. That is, all 
garages have unlimited capacities in the sense 
that, whenever necessary, they can be "expanded" 
to cope with increased maintenance requirements. 
2. Garage location costs (including capital costs 
and staffing needs) are the same everywhere in 
the network. 
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3. Travel costs between any two points in the network are symmetric. 
In the subsections that follow, we will illustrate the use of the 
results obtained in Chapter II by considering the road network given in 
Figure 3*2. 
Figure 3*2 is a schematic drawing of a road network (composed of Inter­
state, U.S., and State highways) in the southwestern part of Iowa. The 
choice of this particular area of Iowa was motivated by the author's famil­
iarity with this road system (Nkansah, 1981a). In this network, we have 
regarded all road "crossings" as proper intersection points and the "bound­
ary points" H., i=l, ..., 11, as intersection points of order one. We have 
also denoted by ë. the edge connecting to a proper intersection point of 
the network. All other edges of the network have been denoted by e^, i=l, 
•••, 25. 
1. The unweighted garage location problem 
Suppose the network of Figure 3*2 is such that travel cost is propor­
tional to distance and highway maintenance activities are uniformly distrib­
uted. Suppose also that a highway maintenance garage is to be located on 
the network with the objective of minimizing the collective distance from 
the garage to all the points of the network. Under these conditions, the 
garage location problem is equivalent to the unweighted 1 - median problem 
of Section II.A. 
Now, considering edge ei of Figure 3*2, we see that it belongs to 
circuit Cei = ei->e6->eii->eio->e7. Hence, by Lemma 2*3, no interior point of 
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Figure 3*2. A schematic drawing of a road network (composed of 
Interstate, U.S., and State highways) in the south­
western part of Iowa. Numbers shown are approximate 
actual distances in miles. 
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is better than both and Hg. In other words, the interior points of e^ 
can be disqualified. By a similar argument, the interior points of edges e^, 
i=2 25, can be disqualified. 
It is also clear that no interior point of edgeë-, i=l, * «, 11, is 
better than its proper intersection point. It follows, therefore, that for 
the given network and under the given conditions, a proper intersection 
point is optimal. 
2. The garage location problem with transformed distance 
We next consider the case where the travel cost between any two points 
in the given network is a function of the shortest distance between them. 
If the maintenance requirements in the network are uniformly distributed, 
then the problem of optimally locating a garage to service the network is a 
special case of the 1 - median problem with transformed distance discussed 
in Section II.B. In this section, we will consider the following transform 
of distance: 
x(D) = 1 - e"0 
where D is the shortest distance between any two points in the network. 
Clearly, X(D) is an increasing differentiable concave function of D on 
[0, 1]. Also, X" is bounded on [0, 1]. It follows from Lemma 2*4 therefore 
that the interior points of edges e^, i?l, , 23, can be disqualified. 
Again, since no interior point of edge , i=l, 11, is better than its 
proper intersection point, a proper intersection point is optimal. 
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3. The garage location problem with weighted demand 
In this section, we consider a garage location problem in which highway 
maintenance requirements are no longer uniformly distributed but are weighted 
according to a function i|, denoting the number of trips required to service a 
unit length of highway. This garage location problem is analogous to the 
1 - median problem with weighted demand discussed in Section U.C. 
In Iowa, the major factors that contribute to highway maintenance 
requirements are the age of highway, the number of divided lanes, the 
average daily traffic, the type of pavement, and the amount of snowfall. 
Based on the author's familiarity with the Iowa road system (Nkansah, 1981a, 
1981b, 1982), the functional relationship between * and the above factors 
may be represented as 
* = b[wVir+ q] + sVt" (3*16) 
where 
b = number of divided lanes, 
h = age of highway, 
t = average daily traffic, 
q = number of trips per unit length of highway due to snow 
removal and ice control, 
w = a factor adjusting for the effect of age on type of pavement, 
s = a factor adjusting for the effect of traffic on type of pavement. 
Now, consider the network of Figure 3*2 and assume that the variables 
b, h, t, q, w, and s are constant on an edge (that is, * is 
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constant on an edge). Without loss of generality, let a unit length of 
highway be taken as one mile. Table 3*2 gives estimated values (per mile of 
highway) of b, h, t, q, w, s and hence, estimated values (per mile of high­
way) of <|) for the edges e. of the given network. 
Now, (|), as defined in this section, may be discontinuous at some proper 
intersection points. In fact, for the network of Figure 3»2, * is discon­
tinuous at all proper intersection points. Thus, in theory, we cannot use 
Theorem 2-3 since it requires 4»' to be continuous on a circuit. 
In this illustration, we will, from practical considerations, define 
the value of * at a proper intersection point to be the sum of the values 
of * on the edges incident at the point. Next, we will perceive the values 
of * in the neighborhood of a proper intersection point as being "locally 
distorted to create continuity of Then, we will employ Theorem 2-3 to 
solve this new problem and use the limiting solution, as the distortion 
tends to degeneracy, as the solution to the original problem. Indeed, 
with the value of 4 at a proper intersection point defined as above, the 
new problem will always be a reasonable approximation to the original problem. 
We acknowledge, however, that if the value of * at a proper intersection 
point is defined otherwise, there will probably be some few points on an 
edge that cannot be disqualified. 
As an example, consider edge 62 with minimal circuit Cez = eg+es-^eige+ee. 
We see that, in the limit, (|) is smaller than all values of and their 
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Estimated values (per mile of highway) of b, w, h, q, s, t, 
and * for the edges e. of Figure 3*2 
w h q s t * 
.6 27 2 .7 900 9.0 
.6 27 2 .7 700 8.7 
.6 27 2 .7 600 8.6 
.6 20 2 .7 1,600 9.1 
.6 30 2 .7 700 8.9 
.6 23 2 .7 1,500 9.2 
.6 18 2 .7 1,500 8.9 
.3 15 3 .5 3,000 12.0 
.3 10 2 .5 2,000 9.2 
.6 28 2 .7 1,800 9.7 
.6 28 2 .7 1,800 9.7 
.6 30 2 .7 1,800 9.8 
.6 30 2 .7 1,600 9.7 
.6 20 2 .7 1,600 9.1 
.6 30 2 .7 600 8.8 
.6 23 2 .7 1,400 9.2 
.6 24 2 .7 1,000 8.9 
.3 15 3 .5 3,000 12.0 
.3 15 3 .5 3,000 12.0 
.6 27 2 .7 700 8.7 
.6 27 2 .7 1,000 9.1 
.6 27 2 .7 600 8.6 
.6 30 2 .7 1,400 9.6 
.6 27 2 .7 600 8.6 
.6 27 2 .7 1,600 9.5 
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local distortions, on the circuit Ce:. Thus, in the above limiting sense, 
*(x) < <j){p(x)} for all xeBz. Hence, by Theorem 2*3, the interior points of 
62 can be disqualified. Using analogous argument, it is easily seen that 
the interior points of edges eg, e,, eis, e^o, eji, ejj» and eg^, can be 
disqualified. 
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4. The garage location problem with travel cost 
In some garage location problems, the travel cost between any two 
points in a network is neither proportional to distance nor proportional to 
a transform of distance, but may be viewed, more appropriately, as a func­
tion of the degree of difficulty in traversing the points of the network 
and also as a function of the loss of working time due to travel time. For 
purposes of simplifying the analysis, the degree of difficulty of travel 
will be assumed to be non-directional (i.e., the travel costs do not depend 
on the direction of travel). 
The non-directional travel cost envisaged in this section has two 
components: "vehicle related" travel cost which arises, purely, from the 
use of vehicles in traversing the itineraries of the network, and "labor-
related" travel cost which stems from the loss of working time due to travel 
time. 
If we denote by o the non-directional travel cost in dollars per trip 
per unit length, then we may write 
a = u + V (3*17) 
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where u is the labor-related travel cost in dollars per trip per unit length, 
and V is the vehicle-related travel cost in dollars per trip per unit length. 
The labor-related travel cost will be viewed as a penalty for the loss 
of working time due to travel time and will be estimated as an overtime cost. 
Thus, if it takes z hours to travel a unit length of highway and g is the 
overtime cost in dollars per hour, then u = gz. The vehicle-related travel 
cost will, on the other hand, be estimated as a combined vehicle deprecia­
tion and operating costs. 
For the network of Figure 3*2, we will assume maintenance vehicle 
average speeds of 40 mph on interstate highways, 35 mph on U.S. highways, 
and 30 mph on state highways. These speeds will be used to estimate z for 
the different highways. We will also assume a vehicle depreciation and 
operating costs of 20 cents per mile on interstate highways, 22 cents per 
mile on U.S. highways, and 25 cents per mile on state highways. Finally, 
we will assume that u and v (and hence, a) are constant on an edge. Table 
3-3 gives estimated values (per mile of highway) of u, v and * for the edges 
e^ of the given network. It also shows the cost T(= ||e.|| o(e.)) of traver­
sing edge e^, where a(e^.) is the value of a on edge e^. 
Now, a, as defined above, is integrable and bounded on the given network 
and also continuous on every edge. We will, therefore, use Theorems 2*4 and 
2*5 to determine whether or not the interior points of some of the edges of 
the network can be disqualified. Before we do this, however, let us recall 
that if travel cost is determined by a function a, then a minimal circuit Ce^ 
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Table 3.3. Estimated values (per mile of highway) of u, v, a» and T 
for the edges e. of Figure 3.2 
Edge 3 z u V a II II T 
ei 6 .033 .198 .25 .45 22 9.9 
02 6 .033 .198 .25 .45 14 6.3 
63 6 .033 .198 .25 .45 8 3.6 
64 6 .029 .174 .22 .39 17 6.6 
65 6 .033 .198 .22 .39 21 8.2 
66 6 .029 .174 .22 .39 14 5.5 
67 6 .029 .174 .22 .39 15 5.9 
68 6 .025 .150 .20 .35 14 4.9 
69 6 .025 .150 .20 .35 4 1.4 
©10 6 .029 .174 .22 .39 4 1.6 
611 6 .029 .174 .22 .39 15 5.9 
612 6 .029 .174 .22 .39 9 3.5 
613 6 .029 .174 .22 .39 14 5.5 
614 6 .029 .174 .22 .39 19 7.4 
6% 5 6 .033 .198 .22 .39 22 8.6 
616 6 .029 .174 .22 .39 17 6.6 
617 6 .029 .174 .22 .39 21 8.2 
6ie 6 .025 .150 .20 .35 3 1.1 
619 6 .025 .150 .20 .35 26 9.1 
620 6 .033 .198 .22 .39 8 3.1 
621 6 .033 .198 .22 .39 4 1.6 
622 6 .033 .198 .22 .39 15 5.9 
623 6 .029 .174 .22 .39 2 0.8 
624 6 .033 .198 .22 .39 19 7.4 
625 6 .029 .174 .22 .39 2 0.8 
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for edge e^ is a circuit having the least travel cost among all the circuits 
containing e^.. Also, t{y',y") is the least travel cost itinerary between 
points y' and y", and Y(A,x) and Y(B,x) are as defined in Section II.D. 
Examining the values of a in the network of Figure 3*2, we observe that 
a is constant on the minimal circuits Ceii(= eii->ei6-»«2 3-»«22-»^i7), Ceiz 
{= 6i2"^®15"*6i6 ) » Ceji» (= ei 5-^62 4->^2 3 ) , Cei5 (= Cei2), Cei6 
(= Cei2)» Ce22 (= Ceil), Ce23 (= Cen), Ce24 (- Cem), and Ce25 (- Cei*). 
Hence, according to Theorem 2'5, the interior points of edges en, ei2, em, 
eis, eis, 622, e23, e2«», and 625, can be disqualified. 
We will next examine the remaining edges using Theorem 2«4. Since a is 
constant on an edge, we need only investigate the behavior of || Y(A,x) || -
II Y(B,x) II on each edge e. as x moves on e. from Ae. to Be^. 
Before considering an example, let us examine the structure of 
II Y(A,x) II - II Y(B,x) II. First, we observe that, depending on the position 
of X on edge e^, there may be circuits Ci, C2, , containing e. but 
different from the minimal circuit Ce., such that 
1. The maintenance requirements on Cj which are not on Ce. could 
optimally be serviced only through clockwise and counterclockwise 
movements from x along C.. 
2. There are intervals Ji, J2, •••, Og on e. such that if xeJ^ then 
a polar of x occurs on some Cj. 
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3. As X moves (counterclockwise) in an interval the 
corresponding polar of x on Cj also moves in the counter­
clockwise direction. 
Thus, if we consider edge eif of Figure 3*2 and take the counterclockwise 
direction along ei» as being from H s to Hi», then as x moves from Hg to Hi» 
through the points Eg, Es, and Ei», polars of x occur and move on the 
circuits Cei» = ei»->ei3->e5-»^3, Ci = ei^+eig-^eig-^eg-^eg-^eg, C2 = eij->-ei3-»ei2"*^ii"*" 
61» Cg = eij-+ei3->ex2"^ii"*^io"^9"*^8"*®i"*^2"^3 » 3nd Ci| 5 eij-»€]_ij-»-
@25-»^e234^15-^e5-»e3. Specifically, on Ce*, p(x) first occurs at Eg and 
then moves to E? through Hg as x moves from H5 to Hi»; on Ci, "p(x) first 
occurs at E2 and then moves to Eg through H2 as x moves from Hg to Ei,; on 
C2, ^(x) first occurs at Ei and then moves to Eg through Hi as x moves from 
Eg to El,; on C3, p(x) first occurs at Hi and then moves to Eio as x moves 
from Es to Ei»; and, finally, on Ci,, "p(x) first occurs at En and then moves 
to Ei2 as X moves from E4 to H^. 
It is clear, from the foregoing discussion, that as x moves (counter­
clockwise) along e. from Ae^ toward Be., the polars of x on Cj, j=l, 2, •••, 
A, and on Ce^ traverse edges or segments of edges. Let R(x) be the set of 
edges or segments of edges traversed by the polars of x as x moves along 
e^. from Ae^. Then the norm || Y(A,x) || may be expressed as 
II Y(A,x) II = II Y(A,Ae.) || + || te.(Ae.,x) || -X II tej(y' ,y") || (3.18) 
ejER(x) 
where Y(A,Ae.) is the set Y(A,x) with x = Ae., te.(Ae.,x) is the least cost 
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itinerary from Ae. to x along e., and te.(y',y") is the least cost itinerary 
1 1 J 
traversed by "p(x) from y' to y" on e^. 
Similarly, 
I I  Y(B,x) I I  = I I  Y(B,Ae.) || - || te.(Ae.,x) || +2|| t e . { y \ y " )  || (3.19) 
e^eRCx) 
so that 
II Y(A,x) II - II V(B,x) II = II V(A,Ae,) II - II Y(B,Ae,) || 
+ 2 [ ||te^(Ae^,x) II -2II tej(y'.y")|| ] (3-20) 
ejeR(x) 
Clearly, the first and second terms of (3*20) do not depend on x. Hence, to 
investigate the behavior of || Y(A,x) || - || Y(B,x) || on e., we need only 
examine 
Q(x) = 11 te^.(Ae.,x) H - 211 tej(y',y") H 
ej.eR(x) 
= Qi(x) - Qzfx) 
Now, both Qi(x) and Qzfx) are increasing functions of x. Hence, Q(x) will 
be non-increasing if Qzfx) increases faster than Qi(x) as x moves along e. 
from Ae^. 
As an example, consider edge en of Figure 3*2 and allow x to move to a 
point L miles from Hs. If x is between Hs and Eg, then 
Qi(x) = 11 te4(Hs,x) II = L 
and 
R(x) = {te5(E3,p(x)), te2{E2,p(x))} 
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so that 
Qzfx) = II te5(E3,p(x)) II + II te2{E2,p(x)) || 
= 1.9L 
It is also clear that, for x between Eg and Hi,, Qi(x) = L and Q2(x) > 1.9L. 
Thus, Q{x) decreases as x moves from Hg to along ei,. It follows from 
Theorem 2*4, therefore, that the interior points of e,, can be disqualified. 
Next, consider edge e^e and take the counterclockwise direction (along 
eis) to be from Hio to Hn. As x moves from Hio to H^, p(x) moves from E13 
to Ell, along minimal circuit Ceia = ei8->ei9-»«2o-»^2i-»^i7->®io-^9* the only 
circuit in the network on which p(x) occurs. 
Nov^ suppose X moves along eie to a point L miles from Hiq. If X is 
between Hio and Eis, then 
Qi(x) = 11 tei8(Hio,x) 11 = L 
and 
R(x) = {te2o(Ei3,p(x))} 
so that 
Q2(x) = II te2o(Ei3,p(x)) II 
= 0.9L 
Thus, Q(x) increases as x moves from Hio to E15. Hence, by Theorem 2'4, the 
interior points of Eia cannot be disqualified. 
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Proceeding as above, we see that the interior points of edges ei», eg, 
eg, e?, 68, eg, eio, eis, en, ego, and ezi, can be disqualified whereas 
those of ei8 and eig cannot be disqualified. Thus, with the exception of 
ei8 and eig, the interior points of all edges e. of the given network can be 
disqualified. 
5. The weighted garage location problem 
Suppose, for the given network, maintenance requirements are distributed 
according to a function * and travel cost is determined by a function o. 
Specifically, suppose 0 and a are as defined in (3*16) and (3«17). Under 
these conditions, the problem of optimally locating a maintenance garage may 
be regarded as a special case of the weighted 1 - median problem discussed 
in Section II.E., i.e., a weighted 1 - median problem with X{g(x,y)} = 
g(x,y). We will, in this section, use the chosen functions $ and o to 
illustrate how Theorem 2*6 can be used to eliminate the interior points of 
some edges. 
Clearly, since X{g(x,y)} = g(x,y), we have x'{g(x,y)} = 1 so that 
p = (i>x' = (|). This means that the integrability assumption of p is equiva­
lent to integrability of But <|) as defined for the given network is 
integrable. Thus, we may use Theorem 2*6 to disqualify interior points of 
edges. 
In Theorem 2-6, let 
F(A,x) = J *(y)x'{g(x,y)}ds 
yeY(A,x) 
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F(B,x) = j  <|»(y) x '{g(x,y)}ds. 
yeY(B,x) 
We want to examine the structure of F(A,x) - F(B,x) under the assumptions of 
this section. Clearly, 
F(A,x) = J<()(y)ds 
yeY{A,x) 
= J 'l>(y)ds + J < t ){y)ds + X  J <l>(y)ds 
yeY(A,Ae.)<yete^(Ae.,x) ejeR(x) yetej(y',y") 
where the last equality is due to (3*18). Also, since * is constant on an 
edge, we may write 
F(A,x) = 2 *(e^) II Ye|^(A,Ae^.) || + || te^(Ae.,x) || 
e|^eY(A,Ae^.) 
-Z *(ej) II tej(y' ,y") || 
ejGR(x) 
where *(e) denotes the value of * on edge e and Ye^(A,Ae^) denotes the set 
of points of edge belonging to Y(A,Ae.)-
Similarly, 
F(B,x) =5i<|)(e,^) II Ye^(B,Ae.) || - <|)(e^)|| te^(Ae,,x) || 
e|^eY(B,Ae^.) 
+ Z*(ej) II tej(y'y") ||. 
ejGR(x) 
Thus, F(A,x) - F(B,x) depends on x only through 
F(x) = *(e.) II te.(Ae.,x) || -2*(ej) || tej(y',y") || = Fi(x) - FaCx). 
ejGR(x) 
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Now, a is constant on an edge. Hence, in order to apply Theorem 2,6, we 
need only investigate the behavior of F(x) on edge e. as x moves from Ae^ 
to Be^. 
Here again, both Fi(x) and fzM are increasing functions of x. Hence, 
for F(x) to be non-increasing,,.F2(x) must increase faster than Fi(x). 
As an example, we will again consider edge e» and allow x to move to a 
point L miles from Hs. If x is between Hs and Ee, then 
Fi(x) = *(e4) II tei»(H5,x) || = 9.1L 
and 
F2(x) = ^(es) II tes(E3,p(x)) II + 4(6%)|| tej(E2,p(x)) || 
= (8.9) (-|||)L + (8.7)(^)L 
= 16.4L. 
It is also clear that, for x between Ee and Hi», Fi(x) = 9.1L and FjCx) > 
16.4L. Thus, F(x) decreases as x moves from Hg to Hi». Hence, by Theorem 
2*6, the interior points of ei» can be disqualified. 
If we now consider eis and allow x to move along it to a point L miles 
from Hio, then, for x between Hi, and Eis, 
Fi(x) = $(ei8) II tei9(Hio»x) || = 12L 
and 
Fzfx) = 4(620) II te2o(Ex3,p(x)) II = (8.7)(^)L 
= 7.8L 
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Thus, F(x) increases as x moves from to E15. Hence, by Theorem 2.6, the 
interior points of e^g cannot be disqualified. 
Proceeding as above, the interior points of edges e., i=l, ., 13, 15, 
16, 17, 20 25, can be disqualified, whereas those of e^g and 619 
cannot be disqualified. 
6. The unwei ghted p - garage 1ocati on problem 
Suppose p garages are to be located in a network so as to minimize the 
collective distances from these garages to all the points of the network. 
Then it is clear from the previous discussions that we have, in fact, an 
unweighted p - median problem, a problem discussed in Section II.F. As 
pointed out in that section, the p - median problem, and hence, the p - gar­
age location problem, is a very difficult problem with no simple solutions. 
For certain types of networks, however, the results contained in Theorems 
2.7 and 2.8 may be useful in disqualifying the interior points of some 
p-tuple edges. In this section, we will examine the network of Figure 3.2 
in the context of Theorems 2.7 and 2.8. 
Now, consider the problem of locating two garages in the network of , 
Figure 3.2. Since there are 25 edges of interest (i.e., the edges e^, i=l, 
..., 25), there are pairs of edges to examine if the two garages are 
not to be located on the same edge. We will concern ourselves with those 
pairs of edges that are distant (i.e., those pairs of edges that belong to 
disjoint minimal circuits, where, by definition, minimal circuits Ce^ and 
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and CEj are disjoint if for all points y on Ce., any x^. on e^, and any Xj 
on ej, D(y,x^) < D(y,Xj)). In this section, a minimal circuit is to be 
interpreted as a circuit with the shortest length among all the circuits 
containing e. 
As an example, consider minimal circuits Ce3 = 63^1,4^13^g^^nd Ceg = 
e8-»«7-^9. A little reflection shows that Ce, and Ceg are disjoint minimal 
circuits and hence edges 63 and eg are distant. Therefore, by Theorem 2.7, 
if the two garages are to be located on edges 63 and then the interior 
points of these edges can simultaneously be disqualified. 
Now, in addition to Ceg and Ce*, consider the following minimal circuits: 
Ceg = e2->e5->ei2"*"®6 
Cei2 = 
Ce^i = * 
Then, regarding the network of Figure 3'2, it is easily seen that all pairs 
of minimal circuits that are disjoint and the corresponding pairs of edges 
that are distant are those given in Table 3*4. Thus, by Theorem 2.7, if the 
optimal locations of the two garages are to be on any of those pairs of 
distant edges, then both optimal locations are proper intersection points. 
Next, suppose three garages are to be located on the given network. 
Then, in order to employ Theorem 2.8, we have to identify 3-tuple disjoint 
minimal circuits. A little reflection shows that there are no 3-tuple dis­
joint minimal circuits. In fact, there are no p-tuple disjoint minimal 
circuits for p>3. Thus, Theorem 2.8 is not useful for these problems. 
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Table 3*4. Pairs of disjoint minimal circuits and the corresponding pairs 
of distant edges in the network of Figure 3*2 
Pairs of disjoint minimal circuits Pairs of distant edges 
Ce21 Ce2i ez, @21 
Ceg, Ce, 63, e. 
Ce 3, Cei, = Cezi e.3. 61, 
C63, Cei, = Cegi eg. ei9 
Ce 3, CegQ = Ceg1 es, ego 
Ceij = Ce g, Ce, 64. e, 
Ce^, Cei, e^. ei. 
Ce^, Cei9 e^, ei9 
CBI^  , Cejo e^, eg 0 
Ce\, Cegi e^. ezi 
0
 (D III 0
 
m
 
to Cego eg , ^2 0 
Ce 5 » Ceji es. e2i 
Ceg = Ceg, Ce? H Ce, eg. e? 
Ceg, Ceio = Cegi e,, eio 
Ceg, Cei, e,. ei. 
cd S I
II is. 3 Cei2 e?. ei2 
Côy , Cei3 = Ceg e?. ei3 
Ce y , Cex6 = Cei2 e?. ei6 
Ce,. CSl2 s,» ei2 
Ce,, Cei3 e,. ei3 
Ce,. CeiG e,. ei6 
Ceg = Ceg, Cei2 e,» ei2 
Ce,, Cei 3 e,, ei3 
Ce,, CeiG e,, ei6 
C®io = CSai» Cei2 GlO t 612 
Ceio' Csi, eio, ei3 
Ce^ g ,  Ceie ei2, 61, 
Ce^g Cej, Cei7 - Ce2i 613, ei7 
Cei3> Cei, 6x3, eia 
Cejo, Ce24 620 9 e2 4 
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7. Comparison of results 
The 1 - garage location problem has been discussed in the previous 
sections for different objective functions. We saw that the number of edges 
with interior points disqualified varied with the type of objective function 
under consideration. Table 3*5 shows the edges e. with disqualified inter­
ior points for the various types of the 1 - garage location problem. 
Table 3*5. Edges e^ with disqualified interior points for the various 
types of the 1 - garage location problem 
Type of 1 - garage problem Edges e. with disqualified 
interior points 
Unweighted 
Transformed distance 
Weighted demand 
Travel cost 
Weighted 
All 25 edges 
All 25 edges 
Bit 63* e?, ei5, ezo, ezi, ezz, 
and 62 if 
All edges except eis and ei* 
All edges except 614, eis and eig 
It is clear from the above table that, for the network of Figure 3*2, 
the 1 - garage location problem with weighted demand is the most difficult 
problem to solve. The conditions for the disqualification of interior 
points of edges for this problem are more stingent than the corresponding 
conditions for the other problems. 
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We also note that, since the objective function for the various 
1 - garage problems are different, the optimal garage location may be 
different for the different problems considered. 
Finally, we saw that the problem of optimally locating two garages 
in the network of Figure 3*2 is much more difficult to solve than the 
1 - garage location problem. 
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IV. CONCLUSIONS AND RECOMMENDATIONS 
In this chapter, we will discuss some conclusions regarding the results 
of this research and then give some recommendations with regard to further 
study on this topic. 
A. Conclusions 
This thesis has generalized the p - median problem to the case where 
demand is continuously distributed and travel cost is not necessarily 
proportional to distance. In this generalized version, discussions were 
given in terms of points that are natural and distinguishing in the network 
context, i.e., proper intersection points and interior points, thus avoiding 
the less useful "vertices and nodes" terminologies commonly found in the 
literature. 
For the 1 - median problem with uniformly distributed demand and with 
the objective of minimizing distance, we saw that membership of a circuit 
by an edge is sufficient for the disqualification of the interior points 
of the edge. However, for other versions, where demand is weighted accord­
ing to some function or the objective is a minimization of some complex 
function of distance, additional conditions (related to properties of such 
functions) were given to eliminate interior points of edges. We also saw 
that if demand is unweighted and the objective is a minimization of some 
travel cost functions, then membership of a circuit is no longer required; 
instead, conditions (related to properties of such functions) were given 
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to eliminate interior points of edges. We further saw that in the general 
case where demand is weighted and travel cost is not proportional to distance, 
the conditions for eliminating interior points are much more restrictive. 
In general, the p - median problem is very difficult to solve for p>2. 
We saw that for the unweighted 2 - median problem only interior points of 
edges belonging to disjoint minimal circuits could be disqualified. 
Finally, we were able to model the maintenance garage location problem 
as a median problem. The illustration considered showed that the problem 
of locating one garage in a given network can be solved by the results 
obtained for the 1 - median problem. 
B. Recommendations 
For p>2, the p - median problem with continuously distributed demand is 
still an unsolved problem. In this regard, we recommend that the problem be 
investigated further. We also recommend that the 1 - median problem be 
re-examined for the case where capacity restrictions are Imposed on the 
supply sources. 
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APPENDIX: PROCEDURE FOR DETERMINING 
MAINTENANCE GARAGE LOCATION, 
IOWA DEPARTMENT OF TRANSPORTATION 
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1. On large scale map of the district indicate location of present new 
garages. (We are locked-in at these locations.) 
2. Indicate new garages in all maintenance areas adjacent to the District 
being reviewed. 
3. From map prepared in '67, show location of garages we are committed to 
close — both in the District and in adjacent areas. 
4. Identify all roads that will be dropped or added to the system because 
of reclassification or construction. 
5. On the map show mileage for each highway segment. (Mileage between 
junctions, town and junction, etc.). 
6. Starting with a "fixed" location, color roads that can be covered in 
"one hour turn around time" 15 miles to 20 miles including deadhead 
time. Use 15 to 20 mph for plowing speed and 30 to 35 mph for deadhead 
speed. No "run" should be shorter than 12 miles and should not end at 
adjacent garage location. (May be exceptions in urban areas like Des 
Moines or Cedar Rapids.) 
7. From 2 lane miles & number of Interchanges determine garage size. If 
more than 22 stalls consider second garage In areas. (Some place 
between 20 and 25 stalls the unit becomes too congested and unwieldy 
to handle from one location. Virtually all facilities and equipment are 
going to be duplicated anyway.) 
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8. Tabulate each "run", number of trucks to be assigned to the run, 
plowing time, deadhead time. 
9. Analyze data secured in "8" to' see if change in location (if possible) 
could reduce "deadhead" time or equipment of area being analyzed or in 
adjacent area. Could another area handle run more efficiently? Could 
change in road assignment help equalize work load? 
10. Repeat process for present garage locations — to determine if still 
suitable or should be moved to more favorable location or eliminated. 
NOTE: On Priority 2 roads — a 20 to 25 mile run is not an unacceptable 
situation. 
"Outlying" shops of four men or less should be avoided. 
