The finite-Reynolds-number three-dimensional flow in a channel bounded by one and two parallel porous walls is studied numerically. The porous medium is modelled by spheres in a simple cubic arrangement. Detailed results on the flow structure and the hydrodynamic forces and couple acting on the sphere layer bounding the porous medium are reported and their dependence on the Reynolds number illustrated. It is shown that, at finite Reynolds numbers, a lift force acts on the spheres, which may be expected to contribute to the mobilization of bottom sediments. The results for the slip velocity at the surface of the porous layers are compared with the phenomenological Beavers-Joseph model. It is found that the values of the slip coefficient for pressure-driven and shear-driven flow are somewhat different, and also depend on the Reynolds number. A modification of the relation is suggested to deal with these features. The Appendix provides an alternative derivation of this modified relation.
Introduction
The flow over the surface of a fluid-saturated porous medium is encountered in a variety of important situations such as the bottom of water bodies (see e.g. Ouriemi, Aussillous & Guazzelli 2009; Seminara 2010) , cracks in liquid-permeated rocks (see e.g. Koplik, Levine & Zee 1983; Popov, Efendiev & Qin 2009 ), irrigation (see e.g. Furman 2008 , filtration (see e.g. Hanspal et al. 2006) , material processing (see e.g. Le Bars & Worster 2006) , biological interfaces (see e.g. Khakpour & Vafai 2008 ) and many others.
While Darcy's law is commonly used to describe the flow in the bulk of the porous medium, there is no unique prescription on how to join the Darcy velocity to the unobstructed flow on the other side of the porous medium interface. The well-known Brinkman equation augments Darcy's law by a viscous term similar to the one present in the Navier-Stokes momentum equation, which permits a smooth transition across the interface (see e.g. Neale & Nader 1974; Vafai & Kim 1990; Alazmi & Vafai 2001 ; Le Bars & Worster 2006; Nield & Kuznetsov 2009 ). However, questions arise as to the proper viscosity parameter to use in the Brinkman model (see e.g. Koplik et al. 1983; Martys, Bentz & Garboczi 1994; Goyeau et al. 2003; Le Bars & Worster 2006) and, furthermore, the predicted length scale for the penetration of the flow into the porous medium is found to be at variance with the available data (see e.g. Goharzadeh, Khalili & Jørgensen 2005; Ghisalberti 2009; Morad & Khalili 2009; Pokrajac & Manes 2009) .
A different approach was initiated by Beavers & Joseph (1967) (see also Nield 2009 ) who postulated an interface relation of the form
where U = U (z) is the mean velocity in the flow direction x, U i is the slip velocity at the porous medium interface z = 0, κ is the permeability and α is a phenomenological dimensionless parameter. The Darcy velocity U D , which represents the mean flow rate per unit area in the bulk of the porous medium, is given by 2) in which dP /dx is an imposed mean pressure gradient and µ is the fluid viscosity. In this picture, on traversing the interface, the velocity undergoes a discontinuity from U Much of this work relies on a variety of hypotheses and assumptions which, while eminently plausible, it has proven difficult to scrutinize in detail. The early experimental work, such as the original one of Beavers & Joseph (1967) and related subsequent studies, gave only indirect evidence as to the nature of the interfacial phenomena. More recent attempts, such as those of Goharzadeh et al. (2005) , Morad & Khalili (2009) and Pokrajac & Manes (2009) , have difficulties resolving the flow very near the porous medium interface. Analytical work is limited to somewhat artificial situations (see e.g. Richardson 1971; Taylor 1971) or relatively high porosities (see e.g. James & Davis 2001) . Numerical simulations have been carried out in the Stokes regime (Larson & Higdon 1987) , for flow over banks of cylinders (Sahraoui & Kaviany 1992; Zhang & Prosperetti 2009 ) and for arrays of cubes (Breugem, Boersma & Uittenbogaard 2005; Chandesris & Jamet 2009; Valdés-Parada et al. 2009 ).
The purpose of the present paper is to describe the results of finite-Reynolds-number numerical simulations over a model porous medium made of spheres arranged in a simple cubic pattern (figure 1). We first describe several features of the flow and calculate forces and torque on the spheres. In particular, we find a non-zero lift force on the particles in the top layer of the porous medium which may play a role on the transport of bottom sediments. Then we examine the Beavers-Joseph relation (1.1) and find that the coefficient α necessary to describe the simulation results is different for pressure-driven and shear-driven conditions, and depends on the Reynolds number. We had already found an indication of these features in an earlier study of the flow over a cylinder bank (Zhang & Prosperetti 2009 ), but here the analysis is carried out for the more realistic three-dimensional case and is more detailed. A modified relation capable of accounting for both situations is introduced. We also quantify the requirement of scale separation postulated in earlier theoretical Figure 1 . The situation studied in this paper. The two computational domains used are shown by the dashed area; periodicity is assumed along the three coordinate directions. studies of the interfacial phenomena finding that it is more readily met in shear than in pressure-driven flow and, in both cases, it is less stringent than might be expected a priori.
Mathematical model
The flow situation we consider is shown in figure 1 , where the dashed lines show the two domains used in the computations. The conditions at the boundaries of these domains enforce a triple periodicity in space, with the spheres arranged in simple cubic lattices. In the main flow direction x and in the direction y normal to the page, the spatial period is L = 2(a + δ), where a is the sphere radius and 2δ is the minimum gap between two adjacent spheres. In the vertical direction z the period is N s L + H − 2δ where N s = 4 or 6 is the number of spheres stacked vertically in the computational domain (see dashed lines in figure 1 ). The correction 2δ accounts for the fact that the clear-channel width H includes part of the cell corresponding to the two spheres facing it (see figure 1). If we define the bulk sphere volume fraction by
As will be shown later, the flow is essentially triply periodic with period L already one sphere layer away from the unobstructed channel so that, in effect, even such a small number of spheres is already sufficient to simulate infinite porous media.
We solve the incompressible Navier-Stokes equations
Here, u and p are the velocity and perturbation pressure fields, ρ and ν = µ/ρ are the fluid density and kinematic viscosity, i is a unit vector in the main flow direction x and
is the acceleration caused by the imposed mean pressure gradient. This system is solved imposing on all the variables the same spatial periodicity as that of the unit cell; on the faces of the cell parallel to the main flow direction, the normal velocity components are set to 0. We solve the initial-value problem, but all the results presented in this paper are for steady-state conditions.
Velocity scales
There are several velocity and length scales in the problem, each one of which is appropriate to describe a different aspect of the flow.
The mean flow rate in a plane channel bounded by two parallel no-slip plates separated by a distance H is related to the imposed pressure gradient −ρG by
With this velocity scale we can define a Reynolds number Re H for flow in the unobstructed channel by
In order to obtain an estimate of the slip velocity U i appearing in the BeaversJoseph relation (1.1), we take α = 1, neglect U D and use the standard Poiseuille result for dU/dz, which is independent of wall slip; the result is
The particles in the sphere layer facing the channel are subjected to a velocity of this order of magnitude, which permits us to define a particle Reynolds number Re p by
From these expressions we readily find that 5) which shows that, since √ κ must be smaller than H for an average treatment to be justified, one usually has U D U * U m .
The velocity U * represents only an estimate of the velocity at the interface. The more precise estimate of U i which we obtain from the numerical simulations permits us to define an interfacial Reynolds number Re i from
Since Re i /Re p = U i /U * , this ratio may be expected to be a number close to 1.
Forces
We will show results for the force and couple on the spheres in the top layer. For the former, an appropriate scale F * is the shear stress at the interface, τ w µdU/dz| z = 0+ multiplied by a measure of the particle area, πa 2 . For the couple, the appropriate scale T * is the scale for the force multiplied by the particle radius a. Thus, we define
If the momentum equation (2.4) is integrated over the computational domain of volume V , using incompressibility, periodicity, the no-slip condition and the divergence theorem, one readily finds
in which
with τ the viscous stress tensor and n the outer normal, is the hydrodynamic force on the j th sphere. Because of the incompressibility condition, the integral in the left-hand side is independent of the position of the point from which the position vector x is measured and, by the definition of the particle volume fraction β, V (1 − β) is the total volume of fluid in the computational domain. The cross-stream components of (4.2) simply reduce to A similar argument applied to a cell of volume L 3 of an infinite porous medium modelled as spheres in a simple cubic arrangement gives
Upon using (2.1), this relation gives the following expression for the so-called Darcy number κ/a 2 :
Relations (4.4), (4.5) and (4.7) will be useful to test the numerical accuracy of our method as shown in the next section.
Numerical method and validation
As in our previous paper (Zhang & Prosperetti 2009 ), our numerical simulations are carried out using the physalis method which, for the present three-dimensional situation, is described in detail in Zhang & Prosperetti (2005) . The method is essentially of the immersed boundary type, with an important twist. Due to the no-slip condition, in the immediate neighbourhood of each particle, the Navier-Stokes equations can be accurately approximated by the linearized Stokes equations whatever Sangani & Acrivos (1982) .
the Reynolds number. For example, it was shown in Zhang & Prosperetti (2005) that, even at a Reynolds number of 50, the Stokes approximation is accurate up to distances of 10 % of the particle radius and beyond. As the Reynolds number increases, the region where this approximation is applicable shrinks, but is never zero. For spheres, the Stokes solution can be expressed in analytic form as a superposition of modes containing undetermined coefficients, which are calculated by matching the local analytic solution with a finite difference solution away from the particles. The latter is calculated by a standard first-order projection method. A notable feature of the method is that the no-slip condition at the surface of the spheres is satisfied exactly and the first few coefficients of the expansion directly give the hydrodynamic force and couple on the spheres, avoiding the need to integrate the fluid stress over their surface.
In order to increase the accuracy of the method, in this work the part of the flow domain containing particles was discretized with a grid finer by a factor of 2 in each direction with respect to the grid used elsewhere in the computational domain similarly to an earlier paper (Liu & Prosperetti 2010) . Matching between the Stokes solution and the finite-difference solution was carried out at the nodes adjacent to the particle surface, i.e. at a distance from the surface of at most about one fine-mesh length. The fine grid extended at least eight small cells into the unobstructed flow region.
Just as in the cylinder case of our earlier paper (Zhang & Prosperetti 2009) , and as shown below, we found that the flow below the outer sphere layer was essentially independent of distance from the clear fluid region and therefore behaved like the flow in an infinitely periodic porous medium with a cubic fundamental cell of side L and a sphere volume fraction given by (2.1). This observation permits us to validate the calculation by comparing the permeability resulting from our calculation with that reported in the literature. Sangani & Acrivos (1982) and Zick & Homsy (1982) have calculated the dimensionless force K defined in (4.6) as a function of the volume fraction β for Stokes flow. Although here we solve the full Navier-Stokes equations, for small pressure gradients the effect of inertia is so small as to be negligible. We compare our results with Sangani & Acrivos's in table 1 for a 3 G/ν 2 = 0.01. Here x is the mesh size of the fine grid surrounding the particles and N t is the order of truncation of the infinite series representing the local Stokes-flow solution near the spheres. Note that N t = 3 corresponds to retaining a total of 46 coefficients while, with N t = 4, 73 coefficients are retained. Another test can be conducted at finite Reynolds number by examining the accuracy with which the force relations (4.4) and (4.5) are verified. Some results are shown in table 2 for different G with β = 0.303 and H/a = 10. These results have been calculated with N t = 3. We did some tests with N t = 4, finding differences of the order of a small fraction of 1 %. Similarly, we have found that the difference between the computed force in the flow direction and the expression (7.1) shown below was less than 1 %.
The results of these tests indicate convergence as the mesh is refined and the number of coefficients increased. The results shown below have been obtained with N t = 3 and between 7 and 10 fine-grid mesh lengths per sphere radius.
As the particle volume fraction increases the spheres get closer and closer, which requires the use of a progressively finer mesh in the gaps between them and of many more terms in the analytic Stokes solution. In order to maintain the computational load reasonable, it would be necessary to use different grids inside and near the porous medium and in the channel. This flexibility is not yet implemented in our code. Thus, in this paper, we limit ourselves to relatively high porosities with a maximum particle volume fraction of about 30 %.
Flow field
With the simple cubic sphere arrangement specified, there are only three independent dimensionless parameters for the problem as specified. We take them to be the particle volume fraction, the dimensionless channel height and the dimensionless imposed pressure gradient:
(6.1)
The channel and particle Reynolds numbers Re H and Re p are related to the dimensionless channel height, permeability and pressure gradient by
We begin our description of the flow field by showing in figures 2-4 several sections of the stream surfaces in the region between two consecutive spheres in the top layer facing the unobstructed channel. The channel height is H/a = 10, the dimensionless The sections are with y = const. planes (see figure 1 ) at distances 0.8 a, 0.5 a, 0.3 a and 0 from the sphere centre; the plane y = 0 is the plane of symmetry through the sphere centre. In the figures the entire sphere is shaded, but the diameter of the circle cut by the plane of the figure is evident from the points where stream surfaces begin and end. In interpreting these figures it should be kept in mind that only the cut with the symmetry planes (last panel in each group) shows actual streamlines; the other images show cuts of the stream surfaces. The small irregularities near the sphere surfaces are artefacts of the plotting subroutine and should be disregarded.
For the very small pressure gradient a 3 G/ν 2 = 0.01 (figure 2), corresponding to Re H = 0.833 and Re p = 0.0244, the streamlines on the symmetry midplane and the neighbouring stream surfaces show vortices with upstream/downstream symmetry as expected. These structures are similar to those of the two-dimensional case of Zhang & Prosperetti (2009) . The outermost cut at 0.8 a, which is farthest from the centre, shows an open loop similar to the two-dimensional results at small volume fraction. It is as if the curvature of the flow in the direction normal to the page is not a very significant feature and the flow essentially responds to the obstructed area fraction in the plane of the cut in a quasi-two-dimensional fashion.
The situation is different at the higher Reynolds numbers. A marked upstream/downstream asymmetry is evident already for a pressure gradient a 3 G/ν 2 = 1, for which Re H = 83.3 and Re p = 2.44 ( figure 3 ). There is a clear streamline/stream surface separation from the upstream sphere and reattachment to the downstream one. The stagnation point on the symmetry plane on the downstream sphere has a three-dimensional nature, so that the flow is not simply deflected up or down as in the two-dimensional case, but also sideways. This circumstance confers to the flow structures in the gap a markedly different appearance from those found in the case of cylinders. These features are even more evident for a 3 G/ν 2 = 10, for which Re H = 833 and Re p = 24.4 (figure 4). One notices the presence of three-dimensional separation bubbles the axes of which approximately and partially follow 'parallels' on the sphere surfaces normal to the page. The general structure of these stream surfaces has similarities with those sketched in figure 7 of Pokrajac & Manes (2009) . In particular, near the symmetry plane one observes similar closed streamlines in the gap and a similar rise and fall of the streamlines in the cuts further removed from the plane of symmetry.
The pressure distributions on the plane of symmetry (figure 5) show high and low pressures near the points of reattachment and separation. In the figure the arbitrary pressure constant has been fixed by requiring the same pressure values at the point protruding the farthest into the unobstructed channel. The pressure distribution in excess of the mean surface value on the surface of the spheres is shown in figure 6 . In this figure the topmost point of the sphere surface corresponds to θ = 0 and the lowest one to θ = π. The mean flow is directed from φ = π toward φ = 0 and the cross-stream direction runs from φ = 3 2 π to φ = 1 2 π. It may be noticed that, except for the low-Reynolds-number case a 3 G/ν 2 = 0.01, the maximum pressure is consistently smaller than the minimum and, furthermore, that the point of maximum pressure tends to be lower than that of minimum pressure. The combination of these two features contributes to a lift force on the spheres as will be seen later.
Models based on the Brinkman equation with the same viscosity as the pure fluid predict a depth of penetration of the unobstructed channel flow into the porous medium of the order of ). The same conclusion was found in the two-dimensional case of Zhang & Prosperetti (2009) . In order to examine this feature in the present situation, we study the depth dependence of the horizontally averaged x-velocity, namely
The left panel of figure 7 is a graph of this quantity normalized by the Darcy velocity (1.2) for a 3 G/ν 2 = 0.01, 1 and 10 and β = 0.303. For the reasons explained by Sahraoui & Kaviany (1992) and James & Davis (2001) , we take the interface z = 0 of the porous medium as the plane tangent to the topmost sphere layer and we denote the mean slip velocity on this plane by U i = U (z = 0). The sphere centres are at z/a = −1 and z/a −3.4. For the three cases, the results between z = 0 and z = −1 are close and, to this extent, the Brinkman prediction may be considered verified. For a near-indistinguishability of the velocity distributions, however, which would imply the validity of Darcy's law, one has to go deeper, below the line of centres of the first sphere layer. We find that this depth is about four times the Brinkman prediction, which also implies a good match between our computations and experiment.
The average velocity distributions between the top and the next-to-the-top sphere also become virtually identical below the line of centres of the top sphere layer as shown in the right panel of figure 7 for a 3 G/ν 2 = 10. The horizontal forces acting on the spheres in the second and third layers differ by less than 0.2 %. For these reasons, after the first tests in which we used three to four sphere layers to simulate each half of the porous medium, we conducted the rest of the simulations with only two as indicated by the rightmost dashed rectangle in figure 1.
While U D is the proper velocity scale in the porous medium, the mean channel velocity U m defined in (3.1) is the proper scale for the flow above it. tangent to the spheres. It can be seen that this parabolic Poiseuille-like fit reproduces very well the mean velocity profile. We address the issue of slip at the porous medium surface later in § 8.
Force and torque on the outermost layer of spheres
We now consider the hydrodynamic forces and torques acting on the spheres in the top layer normalized by the quantity F * ∝ G defined in (4.1).
If the argument of § 4 is applied to a volume enclosing only two spheres symmetrically located with respect to the channel centre-plane, and the flow is assumed essentially periodic on the horizontal planes bounding this volume as suggested by figure 7, we find
where δ is defined in (2.2). We thus see that, with respect to the spheres in the bulk, the surface spheres are subjected to a larger drag force in the ratio
2)
The solid line in figure 9 is the normalized lift force, namely the force in the vertical direction normal to the main flow, for β = 0.303 and H/a = 10, as a function of the particle Reynolds number Re p defined in (3.4). The pressure and viscous components of this total force are shown by the dashed and dash-dotted lines, respectively. The symbols show a few results for other values of β and H/a as explained in the figure caption. It can be seen that, once the lift force is plotted in this way, the dependence on these variables is rather weak, which implies that the scales used for the normalization adequately capture the main flow phenomena determining this quantity. The very slight dependence on the volume fraction indicates that this force is strongly dominated by the flow over the exposed surface of the sphere. This feature is in agreement with the fact that the viscous component is always smaller than the pressure component, even at low Reynolds numbers, and becomes progressively weaker. For small Reynolds numbers the lines have slope 1, implying that F z ∝ G 2 as expected due to the reversibility of Stokes flow. As Re increases, the dimensionless force approaches a constant value implying a proportionality of F z to the imposed pressure gradient G. This feature suggests that the proper pressure scale at the pore level is the viscous scale µU D /a rather than the inertial scale 1 2 ρU 2 D , which is not surprising given the importance of viscous effects near the spheres as well as the force relation (4.5). The same trends were found in the case of cylinders in Zhang & Prosperetti (2009) . Figure 10 shows the normalized couple acting on the spheres in the top layer as a function of Re p . The solid line is for β = 0.303 with H/a = 10, while the symbols are for several other values of β and H/a as explained in the caption. The couple decreases with increasing Re p presumably in response to the increasing importance of flow separation. This behaviour is also consistent with the decrease of the angular velocity of a sphere suspended in a shear flow (see e.g. Lin, Peery & Schowalter 1970; Bagchi & Balachandar 2002) . The results for H/a = 10 (solid line) and H/a = 12 (circles) are very close, indicating that for H/a 10 the channel height ceases to influence the results. Contrary to the case of the lift force, we see here a greater dependence on the volume fraction which, however, remains weak. For example, the permeabilities for β = 0.180 and β = 0.303 differ by a factor of nearly 4, while the scaled couples differ by less than 20 %.
Effective slip at the porous medium interface
The present numerical results enable us to examine the phenomenological boundary condition (1.1). As noted in the Introduction, in spite of several attempts at a derivation, the precise status of this relation is still unclear. Beavers & Joseph based their relation (1.1) on the assumption that 'the slip velocity for the free fluid is proportional to the shear rate at the permeable boundary' and, in their view, the parameter α 'depends only on the properties of the fluid and the permeable material'. Thus, the condition (1.1) would be expected to depend on the permeability of the porous medium and the local conditions near the interface, irrespective of the nature of the flow. As a consequence, a comparison of the values of α necessary to fit data for pressure-driven and shear-driven flow would provide a test of the validity of (1.1).
On the basis of the very limited information available at the time, we pointed out in our earlier study (Zhang & Prosperetti 2009 ) that comparison of our numerical results for pressure-driven flow with others available in the literature for shear-driven flow suggested a difference between the values of α in the two cases. We now address this point on the basis of a more extensive set of numerical results.
For this purpose we carried out two types of simulations in addition to the pressure-driven flow described before:
(a) We replaced the upper part of the porous medium shown in figure 1 by a no-slip boundary as in the Beavers-Joseph experiments; (b) We set the pressure gradient to 0 and considered the shear flow driven by moving the no-slip plane replacing the upper part of the porous medium.
The results for pressure-driven flow were fitted by a quadratic function as shown in figure 8, while those for shear flow were fitted by a linear profile. In both cases the fitting was done allowing for the presence of slip at the porous medium interface. This procedure permitted us to calculate dU/dz and U i ≡ U (z = 0) at the interface.
An example of the values of α obtained in this way is shown figure 11 for Table 3 . Parameter values necessary to fit the present numerical results by the Beavers-Joseph relation (1.1) with α given in (8.1). Figure 11 . The values of α needed to fit the Beavers-Joseph relation (1.1) to the numerical results for pressure-driven (upper set of symbols) and shear-driven flow. For pressure-driven flow, in ascending order, the symbols are for dimensionless channel heights H/a = 10, 9 and 8. For shear-driven flow, the asterisks and circles are for H/a = 2 and 6, respectively. The particle volume fraction is β = 0.155. of the channel height. We comment on the effect of this parameter later. For the time being the point to note is that, evidently, the values of α necessary to fit the shear-flow data, say α s , are about 10 % smaller than those necessary to fit the pressure-driven flow data, α p . Secondly, there is a clear Reynolds-number dependence which, at least in this parameter range, is very close to linear with the same slope in both cases. We have found a linear dependence in other cases as well and we can therefore write table 3 . An increase of α with the Reynolds number was also found for flow over a bank of cylinders by Sahraoui & Kaviany (1992) for Reynolds numbers, based on the Darcy velocity, above 3. Due to the different geometry (cylinders versus spheres), their computed values of α are significantly larger than the present ones and in line with what was found for cylinders in our earlier paper (Zhang & Prosperetti 2009 ). Thus, no quantitative comparison with the present results is possible. The same authors also found a difference between the values of α for pressure-driven and shear flow, but they attributed it to inertial effects, which are essentially absent from our simulations at the lowest values of Re used and also from the (limited) results of Zhang & Prosperetti (2009) .
It may also be noted that figure 4(a) of Sahraoui & Kaviany (1992) shows a drop of α for Reynolds numbers beyond about 10. In this connection the authors observe: 'The slip coefficient begins to decrease for Reynolds numbers larger than 10 because of the extrapolated shear at the interface. As shown in figure 3(c) , for high Reynolds numbers the extrapolated velocity gradient underestimates the actual gradient, which results in a decrease in the slip coefficient. The slip coefficient without extrapolation increases monotonically for the range of Reynolds numbers shown in figure 4(a)'. We have not found any indication of a decrease of α in the Reynolds number range we have investigated.
Even ignoring the Reynolds number dependence, which was negligible in the parameter range of Beavers & Joseph (1967) , it would seem that the parameter α has some dependence on the type of flow rather than being dependent 'only on the properties of the fluid and the permeable material' as postulated by these authors.
In order to examine this aspect more closely, let us use the Darcy relation (1.2) to re-cast the condition (1.1) in the form
where τ i = µ dU/dz. In this form, the relation may be interpreted as stating that the mean slip velocity U i is driven by the combined effect of a shear, imposed by the flow in the channel, and of a pressure gradient. The length scale associated to the first effect is √ κ/α, while that associated to the second one is √ κ. It may be hypothesized that the Beavers-Joseph condition might be rendered less flow-dependent by allowing for the length scale of the pressure effect to differ from √ κ writing, in place of (8.2), (8.3) where the coefficient γ is presumably dependent on the volume fraction. With this modification we can retrace our steps backward from (8.3) to find, in place of (1.1),
An alternative justification of (8.4) from a very different point of view is provided in the Appendix. When the porosity is small U D is very small and it will be effective only if γ is fairly large. When the porosity is significant, the difference from (1.1) can be appreciable also with a γ ∼ O(1). Beavers & Joseph (1967) define a parameter Φ expressing the increase in the flow rate with respect to that produced by the same pressure gradient in a plane no-slip channel. The same quantity is readily calculated from (8.4) with the result Returning to the H dependence exhibited by the results of figure 11 (and also those of figure 10) we note that, for shear flow, the channel height becomes inconsequential for H/a as small as 2. The upper set of points in figure 11 is for pressure-driven flow between two porous media and H independence is achieved for H/a 10. By symmetry, for this type of flow one would expect height independence at twice the height for the shear flow, which is in reasonable agreement with the numerical results. Generally speaking, we find that the separation of scales necessary to justify an equivalent continuum description is not very marked, which should allay concerns expressed in the literature on the legitimacy of the Beavers-Joseph approach (see e.g. Auriault 2010) .
For shear flow the modified relation (8.4) coincides with (1.1) and we therefore conclude that the parameter α in (8.4) should be identified with α s . For pressuredriven flow, (1.1) gives a fit to the data with a different value of α, namely α p . Thus, the parameter γ should be adjusted in such a way that (1.1) and (8.4) give the same result for pressure-driven flow. Upon eliminating dU/dz between the two relations, we then find
Since, as mentioned before, α p and α s have the same dependence on the Reynolds number, the ratio α p /α s is independent of this quantity. When the Reynolds number is not too large, also U i /U D is approximately constant as can be seen, e.g., in figure 7, which then implies that γ is essentially independent of the interfacial Reynolds number. We have used relation (8.7) to calculate γ from the numerical simulations. The results are shown as a function of the sphere volume fraction in figure 13 . The small irregularities in the curve are due to small errors in the fitting of the computed average velocity distributions. The range of values of γ found here is different from that used in the fits of the Beavers-Joseph data in figure 12 and the trend with increasing porosity is also opposite. One reason for these differences might be the difference between the Darcy numbers in the two cases. If the Darcy number is estimated using the pore sizes quoted in Beavers & Joseph (1967) we find 5.9×10 −3 and 3.4×10 −3 for the two data sets reproduced in figure 12 , to be compared with, e.g. κ/a 2 6 × 10 −2 for our model porous medium with β = 0.303. It may be expected that, with a permeability smaller by 1 order of magnitude, the importance of the pressure gradient, i.e. U D , needs to be considerably magnified to have a noticeable effect. The difference between the Darcy numbers is also responsible for the fact that the values of α necessary to fit our results range between 0.8 and 1.3, as opposed to the value 0.1 used by Beavers & Joseph (1967) . Another possible reason is the different structure of aloxite, described by Beavers & Joseph as 'made from fused crystalline aluminum oxide grains held together with a ceramic bond', and the model porous medium used in our simulations.
Conclusions
We have presented a numerical study of the flow in a channel bounded by one or two porous media modelled by cubic sphere arrays as sketched in figure 1. We have defined a slip velocity at the interface between the channel and the porous medium as the velocity averaged over a plane tangent to the spheres and we have examined to what extent this quantity can be modelled by the phenomenological relation (1.1). By comparing the results obtained for pressure-driven and shear-driven flow, we have found that the slip coefficient in the original form proposed by Beavers & Joseph (1967) depends somewhat on the nature of the flow. A modification of the relation is suggested to deal with this feature, and it is shown that the original BeaversJoseph data are fitted by this modified relation better than by the original one. The modification is based on a physical argument and is supported by an independent derivation provided in the Appendix. The slip coefficient, in both the original and modified forms, was found to increase linearly with the particle Reynolds number.
The availability of a detailed Navier-Stokes solution for this situation has also permitted us to investigate the detailed nature of the flow and its dependence on the Reynolds number. Among other results, we have demonstrated the existence of a lift force on the particles facing the unobstructed channel flow which may contribute to the mobilization of bottom sediments. In order to determine whether this force is sufficiently large to be the dominant cause of particle lift-off, we can equate it to the apparent weight of a sphere of density ρ p in a fluid of density ρ. Upon substituting the result in the expression of the so-called Shields number Sh For the case of figure 9 the maximum value of F z /F * is about 0.4, which would give Sh 1.7, a value an order of magnitude larger than that usually accepted (see e.g. Lobkowsy et al. 2008; Ouriemi et al. 2009) . It is therefore evident that this lift force by itself is insufficient to cause the particle lift-off, although it will contribute to it.
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where U (z) is the averaged velocity defined in (6.3), P is the averaged fluid pressure and µ is the fluid viscosity. The two functions of z, M and K, introduced here are unknown except for their limit values,
where κ and m are the permeability and the reduced viscosity of the (homogeneous) porous medium far from the surface z = 0. The above Darcy-Brinkman equation is conveniently rewritten as
where U D = U (−∞) is the Darcy velocity. Integrating the above equation over the whole half-space and noticing that the velocity gradient vanishes far from the interface, one obtains
Note that this result is independent of the reduced viscosity m. An example of velocity profile is given in the left panel of figure 7 and it suggests that
where U i = U (0) is the mean fluid velocity at the porous medium surface, while f (z) decreases monotonically from f (0) = 1 to f (−∞) = 0. The behaviour of K(z) is less trivial because it cannot be taken for granted that it represents some nonhomogeneous permeability. Nevertheless one can write
, (A 6) with g(0) = 1 and g(−∞) = 0 but the possibility of non-monotonic behaviour between these two limit values is to be kept in mind. With the profiles f (z) and g(z), the velocity gradient at the surface is now given by
And if one further assumes that the only length scale of the porous medium is √ κ so that f and g depend onz = z/ √ κ only, then 
