Abstract. I describe the wonderful compactification of loop groups. These compactifications are obtained by adding normal-crossing boundary divisors to the group LG of loops in a reductive group G (or more accurately, to the semi-direct product C × ⋉ LG) in a manner equivariant for the left and right C × ⋉LG-actions. The analogue for a torus group T is the theory of toric varieties; for an adjoint group G, this is the wonderful compactications of De Concini and Procesi. The loop group analogue is suggested by work of Faltings in relation to the compactification of moduli of G-bundles over nodal curves.
Let G be a simple simply connected algebraic group over C. This paper studies smooth compactifications of G and limits of families of principal G bundles on nodal curves. The connection between the two can be seen as follows. If we fix a smooth curve C over Spec C then the stack Bun G (C) of all G-bundles C satisfies the valuative criterion for completeness, which means given a commutative square as below we can always fill in the dotted arrow:
where R is a complete DVR with fraction field K.
When C is a nodal curve then Bun G (C) no longer has this property. To see this let E → C be a principal G-bundle and π∶C → C the normalization of C. Then E can be identified π * E together with an isomorphism φ∶ π * E y → π * E z where y, z are the pre images of the node x ∈ C. We can consider φ ∈ G and in families φ can go to infinity. Thus compactifications of G are relevant to any completion of Bun G (C).
Over a fixed nodal curve Bhosle in [3] has completed Bun G (C) simply by compactifying G. However this does not address how to compactify Bun G over a family of curves and does not give a modular interpretation of what the boundary of the completion means. Such a modular interpretation was given by Kausz for G = GL(V ). The key innovation we demonstrate here is that in order to provide a similar construction for G simple one must not just compactifify G but in fact 'compactify' or complete the loop group LG.
Much work has been done in both the subject of compactifying reductive groups and the study of bundles on curves via loop groups. Let us give a brief account of some of the relevant results in these areas.
Compactifications of G. In 1983 De
Concini and Procesi studied the symmetric space G H where G is a complex Lie group and H is the fixed point set of an involution σ of G; see [8] . They constructed a "wonderful" compactification G H of G H; see definition 2.1. After De Concini and Procesi's result the properties of their compactification were axiomatized and such varieties were called wonderful. A paticular case is G = G × G ∆(G); when G is of adjoint type this gives a wonderful compactification of G. A construction of the wonderful compactification which we will exploit uses representation theory:
where λ is a regular dominant weight. In fact smooth compactifications G for all reductive groups G exist [6, 6.2.4 ] but in general lack certain combinatorial properties required to be wonderful. Additionally, there is a so called canonical embedding of a semi simple group but this compactification is generally not smooth unless Z(G) = 1. The only exceptions are when G = Sp 2n (C). Several places in the literature mistakenly state that the only exception is G = Sp 2 (C) = SL 2 (C). I thank Johan Martens for preventing another mistake here.
The canonical embedding for semi simple G has finite quotient singularities and the singularities can be resolved by working with Deligne-Mumford stacks. In [23] , Martens and Thaddeus carry this out explicitly by constructing certain moduli problems about G-bundles on chains of P 1 s that represent the compactification. In this paper, we give a different proof using representation theory. Namely for a regular dominant weight λ there is a quasiprojective variety Y with an action of a torus T such that the global quotient X = [Y T ] contains G as a dense open subvariety. Additionally, X contains a dense open substack X 0 which is the closure of the open cell U − T U of G and Theorem 2.10. Let G be a semi simple group then there is a stacky compactification X of G with an action of G × G with the following properties (a) X is smooth and proper. (b) X − X 0 is of pure codimension 1 and we have an exact sequence
where Z is a finite group and the subgroup Z r is generated by the irreducible components of X −X 0 . (c) The boundary X −G consists of r divisors D 1 , . . . , D r with simple normal crossings and the closure of the G × G-orbits are in bijective correspondence with subsets I ⊂ [1, r] in such a way that to I we associate ∩ i∈I D i .
(d) Let u 1 , . . . , u r be generators of the rays of the Weyl chamber and M be the monoid they generate. Any G equivariant X ′ → X determines and is determined by a fan supported in the negative Weyl chamber whose lattice points lie in M .
Though this result is not new the fact that is can be proved using only representation theory will be important when we turn to the study of loop groups.
Loop groups.
The algebraic loop group is LG = G((z)) = G(Spec C((z))) and the smooth loop group is L sm G = C ∞ (S 1 , G). We state the main result for LG but we have an analogous result for L sm G (see remark 13) .
In fact, the group of interest is a semi-direct product C × ⋉ LG; this means for u ∈ C × we have uγ(z)u −1 = γ(uz). The group G af f appearing in 3.10 is a central extension of C × ⋉ LG. The object X af f
is an ind-stack constructed using a regular dominant weight λ of G af f . We use the word embedding because C × ⋉ LG does not satisfy the valuative criterion for completeness. However we do have a completeness result for the polynomial loop group G(C[z ± ]); see theorem 3.11. The strategy for proving 3.10 is to use the representation theory of G af f . More precisely, take a highest weight representation V (λ) of G af f . V (λ) is an infinite dimensional vector space which is a direct sum of weight spaces V µ for a maximal torus T af f of G af f . Now we consider X af f = G af f × G af f .
[id] ⊂ P V (λ)⊗V (λ) * Where V (λ)⊗V (λ) * ∶= ∏ µ,ν hom(V µ , V ν ) and the product is over the weight spaces of the representation. There is also a stacky extension analogous to theorem 2.10, see theorem 3.12.
1.3.
LG and G-Bundles on Curves. In this subsection we will focus on the smooth loop group because it will allow us to draw some intuitive pictures.
For any connected topological group G and fixed Riemann Surface C we have the moduli stack Bun G,hol (C) of holomorphic principal G-bundles on C. Atiyah and Segal [24] prove there is an isomorphism Theorem 1.1.
Here L sm,+ G consists of boundary values of holomorphic function from a small disc {z ∈ C ∶ z < 1} ≅ D p ⊂ C and L 
Theorem 1.1 corresponds to gluing trivial bundles on a small disc and on the complement of a small disc with a transition function in L sm G. Equation (2) corresponds to gluing the same trivial bundles by a pair of elements in L sm G over a cylinder or annulus; in either case you produce a G-bundle on the same curve. Figure 1 . The double coset construction. The left picture is the analytic picture underlying theorem 1.1 and the right is the analytic picture underlying equation (2) .
With these preliminaries in place, let us describe an approach for studying G-bundles on a smooth curve degenerating to a nodal one. Holomorphically (or algebraically formally) any family of curves over a 1-dimensional base with smooth generic fiber and nodal special fiber has anétale neighborhood that looks like the genus 0 degeneration represented by the morphism
This is illustrated in figure 2 . For a small positive constant δ, we can describe figure 2 as A u ∶= {(x, y) ∈ C 2 x , y < δ, xy = u}; a family of annuli parametrized by u. In other words, if C u is a family of smooth Figure 2 . The local picture of a nodal degeneration.
curves degenerating to a nodal curve C 0 then we can write C u = C 0 u ∪ A u . In analogy with (2) we have
where
. This construction allows us to reduce to studying the homogeneous space Y Au .
Let us now ignore the norm restrictions on x, y and allow and u ∈ C = A 1 . We'll write this as
and for u ∈ A 1 we have p −1 (u) = Y Au . The main idea can now be presented as follows. One can show p
LG and p −1 (0) = Bun G,triv (A 0 ) where the subscript "triv" means we are considering G-bundles together with a trivialization on the boundary of the disc. The embedding X af f of p −1 (C × ) contains p −1 (0) and completes this fiber and in turn allows one to complete Bun G,hol (C u ). The cutting and gluing mentioned in this construction posses no problems in the holomorphic setting but the appropriate algebraic analogue requires more care and will be addressed in a follow up paper.
1.4. Summary. In section 2, we recall the construction of the wonderful compactification of an adjoint group and use the theory of toric stacks to generalize the construction to produce wonderful compactifications for all semisimple groups 2.10; this gives a representation theoretic construction to results in [23] . In section 3, we give basic definitions regarding loop groups and their representations. Additionally, we generalize the results in section 2 to the loop group setting to produce an embedding X af f . In section 4, we discuss in detail the positive energy representations of the loop groups LT for a torus T and describe the embeddings of LT in terms of combinatorics of positive definite forms. In section 5, we discuss in more detail the connection between LG and bundles on curves or more generally, torsors on curves. For the convenience of the reader I have included an index of notation which contains the notation defined in one section but used in multiple other sections.
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Compactifications of Reductive Groups
This section reviews the construction of the wonderful compactification of a semisimple group of adjoint type, we recall the basic results regarding its structure and in section 2.2 describe an extension to reductive groups. In section 2.3 we use the theory of toric stacks to provide wonderful stacky compactifications for a general semi simple group. This method extends to to give compactifications of reductive groups but a further choice of a subdivision of a Weyl chamber must be made.
Wonderful Compactification of an Adjoint
Group. This section largely follows chapter 6 of [6] .
2.1.1. Definitions. Let G be a semisimple group. It has associated subgroups: a maximal torus T , opposite Borels B, B − , their unipotent radicals U, U − . The character lattice we denote as Λ T , the cocharacter lattice we denote as V T and if µ ∈ Λ T , η ∈ V T then the integer µ ○ η we denote as ⟨µ, η⟩, ⟨µ, η⟩, or µ(η). Let r = rk(G) and let α 1 , . . . , α r be the positive simple roots. Let ω 1 , . . . , ω r be the fundamental weights.
For dominant weight λ let V (λ) denote the highest weight representation (HWR) of highest weight (HW) λ. By V (λ) µ we denote the weight space of V (λ) with weight µ. When no confusion is likely to arise write simply V µ . We can decompose
) be the open subset consisting of points whose projection to V λ ⊗ V * λ is not zero. Define for a regular dominant weight λ
as a dense open subset. X is the wonderful compactification of G ad and X 0 is the open cell of X. A maximal torus for G ad is T ad = T Z(G). By T ad we mean the closure of T ad in X and T ad,0 ∶= X 0 ∩ T ad .
Lastly, let H be a reductive group and Y a normal H-variety Definition 2.1. Y is wonderful of rank r if Y is smooth, proper and has r normal corssing divisors D 1 , . . . , D r such that the H-orbit closures are give by intersections ∩ i∈I D i for any subset I ⊂ {1, . . . , r}.
The notation of X, X 0 , T ad , T ad,0 does not reflect the dependence on λ; this is justified by theorem 2.2.
Properties of the Wonderful Compactification. The main result of this subsection is theorem
Theorem 2.2. Let X = G ad be as in (4) . Then (a) X is independent of λ.
(b) X is smooth.
(c) X − X 0 is of pure codimension 1; it consists of divisors that freely generate the Picard group.
(d) The boundary X − G ad consists of r normal crossing divisors D 1 , . . . , D r and the closure of the G × G-orbits are in bijective correspondence with subsets I ⊂ [1, r] in such a way that to I we associate ∩ i∈I D i . (e) Any G equivariant X ′ → X determines and is determined by a fan supported in the negative Weyl chamber.
The proof will follow after a few lemmas which will also serve as our basic tools for studying stacky compactifications for reductive groups and loop groups.
Let t −α represent the regular function on T given by the character −α.
Proof. See the proof of 2.7.
Proof. See 3.6.
Lemma 2.5. Let G be a reductive group and let V a HWR of G. Then the orbit of the HW vector is the only closed orbit in PV Proof. This follows from the Borel fixed point theorem [4, Pg.272 ] for reductive groups.
Remark 1. When we discuss loop groups we give a different proof (lemma 3.2) that circumvents the need for a Borel fixed point theorem in the Kac-Moody setting.
proof of theorem 2.2. To prove (a), (b), we note that lemmas 2.3,2.4 show T and X 0 are independent of λ and smooth. Observe that
This follows from lemma 2.5:
λ is the unique closed orbit in P and it clearly intersects P 0 . Now P−G×G.P 0 is G×G-stable and closed therefore must be empty and hence we have (5). Consequently we have (b).
For (a), consider compactifications X λ and X µ associated to weights λ, µ. Let X ∆ be the closure of ∆(G) in X λ × X µ . The projection p λ ∶ X ∆ → X λ is equivariant and lemmas 2.3,2.4 imply X ∆,0 ∶= p
that is, the restriction of p λ to X ∆,0 is an isomorphism and therefor induces a
This proves (a).
Part (c) uses the result that if U ⊂ Y is a dense open affine of any scheme Y then Y − U is of pure codimesion 1. This is proved in [25, 2.4] . In the case at hand, X 0 is affine and P ic(X 0 ) = 0; this immediately shows P ic(X) is generated by the irreducible components of X − X 0 . A relation among these generator is a principal divisor (f ) which is invertible on X 0 ; such a function is a constant c and f − c is zero on a dense open set hence there are no relations. Part (d) is proved by applying lemma 2.4 to reduce it to the case T 0 for which it is obvious. Part (e) is addressed in the next section.
Remark 2. There are alternative constuctions of the wonderful compactification. Starting with the Lie algebra g ⊕ g consider the point ∆(g) ∈ Gr r,2r and consider the closure of G × G.∆(g) in Gr r,2r ; this gives another construction of the wonderful compactification of G; see [8, pg.19] .
Alternatively in [31] , Vinberg constructs an affine scheme S with the action of G × T and identifies an open set S 0 ⊂ S such that the GIT quotient S 0 T is also isomorphic to the wonderful compactification. Thaddeus and Martens use this construction and generalize it to provide stacky compactifications of reductive groups; [ 
as an open orbit. They call X toroidal if the quotient map G → G Z(G) = G ad extends to a map Y → G ad =∶ X= the wonderful compactification of G ad . In fact, toroidal has a more general definition in the theory of spherical varieties but we will not need this level of generality.
They prove the following proposition; see [6, 6.2.4] .
Proposition 2.6. Any toroical G embedding is determined by its associated toric variety. In particular, given reductive group G, a maximal torus T and a fan of the form Σ = W ⋅ Σ 0 where W is the Weyl group and Σ 0 is a fan with support in the negative Weyl chamber, one can construct a G-embedding and an equivariant morphism to X.
Proof. Let Y be a toroidal G-embedding. We have a map p∶ Y → G ad and the associated toric variety is p −1 (T ad ). Equivariance implies that
We now describe how to go from a Weyl equivariant toric variety to a G-embedding. The above observation will show these are inverse constructions. Let Σ 0 be as in the proposition and for a cone σ ⊂ Σ 0 let T σ,0 be the corresponding toric variety. The idea is that given σ we can construct a toroidal G-variety G σ with a map G σ pσ → X such that p
Using these open immersions we can glue together the various G σ to get the desired toroidal variety G Σ0 .
It remains to actually construct the spaces G σ and show the gluing maps satisfy the co-cycle condition. This we do in 2.7 and 2.8 Lemma 2.7. Let Σ 0 be as in proposition 2.6 and let σ ⊂ Σ 0 be a cone. Then there is toroidal variety G σ with a map G σ pσ → X such that
and the closure T σ of the torus in T ⊂ G σ is given by the fan whose cones are wσ for w ∈ W and their faces.
Proof. We have
Choose a regular dominant weight λ such that λ + µ i are all regular dominant. Consider
and the rational map
From the equivariance of p σ and from
can be depicted as:
The variety p −1 σ (T ad,0 ) consists of those points where λ(t) ≠ 0. This is:
It follows that all the diagonal entires are polynomials in µ 1 , . . . , µ m so the projection to Spec k[µ 1 (t), . . . , µ m (t)] ≅ T σ,0 is an isomorphism. The last statement of the proposition follows because
This in turn follows from the G×G equivariance of the compactification X which gives W ×W equivariance of T ad .
Lemma 2.8. If Σ 0 is as in 2.6 and σ 1 , σ 2 , σ 3 ⊂ Σ 0 then the G σi can be glued along G σi∩σj .
Proof. Using lemma 2.7 we reduce the gluing construction to the torus: for any cone σ ∈ Σ 0 let F σ denote a choice for a set of generators for σ ∨ . If τ ⊂ σ then we can choose F σ ⊂ F τ . Let λ τ be such that λ τ + F τ are all regular dominant weights. There is a projection P[λ τ , τ ] → P[λ τ , σ] which maps G τ → G σ and using lemma 2.7, equation (5) and the fact that T τ,0 → T σ,0 is an open immersion we conclude the same for
The cocycle condition follows immediately because it can be reduced to checking it for the tours for which it is manifestly obvious; namely, by G × G equivariance we can move any point q ∈ G σ1∩σ2∩σ3 to lie in T σ1∩σ2∩σ3,0 .
Stacky Compactifications.
In general the fans Σ that arise for reductive groups produce singular toric varieties and hence singular G-embeddings. However these toric varieties are always smooth as stacks. Here we describe a modification of the above construction that produces a smooth stack. We briefly recall the basic theory of toric stacks and then incorporate them into the above construction. 
Starting from (Σ, β∶ N → L) we note that the hypothesis on β implies that the dual morphism
and thus we get the toric stack
Here is how toric stacks appear in our situation. Recall the notation G, T, α 1 , . . . , α r from section 2. The Weyl chamber:
is a fundamental domain for the action of the Weyl group on V T ⊗ R and defines a rationally smooth fan. Let u 1 , . . . , u r be generators of the rays of the fan C and M be the monoid they generate. We get a homomorphism of lattices β∶ Z r ei↦ui
and let C ′ be the standard cone generated by the coordinate rays in Z r ⊗ R giving rise to the toric variety A r . We get a smooth toric stack [A r Z(β)] associated to the stacky fan (C ′ , β) whose coarse moduli space is the toric variety associated to the Weyl chamber in V T ⊗ R. For general toric stacks the subgroup Z(β) is arbitrary but in the present situation Z(β) is always finite. In what follows we use the
where (C × ) r acts diagonally on the product.
This is used in the proof of theorem 2.10(d).
We use proposition 2.6 together with the theory of toric stacks to give stacky compactifications of an arbitrary semi simple group G analogous to the wonderful compactification of G ad .
The stacky compactifications will be quotients of an embedding of the group H = G × (C × ) r where r = rk(G). The embedding is determined, via proposition 2.6, by a fan
Definition 2.9. The stacky wonderful compactification of G is
The construction of the embedding Y (C ∆ ) and thus X depend on a choice of a regular dominant weight λ but just as in the case of the wonderful compactification different choices of λ give isomorphic objects.
Theorem 2.10. Let G be a semi simple group and X as in definition 2.9. Then: (a) X is smooth and proper. (b) X − X 0 is of pure codimension 1 and we have an exact sequence
where the subgroup Z r is generated by the irreducible components of X − X 0 . 
. . , u r be generators of the rays of the Weyl chamber and M be the monoid they generate.
Any G equivariant X ′ → X determines and is determined by a fan supported in the negative Weyl chamber whose lattice points lie in M .
. It follows that the toric variety associated to C ∆ is isomorphic T × A r and using lemma 2.7 we have
The open cell is smooth and its translates covers X . Further the restriction of X → G ad is given by
We will show f is affine and finite hence proper; this reduces to showing f ′ is affine and finite; the first property is clear; finiteness follows because the roots of G are finite index in the weights of G. We conclude that X is finite over the projective scheme G ad hence (a).
Let X c denote the coarse moduli space for X ; it comes with a surjection X c pc → X. To prove (b) we use that P ic(X ) = Cl(X c ); this is shown in remark 3.4 of [15] . Working in X c we see that as X c,0 = U − ×T c ×U is affine the complement is pure codimension 1 and we have an exact sequence
Notice that p * c ∶ Z r = P ic(X) → P ic(X c ) is injective; this follows for the same reason given in 2.2(c).
Further after tensoring (7) with Q we get a surjection Q r i Q → P ic(X c ) Q and by the previous sentence i Q must be an isomorphism and so i is injective.
) and the latter is equal to the group of Z(β)-equivariant line bundles on A r . Any line bundle on A r is trivial and an equivariant structure is uniquely determined by an element of hom(Z(β), C × ). Altogether this gives (b). For (c) it follows similarly as for G ad by reducing to the torus T 0 . We can present T 0 as [A r Z] where Z is a finite group so the result follows by observing that it holds for the atlas A r . To prove (d) we first note that any equivariant map determines a map X ′ 0 → X 0 and consequently determines a map of torics stacks
This gives one direction. Conversely if we are given a fan whose lattice points lie in M then by remark 3 we can lift this data to a diagram as above. In particular, we also have a map T Σ ′ → T β which we also denote by l Now apply proposition 2.6 for the group H ′ = G × T Σ ′ and the cone C ′ ∆ which is the inverse image of
In general the generators of M don't generate all the lattice points of the Weyl chamber C thus there are fans supported in −C which don't yield maps to X ; e.g. −C itself. In particular, the canonical embedding X can of the group G does not admit a map to X unless X = X can .
Remark 5. As noted in the introduction, most of this result has been proved by Martens and Thaddeus in [23] . For parts (a),(d) see specifically [23, 4.2,6.4] . Part (c) seems implicit in the treatment given in [23] but part (b) is new. The construction given in [23] uses a construction they call the Cox-Vinberg monoid S it is an affine variety with an action of G × T . An open subset S 0 ⊂ S is identified and their compactification is given by [S 0 T ]. Martens explained to me that these constructions are the same. Specifically results of [31] allow one to show S 0 is a toroidal embedding of G × T and thus comes from a fan supported in the negative Weyl chamber, this is the fan given by C ∆ above. Alternatively one can also see the equivalence between the Vinberg construction and given construction using universal torsors; this is explained in [7, 3.2.4 ].
Remark 6. Of course this stacky construction extends to a general reductive group over C. But for a general reductive group the Weyl chamber is not a strongly convex rational polyhedral fan. That is, there is not a toric variety associated to the Weyl chamber; this happens for GL n . Thus to get an embedding of such groups we must further subdivide the Weyl chamber.
Kausz does this for GL N as follows. Let φ∶ GL N → P GL N +1 be given by composing g ↦
with the natural map SL N +1 → P GL N +1 . This induces a map GL n ⊃ T 1 to T 2 ⊂ P GL n+1 and an induced map on co-character φ * ∶ V T1 → V T2 . Let Σ ⊂ V T1 be the inverse image of −C under φ * . Then Kausz's compactification is the one associated to Σ via proposition 2.6. Certainly there are other possibilities.
Extension to Loop groups
The aim of this section is to prove the analogue of theorems 2.2, 2.10 for loop groups. As mentioned in the introduction there is both the algebraic loop group and the smooth loop group. In this section we focus on the algebraic loop group. To a large extend the statements we prove also hold for the smooth loop group. We remark along the way what modifications, if any, are necessary to get a statement for the smooth loop group. When we apply these results to studying the moduli stack of bundles on curves we will be more explicit about the distinction between LG and L sm G.
Preliminaries on Loop Groups.
Here we introduce the groups LG, G af f . Let G be a simple algebraic group over C with π 1 (G) = π 0 (G) = 1. The loop group LG is the functor from C-algebras to groups given by
The functor LG is represented by an ind-scheme of infinite type; see [10] . Closely related is
As we are working over C we'll write
where the subscript c indicates the factor is central.
To put this in perspective, semi simple groups are finite dimensional Kac-Moody groups. G af f is an infinite dimensional Kac-Moody group. Despite being infinite dimensional, G af f and LG behave much like a semi simple group. In particular, G af f has associated root data.
. . , α r be the simple roots of G then the simple affine roots of G af f are (0, α 1 , 0), . . . , (0, α r , 0), α 0 = (1, −θ, 0) where θ is the longest root of G. By abuse of notation we denote (0, α i , 0) simply by α i so the simple roots of G af f are α 0 , . . . , α r . In addition we have a standard Borel
where B along with related subgroups is defined below. Further, the affine Weyl group W af f is by definition 
Of course this restrict to give a similar decomposition for LG and L ⋉ G. Also we have an analogous group G af f poly where LG is replaced by
Similarly there is a group G af f sm where LG is replaced by (8) is [26, 8.7.3a] .
In addition to the simple affine roots, we also have roots (k, α, 0) where α is a root of G. For k ≠ 0 α = 0 is allowed so in general the weight spaces are not 1 dimensional as dim g (k≠0,0,0) = dim t. W af f acts on the roots and one can talk about a Weyl chamber however it is standard practice to introduce instead Weyl alcoves. Namely, the roots are linear forms on R ⊕ t R and we can identify them with affine linear forms on t R by identifying the Lie algebra with 1 ⊕ t R .
For α ≠ 0 we can define affine hyperplane in t R via
The complement of all the H k,α is known as the Weyl alcove decomposition of t R . W af f acts freely on t R and permutes the alcoves in the decomposition. A fundamental domain is given by the positive Weyl alcove
Remark 7. There are many parallels between G and G af f but there are also clear differences. For example, the negative versions L − G, B − , etc. are neither conjugate nor abstractly isomorphic to the positive versions. This asymmetry is also reflected in the flag varieties of LG = G((z)):
LG B is a projective ind-variety (union of finite dimensional projective varieties) and LG B − is an infinite dimensional scheme. The former we call a thin flag variety and the later a thick flag variety.
If ω 1 , . . . , ω r are the fundamental weights of G then the fundamental weights of G af f are ω 0 = (0, 0, 1), (0, ω 1 , 1) . . . , (0, ω r , 1). The definitions of dominant and regular weight carry over from the finite dimensional case. 
given by γB ↦ γV λ is injective and gives LG B the structure of a projective ind scheme; in particular LG B is closed in P(V ).
Proof. 
where ψ is a surjective group homomorphism and ker ψ = Z(G af f ).
Remark 8. The statements (a) -(c) and (f) for L sm G are proved in [26, ch.8,9,11] . The first half of (d) also holds [26, 8.7.6] but there is no ind-statement to make about the flag varieties of the smooth loop group; they are infinite dimensional complex projective algebraic varieties.
For more details on G af f , its subgroup and its representation theory see [20, chap. 13] or [2] for G = SL r .
Remark 9. There are three duals associated to a HWR U = ⊕ µ U µ . There is U * res = ⊕ µ U * µ and U * = ∏ µ U µ and a third called a positive energy representation (PER) U * pos . PER result from completing U * res with respect to a norm for which elements in L sm K act as unitary operators; K is a compact form of G.
− is a thick flag variety. If we work with the polynomial loop group L poly G(R) = G(R[z ± ]) then proposition 3.1 holds equally well for both U, U * res .
We end this subsection with the following technical but important result. The result requires the notion of closure in PV when dim V is uncountably infinite. We say Y ⊂ PU is closed if the inclusion Y → PU satisfies the valuative criterion for completeness. Colloquially Y is closed if any limit point of Y that exists in PU belongs to Y . For example the map C × → U = ∏ n∈N C given by t ↦ (1, t, t −1 , t 2 , t −2 , . . . ) has no limit in PU as t → 0 or t → ∞ and consequently is a closed subset. Proof. Suppose the orbit of v is closed in PV . Then for any 1-parameter subgroup G a ⊂ G af f we have the closure G a .v is also in the orbit of v. We use this observation to show that if
The representation V is in particular an integrable representation of g af f thus X i acts locally nilpotently on V . So for any v the vector U α (b).v is a vector whose finitely many nonzero entries are a polynomial function of b. It follows that the limit b ↦ 0 exists in PU as well as the limit b ↦ ∞; we write the latter as the limit
Thinking of V as a quotient of a Verma module we can write any vector as a sum over a finite index
where 1 λ spans a one dimensional representation of T ⋉ × C × c with weight λ. The action of (1 b)X 0 on v lowers the exponent of Y 0 , adds a factor of (1 b) and leaves the other Y ni i unchanged. It follows that
The same argument goes through for U * and U * res . All that changes for U * is the sum (9) is now potentially infinite but we can correct this by replacing v with lim s↦0 η(s).v for a generic η ∈ V T ⋉ . In this case η acts nontrivially on the v µ and v ′ = lim s↦0 η(s).v is supported in the weight spaces V µ such that µ minimizes the function χ ↦ ⟨χ, η⟩. This function is a quadratic function on a lattice so there are only finitely many µ that minimize it; see section 4 for more details.
We have shown if there is a closed orbit it must be that of a HW vector. Let us show this is indeed
Remark 10. This result only relies on basic properties of representations of LG also holds for L sm G acting on U pos ; as U pos is a topological vector space the notion of closure is already well defined. 
however one immediately runs into the problem that id ∈ V (λ)⊗V (λ) * ; instead we work with V (λ)⊗V (λ)
k inherits a scheme structure. We have a morphisms of schemes
Proof. The first assertion is clear. For the second, it suffices to show im
Remark 11. This construction immediately extends to G 
In particular T ⋉ ad,0 is smooth and its fan is given by the negative Weyl alcove −Al 0 ; the fan T ⋉ ad is given by the Weyl aclove decomposition of t
Proof. Using proposition 3.1(b) one can use the same proof as in lemma 2.7. The second statement follows because
and −Al 0 is a fundamental domain for the action of W af f on t ⋉ R . Let V = V (λ) be a HWR and let v = v λ ∈ V and v * ∈ V * the dual vector. Define P v ∶= {v ≠ 0} ⊂ PV and P v * = {v * ≠ 0} ⊂ PV * . The proofs of lemma 3.5 and proposition 3.6 are adapted from [6, 6.1.7] ; the extension for the loop group essentially requires replacing the Bruhat decomposition of a reductive group with the Birkhoff factorization of LG. LG
The second equality follows because the stabilizer of [v] in PV is B. The same argument works with LG acting on V * .
Remark 12. Of course we can also replace LG with L ⋉ G or G af f in lemma 3.5.
Proposition 3.6. There is an U × U − equivariant isomorphism
Proof. First note that the restriction to U − × U × T ⋉ ad is just the multiplication map and this is known to be open by the Birkhoff decomposition; consequently the morphism is birational. The next step is to construct a U × U − -equivariant map X af f 0
Let φ ∈ X af f 0 then thinking of φ as an endomorphism defined away from ker φ we see that φ(v) is defined and is in P v . On the other hand φ(v) is in the closure of the orbit of the HW vector, but this orbit is closed by lemma 3.
Similarly we can get a map X af f 0 → U. Altogether we have a map
To finish we show
is bijective and b −1 (1, 1) = T ⋉ ad,0 . For injectivity note that as b
It remains to show b −1 (1, 1) = T ⋉ ad,0 . Clearly we have ⊃ as b −1 is closed and contains T ⋉ ad and as a is birartional it follows that they have the same dimension. Now π 0 (LG) = π 1 (G) = 1. Further, the map G → G Z(G) =∶ G ad induces a map LG → LG ad ; the image is the connected component of the identity, in particular it is irreducible. It follows that X af f and X af f 0 are irreducible hence so is X af f 0
The following result is crucial for proving theorem 3.10(b); the argument given below was conveyed to me by Sharwan Kumar
The second factor is 0 because T ⋉ ad,0 U is an infinite dimensional affine space. So it remains to prove P ic(U − ) = 0. For any w ∈ W af f we have a Schubert variety BwB B ⊂ LG B; set U We know present two technical results that are in the proof of the main theorem. Proposition 3.8 is well known in the finite dimensional case and the same is likely true for proposition 3.9 but I couldn't find a reference. 
Then for e J = ∑ j ∈J e j ∈ T ⋉ ad,0 we have Stab(e J ) = T (J) ⋅ S(J) and
Orbit(e J ) = ⊔
Corollary 3.9. We can further decompose
where W J is the Weyl group of L J .
Note when J = ∅ we get P itself is pure codimension 1. Alternatively, by corollary 3.9, any p ∈ X af f − L ⋉ G Z(G) can be expressed as u − w 1 η(0)w 2 b where η ∈ −Al 0 is a one parameter subgroup such that η(0) = e J for some J. Clearly p ∈ U − w 1 η(s)w 2 B = U − w 1 w 2 B. Using
where ≥ is the Bruhat order on W af f , see [20, 1.3.15] . Note that E i are codimension 1 in L ⋉ G Z(G) and for some i we have p ∈ U − w 1 w 2 B ⊂ E i (closure in X af f ). It follows that X af f − L ⋉ G Z(G) is the union of the E i which is pure codimension 1.
To show the E i are Cartier we use that the E i are Cartier. In fact there is a maximal parabolic subgroup P i = L i U i and a line bundle O i (1) on G af f P i such that E i is the inverse image of the vanishing of a section σ i on G af f P i . Moreover choosing a HWR V i such that P i stabilizes the class of a HW vector v i then there is a morphism
and O i (1) is the pull back of O(1) on PV i and further the section σ i can be described as σ i (g) = ⟨v i , g.v i ⟩; that is, the projection of g.v i to the v i weight space. We show that this section extends to all of X af f . Consider X af f ⊂ P V (λ)⊗V (λ) * and for w 1 , w 2 ∈ W af f let X af f w1,w2 be the open subset where projection to V w1.λ ⊗ V w2.λ is nonzero. Then 3.9 shows X af f is covered by X af f w1,w2 . We extend σ i on each X af f w1,w2 . Namely, for p in the boundary of X af f w1,w2 use 3.9 again to write p = lim s→0 uν 1 η(s)ν 2 b = lim s→0 p(s). By definition of X af f w1,w2 we have lim s→0
exists for any ν 1 , ν 2 ∈ W af f ; indeed thinking of p = p(0) as an infinite matrix then the limit in question is the entry of p(0) in "row" ν 1 .v λ and "column" ν 2 .v λ . Similarly, replacing v λ with v i , we conclude the limit also exists. We set σ i (p) = lim s→0 Finally, thanks to proposition 3.7, the same argument in 2.2(b) shows these divisors freely generate the Picard group.
It remains to show the extension doesn't depend on the choice p(s). The numerator reduces to
For (c) we note that any G af f × G af f -orbit intersects T ⋉ ad,0 along a unique T ⋉ ad × T ⋉ ad -orbit. This follows from the description of the stabilizers given in proposition 3.8 and the fact that the standard parabolic subgroups in a Tits system are not conjugate [17, 30.1] . Therefore we can reduce the statement to the torus for which it is obvious.
The same argument for 2.2(d) works for (d) with one minor adjustment. In the finite dimensional case we utilized regular dominant weights with no further qualification. For LG we need all the HWR to be of the same level. Representations (0, λ, l) of level l are characterized by λ(θ ∨ ) ≤ l; here θ ∨ is the co-root associated to the longest root θ of G. It follows for any finite set λ 1 , ..., λ m of regular dominant weights there is a fixed l such that (0, λ i , l) are all regular dominant.
Remark 13. The proofs for (a),(c),(d) hold for X af f,sm without further comment. Statement (b) is true for X af f,sm but the argument is different: it is just necessary to show P ic(X af f,sm 0 ) = 0. Given 3.6 and the fact that for L sm G we have an abstract isomorphism U ≅ U − , the previous assertion reduces to P ic(U) = 0. Let O be the sheaf of holomorphic functions and O * its group of units. Then P ic(U) = H 1 (U, O * ) and vanishing for the latter group follows from a standard argument that asserts line bundles on U are topological together with the result [26, 8.7.4 (ii)] which asserts that U is contractible. To show line bundles are topological let O cts be the sheaf of continuous functions on U and O * cts its group of units. Then we have a commutative diagram (suppressing the mention of U) proof of prop. 3.8. That T (J) is in the stabilizer follows from the description of T ⋉ ad,0 given in the proof proposition 3.4 and the fact that Z(L J ) = ∩ k ∈J ker α k . So let us focus on the group S(J).
The group L ⋉ G × L ⋉ G and in particular the standard parabolic subgroups are generated by the root subgroups U (α) ≅ G a which it contains. So to check S(J) is in the stabilzer it suffices to check it for the root subgroups it contains. These break up into two cases. Roots subgroups of the form (U (α), 1) or (1, U (α)) and those of the form ∆(U (α)). We treat the first case; the second case follows similarly
In the first case α is not a root of Lie(L J ) and we have that α = α i + α ′ for some i ∈ J. It suffices to check that X α .e J = 0. Recall e J is an idempotent of End(V (λ)) and we can express e J = ∑ j e j ⊗ e * j where j ranges over some subset of the weights of the representation. Therefore to show X α .e J = 0 it suffices to show X α .e j = 0 ∀j. Assume that X α .e j ≠ 0 for some j. The weight j has the property that λ − j ∈ ∑ i∈J n i α i with n i ≥ 0. But if e µ ∶= X α .e j is not zero then it is a weight vector of weight µ = α + j. But then λ − µ fails to be a sum of positive roots, contradiction. This shows that T (J)S(J) is contained in the stabilzer, and for codimensional reasons there can't be a higher dimensional group that stabilizes e J . As L ⋉ G is connected, there can't be other components. Finally, according to our conventions, Orbit(e J ′ ) ⊂ Orbit(e J ) off J ⊂ J ′ . In this case from general properties of flag varieties we have surjections LG P J ′ → LG P J with fiber P J P J ′ . So indeed we get a surjection Orbit(e J )
Further the fibers are compactifications of L ad,J . To conclude that is it the wonderful compactification one can note e J is the identity in End(V (λ J )) for a regular dominant weight λ J or L J,ad .
Alternatively, Let m = rk(L J,ad ) and β 1 , . . . , β m its simple roots. Then for p = π J (e J ) we have π 
proof of corollary 3.9. The given expression is stable under the action of B − × B and disjointness of the expression is implied by the fact that B − × B ∩ W af f = 1. Any p ∈ Orbit(e J ) can be expressed as g 1 .e J .g 2 for g i ∈ L ⋉ G. Recall the Levi factorization P J = L J U J . A variant of equation (8) shows we can write
2 , proposition 3.8 implies g 1 .e J .g 2 = v 1 w 1 l 3 .e J .w 2 u 2 . Using the Brikhoff decomposition for L J we write l 3 = v 3 w 3 t
In fact, by proposition 3.8, after replacing l 3 with another element of L J we can assume (
Altogether we are reduced to the expression
The result will follow if we can show (w 1 v 3 w −1
For this it is enough to show that if w ∈ W af f and −α i is a negative root then w(−α i ) is a positive root ↔ there exists an reduced expression w = s i1 ⋯s i . The ⇐ direction follows from [6, pg.61] .
Using induction on the length of w we can assume w = s j w ′ where w ′ (−α i ) is a negative root. The hypothesis on w imply w ′ (−α i ) = −α j and that s i must appear somewhere in an expression for w. We abuse notation below and use w to indicate a reduced expression for w.
Consider the word w ′′ = ws i . If ws i is not reduced then by the exchange property for reflection groups we can find a reduced expression for w ending in s i . Therefore we can prove the result if we can rule out the possibility that w ′′ is reduced. If it is reduced then w ′′ (−α i ) is a positive root by the ⇐ direction. But w ′′ (−α i ) = w(α i ) = −w(−α i ) and w(−α i ) was assumed to be positive, a contradiction.
Completeness and Stacky Extension.
Let us now address the issue of completeness. First we show we have a non constant regular function pr 1 on X af f . Namely consider the character
Let V pr1 be the associated 1-dimensional representation. For any p ∈ X af f we can find
Then pr 1 extends pr 1 and we have a cartesian diagram
The special fiber over 0 ∈ A 1 is the boundary and we denote it ∂X af f ; there is a similar diagram for X 
The composition π J ○ f maps Spec C((s)) into a finite dimensional projective variety and the valuative criterion for properness induces the map f ′ . In turn, properness of π J implies the result.
Remark 14. We do not have an analogous statement to 3.11 for ∂X af f,sm because the smooth flag varieties are not complete.
3.3.1. Stacky Extension. As in the finite dimensional case we can construct a stacky extension. With theorem 3.10 in hand, one check easily that the constructions in sections 2.2,2.3 carry over to the loop group case.
There is only one slightly subtle point already mentioned in the proof of theorem 3.10 is that when dealing with multiple dominant weightsλ,μ they must be of the same level. In this way, to a regular dominant weightλ we can associate an ind stack X af f containing L ⋉ G; there is analogously an open cell X af f 0 and Theorem 3.12.
(a) X af f is formally smooth and independent of λ.
is of pure codimension 1 and we have an exact sequence
where the subgroup Z r is generated by the irreducible components of X − X 0 . Any G af f × G af f equivariant X ′ → X af f determines and is determined by a fan supported in the negative Weyl chamber whose lattice points lie in M . (e) The stabilizer of every point p ∈ X af f is finite.
Proof. Statements (a) -(d) follow readily from the corresponding statements for theorems 3.10 and 2.10. For statement (e) it suffices to look at points in X af f 0
. By proposition 3.6 (e) holds because it does for every point in the toric stack
We can also replace L ⋉ G with C × ⋉ L poly G.
Some toric geometry of LT
An interesting aspect of the representation of loop groups is the appearance of a new intermediate abelian group. More precisely, instead of asking for a maximal torus T ⊂ LG, we can ask for a maximal abelian subgroup H ⊂ LG. The standard choice is H = LT but there are others choices, see for example [24, 3.6] .
Let
In fact, the group structure on C × ⋉LT depends only on the Killing form. More generally, given any positive definite form Q onLie(T ), one can construct an analogous central extensions of L ⋉ T . For any of these centrally extended groups, one can construct representations analogous to HWR or PER of G af f and therefore talk about a wonderful embedding of C × ⋉LT . In this section, we will study the closure of T ⋉ in these embeddings. This is the only interesting part in the sense that there is a group N ⊂ L ⋉ T and L ⋉ T ≅ T ⋉ × N and the orbit of the identity under N is closed.
The main result of this section is theorem 4.1 which states that the closure of is an infinite type toric variety whose fan can be realized as the cone on a Voronoi diagram for Q; the latter is an object studied in combinatorics.
The group T
⋉× V T . LetL ⋉ T be a central extension of L ⋉ T and let V be an irreducible representation ofL ⋉ T ; we get a "wonderful embedding"
It turns out understand the closure of T ⋉ inL ⋉ T ×L ⋉ T.
[id] it suffices to look at the orbit under the subgroup T ⋉ × V T or more precisely its central extension T ⋉× V T ⊂L ⋉ T . Let us begin by pinning down the group structure of T ⋉× V T . We can determine the structure on the central extension by looking at the case when T sits inside a simple group G. In this setting we have a linear map V T → Λ T , η ↦ ⟨η, ⟩ given by the Killing form. The affine Weyl group W af f = W ⋉ V T has a natural action on the characters of
. This action is computed in the proof of [20, 13.1.7] . We identify characters with their derivatives so that if we have an element t af f = (e r , e t , e c ) ∈ T af f then a characterλ = (n, λ, h) evaluates to λ(t af f ) = e nr+λ(t)+hc .
With this notation the action of
We can use this to understand conjugation in the central extension, for the action of η can also be interpreted as
We are using the semi-direct product to compute the middle row above. Comparing we see c(η, t, r) = ⟨η, t⟩ + ⟨η, η⟩ 2 r
The cocycle c(η, t, r) determines the group law on H, η, w) T , the group structure has the form:
Thus we can get a group structure for every positive definite symmetric form Q via
To emphasize the dependence on Q, we letQ denote T ⋉× V T with its group structure determined by Q. One can define c Q even if Q is not positive definite. However when we look at representations of these groups we want want the weight spaces of the non central C × ⊂Q to be bounded below and we also want the weight spaces to be finite dimensional; these conditions fail if Q is not positive definite.
Representations of T

⋉×
V T . In [26] , Segal describes a representation of C × ⋉LT on a vector space of the form V 1 ⊗V 2 where V 1 is a countable dimensional representation of C × ⋉T×V T and V 2 is an uncountable dimensional representation of (LT ) 0 T . This produces a positive energy representation ofLT . In this subsection we focus on V 1 because this is all that is necessary to understand the closure
Fix a positive definite symmetric form Q on V T ; we view this as a linear map V T → Λ T . Consider the groupQ from the previous section. We describe a representation ofQ on V 1 = ⊕ χ∈Q(V T ) V 1,χ . In fact following the wonderful compactification recipe we look at theQ ×Q orbit of the identity in End(V 1 ).
The embedding is of T ⋉× V T Z Q for a finite subgroup Z Q ⊂ T defined below. The embedding has
as a dense open subset set. The connected components are indexed by V T and the connected component of the identity is the closure of T ⋉ Z Q . The group Z Q is ker hom(Q, C × ). In more words, we have an isomorphism T ≅ hom(Λ T , C × ) and therefore we get a map
Remark 15. If T is a maximal torus of a semi simple lie group G and Q is the Killing form then Z Q = Z(G).
Let us return to the representation V 1 . We can describe it as follows. Let v µ ∈ V 1 be a weight vector with weight µ, then:
Remark 16. One can check that this indeed defines a representation; a verification of this appears in [26, pg.306 ]. An important property we can see from (12) is that if η ∈ V T ⋉ is such that the composition
→ C × is given by a positive integer then lim s→0 η(s) exists as an element of P V 1 ⊗ V * 1 . To see this it is enough to check the function µ → ⟨µ, η⟩ from the weights of V to Z has a well defined minimum value. This follows because the last line of (12) shows the function µ → ⟨µ, η⟩ is quadratic with leading order coefficient positive. Further the minimum is achieved at a finite number of weight spaces µ.
We can identify the image of T ⋉ in V 1⊗ V * 1 as diagonal matrices. Such matrices we can identify witĥ
With this translation we have a representation of T ⋉ →V 1 and the toric variety we
Voronoi and Delaunay Subdivisions and the fan. The goal of this subsection is to describe the fan for the toric variety T ⋉ Q defined in the previous subsection. We begin by introducing the relevant combinatorics.
Let W be a real vector space equipped with an inner product Q.
Given a finite set of points S ⊂ W one can form the Voronoi diagram or Voronoi partition associated to S. This is partition W = ∪ s∈S C s where
We can replace S with a regular lattice and apply the same procedure to get tiling of W . For example if W = R 2 and Q = id and we consider the lattice Z 2 then we get a tiling by squares centered around the points of Z 2 ; the vertices of the squares are at the points (1 2, 1 2) + Z 2 . For general Q these tilings are well studied and have many nice properties; see [29] .
Dual to Voronoi diagrams is the notion of Delaunay subdivision. Let L ⊂ W be a lattice. For r > 0 and p ∈ W set B(p, r) = {w ∈ W ∶ w − p Q ≤ r}. For any p ∈ W set r(p) = min{t ∈ R ≥0 B(p, t) ∩ L ≠ ∅} and
. Then we get a subdivision of W via W = ∪ p∈W P (p). Alternatively, the convex hull of p 1 , ..., p n ∈ L is in the subdivision if and only if
Now let us explain the connection between this combinatorics and T ⋉ Q ⊂Q ad .
there is a lattice L t ⊂ V T,R such that F is the cone on the Voronoi diagram associated to (L t , V T,R , Q).
Proof. Let (a, β) ∈ V T ⋉ = Z ⊕ V T be a co-character. RecallQ acts on a vector space V 1 , (12) . Fix a coordinate s on C × then we have a map
The limit s → 0 only exists if a > 0. Moreover, if a > 0, then the limit exists for any value of β. This gives the first claim. Fix now t ∈ Z >0 and for every β ∈ V T consider the 1 parameter subgroup diag(s t 2 ηQη+βQη ). Set
For fixed t and β, consider η ↦ t 2
ηQη + βQη as a function on V T ; it is quadratic and has a unique global minimum on V T,R . Consequently there are only finitely many co-characters η 1 , . . . , η n ∈ V T where t 2 ηQη + βQη attains its minimum, therefore
So in fact p β ∈ PV 1 . Fix any β ∈ V T (with t still fixed as above). Then β determines a set
such that the cone on C(β) is a cone in F.
We now relate this to the Voronoi subdivision ∪ β∈V T C β associated to (V T ⊂ V T,R , Q). For this we need the auxiliary lattice
Basic properties of quadratic functions imply that L t = {β t β ∈ V T } so L t is indeed a lattice.
We claim the C(β) are exactly the non empty intersections ∩ α1,...,αm∈V T C α1 ∩ ⋯ ∩ C αm ∩ L t . Indeed, assume β t, β ′ t is in the intersection. Then by properties above we have
but this means the lattice points α 1 , . . . , α m are equidistant from β t and no other α ∈ V T are closer. This in turn implies that the function α ↦ t 2 αQα + βQα is minimized on V T at exactly α 1 , . . . , α m . The same applies to β ′ . In other words C(β) = C(β ′ ). One can run the statement in reverse to get the desired equality.
Remark 17. If we had worked with a the full representation V 1 ⊗ V 2 this would had the effect of adding a positive constant to the function α ↦ t 2 αQα + βQα which doesn't effect where minimums occur.
Remark 18. The fan of T ⋉ in a HWR forLG is not the cone on a Voronoi subdivision associated to the Killing form. This is because a HWR ofLG is not irreducible as anLT representation. In a regular representation of G af f all the irreducible representations ofL ⋉ T appear as a direct summand. More generally, for a fixed Q, the HWR ofLT are indexed by the finite group Λ T Q(V T ). We computed the toric variety of T ⋉ in the representation corresponding to 0 ∈ Λ T Q(V T ). For nonzero elements in Λ T Q(V T ) the fan of T ⋉ is also a cone on a Voronoi diagram but the lattice is different.
Example. Consider the case T = C
× then the form Q above is a positive integer; we take Q = 2. This choice comes from the killing form on C × ⊂ SL 2 . Let us consider the Voronoi subdivision associated to Z in the normed vector space (R, Q). Clearly the set of points closest to n ∈ Z consists of the line segment [n − 1 2, n + 1 2]; in the notation of 4.2, figure 3 where we have identified R with R ⊕ 1.
To differentiate T = C × from the C × in the semidirect product we write T = GL 1 . The associated toric variety T ⋉ has a map to A 1 extending the projection C × ⋉ GL 1
pr1
→ C × and fits into the following diagram 
Bundles on Curves
In this section discuss the connection between LG and the moduli stack Bun G (C) of principal G bundles on a curve C. We explain the connection between the embedding X af f poly and bundles on nodal curves as well as a connection between X af f poly and a construction of a completion of Bun G (C) on nodal curves due to Faltings.
5.1.
The double coset construction. Fix a smooth curve C C and a point p ∈ C. Let Bun G (C), Bun G,hol (C) denote the moduli stacks of algebraic and holomorphic principal G-bundles respectively.
as the subgroup of loops that extend to give a holomorphic map C * → G. We have the following theorem proved by Atiyah: Theorem 5.1. Let G be a connected topological group. The set of isomorphism classes of holomorphic principal
Remark 19. One proves the result by noting a G-bundle on C * is holomorphically trivial. Additionally the bundle is trivial on D p and so the bundle is determined by a "transition function" γ ∈ L sm G; modding out by the two subgroups amount to accounting for changes of trivialization. 5.1.2. Algebraic Version. In the algebraic setup the point a local coordinate z at p ∈ C is used to identify C((z)) with f rac( O C,p ) and thus identify LG with G(f rac( O C,p )). In this way hom alg (C −p, G) embeds as a subgroup L C G of LG. More precisely, L C G, is the ind algebraic group which associates to a C-algebra R the group
The algebraic double coset construction is Theorem 5.2. Let G be a semi simple group. There is a canonical isomorphism of stacks
Proof. This was proved for G = SL n by Beauville and Lazlo in [2] and for general G by Lazlo and Sorger in [21] .
The restriction to semi simple G allows us to conclude G-bundles are trivial over C − p. To see this for G = SL r note that we are considering locally free sheaves E with det E = O C . Over C − p, E is just a projective module over A = O(C − p) which is a Dedekind domain. A structure theorem for modules over a Dedekind domain gives that
For general semi simple G choose a faithful irreducible representation G ⊂ SL(V ) and identify a principal G-bundle with an SL(V )-bundle together with a reduction of the structure group to G. Then over C − p the SL(V ) bundle is trivial and the reduction to G is preserved so the G bundle is trivial on C − p. More generally, for a family of curves, we have the following result due to Drinfeld and Simpson [9] . This is the main ingredient in the proof of theorem 5.2.
Theorem 5.3. Let S be a scheme and C a smooth proper scheme over S with connected geometric fibers of pure dimension 1 and let G be a semisimple group. Let D be a subscheme of C such that the projection D → S is an isomorphism. Set U = C − D. Then for any G-bundle F on C its restriction to U becomes trivial after a suitable faithfully flat base change S ′ → S with S ′ being locally of finite presentation over S. If S is a scheme over Z[n −1 ] where n is the order of π 1 (G(C)) then S ′ can be chosen to beétale over S.
The connection with X
af f poly and bundles on nodal curves. Here we focus on a modular interpretation of certain orbits in X af f poly . This is an embedding of the group L ⋉ G Z(G) which is the connected component (LG ad ) 0 of loops in G ad . Consequently the interpretation is in terms of G ad -bundles on curves.
To begin this discussion consider the formal neighborhood of a node on a fixed nodal curve C. 
where angled brackets denote groupoid and the superscript 0 denotes connected component of the trivial bundle.
poly are parameterized by subsets J ⊂ {0, . . . , r} (see proposition 3.8) . In what follows we focus on J with J = 1 and abbreviate Orbit({j}) by
Hj
. Consider O j as a stack by sheafifying the presheaf R ↦
poly . Proof. Any subgroup of LG ad is to be interpreted as the connected component of the identity; in particular, LG ad stands for (LG ad ) 0 ; we don't introduce notation for this to cut down on the notation.
Using faithfully flat descent one can construct inverse maps from Bun
.
For example, starting from (P, τ ) ∈ Bun 0 G ad ,τ D(R) we note for a faithfully flat extension R → R ′ we get
the two different pullbacks of
. The other direction is similar.
It remains to show
. From [20, pg .231] we get
and the result follows.
Fix a nodal curve C with a unique node x such that C − x is affine. Define Bun 0 G ad ,C−p C to be the stack parametrizing G ad -bundles on C with a trivialization on C * = C − x. A simple variant of the above proof gives
We can extend the above results to O j for j ≠ 0 by introducing G-torsors.
G-torsors.
In general, given a curve C → B and a sheaf of group G on C we define a G-torsor to be a sheaf of sets F on C → B together with a right action of G such that (1) there is a finite flat cover {C i → C} such that F(C i ) ≠ ∅ and (2) the action map G × F → F × F is an isomorphism.
Given a principal bundle F on C we can consider the sheaf of groups G std defined by U ↦ hom alg (U, G) and the sheaf of sets U ↦ Sect(U, F U ). In this way we associate to each principal G bundle a G std -torsor. In fact there is a perfect dictionary between G std -torsor and G-bundles.
. Given a smooth curve C and a point p we notice that G std C−p and G P agree over Spec C((z)) and thus define a sheaf of group which we also denote G P . Clearly we can iterate over (x i ) = x 1 , . . . , x m ∈ C with parabolics (P i ) = P 1 , . . . , P m . Call the resulting sheaf of groups G (xi),(Pi) . Then G (xi),(Pi) -torsors are exactly quasi parabolic bundles: G-bundles on C with reduction of structure group to P i at x i .
In the examples mentioned thus far all the G have the property that
wherê O x is the completion of the local ring with respect to the maximal ideal. This inclusion is the crucial property that allows a dictionary between torsors and principal bundles. This inclusion fails in general and consequently torsors are more general objects that bundles.
We can construct non bundle torsors by considering parahoric subgroups; these generalize L
where η is a co-character such that the composition C
→ C × is given by a nonzero integer. We use the notation P η to denote the quotient P
LG and define parahoric subgroups of LG to be any subgroup conjugate to a P η . The groups P ⋉ η come with a natural Levi decomposition:
Given a set (P i ) of parahoric subgroups we can analogously construct a sheaf of groups G (xi),(Pi) and consider its torsors. Such torsors, also known as quasi parahoric bundles, seemed to be first discussed by Teleman, see [27, sect. 9] . They have recently received more attention by Heinloth [16] and by Balaji and Seshadri [30] .
5.4. G-torsors on nodal curves. Associate to j ∈ {0, . . . , r} the vertex η j ∈ Al 0 satisfying α j (η j ) > 0 and all other α i (η j ) = 0. Set P j = P ηj with Levi decomposition L j U j ∶= L η U η ; we call these the standard maximal parahoric subgroups.
Similarly as in the smooth curve case we can extend G j to a sheaf groups on a nodal curve C with a unique node x with the property that G j C−x = G std . We can repeat this construction with G ad in place of G and take connected components of the identity throughout; call the resulting sheaf of groups G j ad .
Recall from proposition 3.8 that ∆(L j ) ⊂ H j ; here L j is a Levi factor of a maximal parahoric subgroup of LG and consequently L j is a semi simple group. Let Z j = Z(L j ) Z(G); for SL n these groups are trivial but not in general. An example for G = SO 5 is given at the end of this section.
For Z j as above let C j be a curve as in before proposition 5.5 with the addendum that the nodal point x is replaced by a stacky point [pt Z j ]. Let C be the corse moduli space of C j ; i.e. where x is replaced an ordinary non stacky point. LetC be the normalization. DefineC j to beC with stacky points [pt Z j ] introduced at the pre images y, z of the node. We fix a mapC j → C j by identifying y, z via the trivial automorphism.
Define a stack Bun
. Let Z j be the finite group described above. Let C j be a nodal curve with a unique stacky node x such that C − x is affine and 
. When working on the stacky curve we can lift the automorphisms of x = [pt Z j ] and so isomorphisms of torsors over SpecÔ x is identified with
Further by [16] , any G-torsor can be trivialized on C − x so we are formally in the same situation as proposition 5.5 and we can use the same argument to show
So it suffices to show the right hand side is isomorphic to O j . From 3.8 we have
Choose a co-character ζ such that ζ(t) ∈ ∩ i≠j ker α i ∩ T = ∩ i≠j,0 ker α i and α j (ζ(t)) = t ⟨ζ,α⟩ ≠ 1; this is always possible if j ≠ 0. Let θ be the longest root of G and write θ = ∑ r i=1 n i α i with n i > 0. Then
with m ≠ 0 and thus the co-character u
and for dimensional reasons we have equality. This means the class of (u, γ),
where the γ's and h's differ by multiplication by an element of
and as in proposition 5.5 we establish that O j is isomorphic to the right hand side of equation (13) LetC j be the normalization of C j as described before proposition 5.6 and let y, z be the preimages of x. And let P j be the parahoric subgroup of LG described at the start of subsection 5.4. Using the construction outlined after proposition 5.5 we associate to the data (y, z), (P j , P j ) a sheaf of groups G (y,z),(Pj ,Pj ) onC j and torsors for G (y,z),(Pj ,Pj ) are quasi parahoric bundles. ,C * C j can be identified with a quasi parahoric bundleF onC j , with the same trivialization τ and additionally a reduction of the P j × P j torsorF(Ô y ) ×F(Ô z ) to G j (Ô x ) ⊂ P j × P j .
Proof. Given an (F, τ ) ∈ Bun 0 G j ad ,C * C j (R) we associate to this data a sheaf of groupsG j onC, a torsor F and a section as in the statement of the proposition. Fix a local model for x ∈ C where the point x corresponds to (y, z) ⊂ Spec C[[y, z]] yz where by abuse of notation we consider y, z as local coordinates near the points y, z ∈C. ThenG j = G j onC − y − z and we defineG j (Ô y ) to be the image of the composition G j (Ô x ) ⊂ G((y)) × G((z)) → G((y)) and similarly forG j (Ô z ). To defineF note that a trivialization of F over SpecÔ x induces an element in P j =G j (Ô y ) and comparing it with the trivialization τ defines 'transition function' ∈ G((y)) which we use to defineF over C * ∪ y; this is possible again by the uniformization of torsors over a smooth curve proved in [16] . Extending to C * ∪ y ∪ z is handled similarly. To define the reduction note that an element e ∈ F(Ô x ) defines a point (e, e) ∈ F(Ô y ) × F(Ô z ) and another choice e ′ differs from e by an element of G j (Ô x ), so we have a well defined section of F(Ô y ) ×F(Ô z ) G j (Ô x ). We show now given data onC we can get and element of O j and composing with O j→ Bun 0 G j ad ,C * C j gives the inverse to the above construction. Again extending to R → R ′ we assumeF has a trivialization over Spec(Ô y ×Ô z ) comparing with the trivialization τ we get elements (γ 1 , γ 2 ) ∈ G((y)) × G((z)). We can extend in two different ways to R ′′ = R ′ ⊗ R R ′ giving us two sets of elements (γ that preserves the section; such isomorphism come from multiplication by ∆(L j ) × (Û j ×Û j ). But there is also an additional factor of Z(L j ) × Z(L j ) that comes from lifting the automorphisms of the points y, z. Arguing as in proposition 5.5 we get an element of O j (R) as desired.
Remark 20. The question of the modular interpretation of the remaining, higher codimensional orbits requires more care. There are some results in this direction when one restricts to the divisor O 0 . In this case higher codimensional orbits have been interpreted as torsion free sheaves for GL n and Sp n . The other approach is to consider bundles on modifications of nodal curves as in [28, 18, 19] . In the analytic setting one can nevertheless fit together all the orbits of X af f into a complex analytic space that serves as a completion of bundles over nodal curves in families. The appropriate algebraic analogue is work in progress. ,C * C j which changes the trivialization over C * . Quotienting by this action gives a moduli space which we can denote Bun G j C j and in turn we can pass from G j to G by working with certain equivariant G-bundles. The details of this construction will be carried out in a follow up paper.
Even without a modular description of the other orbits, the previous proposition already tells us something interesting. Given that bundles on a nodal curve are equivalent to bundles on the normalization together with a 'transition function'∈ G at the node, it is a natural first guess to try to complete Bun G (C) simply by compactifying G. However the previous proposition shows that this is not sufficient; namely, in families a principal bundle may develop parahoric structure at the node. Figure 4 is an illustrates this; compactifying G only tells you about the divisor D 0 .
We now give a couple of example of parahoric subgroups. We treat first the case G = SL 2 . Set O = C[[z]]. The standard parahoric subgroups of LG are
The first corresponds to the co-character u ↦ (u, diag(1, 1)) ∈ T ⋉ and the second corresponds to (u, diag( √ u, As a result all G-torsors with P i structure always have interpretations in terms of vector bundles. In the case at hand if E is the trivial rank 2 vector bundle over D = Spec C[[z]] and s 1 , s 2 are two non vanishing sections then any other such sections can be obtained as γ.s1, γ.s2 with γ ∈ P 0 . On the other hand if we require s 1 to have a pole at the closed point and s 2 to be non vanishing at the closed point then any other such sections can be obtained as γ.s1, γ.s2 with γ ∈ P 1 . The latter case corresponds to the vector bundle O D ⊕ O D (1) over D. In other words, if we have a smooth curve C and a point p then G(C − p) LG P 0 is the moduli space of rank 2 vector bundles with trivial determinant while G(C − p) LG P 1 corresponds to those vector bundles with determinant O C (p).
We finish with one final example of a parahoric subgroup of SO 5 which shows, unlike the SL r case, the parahoric structures that appear cannot always be interpreted as twists of the standard structure G [[z] ]. It will be enough to work with the Lie algebra which we present as 
