Abstract. Assuming finiteness of the Tate-Shafarevich group, we prove that the BirchSwinnerton-Dyer conjecture correctly predicts the parity of the rank of semistable principally polarised abelian surfaces (with mild extra local conditions at 2-adic places)
1. Introduction 1.1. Main results. The Birch-Swinnerton-Dyer conjecture predicts that the Mordell-Weil rank of an abelian variety A over a number field K is given by the order of vanishing of the L−function L(A/K, s) at s = 1. The functional equation for L(A/K, s) predicts that this function is essentially either symmetric or antisymmetric around the central point s = 1, and, consequently, the sign in the functional equation determines the parity of the order of the zero there. Of course, neither the analytic continuation of the L-function nor its functional equation are at present known. However, part of the conjectural framework specifies that the sign is given by the global root number w A/K ∈ {±1}, which is defined through the Galois representation attached to A/K and is independent of any conjectures. One thus expects that the root number controls the parity of the rank of A/K: This conjecture currently appears to be completely out of reach. Indeed, it would give an elementary criterion for predicting the existence of points of infinite order, something that seems to be impossibly difficult already for elliptic curves. However, the version for Selmer groups is more tractable. We will write rk p (A/K) for the p ∞ -Selmer rank of A, that is rk p (A/K) = rk(A/K)+δ p , where δ p is the multiplicity of Q p /Z p in the decomposition X A/K [p ∞ ] ≃ (Q p /Z p ) δp ×(finite) and is conjecturally always 0. A range of results on the p-parity Conjecture are known in the context of elliptic curves, including a full proof for elliptic curves over Q. In the present article we establish the following general results on the conjectures for abelian surfaces, as well as develop some techniques for higher dimensional abelian varieties. For brevity, we will use the term "semistable * " for an abelian surface to mean semistable at all odd primes and satisfying a stronger local condition at primes above 2, see Definition 2.2 for a precise criterion. Theorem 1.3. The Parity Conjecture holds for all semistable * principally polarised abelian surfaces over number fields A/K such that X A/K(A [2] ) has finite 2-, 3-and 5-primary part. Theorem 1.4. The 2-parity Conjecture holds for all semistable * principally polarised abelian surfaces over number fields A/K such that Gal(K(A [2] )/K) is a 2-group.
Our approach to the parity conjecture has three main ingredients. The first is the following general reduction step, based on the "regulator constants" machinery of [11, 10] , that applies to abelian varieties in general. (See Theorem B.1 and Corollary B.2 for more general criteria.) Theorem 1.5. Let F/K be a Galois extension of number fields with Galois group G. Let A/K be a semistable principally polarised abelian variety such that X A/F is finite. If the Parity Conjecture holds for A/F H for all H ≤ G of 2-power order, then it holds for A/K.
For clarity of the discussion, let us for the moment assume that X is always finite and restrict attention to semistable abelian varieties. Taking F to be the field generated by the 2-torsion points of A in the above theorem reduces the parity problem to abelian varieties that admit an isogeny φ : A → A ′ that satisfies φ t φ = [2] (see Corollary B.2). When A is an elliptic curve or the isogeny instead satisfies φ t φ = [p] for an odd prime p, there is a known method to control the parity of the rank of A in terms of purely local invariants [8, 9] , and one obtains a formula of the form (−1)
Unfortunately, the case p = 2 runs into the problem that the Cassels-Tate pairing on X may only be antisymmetric, and not alternating, and the right-hand-side of the formula picks up the terrible term (−1) ord2 |XA|/|X A ′ | . We can salvage the formula for abelian surfaces. Principally polarised abelian surfaces are essentially all Jacobians, for which, thanks to a result of Poonen and Stoll [20] the "non-squareness" of X can be effectively controlled using local data. This lets us control the X term both for A and A ′ and prove an analogue of the above rank formula for the 2 ∞ -Selmer rank; see Theorem 1.8 below for a precise statement.
To deduce Theorem 1.4, and hence Theorem 1.3, it remains to compare the parity formula for rk 2 (A/K) to the root number w A/K . Morally, this is a local problem: compare the local term λ (2) A/Kv to the local root number w A/Kv . However, the relationship turns out to be very complicated: see Conjecture 1.14 below. We prove this relationship for all semistable * curves (see Theorem 1.16), which lets us deduce the 2-parity result of Theorem 1.4 (see Theorem 1.15).
Parity of 2
∞ -Selmer ranks of Jacobians of C2D4 curves. The main part of the paper deals with the 2-parity Conjecture for principally polarised abelian surfaces A that have G = Gal(K(A [2] )/K) a 2-group. Generically, these surfaces are Jacobians of genus 2 curves C : y 2 = f (x) for polynomials f (x) of degree 6. Moreover, G is precisely Gal(f (x)), so the 2-group condition can be phrased as Gal(f (x)) ≤ C 2 ×D 4 , where D 4 denotes the dihedral group of order 8. We will refer to these as C2D4 curves: Definition 1.6. A C2D4 curve C over a field K is a genus 2 curve C : y 2 = cf (x) with c ∈ K × and f (x) monic of degree 6, together with an embedding Gal(f (x)) ⊆ C 2 ×D 4 as a permutation group on 6 roots (where C 2 and D 4 act separately on 2 and on 4 roots in their natural ways).
We can control the parity of the 2 ∞ -Selmer rank of Jacobians of C2D4 curves using purely local data as follows. The Jacobian J = Jac(C/K) of a C2D4 curve C admits a canonical Richelot isogeny φ : J → J to the Jacobian J of another C2D4 curve C (Richelot dual curve), at least if we ignore an exceptional case when a certain invariant ∆ = ∆(C) vanishes (Definitions 2.3, 1.12). Definition 1.7. For a C2D4 curve C over a local field K let
Here φ is the associated Richelot isogeny, C is the Richelot dual curve, ker φ| K = J(K) [φ] and coker φ| K = J(K)/φ(J(K)) for the two Jacobians J, J, and µ C/K is ±1 depending on whether C/K is deficient (−1) or not (+1); see Definition 2.5. Thus the above result can be viewed as a 2 ∞ -Selmer group analogue of the root number formula for parity of the analytic rank given by the functional equation.
The key point is that λ C/Kv is a purely local invariant. It is usually computable for any given curve (see Remark 3.5) . By Theorem 1.8 it can be used to determine the parity of the rank assuming finiteness of X, without worrying about its compatibility with the Birch-SwinnertonDyer Conjecture. Such expressions also have direct consequences for arithmetic, such as: Example 1.9. For every C2D4 curve C/Q, the 2 ∞ -Selmer rank of Jac(C/F ) is even over the field F = Q(i, √ 17). Indeed, every rational prime splits in F/Q, so each term in the product in Theorem 1.8 appears an even number of times. Here F/Q can, of course, be replaced by any Galois extension of number fields in which every prime splits into an even number of primes. Remark 1.10. Theorem 1.8 in fact holds for all genus 2 curves whose Jacobians admit a Richelot isogeny and, more generally, for Jacobians of curves that admit an isogeny φ to another Jacobian that satisfies φφ t = [2] , see Theorem 3.1.
1.3. 2-parity conjecture for C2D4 curves. In view of the Parity Conjecture, Theorem 1.8 and the root number formula w J/K = v w J/Kv for the Jacobian J, it is tempting to hope that λ C/Kv = w J/Kv . This is false! However, whenever C is a C2D4 curve over a number field, rather miraculously, λ C/Kv differs from w J/Kv at an even number of places. Finding a purely local explanation for this phenomenon was the most difficult task of the present project.
Definition 1.11. Let C : y 2 = cf (x) be a C2D4 curve over a field K of characteristic 0. The embedding Gal(f (x)) ⊂ C 2 ×D 4 gives a factorisation of f (x) into monic quadratics f (x) = r(x)s(x)t(x), where c ∈ K × , r(x) ∈ K[x] and Gal(K/K) preserves {t(x), s(x)}. We write the roots as α i , β i ∈K, with r(x) = (x − α 1 )(x − β 1 ), s(x) = (x − α 2 )(x − β 2 ), t(x) = (x − α 3 )(x − β 3 ).
(We will refer to this data or, equivalently, to the choice of embedding Gal(f (x)) ⊂ C 2 ×D 4 , as a C2D4 structure on a genus 2 curve y 2 = f (x).) A C2D4 curve is centered if β 1 = −α 1 . Note that any C2D4 curve is isomorphic to a centered one by the substitution x → x − α1+β1 2 . Definition 1.12. To a centered C2D4 curve we assign the following quantities: ∆ = c(−α 2 1 ℓ 1 + α 2 β 2 (α 3 + β 3 ) − α 3 β 3 (α 2 + β 2 )) ξ = 2((α 2 + α 1 )(β 2 + α 1 )(α 3 + α 1 )(β 3 + α 1 ) + (α 2 − α 1 )(β 2 − α 1 )(α 3 − α 1 )(β 3 − α 1 ))
η 2 = (α 2 − α 1 )(α 2 + α 1 ) + (β 2 − α 1 )(β 2 + α 1 ) ℓ 3 = α 2 + β 2 η 3 = (α 3 − α 1 )(α 3 + α 1 ) + (β 3 − α 1 )(β 3 + α 1 ) δ 1 = α 2 1δ1 = 1 ∆ 2 (α 2 − β 3 )(α 2 − α 3 )(β 2 − α 3 )(β 2 − β 3 ) δ 2 = (α 2 − β 2 ) 2δ 2 = 4(α 3 + α 1 )(α 3 − α 1 )(β 3 + α 1 )(β 3 − α 1 ) δ 3 = (α 3 − β 3 ) 2δ 3 = 4(α 2 + α 1 )(α 2 − α 1 )(β 2 + α 1 )(β 2 − α 1 ) If C is not centered and C ′ is the centered curve corresponding to it by shifting the x-coordinate, we define these quantities for C as being those for C ′ , that is ∆(C) = ∆(C ′ ), etc. We will also use P = ℓ 1 ℓ 2 ℓ 3 η 2 η 3 ξ(δ 2 + δ 3 )(δ 2 η 2 + δ 3 η 3 )(δ 2 η 3 +δ 3 η 2 ), for the purposes of the shorthand expression "P = 0". Note that δ i andδ i are always non-zero. Definition 1.13. For a C2D4 curve C over a local field K of characteristic 0 with P, ∆ = 0 we define E C/K as the following product of Hilbert symbols E C/K = (δ 2 + δ 3 , −ℓ , η 1 , ℓ 2 ℓ 3 , η 2 η 3 , ξ, δ 2 + δ 3 , δ 2 η 2 + δ 3 η 3 , δ 2 η 3 +δ 3 η 2 , δ 2 δ 3 andδ 2δ3 lie in K as they are preserved by C 2 × D 4 . Conjecture 1.14. For a C2D4 curve C/K over a local field of characteristic 0 with P, ∆ = 0, w Jac C/Kv = λ C/Kv · E C/Kv .
The essential property of this description is that it explains why w and λ always differ at an even number of places, since, by the product formula for Hilbert symbols, v E C/Kv = 1: Theorem 1. 15 . Let K be a number field. The 2-parity Conjecture holds for all C2D4 curves C/K with P, ∆ = 0 for which Conjecture 1.14 holds for C/K v for all places v of K.
Proof. Take the product over all places v of the formula in Conjecture 1.14. The result follows from the root number formula w Jac C/K = v w Jac C/Kv , Theorem 1.8 and the product formula.
We will prove this local formula in a large number of cases: Theorem 1.16. Conjecture 1.14 holds for all C2D4 curves with P, ∆ = 0 over archimedean local fields, and for all semistable * C2D4 curves with P, ∆ = 0 over all non-archimedean local fields of characteristic 0.
Note that Theorem 1.4 now follows from Theorems 1.8 and 1.16 (at least provided P, ∆ = 0). We will also show that the strange formula of Conjecture 1.14 must hold in the non-semistable case too, in that a counterexample would lead to a counterexample to the parity conjecture: Theorem 1.17. If the 2-parity conjecture is true for all Jacobians of C2D4 curves, then Conjecture 1.14 holds for all C2D4 curves with P, ∆ = 0 over local fields of characteristic 0. Remark 1.18. It would be very interesting to have a conceptual interpretation for E C/K . This appears to be a difficult problem even in the (significantly simpler) setting of elliptic curves, see [9] Thm. 4, [12] Thm. 5.8.
1.4.
Overview. In §2 we review background material, including the construction of the Richelot dual curve, basic properties of Hilbert symbols, and the theory of clusters of [13] that will allow us to control local invariants of genus 2 curves over completions K v for primes v of odd residue characteristic.
In §3 we explain how to control the parity of the 2 ∞ -Selmer rank for Jacobians of curves that admit a suitable isogeny, and prove a general version of Theorem 1.8 (see Theorem 3.1). We also prove a formula for λ C/K , which converts the kernel-cokernel into Tamagawa numbers and other standard quantities (Theorem 3.1); for example for curves over finite extension of Q p with p odd, it reads λ C/K = µ C µ C (−1) ord 2 c J/K /c J/K , where J, J are the two Jacobians. Sections §4-9 focus on C2D4 curves and form the technical heart of the proof of Theorem 1.4 on the 2-parity Conjecture and Theorem 1.16 on Conjecture 1.14, which compares local root numbers to the λ-terms. Roughly, the idea is the following.
First of all, we can work out certain cases by making all the terms in Conjecture 1.14 totally explicit. For example, suppose C/Q p is a C2D4 curve for p = 2, given by y 2 = f (x) with f (x) ∈ Z p [x] monic, and that f (x) mod p has four simple rootsᾱ 2 ,β 2 ,ᾱ 3 ,β 3 , and a double root α 1 =β 1 . The reduced curve has a node, and, analogously to multiplicative reduction on an elliptic curve, the Jacobian has local Tamagawa number v(α 1 − β 1 ) 2 = v(δ 1 ) if the node is split, and 1 or 2 (depending on whether v(δ 1 ) is even or odd) if the node is non-split. Whether the node is split or non-split turns out to be precisely measured by whether or not ξ is a square in Q p . An explicit computation of the Richelot dual curve show that, generically (if v(∆) = 0), its reduction also has a node and its Jacobian Tamagawa number is 2v(δ 1 ) or 2 depending again on whether ξ is a square (split node) or not (non-split node). Neither curve here is deficient, so we obtain λ C/K = −1 unless ξ is a non-square and v(δ 1 ) is even, in which case it is +1. As for multiplicative reduction on elliptic curves, the local root number in this case is w Jac C /Qp = ±1 depending on whether the node is split (−1) or non-split (+1). Finally, generically (!) all the terms apart from δ 1 in the expression for E C/Qp are units, and hence all the Hilbert symbols are (unit,unit)= 1, except for one remaining term (ξ, δ 1 ). The latter is −1 precisely when ξ is a non-square (non-split node!) and v(δ 1 ) is odd. This magically combines to give w = λ · E, as required.
We will work out a number of cases by a similar brute force approach ( §6-7); this is often rather more delicate than described above, as we have brushed the non-generic cases (when certain quantities become non-units) under the rug. Unfortunately, there is a myriad of possible p-adic configurations of roots (cluster pictures) that one would need to address. We cut it down to a manageable list by using a global-to-local trick. This is based on the following lemma, which follows directly from Theorem 1.8 and the product formula for Hilbert symbols. Lemma 1.19. Let K be a number field and C/K a C2D4 curve with P, ∆ = 0 for which the 2-parity Conjecture holds. If Conjecture 1.14 holds for C/K v for all places v of K except possibly one place w, then it also holds for C/K w .
Thus to prove the local formula of Conjecture 1.14 for C over a local field, we can try to deform it to a suitable curve over a number field. The main difficulty, of course, is that we do not a priori have a supply of C2D4 curves over number fields for which we know the 2-parity Conjecture! However, we can bootstrap ourselves by making use of the cases for which we have explicitly worked out Conjecture 1.14, which give us a supply of C2D4 curves over number fields for which the 2-parity Conjecture holds, along with the basic observation that the truth of the 2-parity Conjecture for a C2D4 curve C is
• independent of the choice of model for C, and • independent of the choice of the C2D4 structure.
This will let us show that Conjecture 1.14 is also independent of the choice of model and the choice of C2D4 structure for curves over local fields. To make this process work we need to understand how various quantities behave under a change of model ( §5), and to have a way to approximate C2D4 curves over local fields by C2D4 curves over number fields that, moreover, have good behaviour at all other places ( §8). In §9 we justify that these tools are enough to prove Conjecture 1.14 in all our cases (Theorem 1.16).
In §10 we tie these results together, deal with the exceptional cases when P = 0, ∆ = 0 or the abelian surface is not a Jacobian, and prove Theorems 1.3 and 1.4.
Appendix A (by A. Morgan) provides a formula for λ for curves with good ordinary reduction over 2-adic fields.
Appendix B (by T. Dokchitser and V. Dokchitser) deals with regulator constants and Theorem 1.5.
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Notation and background
2.1. General notation. Throughout the paper, rk p (A/K) will denote the p ∞ -Selmer rank of A/K (see Conjecture 1.2) and φ t the dual of a given isogeny φ. For a local field K, a curve C/K and an abelian variety A/K we write π K uniformiser of a local non-archimedean field
We will almost always deal with genus 2 curves with a model C : y 2 = cf (x), where f (x) is monic. For convenience of the reader, we list where some of the definitions associated to C may be found:
C2D4 curve see Definition 1.11 F , F C2D4 2-adic families for the semistable * condition, see Notation 2.1 C Richelot dual curve of C, see Definition 2.3 r(x), s(x), t(x) factorisation of f (x), see Definition 1.11
roots of defining polynomial ofĈ, see Definition 2.3 δ i ,δ i , η i , ξ, ∆, ℓ i , P terms entering E C/K , see Definition 1.12 α 1 , β 1 , α 2 , β 2 , α 3 , β 3 and a general root, see Notation 2.6, 2.7, 2.9 C m , C t models for C for m ∈ GL 2 (K) and t ∈ K, see Definitions 5.1, 5.3 M t matrix and mobius map to obtain C t , see Definition 5.3 C close to C ′ Definition 8.1 We will write α i (C), ∆(C) etc, if we wish to stress which curve we are referring to.
We write D 4 for the dihedral group of order 8 and V 4 for the Klein subgroup of S 4 .
Semistable
* and the 2-adic families F , F C2D4 . Notation 2.1 (2-adic family F ). For a finite extension K/Q 2 , we write F for the family of genus 2 curves C : y 2 = cf (x) with c ≡ −1 mod 2 3 and for which f (x) factors as (x − α i )(x − β i ) with
the congruences taken modulo 2 8 . We write F C2D4 for the family of C2D4 curves that satisfy these congruences with respect to their given C2D4 structure. (In other words, C satisfies the above congruences "with its given ordering of roots".) Definition 2.2 (Semistable * ). For a finite extension K/Q 2 , we will say that a genus 2 curve C/K is semistable * if it admits a model C ∈ F . We will say a principally polarised abelian surface over a number field A/K is semistable * if
• it has semistable reduction at all primes and, • whenever A/K v is isomorphic to the Jacobian of a genus 2 curve C/K v for v|2, the curve C/K v is semistable * .
A genus 2 curve is semistable * if its Jacobian is, equivalently if it is semistable at all primes and semistable * at primes above 2.
Richelot isogenies.
Definition 2.3 (Richelot dual curve, see [6] , [3] , [24] ). For a C2D4 curve C : y 2 = cr(x)s(x)t(x) as in Definition 1.11, with ℓ 1 , ℓ 2 , ℓ 3 , ∆ = 0, its Richelot dual curveĈ is given bŷ
where (writing r ′ (x) for the derivative of r(x) etc)
The curveĈ is a C2D4 curve;r(x),ŝ(x),t(x) are monic with discriminants 4∆ 2δ 1 /ℓ
. We denote the roots ofr(x) (respectivelyŝ(x),t(x)) byα 1 ,β 1 (respectivelyα 2 ,β 2 andα 3 ,β 3 ).
There is an isogeny φ : Jac(C) → Jac(Ĉ) of degree 4 whose kernel is totally isotropic with respect to the Weil pairing and consists of 0 and the divisors [(α i , 0), (β i , 0)] in Mumford representation. The isogeny satisfies φφ t = [2] .
Remark 2.4. When ℓ 1 , ℓ 2 or ℓ 3 = 0, one can define the Richelot dual curve by the same construction by cancelling the offending terms in the equation forĈ and the expressions forr,ŝ,t.
2.4. Deficiency.
Definition 2.5 (Deficiency). A curve C of genus g over a local field K is deficient if it has no K-rational divisor of degree g −1. For a genus 2 curve C/K, being deficient is equivalent to C not having any L-rational points over all extensions L/F of odd degree.
Pictorial representation of roots.
Notation 2.6. For a C2D4 curve C : y 2 = cr(x)s(x)t(x), we pictorially represent the roots α 1 , β 1 of r(x) as ruby circles ( ), roots α 2 , β 2 of s(x) as sapphire hexagons ( ), and roots α 3 , β 3 of t(x) as turquoise diamonds ( ). We will sometimes refer to them as ruby, sapphire and turquoise roots, respectively.
Note that the Galois group ≤ C 2 ×D 4 preserves the set of ruby roots and either preserves the set of sapphire roots and the set of turquoise roots, or swaps these two sets around. Notation 2.7. For a C2D4 curve C/R, it will turn out that most of the local data that we are interested in is encoded in the arrangement of the real roots of the defining polynomial on the real line. We will depict this information by drawing the real roots in the order that they appear in R and connect two roots r, r ′ if the points (r, 0) and (r ′ , 0) is on the same connected component of C(R). Thus, for example, a curve with α 1 < β 1 < α 2 < β 2 < α 3 < β 3 and c < 0 will be depicted by .
2.6. Clusters: curves over local fields with odd residue characteristic. To keep track of the arithmetic of genus 2 curves over p-adic fields with p odd we will use the machinery of "clusters" of [13] :
Definition 2.8 (Clusters). Let K be a finite extension of Q p for an odd prime p and C : y 2 = cf (x) a genus 2 curve, where f (x) ∈ K[x] is monic of degree 6 with set of roots R. A cluster is a non-empty subset s ⊂ R of the form
For a cluster s of size > 1, its depth d s is the minimal d for which s is cut out by such a disc, that is d s = min r,r ′ ∈s v(r−r ′ ). If moreover s = R, then its relative depth is δ s = d s −d P (s) , where P (s) is the smallest cluster with s P (s) (the "parent" cluster).
We refer to this data as the cluster picture of C. For C2D4 curves we will often specify which roots are ruby, sapphire and turquoise: we will refer to this data as the colouring of the cluster picture. Notation 2.9. We draw cluster pictures by drawing roots r ∈ R as , or as in Notation 2.6 if we wish to specify which root is which, and draw ovals around roots to represent clusters (of size > 1), such as:
The subscript on the largest cluster R is its depth, while the subscripts on the other clusters are their relative depths. 2.7. Arithmetic of semistable curves of genus 2. Let C/K be a curve of genus 2 over a finite extension of Q p for an odd prime p. We record some results of [13] that will let us control the arithmetic invariants of C/K in terms of its cluster picture.
Theorem 2.12 (Semistability criterion, [13] Thm. 1.8). Let C/K be a semistable curve of genus 2 over a finite extension of Q p for an odd prime p, given by C :
of degree 6. Then C/K is semistable if and only if the following conditions hold:
(1) The extension K(R)/K has ramification degree at most 2, (2) Every cluster s with |s| = 1 is I K -invariant, (3) Every principal cluster s has d s ∈ Z and v(c)+|s|d s + r / ∈s v(r − r s ) ∈ 2Z, for any (every) root in r s ∈ s. (Here a cluster s is principal if |s| ≥ 3, s has no subcluster of size 4, and s is not a union of two clusters of size 3.) Notation 2.13. To each even cluster s we associate a sign + or − as follows. Pick a square root θ s = c r / ∈s (r s − r), where r s is any root in s. Then Frob K (θ s ) ≡ ±θ Frob K (s) in the residue field, where ± defines the sign of s. For the purposes of this paper, this data is not relevant if the parent P (s) is a union of even subclusters, or if s = R is not a union of even subclusters.
If we wish to keep track of the sign of even clusters, these will be written as superscripts. If we wish to keep track of Frobenius action, lines joining clusters (of size > 1) will indicate that Frobenius permutes them.
Example 2.14. Let f (x) = x(x−1)(x−i)(x−i+3)(x+i)(x+i−3) over Q 3 , where i is a square root of −1. Then there are two clusters of size 2, s = {i, i+3} and s ′ = {−i, −i+3}, which are clearly swapped by Frobenius. Here θ s = √ 10i−2 and θ s ′ = √ −10i−2. Since 10i − 2 is not a square in the quadratic unramified extension of Q 3 , the two signs are + and − in some order.
The cluster picture is Let K/Q p be a finite extension, C/K a semistable genus 2 curve and J its Jacobian. Then the cluster picture of C is one of the cluster pictures given in the table below for some integers n, m, k, r > 0. The Tamagawa number c J/K , deficiency µ C/K and local root number w J/K are as given in the table.
Notation: here η ∈ {±1} and t ∈ Z are arbitrary.
Lemma 2.16. Let K/Q p be a finite extension. Suppose C and C ′ are semistable curves of genus 2 over K, whose Jacobians are isogenous. Then both curves are in the same list of types given below:
(1) Types 2, 1×1, 1×1; (2) Types 1
Proof. Since the isogeny induces an isomorphism on Galois representations, the eigenvalues of Frobenius on the toric part of the Galois representation (equivalently, on the homology of the dual graph of the special fibre of the minimal regular model) for the two curves must be the same. By [13] Thm 18.8 the nine lists given correspond to eigenvalues (with multiplicity) being ∅, {1}, {−1}, {1, 1}, {1, −1}, {−1, −1}, {ζ 3 , ζ Theorem 3.1. Let C and C ′ be curves over a number field K whose Jacobians admit an isogeny φ : Jac C → Jac C ′ with φφ t = [2] . Then
the product taken over all places of K.
Proof. Write A = Jac C and A ′ = Jac C ′ . As in the proof of Theorem 4.3 in [11] For a curve C/R with Jacobian A, we write n(C(R)) for the number of connected components of C(R). We write A(R)
• for the connected component of identity of A and n(A(R)) = |A(R)/A(R)
• | for the number of connected components.
Lemma 3.3. Let C and C ′ be curves of genus g over a local field K of characteristic 0, whose Jacobians A and A ′ admit an isogeny φ : A → A ′ with φφ t = [2] . Then
The kernels and cokernels of the vertical maps are finite, so, by the snake lemma,
The map on the connected component of identity is surjective (as K ≃ R), and the groups of connected components are both finite, so this simplifies to the expression claimed. The case of non-archimedean K is similar, with A(K)
• replaced by A 1 (K), the kernel of the reduction on the Néron model of A, see e.g. Lemma 3.8 in [22] . 
3.3. Odd degree base change. Finally, we record a basic observation regarding the behaviour of Conjecture 1.14 in odd degree unramified extensions.
Lemma 3.6. Let K be a finite extension of Q p and F/K an unramified extension of odd degree. Let C/K be a C2D4 curve with P, ∆ = 0 and let A = Jac C. 
is also unchanged up to squares. The result thus follows from Lemma 3.3.
Proof of Local Conjecture I
We now turn to the proof of Conjecture 1.14, which relates local root numbers to the local term λ C/K . As outlined in §1.4, we begin by proving a number of cases through explicit computation. In §8-9 we will deduce the conjecture for all semistable * C2D4 curves by deforming them to number fields and using a global-to-local trick.
Theorem 4.1. Let K be a local field of characteristic 0 and C/K a C2D4 curve with P, ∆, η 1 = 0. Conjecture 1.14 holds for C/K if either (1) K ∼ = C, or (2) K ∼ = R, and the picture of C is either • or or or or , or
• and α 1 =β 1 , or
is a finite extension and C ∈ F C2D4 , or (4) K/Q p is a finite extension for odd p and C is semistable with cluster picture either
Proof. (4) A substitution x → π a x, y → π 3a scales the roots by π a without changing the cluster picture or the leading term c. This does not change any of the Hilbert symbols in E C/K (δ i , η i . . . all have even degree) nor λ C/K . Thus we may assume that the depth of the maximal cluster is 0.
We may assume that the C2D4 curve is centered. Note that as the depth of the outside cluster is 0, this forces 2α 1 = α 1 −(−α 1 ) to be a unit, so that all the roots are automatically integral. In particular, the condition ℓ 2 ℓ 3 ∈ O × Kv forces ℓ 2 and ℓ 3 to be units, and similarly for η 2 η 3 . If the cluster picture has two clusters of size 3, the result follows from Theorem 4.5. Otherwise, by the semistability criterion 2.12, v(c) is even. Scaling y by π v(c)/2 gives a new model with v(c) = 0, and does not change the roots, the cluster picture or the validity of Conjecture 1.14. The result follows from Theorem 4.5.
In the rest of this section we establish the ingredients of the above proof Theorems 4.2, 4.3, 4.4, 4.5. The proof of the last of these results will occupy §6-7.
Complex places.
Theorem 4.2. Conjecture 1.14 holds for all C2D4 curves over C with P, ∆ = 0.
Proof. Here w Jac C/C = 1 as C has genus 2, and clearly E C/K = 1 and λ C/C = (−1) 2 = 1.
Real places.
For curves over R we shall, for the moment, only prove Conjecture 1.14 in a restricted number of cases. The direct proof below can be extended to all cases (cf [19] ), but we will obtain the remaining ones for free using our methods in §8-9 (see Theorem 9.5).
Theorem 4.3. Let C/R be a C2D4 curve with P, ∆, η 1 = 0, with Richelot dual curveĈ, Richelot isogeny φ and J andĴ the Jacobians of C andĈ. The table below gives the values of
and E C/R , depending on the roots associated to C and the sign of c. Conjecture 1.14 holds for all curves described in the table.
Roots
Proof. Write C as y 2 = cr(x)s(x)t(x) as in Definition 1.11. Taking into account the sign of c we find that the number of components of C(R) is 0 in case (2), 1 in cases (1, 3), 2 in case (4) and 3 in cases (5)- (9). This gives the values of n J/R (Lemma 3.4) and µ C/R (a curve C of genus 2 is deficient over R if and only if C(R) = ∅, see Definition 2.5).
Recall thatĈ is also a C2D4 curve with equation
. From Definitions 1.12, 2.3 we see that as r(x), s(x), t(x) all have R-coefficients in all the above cases, so dô r(x),ŝ(x),t(x). In particular, whetherα i ,β i are real is determined by the sign of the discriminant of the corresponding quadratic. The discriminants ofr(x),ŝ(x),t(x) are 
with similar expressions for (α 2 −β 2 ) 2 and (α 3 −β 3 ) 2 , obtained by permuting the indices 1, 2, 3. If α 2 , β 2 , α 3 , β 3 ∈ R, the above discriminant is positive if and only if the roots of the two quadratics are not interlaced (they are "interlaced" if • 2 < • 3 < • 2 < • 3 or vice versa). If either α 2 =β 2 or α 3 =β 3 the discriminant is always positive, being of the form zz w 2 for w ∈ R. An identical analysis applies to (α 2 −β 2 ) 2 and (α 3 −β 3 ) 2 . Putting this information together and considering the sign of the leading term, we deduce that C has 3 real components in all cases above, except for case (8) , when it has 2 real components. This gives the values for nĴ /R and µĈ /R as above for C.
Now consider φ-torsion on the connected component of the identity of the Jacobian, Jac(R)
. In Mumford parametrisation, the nontrivial φ-torsion points are represented by the divisors [(α i , 0), (β i , 0)], and the identity by all pairs of the form [(x, y), (x, −y)]. If β i =ᾱ i , then there is a path on J(R) of the form [(w, z), (w,z)] from [(α i , 0), (β i , 0)] to the identity (take a path to any w ∈ R). If α i , β i ∈ R and (α i , 0) and (β i , 0) lie on the same component of C(R), then moving (β i , 0) to (α i , 0) along C(R) gives a path from [(α i , 0), (β i , 0)] to the identity. However, if α i , β i ∈ R and (α i , 0) and (β i , 0) do not lie on the same component of C(R), then no such path exist: both points have to remain in C(R) on the path as the x-coordinates will never have the same real part and hence will never be complex conjugate. This fully determines the order of Jac(R)
• [φ]. The formula for λ C/K now follows from Lemma 3.3. As C has genus 2, the Jacobian is 2-dimensional and w J/R = (−1) dim J = 1. Conjecture 1.14 for all the cases in the table will thus follow once we justify the formula for E C/R .
We finally turn to E C/K . This will be done by a case-by-case analysis of Hilbert symbols. For convenience, we may assume that the curve is centered, that is α 1 = −β 1 , as (by definition) this does not affect any of the Hilbert symbols defining E C/R . Cases 1,2. From their definitions ℓ
In the remaining cases all roots are real, so
, it follows that ∆ > 0 so that ℓ1 ∆ < 0 and E C/R = 1. Case 9. Here η 2 , η 3 , ξ,δ 1 ,δ 2 ,δ 3 > 0 and η 1 < 0, so that E C/R = −1.
2-adic places.
Theorem 4.4. Let K/Q 2 be a finite extension and C ∈ F C2D4 a C2D4 curve. Then
(1) C/K has good ordinary reduction, (2) The Richelot dual curveĈ has good reduction, (3) The intersection of the kernel of reduction map on Jac(C)(K) with the kernel of the Richelot isogeny has size 4, (4) E C/K = 1, (5) Conjecture 1.14 holds for C/K.
gives a model C ′ whose reduction is y (1), one checks that, in terms of the Mumford parametrisation, the 2-torsion points on Jac(C) given by [(α i , 0), (β i , 0)] map to points on Jac(C ′ ) that reduce to 0.
(4) Direct computation shows that, up to multiples by elements that are 1 mod 8, C has ∆ = 84, ℓ 1 = −12, ℓ 2 = −4, ℓ 3 = −16, δ 1 = 25, δ 2 = 64, δ 3 = 64,δ 1 = − 1 7 ,δ 2 = −924,δ 3 = −4284, η 1 = 8, η 2 = 110, η 3 = −10, ξ = 10196, δ 2 + δ 3 = 128, δ 2 η 2 + δ 3 η 3 = 6400,δ 2 η 3 +δ 3 η 2 = −419160. As elements that are 1 mod 8 are squares, this gives E C/K = 1.
(5) C and C ′ are not deficient by (1, 2) , so by Theorem A.1, λ C/K = 1. By (1) w Jac C/K = 1, and by (4) E C/K = 1, which proves the result.
Odd places.
Theorem 4.5. Let K/Q p be a finite extension for an odd prime p and C/K a centered C2D4 curve with P, ∆, η 1 = 0. Suppose that the cluster picture of C is one of the cases in the table below and that
In the table:
• k, m, n, r ≥ 0 with n ≤ m; r ∈ Z and k, m, n ∈ 1 2 Z (∈ Z unless a subscript on a twin),
• In theδ 1 column, means thatδ 1 is a square element of K and a non-square element, • The signs and the lines between clusters represent Frobenius action as in Notation 2.13.
Changing the model by Mobius transformations
For the proof of our main theorems, it will often be useful to be able to change the model of a C2D4 curve. This does not change the classical arithmetic invariants, but it does affect the terms ∆, ξ, . . . that enter E C/K and hence Conjecture 1.14. In this section we discuss possible changes of model and their effect on these terms. 5.1. GL 2 action on models.
Definition 5.1. Let C be a C2D4 curve over a field K of characteristic 0,
Remark 5.2 (see also [18] §2). If a genus 2 curve over K admits two hyperelliptic models C : y 2 = cf (x) and C ′ : y 2 2 = c 2 f 2 (x 2 ), then the x-coordinates are always related by a mobius map x 2 = m(x) = ax+b cx+d for some a, b, c, d ∈ K (because these are the only transformations on P 1 that is the quotient of the curve by the hyperelliptic involution). If both equations have degree 6, the model C ′ then agrees with C m up to scaling the y-coordinate by a suitable constant, y 2 = λy m for some λ ∈ K.
It will be particularly convenient to have a 1-parameter family of models: Definition 5.3. Let K be a field of characteristic 0 and α
with the corresponding mobius map over K given by M t (z) = z+tα 2 1 tz+1 . We will use the shorthand notation C t = C m for centered curves C :
∈ K. Hence r −1 • M is defined over K and fixes α 1 and −α 1 . Now
and b = cα Theorem 5.5. Let K be a finite extension of Q p for odd p and C/K a semistable C2D4 curve. There is m ∈ GL 2 (K) such that C m is balanced.
Proof. [13] Corollary 15.3 (and Remark 5.2).
Theorem 5.6. Let K be a finite extension of Q p for odd p, with residue field k of size |k| ≥ 23. Let C/K be a centered balanced semistable C2D4 curve. Then there is a t 0 ∈ K such that for all t ∈ K with v(t − t 0 ) > 0 the cluster picture of C t , its colouring and v(c) are the same as that of C and
• if the cluster picture of C t is , , , ,
Since C is centered and balanced, all the roots are necessarily integral. Indeed v(r i −r j ) ≥ 0 for every pair of roots, because the depth of the top cluster is 0, and v(α 1 ) = v(α 1 − (−α 1 )) ≥ 0 forces α 1 to be integral.
One readily checks that
.
In particular, so long as
). Thus, if t ≡ −1/r in k for any root r, then C t has the same cluster picture as C, with the same colouring. Moreover, the same condition on t ensures that the valuation of the leading term c remains unchanged.
Recall that (for C),
Observe that the numerator is the zero polynomial in k(t) if and only if α 2 ≡ −β 2 and α in k. This is equivalent to α 2 ≡ ±α 1 and β 2 ≡ ∓α 1 , which would mean that there is a cluster of depth > 0 containing α 2 and ±α 1 and one containing β 2 and ∓α 1 . This is not the case for the listed cluster pictures, so the numerator is not the zero polynomial in k(t). It follows that, so long as t avoids the roots of the polynomial in k and the residues of −1/α 2 , −1/β 2 , the expression M t (α 2 ) + M t (β 2 ) will have valuation 0 inK. Repeating a similar argument for ℓ 2 shows that C t has ℓ 2 ℓ 3 ∈ O × K so long as t avoids a specific list of residue classes of k. The arguments for ℓ 1 and η 2 η 3 are similar. Recall that (for C),
and that if the numerator reduces to the zero polynomial in k(t) then {ᾱ 2 ,β 2 } = {ᾱ 3 ,β 3 }. This is not the case in the listed cluster pictures, except for , which makes no claim on ℓ 1 . Picking t that avoids the residue classes that make the numerator or denominator 0 in k
where b = (α 2 β 2 −α . Thus C t will have η 2 η 3 ∈ O × K , so long as t avoids the residue classes that make either the numerators or denominators of η 2 (C t ), η 3 (C t ) reduce to 0 in k.
The total number of residue classes t has to avoid is at most 6 (of the form −1/r for a root r, that account for all the denominators) plus 2 + 2 (for ℓ 2 ℓ 3 ) plus 4 (for ℓ 1 ) plus 4 + 4 (for η 2 η 3 ), that is 22.
Change of invariants.
Lemma 5.7. Let C be a C2D4 curve over a field K of characteristic 0.
Proof. Direct computation.
Lemma 5.8. Let K/Q p be a finite extension with p an odd prime, and let C/K be a C2D4 curve with cluster picture
Proof. Enlarging K if necessary, we may pick z ∈ K which has v(z − r) = n for the roots inside the cluster of size 5 of C and v(z − r) = 0 for the remaining root. Then applying the following mobius transformation yields some model C m with a balanced cluster picture:
. It remains to show that if C and C m are both balanced models then v(∆(C)) = v(∆(C m )). As ∆ is invariant under shifts of the x-coordinate, we may assume that both C and C m are centered; in particular α 1 (C) and α 1 (C m ) are both units. By Lemma 5.4, the associate mobius transformation is of the form m = r • M t for some t, where r(z) = λz and λ = α1(Cm) α1(C) ∈ K nr . As the roots are integral with distinct images in the residue field for both curves, we find that t ≡ ±α
3 in the residue field. The result now follows from Lemma 5.7(i).
Lemma 5.9. For a C2D4 curve C over a field K of characteristic 0 and m ∈ GL 2 (K),
Proof. As δ 1 is invariant under shifts of the x-coordinate, we may assume that both C and C m are centered. By Lemma 5.4 the associate mobius transformation is of the form m = r • M t for some t ∈ K, where r(z) = λz and λ = α1(Cm) α1(C) ∈ K. As c 2δ 1 is a homogeneous rational function of even degree in the roots,
and ℓ 1 /∆ ∈ K it suffices to check that (
Odd places: change of invariants under isogeny
In this section we prove the claim of Theorem 4.5 regarding Tamagawa numbers and deficiency. In order to compute cĴ /K , µĈ /K , we need to understand the cluster picture of C. To do so, we will extensively use the following result.
Proof. This can be verified using a computer algebra system. Theorem 6.2. Let K/Q p be a finite extension for an odd prime p and C/K a centered C2D4 curve with P, ∆, η 1 = 0. Suppose that the cluster picture of C is one of the cases in Theorem 4.5 and that Proof. First note that c J/K , µ C/K and w J/K follow from Theorem 2.15. It remains to compute cĴ /K and µĈ /K in each case. To do so, we extract enough information on the cluster picture of C to recover these invariants from Theorem 2.15.
By Lemma 3.6 we may assume that the residue field of K is sufficiently large. Cases 
By Theorem 2.15 and Lemma 2.16 the cluster picture ofĈ must be either 2r or r+k r−k , andα i andβ i are not in a common cluster of size 3. This yields cĴ /K = 1. By Theorem 2.15,Ĉ is deficient if and only if its cluster picture is the latter with Frob K swapping the two clusters and r odd, equivalentlyδ 1 / ∈ K ×2 and r is odd. Cases 
By Theorem 2.15 the possible cluster picture forĈ is 2n r 2m r
. In particular
) is a twin of relative depth 2n, and {β 2 ,β 1 } (or {α 2 ,α 1 } resp.) is a twin of relative depth 2m. In cases (I 
If r = 0 then by Theorem 2.15, the cluster picture ofĈ is either 
It follows from Theorem 2.15 that the cluster picture ofĈ is the same as that of C. Moreover in case (1× n 1)a,δ 1 ∈ K ×2 and in case (1× n 1)a,δ 1 / ∈ K ×2 . HenceĈ is of type 1 × m 1 in the former case, and 1× m 1 in the latter case, which yields the Tamagawa numbers and deficiency forĈ. Cases (1× n 1)b and (1× n 1)b. Here v(ℓ 2 1 ) = 2n + 2n 1 , v(ℓ 2 ) = n + n 2 , v(ℓ 3 ) = n + n 3 and v(∆ 2 ) = 4n + 2v(c) + 2r with n 1 , n 2 , n 3 , r ≥ 0 so that v(
By Theorem 2.15 the cluster picture ofĈ is either , , or . In particular, if r = n 1 = n 2 = n 3 then it is . If r > 0 and n i = 0 then, permutingα's andβ's if necessary, it is either r r or 2r , where here colours and shapes represent the roots ofĈ. Lastly if n i > 0 for some i, possibly all, then it is the latter. Unlessδ 1 / ∈ K ×2 and r > 0,Ĉ is not deficient from Theorem 2.15. In this case, the cluster picture must be r r which proves the result.
Odd places: Hilbert symbols
In this section we will complete the proof of Theorem 4.5 by justifying the values it gives for E C/K . Theorem 7.1. Let K/Q p be a finite extension for an odd prime p and C/K a centered C2D4 curve with P, ∆, η 1 = 0. Suppose that the cluster picture of C is one of the cases in Theorem 4.5 and that
The remainder of this section is devoted to the proof of this result. Throughout the section, K/Q p will be a finite extension for an odd prime p and C/K will be a centered C2D4 curve with P, ∆, η 1 = 0. 7.1. Preliminary Lemmas. For convenience we first recall some basic properties of Hilbert symbols. Recall that (A, B) = 1 if A or B is a square and whenever A, B are both units for odd places. Proof. (1) Chapter 3, Proposition 2 ii) in [23] . (2), (3) follow from (1).
, we have b = c and u B + u C = u n π n for some u n ∈ O K × and n ∈ Z >0 . Hence (A, −BC) The following lemmas exhibit some properties of the invariants of C.
∆ℓ1
Proof. Follows from direct computations using Definition 1.12. . As (α 1 −β 1 ) ∈ K by assumption, in the latter case the singleton root is neitherα 1 notβ 1 . Again, extracting the valuation of ℓ 2 ℓ 3 from Proposition 6.1.5 and 6 we find that v(ℓ 2 ℓ 3 ) ≡ 
, which is even in cases (2)d,e, and ≡ n in case (2)f, which gives the result. Lemma 7.7. Suppose that C has good reduction. Then
Proof. Case 1 : Suppose ℓ 1 ∈ K. Here η 2 , η 3 , δ 2 , δ 3 ,δ 2 ,δ 3 ∈ K, and ℓ 2 1 is a square. Moreover in the cases (2)a,d and (2)b,e, v(δ 2 ) = v(δ 3 ) = v(δ 2 ) = v(δ 3 ) = 2n, and in the cases (2)c,f, δ 2 is a unit, v(δ 3 ) = 2n, v(δ 2 ) = 4n, v(δ 3 ) = 2n, and v(α 3 ), v(β 3 ) ≥ n, where n is possibly 0. By Lemma 7.2.1 we have (δ 2 η 2 + δ 3 η 3 , −ℓ
, and by semistability criterion, (c, δ 2 δ 3δ2δ3 ) = (π n , δ 2 δ 3δ2δ3 ). This simplifies to G = (δ 2 , δ 3 )(δ 2 ,δ 3 )(η 2 , −δ 2δ3 )(η 3 , −δ 3δ2 )(π n , δ 2 δ 3δ2δ3 ). Since all δ ′ s have even valuation, this simplifies further into G = (η 2 , −δ 2δ3 )(η 3 , −δ 3δ2 )(π n , δ 2 δ 3δ2δ3 ). Suppose we are in cases (2)a,d or (2)b,e. Then v(η 2 ), v(η 3 ) are at least n. By If m > n, using mod π, which is a square unit hence the result.
Finally, if m = n, cπ n has even valuation by semistability criterion, and the result follows.
Proof of Theorem 7.1.
Proof. In the proof, unless stated otherwise, congruences are taken mod π. Cases (2)a,b,c,d,e,f. We prove that for C has good reduction, E C/K = 1 if and only ifĈ is not deficient. Cases (2)a,d and (2)b,e. From the cluster picture and the definition of invariants, we have that
, and v(ℓ , δ 2 δ 3δ2δ3 ) . By Lemma 7.7, G = 1. In case (2)a,d, (c, δ 1 ) = 1 since both invariants are units, and in cases (2)b,e, (c, δ 1 ) = 1 because δ 1 is a perfect square. Note that if ℓ 1 ∈ K then (ℓ 2 1 , −ℓ 2 ℓ 3 ) = 1, otherwise Frob K swaps ℓ 2 and ℓ 3 so in particular both ℓ 
gives (δ
). Now by Lemma 7.5.1 and Lemma 7.4, we have that (2(δ 2 +δ 3 ), −ℓ Notation 7.8. For a twin t = {r 1 , r 2 }, write T r1,r2 = c r / ∈t (z t − r), where z t = r1+r2 2 . Note that the sign on the twin depends on T r1,r2 by Notation 2.13. In order to compute the Hilbert symbols in the remaining cases, we will convert the sign on clusters into a condition on the corresponding T r1,r2 (in most cases, if the sign of the twin is + then T r1,r2 is a square in K, while if the sign is − then T r1,r2 is not a square in K). In each case we will rewrite T r1,r2 in terms of the C2D4 invariants of C and conclude from there. 
2 , which is a square in K. The result follows since ℓ cξ) . Using Notation 7.8 one finds T α1,−α1 = cξ so that E C/K = 1 for (1 
). Moreover we have δ 2 η 2 + δ 3 η 3 ≡ δ 3 η 3 and 2(δ 2 + δ 3 ) ≡ 2δ 3 . Therefore E C/K = (δ 2 δ 3 , cη 1 η 2 ). Using Notation 7.8 one finds T α2,β2 = cη 1 η 2 so that E C/K = 1 for (1 
Also by Lemmata 7.5.1, 2, 5, and 7.3 we have
Since v(δ 2 ) = 0 and v(δ 3 ) = n, we have v(δ 2 η 3 +δ 3 η 2 ) = 0. Moreover by Lemma 7.5.3, v(ξ) = 0 since v(ξ m ) = n and v(ξ p ) = 0. Therefore E C/K = (δ 2δ3 , −2cξη 2 η 3 (δ 2 η 3 +δ 3 η 2 )). Nowδ 2 η 3 +δ 3 η 2 ≡δ 2 η 3 so that η 2 η 3 (δ 2 η 3 +δ 3 η 2 ) ≡δ 2 η 2 η . Hence E C/K = (δ 2δ3 , −2cξδ 2 η 2 ). Using Notation 7.8 one finds T α1,α2 = −2cξδ 2 η 2 so that E C/K = 1 for (1 2cη 3 ) . Using Notation 7.8 on finds T α2,β2 = 2cη 2 and T α3,β3 = 2cη 3 . Hence the results follow. Cases (I ǫ 2n˜2n )a: here ℓ 1 / ∈ K, δ 2 , δ 3 / ∈ K and n = m. In particularδ 1 / ∈ K 2 and v(δ 2 δ 3 ) ∈ 2Z. We
The latter is trivial since either the left entry is a unit or if it is not then the right entry is a square by the proof of Lemma 7.3.1. Similarly,
. As above, using Notation 7.8 we have T α2,β2 T α3,β3 = η 2 η 3 . Let ±t α2 and ±t α3 denote the square roots of T α2,β2 , T α3,β3 respectively. By definition of (I + 2n˜2n )a, we have without loss of generality Frob K (t α2 ) = t α3 and Frob K (t α3 ) = t α2 . Therefore T α2,β2 T α3,β3 = (t
2 ∈ K 2 , and hence η 2 η 3 ∈ K 2 . On the other hand, by definition of (I − 2n˜2n )a, we have Frob K (t α2 ) = t α3 , Frob K (t α3 ) = −t α2 , Frob K (−t α2 ) = −t α3 and Frob K (−t α3 ) = t α2 . It follows that T α2,β2 T α3,β3 = (t α2 t α3 ) 2 / ∈ K 2 , and hence η 2 η 3 / ∈ K 2 . This proves the results.
Cases (I 2n,2m )b. From the definition of the isogeny, we have v(
In particular δ 2 δ 3 ,δ 2δ3 are squares in K. Also note that ℓ 2 ℓ 3 ≡ − . We have 2(δ 2 + δ 3 ) ≡ δ 2 and by definition
It follows that η 2 η 3 is a square in K. Finally, from Lemmata 7.5.3 and 7.3 we have (ξ, −δ 1δ2δ3 ) = 1. This yields,
which is a unit. n < m: in this case, v(ℓ 1 ) = v(∆) = n, δ 2 ∈ K 2 and using Notation 7.8 we find T β2,β3 = ℓ1 ∆ and (δ 2 η 2 + δ 3 η 3 )(δ 2 η 3 +δ 3 η 2 ) = δ 2δ2 = δ 2 T α2,α3 T β2,β3 . Since 2(δ 2 + δ 3 ) ≡ δ 2 and δ 2 mod π is a square, it follows that 2(δ 2 + δ 3 ) is a square in K. Therefore 
The results follow. n = m and v(∆) = n + r > n: Here v(δ 1 ) = −2r ∈ 2Z. Let v(ℓ 1 ) = n + n 1 ≥ n. By semistability criterion, r ∈ Z and v( ℓ1 ∆ ) ≡ r mod 2. It follows that n 1 ≡ 2r mod 2 so that n 1 is even. This yields 
The results follow since one or three of 2k, 2m, 2n are odd if and only if 4k + 4m + 4n is odd. Cases (U ǫ 2k˜2k,2n )a: here ℓ 1 , δ 2 , δ 3 / ∈ K and k = n so that v(δ 2 δ 3 ), v(ℓ , δ 1 ) . By Lemmata 7.5.1, 5, 6 and 7.4 we have (δ 2 η 2 + δ 3 η 3 , −ℓ 
Otherwise it follows from the proof of Lemma 7. Similarly by Lemmata 7.5.6 and 7.3 we have (δ 2 η 3 +δ 3 η 2 , −ℓ 2 1 η 2 η 3δ2δ3 ) = 1. This yields 2cη 3 ) and the results follow as in cases I ǫ,δ 2n,2m . Otherwise, n = m, δ 1 ,δ 1 ,δ 2δ3 / ∈ K 2 and δ 2 δ 3 ∈ K 2 . Following the proof of (I ǫ 2n˜2n )a, noting that 2k ∈ 2Z, we have
as expected. Cases (1 × n 1)a and (1× n 1)a. By semistability criterion and since J has good reduction, n ≡ v(c) mod 2 and n ∈ Z. From the definition of the isogeny, we have v(
= n then the result follows since v(c) ≡ n mod 2. Otherwise if v(η 2 ) > n and/or v(η 3 ) > n, it follows from Lemmata 7.5.4. (a),(b) that −δ 2δ3 ∈ K 2 , −δ 3δ2 ∈ K 2 respectively and the result follows. Case (1× n 1)a: here
This yields
respectively) by Lemma 7.5.5 (6 respectively) and the proof of Lemma 7.3. 
Following the proof of the previous cases, we have (δ 2 η 2 +δ 3 η 3 ,-ℓ
. It follows from the proof of Tamagawa numbers and deficiency for these cases that v(
belong to different clusters and cannot be permuted by Frob
Case (1 × n 1)b,c: here δ 1 ∈ K 2 and E C/K = (π r ,δ 1 ). The results follow.
Case (1× n 1)b,c: here
and the results follow.
Deforming C2D4 curves
As explained in §1.4, we will not attempt to prove other cases of Conjecture 1.14 by direct computation, as there are several hundred possible cluster pictures corresponding to semistable C2D4 curves. Instead, we will exploit the fact that we already have a good supply of C2D4 curves over number fields for which we have proved the 2-parity Conjecture (through Conjecture 1.14 and Theorem 1.15) and use Lemma 1.19. For this we will need to be able to approximate C2D4 curves over local fields by curves over number fields, that are well-behaved at all other places. In this section we prove two results that will let us do this (see Theorems 8.15, 8.16 ). Roughly speaking they say that:
• A C2D4 curve C/K v can be approximated by a curve C ′ /K such that Conjecture 1.14 holds for C/K v if and only if it holds for C ′ /K v , and moreover holds for C ′ /K w for all v = w; • A curve with two C2D4 structures C/K v can be similarly approximated by C/K admitting two C2D4 structures.
In §9 this will let us show that Conjecture 1.14 is independent of the choice of C2D4 model for a curve C, and, moreover, it holds with respect to one C2D4 structure if and only if it holds with respect to another (Theorems 9.1, 9.3). These, in turn, will let us complete our proof of Theorem 1.16 on Conjecture 1.14 and deduce our main results on the 2-parity and parity conjectures in §10.
Continuity of local invariants.
Definition 8.1. Let C, C ′ be two C2D4 curves over a local field of characteristic 0. We will say that C and C ′ are ǫ-close if the leading coefficients and roots of their defining polynomials
= 0 we will say that they are arithmetically close if
for K/Q p finite with p odd; the congruence taken mod 4π K instead for p = 2; for K ∼ = R we require that all these ratios are positive and have no requirement for K ∼ = C.
Lemma 8.2. For C2D4 curves C over a local field K of characteristic 0 the invariants δ 1 , δ 2 , Proof. Clear as λ and w are the same, and the terms in the Hilbert symbols in E C/K change by squares.
Remark 8.5. If t is sufficiently close to 0, then C t is ǫ-close to C. More generally, if the coefficients of m(z) = az+b cz+d are sufficiently close to a = d = 1, b = c = 0, then C m is ǫ-close to C. 8.2. D4 quartics. To approximate C2D4 curves over p-adic fields by curves over number fields y 2 = cf (x), we must ensure that the Galois group of f (x) does not become too large. We will also want to ensure that the new curve is well-behaved at all other primes. Lemma 8.6. A separable monic quartic polynomial q(x) over a field K has Gal(q(x)) ⊆ D 4 if and only if its roots are of the form
Proof. Clearly a quartic with such roots has Galois group ⊆ bz 4 ) ). Lemma 8.9. Let K be a number field and S a finite set of places of K including all primes above 2, but excluding at least one infinite place.
Proof. One checks that (r
with Gal(q(x)) ⊆ D 4 such that i) for each v ∈ S, the roots of q(x) are arbitrarily close to those of q v (x) (with respect to an ordering that respects the D 4 -action),
ii) for all v / ∈ S, q(x) mod v has no roots of multiplicity ≥ 3.
Proof. For each v ∈ S, write the roots of q v as in Lemma 8.6 with parameters
in the form of Lemma 8.6 whose parameters are v-adically close to those of q v (x) satisfies (i). Use strong approximation (and the infinite place outside S) to choose a, 8.3. V4 quartics. We will need a similar result for quartics with Galois group V 4 . Lemma 8.10. A separable monic quartic polynomial q(x) over a field K has Gal(q(x)) ⊆ V 4 if and only if its roots are of the form
Proof. Clearly a quartic with such roots has Galois group ⊆ V 4 . Conversely, the splitting field of a quartic with Gal q(x) ⊆ V 4 is of the form K( √ a, √ b) for some a, b ∈ K × ; the z i are then found by solving the given linear system of equations for the r i . Proof. One checks that (r 1 −r 2 )(r 3 −r 4 ) = 4a(z 
for v|∞) be a monic quartic with Gal(q v (x)) ⊆ V 4 . There exists a monic quartic q(
with Gal(q(x)) ⊆ V 4 such that i) for each v ∈ S, the roots of q(x) are arbitrarily close to those of q v (x), ii) for all v / ∈ S, q(x) mod v has no roots of multiplicity ≥ 3.
Proof. The proof is the same as for Lemma 8.9, except that the parameters a, b, z 1 , z 2 , z 3 , z 4 ∈ K (lying in O Kv for v ∈ S) are chosen as follows. First choose z 1 and a to be v-adically close to z 1,v and a v for v ∈ S. Choose z 3 and b to be v-adically close to z 3,v and b v for v ∈ S such that hcf(a, bz 3 ) is supported on S -this ensures that for primes v / ∈ S that divide a, b(z 
for v|∞) be a monic quadratic. There exists a monic quadratic h(x) ∈ O K [x] such that (1) for each v ∈ S the coefficients of h(x) are arbitrarily close to those of h v (x), and (2) for each prime v / ∈ S, h(x)q(x) mod v has either (a) no repeated roots or exactly one double root in the residue field F v , or (b) all its repeated roots coming from those of q(x) mod v.
Proof. Write h v (x) = x 2 +a v x+b v . Using strong approximation (and the infinite place outside of S) pick a ∈ O K that is v-adically close to the a v for all v ∈ S and such that P = (a+r+r ′ ) = 0, the product taken over all pairs of roots of q(x) (including repeats).
Let T be the set of primes outside S that divide P · Disc(q(x)). Using strong approximation now pick b ∈ O K so that (i) b is v-adically close to b v for all v ∈ S, and (ii) x 2 +ax+b mod v is separable and coprime to q(x) mod v for all v ∈ T .
The fact that the residue field at v / ∈ S has size at least deg q(x)+2 ensures that for each a mod v there is always a polynomial over F v that satisfies (ii).
We can now take t(x) = x 2 + ax + b. Indeed, condition (ii) ensures that
• if q(x) mod v has a double root then the roots of h(x) mod v are distinct from each other and from the roots of q(x) mod v; • the roots of h(x) mod v cannot both coincide with roots of q(x) mod v for any v / ∈ S: otherwise we would have P ≡ 0 mod v, so that v ∈ T , which contradicts (ii);
• if h(x) mod v has a double root (this would then be ≡ −a/2 mod v) for v ∈ S, then it does not coincide with a root of q(x) mod v.
Approximating a curve.
Lemma 8.14. Let K be a finite extension of Q p for an odd prime p. There are polynomials f (x) = r(x)s(x)t(x) with r(x), s(x), t(x) ∈ O K [x] monic quadratic and Gal(K/K) acting on the roots of s(x)t(x) as a subgroup of V 4 , such that
(1) f (x) has cluster picture 0 , and (2) f (x) has cluster picture , where , and denote the roots of r, s and t, respectively.
Proof.
(1) Take r(x) = x(x − 1) and s(x), t(x) quadratics whose images over the residue field k(x) are distinct and irreducible (these exist even when k = F 3 ).
Theorem 8.15. Let K be a number field. Let v be a place of K and C v /K v be a C2D4 curve with P, ∆, η 1 = 0. Let v ′ = v be an archimedean place of K. For every ǫ > 0, there is a C2D4 curve C/K with P, ∆, η 1 = 0 such that (i) C/K v and C v /K v are ǫ-close, (ii) for each prime w = v with w|2, the C2D4 curve C/K w lies in F C2D4 , (iii) for each prime w = v with w ∤ 2 the curve C/K w is semistable with cluster picture Proof. Note that being ǫ-close to C v /K v for sufficiently small ǫ guarantees that P, ∆, η 1 = 0 (Lemma 8.2), so this condition will be automatic.
with t v (x) a monic quadratic with Gal(h v (x)) ≤ C 2 and q v (x) a monic quartic with Gal(q v (x)) ≤ D 4 given by the C2D4 structure. In the case that v is non-archimedean, we may assume that
otherwise scale x by a suitable totally positive element of K whose only prime factor is v (this exists as v has finite order in the class group).
Let S be the set consisting of v, all real places other than v ′ , primes above 2 and all primes with residue field of size < 23. For w ∈ S {v} define C2D4 curves C spc w : y 2 = c w h w (x)q w (x) over K w for quadratic h w (x) and quartic q w (x) as follows:
• For w|∞ let c w = −1 and h w (x) = x(x − 1), q w (x) = 4 i=1 (x − i), so C spc w has picture ; • For w|2 let c w = 1 and h w (x) = r(x), q w (x) = s(x)t(x) for r, s, t given by the roots in Definition 2.1, so C spc w ∈ F C2D4 ; • For w ∤ 2∞ let c w = 1 and h w (x) = r(x), q w (x) = s(x)t(x) for r, s, t given by Lemma 8.14(i); in particular C spc w has picture 0 ; Pick c ∈ K such that c = c w · ∈ K × w for all w ∈ S. Let S ′ be the set of primes w / ∈ S such that ord w (c) is odd. For these primes define C spc w : y 2 = c 2 h w (x)q w (x) by setting h w (x) = r(x) and q w (x) = s(x)t(x) for r, s, t given in Lemma 8.14(ii); these curves have cluster picture 1 1 0 .
Using Lemmas 8.9 and 8.13, construct a monic By the semistability criterion (Theorem 2.12), C/K w is semistable at all w = v with w ∤ 2. It remains to ensure that the invariants listed under (iii) are units. Center the curve C by a substitution x → x+λ to give a curve C ′ . Using strong approximation and Theorem 5.6 pick t ∈ K such that (a) for w = v, for all w|2, 3, 5 and for all archimedean w = v ′ , t is w-adically close to 0, and (b) for finite w ∤ 30v where C has cluster picture or or or C t has the same cluster picture and the invariants of C t specified in (iii) are units. Finally, shifting C t back by x → x−λ gives the required curve C ′′ .
8.6. Approximating a curve with two isogenies.
Theorem 8. 16 . Let K be a number field and v a place of K. Let C v : y 2 = c v f v (x) be a curve over K v that admits two C2D4 structures, C
(1) v and C
v , each of which has P, ∆, η 1 = 0. Let v ′ = v be an archimedean place of K. Suppose that one of the following two conditions holds: (1) • the second colouring is obtained from the first by relabelling colours, and
• Gal(f v ) preserves colours; or (2) • both colourings have the same ruby roots, and
• Gal(f v ) acts on the sapphire and turquoise roots as a subgroup of V 4 . Then for every ǫ > 0 there is a curve C : y 2 = cf (x) over K that admits two C2D4 structures, C (1) and C (2) , such that (i) C
(1) /K v and C (2) is equivalent to a factorisation into a quadratic r v (x) with the ruby roots and a quartic q v (x) whose Galois group is contained in V 4 . Thus to prove the theorem it will suffice to construct C/K so that
• it satisfies (ii), (iv), and (iii), avoiding the reduction type in case (1) , and • in case (1), f (x) admits a factorisation into three quadratics a(x)b(x)d(x) over K and c, a(x), (2), f (x) admits a factorisation over K into a quadratic r(x) and a quartic q(x) with Galois group inside V 4 , and c, r(x), q(x) are v-adically close to c v , r v (x), q v (x), Indeed, such a curve will automatically admit two C2D4 structures that satisfy (i).
The construction of C/K follows exactly as in the proof of Theorem 8.15, except that the use of Lemmas 8.9 and 8.13 in the penultimate paragraph is replaced by two applications of Lemma 8.13 in case (1) and by Lemmas 8.12 and 8.13 in case (2) , and that the step in the final paragraph in not relevant here.
8.7.
Making the terms P, η 1 , ∆ = 0. Recall that we will eventually need to address the special cases when P, η 1 , or ∆ is 0. Here we record the methods to make small perturbations to the given C2D4 model to make these invariants non-zero.
Lemma 8.17. Let K be a local field of characteristic 0 and C/K a centered C2D4 curve. Then there is a t 0 ∈ K arbitrarily close to 0 such that for all t ∈ K sufficiently close to t 0 the model C t has P = 0.
Proof. It suffices to find one value of t 0 close to 0 such that C t0 has P = 0, since P(C t ) is continuous as a function of t. By definition P = ℓ 1 ℓ 2 ℓ 3 η 2 η 3 ξ(δ 2 + δ 3 )(δ 2 η 2 + δ 3 η 3 )(δ 2 η 3 +δ 3 η 2 ). As the individual factors are rational functions in t, it sufficies to prove that none of them are identically zero for t ∈K. 
This guarantees that ℓ 1 , ℓ 3 , η 2 , δ 2 + δ 3 , δ 2 η 2 + δ 3 η 3 = 0 for C t . Note also that taking a close to
(±α1−a)(β2−a) away from 0, which ensures thatδ 2 η 3 +δ 3 η 2 = α
2 ) also becomes non-zero for C t . Similarly, picking a close to α 3 shows that one can make ℓ 2 , η 3 = 0. Finally, for ξ embed K ⊂ C and take a ≈ α 1 : this makes ξ(C t ) arbitrarily close to −32α (ii) If δ is sufficiently small then the two curves curves have the same invariants up to squares (other than η 1 ), the same local root number and λ C/K = λ C ′ /K (Lemma 8.2), and η 1 (C ′ ) is arbitrarily close to η 1 (C). If either η 1 (C) = 0 or η 1 (C) = η 1 (C ′ ) = 0, then the result follows directly, as each Hilbert symbol in Conjecture 1.14 is the same for C and C ′ . Suppose η 1 (C) = 0 and η 1 (C ′ ) = 0. By Lemma 7.5.2, the invariants of C ′ satisfy δ 2 δ 3 = −∆ 2δ 1 +η 2 1 . If δ is sufficiently small, then η 1 will be close to 0, so that −δ 2 δ 3 ∆ 2δ 1 is a perfect square in K. Hence (η 1 , −δ 2 δ 3 ∆ 2δ 1 ) = 1 for C ′ /K, which proves that all the Hilbert symbols for C and C ′ agree in this case too.
Lemma 8.20. Let K be a local field of characteristic 0, and C : y 2 = cf (x) a C2D4 curve over K. For every ǫ > 0 there exists another C2D4 curve C ′ : y 2 = cg(x) over K whose roots
Proof. We may assume that the curve is centered. If ∆(C) = 0 the result is clear, so suppose
we can obtain a suitable C ′ by a small perturbation to α 2 1 , so suppose ℓ 1 = 0, that is α 2 + β 2 = α 3 + β 3 . We cannot moreover have α 2 β 2 = α 3 β 3 as then α 2 , β 2 would be the roots of the same quadratic as α 3 , β 3 and C would be singular. Thus the above equation for ∆ forces α 2 = −β 2 and α 3 = −β 3 .
To obtain a suitable C ′ take α Lemma 8.21. Let K be a local field of characteristic 0 and C/K a curve that admits two C2D4 structures, C (1) and C (2) , such that P, ∆ = 0 for C (1) . Then for every ǫ > 0 there a C2D4 curve C 2 /K that admits two C2D4 structures, C is arithmetically and ǫ-close to C (1) and such that C (2)  2 has P, ∆ = 0.
Proof. Note that a shift of the x-coordinate z → z + λ does not change P for either C2D4 structure. Thus we can take m = s −1 • M • s, where s is the shift that centers C (2) and M ∈ GL 2 (K) close to the identity that then makes P(C 
Proof of Local Conjecture II
We now return to the proof of Conjecture 1.14.
9.1. Changing the model. Theorem 9.1. Let K be a local field of characteristic 0. Let C/K be a C2D4 curve with P, ∆ = 0. Suppose that C/K admits another C2D4 model C ′ /K for which Conjecture 1.14 holds. Then Conjecture 1.14 holds for C/K.
Proof. Write K = F v as the completion of some number field F at a place v, which also has a complex place v ′ = v. We may change the C2D4 model by scaling the y-coordinate (this changes the leading term c by a square), as this does not affect any of the Hilbert symbols in E C/K and hence the validity of Conjecture 1.14 for C/K. By Remark 5.2, we may therefore assume that the model C ′ is C m for some m ∈ GL 2 (K). Since m and m −1 are continuous, by Lemma 8.19 we may moreover assume that η 1 = 0 for both C and C ′ . By Theorem 8.15 and Theorem 4.1 there is a C2D4 curveC m defined over F which is arithmetically close to C m over F v and for which Conjecture 1.14 holds at all places of F . Moreover, by continuity of m −1 , we can pick it to be v-adically sufficiently close to C m so that (C m ) m −1 is arithmetically close to C. Now use continuity (Lemmas 8.3, 8.4) and strong approximation to pick m ′ ∈ GL 2 (F ) such that (i) m ′ is v-adically close to m −1 , so thatC = (C m ) m ′ is arithmetically close to C, and (ii) m ′ is w-adically close to the identity at all places w = v, v ′ that are either archimedean or wherẽ C m has bad reduction, so thatC is arithmetically close to (C m ) at these places.
To summarize, we have now replaced the pair of curves C, C m defined over K by a pairC,C m defined over F such that
• C andC are arithmetically close over F v , • C m andC m are arithmetically close over F v , • Conjecture 1.14 holds forC m at all places of F , • Conjecture 1.14 holds forC at all places w = v, v ′ of F that are archimedean or where C m has bad reduction, and hence by Theorem 4.1 at all places w = v of F . By Theorem 1.15 the 2-parity Conjecture holds forC m /F . SinceC is another model forC m , the 2-parity Conjecture also holds forC/F . By Lemma 1.19 it follows that Conjecture 1.14 must also hold forC at the remaining place v. Since this curve is arithmetically close to C over K = F v , the conjecture also holds for C/K, as required.
9.2. Odd places. Theorem 9.2. Let p be an odd prime and K a finite extension of Q p . Then Conjecture 1.14 holds for all semistable C2D4 curves C/K with P, ∆ = 0 and cluster picture , , ,
Proof. By Lemma 8.19, we may assume that η 1 = 0. By Lemma 3.6, we may assume that the residue field of K is sufficiently large. The result now follows from Thereoms 4.1, 5.6 and 9.1.
9.3. Changing the isogeny.
Theorem 9.3. Let K be a non-archimedean local field of characteristic 0. Let C : y 2 = cf (x) be a curve over K that admits two C2D4 structures, C (1) and C (2) , both of which have P, ∆ = 0 and such that Conjecture 1.14 holds for C (1) . Suppose that one of the following two conditions holds: (1) • the second colouring is obtained from the first by relabelling colours, and
• Gal(f ) preserves colours; or (2) • both colouring have the same ruby roots, and
• Gal(f ) acts on the sapphire and turquoise roots as a subgroup of V 4 . Then Conjecture 1.14 holds for C (2) .
Proof for K a finite extension of Q 2 . Since the validity of Conjecture 1.14 is unchanged by going to an unramified extension of odd degree (Lemma 3.6), we may assume that [K :
Pick a number field F that has a prime v above 2 with completion F v ≃ K, and such that F has no other primes above 2 and has a complex place. (To see that such a field exists, pick a primitive generator θ for K/Q 2 and approximate its minimal polynomial by a polynomial m(x) ∈ Q[x] that has at least two complex roots; then F = Q[x]/m(x) has the required property.)
Over local fields, a small perturbation to the coefficients of a polynomial does not change its Galois group, so by Lemma 8.19 we may assume that both curves have η 1 = 0. By Theorems 8.16 and 4.1 there is a curveC/F that admits two C2D4 structuresC (1) andC (2) such that C (i) is close to C (i) and such that Conjecture 1.14 holds for bothC (1) andC (2) at all places w = v. In particular, Conjecture 1.14 holds forC (1) at all places of F , and hence the 2-parity Conjecture holds forC (Theorem 1.15). It thus also holds forC (2) , and thus by Lemma 1.19 it follows that Conjecture 1.14 must hold forC (2) /F v , and hence for C (2) /K.
2-adic places.
Theorem 9.4. Let K be a finite extension of Q 2 . Suppose C/K lies in F . Then Conjecture 1.14 holds for every C2D4 structure on C/K with P, ∆ = 0.
Proof. The curve C : y 2 = cf (x) has all its Weierstrass points defined over K. As Gal(f ) is trivial, we can repeatedly apply Theorem 9.3 (and Lemma 8.21) to the given C2D4 structure C (1) to change it to the standard C2D4 structure C (0) ∈ F C2D4 . Conjecture 1.14 holds for C
(Theorem 4.4), and hence for C (1) as well.
Changing the isogeny (continued).
Proof of Theorem 9.3 for K archimedean or a finite extension of Q p , p odd. Let F be a number field with a prime v such that F v ≃ K and F has a complex place v ′ = v. By Theorem 9.4, Conjecture 1.14 holds for all curves over 2-adic fields that lie in F , irrespective of the choice of the C2D4 structure. The proof now follows verbatim as the third paragraph of the proof of the case when K is an extension of Q 2 . 9.6. Archimedean places and odd primes (continued). Theorem 9.5. Conjecture 1.14 holds for all C2D4 curves with P, ∆ = 0 over R and for all semistable C2D4 curves with P, ∆ = 0 over finite extensions of Q p for odd primes p.
Proof. Write the curve as C : y 2 = cf (x) and consider the colouring of the roots of f (x) given by the C2D4 structure, C (1) . Observe that (1) if Gal(f ) preserves colours, then C admits two other C2D4 structures obtained from the original one by relabelling the colours; and (2) if Gal(f ) acts as a subgroup of V 4 on the sapphire and turquoise roots, then C admits two other C2D4 structures obtained from the original one by changing the colouring of sapphire and turquoise roots.
Let C (2) be any one of these structures. By Lemma 8.21 we may assume that C (2) also has P, ∆ = 0. By Theorem 9.3 it then suffices to prove the result for C (2) . We now show that through repeated use of (1) and (2) we can reduce the problem to one already covered by Theorems 4.1 and 9.2.
Real places: We may assume that if f (x) has a real root then c < 0: indeed, by Theorem 9.1 we can use a change of model given by x → 1 x−t for a suitable t ∈ R to make the leading term negative.
If f (x) has 6 real roots then a repeated use of (1) and (2) brings it to the picture . If f (x) has 4 real roots, then by (1) we may assume that the complex roots are ruby, and then by (2) that the picture is with α 1 =β 1 . If f (x) has 2 real roots, then by (1) we may assume that these are ruby, and then by (2) that the picture is with α 2 =β 2 and α 3 =β 3 , and then by (1) again that the picture is instead with α 1 =β 1 and α 3 =β 3 . If f (x) has no real roots, then the ruby roots are necessarily complex conjugate and by (2) we can make α i =β i for i = 1, 2, 3.
Finite places: By Theorems 5.5 and 9.1 we may assume that the cluster picture of C/K is balanced. If the reduction has type 2 or 1 2n , the result follows from Theorem 9.2. Otherwise, its cluster picture is one of the ones given below. Applying steps (1) and (2) 
Final results
We now complete the proofs of the theorems given in the introduction.
Theorem 10.1 (=Thm. 1.16). Conjecture 1.14 holds for all C2D4 curves with P, ∆ = 0 over archimedean local fields, and for all semistable * C2D4 curves with P, ∆ = 0 over all nonarchimedean local fields of characteristic 0.
Proof. For archimedean places this is Theorems 9.5 and 4.2. For finite places v ∤ 2, this is Theorem 9.5.
For finite places v|2, by definition of being semistable * , C/K admits a C2D4 model C ′ in F , which, by Theorem 8.17 we may assume has P = 0 and by Remark 8.18 has ∆ = 0. Conjecture 1.14 holds for C ′ by Theorem 9.4, and hence for C by Theorem 9.1. Proof. If A ≃ E i or ≃ Res F/K E then the condition on the 2-torsion field ensures that the elliptic curves E i /K or E/F all admit a 2-isogeny. By [12] Thm. 5.8, the 2-parity Conjecture holds for E i /K (respectively, E/F ). As the 2-parity Conjecture is compatible with products and with Weil restriction of scalars (as both root numbers and p ∞ -Selmer ranks are), it also holds for A/K. Theorem 10.3. The 2-parity Conjecture holds for all C2D4 curves over a number fields C/K with ∆ = 0.
Proof. By [24] Def. 8.2.4 and Prop. 8.3.1, A = Jac C has an isogeny of degree 4 to an abelian variety B that is either a product of two elliptic curves or the Weil restriction of an elliptic curve from a quadratic extension. By hypothesis, Gal(K(A [2] )/K) is a 2-group, and hence so is Gal(K(A[2 n ])/K). It follows that Gal(K(B [2] )/K) is also a 2-group. The result now follows by Proposition 10.2, since the 2-parity Conjecture is compatible with isogenies (as both root numbers and p ∞ -Selmer ranks are invariant under isogenies).
Theorem 10.4 (=Thm. 1.4). The 2-parity Conjecture holds for all semistable * principally polarised abelian surfaces over a number fields A/K such that Gal(K(A [2] )/K) is a 2-group.
Proof. By [14] Thm. 3.1 A is either a product of two elliptic curves, the Weil restriction of an elliptic curve from a quadratic field extension or is the Jacobian of a genus 2 curve C/K. By Proposition 10.2 and the hypothesis on the 2-torsion field, we may assume that A = Jac C for a C2D4 curve C/K. By Theorems 10.3 and 8.17 we may also assume that P, ∆ = 0. The result now follows from Theorems 1.15 and 10.1.
Corollary 10.5. The 2-parity Conjecture holds for all semistable C2D4 curves over number fields C/K, such that C ∈ F for every prime v|2 of K. Proof. This now follows from Theorems 10.4 and B.1.
Theorem 10.7 (=Thm. 1.17) . If the 2-parity conjecture is true for all Jacobians of C2D4 curves, then Conjecture 1.14 holds for all C2D4 curves over local fields of characteristic 0 with P, ∆ = 0.
Proof. Let C/K be a C2D4 curve over a local fields of characteristic 0 with P = 0. Let F be a number field with a place v, such that F v ∼ = K, and some other place v ′ that is archimedean. By Lemma 8. 19 we may assume that η 1 = 0. By Theorems 8.15 and 9.5 we can find a C2D4 curve C ′ over F such that C and C ′ are arithmetically close over F v and such that Conjecture 1.14 holds for C/F w for all places w = v. By assumption, the 2-parity conjecture holds for C ′ /F , so by Lemma 1.19 Conjecture 1.14 holds for C/F v . It follows by Lemma 8.4 that Conjecture 1.14 also holds for C/K. Appendix A. Isogenies between abelian varieties with good ordinary reduction by ADAM MORGAN A.1. Statement of the result. Let K be a finite extension of Q 2 and A/K a principally polarised abelian variety of dimension g, with good ordinary reduction. Let W be a maximal isotropic subspace of A [2] (for the Weil pairing associated to the principal polarisation), stable under the action of the absolute Galois group Gal(K/K). Let φ : A → B be the K-isogeny with kernel W , so that B is principally polarised also, has good ordinary reduction, and (after identifying A and B with their duals) the dual isogenyφ : B → A satisfies φ •φ =φ • φ = [2] .
Let A 1 (K) denote the kernel of reduction on A.
The aim of the appendix is to prove the following result, whose proof we give in §A.3 after reviewing endomorphisms of the formal multiplicative group. A.2. Endomorphisms of the formal multiplicative group. Again, let K be a finite extension of Q 2 , and let T denote the completion of the maximal unramified extension of K. Let O be the ring of integers of T , so that O is a complete discrete valuation ring, whose normalised valuation restricts to that of K. Let G m denote the formal multiplicative group over O. In general, given formal group laws F and G over O of dimension g, and a homomorphism φ from F to G, we denote by D(φ) the Jacobian of φ. That is, φ is a n-tuple of power series in g variables X = (x 1 , ..., x g ), coefficients in O, and D(φ) ∈ M g (O) is an g × g matrix such that φ(X) ≡ D(φ)X (mod deg 2).
The homomorphism φ is an isomorphism if and only if D(φ) is invertible in M g (O).
Lemma A.2. For each g ≥ 1, the map φ → D(φ) gives an isomorphism of rings
Proof. The result for general g follows formally from the case g = 1, which is standard, although we provide the proof for convenience. The formal logarithm gives an isomorphism from G m to the formal additive group G a over T , and the endomorphisms of the latter are given by φ(X) = aX for a ∈ T . Thus one sees that the endomorphisms of G m over O are exactly those of the form φ a (X) = aX + a(a − 1)X 2 /2 + a(a − 1)(a − 2)x 3 /3! + ...
for those a ∈ T such that each coefficient of φ a (X) is in O. Considering the coefficients of x 2 n for varying n, one sees easily that this is equivalent to a ∈ Z 2 , from which the result follows. gives an isomorphism form U 1 (T ) g to m g with the group structure on the latter coming from the formal group law G , and hence its determinant, a contradiction. We deduce that each entry of N is either 1 or 2. Moreover, the matrices V and W correspond to automorphisms of G g m under Lemma A.2 and since we are only interested in the size of the kernel of φ, we may replace φ with the endomorphism corresponding to N (by construction, we also have ord 2 detD(φ) = ord 2 detN ). However, as N is diagonal with entries either 1 or 2, the endomorphism of U 1 (T ) g induced by N is just the identity on each factor where N has a 1 on the diagonal, and the map x → x 2 on each factor where N has a 2 on the diagonal. The F 2 -dimension of the kernel of this map is just the number of diagonal entries of N equal to 2, which is equal to ord 2 detN .
A.3. Proof of Theorem A.1. We keep the notation of §A.1 and §A.2, so that in particular A/K be a principally polarised abelian variety of dimension g with good ordinary reduction, and B/K is isogeneous via φ to A, and there is an auxilliary isogeny ψ : B → A such that φ • ψ = [2] . Let v T be the normalised valuation on T (which extends that on K), k denote the residue field of K, and let e(K/Q 2 ) be the ramification index of K over Q 2 . Let F A and F B be the dimension g formal group laws over the ring of integers O K of K associated to A and B respectively. Then φ induces and element of Hom OK (F A , F B ) which, by an abuse of notation, we also denote by φ. Similarly, we obtain ψ ∈ Hom OK (F B , F A ) and we have φ • ψ = [2] . Since A and B have good ordinary reduction, over O (the ring of integers of T ), there is an isomorphism α from F A to G 
