This paper investigates demodulation of differentially phase modulated signals (DPMS) using optimal HMM filters. The optimal HMM filter presented in the paper is computationally of order N 3 per time instant, where N is the number of message symbols. Previously, optimal HMM filters have been of computational order N4 per time instant. Also, suboptimal HMM filters have be proposed of computation order N Z per time instant. The approach presented in this paper uses two coupled HMM filters and exploits knowledge of their interdependence to achieve computational gains.
INTRODUCTION
The capacity of wireless digital communication system is often limited by fading in the transmission channel. One common approaches to alleviate this difficulty is through the use of decision feedback equalisation (DFE). For example, a DFE approach was used in 121, via a coupled Kalman filter (KF) and hidden Markov model (HMM) filter, to demodulate quadrature amplitude modulated (QAM) signals. At each time instant the HMM filter estimates the message sent and then the KF uses this estimate to update its estimate of the channel. The disadvantage of this approach arises if errors in the estimation of the message sequence occur. Errors in the estimate for the message signal cause the channel estimate to diverge from the true channel; the whole DFE structure then breaks down.
A second common approach to alleviate difficulties resulting from channel fading is though the use of differential phase modulated signals (DPMS). The major advantage of difference signalling is that message information is encoded in the differences between successive transmitted signals. For this reason tracking of the channel is not required and as long as the channel is slowly time-varying then its effect on the symbols can be largely ignored.
To formulate DPMS into a HMM structure, two finite dimensional indicator vectors are used. One to represent differential message signal being sent at each time instant and the other to represent actual message symbol being sent at each time instant. In previous papers optimal HMM filters have been developed which consider the whole state space spanned by the modulation system and these schemes are computationally of order N4 per time instant, where N is the number of message symbols. Another approach developed is to use a suboptimal solution which uses coupled conditional HMM filters which assume independence between the two indicator vectors, where there is obviously dependence [4]. This sub-optimal scheme is computationally of order N 2 .
The key contribution of this paper is to use coupled conditional HMM filters, in the same vein as the suboptimal approach, which exploit the interdependence between the sent message and the differential message to ensure optimality of the filters. This paper is organised as follows: In Section 2, we formulate the HMM, signal model and channel model for a DPMS system. In Section 3, we introduce our optimal HMM filter. In Section 4, we present a coupled filter formulation for the optimal HMM filter. In Section 5, a simulation study is presented. Finally, some conclusions are presented in Section 6.
PROBLEM FORMULATION
In this section we introduce the HMM signal model in state form and the channel model.
Signal Model
Two HMM indicator functions are used to represent the state of the differential modulation scheme. Assume the signals from the message source, 6 , space belongs to a finite-discrete set. That is, let fk be a real valued discrete-state discrete time process. Without loss of generality, fk can be thought to belong to the message space { 1.2,3, ..., n-}, where is the number of possible message symbols.
Assvmptzon on the message source fkis a first order Markov process The transition probability matrix of the Markov process is
where E [.] denotes the expectation operator. We also denote {Fl, 1 E 2+} the complete filtration generated by X f , that is, for any k E 2+, Fk is the complete filtration generated by X :
, 
The symbol transmitted in a differential modulation scheme is the modulo sum of the message sequence.
If we let 6 k denote the symbol sent at time k and 
Channel Model
The signal 81; is transmitted via a channel which can cause amplitude attenuation and phase shift. The channel can be represented as a multiplicative disturbance,
The observation process y k is thus assumed to have We assume W k is complex with real and imaginary parts that are i.i.d., with zero mean and Gaussian and yl is the complete filtration generated by yk, k 5 1. As a consequence,
A
In Cartesian coordinates, with the output written as we obtain where the notation 27 and 2: means the real and imaginary part of 2, respectfully, and has the same interpretation for the other signals.
OPTIMAL HMM REPRESENTATION
In this section we introduce a new formulation to the problem of finding the optimal HMM filter for DPMSs. Previously, the optimal HMM filter was thought to require order N4 calculations per time instant. The filter was constructed as follows. Let X i denote the space of the modulation scheme.
This space is also represented by the indicator functions Xl and X:. The approach taken in the previous formulation of the optimal HMM filter is obtain X f from the Kronecker product of these indicator functions. That is,
x;=xkf@X;
where @ is the Kronecker product. X i is known to be a Markov process and standard HMM filtering theory can be applied. However, X i is ( N 2 x 1) and hence the filter calculations are of order N4.
If instead denote the modulation scheme space by x k and formed as follows then we note that where IN = (1,. . . , l)', an N-vector of ones.
Remarks
1. X k is a ( N x N ) matrix while Xf is a ( N 2 x 1) vector.
2.
For vectors, the Kronecker product and outer product have the same terms, they are simply stored differently.
3.
While the difference in definition of x k and Xf is not great, x k does highlight the structure in the problem caused by the nature of the modulation scheme.
Lemma 3 The dynamics of x k are given by the state That is;
(3.5)
where Nk is a normalising factor for each row, B k = diag(bk(el), . . . , bk(enT), and bk(ei) = p[YkIX,B = e i ] .
From ,tk+l estimates for two indicator function can be found using property (3.3). 2. This structure is hidden in the Xf' formulation.
3. This filter required of the order N 3 calculations per time instant.
COUPLED FILTERS FORMULATION
In this section we present a more convenient formulation of our optimal HMM filter using couple conditional HMM filters. In this formulation we do not directly cre- In lower signal to noise ratios, our HMM filter performed better. The primary reason for this begin that the DFE does not regain tracking after errors, while the DPMS scheme does. In particular, when the channel faded to a null, both schemes made errors, however, the DFE did not regain tracking after the null.
CONCLUSION
In this paper we have presented a optimal HMM filter for demodulation of differentially encoded signals. This optimal filter is requires O ( N 3 ) calcualtions per time step, where N is the number of message symbols, compared to previous optimal schemes which were computationally of order N 4 .
The optimal HMM filter presented in this paper exploits more of the structure in the demodulation problem then previous optimal HMM filters do. A simulation example was given.
