Abstract. Tomas Sauer conjectured that if an ideal complements polynomials of degree less than n, then it is contained in a larger ideal that complements polynomials of degree less than n − 1. We construct a counterexample to this conjecture for polynomials in three variables and with n = 3.
Introduction and preliminaries
The purpose of this paper is to construct a counterexample to the following conjecture of Tomas Sauer:
Some specific spaces Λ for which the conjecture is valid can also be found in [9] and [10] . In particular, if ker Λ is a radical ideal, then the conjecture is verified. If ker Λ is radical, then the associated variety consists of the maximal possible number of points. The counterexample, presented in the next section, is constructed in the space of polynomials of three variables and with n = 3. The corresponding ideal ker Λ is primary, hence is at the other extreme; i.e., the variety of ker Λ consists of just one point.
We will use the rest of this section to recall some well-known facts regarding duality (inverse systems) for
We will identify the space (C [x 1 
It is well-known (cf. [3] , [5] and [6] ) that the map F −→F defined by (
we use ker M to denote the space kerM , i.e.,
Theorem 1.4 (cf. [3] , [6] and [5] 
In this terminology, to construct a counterexample to Conjecture 1.2, we need
As a warm-up, consider the following simple example, which already gives a negative answer to Conjecture 5.14 of [8] in two variables. Example 1. Let E be the subspace of C[x, y] spanned by the four polynomials
Sincef j (f k ) = 0 if and only if j = k it follows thatÊ is correct for E. Modifying E by replacing f 3 with F 3 := f 3 + x 3 leaves the actionF 3 on E unchanged and also preserves D-invariance.
is also D-invariant and correct for E. On the other hand, no three-dimensional D-invariant subspace N ⊂ M is correct for the space E 1 := span {1, x, y}. Indeed, by virtue of being D-invariant and three-dimensional, N could not contain a polynomial of degree 3 for, if it did, the consecutive partial derivatives of such a polynomial would span a four-dimensional subspace. Hence N = span {1, x, x 2 } is the only three-dimensional D-invariant subspace of M . This space is not correct for E 1 since every functional associated with a polynomial in N vanishes on y ∈ E.
2. Counterexample to Conjecture 1.2 Conjecture 1.2 is slightly more restrictive in that it only deals with ideal projectors whose range is C <n [x 1 , . . . , x d ] for some n; hence Example 1 does not contradict it. But expanding on the last example, we will now describe a D-invariant
We again start with the basis
for the space E := C <3 [x, y, z] and introduce the polynomials F j (j = 1, . . . , 10) as higher-order perturbations of f j : 
It remains to prove that no D-invariant subspace N ⊂ M is correct for
Proof. Observe that if N is correct for C <2 [x, y, z] , then N is 4-dimensional; and hence if it is also D-invariant, then it cannot contain polynomials of degree 4 or larger, since the partial derivatives of a polynomial of degree k span a subspace of dimension ≥ k + 1. Since the polynomials F 5 , F 8 , F 9 , F 10 are of different total degree all > 3, any correct D-invariant N must be in the linear span of the other F i , i.e., (2.1)
Now assume that N is correct for C <2 [x, y, z] . Then N contains a polynomial F for which (2.2)F (y) = 1,F (1) =F (x) =F (z) = 0.
Such a polynomial must be of the form
for some constants a and b, for, if it were to contain a nonzero multiple of any other polynomial in (2.1), then at least one of the last three equalities in (2.2) would fail.
and by repeated differentiation, 1 and x belong to N . Since N is four-dimensional, it follows that
hence kerN contains z ∈ C <2 [x, y, z] . This contradicts the assumption that N is correct for C <2 [x, y, z].
Discussion
In this section we wish to discuss some implications that the above example has in the theory of ideal interpolation and the Newton form for multivariate ideal projectors.
Definition 3.1 (G. Birkhoff, [1]). A linear idempotent operator
Recall that an ideal projector is called a Lagrange projector if P f is the unique element in its range that agrees with f at a certain finite set Z in C d . For its kernel consists of exactly those polynomials that vanish on Z; i.e., it is the zerodimensional radical ideal J(Z).
An ideal projector P is called a Hermite projector if it is the limit of Lagrange projectors, i.e., if there exists a sequence of Lagrange projectors P m onto the range of P such that
An ideal projector onto C <n [x 1 , . . . , x d ] is completely determined by its values on monomials of degree n (cf. [2] ). That is, the set {u − P u : u is a monomial of degree n} is a basis for the ideal ker P .
Let M be the space of polynomials constructed in the previous section. Since kerM complements C <3 [x, y, z] , it gives rise to the linear projector P with range C <3 [x, y, z] and kernel kerM ; hence P is ideal. By direct computation, (3.1) P x 3 = 6y, P x 2 y = xz, P xy 2 = zy, P x 2 z = 6y 2 , P xz 2 = P z 3 = P z 2 y = P zy 2 = P y 3 = 0; 
Direct computations show that the nilpotent operator µ x + µ z is 2-regular and its eigenspace is two-dimensional, spanned by the polynomials z 2 and yz. As the three operators in (3.3) commute with the 2-regular operator µ x + µ z , they can be approximated by commuting simultaneously diagonalizable operators (cf. [7, Theorem 6.1] ). This, in turn, implies (cf. [4] ) that P is a Hermite projector.
It follows that there does not exist a "continuous" Newton form for multivariate interpolation, hence a "continuous" notion of multivariate divided differences. Indeed, suppose that P m and the R m are linear operators constructed via an appropriately defined "divided differences" at those sites. Then, if P (3) m converges to P defined in (3.1), the left-hand side of (3.4) converges to a limit while neither P (2) m nor R m converges.
