Introduction
Electrical impedance tomography (EIT) 1-9 is a non-invasive, radiation-free imaging modality that can be used to image conductive subjects. EIT is the only bedside imaging method that allows noninvasive measurements of regional changes in lung volumes. EIT has been used as a measuring and monitoring tool in a variety of application in intensive care medicine. It is mostly used for monitoring of ventilation distribution, assessment of lung hyper distension and detection of pneumothorax. In EIT, the internal conductivity distribution of the subject is reconstructed based on electrical measurements from electrodes attached around the boundary. In EIT, electrodes are attached on the surface of a subject and a certain current pattern is injected into the subject through stimulation electrodes. Alternating current is commonly used as stimulation whose amplitude is usually several mA with frequency between 1~100 kHz. The electrical potentials are measured using voltage measurement electrodes and used to obtain the impedance distribution with in the region using a reconstruction algorithm. To overcome ill-posed non-linear problem, regularization technique is used along with reconstruction algorithm.Initially EIT applications mainly focused on ventilation and its distribution. Now other applications, like detection of pneumothorax, assessment of lung recruitment and collapse, and lung perfusion are being considered. In this paper, we focused on the normal and collapsed lung regions images for the classification. This paper addresses the applications and comparison of GA-SVM and GA-ELM as a post classifier for the classification of lung collapse levels using the one step linearized Gausses-Newton (GN) reconstruction algorithm.
Materials and Methods
The EIT datas used in the study are taken from EIDORs 10 -11 database. The datas are grouped into two categories: 1. EIT in vivo measurements collected on a normal human subject performing normal and paradoxical breathing maneuvers. Measurements are ------Author for correspondence E-mail: prathinam11@gmail.com collected using single-plane electrode configurations and 2. EIT datas are collected during a stepwise lung recruitment manoeuver and positive end-expiratory pressure (PEEP) titration of a patient with the acute respiratory distress syndrome [13] [14] . Figure 1 demonstrates the overall classifier system. The main goal of this work is to classify the normal and abnormal EIT lung images.
Stimulation and Measurement
EIT reconstructs the conductivity and permittivity within an object based on the conditions of voltage and current on the surface of the object. To find out the conditions of the current and voltage on the surface, we can inject the current through a set of the electrodes in contact with the surface and measure the developed voltages. There are different types of current injection and voltage measurement patterns. The various methods are adjacent drive method, opposite method, cross method and trigonometric method.
One-Step Linearized Gauss-Newton (GN) Method The reconstruction problem is to find an approximation to admittivity in the inside from the boundary measurements. This problem is challenging one because it is nonlinear, but also ill posed, which means that large changes in the interior can result to very small changes in the measured data. Many reconstruction algorithms are proposed, which are categorized as noniterative and iterative methods. The noniterative methods are based on the assumption that the conductivity does not differ from a constant. Few examples for these methods are Backprojection method and related methods, Calderon's approach, moment methods, and one step newton's method. In this paper, the images are reconstructed with a onestep Gauss-Newton method.This approach simplifies the solution as =By It addresses the inverse solution as a linear reconstruction matrix B and allows use of advanced regularization methods to solve the inverse problem. The Gauss-Newton (GN) [15] [16] [17] method calculates a linear reconstruction matrix which ma e sed o ap d ma n and a ows e a at on moda t es to so e n e se p o em. It est mates a so t on m n m n the e o . so n th s and de n n the h pe pa amete λ = σ n / σ x , a linearized one step inverse GN solution is obta ned
Whe e σ n is the average meas ement no se amp t de, σ x is the a priori amplitude of conductivity changes, W is the identity matrix, R is regularization matrix and J is a Jacobian or sensitivity matrix. λ is the regularization parameter, or hyper parameter, which controls the trade-off between resolution and noise attenuation in the reconstructed image. Assuming that image elements are independent and have an identical expected magnitude, R becomes an identity matrix I and uses zeroth order Tikhonov regularization. For EIT, such solutions tend to push reconstructed noise toward boundary, because data are much more sensitive to boundary elements than internal elements. One compensation scheme of this sensitivity discrepancy is to scale R by the sensitivity of elements, such as the method of NOSER prior. As the reconstruction matrix B can be precalculated off-line, this one-step linearized reconstruction results in a fast solution which is applicable for real time functional imaging.
Preprocessing
The aim of preprocessing is an improvement of the image data that suppresses undesired distortions or enhances some image features appropriate for further processing and analysis. During this preprocess, the EIT color images are converted into grayscale image. To get a better result it is necessary to remove the noise from the grayscale images. Removal of noise can be performed by 2D adaptive noise removal filtering. Image Binarization converts an image of up to 256 gray levels to a black and white image. The simplest way to use image binarization is to choose a threshold value, and classify all pixels with values above this threshold as white, and all other pixels as black. Canny edge detection was used to find the edges in the binary images. For sharpening the regions and filling the gaps for the detected edges, morphological dilution operation was applied.
ROI Isolation
In lung detection process, efficiency of detection is purely based on the region of interest selection. This stage can improve the efficiency and performance of the feature extraction as well as classification stages, as only the required regions are taken for further processing. The centroid detection process of a ROI was implemented using the Matlab algorithm regionprops. This algorithm measure several properties of binary images being one of the properties the center of the mass of a region. This algorithm identify regions of connected pixels, and calculate a number of properties pertaining to those regions. Collecting the regions for each cluster gives the regions for the entire image. The pixels belonging to each e on, the e on's a ea, and ts cent o d a e all stored. Finally region of interest was isolated.
Feature Extraction
Feature extraction is the procedure of data reduction to find a subset of helpful variables based on the preprocessed image. It transforms the input into a set of features. A group of rich feature set is characterized to cumulative in basics of intensity, texture, shape and location. Texture and image intensity features are extracted from the preprocessed EIT images. In this work, it is proposed to extract texture features by using Gray Level Co-occurrence Matrix (GLCM) [18] [19] .The Gray Level Co-occurrence Matrix (GLCM) met hod is a way of extracting second order statistical texture features from EIT images. A GLCM is a [M x N] matrix where the number of rows and columns are equal to the number of gray levels in the image. The matrix element P (i, j | ∆x, ∆y) is the relative frequency with which two pixels, separated by a pixel distance (∆ , ∆ ), occ w th n a en ne h o hood, one with intensity i and the other with intensity j. The mat e ement P ( , j | d, θ) conta ns the second o de statistical probability values for changes between gray levels i and j at a particular displacement distance d and at a pa t c a an e (θ). G en an M ×N neighborhood of an input image containing G gray levels from 0 to G-1, let f (m, n) be the intensity at sample m, line n of the neighborhood. Then P (i, j |Δ , ∆y) =WQ ( , j |Δ , ∆y) … (1)
(m, n) = , and (m+Δ , n+ ∆y) = j A= 0 otherwise. ... (3). Totally 22 number of texture features can be extracted by using GLCM. In this work, six texture features based on GLCM are extracted from each image. Co-occurrence matrices are calculated for four directions: 0º, 45º, 90º and 135º degrees. This six texture features extracted from each co-occurrence matrices are computed in each of four angles 19 are as follows:
Contrast
Contrast measures the spatial frequency of an image and is difference moment of GLCM. It is the difference between the highest and the lowest values of a connecting set of pixels. It measures the amount of local variations present in the image.
Homogeneity
Homogeneity is also called as Inverse Difference Moment. It measures image homogeneity as it assumes larger values for smaller gray tone differences in pair elements. It is more sensitive to the presence of near diagonal elements in the GLCM. It has maximum value when all elements in the image are identical. GLCM contrast and homogeneity are inversely correlated in terms of equivalent distribution n the p e pa 's pop at on wh ch means that homogeneity decreases if contrast increases while energy is kept constant.
Entropy
Entropy indicates the amount of information of the image. This statistic measures the disorder or complexity of an image. The entropy is larger when the image is not texturally uniform and many GLCM elements have very small values. Complex textures tend to have high entropy. Inhomogeneous images ha e ow fi st o de ent op , wh e a homo eneo s images have a high entropy. Entropy is strongly, but inversely correlated to energy.
Correlation
Correlation is a measure of gray level linear dependence between the p e s at the spec fied positions relative to each other.
Energy
The square root of the ASM is sometimes used as a texture measure, and is called Energy. It measures the textural uniformity that is pixel pair repetitions. It detects disorders in textures. Energy reaches a maximum value equal to one. Image intensity features are based only on the absolute value of the intensity measurements in the image. A histogram describes the occurrence relative frequency of the intensity values of the pixels in an image. The intensity features that we will consider are the first four central moments of this histogram: Mean, Variance, Skewness, and Kurtosis
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. The mean (µ) gives an estimate of the average intensity level of the image and the variance (σ 2 ) is as the variation of intensity around the mean. Skewness (γ 1 ) is a measure of histogram symmetry while kurtosis (K) is a measure of the flatness of the histogram.
Genetic Algorithm for Feature Selection
The feature selection can be defined as the task for selecting subsets of features that maximizes the classifier ability to classify samples. Genetic Algorithm (GA) is an optimization technique, a population-based and algorithmic search heuristic methods that mimic natural evolution process of man that was developed by Holland 20 . If m is total number of features, each chromosome is represented by a binary vector of dimension m, in which a bit is equal to 1 means the corresponding feature is selected and the value is equal to 0 means the corresponding feature is not selected. The advantages of this representation is standard and GA could be used without any modification. This model of chromosome supports the data ranged from small and medium features [27] [28] [29] . A goal of diagnostic research is to develop diagnostic procedures based on the minimum possible genes to detect abnormality and also reducing the running time.GA evaluates each nd d a 's tness th o h an objective or fitness function. The fitter chromosomes have higher probability to be retained in the next generation or be selected into the recombination pool using the tournament selection methods. If the fittest individual or chromosome in a population cannot meet the condition, consecutive populations will be reproduced to provide more alternate solutions. For binary chromosome 21 , a ene a e '1' ep esents the pa t c a eat e nde ed the pos t on o the '1' s se ected. Othe w se ('0'), the eat re is not selected for chromosome evaluation. The chromosomes are ranked and the elite, crossover and mutation kids are selected based on the rankings. The crossover and mutation are the main operators that randomly transform the chromosomes and finally influence their fitness value. Crossover (genetic operators) is a combination of two individuals or chromosomes to form a crossover kids. Mutation (genetic operator) is used for genetic perturbation of the genes in each chromosomes through bits flipping depending on the mutation probability. This process is continued for several generations until the algorithm meets the desire goal. In this paper, the genetic algorithm is used to reduce the dimensionality into 4 decisive features out of 10 features extracted.
Extreme Learning Machine (ELM) Classification
Extreme Learning Machine (ELM) is a single layer feed forward neural network (SLFN) based classifier [22] [23] . The parameters of this model, such as input weights and hidden neuron bias are randomly assigned. The output weights are analytically calculated using the norm least-square solution and Moore-Penrose inverse of a general linear system. The Radial Basis Function (RBF) network is a special case of SLFN with RBF 24 nodes in its hidden layer. A radial basis function is used for hidden neuron layer and a linear activation function is used for the output neurons. Each RBF node has its own centroid and impact factor, and its output is given by a radially symmetric function of the distance between the input and the center. G en a t a n n set N = {( , t | ϵ Rn, t ϵ Rn , =1, 2, … , N}, kernel function ϕ, kernel number ,
Step 1: Ass n a t a ke ne cente s μ i and impact widths σ , =1, 2, … , N.
Step 2: Calculate the hidden (kernel) layer output matrix H.
Step 3: Calculate the output weight =H † T, where
Results and Discussion
In this work, 20 normal and 20 abnormal lung EIT images are considered for classification. All these datas are taken from EIDORS database. In the first step, the images are reconstructed using one step GN algorithm. The reconstructed images are preprocessed and ROI is isolated from the original images. The second stage of the process is extraction of the features from the ROI image. The image intensity and texture based Gray Level Co-occurrence Matrix (GLCM) algorithm are used for calculating ten features. Using intensity histogram, mean, variance, skewness and kurtosis features are extracted for all the sample images. Similarly GLCM algorithm is used to extract contract, correlation, correlation 2, energy, homogeneity and entropy features for all the images. The third stage is the selection of four features from ten features by using GA feature selection method. This algorithm provides excellent selection capabilities for small and medium data set. This is an encouraging method for feature selection over a high dimension space and also produces a set of solutions instead of a single solution to avoid getting trapped in a local optimum. The genetic algorithm selects four most decisive features after the 40 te at ons. The np t data's a e no ma zed between 0 and 1 values for ELM classifier. The initial weights are randomly generated. A radial basis function is used for hidden neuron layer and a linear activation function is used for the output neurons. The input data set is divided into 30% and 70% for training and testing respectively. The mean and standard deviation of training efficiency are 95.6% and 7.6% respectively. Similarly, the mean and standard deviation for testing efficiency are 92.5% and 6.1% respectively.GA-SVM classification method is compared with GA-ELM classifier in the final stage of the process. We have used two different techniques for classification of lung images: prior to selection of features (40 X 10) and after selecting the features (40 X 4). The results are obtained for both methods. The classification performances with most selected primitive features are increased when compared with the original (unselected) features. The results of ten separate runs using data from the selected features are averaged to obtain the final training and testing results, as shown in Table 1 .
Confusion Matrix
To assess the accuracy of an image classification, it is common practice to create a confusion matrix. A confusion matrix is a table with two rows and two columns that reports the number of False Positive (FP), False Negative (FN), True Positive (TP) and True Negative (TN). In a confusion matrix, the classification results are compared to additional ground truth information. The strength of a confusion matrix is that it identifies the nature of the classification errors, as well as their quantities. The results of confusion matrix highly depend on the selection of ground truth / test set pixels.In machine learning, a confusion matrix, is a specific table layout that allows visualization of the performance of an algorithm. Each column of the matrix represents the instances in a predicted class, while each row represents the instances in an actual class. The results of 10 different trails of confusion matrix for the selected features using the both classifiers are averaged separately for the performance analysis. The confusion matrix results are shown in the table 2 for the trail-1.
Performance Quality Measures
Based on the confusion matrix, the performance analysis has been done. To study the performance of these classifiers in EIT lung images various classifier performance measures like perfect classification, missed classification, false alarm, sensitivity, specificity, average detection, f-score are used.
Perfect Classification (PC)
Perfect Classification is the ability of the classifier to identify the data correctly. The error rate will be totally zero, where no true negatives and false positives are found 26 . Th s can't e 1 e ca se there will be some errors called Bayes error resulting in wrong classification of data. Missed Classification is opposite to the perfect classification 26 . Missed classification is the total number of misclassified data with respect to the total number of inputs given.
False Alarm (FA)
False alarm is defined as the total number of normal images that are classified abnormal a with respect to the total number of inputs given.
Sensitivity and Specificity
Sensitivity and specificity are statistical measures of the performance of a binary classification test, also known in statistics as classification function. Sensitivity relates to the test's ability to identify positive results and Specificity relates to the test's ability to identify negative results.
Average Detection (AD)
The Average Detection is calculated using sensitivity and specificity.
F-Score
F-score is used to analyze the quality of classification. It considers both the sensitivity and specificity of the test to compute the score. F-score reaches its best value at 1 and worst score at 0.
Performance Index (PI)
The Performance is defined as follows PI = ((PC-MC-FA)/PC) x 100.
The performance analyses are done using various classifier performance measures and Quality Metrics for two different reconstruction algorithms. The results are compared for the two classifier techniques used namely: GA-SVM and GA-ELM. The Table 3 results shows that the GA-ELM classifier performs good with more number of perfect classifications and less number of missed classification. Also GA-ELM classifier performs well with performance index of 87.91 % compare with the GA-SVM classifier.
Conclusion
Performance analysis of GA-SVM and GA-ELM classifiers are done in EIT lung images and are analyzed using various performance measures and quality metrics like perfect classification, missed classification, false alarm, sensitivity, specificity, average detection, F-score and performance index as shown in fig. 2 . The result shows that the Extreme Learning Machine has better classification than Support Vector Machines. The classification performance before and after the feature selections for GA-ELM are 85.75 % and 87.91% respectively. Hence Extreme learning machine provides promising computational outline for the classification of EIT lung images. But the improvement in classification accuracy is only marginal when compared to the GA-SVM classifier. This may be improved further when taking more datas.The complete study is based on the analysis of general abnormality detection and classification process. This could be extended to the specified process concerned over a specific lung region or specific type like detection of pneumothorax, assessment of lung recruitment and collapse and lung perfusion. 
