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Quadratic estimator for CMB cross-correlation
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The Quadratic Maximum Likelihood estimator can be used to reconstruct the Cosmic Microwave
Background (CMB) power spectra with minimal error bars. Still, it requires an accurate estimate
of the datasets noise covariance matrix in order to be corrected for spurious bias. We describe an
extension of this method to cross-correlation, thus removing noise bias and mitigating the impact of
systematic effects, providing that they are uncorrelated. This estimator is tested on two simulation
surveys at large and intermediate angular scales, respectively corresponding to satellite and ground-
based CMB experiments. The analysis focuses on polarization maps, over a wide range of noise
levels from 0.1 to 50µK.arcmin. We show how this estimator minimizes the increase of variance due
to polarization leakage between E and B modes. We compare this method with the pure pseudo-
spectrum formalism which is computationally faster but less optimal, especially on large angular
scales.
I. INTRODUCTION
The precise characterization of the Comic Mi-
crowave Background (CMB) polarization will provide
a wealth of information in addition to the Planck satel-
lite CMB temperature measurement [1]. It will help
to further constrain the ΛCDM cosmological model
and its extensions. CMB polarization is generally de-
scribed in terms of the two linear components Stokes
parameters Q and U , which can be mathematically
combined to define the curl-free ’E’ and divergence-
free ’B’ polarization patterns. CMB anisotropies are
conveniently projected in harmonic space, with their
statistics encoded in the angular power spectra CXY` ,
where ` is the multipole, and X,Y ∈ {E,B}. Since
the anisotropies in the CMB are expected to be Gaus-
sian distributed, all the cosmological information is
contained in C`.
The dominant source of E-modes anisotropies are
scalar fluctuations at the epoch of recombination.
Tensor (primordial gravitational waves) perturbations
generated during inflation can act as a subdominant
source of E-modes. Primordial B-modes, however,
are only sourced by tensor fluctuations, and thus rep-
resent a unique observable to test inflationary physics.
Their amplitude, parametrized by the tensor-to-scalar
ratio ’r’, can be arbitrarily low, depending on the in-
flation energy scale, and is expected to be maximal at
large and intermediate angular scales (` . 102). In
addition, CMB photons undergo a lensing effect in-
duced by their passage through the gravitational field
of matter between the CMB last scattering surface
and us, which leads to the transfer of E to B modes
(and vice versa). The lensing B-modes thus contam-
inate the primordial B-modes signal. Figure 1 repre-
sents the E-modes and the predicted lensing + tensor
B-modes derived from the Planck best fit model [1]
with an optical depth parameter τ = 0.06 [2]. In ad-
dition, E and B tensor modes are shown for r = 10−3,
as well as instrumental noise levels between 0.1 and
50µK.arcmin.
Because of experimental limitations and/or fore-
ground contaminations, the effective CMB surveys sky
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FIG. 1: Tensor (dashed) and total (solid) components of
the E-modes (green), and B-modes (blue) spectra `(` +
1)/(2pi) · C` as a function of the multipole `, based on
Planck 2015 best fit model with an optical depth τ = 0.06.
The primordial (tensor) polarization spectra are indicated
for a tensor-to-scalar ratio r = 10−3. Various experimental
noise levels σn [µK.arcmin] are indicated.
coverage can be partial. This introduces an ambigu-
ity in the relationship between the Stokes parameters
and the E and B modes. In this context, the E and B
modes are inevitably mixed and mislabeled [3, 4]. Al-
though this polarization leakage can be corrected on
average [5, 6], the E/B mixing signals contribute to
each other’s spectrum variance. Since the B-mode sig-
nal is expected to be much lower than the E-mode sig-
nal, the impact of this ’variance leakage’ is extremely
problematic for the detection of B-modes and their
precise measurement.
The pure pseudo-spectrum (PpCl) method pre-
sented in [3, 7, 8] is an extension of the standard
pseudo-spectrum method (pCl) and currently rep-
resents the most popular solution that reduces the
amount of polarization variance leakage. It has been
widely investigated in e.g. [9, 10], and has been
demonstrated to produce near-optimal variance power
spectrum estimates for intermediate and small an-
gular scales. The extension of the PpCl method to
cross-spectra formalism offers the advantage of cross-
correlate CMB maps, allowing us to remove correlated
noise and mitigate the impact of systematic effects,
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2providing that they are uncorrelated. However, the
PpCl method requires particular sky mask apodiza-
tions, which depend on the scanning strategy and on
the depth of the observed CMB field. Moreover, the
method has been proved to be sub-optimal for large
and intermediate angular scales (` . 100) [11–13].
Other methods consist of estimating the spectra us-
ing a pixel based approach, which is particularly rel-
evant for large angular scale analysis, but they have
the drawback of being computationally more expen-
sive. The Maximum Likelihood Estimator (MLE) and
the Quadratic Maximum Likelihood (QML) have the
advantage of minimizing spectra uncertainties. The
latter, developed in [14] and extended to polarization
in [15], gives the same error bars as the MLE and
requires O(N3d) operations for a dataset of size Nd,
relative to the pCl which only demands O(N3/2d ) op-
erations [12].
In this paper we describe a method based on the
QML approach that allows us to cross-correlate CMB
maps that have common sky coverage, in analogy with
the pseudo cross-spectra formalism. The formalism
was first introduced in [16] for the 2016 Planck results.
Although this spectrum estimator is not derived from
a maximum likelihood, we will refer to it as the cross-
QML (xQML) for simplicity. The analysis presented
hereafter focuses on the case of polarization spectra
and the xQML ability to reduce the impact of E/B
variances leakage.
In Sec. II, we develop the formalism of the xQML
estimator. We review the QML and extend it to cross-
spectra. We then discuss its bias and uncertainty. Im-
portant steps of the xQML implementation are then
described, in particular the pixel covariance matrix
construction, and the binning of the spectrum estima-
tor. In Sec. III, the xQML is tested on two simulation
set-ups : a large angular scale survey aiming at the
measurement of the reionization signal (` . 10) , and
an intermediate angular scale survey aiming at the
measurement of the recombination bump (` ' 100).
We show that the xQML method is unbiased, and
gives minimum error bars. The polarization leakage
is discussed in Sec. IV, in which we also compare the
xQML B-mode variance with other methods such as
the PpCl. The same analysis is realized in Sec. V for
the EB spectrum. We conclude in Sec. VI, and we
forecast the uncertainty on r based on the different
methods introduced and compared in this paper.
II. METHOD
In this section we review the most important steps
that lead to the definition of the QML estimator, fol-
lowing what has been done in [14, 15]. We then derive
a cross-spectrum QML estimator (xQML) and com-
pare its properties with the QML. Finally, we discuss
in depth the implementation of the algorithm.
Lower case characters correspond to vectors and up-
per case correspond to matrices. Bold font, Latin in-
dices, the trace and transpose operators are used for
elements in the pixel domain, while normal font and
` indices are used in the multipole domain.
We consider a dataset d, of dimension Nd = 3npix
which encodes temperature and Stokes parameters
measurements,
d ≡
TQ
U
 . (1)
The pixels covariance matrix C of the dataset is
given by
C ≡ 〈d,dT 〉 = S+N, (2)
with N the pixel noise covariance matrix, and S the
signal covariance matrix defined as
S ≡
∑
`
P`C`, with P
ij
` =
∂Cij
∂C`
. (3)
The vector C` encodes all six power spectra
TT,EE,BB, TE, TB, and EB.
A. QML estimator
We review important steps of the QML estimator
developed in [14, 15]. We can write the power spec-
trum estimator as a quadratic function of the pixels
yˆ` ≡ dTE`d− b`. (4)
E` (` = 2, ...) are arbitrary Nd ×Nd matrices, and b`
are arbitrary constants. From Eqs. (2) and (3), the
estimator ensemble average reads
〈yˆ`〉 = Tr
[
E` 〈d,dT 〉
]− b`, (5)
=
∑
`′
W``′C`′ + Tr [E`N]− b`, (6)
with
W``′ ≡ Tr [E`P`′ ] (7)
as the ’mode-mixing’ matrix. Choosing b` = Tr [E`N],
the unbiased estimator of the true power spectrum C`
thus reads
Cˆ` ≡
∑
`′
[W−1]``′ yˆ`′ , (8)
and has the following covariance
〈∆Cˆ`,∆Cˆ`′〉 = [W−1]``1 〈∆yˆ`1 ,∆yˆ`2〉 [W−1]`2`′ , (9)
where ∆Cˆ` = Cˆ` − 〈Cˆ`〉. The summation over re-
peated indices is implied. The resulting power spec-
trum is unbiased, regardless of the choice of the E`
matrices. However, they are usually constructed in
order to minimize the estimator variance
〈∆yˆ`,∆yˆ`〉 = 2Tr [CE`CE`] , (10)
which gives the trivial solution E` = 0. We thus im-
pose the mode-mixing matrix diagonal to be nonzero.
For each `, introducing the Lagrange multipliers λ and
the condition W`` = β, we require the derivative of
〈∆yˆ`,∆yˆ`〉 − 2λ(Tr [E`P`]− β), (11)
3with respect to E` to vanish, and obtain the solution
1
E` =
λ
2
C−1P`C−1. (12)
Finally, imposing W`` = Tr [E`P`] = β gives
λTr
[
C−1P`C−1P`
]
= β. (13)
We choose β such that λ = 1 and E` is well defined.
With this choice, the mode-mixing matrix W``′ is the
Fisher information matrix
F``′ =
1
2
Tr
[
C−1P`C−1P`′
]
, (14)
with 〈∆yˆ`,∆yˆ`′〉 = F``′ and 〈∆Cˆ`,∆Cˆ`′〉 = [F−1]``′ .
The E` matrices are thus constructed such that the
spectrum estimator has minimal variance. However,
the QML estimator requires a precise knowledge of
the pixel noise matrix N to cancel the bias term b`
in Eq. (4). In practice, estimating the noise model
of an experiment is difficult and requires an exquisite
knowledge of instrument properties. In the next sec-
tion, we develop a method that allows us to compute
a cross-spectrum estimator that is unbiased indepen-
dently of the choice of N.
B. xQML estimator
Following the same formalism as for the ’auto’-
spectrum QML estimator detailed in the previous sec-
tion, we now consider two datasets dA and dB from
which the pixel covariance matrix reads
CAB ≡ 〈dA,dBT 〉 = S+NAB . (15)
We assume uncorrelated noise between the two
datasets, such that the cross pixel noise covariance
matrix vanishes NAB = 0.
The cross estimator now reads
yˆAB` ≡ dA
T
E`d
B − bAB` , (16)
with bAB` = Tr
[
E`N
AB
]
= 0.
The covariance of the estimator is computed using
Wick’s theorem,
〈∆yˆAB` ,∆yˆAB`′ 〉
=
[〈dAi , dAk 〉 〈dBj , dBn 〉 + 〈dAi , dBn 〉 〈dAj , dBk 〉]Eij` Ekn`′
= Tr
[
CAAE`C
BBET`′ +C
ABE`C
ABE`′
]
, (17)
where summation on the pixels indices i, j, k, n is im-
plied. Matrices CAA = S+NAA and CBB = S+NBB
are respectively the pixel covariance matrix of the
datasets A and B. As in Eqs. (8) and (9) for the
QML method, the unbiased estimator reads
Cˆ` ≡
∑
`′
[W−1]``′ yˆAB`′ , (18)
1. Using matrix identities ∂ETr [CECE] = 2C
TETCT .
and its covariance
〈∆Cˆ`,∆Cˆ`′〉 = [W−1]``1 〈∆yˆAB`1 ,∆yˆAB`2 〉 [W−1]`2`′ .
(19)
As in Eq. (11) for the QML, we seek for the
E` matrices that minimize the estimator variance of
Eq. (17). We get the equation2
CAAE`C
BB +CABET` C
AB = λP`, (20)
which is a generalized form of the Sylvester equa-
tion [17]. Although the exact solution exists, as dis-
cussed in Sec. II C, it requires us to solve a system of
N2d equations, which quickly becomes computation-
ally prohibitive for large datasets. For this reason,
we derive an approximate solution by considering two
extreme signal-to-noise ratio (SNR) cases :
Hs : High SNR, such that
S N, and CAA ∼ CBB ∼ S.
Ls : Low SNR , such that
S N, and CAA ∼ NAA, CBB ∼ NBB .
For both limits, Eq (20) admits a solution of the
form3
E` ' λ
α
(CAA)−1P`(CBB)−1, (21)
where α is a normalization coefficient that depends on
the SNR, with α = 2 for the Hs regime, and α = 1 for
the Ls regime. The impact of the approximation made
in Eq. (21) on the spectrum variance is discussed in
Sec II C. Finally, imposing W`` = Tr [E`P`] = β gives
λ
α
Tr
[
(CAA)−1P`(CBB)−1P`
]
= β. (22)
We choose β such that λ/α = 1/2, and we recover the
QML solution for A = B. Inserting E` of Eq. (21)
in the mode-mixing matrix defined in Eq. (7), one
obtains
W``′ =
1
2
Tr
[
(CAA)−1P`(CBB)−1P`′
]
. (23)
Using Eqs. (17), (19), (21) and (23), the cross-
spectrum estimator covariance reads
〈∆Cˆ`,∆Cˆ`′〉 = 1
2
[W−1]``1 (W`1`2 +G`1`2) [W
−1]`2`′
=
1
2
(
[W−1]``′ + [W−1]``1G`1`2 [W
−1]`2`′
)
≡ V``′ , (24)
where we define
G``′ ≡ 1
2
Tr
[
(CAA)−1P`(CBB)−1CAB
× (CAA)−1P`′(CBB)−1CAB
]
.
(25)
2. Using matrix identities ∂ETr [AEBE] = A
TETBT+BTETAT
and ∂ETr
[
AEBET
]
= ATEBT +AEB.
3. We remark that when CAA ∼ CBB , and more specifically for
a high signal-to-noise ratio, E` ' ET` .
4In the Hs regime G``′ ∼ W``′ , such that V``′ =
[W−1]``′ . In the Ls regime, the second term
[W−1]``1G`1`2 [W
−1]`2`′ in Eq. (24) contributes at sec-
ond order of the cross-spectrum variance. As a repre-
sentative example, the diagonal elements of those two
terms are compared in Fig. 2 for the EE and BB spec-
tra, with a 10µK.arcmin noise level. With this choice,
the E-mode is signal dominated, and corresponds to
the Hs regime, while the B-mode SNR is low for most
of the multipoles (` & 10), and corresponds to the Ls
case.
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FIG. 2: Diagonals of the covariance matrix terms
W−1``1G`1`2W
−1
`2`
(dashed) and W−1`` (plain) of Eq. (24). EE
and BB components are plotted in green and blue respec-
tively. The noise level is 10µK.arcmin.
We successfully defined a quadratic estimator based
on datasets cross-correlation which does not require
the subtraction of noise bias. Moreover, we derived
an approximation of the E` matrices that minimizes
its variance. We also recover the QML estimator when
A = B, with a nonvanishing noise bias term b`.
C. Implementation
In this section we detail some important steps of
the xQML implementation. We first discuss the pixel
covariance matrix construction. We then derive an
exact solution for the Sylvester Eq. (20). Finally, we
describe a method for binning the xQML spectrum
estimator.
1. Pixel covariance matrix
The P` matrices Eq. (3) are directly multiplied by
each of the datasets pixel window and beams transfer
functions. We do not discuss the matrices construc-
tion, for which further details can be found in [15].
The covariance matrix C introduced in Eq. (2)
includes correlations between pixels for each of the
Stokes parameters,
C =
CTT CTQ CTUCQT CQQ CQU
CUT CUQ CUU
 . (26)
We can separate the temperature and polarization
measurements by using an approximated pixel covari-
ance matrix
C˜ =
CTT 0 00 CQQ CQU
0 CUQ CUU
 . (27)
This matrix does not mix temperature with polar-
ization estimates. As a result, the Cˆ` estimator is not
optimal anymore, while it is still an unbiased estima-
tor of the true C`. As shown in [15], the price to pay is
a slight error bar increase of the order of one percent.
Using this choice, temperature and polarization anal-
ysis can be done completely separately. For the rest
of this paper, we focus our analysis on polarization
measurement only. The method can be implemented
for the temperature spectrum estimation following the
same approach.
In Eq. (3), the summation over ` is theoretically in-
finite. It can however be truncated at a given `max
as long as the remaining contributions from C`>`max
are negligible. This can be accomplished manually by
smoothing the dataset d (e.g. by convolving the spec-
trum with a decreasing function). In the framework
of our analysis, we simply generated CMB simulations
while filtering all C`>`max .
The xQML variance has been shown to be minimal
if the fiducial C˜ matrix is built from the true C. In
practice, it is not always possible to estimate precisely
the latter. We can compute the estimator variance in
Eq. (19) for any fiducial C˜
〈∆Cˆ`,∆Cˆ`′〉 ≡
[W˜−1]``1Tr
[
CAAE˜`1C
BBE˜T`2
]
[W˜−1]`2`′
+ [W˜−1]``1Tr
[
CABE˜`1C
ABE˜`2
]
[W˜−1]`2`′ ,
(28)
where E˜` and W˜``′ are computed using C˜ in Eqs. (21)
and (23).
To estimate the impact on the spectra estimations
variance of small deviations of the fiducial C˜ from
the true C, we consider a simplified toy model with
CAA = CBB = C. We also restrict our calculation
to the first term of Eq. (28), since we showed that,
depending on the noise level, the second term is either
negligible, or either equal to the first one. Any small
perturbation to the fiducial C˜ around the true C can
be written as
C˜ = C+ E, with E  C, (29)
and thus
C˜−1 = C−1 −D, with D ≡ C−1EC−1  C−1 (30)
At the first order in D,
Tr
[
CE˜`CE˜`
]
' Tr [C−1P`C−1P` − 4C−1P`DP`] ,
(31)
and
W˜`` ' Tr
[
C−1P`C−1P` − 2C−1P`DP`
]
. (32)
5Inserting both expressions in Eq. (28),
〈∆Cˆ`,∆Cˆ`′〉 =
Tr
[
C−1P`C−1P`
]− 4Tr [C−1P`DP`]
(Tr [C−1P`C−1P`]− 2Tr [C−1P`DP`])2
(33)
' Tr [C−1P`C−1P`]−1 (34)
= V``. (35)
We see that a fiducial C˜ sufficiently close to the true
C induces only second order deviations of the spec-
trum estimation variance from the optimal variance
V``′ . For a low SNR, the choice of the fiducial C˜` have
little impact on C˜. Conversely, for signal dominated
datasets, deviations of C˜` can have a non-negligible
impact on the spectrum error. A solution is to run
the xQML method iteratively as recommended in [15],
with previous spectrum estimation as the new fiducial
model. This especially applies for the tensor-to-scalar
ratio and reionization fiducial parameters. We have
found that the choice of their fiducial values, if far
from their true values, can greatly increase the large
angular scale uncertainty of BB and EE spectra.
However, even if the variance of the spectrum es-
timation is only slightly impacted when the fidu-
cial C˜ diverges from the true dataset covariance
matrix, the analytical estimate of the variance
V˜``′ =
1
2
(
[W˜−1]``′ + [W˜−1]``1G˜`1`2 [W˜
−1]`2`′
)
is bi-
ased. Taking, for example, C˜ = γC implies
〈∆Cˆ`,∆Cˆ`′〉 = V``′ , but V˜``′ = γ2V``′ , for any con-
stant γ. One must thus be cautious when estimating
the spectrum variance analytically.
2. Sylvester equation solution
We discuss the approximate solution of Eq. (20)
introduced in Sec. II B, also known as a general-
ized form of the Sylvester equation, and we com-
pare it with the exact solution described in [17]. To
find the exact solution, we use the Kronecker prod-
uct property vec(AXB) = (BT ⊗ A)vec(X), under
the condition that the product AXB is well defined.
The operator vec() vectorizes a matrix (by stacking
its columns), and ⊗ is the Kronecker matrix prod-
uct. We also introduce the permutation matrix Π
such that vec(XT ) = Π vec(X). One can show that
vec(AXTB) = Π (AT ⊗B)vec(X) [18]. The Sylvester
Eq. (20) can thus be written as a set of linear equa-
tions[
CBB ⊗CAA + Π(CAB ⊗CAB)] vec(E`)
= vec(P`).
(36)
We can then solve it exactly for vec(E`) using the
least-squares method. However, the equation system
is of dimension N2d , which quickly becomes computa-
tionally costly for large datasets. Using Eq. (28) with
the approximate solution in Eq. (21) as E˜`, we find
that the deviation of the spectrum variance from the
minimum one using the exact solution of Eq. (36) is
of the order of 2% in the worse case, when the signal
and the noise level are of the same order. We can thus
safely use the approximated solution of Eq. (21) for
the implementation of the xQML method.
3. Binning
CMB observations are only available on a limited
sky fraction, and as a result, individual multipoles can
be strongly correlated when reconstructing the CMB
spectra. It is thus convenient to bin the power spectra
in multipoles band powers, labeled b hereafter. We
define the binning operators,
Rb` =
{
∆−1b
0
, Q`b =
{
1 if ` ∈ b
0 otherwise
, (37)
with ∆b the width of the bth bin, which can be varied
from one bin to another. The binned estimator is
written
yˆb ≡
∑
`
Rb`yˆ`, (38)
for which the covariance reads
〈∆yˆb,∆yb′〉 =Tr
[
CAAEbC
BBETb′ +C
ABEbC
ABEb′
]
=
1
2∆b′
(Wbb′ +Gbb′) (39)
with Wbb′ = Rb`W``′Q`′b′ , and Gbb′ = Rb`G``′Q`′b′ .
The true binned spectrum is thus
Cb ≡
∑
`,`′,b′
[W−1]bb′Rb′`W``′C`′ , (40)
and its unbiased binned estimation becomes
Cˆb ≡
∑
`′
[W−1]bb′ yˆb′ , (41)
with covariance
Vbb′ =
1
2∆b′
(
[W−1]bb′ + [W−1]bb1Gb1b2 [W
−1]b2b′
)
.
(42)
We remark that the binning can also be achieved by
computing Pb ≡
∑
`∈bP` directly (without the nor-
malization term ∆b), or equivalently Pb ≡
∑
`P`Q`b.
With this definition of Pb, the xQML components can
be computed as usually defined in Eqs. (16), (18), (21)
and (23) for the spectrum estimate Cˆ`, and Eqs. (24),
(25) and (23) for its analytical covariance (replacing
all subscripts ` by b). This method is computation-
ally more efficient compared to the method presented
above.
III. MONTE CARLO SIMULATIONS
In this section we describe two simulated surveys
on which we test the xQML estimator. We first con-
sider a full sky experiment aiming at the measurement
of the reionization signal (` . 10). The foreground
contaminations are assumed to be removed, and their
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FIG. 3: EE (green) and BB (blue) mean power spectra xQML estimates `(` + 1)/2pi · 〈Cˆ`〉, and residues R`[Cˆ`] from
Eq. (43), computed from nMC = 10
5 Monte-Carlo (MC) simulations. Spectra models are plotted in black solid lines.
Left panel corresponds to the reionization survey simulations (nside = 16, fsky ' 0.7%), right panel corresponds to the
recombination survey simulations (nside = 128, fsky ' 1%). Noise level is σn = 1µK.arcmin for both surveys.
residuals, which are assumed to be strong in the galac-
tic plane, are masked. The second survey covers a
smaller sky fraction, aiming at the measurement of
the recombination bump (` ' 100), and for which
the foregrounds contamination is assumed to be re-
moved. Both surveys sky fractions are shown in Fig. 4.
We generate nMC = 10
5 CMB simulations from the
Planck 2015 best fit spectrum model [1] shown in
Fig. 1, with a tensor-to-scalar ratio r = 10−3, and
a reionization optical depth τ = 0.06. The two sur-
veys are treated completely independently. For each
of them, we cross-correlated two simulated maps (usu-
ally obtained through data-splits), with noise levels
between 0.1 ≤ σn ≤ 50µK.arcmin indicated in Fig. 1.
This choice roughly covers the characteristics of future
ground experiments from CMB Stage 4 (S4) [19] (∼
1µK.arcmin), or satellites such as LiteBIRD, CORE,
and PICO (between 1 and 5µK.arcmin) [20–22], up
to Planck noise level (around 50µK.arcmin) [23].
A. Reionization survey
For the large angular scales analysis, referred as
the ’reionization survey’, we consider an observed sky
fraction fsky ' 70%. A binary mask is built from the
353 GHz Planck polarization maps, for which pixels
with the highest polarization amplitude (Q2 +U2)1/2
accurately traces the galactic polarized dust. We
choose to follow the instrumental specifications of the
satellite mission LiteBIRD [20], considering a beam-
width of 0.5 deg, and a white homogeneous noise. The
analysis is done at the map resolution nside = 16, over
the multipoles range ` ∈ [2, 47].
B. Recombination survey
The ’recombination survey’ sky patch is based on
the public BICEP2 [24] apodized mask M ∈ [0, 1].
We build a binary mask using all pixels i for which
Mi ≥ 0.1. Rather than considering a homogeneous
noise as for the reionization survey, we apply an in-
verse weighting noise distribution based on the mask
M . The effective sky fraction is therefore fsky =
(
∑
iM
2
i )
2/
∑
iM
4
i ' 1%, as defined in [25]. Our anal-
ysis is done with maps resolution nside = 128, and
a beam-width of 0.5 deg. Because of the limited sky
fraction, individual multipoles are strongly correlated.
We thus reconstruct the spectrum using the binning
scheme described in Sec. II C. We show the results
starting from ` = 48 to account for the insensitivity
of the survey to large angular scales, and we define 24
bins up to ` = 383 with ∆b = 14.
FIG. 4: Mollweide projection of the sky coverages for the
reionization (yellow + blue areas), and the recombination
(yellow area) surveys. The latter corresponds to the ∼ 1%
sky fraction from BICEP2 public mask. The grey area
corresponds to the 30% where Planck dust polarization
amplitude is the highest, mostly located in the galactic
plane.
C. Power spectra reconstruction
We verify with simulations that the reconstructed
power spectra are unbiased with respect to the input
model C`. From the central limit theorem we expect
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FIG. 5: Monte-Carlo (dots) and analytical (plain) errors of polarization spectra EE (up) and BB (bottom), for the
reionization (left) and recombination (right) surveys, with noise levels 0.1 ≤ σn ≤ 50µK.arcmin.
that, as nMC is large, the mean spectra residues
R`[Cˆ`] ≡ C` − 〈Cˆ`〉√
σ2(CˆMC` )/nMC
(43)
are expected to be normally distributed around
zero, for all ` if the spectra are unbiased, with
σ2(CˆMC` )/nMC the MC variance of the mean spectra.
We carefully checked that this is the case for all noise
levels 0.1 ≤ σn ≤ 50µK.arcmin. Power spectra and
their residues are shown in Fig. 3 for 1µK.arcmin.
Given the residues distribution for nMC = 10
5 simu-
lations, we conclude that the spectra bias level is less
than one percent of the spectra errors.
The MC spectra variance, and that derived analyt-
ically σ2(Cˆana` ) = V`` in Eq. (24) are shown to be in
excellent agreement, as displayed in Fig. 5. The co-
variance matrix, not shown here, is band diagonal over
the whole multipoles range, meaning that correlations
are low and only occur between neighboring bins.
We successfully verified that the xQML spectrum
reconstruction is unbiased, and that the MC covari-
ance corresponds to that which is expressed analyti-
cally. The xQML thus gives a near minimal spectrum
error.
IV. EB LEAKAGE
A. Modes mixing
The mode-mixing matrix W``′ introduced in Eq. (7)
quantifies the contribution of all `′-modes to the spec-
trum estimator at angular scale `. The rescaled matrix
W¯``′ =
W``′√
W``W`′`′
, (44)
is displayed in Fig. 6 in log-scale for σn = 1µK.arcmin.
The off-diagonal blocks quantify the E/B modes mix-
ing, also known as polarization leakage. This mixing
appears as soon as maps are partially masked, mak-
ing some modes ambiguously belong to both E and B
polarizations patterns.
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FIG. 6: The normalized mode-mixing matrix W¯``′ defined
in Eq. (44) in log scale, for the reionization (up) and re-
combination (down) surveys, for σn = 1µK.arcmin.
We remark that the E/B mixing is on average very
low. Most of the E-to-B leakage is localized at ` . 10
for the reionization survey. The recombination survey
also suffers from a polarization mixing increase at ` &
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FIG. 7: Top panels show the BB-spectrum uncertainty with variance leakage (solid) and without (dashed), for the
reionization (left) and recombination (right) surveys, at noise levels 0.1 ≤ σn ≤ 50µK.arcmin. Bottom panels quantify
the absolute variance leakage, computed from [σ(Cˆ leak` )− σ(Cˆnoleak` )]/σ(Cˆnoleak` ).
250. This effect is caused by the pixel resolution of the
maps. It appears when the multipole angular scale is
close to the typical pixel scale, and disappears as soon
as we increase the datasets pixel resolution. The effect
remains however very small. For the multipoles ranges
of interest, it induces a negligible increase of variance
as shown hereafter.
B. Variance induced leakage
Because of polarization leakage, E and B modes re-
spective uncertainty contribute to each other variance.
For noise dominated datasets, this variance leakage
has a small impact since both polarizations have the
same noise, and their mutual contributions are equiv-
alent. Conversely, when the noise is much below the
signal level, the uncertainty is limited by the intrin-
sic ’cosmic variance’, arising from the finite number of
modes that can be sampled on the sky. The E-modes
signal, thus its cosmic variance, is much higher than
that of B-modes. As a consequence, even for small po-
larization mixing, the impact of the E-to-B variance
leakage can become non-negligible.
Since, by construction the error of the xQML es-
timator is minimal, it also minimizes the amount of
variance leakage. The BB uncertainty is represented
in Fig. 7, for which we compare the cases with and
without leakage. The latter is obtained by simulat-
ing CMB polarization maps using null EE and TE
spectra. We also show the absolute level of variance
leakage [σ(Cˆ leak` )−σ(Cˆnoleak` )]/σ(Cˆnoleak` ). We observe
that the recovered spectra uncertainties for σn = 0.1
and σn = 1µK.arcmin are both mostly cosmic vari-
ance limited by the lensing B-modes signal. We also
recover that the impact of the variance leakage gets
less important as the SNR decreases.
For the reionization survey, the variance leakage is
observed to be maximal at large angular scales, up
to a 80% increased uncertainty around ` . 10, which
quickly drops to 30% for higher `’s. This is not sur-
prising since, for this multipole’s range, the EE cos-
mic variance as well as the E-to-B mixing in W¯``′ are
maximal.
For the recombination survey, the impact is max-
imal for the first bins. This is again related to the
higher polarization mixing in W¯``′ at those multipoles.
It then drops to 20% for ` & 90, followed by a slight
increase at ` & 250. This is consistent with the pre-
vious E/B mixing observations made on W¯``′ for this
multipoles range. The impact at low `’s remains how-
ever smaller since the E-modes cosmic variance level
is much lower for those angular scales.
We conclude that, even if the mixing between po-
larization modes is minimized when using the xQML
estimator, the induced variance increase can however
be non-negligible, especially at large angular scales.
C. Comparison with pseudo-spectra
In this section we compare the xQML with other
methods such as the standard pCl, and the (pure)
PpCl approach. The latter method requires the mask
and its first derivative to be equal to zero on its bound-
aries in order to eliminate the polarization variance
leakage. We follow the cross PpCl formalism described
in [9], using the two mask apodization processes.
The first process is achieved by isotropically ap-
plying the apodization function ’C2’ defined in [9]
and parametrized by the apodization length param-
eter θ∗ [deg], to our binary masks. This parameter
needs to be adapted to the SNR. We thus select for
each multipole the mask apodization for which the
mode estimate has minimal variance. Each mode is
then combined to reconstruct an unbiased spectrum
estimation, which the covariance matrix can be eval-
uated using MC simulations. This process has to be
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FIG. 8: BB spectrum errors from xQML, standard pCl estimators, PpCl (pure pCl) using the ’C2’ and optimized
apodization, for the reionization (left) and recombination (right) surveys, with a noise level σn = 1µK.arcmin.
repeated depending on the noise level.
An optimized apodization process, proposed in [26],
consists of finding the adequate windows functions
that lower the total (noise and leakage) B pseudo-
spectrum variance. This is achieved by implement-
ing an iterative Preconditioned Conjugate Gradient
solver as in [9, 26]. In this framework, the relation be-
tween the mask and its derivative required by the pure
method is relaxed. The optimization is performed
over bins of multipoles. The mixing kernel that allows
us to recover the spectra from the pseudo-spectra is
then built according to each bin optimization.
The uncertainty on the reconstructed B-mode
power spectrum for methods introduces above are il-
lustrated in Fig. 8 based on 104 MC simulations. The
standard pCl leads to higher uncertainties, for which
the E-modes variance leakage contribution is partic-
ularly visible on the recombination survey B-modes
variance.
The pure methods PpCl allow to recover much lower
error bars. The two apodizations gives similar re-
sults at high multipoles but an optimized apodiza-
tion is required to obtain better results at large an-
gular scales. Nevertheless, the pixel domain cross-
correlation xQML provides the lowest spectra uncer-
tainty over the whole multipole range. This is partic-
ularly true at large angular scales, and even increases
when the tensor-to-scalar ratio r decreases.
We conclude that the xQML method is particularly
suited for reducing the B-modes variance leakage for
large angular scale analysis compared to the PpCl ap-
proach. It produces smaller error bars and does not re-
quire mask apodization optimizations. This is of spe-
cial interest for the detection of primordial B-modes.
V. E-B CORRELATION SPECTRUM
Although first order primordial E-B and T -B cor-
relations are predicted to be null in the frame of
the ΛCDM model, nonstandard cosmological mech-
anisms, such as cosmic birefringence, could induce
nonzero correlation spectra [27–33]. In addition to
providing an important probe to nonstandard physics,
measuring EB, TB spectra could also help to diagnose
instrumental systematic effects [34, 35].
We focus on the E-B correlation, for which we com-
pute the EB + BE spectrum variance. The rescaled
mode-mixing matrix introduced in Eq. (44) is ex-
tended to EB multipoles as displayed in Fig. 10 for
1µK.arcmin. Apart from a negligible resolution ef-
fect for high `′’s, we observe no mixing between EB
and EE,BB when using the xQML method. Note,
however that this statement is not true if we consider
particular models with nonzero C˜EB` .
As in the previous section for the BB uncertainty,
we compare our results with the pCl and PpCl meth-
ods. The latter is computed using the hybrid approach
proposed in [10], where the E-modes are obtained us-
ing the standard pseudo-spectrum, and the B-modes
using the pure method. Variances are shown in Fig. 9
for 1µK.arcmin. The PpCl uncertainty is about 20%-
60% higher than that of the xQML for the reionization
survey. Longer mask apodization lengths improve the
PpCl error for ` . 10. On the recombination survey,
the xQML gives significant lower EB uncertainty only
for ` . 100. The conclusion is similar as for the BB-
spectrum analysis. The xQML method provides an
efficient estimator for large angular scales analysis.
VI. CONCLUSION
In this paper, we derived a pixel-based spectrum
estimator that allows us to cross-correlate CMB
datasets. The method is very similar to the QML, but
does not require a precise knowledge of the datasets
noise covariance matrices to subtract the noise bias.
We also provided an approximation to the Sylvester
equation that has little impact on the optimality of
the estimator, which, by construction, provides near-
minimal error bars. The estimator variance is shown
to be sensitive to only second order perturbations of
the fiducial pixels covariance matrix. Moreover, us-
ing no TQ and TU correlations for the construction
of this matrix, temperature and polarization analysis
can be done completely separately.
We showed that the xQML estimator is unbiased,
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apodization, for the reionization (left) and recombination (right) surveys, with a noise level σn = 1µK.arcmin.
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FIG. 10: The normalized mode-mixing matrix W¯``′ de-
fined in Eq. (44) in log scale, for the reionization (up) and
recombination (down) surveys, for σn = 1µK.arcmin.
and that the error bars on the recovered spectrum, ob-
tained from Monte-Carlo simulations, correspond to
the analytically derived variance. We presented two
CMB surveys aiming at the reionization and recombi-
nation polarized signals measurement, with a fiducial
tensor-to-scalar ratio r = 10−3. The source of polar-
ization leakage can be identified in the mode-mixing
matrix W``′ . We showed in Sec. IV that it is consis-
tent with the increase of variance in B-modes when
compared to the no-leakage case. The reionization
survey BB uncertainty at low noise levels is partic-
ularly impacted by the polarization mixing, with a
maximum of an 80% increase for large angular scales
at 0.1 - 1µK.arcmin. Since the xQML method mini-
mizes bins correlations as well as polarization mixing,
the resulting error bars thus correspond to the mini-
mal uncertainty achievable when aiming to polariza-
tion variance leakage reduction.
Comparison with the pure pseudo-spectrum formal-
ism shows a significant improvement of the error bars
and correlations for both BB and EB when using
the xQML method. The particular advantage rela-
tive to pure methods is that it does not require any
special masks apodization processing. However, due
to its higher computational cost (O(N3d) operations)
relative to pseudo-spectra (O(N
3/2
d ) operations), the
xQML cannot be run on as many multipoles as for the
pseudo-spectra. For those reasons, the xQML estima-
tor is particularly suited for large and intermediate
angular scales analysis.
As a forecast analysis, we show in Fig. 11 the
uncertainty of r, obtained from each method intro-
duced previously, as a function of the noise level. We
also proceed to a comparison with the mode-counting
formula4, which gives a naive estimate of the low-
est achievable variance, neglecting correlations and
leakage induced by the sky coverage. We use the
spectrum-based likelihood presented in [36], which is
4. I.e. σ2m.c. =
[
2C˜2` + C˜`(N
A
` +N
B
` ) +N
A
` N
B
`
]
/
[
`(`+ 1)∆`fsky
]
,
where C˜` is the power spectrum fiducial model, N` = n`/B
2
`
is the noise spectrum of the dataset convolved by the
corresponding beam functions B`.
11
10 1 100 101 102
n [ K arcmin]
10 4
10 3
10 2
r
Reionization survey
PpCl, opti
PpCl, C2
pCl
xQML
Mode Count
10 1 100 101 102
n [ K arcmin]
10 3
10 2
10 1
r
Recombination survey
PpCl, opti
PpCl, C2
pCl
xQML
Mode Count
FIG. 11: Error on the tensor-to-scalar ratio with a fidu-
cial r = 10−3, for the reionization (up) and recombi-
nation (bottom) surveys as a function of the noise lev-
els 0.1 ≤ σn ≤ 20µK.arcmin. We compare the un-
certainty obtained from the standard pseudo-spectrum
(blue), the pure pseudo-spectrum using C2 (magenta) and
optimized apodization (orange), the cross quadratic pixel
based (green), and the mode-counting formula (red).
a cross-spectra extended version of the low-multipoles
Hamimeche and Lewis likelihood [37]. The pure
method covariance matrix is computed using MC as
described in Sec. IV C. We consider only two datasets,
no foreground contamination and/or residuals, nor
de-lensing. For low SNR, the impact of the polar-
ization mixing is small, and all (standard and pure)
pseudo-spectrum methods give the same error on r.
For high SNR, the uncertainty of r is cosmic vari-
ance limited, which corresponds to the plateau from
σn = 0.1 to σn = 1µK.arcmin. In this range of noise
level, the pure pseudo-spectrum method with opti-
mized apodization and the xQML gives the same un-
certainty of r for the recombination survey, while the
xQML uncertainty is ∼ 20% lower than the optimized
PpCl method for the reionization survey.
Acknowledgments
The authors would like to thank G. Efstathiou and
J. Grain for the helpful discussions about the xQML
and pure methods. We also thank H. Taeter for his
help leading to the identification of the Sylvester equa-
tion. Some of the results in this paper have been de-
rived using the HEALPix [38] package, the NaMas-
ter [39] package, and the Xpure package [40].
12
[1] P. Collaboration, P. A. R. Ade, N. Aghanim, M. Ar-
naud, M. Ashdown, J. Aumont, C. Baccigalupi, A. J.
Banday, R. B. Barreiro, J. G. Bartlett, et al., As-
tronomy & Astrophysics 594, A13 (2016), arXiv:
1502.01589.
[2] P. Collaboration, R. Adam, N. Aghanim, M. Ash-
down, J. Aumont, C. Baccigalupi, M. Ballardini, A. J.
Banday, R. B. Barreiro, N. Bartolo, et al., Astronomy
& Astrophysics 596, A108 (2016), arXiv: 1605.03507.
[3] E. F. Bunn, New Astronomy Reviews 47, 987 (2003),
arXiv: astro-ph/0306003.
[4] E. F. Bunn, M. Zaldarriaga, M. Tegmark, and
A. de Oliveira-Costa, Physical Review D 67 (2003),
arXiv: astro-ph/0207338.
[5] G. Chon, A. Challinor, S. Prunet, E. Hivon, and
I. Szapudi, Monthly Notices of the Royal Astronomi-
cal Society 350, 914 (2004).
[6] A. Kogut, D. N. Spergel, C. Barnes, C. L. Bennett,
M. Halpern, G. Hinshaw, N. Jarosik, M. Limon, S. S.
Meyer, L. Page, et al., The Astrophysical Journal
Supplement Series 148, 161 (2003).
[7] K. M. Smith, Physical Review D 74 (2006), arXiv:
astro-ph/0511629.
[8] A. Lewis, Physical Review D 68 (2003), arXiv: astro-
ph/0305545.
[9] J. Grain, M. Tristram, and R. Stompor, Physical Re-
view D 79 (2009), arXiv: 0903.2350.
[10] J. Grain, M. Tristram, and R. Stompor, Physical Re-
view D 86 (2012), arXiv: 1207.5344.
[11] D. Molinari, A. Gruppuso, G. Polenta, C. Burigana,
A. De Rosa, P. Natoli, F. Finelli, and F. Paci, Monthly
Notices of the Royal Astronomical Society 440, 957
(2014).
[12] G. Efstathiou, Monthly Notices of the Royal Astro-
nomical Society 349, 603 (2004).
[13] G. Efstathiou, Monthly Notices of the Royal As-
tronomical Society 370, 343 (2006), arXiv: astro-
ph/0601107.
[14] M. Tegmark, Physical Review D 55, 5895 (1997),
arXiv: astro-ph/9611174.
[15] M. Tegmark and A. de Oliveira-Costa, Physical Re-
view D 64 (2001), arXiv: astro-ph/0012120.
[16] Planck Collaboration, N. Aghanim, M. Ashdown,
J. Aumont, C. Baccigalupi, M. Ballardini, A. J.
Banday, R. B. Barreiro, N. Bartolo, S. Basak,
et al., Astronomy & Astrophysics 596, A107 (2016),
1605.02985.
[17] F. De Tera´n and B. Iannazzo, Linear Algebra and its
Applications 493, 323 (2016).
[18] R. A. Horn and C. R. Johnson, Topics in matrix
analysis (Cambridge University Press, Cambridge;
New York, 1991), ISBN 978-0-521-30587-7, oCLC:
14212321.
[19] K. N. Abazajian, P. Adshead, Z. Ahmed, S. W.
Allen, D. Alonso, K. S. Arnold, C. Bacci-
galupi, J. G. Bartlett, N. Battaglia, B. A. Ben-
son, et al., arXiv:1610.02743 [astro-ph, physics:gr-
qc, physics:hep-ph, physics:hep-th] (2016), arXiv:
1610.02743.
[20] T. Matsumura, Y. Akiba, J. Borrill, Y. Chinone,
M. Dobbs, H. Fuke, A. Ghribi, M. Hasegawa, K. Hat-
tori, M. Hattori, et al., Journal of Low Temperature
Physics 176, 733 (2014), arXiv: 1311.2847.
[21] J. Delabrouille, P. de Bernardis, F. R. Bouchet,
A. Achu´carro, P. A. R. Ade, R. Allison, F. Arroja,
E. Artal, M. Ashdown, C. Baccigalupi, et al., Journal
of Cosmology and Astroparticle Physics 2018, 014
(2018), arXiv: 1706.04516.
[22] G. De Zotti, arXiv:1802.04753 [astro-ph] (2018),
arXiv: 1802.04753.
[23] T. P. Collaboration, arXiv:astro-ph/0604069 (2006),
arXiv: astro-ph/0604069.
[24] Keck Array/BICEP2 October 2015 Data Products,
URL http://bicepkeck.org/bk14_2015_release.
html.
[25] E. Hivon, K. M. Gorski, C. B. Netterfield, B. P. Crill,
S. Prunet, and F. Hansen, The Astrophysical Journal
567, 2 (2002), arXiv: astro-ph/0105302.
[26] K. M. Smith and M. Zaldarriaga, Physical Review D
76 (2007), arXiv: astro-ph/0610059.
[27] A. Lue, L. Wang, and M. Kamionkowski, Physi-
cal Review Letters 83, 1506 (1999), arXiv: astro-
ph/9812088.
[28] S. M. Carroll, Physical Review Letters 81, 3067
(1998), arXiv: astro-ph/9806099.
[29] A. Loeb and A. Kosowsky, The Astrophysical Journal
469, 1 (1996), arXiv: astro-ph/9601055.
[30] T. Kahniashvili, B. Ratra, and ;, Physical Review D
71 (2005), arXiv: astro-ph/0503709.
[31] L. Campanelli, A. D. Dolgov, M. Giannotti, and F. L.
Villante, The Astrophysical Journal 616, 1 (2004),
arXiv: astro-ph/0405420.
[32] C. Caprini, R. Durrer, and T. Kahniashvili, Physical
Review D 69 (2004), arXiv: astro-ph/0304556.
[33] L. Pogosian, T. Vachaspati, and S. Winitzki, Physical
Review D 65 (2002), arXiv: astro-ph/0112536.
[34] A. P. S. Yadav, M. Su, and M. Zaldarriaga, Physical
Review D 81 (2010), arXiv: 0912.3532.
[35] W. Hu, M. M. Hedman, and M. Zaldarriaga, Physical
Review D 67 (2003), arXiv: astro-ph/0210096.
[36] A. Mangilli, S. Plaszczynski, and M. Tristram,
Monthly Notices of the Royal Astronomical Society
453, 3175 (2015), arXiv: 1503.01347.
[37] S. Hamimeche and A. Lewis, Physical Review D 77
(2008), arXiv: 0801.0554.
[38] K. M. Go´rski, E. Hivon, A. J. Banday, B. D. Wandelt,
F. K. Hansen, M. Reinecke, and M. Bartelmann, As-
trophys. J. 622, 759 (2005), arXiv:astro-ph/0409513.
[39] D. Alonso, J. Sanchez, and A. Slosar,
arXiv:1809.09603 [astro-ph] (2018), arXiv:
1809.09603, URL http://arxiv.org/abs/1809.
09603.
[40] G. Fabbian, J. Grain, J. Peloton, R. Stompor, and
M. Tristram, Xpure: pure cross spectra code, URL
https://gitlab.in2p3.fr/xpure/Xpure.
