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Abstract
We study the stability of the analytical solutions of initial value problems of a general class of systems of
Volterra delay-integro-di+erential equations. Numerical methods based on backward di+erentiation formulae
and repeated quadrature formulae are suggested. Nonlinear and linear stability conditions for the presented
methods are derived.
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1. Introduction
Volterra delay-integro-di+erential equations (VDIDEs) arise widely in scienti<c <elds such as
biology, ecology, medicine and physics (cf. [7,9,16]). This class of equations plays an important
role in modelling diverse problems of engineering and natural science, and hence have come to
intrigue researchers in numerical computation and analysis. For initial value problems (IVPs) of
VDIDEs
y′(t) = f
(
t; y(t);
∫ t
t−
g(t; s; y(s)) ds
)
; t ∈ [t0;+∞);
y(t) = ’(t); t ∈ [t0 − ; t0]:
(1.1)
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Baker and Ford dealt with linear stability and convergence of linear multistep methods with a given
quadrature formula (cf. [1,2]). For IVPs of neutral VDIDEs
y′(t) = h(t; y(t)) +
∫ t
t−
g(t; s; y(s); y′(s)) ds; t ∈ [t0; T ];
y(t) = ’(t); t ∈ [t0 − ; t0]:
(1.2)
Brunner [8] studied the attainable order of local superconvergence of continuous Volterra–Runge–
Kutta methods. Enright and Hu [13] investigated convergence of explicit and implicit continuous-
Runge–Kutta methods for (1.2). Furthermore, in [3,4], Baker and Tang extended the research to
VDIDEs of the form
y′(t) = f
(
t; y(t);
∫ t
t−(t)
g(t; s; y(s)) ds
)
; t ∈ [t0;+∞);
y(t) = ’(t); t ∈
[
inf
t¿t0
{t − (t)}; t0
] (1.3)
and
y′(t) = f
(
t; y(t); y(t − (t));
∫ t
−∞
g(t; s; y(s)) ds
)
; t ∈ [t0;+∞);
y(t) = ’(t); t ∈ (−∞; t0]
(1.4)
and obtained important analytical and numerical stability results.
In the research area of VDIDEs, a lot of open problems remain with respect to theory and
computation. Up to now, the analysis of nonlinear VDIDEs has almost always been performed for
the scalar case and for nonsti+ problems. In this paper, we consider a class of sti+ VDIDEs. The
presentation is organized as follows. In Section 2, we introduce the class of problems that will be
the subject of our study, and we give various examples. In Section 3, the stability of the analytical
solutions of this class of equations is studied. Some global and asymptotic nonlinear stability results
are obtained. From there, several interesting linear stability propositions follow. In Section 4, a
class of numerical methods is introduced, based on backward di+erentiation formulae (BDF) and
repeated quadrature rules. The classical convergence of such methods is characterized and leads to a
natural extension of results obtained by Baker and Ford [1]. In Section 5, some nonlinear numerical
stability criteria for the above methods are derived. It is proven that the methods are globally and
asymptotically stable under certain conditions. In Section 6, we derive linear stability conditions of
these numerical methods, using the concept of A()-stability of the underlying BDF methods.
2. A class of Volterra delay-integro-dierential equations
We consider complex N -dimensional systems of VDIDEs with constant delay ¿ 0
y′(t) = f
(
t; y(t); G
(
t; y(t − );
∫ t
t−
g(t; s; y(s)) ds
))
; t ∈ [t0;+∞);
y(t) = ’(t); t ∈ [t0 − ; t0];
(2.1)
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where the mappings f;G; g and ’ are smooth enough, such that system (2.1) has a unique smooth
solution y(t) and satis<es the conditions
R{〈f(t; y1; z)− f(t; y2; z); y1 − y2〉}6 ‖y1 − y2‖2; (2.2)
‖f(t; y; z1)− f(t; y; z2)‖6 ‖z1 − z2‖; (2.3)
‖G(t; y1; z1)− G(t; y2; z2)‖6 1‖y1 − y2‖+ 2‖z1 − z2‖; (2.4)
‖g(t; s; z1)− g(t; s; z2)‖6 ‖z1 − z2‖; (t; s)∈D; (2.5)
in which t ∈ [t0;+∞); D= {(t; s) : t ∈ [t0;+∞); s∈ [t − ; t]}; y; y1; y2; z; z1; z2 ∈CN ; 〈· ; ·〉 and ‖ · ‖
denote a given inner product and the corresponding induced norm in the complex N -dimensional
space CN , respectively. The constant  is nonpositive and the constants ; 1; 2 and  are non-
negative. Conditions (2.2)–(2.5) imply that we will con<ne our research to problems of the form
(2.1) where the sti+ness arises from the second argument y(t) of the right-hand side functions
f(t; y(t); u(t)). A one-sided Lipschitz condition similar to (2.2) was also used in [13], in order to
prove the convergence of an iteration scheme for solving the nonlinear algebraic equations obtained
from a discretization of certain VDIDEs of neutral type. However, in their analysis of the discretiza-
tion method they employ a classical Lipschitz condition instead of (2.2), making the analysis mainly
relevant to the nonsti+ case.
Problems of type (2.1) with (2.2)–(2.5) will be called “problems of class DI(; ; (1; 2); )”.
Below, we present some examples in order to demonstrate the variety of such problems.
Example 2.1. The N -dimensional complex linear systems of the form
y′(t) = Ay(t) + By(t − ) + C
∫ t
t−
y(s) ds+ d(t); t ∈ [t0;+∞);
y(t) = ’(t); t ∈ [t0 − ; t0]
(2.6)
belong to class DI((A); 1; (‖B‖; ‖C‖); 1), where A; B; C are N×N constant complex matrices; d(t) is
a given N -dimensional vector-valued function and (·) denotes the logarithmic norm corresponding
to the vector inner-product norm ‖ · ‖, i.e.,
(A) = max
 =0
R{〈; A〉}=‖‖2:
Example 2.2. The following nonlinear scalar equation belongs to class DI(−2; 1; (1; 1); 2):
y′(t) =−2y(t) + y(t − )
1 + [y(t − )]2 +
∫ t
t−
1
[1 + y2(s)]2
×
[ − exp(−s)
(1 + ln2(1 + exp(−s)))(1 + exp(−s))
]
ds
+ ln(1 + exp(−t))
[
1 +
ln2(1 + exp(−t))
1 + ln2(1 + exp(−t))
]
− exp(−t)
1 + exp(−t) ; t ∈ [;+∞);
y(t) = ln(1 + exp(−t)); t ∈ [0; ]: (2.7)
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Example 2.3. The two-dimensional nonlinear system for t ∈ [0;+∞)
d
dt
(
y1(t)
y2(t)
)
=−3
(
y1(t)
y2(t)
)
+
(
0 sin t
cos t 0
) y1
(
t − 
4
)
y2
(
t − 
4
)


+
1√
2
∫ t
t−(=4)


(1 + sin2 t)y21(s)
1 + y21(s)
−(1 + cos
2 t)y22(s)
1 + y22(s)

 ds
+
√
2
16

 16 sin
(
t +

4
)
− 2 sin 2t + 6 cos 2t − − 4 + 16
√
2 sin t
16 cos
(
t +

4
)
− 2 sin 2t + 4 cos 2t + + 4 + 16
√
2 cos t

 ;
(
y1(t)
y2(t)
)
=
(
sin t
cos t
)
; t ∈ [− =4; 0] (2.8)
belongs to class DI(−3; 1; (1; 1=√2); 2) for the standard inner product and norm.
Moreover, it is apparent that system (1.1) is a special case of (2.1). As to neutral system (1.2),
when introducing a new function x(t) with x(t) : =y′(t), it can be rewritten as a regular equation
for t ∈ [t0;+∞), together with an appropriate initial condition,
d
dt
(
x(t)
y(t)
)
=


9h(t; y(t))
9t + x(t)
9h(t; y)
9y + g(t; t; y(t); x(t))
x(t)


−
(
g(t; t − ; y(t − ); x(t − ))
0
)
+
∫ t
t−

 9g(t; s; y(s); x(s))9t
0

 ds;
(
x(t)
y(t)
)
=
(
’′(t)
’(t)
)
; t ∈ [t0 − ; t0]: (2.9)
Hence, obviously, (1.2) is a special case of (2.1).
3. Stability of the analytical solution
Stability constitutes a central characteristic of the behaviour of a dynamical system. Its study
leads researchers to consider and answer questions as: Does a small perturbation in the initial data
of a di+erential equation lead to a new solution that remains close to the original solution of the
unperturbed problem? Does the perturbation eventually vanish? If the former is true, the system is
called globally stable. If the latter holds, the system is called asymptotically stable. The stability
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properties of various di+erential equations have been studied for a long time, and many criteria with
necessary or suOcient conditions for stability are known. For an extensive treatise on the stability
aspects of delay di+erential equations, we refer to Chapters 9 and 10 of the recent book by Bellen
and Zennaro [6].
This section will add to the existing stability theory; it will focus on the stability of the analytical
solution of system (2.1) with (2.2)–(2.5). In later sections we will consider the stability of discrete,
numerical approximations to the solution of (2.1). For the analysis, we will also need to consider
system (2.1) with a di+erent initial condition, i.e.,  (t) instead of ’(t). Its solution will be denoted
as y˜(t), and satis<es the following equation:
y˜′(t) = f
(
t; y˜(t); G
(
t; y˜(t − );
∫ t
t−
g(t; s; y˜(s)) ds
))
; t ∈ [t0;+∞);
y˜(t) =  (t); t ∈ [t0 − ; t0]:
(3.1)
Following De<nitions 9.1.1 and 9.1.2 in [6], we now de<ne the notion of stability more precisely.
De"nition 3.1. System (2.1) is globally stable if there exists a constant C such that
‖y(t)− y˜(t)‖6C max
∈[t0−; t0]
‖’()−  ()‖; ∀t¿ t0; (3.2)
with y(t), y˜(t) the solutions to (2.1) and (3.1), respectively. It is asymptotically stable if
lim
t→+∞ ‖y(t)− y˜(t)‖= 0: (3.3)
The authors in [6] consider (3.2) only for C = 1; a system satisfying the resulting property is
called contractive or dissipative. The case C ¿ 1 allows a certain (bounded) growth in the di+erence
y(t)−y˜(t). Such systems are often called stable (in the Lyapunov sense), and, if C is independent of
t0, uniformly stable, see e.g. the book by Driver [12, Chapter 8]. Although the notion of contractivity
would be suOcient for the present section, we prefer de<nition (3.2). In Section 5 the discrete
analogue of (3.2) will be de<ned; there, the case C ¿ 1 will be very relevant.
The lemma below will play a key role in studying the stability of the solution. It is an extension
of the Halanay Theorem, whose proof was given by Baker and Tang [4].
Lemma 3.2. Assume that the scalar function v(t) is continuous and nonnegative for t¿ t0− , and
satis8es
D+v(t)6− Av(t) + B sup
t−6s6t
v(s); ∀t ∈ [t0;+∞);
v(t) = |"(t)|; t ∈ [t0 − ; t0];
(3.4)
where D+v(t) denotes the right derivative of v(t), "(t) is continuous and not identically vanishing
for t ∈ [t0 − ; t0], and A; B are nonnegative constants with −A+ B¡ 0. Then,
v(t)6 max
∈[t0−; t0]
|"()|; ∀t¿ t0 and lim
t→+∞ v(t) = 0:
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With Lemma 3.2, we can derive the following theorem.
Theorem 3.3. Assume that (2.1) belongs to class DI(; ; (1; 2); ) with
+ (1 + 2)¡ 0: (3.5)
Then, the system is globally stable with C = 1 and asymptotically stable.
Proof. Write Y (t) = y(t)− y˜(t). We <rst prove the existence of the right derivative
D+(‖Y (t)‖) = lim
x→0+
‖Y (t + x)‖ − ‖Y (t)‖
x
= lim
x→0+
‖Y (t + x)‖ − ‖Y (t) + xY ′(t)‖
x
+ lim
x→0+
‖Y (t) + xY ′(t)‖ − ‖Y (t)‖
x
:
The <rst limit in the right-hand side equals zero. This follows from the fact that ∀x¿ 0,
06
∣∣∣∣‖Y (t + x)‖ − ‖Y (t) + xY ′(t)‖x
∣∣∣∣6 ‖Y (t + x)− Y (t)− xY ′(t)‖x = ‖o(x)‖x :
The second limit in the right-hand side exists, since the function
H (x) :=
‖Y (t) + xY ′(t)‖ − ‖Y (t)‖
x
is nondecreasing and bounded w.r.t. x¿ 0. The nondecreasing nature of H (x) is shown by proving
that H (x1)6H (x2), if 0¡x1 ¡x2:
H (x1)− H (x2) = x2‖Y (t) + x1Y
′(t)‖ − x1‖Y (t) + x2Y ′(t)‖+ (x1 − x2)‖Y (t)‖
x1x2
6
‖x2[Y (t) + x1Y ′(t)]− x1[Y (t) + x2Y ′(t)]‖+ (x1 − x2)‖Y (t)‖
x1x2
;
where the bound in the right-hand side evaluates to zero. The boundedness follows from
|H (x)|=
∣∣∣∣‖Y (t) + xY ′(t)‖ − ‖Y (t)‖x
∣∣∣∣6 ‖[Y (t) + xY ′(t)]− Y (t)‖x = ‖Y ′(t)‖; ∀x¿ 0:
For the remainder of the proof, we <rst recall that ; ; 1 and 2 are nonnegative by (2.3)–(2.5).
Hence, ¡ 0 by (3.5). Also, we have
d
dt
(‖Y (t)‖2) = 2R{〈Y (t); Y ′(t)〉}
=2R
{〈
Y (t); f
(
t; y(t); G
(
t; y(t − );
∫ t
t−
g(t; s; y(s)) ds
))
−f
(
t; y˜(t); G
(
t; y(t − );
∫ t
t−
g(t; s; y(s)) ds
))〉}
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+ 2R
{〈
Y (t); f
(
t; y˜(t); G
(
t; y(t − );
∫ t
t−
g(t; s; y(s)) ds
))
−f
(
t; y˜(t); G
(
t; y˜(t − );
∫ t
t−
g(t; s; y˜(s)) ds
))〉}
:
Therefore, by conditions (2.2)–(2.5) we obtain the following bound:
d
dt
(‖Y (t)‖2)6 2‖Y (t)‖2 + 2‖Y (t)‖
∥∥∥∥f
(
t; y˜(t); G
(
t; y(t − );
∫ t
t−
g(t; s; y(s)) ds
))
−f
(
t; y˜(t); G
(
t; y˜(t − );
∫ t
t−
g(t; s; y˜(s)) ds
))∥∥∥∥
6 2‖Y (t)‖2 + 2‖Y (t)‖
∥∥∥∥G
(
t; y(t − );
∫ t
t−
g(t; s; y(s)) ds
)
−G
(
t; y˜(t − );
∫ t
t−
g(t; s; y˜(s)) ds
)∥∥∥∥
6 2‖Y (t)‖2 + 2‖Y (t)‖
[
1‖Y (t − )‖+ 2
∫ t
t−
‖Y (s)‖ ds
]
6 2‖Y (t)‖2 + 2‖Y (t)‖(1 + 2) sup
t−6s6t
‖Y (s)‖: (3.6)
When t ∈ & := {t ∈ [t0;+∞) :Y (t) = 0}, it follows from (3.6) and the identity
D+(‖Y (t)‖2) = 2‖Y (t)‖D+(‖Y (t)‖) (3.7)
that
D+(‖Y (t)‖)6 ‖Y (t)‖+ (1 + 2) sup
t−6s6t
‖Y (s)‖: (3.8)
When t ∈&, the formula for the right derivative becomes
D+(‖Y (t)‖) = lim
x→0+
‖Y (t + x)‖
x
= ‖Y ′(t)‖: (3.9)
With conditions (2.3)–(2.5) and since y(t) = y˜(t), we have the bound
‖Y ′(t)‖6 
∥∥∥∥G
(
t; y(t − );
∫ t
t−
g(t; s; y(s)) ds
)
− G
(
t; y˜(t − );
∫ t
t−
g(t; s; y˜(s)) ds
)∥∥∥∥
6 
[
1‖Y (t − )‖+ 2
∫ t
t−
‖Y (s)‖ ds
]
6 (1 + 2) sup
t−6s6t
‖Y (s)‖:
A combination with (3.9), and the fact that ‖Y (t)‖=0 for t ∈&, leads to (3.8). Hence, we conclude
that (3.8) holds for all t¿ t0. Application of Lemma 3.2 concludes the proof.
804 C. Zhang, S. Vandewalle / Journal of Computational and Applied Mathematics 164–165 (2004) 797–814
Theorem 3.3 shows that the general system of the form (2.1) is globally and asymptotically stable
under condition (3.5). When one of the constants ; 2 or  equals zero, (2.1) is reduced to an
ordinary or delay di+erential equation without distributed delay. The stability result of the theorem
is then consistent with the corresponding results in [18,19]. Next, we consider the stability of linear
system (2.6). From Theorem 3.3 one immediately obtains the following stability result.
Corollary 3.4. System (2.6) is globally stable with C = 1 and asymptotically stable when
(A) + ‖B‖+ ‖C‖¡ 0: (3.10)
In particular, when (2.6) is a scalar equation, condition (3.10) can be replaced by
R(A) + |B|+ |C|¡ 0: (3.11)
4. The numerical methods
For sti+ ODEs it is well known that BDF methods are quite e+ective. We denote such methods
as
((E)yn = hf(tn+k ; yn+k); (4.1)
where (() =
∑k
i=0 i
i is a polynomial with real coeOcients i, subject to consistency conditions
((1) = 0 and (′(1) = 1; E denotes the shift operator: Eyn = yn+1; function f(t; y(t)) is the ODE
right-hand side. To distinguish (4.1) from the induced methods that will be introduced in (4.2), we
will refer to the methods in (4.1) as underlying BDF methods.
Baker and Ford [1,2] derived a class of numerical methods for VDIDEs without discrete delay
arguments. Their methods are based on strongly stable underlying linear multistep methods combined
with convergent quadrature rules. Here, we adapt those methods to systems of the form (2.1) which
contain both a discrete delay and a distributed delay. Yet, to keep the analysis tractable, we restrict
the underlying methods to BDF type. This generates the following numerical scheme for n¿ 0:
((E)yn = hf(tn+k ; yn+k ; G(tn+k ; yn+k−m; zn+k));
zn = h
m∑
j=0
.jg(tn; tn−j; yn−j) (4.2)
with stepsize h==m; m is a given positive integer; tn= t0 +nh, and yn and zn are approximations to
y(tn) and z(tn) :=
∫ tn
tn− g(tn; s; y(s)) ds, respectively. When (4.2) is applied to the perturbed system
(3.1), the corresponding variables will be denoted as y˜ n and z˜n. The weights {.i} in the expression
of zn are determined by those of a convergent quadrature rule∫ 
0
"(s) ds ∼= h
m∑
j=0
.j"((m− j)h) with mh= : (4.3)
Such a quadrature formula can be derived from a uniform repeated rule (cf. [2,16]). Moreover, if
k ¿ 1, method (4.2) requires a sequence of starting values yn (16 n6 k − 1) besides the given
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initial values yn = ’(tn) (−m6 n6 0). We now recall some de<nitions related to the order of the
numerical methods.
De"nition 4.1. An underlying BDF method (4.1) has order p if
k∑
i=0
iy(tn+i)− hy′(tn+k) = O(hp+1) as h → 0 (4.4)
a sequence of starting values yn (16 n6 k − 1) of the method (4.2) has order r if
max
n=1;2;:::; k−1
‖yn − y(tn)‖= O(hr) as h → 0 (4.5)
and a quadrature rule of the form (4.3) has order q if∫ 
0
"(s) ds− h
m∑
j=0
.j"((m− j)h) = O(hq) as h → 0: (4.6)
As to the convergence of the quadrature rule (4.3), a proposition can be obtained by a straight-
forward application of Theorem 2.1.1 in [9].
Proposition 4.2. The quadrature rule (4.3) is convergent for all "∈C[0; ] if and only if it con-
verges for all polynomials and there exists a 8nite constant 2, independent of m, such that
h
m∑
j=0
|.j|¡2 with mh= : (4.7)
Note that, since the rule is assumed exact for constants, we also have that
6 h
m∑
j=0
|.j|: (4.8)
For the stability results in the next section, we need a slightly stronger condition than (4.7):
2m := h
√√√√(m+ 1) m∑
j=0
|.j|2 ¡2 with mh= : (4.9)
This condition is ful<lled for most of the common quadrature rules of the form (4.3). For example,
the linear compound quadrature formula∫ 
0
"(s) ds ∼= h
m∑
j=1
[."((j − 1)h) + (1− .)"(jh)] (.∈ [0; 1]; mh= ); (4.10)
which corresponds to the repeated trapezoidal rule when .= 12 , satis<es
2m = h
√
(m+ 1)[.2 + (1− .)2 + m− 1]6 h(m+ 1)6 2mh= 2:
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The repeated Simpson’s rule∫ 
0
"(s) ds∼= h
3
["(0) + 4("(h) + "(3h) + · · ·+ "((m− 1)h))
+ 2("(2h) + "(4h) + · · ·+ "((m− 2)h)) + "(mh)] (mh= ); (4.11)
where m is an even integer, satis<es
2m = h
√√√√(m+ 1)
[(
1
3
)2
+
(
4
3
)2 m
2
+
(
2
3
)2 (m
2
− 1
)
+
(
1
3
)2]
=
h
3
√
10(m+ 1)
(
m− 1
5
)
6
√
20
3
mh=
√
20
3
:
The repeated Newton–Cotes rule∫ 
0
"(s) ds∼= 2h
45
[7"(0) + 32("(h) + "(5h) + · · ·+ "((m− 3)h)) + 12("(2h) + "(6h)
+ · · ·+ "((m− 2)h)) + 32("(3h) + "(7h) + · · ·+ "((m− 1)h))
+14("(4h) + "(8h) + · · ·+ "((m− 4)h)) + 7"(mh)] (mh= ); (4.12)
where m is a multiple of four, satis<es
2m = h
√√√√(m+ 1)
[(
14
45
)2
+
(
64
45
)2 m
4
+
(
24
45
)2 m
4
+
(
64
45
)2 m
4
+
(
28
45
)2 (m
4
− 1
)
+
(
14
45
)2]
=
2
√
597
45
h
√
(m+ 1)
(
m− 98
597
)
6
2
√
1194
45
mh=
2
√
1194
45
:
A natural extension to the convergence analysis in [1] allows us to comment on the convergence
of the induced method.
Proposition 4.3. When right-hand side function f(t; y; z) of (2.1) satis8es a classical Lipschitz
condition w.r.t. its y and z arguments, when functions G(t; y; z) and g(t; s; z) satisfy (2.4) and
(2.5), and when method (4.2) satis8es the order conditions (4.4)–(4.6), then it holds that method
(4.2) is convergent of order min{r; p; q}.
This proposition allows one to select an appropriate combination of quadrature formula and un-
derlying BDF formula, together with a set of schemes of suOcient order for computing the missing
starting values. Note that an order reduction may possibly occur in case of sti+ness or solutions
with discontinuous derivatives. The analysis of those cases requires some deeper arguments, and is
outside the scope of the present paper.
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5. Nonlinear stability of the numerical methods
This section will concentrate on nonlinear stability properties of methods of type (4.2). We will
investigate whether the numerical solutions obtained by using (4.2) satisfy similar stability prop-
erties as the analytical solution of (2.1). To that end, we study how perturbations in the initial
and starting values propagate. When those perturbations vanish eventually, the numerical method is
called asymptotically stable. When the perturbation of the solution is controlled in magnitude by
the magnitude of the perturbations of initial and starting values the method is called globally stable.
Obviously, numerical stability is an important characteristic for a numerical method. An unstable
numerical method may be consistent of high order, yet arbitrarily small perturbations, due to round-
o+ for example, will eventually cause large deviations from the true solution.
De"nition 5.1. Method (4.2) is called globally stable for class DI(; ; (1; 2); ) if, when it is
applied to problems (2.1) and (3.1) of this class, the solutions {yn} and {y˜ n} satisfy
‖yn − y˜ n‖6M max
min{0; k−m}6i6k−1
‖yi − y˜ i‖; ∀n¿ k; (5.1)
where M is a positive constant depending only on ; ; 1; 2;  and the method. Furthermore, method
(4.2) is called asymptotically stable for class DI(; ; (1; 2); ) if
lim
n→∞ ‖yn − y˜ n‖= 0:
A related de<nition for nondistributed delay equations is given in [18]: the numerical method is
called RN-stable when (5.1) holds with M = 1 (see also [6, p. 334]).
Global stability of a method implies that the perturbations ‖yn − y˜ n‖ for n¿ k are controlled by
the initial perturbations from the system and the method, since
max
min{0; k−m}6i6k−1
‖yi − y˜ i‖6max
{
max
∈[t0−; t0]
‖’()−  ()‖; max
06i6k−1
‖yi − y˜ i‖
}
:
In order to study the numerical stability, we introduce some notational conventions:
!n = yn − y˜ n; Wn = (!n; !n+1; : : : ; !n+k−1); 7n = zn − z˜n;
‖U‖=
√√√√ k∑
i=1
||ui||2 and ‖U‖G =
√√√√ k∑
i; j=1
gi; j〈ui; uj〉
with U = (uT1 ; u
T
2 ; : : : ; u
T
k )
T ∈CNk ; ui ∈CN , where G = (gi; j)∈Ck×k is a given real symmetric pos-
itive de<nite matrix. The following lemma will be useful for presenting the results on numerical
stability.
Lemma 5.2. Assume Bi¿ 0; i =−m;−m+ 1; : : : ;−1; 0; 1; : : : ; n. Then
n∑
i=0
m∑
j=0
Bi−j6 (m+ 1)
n∑
i=0
Bi +
m(m+ 1)
2
max
−m6i6−1
{Bi}; ∀n¿ 0: (5.2)
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Proof. Observe that each Bi appears at most m+ 1 times in the double sum on the left; moreover,
there are exactly m(m + 1)=2 entries Bi with negative subscript i. By also taking the positivity of
all Bi into account, the bound in the right-hand side immediately follows.
In [17], the concept of G-stability for ODE methods, proposed by Dahlquist [10], was generalized
into that of G(c; p; q)-algebraic stability. Using this concept, Huang [15] dealt with the dissipativity of
one-leg methods for a class of DDEs without distributed delay, and Zhang and Liao [20] investigated
the stability of BDF reducible quadrature methods for a class of Volterra integral equations. In what
follows, we will adopt this concept to evaluate the stability of method (4.2). For simplicity, we only
consider G(c; p)-algebraic stability here, which is just G(c; p; 0)-algebraic stability.
De"nition 5.3. Assume that c and p are real constants with c¿ 0. Assume there is a k × k real
symmetric positive de<nite matrix G such that for any real sequence {ai}ki=0, the following inequality
holds:
AT1GA1 − cAT0GA06 2ak(((E)a0)− p(ak)2;
where Ai=(ai; ai+1; : : : ; ai+k−1)T (i=0; 1). Then, the underlying BDF method (4.1) is called G(c; p)-
algebraically stable. A G(1; 0)-algebraically stable method is called G-stable.
G-stability is equivalent to A-stability (cf. [10]). Since the underlying one- and two-step BDF
methods are A-stable, these methods are G-stable too. The concept of G(c; p)-algebraic stability
breaks through the well-known order barrier, which states that an A-stable multistep method can
be at most of second order. For example, Li [17] pointed out that for all c¿ 0, there exists a
p := p(c)¡ 0 and a diagonal matrix G=diag(c2=4; c=2; 1) such that the three-step underlying BDF
method is G(c; p(c))-algebraically stable.
Theorem 5.4. Assume that the underlying BDF method (4.1) is G(c; p)-algebraically stable, with
0¡c6 1, and assume the quadrature rule (4.3) satis8es condition (4.9). Then, the induced method
(4.2) is globally stable for class DI(; ; (1; 2); ) and is subject to the stability inequality
‖yn+k − y˜ n+k‖6
√
k:Gmax + 
(
1 + 12 2
222
)
:Gmin
max
min{0; k−m}6i6k−1
‖yi − y˜ i‖; (5.3)
for all n¿ 0, whenever
h[2+ (21 + 2 + 2222)]6p; (5.4)
where :Gmin and :
G
max denote the minimum and the maximum eigenvalues of matrix G.
Proof. From the de<nition of G(c; p)-algebraic stability it follows that
‖Wn+1‖2G − c‖Wn‖2G6 2R{〈!n+k ; ((E)!n〉} − p‖!n+k‖2: (5.5)
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With (2.2)–(2.4), we can bound the <rst term in the right-hand side,
2R{〈!n+k ; ((E)!n〉} = 2R{〈!n+k ; h[f(tn+k ; yn+k ; G(tn+k ; yn+k−m; zn+k))
−f(tn+k ; y˜ n+k ; G(tn+k ; yn+k−m; zn+k))]〉}
+2R{〈!n+k ; h[f(tn+k ; y˜ n+k ; G(tn+k ; yn+k−m; zn+k))
−f(tn+k ; y˜ n+k ; G(tn+k ; y˜ n+k−m; z˜n+k))]〉}
6 2h‖!n+k‖2 + 2h‖!n+k‖
×‖G(tn+k ; yn+k−m; zn+k)− G(tn+k ; y˜ n+k−m; z˜n+k)‖
6 2h‖!n+k‖2 + 2h‖!n+k‖[1‖!n+k−m‖+ 2‖7n+k‖]
6 h[2+ (1 + 2)]‖!n+k‖2 + h1‖!n+k−m‖2 + h2‖7n+k‖2: (5.6)
Also, by conditions (2.5), (4.9) and the Cauchy inequality we have that
‖7n+k‖26

h m∑
j=0
|.j‖|g(tn+k ; tn+k−j; yn+k−j)− g(tn+k ; tn+k−j; y˜ n+k−j)‖


2
6

h m∑
j=0
|.j‖|!n+k−j‖


2
6 (h)2
m∑
j=0
|.j|2
m∑
j=0
‖!n+k−j‖2
6
222
m+ 1
m∑
j=0
‖!n+k−j‖2: (5.7)
Substituting (5.6) and (5.7) into (5.5) using that 0¡c6 1, we obtain
‖Wn+1‖2G6 ‖Wn‖2G + [h(2+ (1 + 2))− p]‖!n+k‖2
+ h1‖!n+k−m‖2 + h2
222
m+ 1
m∑
j=0
‖!n+k−j‖2: (5.8)
An induction argument applied to (5.8) gives
‖Wn+1‖2G6 ‖W0‖2G + [h(2+ (1 + 2))− p]
n∑
i=0
‖!i+k‖2
+ h1
n∑
i=0
‖!i+k−m‖2 + h2
222
m+ 1
n∑
i=0
m∑
j=0
‖!i+k−j‖2: (5.9)
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The double sum in the last term of the right-hand side can be bounded by application of Lemma
5.2 with Bi = ‖!i+k‖2. Together with conditions (5.4) and mh= , this leads to
‖Wn+1‖2G6 ‖W0‖2G + [h(2+ (1 + 2 + 2222))− p]
n∑
i=0
‖!i+k‖2
+ h1
n−m∑
i=−m
‖!i+k‖2 + 12 2
222 max
k−m6i6k−1
‖!i‖2
6 ‖W0‖2G + [h(2+ (21 + 2 + 2222))− p]
n∑
i=0
‖!i+k‖2
+ h1
−1∑
i=−m
‖!i+k‖2 + 12 2
222 max
k−m6i6k−1
‖!i‖2
6 ‖W0‖2G + 
(
1mh+
1
2
2222
)
max
k−m6i6k−1
‖!i‖2
= ‖W0‖2G + 
(
1 +
1
2
2222
)
max
k−m6i6k−1
‖!i‖2: (5.10)
This implies
:Gmin‖!n+k‖26 :Gmax
k−1∑
i=0
‖!i‖2 + 
(
1 +
1
2
2222
)
max
k−m6i6k−1
‖!i‖2
6
[
k:Gmax + 
(
1 +
1
2
2222
)]
max
min{0; k−m}6i6k−1
‖!i‖2:
Therefore, stability inequality (5.3) is proven.
Corollary 5.5. Assume that the underlying BDF method (4.1) is G-stable and assume the quadra-
ture rule (4.3) satis8es condition (4.9). Then, the induced method (4.2) is globally stable for class
DI(; ; (1; 2); ) and satis8es the stability inequality (5.3) whenever
(21 + 2 + 2222)6− 2: (5.11)
A slight modi<cation to the proof of Theorem 5.4 leads to the asymptotic stability result.
Theorem 5.6. Assume that the underlying BDF method (4.1) is G(c; p)-algebraically stable, with
0¡c6 1, and assume the quadrature rule (4.3) satis8es condition (4.9). Then, the induced method
(4.2) is asymptotically stable for class DI(; ; (1; 2); ) whenever
h[2+ (21 + 2 + 2222)]¡p: (5.12)
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Proof. With a slight modi<cation to the proof of (5.10), we get
‖Wn+1‖2G + [p− h(2+ (21 + 2 + 2222))]
n∑
i=0
‖!i+k‖2
6 ‖W0‖2G + 
(
1 +
1
2
2222
)
max
k−m6i6k−1
‖!i‖2; ∀n¿ 0: (5.13)
The right-hand side can be bounded by a constant. Hence, we deduce from (5.13) that limn→∞ ‖!n‖=
0, which completes the proof.
Corollary 5.7. Assume that the underlying BDF method (4.1) is G-stable and assume the quadra-
ture rule (4.3) satis8es condition (4.9). Then, the induced method (4.2) is asymptotically stable
for class DI(; ; (1; 2); ), whenever
(21 + 2 + 2222)¡− 2: (5.14)
Theorem 5.8. The stability condition (5.14) of method (4.2) is stronger than the stability condition
(3.5) of system (2.1) when  = 0 and 2 = 0. When  = 0 or 2 = 0, the stability conditions of
the method are consistent with those of the system.
Proof. A combination of (4.8) and (4.7) yields that ¡2. Therefore, this theorem immediately
follows from the inequality below:
(21 + 2 + 2222) = 2(1 + 2) + 2[(− 1)2 + 2(22 − 2)]¿ 2(1 + 2):
The above theorem implies that when system (2.1) is degenerated into an ODE system or a DDE
system, the stability conditions of the methods and system are identical. In the more general case,
we cannot exclude the possibility that there exist stable systems that cannot be stably integrated by
the induced BDF-methods, no matter how small the time-step is chosen.
6. Linear stability of the numerical methods
In the previous sections, we have obtained stability results for the general nonlinear system
(2.1) and the corresponding solution methods of type (4.2). In the present section, we will adopt
an alternative approach and study the linearized stability. To that end, we consider (2.6), where
A; B; C can be regarded as the Jacobian matrices in a linearization of the right-hand-side function
f(t; y(t); G(t; y(t − ); z(t))) of (2.1), evaluated at an appropriate point t. Note that the perturbation
y(t)−y˜(t) of the solution y(t) of system (2.6) satis<es a linear autonomous equation, i.e., (2.6) with
d(t) = 0. Hence, the study of the asymptotic stability of (2.6) leads one to consider the asymptotic
stability of the zero solution of the corresponding homogeneous equation. For nondistributed delay
di+erential equations, numerical linear stability properties have been widely investigated by many
authors, see, e.g., [5,14]. Here, we will extend these results to distributed delay systems.
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First, we recall the approach for the underlying BDF method. Applying (4.1) to the scalar problem
y′(t) = :y(t), with y(0) = y0, generates the following recursion scheme:
((E)yn = Thyn+k ; where Th= h:; (6.1)
whose characteristic equation is given by
((z)− Thzk = 0; z ∈C: (6.2)
The absolute stability region of method (4.1) is then de<ned as the following set:
SBDF := { Th∈C : (6:2)⇒ |z|¡ 1}: (6.3)
Next, we turn to the linear stability of (4.2). Applying (4.2) to (2.6) with d(t) = 0, yields
((E)yn = h

Ayn+k + Byn+k−m + hC m∑
j=0
.jyn+k−j

 : (6.4)
The characteristic equation of (6.4) is
det

((z)IN − hzk

A+ z−mB+ h m∑
j=0
.jz−jC



= 0; z ∈C: (6.5)
This is equivalent to the equation
N∏
i=1
[((z)− h:i(Q(z))zk] = 0; z ∈C; (6.6)
where :i(Q(z)) denotes the ith eigenvalue of matrix
Q(z) := A+ z−mB+ h
m∑
j=0
.jz−jC:
Theorem 6.1. Method (4.2) is asymptotically stable for linear problem (2.6) if
h:i(Q())∈SBDF; for i = 1; 2; : : : ; N and ∀∈C: ||¿ 1: (6.7)
Proof. We prove that the recurrence relation (6.4) satis<es limn→∞ yn=0. By the theory on di+erence
equations, we have that limn→∞ yn = 0 if the following implication holds:
(6:6) ⇒ |z|¡ 1: (6.8)
Assume (6.8) does not hold, then there exists a z˜: |z˜|¿ 1, and i, with 16 i6N such that
((z˜)− h:i(Q(z˜))z˜k = 0: (6.9)
Combining (6.7) with (6.9) leads to |z˜|¡ 1. This contradicts our earlier assumption.
With Theorem 6.1 and the concept of A()-stability and A-stability we immediately have the
following corollaries.
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Corollary 6.2. Method (4.2) is asymptotically stable for linear problem (2.6), if the underlying
BDF method (4.1) is A()-stable for some ∈ (0; =2) and
|arg[− :i(Q())]|¡; for i = 1; 2; : : : ; N and ∀: ||¿ 1: (6.10)
Corollary 6.3. Method (4.2) is asymptotically stable for linear problem (2.6), if the underlying
BDF method (4.1) is A-stable and
R{:i(Q())}¡ 0; for i = 1; 2; : : : ; N and ∀: ||¿ 1: (6.11)
Since the order of an A-stable linear multistep method is not greater than two, Corollary 6.3 is
only suitable for the methods induced by the one-step or two-step underlying BDF method. We now
consider such a method combined with quadrature rule (4.10). Using properties of the logarithmic
norm (cf. [11]), we can bound the real parts of the eigenvalues of the Q()-matrix:
R{:i(Q())} = R

:i

A+ −mB+ h m∑
j=1
[v−j + (1− v)−( j−1)]C




6 

A+ −mB+ h m∑
j=1
[v−j + (1− v)−( j−1)]C


6 (A) + ‖−mB‖+ h
∥∥∥∥∥∥
m∑
j=1
[v−j + (1− v)−( j−1)]C
∥∥∥∥∥∥
6 (A) + ||−m‖B‖+ h
m∑
j=1
[v||−j + (1− v)||−( j−1)]‖C‖:
This, together with condition (3.10) and ||¿ 1, implies that
R{:i(Q())}6 (A) + ‖B‖+ mh‖C‖= (A) + ‖B‖+ ‖C‖: (6.12)
Hence, substituting (3.10) for (6.11) in Corollary 6.3 yields our <nal corollary.
Corollary 6.4. Method (4.2) induced by the one- or two-step BDF method combined with a lin-
ear compound quadrature rule is asymptotically stable for linear problem (2.6) whenever (3.10)
holds.
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