This paper provides an empirical implementation of a reduced form credit risk model that incorporates both liquidity risk and correlated defaults. Liquidity risk is modeled as a convenience yield and default correlation is modeled via an intensity process that depends on market factors. Various different liquidity risk and intensity process models are investigated.
Introduction
Given the recent exponential growth in the credit derivatives market [see Risk (2000) ] and the regulatory induced need to account for credit risk in the determination of equity capital [see Jarrow and Turnbull (2000b) ], credit risk modeling has become a topic of current and paramount interest. Although credit risk pricing theory has exploded [see Jarrow (1998) for a review], the empirical estimation of these models has lagged behind [see Duffie and Singleton (1997) , Madan and Unal (1998) , Duffee (1999) and Duffie, Pedersen, Singleton (2000) ]. To help rectify this imbalance, this paper provides a comprehensive empirical implementation of a reduced-form credit risk model that includes both liquidity risk and correlated defaults. The reduced-form credit risk model implemented is that contained in Jarrow (2001) where a liquidity discount is modeled as a convenience yield and correlated defaults arise due to the fact that a firm's default intensities depend on common macro-factors.
The data used for this investigation is the University of Houston's Fixed Income
Database consisting of monthly bid prices taken from Lehman Brothers over May 1991 -March 1997 . Twenty different firms' debt issues are investigated where the firms are chosen to stratify various industry groupings.
Five different liquidity premium models were investigated differing in their dependence on various market-wide variables including the spot interest rate, the return on an equity market index, and the equity market index's volatility. These variables were chosen to capture systematic market risks related to interest rates, equities, and the market's volatility. Similarly, the intensity process was allowed to be dependent on the spot rate of interest and the cumulative return on an equity market index.
Overall, the evidence supports the model quite well. First, the best performing liquidity premium model appears to be firm specific and not dependent on market-wide variables. This result is consistent with liquidity risk reflecting only firm specific/ idiosyncratic and not systematic risk. Second, the best fitting reduced form credit risk model fits the data quite well with stationary estimated parameters, an average R 2 of .87, and an average percentage pricing error of only .011.
The previous literature estimating reduced form credit risk models include Duffie and Singleton (1997) , Madan and Unal (1998) , Duffee (1999) , and Duffie, Pedersen, Singleton (2000) . Duffie and Singleton (1997) estimate swap spreads, Madan and Unal (1998) estimate yields on thrift institution certificates of deposit, and Duffie, Pedersen, Singleton (2000) estimate credit and liquidity spreads for Russian debt. Duffee's (1999) paper is closest to our approach.
Using the same bond data, he estimates a reduced form credit risk model where both the default intensity and the default free term structure follow a square root process. The default intensity also depends on the spot rate of interest, so his model captures correlated defaults. Our paper differs from Duffee (1999) in three ways: (i) we use Guassian processes for the default intensity and the default free term structure, (ii) our default intensity has an additional factor -it also depends on the cumulative excess return per unit of risk on an equity market index, and (iii) we explicitly model liquidity risk. Our observation period and firm sample also significantly differ from that in Duffee (1999) .
An outline of this paper is as follows. Section 2 introduces both the notation and the reduced form credit risk model. Section 3 provides a description of the data. The parameter estimation is performed in section 4. Section 5 tests the time series stationarity of the parameter estimates, section 6 provides an analysis of the expected loss parameters, while section 7 studies the relative performance of the five different liquidity discount models. Section 8 discusses the absolute performance of the credit risk model studied, while section 9 concludes the paper.
The Model Structure
This section introduces the notation and briefly summarizes the reduced form credit risk model contained in Jarrow (2001 ∈ Ω be a filtered probability space satisfying the usual conditions. 1 This filtered probability space represents the underlying randomness and information generated in the economy. Traded are default-free zero-coupon bonds and risky (defaultable) zero-coupon bonds of all maturities. Markets are assumed to be frictionless with no arbitrage opportunities, but they can be incomplete with illiquidities present.
Let p(t,T) represent the time t price of a default-free dollar paid at time T where
.
The instantaneous forward rate at time t for date T is defined by f(t,T) = t ( p log ∂ − . The
spot rate of interest is given by r(t) = f(t,t).
Consider a firm issuing risky debt. Let v(t,T) 
where E t (.) is conditional expectation with respect to Q at time t.
The risky debt value is composed of two parts. The first part is the present value of the promised payment in default. The second part is the present value of the promised payment if default does not occur. Duffie and Singleton (1999) show that expression (3) can be alternatively written as (3a):
) ( Duffie and Singleton (1999) , it is important to emphasize that expression (3a) enables only the estimation of the expected loss and not its separate components.
In this empirical investigation, almost all of the U.S. government debt and all the corporate debt studied are coupon bearing. Consequently, we need to price coupon-bearing bonds. First, for the U.S. government debt, a coupon bond is defined to pay coupons of C j 2 See Jeanblanc and Rutkowski (2000) for conditions under which such an intensity process exists. 3 The intensity process is defined under the risk neutral probability. This statement will become clear below. 4 See Jarrow and Turnbull (1995) . No arbitrage guarantees the existence, but not the uniqueness of the probability Q. Without any additional hypotheses on the economy, the uniqueness of Q is equivalent to markets being complete, see Battig and Jarrow (1999) . In incomplete markets, equilibrium (additional hypotheses) guarantees the uniqueness of Q. The uniqueness of Q is essential for estimation. 3 dollars at times t for j = 1, ...,n where t j T n = is the maturity date. The last coupon at the maturity date is assumed to include the principal repayment. Let the time t price of this default free coupon bond be denoted by B(t,T). Standard no arbitrage arguments give the price of the default free coupon bond as a portfolio of default free zero-coupon bonds, i.e.
Next, consider a risky coupon-bearing bond. Using similar notation, except for the bond's price which will be denoted by a script "B", the risky coupon bond is defined to pay coupons of C dollars at times t for j = 1, ...,n where j j T t n = is the maturity date. The coupon bond is risky because if the firm defaults prior to the maturity date, the remaining coupons (and principal) may not be paid in full. In default, we assume that the coupon bond is worth the fractional recovery amount of
. Other recovery rate assumptions are possible [see Jarrow and Turnbull (2000a) ].
Under this recovery rate structure, the value of a risky coupon-bearing bond at time t, denoted by B , is equivalent to the cost of the following portfolio of risky zero-coupon bonds:
The coupon bond prices in both expressions (4) and (5) are for bonds trading in perfectly liquid markets. Although this is a reasonable approximation for U.S. government debt, it is not so for U.S. corporate debt. Thus, we need to introduce an adjustment for liquidity risk in the pricing of corporate debt.
Let denote the price of an otherwise identical risky coupon bond trading in an illiquid market. The subscript "l" indicates the bond's price in an illiquid market. In an illiquid and incomplete market, Jarrow (2001) shows that there exists a stochastic process
The argument is that when there are shortages, the risky bond cannot be shorted, 6 and hence 
where a r 0 ≠ , σ r > 0 are constants, ) (t r is a deterministic function of t chosen to match the initial zero-coupon bond price curve, 7 and W(t) is a standard Brownian motion under Q initialized at W(0) = 0. The evolution of the spot rate is given under the risk neutral probability Q.
The second state variable is related to an equity market index, denoted by M(t). The evolution for the equity market index is assumed to satisfy a geometric Brownian motion with drift r(t) and volatility σ m . The correlation coefficient between the return on the market index and changes in the spot rate is denoted by ϕ .
where σ m is constant, and Z(t) is a standard Brownian motion under Q initialized at Z(0) = 0
with ϕ a constant.
Our second state variable is Z(t). We see here that Z(t) is a measure of the cumulative excess return per unit of risk (above the spot rate of interest) on the equity market index.
Given the evolutions of the state variables, we next need to specify their relationship to the bankruptcy parameters, the recovery rate and the liquidity discount. This is the task to which we now turn. First, for the default parameters, we assume that: 
In this formulation, the expected loss per unit time (i.e., the (pseudo) probability of default per unit of time multiplied by one minus the recovery rate) is assumed to be a linear function of the state variables r(t) and Z(t) as long as this linear combination is non-negative, zero otherwise. Note that in this formulation of the expected loss process, the recovery rate is allowed to be a stochastic.
For analytic tractability in the empirical implementation, we drop the maximum operator in expression (9). In this case, as the recovery rate is non-negative, this implies that negative default rates (λ(t) < 0) are possible. If the likelihood of (λ(t) < 0) is small, this simplification should provide a reasonable approximation to expression (9). Unfortunately, when the intensity process is negative, the default distribution is no longer a proper probability distribution [see Bremaud (1981) ]. Nonetheless, given the tractability of the subsequent expressions, and the difficulty of the numerical inversion without a closed form solution, we empirically investigate the validity of this linear approximation.
Given these expressions, it is shown Jarrow (2001) that the default free zero-coupon bond and the risky zero-coupon bond's price can be rewritten as:
and ( )
A direct substitution of these zero-coupon bond price formulae into the coupon bond price expressions (4) and (5) gives the analytical expressions used in this empirical investigation, with one exception. To complete the empirical specification of the risky debt model, we need to specify an explicit functional form for the liquidity premium.
To empirically separate the estimates of the liquidity premium ) T , t (
, the time to maturity behavior of the liquidity premium and the expected loss needs to be utilized. First note that if the firm is not in default at time t, then as T , all the default related terms in the exponent of the risky zero-coupon bond's price in expression (11) t → 6 approach zero. This follows because the probability of default by the risky firm goes to zero as , so that . Hence, the expected loss component in the risky-zero coupon bond's price is proportional to time to maturity.
In contrast, the liquidity premium's time to maturity behavior is, in general, not proportional to time to maturity. Indeed, liquidity risk is usually thought of as being determined by factors that are independent of the maturity of the bond, including the size of the bond issue, market sentiment concerning its re-trade value, and the size of institutional holdings. If these beliefs are valid, then the liquidity premium contains a fixed component that is not proportional to time to maturity. To the extent that the liquidity premium contains only this fixed component, the subsequent methodology enables us to empirically separate the liquidity premium from the expected loss. To the extent that this is not true, any time to maturity component of the liquidity premium will be confounded into our estimate of the expected loss.
Based on this discussion, as a joint hypothesis to the empirical methodology, we assume that the liquidity premium is independent of the debt's time to maturity: First, the right side of expression (13) is independent of the time to maturity (T-t).
Secondly, the liquidity discount is assumed to be an affine function of three market-wide variables: the 5-day average spot rate, the volatility of an equity market index, and the 5-day average return on the equity market index. These variables were chosen to capture systematic market risks related to interest rates, equities, and the market's volatility. Although other firm specific variables correlated with debt market liquidity could have been included like the bid/ask spread, volume traded, or volume outstanding, unfortunately, none of this information was available in our bond database. Given this omission, however, the reader should be aware that the liquidity premium estimates obtained might incorporate residual model error. This limited formulation, however, does enable us to investigate whether liquidity risk is either firm specific/idiosyncratic or systematic by testing whether ( 0
Substitution of expression (13) into the risky coupon-bond price formula (6) completes the empirical specification of the reduced form credit risk model. As seen, analytic formulas are 8 This implies that ) t ( so that where
available for both the default free and risky debt issues. These analytic formulae are the basis for the empirical estimation procedure described in the next sections.
Description of the Data
The data used for this investigation is the University of Houston's Fixed Income Database. This data consists of monthly bid prices for various fixed income securities, including U.S. Treasuries and U.S. corporate debt. The bid prices are taken from Lehman Brothers trading sheets on the last calendar day in each month. For each security included, various identifying information is also provided including embedded options, seniority status, and whether the bid price is transaction based or matrix priced, see Warga (1999) for additional details. For the U.S. Treasury securities, all outstanding bills, notes and bonds are included in this data and, therefore, included in this study. Being such a large database (containing over 2 million entries), the potential for data errors is quite large. Indeed, a careful examination of the data confirmed this suspicion. Hence, we filtered the data to remove obvious data errors. We excluded Treasury bonds with matrix prices and inconsistent or suspicious issue/dated/maturity dates and coupons. Lastly, using a median yield filter of 2.5%, we also removed U.S. Treasury debt listings whose yields exceeded the median yield by this percent. After filtering, there are approximately 29,100 U.S. Treasury prices left in the sample set.
For the corporate bond price data, we first excluded all debt issues that contained embedded options (call provisions, extendible bonds, convertible bonds, etc.) and that were matrix priced. Matrix prices are linear interpolations of bid prices for other traded issues. These prices are not good approximations to traded prices and therefore omitted from the analysis.
These two filters left only bid prices on straight coupon bearing bonds.
From these debt issues, we selected twenty different firms chosen to stratify various industry groupings: financial, food and beverages, petroleum, airlines, utilities, department stores, and technology. Within each industry, the firms were chosen to ensure that at least three debt issues were available sometime during the sample period. Only debt classified as senior, senior debentures, and senior notes are included in the subsequent investigation.
The twenty firms included in this study are provided in Table 1 . Their industry association, and the starting and ending date for each of the bond price observations are noted.
For each firm, on any particular day in the observation period, a bid price may be missing from the data. For this reason, different firms can have different starting dates and different numbers of bond issues at specific dates in the observation period. The number of distinct bonds available on the first date in the estimation period is also provided. For example, AMR Corporation has only two senior debt issues outstanding on this date, while Merrill Lynch & Co. has fourteen.
The Moodies and S&P's ratings for each company's debt issues at the start of our sample period (May 24, 1991) are also included. These ratings did not change over our sample period. As seen, our sample consists of only investment grade debt. Using S&P's ratings, the debt ranges from AAA for Shell Oil Company's to BBB for Union Oil of California.
For the equity market index, we used the S&P 500 index with daily observations obtained from CRSP. For parameter estimation of the state variable processes a daily spot rate is needed.
Since the fixed income data provides only monthly observations, we use daily observations of the 3 month T-bill yield available from CRSP as well.
Estimation of the State Variable Process Parameters
To implement the estimation of the default and liquidity discount parameters, we first need to estimate the parameters for the state variable processes (r(t),Z(t)).
a. Spot Rate Process Parameter Estimation
The inputs to the spot rate process evolution are the forward rate curves over an extended observation period (f(t,T) for all months t ∈ January 1975 -March 1997) and the spot rate parameters ( r r , a σ ). We discuss the estimation of these inputs in this section.
For the estimation of the forward rate curves, a two-step procedure is utilized. First, for a given time t, the discount bond prices (p(t,T) for various T) are estimated by solving the following minimization problem:
where is an index set containing the various U.S. Treasury bonds, notes and bills available at time t, is the model price (expression (4)) for the i bond with maturity T as a function of (p(t,T)), and is the market bid price for the i bond with maturity .
The discount bond prices' maturity dates T coincide with the maturities of the Treasury bills, and the coupon payment and principal repayment dates for the Treasury notes and bonds.
Step 2 is to fit a continuous forward rate curve to the estimated zero-coupon bond prices (p(t,T) for all T ). We use the maximum smoothness forward rate curve as developed by Adams and van Deventer (1994) and refined by Janosi and Jarrow (2002) . Briefly, we choose the unique piecewise, 4
th degree polynomial with the left and right end points left "dangling" that minimizes ∫
For the spot rate parameters ( r r , a σ ) estimation, the procedure follows that used in Janosi, Jarrow, Zullo (1999) . However, the procedure is extended to include rolling estimation of the parameters using only information available at the time of the estimation. This rolling procedure makes the parameter estimates ( rt rt , a σ ) dependent on time t as well.
The procedure is based on an explicit formula for the variance of the default-free zerocoupon bond prices derived using expression (7). For ∆ = 1/12 (a month), the expression is:
First we fix a time to maturity T− t ∈ {3 months, 6 months, 1 year, 5 years, 10 years, the longest time to maturity of an outstanding Treasury bond closest to 30 years}. Then, we fix a current date t ∈ {May 1991 -March 1997}. Going backwards in time 60 months (5 years), we compute the sample variance, denoted , using the smoothed forward rate curves previously generated. Note that the sample variance depends on both the date of estimation and the bond's maturity. 
. (17) The parameter estimates are: 
The null hypothesis is . If we accept the null hypothesis, we have unit root. Otherwise, we accept the stationarity of the parameters [see Greene (1993) for more discussion]. The unit root test statistics are:
(-2.6348) and a r ( -1.1632).
The market volatility is relatively constant between .1 and .2 over this observation period.
The correlation coefficient appears to be more variable. As before, to test for the stability of the parameters a unit root test was performed. The results show that a unit root can be rejected at the 90 percent confidence level for the market volatility but not for the correlation coefficient. ( )
Finally, we computed the market-wide risk variables for the liquidity discount process (expression (13)). These include the 5-business day average spot rate, the 5-business day average return on the S&P 500 index, and for consistency, a 5-business day rolling estimate of the volatility for the S&P 500 index. The 5-day rolling estimate of the volatility for the S&P 500 index differs from the market volatility ( ) mt σ estimate generated previously only in the number of the past observations used. The previous estimate used 365 past observations, while the current estimate only uses 5.
c. Default and Liquidity Discount Parameter Estimation
Given the state variables (r(t),Z(t)) parameters as estimated in the previous sections, this section presents the default and liquidity discount parameter estimation. The default parameters are the expected losses per unit time from the intensity process (expression (10)): ; and the liquidity discount parameters from expression (13):
. These parameters are constants. However, since we utilize a rolling estimation procedure at each date t (the details of which are discussed below), the parameter estimates will depend on t as well, denoted by ( ,
For the estimation of the default and liquidity discount parameters, a non-linear regression procedure is implemented using both cross-sectional and past time series observations of bond prices. Table 1 contains the number of bonds available on the first date in the estimation period. At each time t, only a few bonds of any single firm with a particular seniority status trade (and have bid prices). For example, Fleet Financial Group only has three outstanding senior bonds with no embedded options on the first date in the observation period. This is the crosssectional price data at time t. These are too few observations to estimate the seven different default and liquidity parameters. In order to augment these observations we use the past seven 10 The unit root test statistics are:
( -3.9407) and (-1.3479 As noted, our default and liquidity parameter estimation involves a two-step procedure.
The first step computes the state variable parameter estimates using their sample moments. The second step uses these parameter estimates in the non-linear regression (18). This second step introduces additional sampling error into the estimation procedure. An alternative approach would have been to use a standard GMM procedure, estimating all of the parameters (including the state variable parameters) in a single step. We choose not to use the GMM procedure for two reasons. One, GMM is only asymptotically consistent, and in our situation, we do not know its small sample properties. Two, our two-step procedure is also asymptotically consistent (under certain error structures for the parameters), but simpler to implement.
Five different models for the liquidity discount are estimated. The models differ with respect to the number of independent variables included in the liquidity discount. Model 1 has all the liquidity parameters set equal to zero: 0
. This is the base case with no liquidity discount. Model 2 is the test for liquidity risk being idiosyncratic or systematic: 11 The first estimation is for December 1991. The data starts 8 months earlier in May 1991. 12 Matlab's non-linear regression procedure is used to do this minimization. All parameter estimates are initialized at zero for the numerical procedure. 13 ). As depicted, Xerox's expected loss appears to be declining over the observation period for all five liquidity discount models estimated. As suggested, Xerox's default risk is declining. In contrast, its credit rating is unchanged (see Table 1 ).
t 2 t a ,
) for the five different models using expression (13) and the parameter estimates (
). For the first half of the observation period, for models 2 -5, Xerox's debt appears to have traded at a premium (greater than one), while over the last half of the observation period it traded at a discount. A premium implies that Xerox's bonds were in excess supply, while a discount implies that Xerox's bonds were in shortage (relative to a liquid market).
To summarize the time series estimates across all models and across all times, Table 2 provides the average values for the point estimates of the liquidity discount and the expected loss parameters. The average number of bonds used in each monthly regression, the average R 2 , and the number of monthly regressions are also included. For each firm, on any particular day in the observation period, a bid price may be missing from the data. For this reason, different firms can have different starting dates and different numbers of bond issues at different dates in the observation period. Table 1 provides the estimation periods for the different companies' debt issues.
The values in Table 2 are averages over the number of days in the observation period (May 1991 -March 1997 for which the non-linear regression estimates of the parameters are computed.
13 Table 3 provides the t-scores 14 for the averages of the parameter estimates as contained in Table 2 as well as the average P-scores for the coefficients (across the number of regressions). The P-score is the probability of rejecting the null hypothesis (that the coefficient is zero), when it is true. Summary statistics for various F-tests are also provided. The first F-test has 13 This is not to be confused with the number of observations used in the time t regression for a particular firm. At the time t regression, we use all bond prices for issues of a particular seniority over the past eight months. 14 The t-score is adjusted to reflect the fact that the regressions contain overlapping time intervals. The justification for the t-score adjustment is contained in the appendix. 14 
Analysis of the Time Series Properties of the Parameters
Under the assumed model structure, the default and liquidity premium parameters ( , Table 4 contains a summary of the unit root test statistics across model types. For model 1, no liquidity premium, around 50 percent of the different firm's default parameters accept the null hypothesis of a unit root, rejecting the time series stationarity of the parameters. Firms with at least two thirds of the default parameters accepting a unit root include ten out of eighteen companies (financials: spc, bt; food and beverages: cce; airlines: amr; utilities: txu; petroleum: mob; department stores: dh; technology: ek, txn, ibm). Model 1's estimated parameters appear to have a stationarity problem.
The liquidity premium corrects this non-stationarity. Indeed, inclusion of the liquidity premium significantly improves the stationarity of the default parameter estimates. For models 2 -5, a majority of the default parameter coefficients reject a unit root. The more complex the model, the more unit root rejections occur. The best performing model in this regard is model 5.
For model 5, for almost all companies, the liquidity premium and default parameters reject the hypothesis of a unit root. Although the unit root test is a weak test for stationarity, these rejections are consistent with the validity of the pricing model and the necessity of including a liquidity premium.
Analysis of the Expected Loss
As previously mentioned, the average expected loss parameters are contained in Table 2 with t-scores and average values for the P-scores provided in Table 3 . The firms' estimates are presented in industry groupings for easy comparison.
First to be noticed in This economic intuition is based on the effect of higher interest rates on the firm's ability to service its short-term floating rate debt. As spot rates rise, given fixed operating income flows, debt servicing costs increase, thereby making it more likely for the firm to default. This intuition, "at first blush", appears to be inconsistent with the structural approach to risky debt valuation.
For example, in Merton (1974; p. 457, equ . (26)), we see that as spot rates increase, the credit spread declines (implying default risk declines). The reason for this difference is easily explained. In Merton's structural model, the firm has only the equivalent of long-term debt on its balance sheet (a single fixed maturity discount bond). The previous economic intuition is formulated for firms with more complex liability structures that contain a significant amount of short-term floating rate debt. Consequently, it is possible for different firms to exhibit different interest rate sensitivity to default based on the relative importance of floating rate versus fixed rate borrowings in their capital structure.
The signs of these coefficients appear to be stable across time for any particular company's debt, but they differ across industries and they sometimes differ across companies within an industry. An example of different signs within an industry is for the department stores grouping, where Sears Roebuck and Company (s) and Wal-Mart Stores, Inc. (wmt) have contrasting signs for both the interest rate and market index variables. These differences reflect different capital structures (e.g. relative dependence on floating rate versus fixed rate debt) and different customer pools (customer income correlation with the market index variables).
Glancing now at Table 3 , we discuss the statistical significance of these point estimates.
First, we investigate the joint significance of all three of the default parameters ( a ). The F-test for model 1 provides the appropriate test. As seen, for 19 out of 20 companies, the average P-score is less than 5 percent, accepting the joint statistical significance of the three parameters Carolina Power and Light (cpl) and Dayton Hudson (dh). But, in both of these cases, the average P-scores are less than 5 percent, indicating significance in this alternative test. This is strong evidence that the expected loss depends on the spot rate of interest. In contrast, for the more complex liquidity discount models 3 -5, a is never significant. Again, this is due to the increased number of parameters to estimate and the increased multi-collinearity of the independent variables.
a 1
Finally, with respect to the market index coefficient in the expected loss, , only 5 out of the 20 firms are significant for model 1, and none are significant for models 2 -5. Given the other two expected loss coefficients, it appears that the expected loss does not depend on the market index. The only near exception to this statement is for Merrill Lynch (mer) in the case of model 3. Here the t-score is nearly significant (-1.4089) and the average P-score is low (.1719).
This could be due to chance, but it also is consistent with the conjecture that an industry specific index should be included, rather than a market index. For example, for the petroleum industry grouping, oil prices may have been a better index choice; and for the utilities industry, electricity prices may have been a better choice. This is consistent with the weak evidence available from Merrill Lynch because the market index is probably highly correlated with an industry index for investment banking. This conjecture, however, awaits subsequent research.
a
The impact of these different parameter estimates on the one-year default probabilities for each firm across model types can be gleaned from column 2 in Table 5 . Column 2 in Table 5 provides the average one-year default probabilities (computed under the risk neutral measure) across the different regressions assuming a constant recovery rate of 0.5. Except for Fleet Financial Group, due to its small sample size, the one-year default probabilities do not appear to differ significantly across the liquidity premium models 2 -4. For each firm, the biggest difference occurs between model 1 and models 2 -4, i.e. no liquidity discount versus a liquidity discount. As seen, the inclusion of a liquidity discount appears to have a significant impact on the estimated probability of default. The necessity (or lack thereof) of a liquidity discount is addressed in the next section.
Analysis of the Liquidity Discount Model
This section studies the relative performance of the five liquidity discount models. First, for each firm and for each model type, Table 3 contains the average P-scores for the F-statistic testing the joint nullity of the parameters (
). Model 1 tests for the inclusion of a liquidity discount. Model 2 tests whether liquidity risk is idiosyncratic or systematic. Models 3 -5 test for the sensitivity of liquidity risk to interest rate, equity market, and equity market volatility risk, respectively. These F-tests confirm the necessity of including a liquidity discount. For model 2, the average P-score is less than 30 percent for 12 out of 20 cases. For models 2 -5 the average Pscore is less than 50 percent for all companies except five (flt, luv, cpl, txu, wmt). This is strong evidence consistent with the importance of including a liquidity discount into the credit risky model structure.
The t-scores and the average P-scores for the liquidity coefficients, across regressions, are also contained in Table 3 . This simple t-test checks for the significance of each coefficient, given that the other coefficients are included in the regression. For models 2 -5, almost all of the coefficients are significantly different from zero. This is true using either the t-score or average P-score statistics. This evidence confirms the F-test analysis previously discussed and the importance of including a liquidity discount in the credit risk model. Three additional statistical analyzes were performed to investigate relative model performance. The first was the unit root test for parameter stability discussed in section 5 above.
As noted there, the liquidity coefficients' time series properties are inconsistent with a unit root. The best performing model on this metric is model 5. However, this is a weak test. Hence, two additional tests were performed. For each firm and for each model's regression, both a root mean squared error statistic (RMSE) and a generalized cross validation statistic (GCV) are computed.
The RMSE statistic measures the "average" pricing error between the model and the market bid.
It is an in-sample goodness of fit measure. As with all in-sample goodness of fit measures, a potential problem with RMSE is that it may provide a biased picture of the quality of model performance due to a model over-fitting the noise in the data. With in-sample estimation, usually the more parameters utilized, the better the fit. To avoid this problem, we provide an out-ofsample test. The second GCV test statistic is an out-of-sample goodness of fit measure that is predictive in nature. 16 The lower the GCV statistic, the better the out-of-sample model fit.
The average RMSE and GCV statistics for each firm and model are contained in Table 5 .
As indicated, the RMSE is lower for models 2 -5 than for model 1. This is as expected, however, because the RMSE is an in-sample statistic and models 2 -5 have more parameters.
More importantly, the out-of-sample GCV statistic is lower for model 2 than it is for model 1.
This again confirms the importance of including a liquidity discount into the model structure.
In summary, the best performing model based on either RMSE or the GCV statistic is model 2. This evidence is consistent with liquidity risk being idiosyncratic and not systematic risk. The importance of additional company and industry specific variables is an interesting topic for future research.
The impact of these different liquidity discount models on the aggregate estimate of the liquidity discount for each firm is contained in column 7 of Table 5 . The biggest impact occurs between model 1 (no liquidity discount) and models 2 -5. Across the different liquidity discount models 2 -5, the differential impact on the estimate of the liquidity discount does not appear to be that significant.
Absolute Performance of the Credit Risk Model
The above analysis was for the relative performance of models 1 -5. The absolute performance of the models is much more difficult to ascertain. Conceptually, this is because the default process' parameters are unobservable. The default parameters are from a distribution whose realization is a binary variable -default, no default. And, for most firms (in fact, for all firms in our sample), the default realization has not occurred. It is possible to compare the 16 To understand this out-of-sample GCV statistic, we first consider the CV method in terms of its forecasting ability. Assuming that the random errors have zero mean, the true regression curve g has the property that, if an observation Y is taken at a point t, the value g(t) is the best predictor of Y in terms of
MSE. Thus a good choice of estimator (t) g
) would be one that gives a small value of ( )
for a new observation Y at point t. Therefore, we can write the CV as:
is the slope estimate without using the ith observation. Since we have cross-sectional and time series data, CV is computationally intensive. Indeed, we need to do the NNLS estimation nxn times. To reduce this computation to only n times we use the GCV statistic:
GCV
where is the SSE of the cross-section regression. A is equal to , where X is the Jacobian at each date. The smaller the GCV statistic, the better the model in terms of its prediction power [for more detail see Wahba (1985) ].
( )
implied default parameters with historical based default frequencies for "like" firms. This is, in fact, the topic for a companion paper [see Chava and Jarrow (2000) ].
Nonetheless, the absolute performance of the reduced form credit risk model can be partially gauged by examining the time series stability of the estimated parameters, the R 2 of the regression model, and the percentage pricing error (RMSE/average bond price). The time series stability of the estimated parameters was discussed in section 5 above. In summary, that evidence supports the necessity of including a liquidity discount into the debt-pricing model. The R 2 statistic, as mentioned previously, is quite high for all model structures -often greater than .85 (see Table 5 ). This indicates the ability of the model to explain a large percentage of the variation in the bond price data. The average R 2 for the "best" performing model 2 is .87.
The average percentage pricing error across firms and model types is quite low. As seen in Table 5 , the average percentage pricing error fluctuates around 1 percent of the bond's bid price, and is often much less. The overall average percentage pricing error for the "best" performing model 2 is 1.1 percent. This is a small pricing error despite the facts that: (i) only a small number of bonds were used in the estimation, (ii) the estimates are based on monthly observations (not daily or weekly), (iii) a rolling estimation procedure is employed, and (iv) the term structure and credit risk models implemented are quite simple.
Conclusion
This paper provides an empirical investigation of a reduced form credit risk model that includes both liquidity risk and correlated defaults. The estimation is for twenty different firms' debt issues using monthly bond prices over a six-year time period from May 1991 -March 1997.
Five different liquidity discount models are investigated.
Based on various statistical measures, both in-and out-of sample, the evidence supports the importance of including a liquidity discount into a credit risk model to capture liquidity risk.
The inclusion of a liquidity discount increases the stability of the estimated parameters, it reduces the credit risk model's average pricing error, and it significantly impacts the one-year default probability estimation.
Three conclusions can be drawn with respect to the specific debt-pricing model estimated. First, the model fits the data quite well. Second, the expected loss appears to depend on the spot rate of interest, but not a market index. This captures the integration of market and credit risk. Third, liquidity risk appears to be idiosyncratic and not systematic risk. The importance of an industry effect in both the default intensity and the liquidity discount is an open question.
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Future research is also needed to compare the implied default probabilities estimated using the above model to both: historical default frequencies and default probabilities implicit in credit derivative prices. Table 3 . The liquidity discount is
Appendix: Determination of the t-scores in

Let
where are constants, r(t) is the 3-month Treasury yield at time t, is the 5-business day volatility of the return on the S&P 500 index, and M(t) is the value of the S&P 500 index at time t. The expected loss is are constants and Z(t) is the time t cumulative excess return per unit of risk on the S&P 500 index. The parameters and are estimated implicitly from the market price of Xerox's debt over the current and previous seven months. The time t estimation uses only information available at time t. Given are monthly observations. Ticker Symbol is the firm's ticker symbol. SIC is the Standard Industry Code. Number of Bonds is the number of the firm's different senior debt issues outstanding on the first date used in the estimation. Moodies refers to Moodies' debt rating for the company's senior debt on the first date used in the estimation. S&P refers to S&P's debt rating for the company's debt on the first date used in the estimation. regressions. The second entry is the average P-score obtained from the t-tests of the individual regression coefficients. The P-score from an individual t-test corresponds to the probability of rejecting the null hypothesis that the coefficient is zero when it is true.
The Number of Bonds corresponds to the average number of bonds used in each of the monthly regressions.
The Number of Reg refers to the number of distinct regressions performed over the observation period given in Table 1 . The F-test column contains the average P-score where the P-scores are obtained from the F-tests of the individual regressions. The P-score from an individual F-test corresponds to the probability of rejecting the null hypothesis when it is true. The first row corresponds to the null hypothesis . The second through fifth rows correspond to the null hypothesis: (i) , (ii) ,
, and (iv) , respectively. The Number of bonds corresponds to the average number of bonds used in each of the monthly regressions. The R 2 is the average value across all the regressions. The Number of Reg refers to the number of distinct regressions performed over the observation period. Given are the average Generalized Cross Validation statistics (GCV) and the average Root Mean Squared Error (RMSE) where the averages are taken across all the months in Table 1 from the non-linear debt regressions. RMSE/ Price is the average Root Mean Squared Error (RMSE) from Table 4 divided by the average bond price. It is a measure of the percentage pricing error. ) exp( γ − is the average liquidity discount determined using the estimated liquidity discount parameters underlying Table 2 . λ is the default intensity assuming a constant recovery rate of .5, based on the estimated default parameters underlying Table 2 . 1 yr dfp is the 1-year default probability for the various models, based on the estimated default parameters underlying Table 2 , and using a constant recovery rate of .5.
