Fine-tuning pre-trained language models like BERT has become an effective way in NLP and yields stateof-the-art results on many downstream tasks. Recent studies on adapting BERT to new tasks mainly focus on modifying the model structure, re-designing the pre-train tasks, and leveraging external data and knowledge. The fine-tuning strategy itself has yet to be fully explored. In this paper, we improve the fine-tuning of BERT with two effective mechanisms: self-ensemble and self-distillation. The experiments on text classification and natural language inference tasks show our proposed methods can significantly improve the adaption of BERT without any external data or knowledge.
Introduction
The pre-trained language models including BERT [Devlin et al., 2018] and its variants (XLNet [Yang et al., 2019] and RoBERTa [Liu et al., 2019b] ) have been proven beneficial for many natural language processing (NLP) tasks, such as text classification, question answering [Rajpurkar et al., 2016] and natural language inference . These pre-trained models have learned general-purpose language representations on a large amount of unlabeled data, therefore, adapting these models to the downstream tasks can bring a good initialization for and avoid training from scratch. There are two common ways to utilize these pre-trained models on downstream tasks: feature extraction (where the pre-trained parameters are frozen), and fine-tuning (where the pre-trained parameters are unfrozen and fine-tuned). Although both these two ways can significantly improve the performance of most of the downstream tasks, the fine-tuning way usually achieves better results than feature extraction way [Peters et al., 2019] . Therefore, it is worth paying attention to find a good finetuning strategy.
As a widely-studied pre-trained language model, the potential of BERT can be further boosted by modifying model structure [Stickland and Murray, 2019; Houlsby et al., 2019] , re-designing pre-training objectives [Dong et al., 2019; Liu et al., 2019b] , data augmentation [Raffel et al., 2019] and optimizing fine-tuning strategies with external knowledge [Liu et al., 2019a; Sun et al., 2019] . However, the fine-tuning strategy itself has yet to be fully explored. Sun et al. [2019] investigated different fine-tuning strategies and hyper-parameters of BERT for text classification and showed the "further-pretraining" on the related-domain corpus can further improve the ability of BERT. Liu et al. [2019a] fine-tuned BERT under the multi-task learning framework. The performance of BERT on a task could benefit from other related tasks. Although these methods achieve better performance, they usually need to leverage external data or knowledge.
In this paper, we investigate how to maximize the utilization of BERT by better fine-tuning strategy without utilizing the external data or knowledge. BERT is usually fine-tuned by using stochastic gradient descent (SGD) method. In practice, the performance of fine-tuning BERT is often sensitive to the different random seeds and orders of training data, especially when the last training sample is noise. To alleviate this, the ensemble method is widely-used to combine several fine-tuned based models since it can reduce the overfitting and improve the model generalization. The ensemble BERT usually achieves superior performance than the single BERT model. However, the main disadvantages of the ensemble method are its model size and training cost. The ensemble model needs to keep multiple fine-tuned BERTs and has a low computation efficiency and high storage cost.
We improve the fine-tuning strategy of BERT by introducing two mechanisms: self-ensemble and self-distillation.
(1) Self-Ensemble. Motivated the success of widely-used ensemble models, we propose a self-ensemble method, in which the base models are the intermediate BERT models at different time steps within a single training process [Polyak and Juditsky, 1992] . To further reduce the model complexity of the ensemble model, we use a more efficient ensemble method, which combines several base models with parameter averaging rather than keeping several base models.
(2) Self-Distillation. Although the self-ensemble can improve the model performance, the training of the base model is the same as the vanilla fine-tuning strategy and cannot be affected by the ensemble model. We further use knowledge distillation [Hinton et al., 2015] to improve fine-tuning efficiency. At each time step in training, the current BERT model (called student model) is learned with two teachers: the gold labels and self-ensemble model (called teacher model). The teacher model is an average of student models at previous time steps. With the help of the teacher model, the student is more robust and accurate. Moreover, a better student model further leads to a better teacher model. A similar idea is also used in semisupervised learning, such as Temporal Ensembling [Laine and Aila, 2016] and Mean Teacher [Tarvainen and Valpola, 2017] . Different from them, our proposed self-distillation aims to optimize the student model without external data.
The experiments on text classification and natural language inference tasks show our proposed methods can reduce the test error rate by more than 5.5% on the average on seven widely-studied datasets.
The contributions of this paper are summarized as follows:
• We show the potential of BERT can be further stimulated by a better fine-tuning strategy without leveraging external knowledge or data. • The self-ensemble method with parameter averaging can improve BERT without significantly decreasing the training efficiency. • With self-distillation, the student and teacher models can benefit from each other. The distillation loss can also be regarded as a regularization to improve the generalization ability of the model.
Related Work
We briefly review two kinds of related work: pre-trained language models and knowledge distillation.
Pre-trained Language Models
Pre-training language models on a large amount of unlabeled data then fine-tuning in downstream tasks has become a new paradigm for NLP and made a breakthrough in many NLP tasks. Most of the recent pre-trained language models (e.g., BERT [Devlin et al., 2018] , XLNet and RoBERTa [Liu et al., 2019b] ) are built with Transformer architecture [Vaswani et al., 2017] . As a wide-used model, BERT is pre-trained on Masked Language Model Task and Next Sentence Prediction Task via a large cross-domain unlabeled corpus. BERT has two different model size: BERT BASE with a 12-layer Transformer encoder and BERT LARGE with a 24-layer Transformer encoder. Both of them take an input of a sequence of no more than 512 tokens and outputs the representation of the sequence. The sequence has one segment for text classification task or two for text matching task. A special token [CLS] is added before segments, which contain the special classification embedding. Another special token [SEP] is used for separating segments.
Fine-tuning BERT can deal with different natural language tasks with task-specific output layers. For text classification or text matching, BERT takes the final hidden state h of the first token [CLS] as the representation of the input sentence or sentence-pair. A simple softmax classifier is added to the top of BERT to predict the probability of label y:
where W is the task-specific parameter matrix. The crossentropy loss is used to fine-tune BERT as well as W jointly.
Knowledge Distillation for Pre-trained Models
Since the pre-trained language models usually have an extremely large number of parameters, they are difficult to be deployed on the resource-restricted devices. Several previous works leverage the knowledge distillation [Hinton et al., 2015] approach to reducing model size while maintaining accuracy, such as TinyBERT [Jiao et al., 2019] and DistilBERT [Sanh et al., 2019] . Knowledge Distillation aims to transfer the knowledge of a large teacher model to a small student model by training the student model to reproduce the behaviors of the teacher model. The teacher model usually is well-trained and fixed in the processing knowledge distillation. Unlike the common way of knowledge distillation, we perform knowledge distillation in online fashion. The teacher model is an ensemble of several student models at previous time steps within the fine-tuning stage.
Methodology
The fine-tuning of BERT usually aims to minimize the crossentropy loss on a specific task with stochastic gradient descent method. Due to the stochastic nature, the performance of finetuning is often affected by the random orderings of training data, especially when the last training samples is noise.
Our proposed fine-tuning strategy is motivated by the ensemble method and knowledge distillation. There are two models in our fine-tuning strategy: a student model is the fine-tuning BERT and a teacher model is a self-ensemble of several student models. At each time step, we further distillate the knowledge of the teacher model to the student model.
Ensemble BERT
In practice, the ensemble method is usually adopted to further improve the performance of BERT.
Voted BERT The common ensemble method is votingbased. We first fine-tune multiple BERT with different random seeds. For each input, we output the best predictions made by the fine-tuned BERT along with the probability and sum up the probability of predictions from each model together. The output of the ensemble model is the prediction with the highest probability.
Let BERT(x; θ k ) (1 ≤ k ≤ K) are K BERT models fine-tuned on a specific task with different random seeds, the ensemble model BERT VOTE (x; Θ) is defined as
where θ k denotes the parameters of the k-th model and Θ denotes the parameters of all the K models. We call this kind of ensemble model as voted BERT. The voted BERT can greatly boost the performance of single BERT in many tasks, such as question answering [Rajpurkar et al., 2016] . However, a major disadvantage of the voted BERT is it needs keeping multiple different BERTs and its efficiency is low in computing and storage. Averaged BERT To reduce the model complexity of ensemble model, we use a parameter-averaging strategy to combine several BERTs into a single model, called averaged BERT. The averaged BERT is defined as
whereθ is the averaged parameters of K individual fine-tuned BERTs. Figure 1 illustrates two kinds of ensemble BERTs. Since the averaged BERT is indeed a single model and has better computational and memory efficiency than the voted BERT.
Self-Ensemble BERT
Although the ensemble BERT usually brings better performance, it needs to train multiple BERTs and its cost is often expensive. To reduce the training cost, we use a self-ensemble model to combine the intermediate models at different time steps in a single training phase. We regard the BERT at each time step as a base model and combine them into a self-ensemble model.
Here we only describe the self-ensemble BERT with parameter averaging, since the voted version of self-ensemble is impracticable to keep all the intermediate models.
Let θ t denote parameters when fine-tuning BERT at time step t, the self-ensemble BERT is defined as
whereθ is the averaged parameters of BERTs over T time steps.
Averaging model weights over training steps tends to produce a more accurate model than using the final weights directly [Polyak and Juditsky, 1992] .
Self-Distillation BERT
Although the self-ensemble can improve the model performance, the base model is trained in the same manner to the vanilla fine-tuning strategy and cannot be affected by the ensemble model. We further use knowledge distillation [Hinton et al., 2015] to improve the base model. At each time step in training, the current BERT model (called student model) is learned from two teachers: the gold labels and the selfensemble model (called teacher model). The teacher model is an average of student models at previous time steps. With the help of the teacher model, the student is more robust and accurate. Self-Distillation-Averaged (SDA) We first denote a finetuning strategy BERT SDA , in which the teacher model is self-ensemble BERT with parameter averaging.
Let BERT(x, θ) denote the student BERT, the objective of BERT SDA strategy is
where CE and MSE denote the cross-entropy loss and mean squared error respectively, and λ balances the importance of two loss functions. The teacher model BERT(x,θ) is a selfensemble BERT with recent time steps. At time step t,θ is the averaged parameters of recent K time steps:
where K is a hyperparameter denoting the teacher size. Figure 2 shows the training phase of our proposed method. In the training phase, we can computeθ efficiently by moving average.
Since the teacher model aggregates information of student models after every time step, it is usually more robust. Moreover, a better student model further leads to better a teacher model. Self-Distillation-Voted (SDV) As a comparison, we also propose an alternative self-distillation method by replacing the teacher model with self-voted BERT, called BERT SDV . The objective of BERT SDV strategy is
BERT(x, θ t−k ) . (7) The training efficiency of BERT SDV strategy is lower than BERT SDA strategy since BERT SDV needs to process the input with recent K student models.
Experiments
In this paper, we improve BERT fine-tuning via self-ensemble and self-distillation. The vanilla fine-tuning method of BERT is used as our baseline. Then we evaluate our proposed finetuning strategies on seven datasets to demonstrate the feasibility of our self-distillation model.
Datasets
Our proposed method is evaluated on five Text Classification datasets and two Natural Language Inference (NLI) datasets. The statistics of datasets are shown in Table 1 . 
Hyperparameters
All the hyperparameters of our proposed methods are the same as the official BERT [Devlin et al., 2018] except selfdistillation weight λ and teacher size K. We use AdamW optimizer with the warm-up proportion of 0.1, base learning rate for BERT encoder of 2e-5, base learning rate for softmax layer of 1e-3, dropout probability of 0.1. For sequences of more than 512 tokens, we truncate them and choose head 512 as model input.
We fine-tune all models on one RTX 2080Ti GPU. For BERT BASE , the batch size is 4, and the gradient accumulation steps is 4. For BERT LARGE , the batch size is 1, and the gradient accumulation steps is 16.
For ensemble BERT (See section 3.1), we run BERT BASE with 4 different random seeds and save the checkpoint.
Model Selection
As shown in section 3.3, there are two main hyperparameters in our fine-tuning methods (BERT SDA and BERT SDV ): selfdistillation weight λ and teacher size K. Self-Distillation Weight We first evaluate our methods on IMDb dataset to investigate the effect of self-distillation weight λ. Figure 3 shows that λ ∈ [1.0, 1.5] has better results. This observation is the same as the other datasets. Therefore, we set λ = 1 in the following experiments. Teacher Size We choose different teacher size K and evaluate our models in three datasets. Table 2 shows that teacher size is sensitive to datasets. Therefore, we select the best teacher size for each dataset in the following experiment.
Model Analysis
Training Stability Generally, distinct random seeds can lead to substantially different results when fine-tuning BERT even with the same hyperparameters. Thus, we conduct experiments to explore the effect of data order on our models.
This experiment is conducted with a set of data order seeds. One data order can be regarded as one sample from the set of permutations of the training data. 1,500 labeled examples from SNLI dataset (500 on each class) are randomly selected to construct a new training set. With the same initialization seeds but different data order seeds, we run 10 times for each fine-tuning strategy and record the result as Figure 4 . Results show that our strategies have higher accuracy and smaller variance than the vanilla BERT BASE fine-tuning. This proves that the fine-tuned BERT with the self-distillation strategy inherits the property of the ensemble model and is less sensitive to the data order. Convergence Curves To understand the effects of using self-distillation, we record the converge curve while training. The training curves on IMDb dataset are shown in Figure 5 . Fine-tuning BERT BASE cannot get significant improvement in the last 3 epochs (from 6.00% to 5.80%). But with selfdistillation mechanisms, the test error rate can further decrease to 5.35% (for BERT SDV ) and 5.29% (for BERT SDA ).
To further analyze the reason for this observation, we also record the loss curve of cross-entropy (CE) loss and meansquared-error (MSE) loss, as shown in Figure 6 . When training begins, the CE loss dominates the optimization objective. In the last phase of training, the cross-entropy loss becomes small, and a large proportion of gain also comes from self-distillation. Therefore, although optimizing the CE loss at the end of the training phase cannot continue improving the performance of BERT, self-distillation with ensemble BERT as the teacher will continuously enhance the generalization and robustness of BERT.
Model Performance
In this section, we evaluate our proposed fine-tuning strategies for the BERT-base and BERT-large models on text classification and NLI tasks. Effects on Fine-tuning BERT-Base Table 3 shows the results of fine-tuning the BERT-base model on five text classification datasets and two NLI datasets. For ensemble BERT, both the voted BERT (BERT VOTE ) and averaged BERT (BERT AVG ) outperform the single BERT (BERT BASE ). The average improvement of BERT VOTE is 5.44% (for text clas- Table 3 : Effects on fine-tuning the BERT-base model (BERTBASE). '*' indicates using extra fine-tuning strategies and data preprocessing. '/' means no available reported result. We implemented a "BERTBASE" without any extra fine-tuning strategy as our baseline. "BERTVOTE" and "BERTAVG" means ensemble BERT (See section 3.1). "BERTSE" means self-ensemble BERT (See section 3.2). "BERTSDV" and "BERTSDA" means self-distillation BERT (See section 3.3). 'Avg. ∆' means the average of relative change, respectively. We bold the better self-distillation results. sification) and 5.50% (for NLI), while BERT AVG follows closely with 4.07% and 3.24%. BERT VOTE outperforms BERT AVG on all tasks, which adheres to our intuition since BERT VOTE is more complicated. The self-ensemble BERT (BERT SE ) has a slight improvement in classification tasks of 2.50%, but it does not work on NLI tasks. This is also a reason why we need self-distillation to improve the base models.
Overall, self-distillation model has significant improvement on both classification and NLI tasks. Table 3 shows that BERT SDA and BERT SDV outperform BERT BASE on all datasets. Generally speaking, BERT SDA performs better than BERT SDV on text classification tasks with the improvement of 6.26% vs. 5.65%, but the latter performs better on NLI tasks (BERT SDA vs. BERT SDV is 4.65% vs. 5.30%).
Our proposed fine-tuning strategies also outperform the previous method in [Sun et al., 2019] on text classification tasks, which makes extensive efforts to find sophisticated hyperparameters. BERT-LSDA(K = 1) 4.66 5.21 5.62% 91.5 6.59% BERT-LSDA(K = T − 1) 4.58 5.15 7.02% 91.4 5.49% Table 4 : Effects on fine-tuning the BERT-large model (BERT-L). For IMDb and AG's News, we report test error rate (%). For SNLI, we report accuracy (%). MT-DNN fine-tunes BERT with multi-task learning.
Effects on Fine-tuning BERT-Large We also investigate whether self-distillation has similar findings for the BERTlarge model (BERT-L), which contains 24 Transformer layers. Due to the limitation of our devices, we only conduct an experiment on two text classification datasets and one NLI datasets and evaluate strategy BERT SDA , namely self-distillation with averaged BERT as a teacher. We set two different teacher sizes for comparison. As shown in Table 4 , self-distillation also gets a significant gain while fine-tuning the BERT-large model. On two text classification tasks, BERT-L SDA (K = T − 1) gives better results and the average improvement is 7.02%. For NLI task, BERT-L SDA (K = 1) gives better result and the improvement is 6.59%.
Moreover, although our self-distillation fine-tuning strategy does not leverage the external data or knowledge, it also gives a comparable performance of MT-DNN [Liu et al., 2019a] , which fine-tunes BERT with a specific projection layer under the multi-task learning framework.
Discussion
In general, BERT SDA has a similar phenomenon compared to BERT SDV , while having better computational and memory efficiency. Considering that BERT-L SDA (K = 1) is same as BERT-L SDV (K = 1), and it performs better than BERT-L SDA (K = T − 1). The SDA models are generally worse than SDV models on NLI tasks. All the above illustrates that parameter averaging is worse than logits voting when dealing with difficult tasks such as NLI, but better on simple tasks such as text classification.
Conclusion
In this paper, we propose simple but effective fine-tuning strategies for BERT without external knowledge or data. Specifically, we introduce two mechanisms: self-ensemble and selfdistillation. The self-ensemble method with parameter averaging can improve BERT without significantly decreasing the training efficiency. With self-distillation, the student and teacher models can benefit from each other. Our proposed strategies are orthogonal to the approaches with external data and knowledge. Therefore, we believe that our strategies can be further boosted by more sophisticated hyperparameters and data augmentation.
In future, we will investigate a better fine-tuning strategy by integrating our proposed method into an optimization algorithm.
