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A B S T R A C T 
In parameter estimation, sometimes there are several problems that require the completion of a mixture distribution. 
This study aimed to apply the parameter estimation of exponential and Weibull mixture distribution in simulation 
data using the Bayesian Markov Chain Monte Carlo (MCMC) estimation method. The results obtained indicate that 
the analytic calculations of parameter estimation were more accurate than the calculations with the help of software, 
based on the terms of the suitability of the theory and its integration process. 
 




A B S T R A K 
Dalam estimasi parameter, kadangkala terdapat beberapa permasalahan yang menuntut penyelesaian dengan suatu 
distribusi mixture atau distribusi campuran. Penelitian ini bertujuan untuk menerapkan estimasi parameter distribusi 
mixture eksponensial dan Weibull pada data simulasi dengan metode estimasi Bayesian Markov Chain Monte Carlo 
(MCMC). Hasil yang diperoleh menunjukkan bahwa perhitungan analitik estimasi parameter lebih akurat 
dibandingkan perhitungan dengan bantuan perangkat lunak, apabila dipandang dari segi kesesuaian teori serta proses 
integrasinya. 
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1. Pendahuluan 
Dalam statistika, estimasi parameter digunakan untuk 
mencari parameter distribusi yang berkaitan dengan 
data pengamatan yang dimiliki. Namun terkadang 
terdapat beberapa permasalahan yang menuntut 
penyelesaian dengan suatu distribusi mixture, yang 
merupakan distribusi baru hasil penggabungan dua 
atau lebih distribusi. Distribusi ini akan menghasilkan 
suatu model baru yang berbeda dari model sebelum 
penggabungan dilakukan. McLachlan  dan  Basford 
(1988) menyatakan bahwa model mixture merupakan 
model khusus yang mampu memodelkan sifat 
multimodal data  yang  mencerminkan  susunan  
beberapa  sub-populasi atau grup.  
Distribusi eksponensial merupakan salah satu 
distribusi yang tergolong sering digunakan untuk  
menyelesaikan berbagai permasalahan dalam 
statistika, salah satunya pada analisis reliabilitas. 
Selain eksponensial, salah satu distribusi yang juga 
banyak digunakan dalam pemecahan masalah yang 
berkaitan dengan teori keandalan (reliabilitas) adalah 
distribusi Weibull. Kedua distribusi ini 
menggambarkan keseluruhan data secara jelas,  
terutama dalam pengujian dan permodelan data.  
Namun apabila dalam kasus yang komponennya 
merupakan penggabungan dari beberapa sub-
populasi, belum tentu analisisnya dapat diselesaikan 
menggunakan distribusi eksponensial atau Weibull 
biasa. Oleh karena itu, diperlukan suatu distribusi 
baru yang tepat dan sesuai dalam menyelesaikan 
permasalahan tersebut. Distribusi baru ini dapat 
berupa distribusi mixture eksponensial dan Weibull 
yang merupakan hasil penggabungan dari kedua 
distribusi tersebut. 
Dalam estimasi parameter suatu distribusi, 
terdapat beberapa metode yang dapat digunakan, 
salah satunya metode Bayesian. Metode estimasi 
non-klasik atau Bayesian ini telah diaplikasikan 
secara luas dalam teori dan analisis statistik. Dalam 
konsep Bayesian, parameter dipandang sebagai suatu 
variabel acak yang tidak diketahui. Hal ini sejalan 
dengan kenyataan yang terjadi dalam banyak 
fenomena kehidupan nyata, dimana parameter tidak 
dapat diperlakukan sebagai suatu hal yang dapat 
bernilai konstan terus menerus (Ieren dan Oguntunde, 
2018). Pada  metode  ini,  parameter  yang  
digunakan  merupakan  variabel  acak yang memiliki 
distribusi prior, yaitu distribusi subyektif yang 
didasarkan pada keyakinan seseorang dan 
dirumuskan sebelum data sampel diambil (Walpole 
dan Myers, 1995). Distribusi sampel yang digabung 
dengan distribusi prior akan menghasilkan suatu 
distribusi, yaitu distribusi posterior (Horst dalam 
penelitian Hazhiah, dkk., 2012).  
Pemodelan  menggunakan  metode  Bayesian  
didasarkan  pada  model  posterior, yaitu  
memadukan data  masa  lalu  sebagai  informasi 
untuk distribusi prior dan  data  pengamatan  yang  
digunakan  sebagai  penyusun fungsi likelihood. 
Distribusi posterior dari bentuk Bayesian yang sangat 
rumit ini dapat diperoleh dengan pendekatan numerik 
Markov Chain Monte Carlo (MCMC). Dalam hal ini, 
MCMC merupakan proses integrasi hasil perpaduan 
antara Monte Carlo dengan sifat Markov Chain. 
Penelitian ini bertujuan untuk menerapkan hasil 
estimasi parameter distribusi mixture eksponensial 
dan Weibull dengan metode Bayesian MCMC pada 
data simulasi. 
 
2. Distribusi Eksponensial 
Definisi 1 (Bonald dan Feuillet, 2011).    
Variabel acak 𝑋 berdistribusi eksponensial, dengan 
parameter 𝛽 > 0, bila fungsi densitasnya berbentuk : 
𝑓(𝑥; 𝛽) =  {
𝛽𝑒−𝑥𝛽           𝑥 ≥ 0 , 𝑥 ∈ 𝑅 
       0    ,              𝑢𝑛𝑡𝑢𝑘 𝑥 𝑙𝑎𝑖𝑛𝑛𝑦𝑎
 
 
3. Distribusi Weibull Dua Parameter 
Definisi 2 (Walpole dan Myers, 1995). 
Suatu variabel acak kontinu 𝑋 berdistribusi Weibull 
dengan parameter 𝛼 dan 𝛽 jika fungsi densitas 
peluangnya adalah sebagai berikut. 
𝑓(𝑥) =  {
𝛼𝛽 𝑥𝛼−1𝑒−𝛽𝑥
𝛼
          𝑥 ≥ 0          
      0                            𝑦𝑎𝑛𝑔 𝑙𝑎𝑖𝑛
  
dimana 𝛼 > 0 dan 𝛽 > 0. 
 
4. Distribusi Mixture 
McLachlan dan Basford (1988) menyatakan bahwa 
model mixture merupakan model khusus yang dapat 
memodelkan sifat multimodal data yang  
mencerminkan susunan beberapa sub populasi atau 
grup, dimana setiap sub populasi merupakan 
komponen penyusun dari model mixture serta 
mempunyai proporsi yang bervariasi untuk masing-
masing komponennya. 
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Pola multimodal didekati dengan pola mixture 
yang dapat direpresentasikan sebagai berikut 
(Iriawan, 2001). 
𝑓(𝑥|𝜃, 𝑤) =  ∑ 𝑤𝑗
𝑛
𝑗=1 𝑔𝑗 (𝑥|𝜃𝑗)  (1) 
Fungsi 𝑓(𝑡|𝜃, 𝑤) adalah fungsi densitas dari model 
mixture; 𝑔𝑗 (𝑥|𝜃𝑗) adalah fungsi dari sebanyak 𝑛 
komponen penyusun model mixture; 𝜃𝑗 adalah vektor 
parameter dengan elemen-elemen (𝜃1 , 𝜃2, … , 𝜃𝑛); 𝑤 
adalah parameter proporsi dengan elemen-elemen 
(𝑤1, 𝑤2, … , 𝑤𝑛); 𝑤𝑗 adalah parameter proporsi 
komponen mixture dengan ∑ 𝑤𝑗
𝑛
𝑗=1 = 1 serta 0 ≤  𝑤𝑗 ≤
1, 𝑗 = 1,2, … , 𝑛; dan 𝑛 adalah banyaknya komponen 
dalam mixture. 
 
5. Metode Estimasi Bayesian 
Misalkan 𝑋1, 𝑋2, 𝑋3,, … , 𝑋𝑛 merupakan sebuah sampel 
acak berukuran 𝑛 dari distribusi yang mempunyai 
fungsi densitas peluang berbentuk 𝑓(𝑥; 𝜃), 𝜃 ∈ Ω ⊂ ℜ. 
Langkah-langkah untuk menentukan estimasi 
Bayesian bagi 𝜃 adalah (Herrhyanto, 2011) : 
1. Penentuan fungsi densitas peluang gabungan dari 
𝑋1, 𝑋2, 𝑋3,, … , 𝑋𝑛. 
𝑔(𝑥1, 𝑥2, … , 𝑥𝑛; 𝜃) = 𝑓(𝑥1; 𝜃) ∙ … ∙ 𝑓(𝑥𝑛; 𝜃) (2) 
2. Penentuan fungsi densitas dari 𝜃, yang besarnya 
dipilih dan disesuaikan dengan 𝑔(𝑥1, 𝑥2, … , 𝑥𝑛). 
Distribusi yang mempunyai fungsi densitas dari 𝜃, 
dinotasikan 𝜆(𝜃), dinamakan distribusi prior. 
3. Estimator Bayesian untuk 𝜃 ditentukan oleh: 










Definisi 3 (Walpole dan Myers, 1995) 
Rata-rata distribusi posterior 𝑝(𝜃|𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛), 
dinyatakan dengan 𝜃∗, disebut estimasi Bayesian 
untuk 𝜃. 
 
Definisi 4 (Walpole dan Myers, 1995) 
Selang 𝑎 < 𝜃 < 𝑏 akan disebut selang Bayesian (1-α) 
100% untuk 𝜃 bila, 
∫ 𝑓(𝜃|𝑥1, … , 𝑥𝑛)
𝑏
𝜃∗








Selanjutnya, estimasi densitas mixture dengan 
metode Bayesian dilakukan untuk menemukan 
distribusi posterior dengan mengalikan distribusi 
prior dengan likelihood datanya (Gamerman, 1995). 
Hal-hal yang perlu diperhatikan dalam estimasi 
parameter dengan metode Bayesian, yaitu: 
1. Distribusi prior 
2. Fungsi likelihood 
3. Likelihood model mixture, yang merupakan 
penggabungan dari beberapa fungsi likelihood 
pembentuknya. Dari persamaan (1) dengan 
∑ 𝑛𝑖
𝑘
𝑖=1 = 𝑛, dan w adalah proporsi komponen 
mixture, maka likelihood model mixture yang 





𝑓(𝑡𝑖|𝜃1) + ⋯ 
                                        +∏ 𝑤𝑘
𝑛
𝑖=1 𝑓(𝑡𝑖|𝜃1) (5) 
4. Distribusi posterior 
Dalam  analisis  Bayesian, semua  parameter  
dalam  model  mixture yang  akan diduga 
diperlakukan sebagai suatu variabel acak dari 
parameter 𝜃. Dengan  menghilangkan  pengaruh  
nilai total peluang, 𝑝(𝜃|𝑥) sebagai  bentuk  
posterior  dapat dinyatakan  dalam  bentuk  
proporsional  sebagai  perkalian antara likelihood 
𝐿(𝑥|𝜃) dengan prior 𝑝(𝜃) sebagai berikut 
(Paramita dan Iriawan, 2014).  
𝑝(𝜃|𝑥) ∝  𝐿(𝑥|𝜃) 𝑝(𝜃) (6) 
 
6. Markov Chain Monte Carlo 
Markov  Chain  Monte  Carlo  (MCMC) merupakan  
pendekatan yang digunakan untuk mengatasi 
kesulitan dalam menentukan integral posterior yang 
membutuhkan proses integrasi yang rumit dan cukup 
lama. MCMC membangkitkan data sampel  
parameter 𝜃 yang memiliki distribusi tertentu 
menggunakan  gibbs sampling (Ntzoufras, 2009).  
MCMC adalah  suatu  metode  simulasi  yang  
menggunakan algoritma integrasi Monte Carlo untuk 
mencari nilai  parameter  model  yang sesuai  dengan  
proses Markov Chain. Dalam implementasinya, 
perangkat lunak WinBUGS dapat digunakan untuk 
memudahkan proses estimasi parameter model 
mixture ini (Iriawan, 2011). 
Markov Chain atau Rantai Markov adalah proses 
stokastik dimana waktu dan ruang keadaan adalah 
diskrit. Dalam terapannya secara sederhana, sifat 
Markov adalah: 
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𝑃[𝑋𝑛+1 = 𝑥𝑛+1|𝑋𝑛 = 𝑥𝑛 , … , 𝑋0 = 𝑥0] 
                       = 𝑃[𝑋𝑛+1 = 𝑥𝑛+1|𝑋𝑛 = 𝑥𝑛]     (7) 
Probabilitas ini menyatakan bahwa probabilitas pada 
waktu (langkah) ke (𝑛 + 1) hanya dipengaruhi oleh 
langkah ke 𝑛 (sifat Markov) dan tidak dipengaruhi 
oleh langkah-langkah sebelumnya. Probabilitas 
bersyarat 𝑃[𝑋𝑛+1 = 𝑥𝑛+1|𝑋𝑛 = 𝑥𝑛] disebut probabilitas 
transisi satu langkah (Haryono, 1995).  
Pendekatan Monte Carlo adalah metode yang 
dikembangkan oleh fisikawan menggunakan generasi 
nomor acak untuk menghitung integral. Misalkan kita 





Jika kita dapat menguraikan ℎ(𝑥) ke dalam fungsi 
𝑓(𝑥) dan fungsi densitas peluang 𝑝(𝑥) yang 





=  ∫ 𝑓(𝑥)𝑝(𝑥) 𝑑𝑥
𝑏
𝑎
= 𝐸𝑝(𝑥)[𝑓(𝑥)]   (9) 
Oleh karenanya, integral dapat dinyatakan sebagai 
ekspektasi 𝑓(𝑥) terhadap densitas 𝑝(𝑥). Jadi, jika kita 
mengambil sejumlah bilangan 𝑥1, 𝑥2… , 𝑥𝑛 dari suatu 









𝑖=1   (10) 
Hal ini disebut sebagai integrasi Monte Carlo. 
Integrasi Monte Carlo dapat digunakan untuk 
perkiraan distribusi posterior (atau marginal 
posterior) yang diperlukan untuk analisis Bayesian. 
Dapat diperoleh hasil integral 𝐼(𝑦) dari perkiraan 
dengan perhitungan berikut. 
 𝐼(𝑦) = ∫𝑓(𝑦|𝑥) 𝑝(𝑥) 𝑑𝑥 





𝑖=1    (11) 
dimana 𝑥𝑖 diambil dari fungsi densitas 𝑝(𝑥). Untuk 








∑ (𝑓(𝑦|𝑥𝑖) − 𝐼(𝑦))
2
𝑛
𝑖=1 )  (12) 
 
7. Gibbs Sampling 
Skenario yang digunakan dalam pengambilan data 
sampel pada umumnya adalah dengan metode  gibbs  
sampling  (Casella  dan  George,  1992). Gibbs 
sampling merupakan  generator  yang sangat  efisien,  
sehingga  sering  digunakan  sebagai  generator  
variabel  acak pada  analisis  data yang menggunakan 
metode MCMC (Iriawan, 2000). Gibbs sampling 
adalah teknik terkenal untuk menghasilkan sampel 
dari distribusi multivariat yang rumit yang sering 
digunakan dalam prosedur Monte Carlo. Dalam 
bentuk yang paling sederhana, gibbs sampling 
digunakan untuk memperbarui setiap variabel dari 
distribusi bersyarat yang diberikan oleh semua 
variabel lain dalam sistem (Rasmussen, 2000). 
Metode gibbs sampling dimulai dengan beberapa 
nilai 𝑦0 awal untuk 𝑦 dan memperoleh 𝑥1 dengan 
menghasilkan variabel acak dari distribusi bersyarat 
𝑝(𝑥|𝑦 = 𝑦0). Langkah berikutnya, 𝑥1 digunakan untuk 
menghasilkan nilai baru dari 𝑦1 yang diperoleh dari 
distribusi bersyarat berdasarkan nilai 𝑥0, 𝑝(𝑦|𝑥 = 𝑥0). 
Prosesnya dapat dituliskan sebagai berikut. 
𝑥𝑖 ∽ 𝑝(𝑥|𝑦 = 𝑦𝑖−1)  (13) 
𝑦𝑖 ∽ 𝑝(𝑦|𝑥 = 𝑥𝑖)  (14) 
dengan mengulang proses ini sebanyak 𝑛 kali (Walsh, 
2004). 
 
8. Data dan Metode 
Penelitian ini terdiri dari 2 (dua) tahapan, yaitu 
estimasi parameter secara analitik, yang kemudian 
dilanjutkan dengan estimasi parameter dengan data 
simulasi menggunakan software WinBUGS. Estimasi 
parameter secara analitik, dilakukan dengan langkah-
langkah sebagai berikut.    
1. Menggabungkan distribusi-distribusi yang akan 
diteliti, yaitu dua distribusi serumpun distribusi 
eksponensial dan distribusi Weibull dua 
parameter. 
2. Mengestimasi parameter dari distribusi yang telah 
digabungkan (distribusi mixed). 
3. Melakukan estimasi parameter distribusi mixture:  
a. Menentukan distribusi mixture hasil 
penggabungan distribusi eksponensial dan 
distribusi Weibull, dan diperoleh fungsi 
densitas mixture yang digunakan dalam 
estimasi parameter 
b. Menentukan distribusi prior berdasarkan 
pengetahuan dan pertimbangan peneliti, 
dengan didasarkan pada bentuk fungsi 
densitas mixture yang diperoleh.  
c. Menentukan fungsi likelihood. 
d. Menentukan distribusi posterior. 
e. Mengestimasi parameter populasi berdasarkan 
definisi Bayesian, diperoleh dengan mencari 
nilai rata-rata dari distribusi posterior. 
32 |     EIGEN MATHEMATICS JOURNAL VOL 02 No 01 (Juni 2019) 
 
4. Menguji estimator yang telah diperoleh dari 
distribusi gabungan dengan empat kriteria 
pengujian, yaitu tak bias, varian minimum 
(effisien), konsisten, dan Mean Squared Erroe 
(MSE) minimum. 
 
Selanjutnya, hasil estimasi parameter yang 
diperoleh secara analitik, dibandingkan dengan hasil 
estimasi parameter yang diperoleh dengan data 
simulasi, yang diperoleh melalui langkah-langkah 
sebagai berikut. 
1. Membangkitkan data yang berdistribusi 
eksponensial dengan parameter awal 𝛽0 = 1 dan 
𝛽0 = 0.5, dengan beberapa jumlah sampel 
parameter hasil bangkitan gibbs sampling, yaitu 
1000, 5000, dan 8000. 
2. Membangkitkan data yang berdistribusi Weibull 
dua parameter dengan beberapa ragam nilai 
parameter awal, yaitu 𝛼0 = 2, 𝛼0 = 3 dan 𝛽0 = 1, 
𝛽0 = 0.5, serta nilai pembobot  𝑤1 = 0.75 dan  𝑤1 =
0.25. 
3. Menggabungkan distribusi eksponensial dan 
Weibull 
4. Mengestimasi parameter model mixture 
eksponensial dan Weibull. 
 
9. Hasil dan Pembahasan 
Berdasarkan Definisi 1 dan Definisi 2, diperoleh 
fungsi distribusi mixture (campuran) dari 
eksponensial dan Weibull untuk dua sub populasi 
berikut.  





Parameter yang akan diestimasi adalah parameter 
skala 𝛽, dengan masing-masing parameter bentuk 𝛼 
dan pembobot 𝑤1, 𝑤2 telah diketahui. Diasumsikan 
bahwa distribusi prior untuk parameter 𝛽 adalah 
distribusi eksponensial, dengan parameter prior 𝛽0. 
Dalam distribusi prior, variabel acak dari fungsi 
densitas diubah menjadi parameter, sehingga variabel 
𝑥 diganti dengan parameter 𝛽 dan diperoleh fungsi 
prior sebagai berikut. 
𝑃(𝛽) = 𝛽0𝑒
−𝛽𝛽0  
Hal lain yang dibutuhkan dalam mengestimasi 
parameter suatu distribusi mixture adalah 
menentukan fungsi likelihood berdasarkan fungsi 
densitas dari distribusi mixture eksponensial dan 
Weibull, yaitu: 
 











Dan diperoleh bentuk marginal berikut. 
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Menurut Ntzoufras (2009), fungsi marginal untuk 
Bayesian mixture eksponensial dan Weibull adalah 
proporsional dari fungsi peluang bersyarat yang 
bernilai 1. Oleh karena itu, dapat ditulis distribusi 





























−𝛽𝛽0]               
Selanjutnya, rata-rata dari distribusi posterior 
mixture eksponensial dan Weibull yang merupakan 
estimator Bayesian untuk parameter 𝛽, diperoleh 
sebagai berikut. 




Dalam hal ini, parameter 𝛽 menjadi variabel dan 
fungsi distribusi posterior yang diperoleh sebagai 
fungsi densitasnya. Jadi, diperoleh rata-rata dari 
distribusi posterior mixture eksponensial dan Weibull 
berikut. 
























Persamaan rata-rata dari distribusi posterior 
mixture eksponensial dan Weibull yang diperoleh 
selanjutnya digunakan untuk menentukan persamaan 
varian distribusi posterior mixture eksponensial dan 
Weibull. diperoleh: 


































































Dengan memperhatikan hasil yang diperoleh, 
dapat dikatakan bahwa estimator yang diperoleh 
bersifat bias bagi parameter 𝛽. Menurut Herrhyanto 
(2011), syarat awal terpenuhinya asumsi varian 
minimum adalah estimator yang diperoleh 
merupakan estimator yang tak bias, sehingga dapat 
dikatakan bahwa estimator yang diperoleh  tidak 
memenuhi asumsi varian minimum.  
Panik (2005) menyatakan bahwa untuk 
mengetahui terpenuhi atau tidaknya asumsi konsisten 
bagi suatu estimator, digunakan salah satu syarat dari 
asumsi konsisten yaitu varian dari estimator 
mendekati nol apabila 𝑛 → ∞. Hasil yang diperoleh 
menujukkan bahwa estimator memenuhi asumsi 
konsisten.  
Lebih jauh lagi, menurut Bolstad (2007), 
estimator Bayesian tidak menekankan kepada sifat 
tak bias dari sebuah estimator, karena estimator 
Bayesian biasanya merupakan estimator yang bias. 
Namun seringkali estimator Bayesian mempunyai 
MSE yang lebih kecil daripada estimator klasik. Oleh 
karenanya, estimator Bayesian dapat dikatakan lebih 
baik daripada estimator klasik ketika dinilai dengan 
kriteria MSE. Dengan demikian, dapat disimpulkan 
bahwa estimator yang diperoleh merupakan estimator 
yang baik. 
Selanjutnya, estimasi parameter mixture 
eksponensial dan Weibull pada data simulasi, 
dilakukan dengan menggunakan bantuan perangkat 
lunak (software) WinBUGS 1.4 yang berbasis 
metode Bayesian Markov Chain Monte Carlo 
(MCMC). Pada WinBUGS, tidak terdapat tool yang 
dapat digunakan untuk membangkitkan data. Oleh 
karena itu, data simulasi dibangkitkan dengan 
bantuan menggunakan perangkat lunak (software) 
Minitab. Data simulasi tersebut merupakan data acak 
berdistribusi eksponensial dan Weibull, dengan 
parameter distribusi yang beragam. Estimasi 
parameter model dilakukan setelah data simulasi 
dibangkitkan.  
Berikut diberikan langkah-langkah estimasi 
parameter model mixture dengan menggunakan 
WinBUGS: 
1. Menentukan fungsi densitas mixture. 
2. Menentukan distribusi prior untuk parameter 
yang diestimasi (yang dalam hal ini adalah 
parameter skala 𝛽). 
3. Membuat syntax fungsi likelihood dan parameter 
prior. 
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4. Memasukkan data simulasi bangkitan. 
5. Membuat inisial untuk data dan parameter yang 
akan diestimasi. 
6. Menjalankan program MCMC untuk memperoleh 
nilai estimator parameter. 
 
Pada penelitian ini, parameter yang diestimasi 
hanya parameter skala 𝛽, dengan asumsi parameter 
𝛼0, 𝛽0,  𝑤1, dan 𝑤2 telah diketahui. Di samping itu, 
parameter bentuk 𝛼 yang merupakan parameter lain 
penyusun model mixture dan sekaligus bagian dari 
distribusi Weibull, dianggap sebagai konstanta dalam 
model mixture-nya. Hal ini mengakibatkan akibat 
munculnya asumsi baru oleh peneliti, yaitu parameter 
𝛼 = 𝛼0. 
 
Tabel 1 – Rata-rata dan Standar Deviasi 
Parameter Awal (Prior) Jumlah Sampel Parameter Bangkitan (𝒏𝒑) 
Eksponensial Weibull 1000 5000 8000 









1 2 1 0.8114 0.1805 0.8072 0.1760 0.8048 0.1773 
0.5 1 0.5 0.8739 0.1944 0.8693 0.1895 0.8668 0.1910 
1 3 1 0.0835 0.0186 0.0830 0.0181 0.0828 0.0182 
0.5 3 0.5 0.1017 0.0226 0.1012 0.0220 0.1009 0.0222 
 
 
Proses estimasi parameter 𝛽 dengan MCMC, 
dengan beragam kondisi 𝛼0, 𝛽0, 𝑤1 dan 𝑤2 yang 
diketahui, menghasilkan nilai rata-rata, standar 
deviasi, variansi, dan MCMC error, tertera pada 
Tabel 1 dan Tabel 2.  
Berdasarkan Tabel 1 dan Tabel 2 yang diberikan,  
terlihat bahwa nilai rata-rata, standar deviasi, dan 
variansi dari masing-masing parameter menunjukkan 
hasil yang beragam, namun relatif sama. Begitu pula 
ketika diestimasi dengan menggunakan beberapa 
jumlah sampel parameter dengan nilai beragam, baik 
rata-rata, standar deviasi, dan variansi hanya 
memiliki sedikit perbedaan nilai untuk ketiga jumlah 
sampel parameter tersebut. Hal ini mengindikasikan 
bahwa dalam metode Bayesian MCMC, jumlah 
sampel yang berbeda dan keragaman nilai parameter 
akan menghasilkan nilai estimator yang relatif 
konsisten 
Nilai MCMC error yang diperoleh menunjukkan 
nilai standar error untuk proses integrasi MCMC. 
Hasil estimasi yang tertera pada Tabel 2 
menunjukkan bahwa nilai MCMC error relatif kecil. 
Semakin kecil nilai MCMC error, maka semakin 
baik pula hasil integrasinya.  
 
Tabel 2 – Variansi dan MCMC Error 
Parameter Awal (Prior) Jumlah Sampel Parameter Bangkitan (𝒏𝒑) 
Eksponensial Weibull 1000 5000 8000 









1 2 1 0.03258 0.00506 0.03098 0.00284 0.03143 0.00174 
0.5 1 0.5 0.03779 0.00545 0.03591 0.00306 0.03648 0.00188 
1 3 1 0.00034 0.00052 0.00032 0.00029 0.00033 0.00017 
0.5 3 0.5 0.00051 0.00059 0.00048 0.00035 0.00049 0.00021 
 
 
Berdasarkan plot history yang tertera Tabel 3, 
terlihat bahwa plot history yang dihasilkan 
menggambarkan proses perubahan parameter pada 
setiap iterasi MCMC. Hasil yang diperoleh 
menunjukkan gambaran proses integrasi MCMC 
yang berubah secara teratur dan stabil dalam domain 
parameter tertentu. 
Selanjutnya, plot autocorrelation (autokorelasi) 
pada Tabel 4 menunjukkan autokorelasi antar 
parameter 𝛽. Hasil yang diperoleh menunjukkan 
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bahwa pada plot autocorrelation untuk ketiga 
kombinasi parameter menunjukkan signifikansi 
hanya pada lag ke-0. Hal ini menunjukkan bahwa 
sampel parameter yang dibangkitkan bersifat acak 
dan independen. 
Adapun kernel density pada Tabel 4 
menggambarkan bentuk plot dari distribusi posterior. 
Masing-masing kernel density untuk ketiga 
kombinasi parameter menunjukkan bahwa pola 
distribusi posterior yang cenderung membentuk 
kurva normal dan relatif sama untuk ketiga 
parameter. 
 
Tabel 3 – Plot History 
Parameter awal (prior) 
Plot History Eksponensial  Weibull 
𝜷𝟎 𝜶𝟎 𝜷𝟎 


















Hasil estimasi parameter untuk beberapa jumlah 
sampel populasi lain yang digunakan (1000, 5000, 
8000) memberikan hasil yang relatif sama, sehingga 
Tabel 3 dan Tabel 4 masing-masing hanya 
menunjukkan bentuk plot untuk sampel parameter 
dengan jumlah 1000. 
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Tabel 4 – Plot Autocorrelation dan Kernel Density 
Parameter awal (prior) 
Plot Autocorrelation Kernel density Eksponensial  Weibull 
𝜷𝟎 𝜶𝟎 𝜷𝟎 






















Setelah diperoleh hasil estimasi dengan 
menggunakan perangkat lunak (software) yang 
diterapkan pada beberapa sampel data simulasi, 
dilakukan perhitungan secara manual menggunakan 
persamaan rata-rata secara analitik. Perhitungan ini 
dilakukan dengan menerapkan masing-masing tiga 
jenis data simulasi sebagai variabel acak bersamaan 
dengan parameter awal yang diketahui. Adapun 
perbandingan hasil perhitungan analitik dengan hasil 
perhitungan software tertera pada Tabel 5. 
Tabel 5 menunjukkan hasil estimasi parameter 
yang diperoleh dari perhitungan analitik dan 
perhitungan software dengan jumlah sampel 
parameter yang beragam. Selain itu, hasil 
perhitungan juga ditentukan berdasarkan kombinasi 
dari empat parameter awal yang telah ditentukan 
sebelumnya.  
Hasil yang diperoleh menunjukkan perbedaan 
estimasi parameter untuk hasil analitik dan software 
yang cukup signifikan. Perbedaan ini dapat 
disebabkan oleh beberapa faktor, seperti standar 
error proses integrasi MCMC dan perhitungan 
distribusi posterior yang diproporsionalkan menjadi 
lebih sederhana. Dalam perhitungan analitik, nilai 
yang diproporsionalkan hanya pada persamaan 
posterior dengan menghilangkan fungsi marginalnya. 
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Lain halnya dengan software, tindakan 
memproporsionalkan fungsi diduga lebih banyak 
cakupannya, khususnya untuk nilai-nilai parameter 
yang diasumsikan sebagai konstanta.  
 
Tabel 5 – Perbandingan Hasil Analitik dan Hasil Software untuk Estimasi Parameter  
No  
Parameter awal (prior) 
Hasil analitik 
Hasil software  
Eksponensial  Weibull 
𝜷𝟎 𝜶𝟎 𝜷𝟎 1000 5000 8000 
1 1 2 1 3.3064 x 10-7 0.8114 0.8072 0.8048 
2 0.5 2 0.5 7.5601 x 10-6 0.8739 0.8693 0.8668 
3 1 3 1 8.8454 x 10-7 0.0835 0.0830 0.0828 
4 0.5 3 0.5 2.8405 x 10-4 0.1017 0.1012 0.1009 
 
 
Pada dasarnya, dalam estimasi parameter suatu 
distribusi, dapat dikatakan hasil analitik lebih akurat 
dibanding dengan hasil perangkat lunak (software). 
Hal ini dikarenakan proses estimasi dalam software 
WinBUGS 1.4 telah baku dan sistematis, sehingga 
tidak selalu dapat memenuhi asumsi yang ditetapkan 
peneliti. Sebagai contoh dalam penelitian ini, 
dilakukan estimasi pada persamaan mixture yang 
mengandung tiga parameter, yaitu 𝛼, 𝛽, dan 
pembobot 𝑤. Namun, hanya parameter 𝛽 yang 
diestimasi, sedangkan parameter 𝛼 dan 𝑤 
diasumsikan telah diketahui. Hal ini mengakibatkan 
terjadinya perbedaan dalam fungsi posterior-nya.  
Menurut Ntzoufras (2009), dalam software 
WinBUGS 1.4, setiap parameter diasumsikan 
memiliki distribusi prior, dan dilakukan estimasi 
terhadap seluruh parameter tersebut. Namun dalam 
perhitungan analitiknya, mengestimasi ketiga 
parameter secara sekaligus akan menjadi sangat sulit, 
khususnya dalam penyelesaian integrasinya. Oleh 
karena itu, penelitian ini hanya dilakukan dengan 
mengestimasi salah satu parameter, dengan asumsi 
parameter yang lain diketahui.  
Selain itu, dalam proses integrasi MCMC, akan 
selalu terdapat error pada nilai yang dihasilkan. 
Meskipun demikian, adanya software akan 
mempermudah peneliti dalam perhitungan estimasi 
parameter untuk fungsi-fungsi yang rumit. Dengan 
demikian, apabila perhitungan estimasi yang akan 
dianalisis sesuai dengan teori yang ditetapkan pada 
software, maka akan diperoleh nilai estimator yang 
relatif akurat.  
 
10. Kesimpulan 
Hasil penerapan analitik dan software pada data 
simulasi memiliki perbedaan nilai yang cukup 
signifikan. Dapat disimpulkan dari penelitian ini 
bahwa perhitungan analitik lebih akurat dibandingkan 
perhitungan software apabila dipandang dari segi 
kesesuaian teori serta proses integrasinya.  
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