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$ommaire
Les problèmes réels d’optimisation en contexte industriel sont généralement
très complexes étant donné les contraintes spécifiques qu’on y retrouve. Une
grande partie de la difficulté réside dans une modélisation de ces problèmes qui
permette leur résolution. Ensuite, des techniques spécifiques doivent être déve
loppées pour mener à bien cette résolution.
Cette thèse de doctorat s’attaque à la résolution de trois problèmes d’opti
misation combinatoire rencontrés dans deux contextes industriels différents : le
laminage à chaud de l’alumimium et la gestion de barrages hydroélectriques. Le
chapitre 2 présente donc une revue de la littérature des problèmes d’optimisation
touchant ces deux domaines.
Le chapitre 3 aborde ensuite le problème d’ordonnancement d’un laminoir à
chaud dans le domaine de l’aluminium. Dans un atelier de laminage à chaud,
des lingots sont transformés en rouleaux de tôle. Lors de cette transformation,
les lingots sont d’abord chauffés pour les rendre plus malléables et ensuite, leur
épaisseur est réduite pour en faire des bandes minces. L’ordonnancement dans ce
contexte consiste à planifier les ensembles de lingots qui seront chauffés dans un
même four puis à séquencer ces ensembles sur le laminoir. Dans ce chapitre, nous
développons une heuristique de résolution qui crée un ordonnancement de qualité
respectant toutes les contraintes du procédé. Des expérimentations ont montré
qu’il n’y avait pas de dégradation de la qualité des solutions produites par cette
méthode même sur un horizon de temps étendu. De plus, le taux d’inactivité du
laminoir avec les séquences produites par notre méthode est moindre comparé à
celui observé dans des séquences réelles.
Le chapitre 4 étudie la maximisation des profits sur une periode de 24 heures
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pour un réseau de centrales hydroélectriques en cascade dans un marché d’électri
cité déréglementé. La difficulté principale de ce type de problème est de déterminer
à quel moment l’eau contenue dans les réservoirs doit être utilisée. L’objectif est
de maximiser les revenus provenant de la vente d’électricité tout en respectant
les contraintes opérationnelles pour éviter d’endommager les installations ou de
créer des illnondations. Ce chapitre décrit deux modélisations du problème. La
première considère des prix d’électricité déterministes alors que la seconde consi
dère des prix stochastiques. Les résultats numériques montrent que le modèle
stochastique est supérieur au modèle déterministe lorsque les prix de l’électricité
sont volatiles.
Le chapitre 5 reprend les idées du chapitre précédent mais intègre explicite
ment dans le modèle mathématique les offres d’électricité soumises par les pro
ducteurs aux opérateurs du marché. Les résultats numériques montrent que le
nouveau modèle est supérieur au modèle stochastique du chapitre 4.
Mots clés : Recherche opérationnelle, problèmes industriels, ordonnancement,
heuristiques, programmation mathématique, laminoir à chaud, hydroélectricité,
marché d’électricité déréglementé.
Abstract
Optirnization probiems in reai industrial contexts are very complex due to the
specific constraints that must be satisfied. One main difficulty is to deveiop an
adequate formulation for these problems. Then, specific problem-solving tech
niques must be devised to solve them.
This thesis considers three optimization problenis in two different industrial
contexts: an aluminum hot rolling miii and a network of hydroelectric plants.
Chapter 2 presents a literature review of optimization probiems in these two
fields.
Chapter 3 adresses the scheduling of a hot roliing miii for alurninum where
ingots are transformed in sheet rolis. Ingots are first heated to obtain desired
mechanical properties and then their thickness is reduced to produce thin plates.
$cheduling in this context consists in planning the sets of ingots to be heated at
the same time in a furnace and then to sequence these sets on the miii. In this
chapter, we propose a heuristic to produce schedules of good quality that satisfy
ail operationai constraints. Experiments show that no degradation in solution
quality is observed in the schedules over time. Futhermore, the idie time on the
niili is substantialiy iower than what is observed in reai schedules.
Chapter 4 studies the management of a cascade of hydroelectric plants in a
dereguiated market. The main difficuity here is to determine when to use water
in the reservoirs. The objective is to maximize the revenues earned from electric
ity sales on a 24-hour horizon while satisfying ail operational constraints. The
chapter describes two mathematicai modeis for the problem. The first one con
C siders deterministic electricity prices whuie the second considers stochastic prices.
Numericai results show that the stochastic model is superior to the deterministic
oiv
model when the prices are volatile.
Chapter 5 exploits the ideas of the previous chapter but iutegrates explicitely
iu the mathematical model electricity bids submitted by producers to market
operators. Numerical resuits show that the new model is superior to the stochastic
model of chapter 4.
Keywords: Operations research, industrial problems, scheduling, heuristics,
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Chapitre 1
Introduction
De tout temps, la recherche opérationnelle a été associée à la résolution de
problèmes pratiques. En effet, la méthode du simplexe en programmation linéaire
a été développée au cours de la Seconde Guerre Mondiale afin de résoudre des
problèmes d’optimisation à caractère militaire. Depuis, on ne compte plus les
applications réelles utilisant des techniques de recherche opérationnelle.
Les problèmes réels d’optimisation en contexte industriel sont généralement
très complexes étant donné les contraintes spécifiques qu’on y retrouve. Une
grande partie de la difficulté réside dans une modélisation de ces problèmes qui
permette leur résolution. Ensuite, des techniques spécifiques doivent être déve
loppées pour mener à bien cette résolution.
Bien que difficiles à résolldre, les incitatifs monétaires associés à la résolution
de problèmes pratiqiles sont nombreux. On n’a qu’à penser aux transporteurs
aériens qui ont économisé des millions de dollars au cours des dernières années en
maximisant l’utilisation de leur flotte d’avions ou en améliorant les horaires de
leur personnel.
Le nombre de problèmes d’optimisation que l’on retrouve dans le domaine
industriel est impressionnant. À l’heure actuelle, une grande partie de ces pro
51èmes d’optimisation est résolue manuellement par des experts du domaine qui
n’ont en général aucune formation en recherche opérationnelle. Ces personnes ont
développé des règles heuristiques intuitives leur permettant de solutionner leur
problème. Bien que ces règles fonctionnent assez bien en général, un gain supplé
2mentaire peut être réalisé en exploitant la capacité de calcul des ordinateurs et les
techniques d’optimisation de la recherche opérationnelle. Ces outils sont d’autant
plus utiles que ce savoir humain se transmet parfois difficilement à la génération
suivante, ce qui peut causer des ennuis lorsque que ces personnes décident de
prendre leur retraite ou de quitter leur emploi.
Lors de la résolution de ce type de problème, il n’est pas nécessaire de trouver
la solution optimale pour avoir un gain. Il suffit souvent d’obtenir une solution
supérieure à celle déterminée par l’optimisation manuelle ou bien d’obtenir une
solution équivalente plus rapidement. Pour toutes ces raisons, il est intéressant de
développer et d’implanter des algorithmes de résolution pour ces problèmes réels.
Les contributions principales de cette thèse sont le développement d’une mé
thode de résolution efficace pour l’ordonnancement d’un laminoir à chaud et la
conception de trois modèles mathématiques permettant d’optimiser les profits es
pérés d’une série de barrages hydroélectriques en cascade où l’électricité produite
est vendue dans un marché déréglémenté.
1.1 Problèmes abordés
Tel que mentionné plus tôt, cette thèse de doctorat s’attaque à trois problèmes
complexes d’optimisation combinatoire rencontrés dans un contexte industriel.
Une description sommaire de chacun de ces problèmes se trouve dans les sous-
sections suivantes.
1.1.1 Ordonnancement d’un laminoir à chaud
Le premier problème abordé dans cette thèse est l’ordonnancement d’un la
minoir à chaud dans le domaine de l’aluminium. Tous les détails sur ce travail
se trouvent dans le chapitre 3 du présent document. Celui-ci contient un article
en anglais décrivant précisément le problème, la méthode de résolution et les
résultats numériques obtenus.
Ç Dans ce projet, j’ai développé et implanté la méthode de résolution, j’ai réalisé
les tests numériques et j’ai rédigé l’article présentant et analysant les résultats.
3De plus, j’ai participé activement l’éboration des idées à la base de la méthode
de résolution. Les coauteurs de cet article (mes directeurs de recherche) m’ont
aidé dans ce travail en me fournissant de précieux conseils pour la conception des
heuristiques d’ordonnancement et pour l’analyse des résultats.
Description du problème
Une usine de laminage standard se compose de trois ateliers principaux : la
fonderie, l’atelier de laminage à chaud et l’atelier de laminage à froid. Dans la
fonderie, des pièces d’aluminium recyclées sont fondues à l’intérieur de fours de
fusion. Durant la fonte, différents éléments comme le magnésium ou le zinc sont
ajoutés dans le mélange pour obtenir l’alliage voulu. Ensuite, le métal liquide
est versé dans un puits de coulée pour former des lingots. Les différentes carac
téristiques physiques dii lingot (longueur, largeur et épaisseur) sont obtenues en
changeant la table de coulée.
Une fois les lingots refroidis et solidifiés, ils sont ensuite transférés dans l’atelier
de laminage à chaud. Dans cette partie, les lingots sont transformés en tôle d’une
épaisseur de quelques dixièmes de pouce. Le lingot est d’abord scalpé pour obtenir
une surface de haute qualité. Cette opération consiste à enlever une mince couche
au-dessus et en dessous du lingot pour éliminer les impuretés qui ont tendance à
se retrouver près de sa surface. Ensuite, il est chauffé dans un four d’homogénéi
sation durant plusieurs heures. Ceci a pour but de le traiter thermiquement afin
d’obtenir les propriétés mécaniques désirées pour le laminage. Lorsque la période
de chauffage est terminée, le lingot est transporté sur un pont roulant du four
vers le laminoir à chaud où il est transformé en tôle. L’opération de laminage
diminue l’épaisseur de la pièce de métal en la faisant passer plusieurs fois entre
deux cylindres extrêmement durs tournant à grande vitesse. C’est la friction entre
ces rouleaux et la pièce qui permet la diminution progressive de son épaisseur.
Comme la largeur du lingot ne change presque pas durant le processus et qu’il
y a peu de perte de métal, la longueur de la tôle ainsi produite devient considé
rable. Finalement, lorsque la bande ainsi produite n’est pas trop épaisse, celle-ci
est enroulée sur elle-même pour former une bobine.
4Atelier de laminage à chaud
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Scalpeuse Four d’homogénéisation Laminoir à chaud
FIG. 1.1 — Séquence dans l’atelier de laminage à chaud
Les bobines sont ensuite acheminées vers l’atelier de laminage à froid où elles
subissent diverses opérations comme le laminage à froid, le recuit, la trempe, la
traction et la finition. La séquence des opérations dépend du produit final que
l’on veut obtenir et peut être modifiée en cours de route car plusieurs séquences
sont équivalentes.
Cette étude se concentre essentiellement sur l’atelier de laminage à chaud et
plus particulièrement sur les fours d’homogénéisation et le laminoir (voir figure
1.1.). Une bonne synchronisation entre les fours et le laminoir est très importante
car tout temps mort sur le laminoir est très couteux en terme de productivité et
de perte d’énergie. En effet, le laminoir doit être maintenu à une certaine tempé
rature pour le laminage. Par ailleurs, la production doit respecter des standards
de qualité. Un compromis entre qualité et efficacité doit donc être trouvé. De plus,
le procédé impose des contraintes spécifiques sur la solution. Certaines doivent
absolument être satisfaites (contraintes dures) tandis que d’autres peuvent être
relaxées en ajoutant des pénalités à la fonction objectif (contraintes mottes, pré
férences). Le but est de trouver un juste milieu entre les différents objectifs tout
en satisfaisant les contraintes dures.
1.1.2 Optimisation des profits en production hydroélectrique
Ce projet consiste à développer un plan de production de l’électricité à cha
cune des centrales situées sur une même rivière. Le but est d’optimiser le profit
découlant de la vente de l’électricité dans un marché déréglementé sur une période
de 24 heures tout en respectant des contraintes spécifiques. Tous les détails de ce
C travail se trouvent dans le chapitre 4 du présent document. Celili-ci contient un
article en anglais décrivant précisément le problème, la méthode de résolution et
5les résultats numériques obtenus.
Dans ce projet, j’ai développé les modèles de programmation mathématique
(résolus à l’aide de CPLEX), j’ai réalisé les tests numériques et j’ai rédigé l’article
présentant et analysant les résultats. De plus, j’ai participé activement à l’ébora
tion des idées à la base des modèles. Les coauteurs de cet article (mes directeurs
de recherche) m’ont aidé dans ce travail en me fournissant de précieux conseils
pour la modélisation et la résolution du problème en plus de me conseiller pour
l’analyse des résultats.
Description du problème
Il y a deux dimensions importantes dans ce problème: la partie «hydrologie»
et la partie «marché d’énergie». La dimension hydrologique comprend tout ce qui
a trait aux installations hydroélectriques et à la gestion de l’eau à chacun des
sites. Cette partie est traitée dans le chapitre 4. La partie «marché de l’énergie»
comprend les prix de l’énergie et des réserves, tels qu’établis dans un marché
déréglementé, ainsi que tout ce qui touche aux offres de vente d’énergie et de
réserve. Cette problématique est traitée partiellement dans le chapitre 4 et est
abordée plus en détail dans le chapitre 5.
Il y a quatre sites importants sur la rivière considérée. Le premier site (Bi)
est seulement composé d’un barrage retenant l’eau d’un grand réservoir. Les trois
autres sites (Ci, C2, C3) sont composés d’une centrale hydroélectrique en plus
d’un barrage et d’un réservoir. Chaque centrale possède plusieurs turbines qui
peuvent produire de l’électricité de façon indépendante. Les sites sont connectés
en série. Ainsi, l’eau qui est évacuée d’une centrale en amont se retrouve dans le
réservoir du site en aval. Le schéma du réseau des barrages est présenté à la figure
i.2 (où les triangles représentent les réservoirs et les petits carrés les centrales
hydroélectriques).
La quantité d’électricité produite par chacune des turbines est fonction de la
hauteur de chute, du débit d’eau faisant tourner la turbine et du modèle de la
turbine. Ces courbes sont déterminées empiriquement et elles ont en général une
forme polynomiale.
6FIG. 1.2 — Système hydroélectrique
En plus de servir à produire de l’électricité, une turbine peut aussi être mise
en réserve, ce qui signifie qu’une partie ou la totalité de la puissance de la turbine
est «réservée» afin de fournir de l’électricité en cas de défaillance d’une centrale
électrique.
Le but est de trouver une grille de production pour chacune des turbines de
la rivière de façon à optimiser le profit découlant de la vente de l’électricité ainsi
produite, tout en respectant certaines contraintes physiques et d’opération. Le
résultat de l’optimisation est un tableau indiquant, pour chaque heure et pour
chaque turbine, la production en électricité et la réserve sur un horizon de 24
heures.
1.1.3 Offres stratégiques pour un producteur d’hydroélec
tricité
Le problème étudié ici est une extension du problème précédent. Dans cette
partie de la thèse, nous intégrons explicitement les offres de production d’énergie
et de réserves dans le problème d’optimisation. Le but de l’optimisation est donc
de développer une stratégie d’offres permettant de tirer profit des opportunités
offertes par le marché lorsqu’il y a beaucoup de variabilité dans les prix et que
ces derniers sont difficiles à prévoir. L’intégration des offres ajoute de la flexibilité
au niveau de la production, en permettant de produire lorsque les prix sont assez
élevés pour justifier les coûts d’opération et d’utilisation de l’eau.
Les modèles mathématiques développés dans le cadre de la résolution du pro
O blème précédent ont dû être adaptés pour intégrer le processus d’offre. Tous les
détails de ce travail se trouvent dans le chapitre 5 du présent document. Celui-ci
zcontient un article en anglais décrivant précisément le problème, la méthode de
résolution et les résultats numériques obtenus.
Dans ce projet, j’ai développé le modèle de programmation mathématiqile (ré
solu à l’aide de CPLEX), j’ai réalisé les tests nilmériques et j’ai rédigé l’article
présentant et analysant les résultats. De plus, j’ai participé activement à l’ébo
ration des idées pour la résolution de ce problème. Les coauteurs de cet article
(mes directeurs de recherches) m’ont aidé dans ce travail en me fournissant de
précieux conseils pour la modélisation et la résolution du problème en plus de me
conseiller pour l’analyse des résultats.
Description du problème
Les marchés déréglementés d’électricité sont relativement nouveaux. Les acti
vités de recherche dans ce domaine ont surtout porté sur les moyens d’augmenter
la compétition dans ces marchés plutôt que sur la maximisation des profits des
compagnies productrices d’électricité. La plupart des articles d’optimisation de
la production hydroélectrique ignore le processus d’offre. Ceci est clairement une
faiblesse étant donné qu’il est possible de prendre avantage de la volatilité des
prix dans ce type de marché. En effet, avec une stratégie ingénieuse d’offre, plus
d’électricité peut être vendue lorsque les prix sont plus élevés que prévus. Le
même genre de stratégie est possible pour traiter les situations où les prix sont
plus bas que prévus. L’intégration des offres constitue donc une avenue de re
cherche intéressante et nouvelle.
Le marché d’électricité que nous considérons ici est un marché déréglernenté.
Les participants peuvent soumettre des offres (prodllcteur) et des demandes (ache
teur). Chaque offre ou demande est constituée d’une quantité d’énergie et d’un
prix par MWh. Une courbe d’offre et de demande est alors créée et l’intersection
entre ces deux courbes permet d’identifier le prix de l’électricité MCP (Market
Clearing Price). Toutes les offres dont le prix est plus bas que le MCP et toutes
les demandes dont le prix est plus haut que le MCP sont acceptées. Le producteur
G dont au moins une offre a été acceptée reçoit le MCP pour chaque MWh qu’il doit
produire et l’acheteur dont au moins une demande a été acceptée paye le MCP
8pour chaque MWh qu’il reçoit.
En plus du marché de l’électricité, il existe trois autres marchés pour trois
types de réserve. Le prix de la réserve pour chacun des types est calculé en fonction
des offres des producteurs et de la quantité de réserve de chaque type exigée par
l’opérateur de marché pour assurer la sécurité du réseau électrique.
Le but de l’optimisation est de trouver une stratégie d’offre couvrant les 24
prochaines heures, pour chaque turbine des centrales de la rivière, qui maximise
le profit résultant de la vente de l’électricité et des réserves, tout en satisfaisant
les contraintes opérationnelles et physiques imposées par le problème.
1.2 Organisation de la thèse
Les trois problèmes auquels nous nous intéressons sont décrits dans les cha
pitres 3, 4 et 5 sous la forme d’articles qui peuvent être lus indépendamment les
uns des autres. Ils contiennent donc chacun leur bibliographie. Pour ce qui est du
chapitre de revue de littérature, la bibliographie s’y rapportant se trouve à la fin
du présent document.
Le chapitre 2 présente une vue d’ensemble des problèmes d’optimisation abor
dés dans la littérature touchant le laminage de l’alumimiurn et la gestion de bar
rages hydroélectriques en cascade dans un marché d’électricité déréglementé.
Le chapitre 3 aborde ensuite le problème de l’ordonnancement d’un laminoir
à chaud dans le domaine de l’aluminium. Dans ce chapitre, nous développons une
heuristique de résolution ayant pour but de créer un ordonnancement de qualité
respectant toutes les contraintes du procédé. Ensuite, les résultats numériques
obtenus à l’aide de notre heuristique sont présentés.
Le chapitre 4 considère l’optimisation des profits dans un marché d’électri
cité déréglementé pour un réseau de centrales hydroélectriques en cascade. Ce
chapitre décrit deux modélisations du problème. La première considère des prix
d’électricité déterministes alors que la seconde considère des prix stochastiques.
Un modèle mathématique et des résultats numériques sont présentés dans les
deux cas.
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Le chapitre 5 reprend les idées du chapitre précédent en plus d’intégrer ex
plicitement dans le modèle mathématique les offres de production d’électricité
soumises aux opérateurs du marché. Des résultats numériques sont rapportés
avec ce nouveau modèle.
Enfin, une conclusion résume les principaux résultats obtenus et présente cer
taines avenues de recherche prometteuses. Cette conclusion est suivit de l’an
nexe A décrivant les grandes lignes d’une solution potentielle au calcul de la
valeur future de l’eau contenue dans les réservoirs de centrales hydroélectriques
en cascade sur une même rivière.
Chapitre 2
Revue de littérature
Cette revue de littérature présente les travaux touchant les deux grands sujets
de cette thèse l’ordonnancement d’un laminoir et la gestion de barrages hydro
électriques dans un marché d’électricité déréglernenté. Bien qu’elle ne se veuille
pas exhaustive, cette revue présente tout de même un survol étendu de ces deux
domaines de recherche. Elle reprend en partie et complète les revues de littérature
des chapitres 3 à 5 et ajoute de nouvelles sections, telle celle sur les problèmes
d’ordonnancement d’atelier.
2.1 Ordonnnancement d’un laminoir
Une usine de laminage se compose généralement de trois ateliers principaux
la fonderie, l’atelier de laminage à chaud et l’atelier de laminage à froid (voir
figure 2.1). En premier lieu, des lingots sont coulés dans la fonderie. Ensuite ces
lingots sont transformés en tôle par l’opération de laminage à chaud. Finalement,
l’épaisseur des tôles est réduite davantage grâçe au laminage à froid. De plus,
diverses opérations de finition comme le recuit, la trempe et la traction sont
effectuées sur les tôles pour obtenir les propriétés physiques voulues.
Dans la suite, nous divisons cette section en cinq sous-sections. La première
sous-section fait un survol de la littérature sur les problèmes d’ordonnancemnet
d’atelier. Une revue des travaux sur l’ordonnancement de la fonderie, de l’atelier




Fonderie Laminage à chaud Laminage à froid
FIG. 2.1. — Ateliers principaux
trois sous-sections suivantes. Finalement, les recherches touchant la planification
intégrée des différents ateliers sont abordées dans la dernière sous-section.
Bien que cette thèse s’attaque au laminage de l’aluminium, la littérature sur
le laminage de l’acier sera aussi abordée, étant donné certaines similitudes entre
les deux procédés et la relative rareté des articles dans le domaine de l’aluminium.
2.1.1 Ordonnancement d’atelier
Le problème général d’ordonnancement consiste à affecter dans le temps un
ensemble de tâches à un nombre limité de ressources. Celui-ci englobe un grand
nombre de problèmes réels que l’on retrouve dans des domaines variés. Le sujet
général de l’ordonnancement est traité dans [14,891.
Dans le cas des problèmes d’ordonnancement d’atelier, les tâches représentent
les transformations que doit subir le matériel et les ressources représentent les
machines sur lesquelles ce matériel est transformé. Les problèmes rencontrés en
milieu industriel sont souvent accompagnés de contraintes opérationnelles «dures»
qu’il est impératif de respecter si l’on veut obtenir une séquence d’opérations
acceptable sur le plancher de l’usine.
Les problèmes d’ordonnancement d’atelier se divisent en trois grandes classes
selon la structure des séquences de machines à visiter pour chacune des tâches.
Celles-ci sont le «fiow shop», le «job shop» et le «open shop». Ces trois classes de
problèmes sont abordées en détail dans [38,67].
Les problèmes de type fiow shop sont les plus simples à résoudre. En effet,
tout le matériel doit suivre la même séqilence de machines. Le problème d’ordon
O nancement d’un laminoir à chaud est une variante de ce type (voir plus loin).
Les problèmes de type job shop sont caractérisés par une séquence de machines
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à visiter qui peut varier d’un matériel à l’autre mais qui est connue au départ.
Jain et Meeran décrivent l’état de l’art pour ce type de problème dans [54].
Les problèmes de type open shop font partie des problèmes d’ordonnancement
à cheminement libre. Ils sont de loin les plus difficiles à résoudre car la séquence
des machines à visiter n’est pas fixée au départ et peut changer en cours de
route selon la disponibilité des machines, ce qui rend les problèmes extrêmement
difficiles à résoudre. Ce type de problème est traité au chapitre 11 dans [671.
On retrouve par exemple une problématique open-shop dans la partie finition
d’une usine de laminage. En effet, la séquence des opérations de finition dépend
du produit final que l’on veut obtenir et celle-ci peut être modifiée en cours de
route, étant donné qu’il existe plusieurs séquences possibles pour obtenir un même
produit.
Variantes
Il existe plusieurs variantes des trois grandes classes de problèmes mentionnées
plus haut. Nous allons nous concentrer ici sur les variantes qui s’appliquent à notre
problématique.
Le problème de type fiow shop hybride est, comme son nom l’indique, une
variante du problème fiow shop dans lequel plusieurs machines équivalentes sont
disponibles. À chacune des étapes de production, il faut donc décider à quelle
machine, parmi celles qui sont équivalentes, sera affecté le matériel. Villier et al.
décrivent l’état de l’art de ces problèmes dans [1101.
Le cas plus général de l’ordonnancement avec machines parallèles, où les ma
chines peuvent être visitées dans un ordre quelconque, est traité abondamment
dans la littérature. Dans [171, Cheng et $in ont réalisé une revue du domaine. Le
problème se complexifie davantage si on considère des temps de réglage qui dé
pendent du séquencement des tâches sur une même machine. Le sujet est abordé
dans [49, 118]. Ce type de recherche couvre beaucoup de problèmes réels que l’on
retrouve dans le milieu industriel. Par exemple, on n’a qu’à penser à une per
ceuse dont la mèche doit être changée à chaque fois qu’un nouveau type de trou
est requis. Cette problématique des temps de réglage se retrouve aussi au niveau
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de la coulée de lingots d’aluminium. En effet, lorsque deux coulées consécutives
sont de deux alliages incompatibles, le four de fusion doit être vidé complètement
entre les coulées. Cette procédure demande un temps considérable; il est donc
très intéressant de pouvoir minimiser le nombre de vidanges.
Lorsque des machines fonctionnant par lots sont présentes dans un problème
d’ordonnancement d’atelier, on obtient ne autre variante intéressante. Dans un
tel contexte, plusieurs pièces de matériel sont rassemblées pour former un lot
(batch). Les pièces du lot sont ensuite transformées en même temps par une même
machine. Dans ce cadre, la résolution se complique car il faut alors choisir quelles
pièces feront partie du lot et quelle sera la séquence des lots sur la machine. Les
références [8, 131 traitent spécifiquement de ce sujet. Le fonctionnement des fours
d’homogénéisation est un bon exemple de ce type de problématique. En effet, il
faut regrouper les lingots en lot et ensilite les chauffer tous en même temps. La
création de ces lots est compliquée du fait que les lingots ainsi regroupés doivent
avoir des caractéristiques de chauffage qui sont compatibles.
2.1.2 Fonderie
Les lingots utilisés pour le laminage à chaud proviennent de la fonderie. Dans
cette section de l’usine, des pièces d’aluminium recyclées sont fondues à l’intérieur
de fours de fusion. Plusieurs fours fonctionnent en parallèle pour permettre la
production efficace d’alliages différents. Des éléments comme le magnésium ou le
zinc sont ajoutés dans le mélange pour obtenir l’alliage désiré. Ensuite, le métal
liquide est versé dans un puits de coulée pour former des lingots. Les différentes
caractéristiques physiques du lingot (longueur, largeur et épaisseur) sont obtenues
en changeant la table de coulée. Il n’y a normalement qu’un seul puits de coulée
dans une usine de laminage. Une bonne synchronisation entre les coulées est donc
très importante afin d’assurer que deux fours ne seront pas prêts pour la coulée
en même temps. De plus, tel que mentionné précédemment, des temps de réglage
importants surviennent lors de la préparation consécutive de deux alliages non
C compatibles dans un même four.
Bien que la résolution de ce problème ne soit pas facile et que des gains de
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productivité appréciables pourraient être réalisés, ce problème ne semble pas avoir
été étudié dans la littérature. Cela s’explique sans doute par le fait que le laminoir
à chaud, dont les coût d’installation et d’opération sont très importants, est la
pièce maîtresse dans une usine de laminage. La plupart des études s’intéressent
donc à ce dernier.
Par contre, un problème assez similaire a été étudié par plusieurs chercheurs
opérationels. Il s’agit de fours de fusion qui ne sont pas alimentés par des pièces
d’aluminium recyclées mais plutôt par des creusets remplis d’aluminium en fusion
provenant des cuves d’électrolyse. Dans ce cas, les difficultés reliées aux temps
de réglage sont peu présentes étant donné que les lingots produits sont composés
d’aluminium quasi-pur (peu d’alliages différents). Une difficulté supplémentaire
réside toutefois dans la synchronisation entre la production de métal liquide dans
les cuves d’électrolyse et les coulées des différents fours de fusion. Cette problé
matique complexe a été étudiée dans [12, 41, 76, 771.
Du côté de l’acier, des recherches ont été faites dans le domaine de la produc
tion d’acier liquide et de la coulée continue. L’acier se fabrique de deux façons
dans un haut-fourneau, à partir de minerai de fer et de coke, ou dans u four
électrique, à partir d’acier recyclé. Dans les deux cas, l’acier liquide produit est
ensuite coulé dans des lingotières pour former des lingots de différentes tailles et
formes. La problématique de planification de la production d’acier et de la coulée
continue est explorée dans [9,82, 102].
2.1.3 Atelier de laminage à chaud
L’opération de laminage à chaud diminue l’épaisseur du lingot d’aluminium en
le faisant passer plusieurs fois entre deux cylindres extrêmement durs tournant
à grande vitesse. C’est la friction entre ces rouleaux et le lingot qui permet la
diminution progressive de son épaisseur. Les lingots laminés à chaud doivent être
préalablement chauffés afin d’augmenter leur maléabilité. La logique de fonction
nement et les contraintes d’opération des fours d’homogénéisation sont complète
C ment différentes de celles du laminoir ce qui rend la création d’un ordonnancement
de qualité très difficile. Par contre, même si les contraintes d’opérations sont diffé
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rentes pour la laminage de l’acier, le procédé est similaire. Ainsi, on peut utiliser
dans le domaine de l’aluminium certaines idées appliquées à l’acier.
Dans le domaine de l’aluminium, Stauffer et Liebling [1001 s’attaquent au
problème de la coordination entre des fours et un laminoir à chaud. Trois types
de four sont considérés : four poussant, grand four puits et petit four puits (soaking
pit). Pour remplir les fours efficacement, un problem d’emballage optimal (bin
packing) est résolu à chaque création de lot pour un four. Les alliages sont groupés
selon leur dureté et à chaque groupe est associé un coefficient d’usure et un
intervalle d’usure à l’intérieur duquel les lingots du groupe peuvent être laminés.
Le laminoir ne fonctionne pas de façon continue car il doit être arrêté la nuit
et le dimanche afin d’en obtenir une utilisation plus efficace. L’objectif est de
minimiser les retards de production tout en maximisant la qualité des plaques
produites. Par exemple, les transitions de largeur des lingots sont minimisées
(particulièrement, les transitions de lingots larges à étroits). Pour résoudre leur
problème, les auteurs utilisent une méthode de recherche tabou où la valeur de
l’objectif est approximer afin d’éliminer rapidement les mauvaises solutions et
ainsi accélérer la recherche. La méthode est appliquée sur un horizon roulant
afin de permettre un reséquencement quotidien selon les priorités des nouvelles
commandes à fabriquer.
Dans le domaine de l’acier, Lopez, Carter et Gendreau [66] décrivent une re
cherche tabou pour créer des ordonnancements pour un laminoir à chaud. Les
lingots sont premièrement chauffés dans un des deux fours de réchauffe qui fonc
tionnent de façon continue comme les fours poussants. Lorsque les lingots sont
à la bonne température, ils sont laminés sur un laminoir dégrossisseur (roughing
mitt) puis sur un laminoir de finition. L’objectif est de créer des séquences de lin
gots pour le laminoir de finition minimisant les retards et maximisant la qualité
du prodilit fini tout en augmentant la productivité. Les auteurs ont développé
un modèle mathématique où leur problème est présenté comme une généralisa
tion du problème PCTSP (Prize Cottecting Traveling Satesman Pro bÏem). Ensuite
une nouvelle idée, appellée «cannibalisation», est introduite. En gros, plusieurs
séquences contenant des lingots différents sont créées et les «bonnes» parties des
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séquences sont ensuite combinées pour générer une meilleure solution. Differents
algorithmes voraces sont utilisés pour créer les solutions de départ qui sont en
suite amélioré par une courte recherche tabou. Après la phase de cannibalisation,
une recherche tabou plus longue est effectuée pour obtenir la solution finale.
Cowling and Rezig [241 proposent une heuristique pour résoudre un problème
similaire au précédent. Bien que les fours de réchallffe ne soient pas considérés, ce
qui simplifie le problème, les auteurs intègrent la synchronisation entre la coulée
continue produisant les lingots et le laminoir à chaud. Le laminoir est caractérisé
par des conditions très strictes sur les transitions permises en terme de largeur et
de dureté des lingots à laminer. Un système de point d’usure simlaire à celui
de $tauffer et Liebling est iltilisé pour tenir compte de l’usure des rouleaux.
L’objectif est de maximiser la «pointage» de la solution en tenant compte des
dates de livraisons et de la qualité du produit fini. Les auteurs proposent un
modèle mathématique avec des variables en nombre entier. Une heuristique a été
développée pour fixer la valeur de ces variables entières et ensuite obtenir un
soils-problème qui peut-être résolu efficacement par la programmation linéaire.
Dans [31], des heuristiques voraces simples sont proposées pour ordonnancer
un laminoir pour les lingots d’acier. Des approches heuristiques plus sophistiquées,
en particulier les algorithmes génétiques tAG), ont aussi été appliqués avec succès
à ce type de problème. Fang and Tsai [341 décrivent un AG tenant compte de
l’usure des rouleaux pour résoudre le problème du laminage à chaud avec des
contraintes de transition sur les largeurs des lingots. De leur côté, Tamaki et
al. [101] ont développé un algorithme pour ordonnancer à la fois les fours et
un laminoir. Pour traiter leur fonction objectif multi-critères, ils ont exploité
des ensembles Pareto-optimaux. Finalement, Tang et al. [103] ont modélisé un
laminoir à chaud pour l’acier comme n problème de voyageurs de commerce
multiples et l’ont résolu grâçe à un AG.
2.1.4 Atelier de laminage à froid
C L’atelier de laminage à froid est l’endroit où les plaques d’aluminium subissent
plusieurs opérations de laminage (à une température moins élevée que dans le la-
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minoir à chaud), appelées «passes», pour réduire progressivement leur épaisseur.
Ces passes ne sont pas consécutives. En effet, celles-ci sont entrecoupées de trans
formations de finition, comme le recuit, la trempe et la traction. De plus, des
temps d’attente de plusieurs heures sont nécessaires entre certaines opérations
pour permettre aux plaques de refroidir. Pour compliquer encore les choses, plu
sieurs transformations alternatives sont possibles pour obtenir le même produit
final. Cette problématique open-shop est extrêmement difficile à résoudre étant
donné le grand nombre de machines différentes et la diversité de leur logique de
fonctionnement. De plus, des imprévus surviennent relativement souvent, comme
une plaque qui se brise en deux lors du laminage. Ces événements imprévisibles
obligent parfois les opérateurs à changer le cheminement prévu des plaques.
En pratique, l’ordonnancement d’une plaque dans l’atelier de laminage à froid
n’est pas déterminé à l’avance mais plutôt selon la philosophie «Kanban». Cela
signifie que les pièces sont ordonnancées sur les machines au fur et à mesure de
leur progression vers le produit final. Comme il y a des plaques en attente devant
chaque groupe de machines, l’opérateur d’une machine n’a qu’à sélectionner une
séquence de production en fonction des pièces en attente. Cette façon de faire
est clairement sous-optimale étant donné les coûts importants d’inventaire et la
vision à très court terme de cette méthode de planification.
La recherche sur l’ordonnancement d’un laminoir à froid n’est pas encore très
avancée car pour l’instant les chercheurs opérationnels se concentrent plutôt sur le
laminage à chaud. En fait, nous n’avons trouvé aucun article traitant du problème
complet, incluant les opérations de finition. Dans [711, Mayrand et al. proposent
un AG pour ordonnancer un laminoir à froid sous différentes contraintes technolo
giques, où seule l’opération de laminage est considérée lors de l’ordonnancement.
Les auteurs mentionnent les autres opérations de finition mais ne s’attaquent pas
à cette problèmatique plus générale.
Pour sa part, l’acier est normalement laminé à chaud seulement, sauf pour les
feuilles minces et certains produits spéciaux. Cet état de fait et la complexité du
C problème expliquent que nous n’ayons trouvé aucun article traitant de l’ordon
nancement d’un laminoir à froid pour l’acier.
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C 2.1.5 Intégration des différents ateliers
Dans le domaine de l’aluminium, l’intégration de la coulée, du laminage à
chaud et du laminage à froid dans un processus global de planification permettrait
de réduire significativement les coûts de production en diminuant l’inventaire et
les temps de production. Les bénéfices sont encore plus grands en acier étant
donné qu’il est possible de laminer les lingots directement après qu’ils aient été
coulés et ainsi éviter de les rechauffer à nouveau avant l’opération de laminage à
chaud.
Malgré les avantages évidents d’une telle intégration, la complexité du pro
blème résultant explique le peu de recherches dans cette direction. En effet, nous
n’avons trouvé aucun article traitant de cette intégration dans le domaine de l’alu
minium. Par contre, quelques recherches ont été effectuées pour les aciéries. Une
revue sur ce sujet peut être trouvée dans [104]. En particulier, notons le travail
de Cowiing et Rezig qui intègre la planification de la coulée continue et du lami
nage à chaud afin de permettre une meilleure utilisation de l’énergie thermique
emmagasinée tout au long du procédé de fabrication [24].
2.2 Gestion de barrages hydroélectriques dans un
marché d’électricité déréglementé
La gestion de barrages hydroélectriques dans un marché d’électricité dérègle
menté touche a plusieurs domaines. Ainsi, pour déterminer le plan de gestion de
réservoirs, il faut tenir compte des prévisions en apports naturels et des prix de
l’électricité sur le marché. Nous abordons donc dans la suite les sujets suivants
la gestion des réservoirs, la coordination entre les centrales hydroélectriques et
thermiques, les problèmes de production hydroélectrique, les offres stratégiques
dans un marché d’électricité déréglementé, la prévision et la modélisation des prix
de l’électricité et la prévision des apports naturels.
C
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2.2.1 Gestion des réservoirs
Ces problèmes s’intéressent à la gestion des niveaux d’eau dans un réseau
de réservoirs. Les objectifs varient beaucoup d’une application à l’autre dépen
dant de la fonction des réservoirs qui peuvent servir à l’irrigation des terres, à la
consommation humaine, à la production d’hydroélectricité, etc. [61. Ce domaine
de recherche est assez mature et on y recense beaucoup de littérature. Une revue
du domaine se trouve dans [56, 119].
Ces problèmes deviennent très complexes lorsque des réservoirs en série doivent
être gérés. En effet, l’eau relaché à un réservoir en amont se retrouve dans le réser
voir en aval par la suite. Une bonne coordination est donc très importante, étant
donné le décalage entre le déversement en amont et l’arrivée de l’eau en aval.
La nature stochastique des apports naturels est un autre aspect important à
considérer. La programmation dynamique stochastique est une méthode qui ap
parait naturelle pour s’attaquer à cet aspect, et ce d’autant plus qu’elle permet
de tenir compte de certains aspects non-convexes comme la hauteur de chute, par
exemple. Pour des problèmes de taille réaliste avec plusieurs réservoirs, les temps
de calcul deviennent toutefois problématiques. Différentes techniques d’aggréga
tion ont donc été proposées [4, 92, 108]. D’autres méthodes comme la program
mation stochastique [90, 111], les règles floues [46] et les réseaux de neurones [47]
ont aussi été appliquées avec succès à ce genre de problème.
2.2.2 Gestion de centrales hydroélectriques et thermiques
Le but ici est d’améliorer la coordination entre les centrales hydroélectriques
et thermiques d’une même compagnie. Cela peut être très bénéfique, étant donné
que les centrales hydroélectriques peuvent être opérées de façon flexible mais
sont limitées par la quantité d’eau disponible dans les réservoirs. À l’opposé,
les centrales thermiques sont beaucoup moins flexibles mais peuvent produire de
l’électricité en continu et ne sont limités que par le prix du combustible (charbon,
gaz naturel, etc.) L’idée générale est donc d’utiliser les centrales hydroélectriques
durant les périodes de haute consommation tout en produisant de façon stable
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avec les centrales thermiques.
Plusieurs techniques d’optimisation ont été proposées pour résoudre ce type
de problème. Dans le cas déterministe, on retrouve des approches basées sur la
programmation mathématique [96,1201, les réseaux de neurones [63,64], les heuris
tiques spécialisées [97], la relaxation lagrangienne [44,60, 74, 78] et les métaheuris
tiques, comme les algorithmes génétiques [16, 37,51,80] et les méthodes basées SIIf
les colonies de fourmis [52]. En plus de considérer plusieurs centrales thermiques,
tous ces articles développent des méthodes traitant le cas de centrales hydroélec
triques en cascade (sauf la référence [37] où des centrales hydroélectriques situées
dans des bassins hydrologiques indépendants sont considérées). Il faut aussi no
ter que seule la référence [96] considère explicitement des prix pour l’électricités.
Les auteurs des autres articles considèrent plutôt une demande de production en
électricité qu’ils répartissent entre les centrales thermiques et hydroélectriques de
façon à minimiser les coûts.
Lorsque des aspects stochastiques sont considérés, trois grandes techniques
d’optimisation sont retrouvées les règles floues [62], la programmatioll stochas
tique [25, 42] et la programmation dynamique stochastique [21, 39, 55, 91]. Dans
tous les cas, des apports naturels stochastiques sont considérés. De plus, une de
mande stochastique est considérée dans [42,62] et des prix stochastiques pour les
combustibles dans [42].
2.2.3 Production hydroélectrique
Cette classe de problèmes s’intéresse à la génération d’hydroélectricité. Elle
se divise en deux sous-classes dépendant s’il y a un seul réservoir ou plusieurs
réservoirs à gérer.
Un seul réservoir
Même si les problèmes avec un seul réservoir sont pius faciles à résoudre que les
problèmes avec plusieurs réservoirs, ils peuvent devenir assez complexes lorsque
L des apports naturels stochastiques sont considérés. D’autres aspects peuvent aussi
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complexifier le problème comme l’effet de la hauteur de chute et le coût de dé
marrage d’une turbine.
Dans [57,811, les auteurs décrivent une approche de résolution basée sur la pro
grammation dynamique stochastique pour résoudre 1111 problème de planification
à long-terme en tenant compte d’apports naturels stochastiques. Des heuristiques
spécialisées ont aussi été développées dans [59, 109] pour la planification à long
terme. Le problème résolu dans [109] est en fait une application récente de contrôle
des inondations sur une rivière à risque.
De nos jours, l’intérêt se porte toutefois davantage vers les problèmes avec
plusieurs réservoirs. Ceux-ci sont présentés dans la suite.
Réservoirs multiples
Une façon de maximiser l’utilisation de l’eau est de construire une série de
centrales hydroélectriques le long d’une rivière. Par conséquent, la plupart des
rivières avec un bon potentiel hydroélectrique se retrouvent avec plusieurs cen
trales organisées «en cascade». Le tableau 2.1 classe les articles traitant de cette
problématique selon deux dimensions : les prix de l’électricité et les apports na
turels.
Type de prix Type d’apports naturels Articles
aucun prix déterministe [2, 50, 84, 94, 95, 106, 1211
aucun prix déterministe [1,3, 11, 29]





— Articles sur la production électrique avec réservoirs multiples (selon
le prix et les apports naturels)
Dans ce tableau, «aucun prix» signifie que les prix de l’électricité ne sont
pas considérés. Dans la plupart des cas, cela veut dire que c’est la prodllction
électrique qui est maximisée a lieu dii revenu généré par la vente de l’électricité.
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Q Nous avons classé les articles selon les types de prix et d’apports naturels
car ceux-ci sont de bons indicateurs de la difficulté du problème. Bien sûr, les
problèmes qui considèrent à la fois les prix et des apports naturels stochastiques
sont particulièrement difficiles à résoudre (une bonne revue de la littérature en
contexte stochastique peut être trouvée dans [58]).
Le tableau 2.2 classe les articles selon leur méthode de résolution. Comme
nous pouvons le remarquer, plusieurs techniques d’optimisation ont été proposées.
Toutes ces méthodes résolvent des problèmes déterministes, sauf la programma
tion dynamique stochastique. Il est à noter, qu’au meilleur de notre connaissance,
la programmation stochastique n’a jamais été appliquée à ce type de problème.
Toutefois, cette dernière a été utilisée dans des domaines connexes tel que la
coordination entre centrale thermiques et hydroélectriques (voir plus haut).
Méthode de résolution Articles
Programmation linéaire dans un réseau [2, 35, 45]
Programmation linéaire [84, 106, 107]
Programmation linéaire succesive [35, 43, 94]
Programmation linéaire en nombres entiers [19, 36, 106, 107]
Programmation dynamique [45]
Programmation dynamique stochastique [1,3, 11, 29, 35, 86]
Algorithme génétique [121]
Réseau de neuronnes [95]
Heuristiques [50]
Décompositon de Benders [3]
Relaxation lagrangienne [45, 95]
Branch and bound [2]
TAB. 2.2 — Articles sur la production électrique avec réservoirs multiples (par
méthode de résolution)
Malgré plusieurs publications ces dernières années dans le contexte plus clas
sique d’un marché d’électricité contrôlé par une seule compagnie (monopole), on
remarque que l’intérêt des chercheurs se tourne de plus en plus vers les problèmes
d’optimisation dans un contexte de marché déréglémenté. En particulier, l’inté
gration des offres dans les modèles est une avenue de recherche très prometteuse
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C qui devient de plus en plus populaire. C’est le sujet de la prochaine section.
2.2.4 Stratégies d’offres dans un marché déréglementé
Dans la section précédente, il n’y a qu’un seul article ([861) traitant de l’opti
misation des offres de production d’électricité dans un marché déréglementé pour
des centrales en cascade. Il faut dire qu’intégrer le marché complexifie beaucoup
le problème puisque les périodes où l’électricité doit être produite ne peuvent être
connues avec certitude. Cette incertitude doit donc être tenu en compte lors de
la gestion des niveaux d’eau dans les réservoirs.
Les articles mentionnés dans cette section s’attaquent à l’élaboration de straté
gies d’offres dans des marchés d’électricité déréglementés. Certains de ces articles
considèrent des participants «preneurs de prix» alors que d’autres considèrent des
participants «chercheurs de prix». Les preneurs de prix sont les producteurs dont
les offres n’influencent pas le prix du marché et correspondent généralement à de
petits producteurs. Par ailleurs, les chercheurs de prix sont de plus gros joueurs
qui peuvent influencer les prix du marché en soumettant leurs offres de façon
stratégique.
La plupart des articles considèrent le point de vue d’un producteur en parti
culier sans compétition entre les participants [7, 72, 75,85—88, 98, 114, 1151. Cela
revient à dire que les autres producteurs continuent de fonctionner à leur fa
çon habituelle lorsque le producteur en question applique sa stratégie d’offres.
Quelques articles intègrent une compétition entre les participants afin d’obtenir
des modèles plus réalistes [5, 18, 83, 112, 1131. Malheureusement, cela augmente
beaucoup la taille des modèles et il devient alors difficile de les résoudre pour des
instances réalistes.
Les marchés déréglementés sont relativement nouveaux. Jusqu’à présent, les
chercheurs se sont surtout penchés sur les moyens d’augmenter la compétivité
dans ces marchés, plutôt que de maximiser les profits des compagnies produc
trices. Ceci constraste avec les articles présentés dans les sections précédentes qui
Ç traitaient surtout de la gestion de l’eau et où les centrales étaient modélisées de fa
çon réaliste, alors que les considérations de marché n’étaient pas tenues en compte
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ou étaient modélisées de façon assez simpliste. C’est bien sfir une faiblesse, car
une stratégie d’offres ingénieuse peut prendre avantage de la volatilité observée
dans les marchés déréglementés pour produire de l’électricité quand les prix sont
hauts. Cela est encore plus important dans un contexte de production hydroélec
trique, étant donné que la quantité d’eau disponible est limitée. Les articles qui
combinent la gestion de l’eau et les offres statégiques sont toutefois rares. En fait,
nous avons seulement trouvé un article qui considère les offres stratégiques pour
un système de centrales en cascade sur une rivière (voir plus bas).
Preneurs de prix
Dans un marché purement compétitif, plusieurs petits producteurs sont pré
sents. Dans ce contexte, il n’est pas possible pour un producteur d’influencer les
prix de marché. Un preneur de prix est donc un producteur qui doit accepter les
prix du marché sans avoir la possibilité de les influencer.
Un modèle de programmation linéaire en nombres entiers a été proposé dans
[20] afin d’optimiser les profits d’une centrale thermique. Une stratégie simple est
introduite pour convertir le plan de production ainsi créé en offres à soumettre
au marché. Cette stratégie consiste à offrir un prix bas lorsque la centrale doit
produire et un prix élevé sinon. Bien que cette façon de faire fonctionne correcte
ment avec un bon modèle de prévision des prix, des revenus additionnels peuvent
être obtenus dans un environnement de prix volatile en considerant une stratégie
de prix plus flexible.
Dans [105], les auteurs présentent un modèle stochastique à variables entières
et réelles pour planifier les opérations d’une centrale thermique. Les plans de
production sont optimisés en présence de prix stochastique mais sans considérer
explicitement les offres à soumettre. Une stratégie ad hoc, comme celle mentionnée
plus haut, doit donc être utilisée.
Dans [85], les auteurs développent une stratégie d’offres dans trois marchés
d’électricité pour un producteur possédant des centrales thermiques. Des offres
doivent d’abord être soumises au premier marché et ensuite, selon l’acceptation
ou non des offres, d’autres offres peuvent être soumises un peu plus tard dans
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le second marché, et ainsi de suite pour le troisième marché. Un algorithme de
programmation stochastique est développé pour résoudre ce problème. Leur pro
blème est différent du problème abordé dans le chapitre 5 car, dans ce dernier cas,
les offres doivent être soumises simultannément dans les trois marchés d’électricité
et de réserves.
Un algorithme itératif est décrit dans [68] afin de résoudre le problème d’offres
pour une centrale de type «pump-storage». Ce type de centrale est particulière
ment bien adapté à un marché déréglementé. En effet, ces centrales peuvent pro
duire de l’hydroélectricité le jour quand les prix sont élevés et acheter de l’électri
cité la nuit quand les prix sont plus bas, ceci afin de leur permettre de pomper de
l’eau du réservoir en aval vers le réservoir en amont. Les offres dans le marché ne
sont pas explicitement considéré dans le modèle, seul un plan de production est
généré. Le problème est résolu en deux phases par un algorithme itératif. Dans
la première phase, le problème est résolu sans considérer les contraints et dans
la seconde phase une procédure spéciale est utilisée pour trouver et réparer les
contraintes violées.
Dans [75], les auteurs considèrent une centrale thermique et une centrale de
type «pump-storage» avec des prix stochastique dans un marché de type «day
ahead» où les offres doivent être soumises au moins 24 heures à l’avance. Les offres
sont optimisées en utilisant la programmation stochastique en nombres entiers.
Lorsque les offres sont déterminées, une relaxation lagrangienne et un algorithme
de programmation dynamique sont employés pour résoudre le problème du choix
des unités qui devront effectuer la production résultante (unit commitment).
Une méthode de programmation dynamique est développée dans [87] pour un
problème de gestion d’un réservoir unique où les étapes (stages) de l’algorithme
de programmation dynamique contiennent plusieurs périodes où des offres doivent
être soumises. Pour résoudre leur problème, les auteurs le décomposent en sous
problème intra-étapes et inter-étapes. Le sous-problème inter-étape détermine
l’allocation optimale de l’eau destiné à la production entre les différentes étapes
tandis que le sous-problème intra-étape s’occupe de calculer les offres qui doivent
être soumises à l’intérieur d’une étape pour respecter le plan de production inter-
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étape.
Un marché d’électricité basé sur une fonction d’offre de production linéaire,
comme on retrouve en Angleterre, est considéré dans [98]. Dans ce type de mar
ché, les producteur doivent soumettre les deux coefficients de leur fonction linéaire
d’offre décrivant la quantité d’électricité qu’ils sont prêt à fournir en fonction du
prix obtenu. Les auteurs développent un modèle de programmation stochastique
qui est ensuite résolu à l’aide de MATLAB après une transformation en un mo
dèle de programmation non-linéaire. Dans le même contexte, une stratégie d’offre
est aussi proposée dans [113j. Une certaine compétition entre les participants est
considérées car le modèle optimise les coefficients de la fonction d’offre en tenant
compte de la façon dont les autres participants vont réagir à l’offre. Le modèle sto
chastique résultant est ensuite résolu à l’aide d’un algorithme génétique combiné
à une simulation Monte Carlo.
Une étude sur les inefficacités possibles dans un marché déréglémenté com
posé de centrales hydroélectriques est présenté dans [65]. En particulier, les au
teurs montrent qu’un système composé de centrales en cascade avec différents
propriétaires peut résulter en des plans d’opérations ne minimisant pas les prix
d’électricité du marché. Les auteurs proposent donc un cadre modifié de soumis
sion d’offres permettant de corriger ce problème.
Enfin, la programmation dynamique stochastique est appliquée dans [861 pour
générer des offres dans le cas d’une série de barrages en cascade. C’est, à notre
connaissance, le seul article qui traite explicitement de l’optimisation de la stra
tégie d’offres pour des centrales hydroélectriques en cascade. Les prix d’électricité
sont modélisés à l’aide de chaînes de Markov non-homogènes. Les délais entre
l’évacuation de l’eau en amont et son arrivée en aval sont considérés par l’ajout
de réservoirs intermédiaires artificiels. Malheureusement, la dimension de l’espace
des états croit exponentiellernent avec le nombre de réservoirs ce qui ne permet
pas de traiter de problèmes de grande taille.
C
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C Chercheurs de prix
Les chercheurs de prix ont le pouvoir d’influencer les prix du marché avec
les offres qu’ils soumettent. Les chercheurs de prix sont généralement de grandes
compagnies productrices dans des marchés contenant seulement un petit nombre
de compétiteurs. Ces types de marché sont appelés oligopoles. Les travaux rap
portés dans [15, 79, 99, 117, 1221 décrivent des modèles d’optimisation des offres
pour ce type de marché.
Une technique qui permet de tenir compte des chercheurs de prix dans un
marché où les offres sont décrites par des courbes linéaires est présentée dans
[72, 114, 1151. Les auteurs considèrent toutefois un nombre limité de participants
avec seulement un joueur important (celui dont les profits sont optimisés). Une
autre façon de tenir compte des chercheurs de prix est d’utiliser des courbes de
demande résiduelle. On ne modélise donc pas les décisions des autres participants,
on se concentre plutôt sur les conséquences des décisions du participant principal
sur les prix de l’électricité. Cette approche a l’avantage d’être simple et permet
de considérer un plus grand nombre de participants [7,881.
La compétition dans les marchés déréglementés s’observe lorsque que les par
ticipants développent des stratégies d’offre qui tentent de prévoir comment les
autres participants vont réagir. Dans un marché compétitif pur, les participants
ont avantage à offrir l’électricité au coût marginal, sans tenir compte des autres
participants. Dans un contexte d’oligopole, ce n’est toutefois plus nécessairement
le cas. On retrouve des travaux pour des contextes compétitifs dans [5, 18, 1121.
Dans [5], par exemple, la théorie des jeux est utilisée en conjonction avec un
modèle d’équilibre de Nash-Cournot.
Dans [83], les auteurs modélise le problème d’optimisation des offres dans
un environnement compétitif à l’aide d’un problème bi-niveau qui est ensuite
transformé en un modèle linéaire avec variables entières. Le problème principal
maximise les profits du producteur tandis que le problème de second niveau cal
cule le prix d’équilibre minimisant les coûts de production de l’électricité. Leur
C modèle peut traiter les incertitudes liés aux variables aléatoires, les contraintes
de transmission de l’électricité, les instruments financiers reliés à l’énergie et le
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choix des unités à utiliser pour réaliser la production. Par contre, le modèle ne
considère pas les contraintes propres aux centrales hydroélectriques tels que les
niveaux de réservoirs et l’effet de cascade entre les centrales.
Une étude sur l’effet de la compétitivité entre les firmes de Nouvelle-Zélande
dans le but de déréglémenter le marché de l’électricité est présentée dans [93]. Dans
ce travail, un jeu de Courtnot est utilisé comme sous-modèle pour déterminer le
prix d’équilibre du marché à chaque période. Le problème résultant est ensuite
résolu à l’aide d’une méthode de programmation dynamique stochastique duale
sur un horizon d’un an.
2.2.5 Prévision et modélisation des prix de l’électricité
Dans les marchés déréglementés, l’habileté à prédire les prix de l’électricité
et des réserves donne un avantage significatif pour élaborer de bonnes stratégies
d’offres. Cependant, cette tâche est très complexe étant donné les événements
imprévus qui peuvent influencer les prix. Par exemple, une ligne de transmission
peut être endommagée ou une centrale peut être arrêtée à l’irnproviste pour cause
de bris. D’un autre côté, des facteurs plus prévisibles comme les conditions mé
téorologiques et les habitudes de consommation peuvent fournir des informations
précieuses pour la prévision des prix.
Dans [48], les auteurs décrivent une approche basée sur les réseaux de neu
rones pour prédire les prix de l’électricité dans des conditions normales (i.e., sans
événements imprévus majeurs). Dans [691, des techniques d’analyse de données
sont utilisées pour prédire des «pics» dans les prix.
La modélisation de l’évolution des prix est une activité intimement liée à la
prévision des prix. En effet, on essaie ici d’estimer la distribution de la différence
entre le prix prévu et le prix réel. Cette information est particulièrement utile
pour des modèles d’optimisation des offres comme ceux présentés aux chapitres 4
et 5. Ces modélisations servent également à l’évaluation des risques d’un contrat
à terme lié au prix de l’électricité.
C Des modélisations basées sur les mouvement browniens ont aussi été décrites
dans [27,331. Cependant, ces modèles simples s’appliquent mieux aux prix d’ac
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tions en bourse qu’aux prix de l’électricité étant. En effet, étant donné que l’élec
tricité ne peut être stocké de façon efficace et qu’il doit y avoir un équilibre
constant entre l’offre et la demande, les prix de l’électricité possèdent un ca
ractère saisonnier. De plus, des pointes de prix sont observables ponctuellement
suivi d’un retour à la moyenne. Afin de mieux modéliser la propriété de retour
à la moyenne des prix de l’électricité, des modélisations basées sur le processus
d’Ornstein-Uhlenbeck ont été étudiées dans [28, 73]. Le phénomène des pointes
de prix est traité dans [53, 116]. Des méthodes hybrides ont aussi été dévelop
pées dans des contextes où les historiques de prix disponibles n’étaient pas très
longues [26]. Enfin, une étude comparative de la volatilité des prix dans différents
marchés déréglementés est présentée dans [61].
2.2.6 Prévision des apports naturels
La prévision des apports naturels est une activité très importante dans l’élabo
ration d’un plan de production. Ceci est particulièrement vrai pour la planification
à long terme. En effet, les apports naturels peuvent varier énormément sur une
longue période, (e.g., entre une année «sèche» et ne année «humide»). Les plans
de production doivent donc s’adapter à ces circonstances. L’annexe A propose
d’ailleurs une méthode de calcul de la valeur future de l’eau se basant sur une
modélisation stochastique des apports naturels. Dans le cas des modèles à court
terme, cette problématique est moins critique car l’incertitude liée aux prix de
l’électricité prime. Cependant, l’information provenant de ces modèles est quand
même utile, particulièrement quand les réservoirs sont de petite taille.
Bien que les réseaux de neurones soient particulièrement populaires pour la
prévision des apports naturels [22, 23, 32, 40], d’autres techniques ont aussi été
employées tel que des modèles basés sur des régressions [30] ou des séries chrono
logiques (p.e. ARMA) [70]. L’avantage des séries chronologiques par rapport aux
réseaux de neurones est, en plus de fournir une prévision, d’indiquer de quelle
façon se comportera l’erreur sur cette prévision. Par contre, les réseaux de neu
C rones permettent d’intégrer plus facilement des facteurs importants tel que les
prévisions météorologiques.
oChapitre 3
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This paper presents a heuristic aigorithm to schedule a hot roiling miii in
the alurninum industry. Que probiematic issue is the tight coupling between the
homogenizing furnaces and the miii, which needs to be integrated into the heuris
tic design. The latter also takes into account standard technologicai constraints
like alloy hardness transitions, roli wear, homogenization code compatibilities
and width transitions. The objective is to minirnize the idie time on the miii and
penalties for soft constraint vioiations reiated to production quality. The heuristic
is divided into two phases. First, batches of ingots are constructed for the fur
naces. These batches, called biocks, are then sequenced on the miii. Numericai
resuits are reported on test instances derived from reai-worid data.
Keywords: production/manufacturing, scheduling/sequencing, heuristics, hot
roiiing miii, homogenization furnaces, batches.
3.1 Introduction
In a standard rolling plant there are three main shops, the foundry, the hot une
and the coid une. In the foundry, recycied pieces of aluminum are melted in large
furnaces. During this operation, different elements iike magnesium or zinc are
added to the mixture to obtain a specific aiioy. Afterward, the metal in liquid
forrn is poured into a casting pit to produce 2 to 3 ingots. Different dimensionsQ are obtained by changing the casting table. The thickness can range from 12
to 18 juches, the width from 38 to 62 inches and the length from 125 to 240
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Ç inches. When ingots are solidified and cooled, they are transferred to the hot
lune. First, they are scalped to eliminate impurities that tend to accumulate on
the edges. Then, ingots are heated in homogenizing fllrnaces to obtain desired
mechanicai properties and to prepare them for the next operation, where they
are rolled in a hot miii at near 600°C. This operation reduces their thickness
to a fraction of an inch (about 0.3 inch) and produces long sheet cous (about
$00 foot). In the cold une, cous are processed by different machine centers, like
the coid miii, annealing furnaces, and tension leveler to obtain their final desired
properties. The sequence of operations often depends on the product and car’
change in course of operations, as different sequences are equivalent.
In this paper, we focus on the hot miii, in particular the homogenizing furnaces
and the roiiing miii. A good synchronization between the furnaces and the miii
us very important because any waste time on the hot miii is costiy in terms of
productivity and energy savings (as the miii must be maintained at the right
temperature). On the other hand, the production must satisfy quaiity standards.
Therefore, a good trade-off between qllality and efficiency must be found. To
compiicate the matter, the process imposes specific constraints on the solution.
Some must absoiutely be satisfied (hard constraints), whiie others can be reiaxed
by adding penaities to the objective (soft constraints, preferences). The goai is to
find a good compromise among these confficting objectives, whiie satisfying hard
constraints.
In the following, Section 3.2 first describes the problem under study. Then,
a short iiterature review is presented in Section 3.3, followed by a description of
our heuristic aigorithm in Section 3.4. Numericai resuits are reported in Section
3.5. Finally, Section 3.6 conciildes.
3.2 Problem description
In a standard roiiing plant, ingots are cast in the foundry, roiied into cous on
the hot une and then rolled at room temperature on the coid une. The hot une
contains two main machine centers: one with the homogenizing furnaces and the
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other with the miii, in that order. They are described in the following.
3.2.1 Homogenizing furnaces
The goal of hornogenization is to therrnically treat ingots to obtain desired me
cianical properties and to have them at the riglit temperature for the hot rolling
operation that foliows. The heating time varies a lot and can take between 10 and
50 hours, depending on the homogenization code and furnace type. Each illgot
has its own code and ail codes in a batch must 5e compatible. The code with the
longest duration determines the batch code and the heating time. Although this
is not ideal, ingots can also be kept longer in the furnace as long as a predefined
maximum time associated with each code is not exceeded.
The plant considered in this study lias one pusher and two soaking pits. These
two types of furnaces are described below.
Soaking Pit
The capacity of a soaking pit varies between 15 and 20 i;gots depending on
their dimensions. Ingots are ioaded vertically in the pit alld a minimal spacing
between them is required to ensure uniform heating. As the capacity depends
on ingot dimensions, a 5m packing problem should 5e solved to fil a furnace
with minimum residual capacity. In practice, pre-engineered tables that indicate
capacity versus ingot dimensions are used. Although some manual adjustments
are needed when a batch is made of ingots of different sizes, this approximation
is in general satisfactory.
When loading is completed, the furnace is started and ail ingots are heated
at the same time. After the minimal heating tirne is reached, it is possible to
leave ingots in the furnace, as long as the maximum heating tirne is not exceeded.
Beyond that limit, ingots are considered as scrap. It is thus primordial to achieve
a good synchronization between the furnaces and the hot mill to avoid making
scrap. It should also 5e noted that ail ingots in a batci must be rolled before the
furnace can 5e used again.
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As opposed to soaking pits, pushers are divided into independent compartments
alld can be fed with ingots on a more continuous basis. Basically, ingots are loaded
in the first compartment and are pushed from one compartment to the next at
time intervals that depend on the homogenization code. When the current com
partment is empty, it is possible to load it immediately, if the code is compatible
with the previous one, or to leave it empty and fil the next one, otherwise. It
is thus beneficial to minimize the nllmber of transitions between non-compatible
codes.
Pushers can also work in batch mode, like soaking pits. That is, ail compart
ments are filled with compatible ingots and are heated at the sarne time. This is
how the pusher is modeled in this study. The capacity of the pusher is 25 ingots
(5 compartments of 5 ingots each), independently of the ingot dimensions.
Hard arid soft coiistraints
For each furnace type, there are different preferences and constraints, which are
used to assess production quality. This information is kept in tables that are used
daily. Here is the list of hard constraints that must be taken into account during
homogenization:
1. Min/max dimensions: allowable dimeilsion ranges for an ingot.
2. Authorized codes: incompatibilities between homogenization codes and fur
nace types.
3. Code compatibitity: incompatibilities between codes in the same batch.
4. Min/max heating duration: heating duration interval that depends on the
homogenization code of the batch.
With regard to preferences, a penalty mllst be paid if they are not satisfed.
Only one type of preference is considered for the furnaces, namely:
1. Codes and products: Preferences may be expressed for a particular furnace
type, depending on the homogenizing code and product type.
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C 3.2.2 Rot rolling miii
Hot rolling considerably reduces the thickness of a metal piece by pushing it many
times through two extremely hard cylinders or roils that spin at high speed. This
takes about 10 minutes. As its name points out, this operation must 5e done at
high temperature to ease thickness reduction. Ingots are unloaded one by one
from the furnace and are directly rolled to avoid excessive cooling. Although a
plant might have two rolling miils in some rare cases, a single miii is considered
in this study.
Alloy groups and roli life
Aiioys are classified into hardness groups from softer to harder. Here, we only have
two groups (soft and hard) but the same ideas cari be applied for more groups.
Each alloy group has its own roli wear coefficient. This constant coefficient is the
average amount of wear that a particular ingot of this alloy group causes when it
is roiled. Rolis must be changed when they are too worn; the time between two
consecutive roli changes is calied a roli life.
Hard and soft constraints
To meet quality standards during rolling, some rules must be followed. Here is
the list of hard constraints that must be taken into account by the hot rolling
miii:
1. Wear intervat: each ingot of a particular hardness group has a wear interval
within which it cari be rolled. These intervals are not disjoint in general.
The iist of preferences for the hot roiling miii is the foiiowing:
1. Hardness transition: as much as possible, soft ingots must be rolled before
hard ones in the same roli life because soft alloys require less damaged roils.
2. Width: ingots should be processed in non decreasing order of width to avoid
damages to the sheet edges (due to roll deformation).
C 3. Final thickness or gange: ingots shouid be rolled in non decreasing order
of gauge. Furthermore, large transitions between consecutive ingots should
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be avoided. This is because abrupt transitions require manual adjustrnents
on the miii.
In practice, it is almost impossible to satisfy ail preferences because they
are often contradictory. Furthermore, the sequence on the roiling miii highiy
depends on the homogenization furnaces, since ingots must be heated before they
are rolled.
3.2.3 Orders
Ingots are grouped into orders. Each order is made of one or more ingots with
the same specifications. An order is characterized by:
• an order ID,
• a number of ingots,
• an alloy code,
• a product code,
• initial dimension (before hot rolling): thickness, width and length,
• final dimension (after hot rolling): gauge and width,
• a homogenization code,
• a due date.
As mucli as possible, ingots from the same order should be in the same batch
and shouid be processed consecutiveiy on the miii. We cail each batch a btock,
and the orders in a block are sequenced according to their processing order on
the hot miii. Ail ingots in a biock must 5e rolied before another biock can be
processed on the same furnace and on the miii.
The due dates are handied indirectiy by defining tliree different categories of
orders: late, rush and normai. A late order is already late; a rush order lias to be





A solution to our probiem corresponds to a sequence of blocks on the rolling miii
that satisfies ail hard constraints (and from which the sequences on the furnaces
can be deduced). A solution aiso indicates the scheduling of each operation on
the miii and furnaces.
3.3 Literature review
Specific literature on this type of probiems is scarce. However, there are a littie
bit more publications for steei than for aluminum. In the aluminum domain,
Stauffer and Liebiing [91 describe a problem similar to ours. Three furnace types
are considered: pusher, large soaking pit and small soaking pit. To fil the soaking
pits with minimum residuai capacity, a bin-packing probiem is solved. Aiioys are
spiit into groups of simiiar hardness, and each group lias a wear coefficient and a
feasibie wear interval on the roils. In this application, the roiling miii does not mn
on a continuous basis, but is shut down every niglit and on Sunday. Also, width
transitions are not taken came of. The objective considers both order tardiness
and production quality (expmessed through penalties). To solve this probiem,
the authors use a tabu search aigorithm. A rough estimate of the minimum
objective vaine is first calcuiated to quickly elirninate poor solutions and speed
up the searcli. A rolling horizon approach is also developed to aiiow daily dynamic
re-scheduling that takes into account new incoming orders and new priorities.
In [51, Lopez, Carter and Gendreau describe a tabu search approach to cme
ate hot strip miii production schedules in the steel industry. Long bars, called
slabs, are first heated in one of two reheat furnaces. When siabs are at the right
temperature, they can be rolled one by one on the roughing miii and then on
the finishing miii. Reheat furnaces work in a continuous way, like pushems. Their
goal is to create a mou life (sequence of slabs) to be processed on the finishing
miii with rnininrnm penalties associated witli production quality, whule insuring
on-tirne deliveries and increased productivity. The penalties take into account
factors similar to ours like width, gauge and hardness transitions. They aiso have
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different priority classes for the orders. The authors first deveiop a mathematical
model for their probiem, which can be seen as a generalization of the PCTSP
(Prize Coilecting Traveling $aiesman Probiem). Then, a new idea calied “cari
nibalization” is introduced. Basicaiiy, the authors create severai solutions with
different slabs and combine good pieces taken from each sequence to generate
better sequences. Different greedy heuristics are used to create starting solutions,
which are then irnproved with a short tabu search. After the cannibalization
phase, longer tabu searches are performed to get the final solutions. The prob
lem is similar to ours because pieces need to 5e selected and sequenced on the
miii. On the other hand, they do not need to create biocks or batches for heating
purposes because continuous furnaces are used.
Cowling and Rezig [1] propose a heuristic aigorithm to solve a hot strip miii
planning probiem. The solution also integrates synchronization between the con
tinuous caster that produce siabs and the miii. However, they do not mention
homogenizing furnaces to heat slabs before hot rollillg. Their miii is character
ized by very strict width transitions and hardness constraints. A system of wear
points is used to estimate roli wear. The objective is to maxirnize the “score”
of a schedule, where the latter takes into account different factors like due date
and production quaiity. The authors propose a mixed integer formuiation of the
probiem. Their probiem-soiving approach iteratively fixes the values of the integer
variables to obtain network fiow subprobiems that cari 5e efficientiy soived.
In [2], simpie greedy heuristics are proposed to scheduie a steei roliing mili.
More sophisticated heuristic approaches, in particuiar genetic aigorithrns (GA),
have aiso been appiied to this kind of scheduiing probiems. Fang and Tsai [3]
describe a GA to soive a steel hot strip miii scheduling probiem with width
transitions constraints (“coffin shapes”) and roii wear. Tamaki et al. [10] deveiop
an algorithm to scheduie fllrnaces and a miii in a steei hot roiiing process. To
deai with their muiti-criteria objective function, they exploit Pareto-optimal sets.
Tang et ai. [11] model a steei hot rolling miii as a multiple traveling salesman
probiem and soive it with a GA. In [7], Mayrand et ai. propose another GA to
scheduie an aiuminum coid miii with various technoiogicai constraints. Finaily,
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Frontini and Bonhomme [41 describe a GA for an alurninum hot une in Brazil.
Although the papers reported above address problems that are similar to
ours, each application lias specific features of its own. This is particularly true
in the case of steei processes that substantially differ from aluminum processes.
Accordingly, the algoritlim developed in this paper is tailored to our particular
application and could not be applied to those problems. The converse is also true,
as the algorithms reported above could neither soive our problem.
3.4 Algorithm
Our algorithm can be divided into three sequential steps. First, an insertion
heuristic (Hi) creates blocks while taking care to balance the workload on the
furnaces. A first sequence of blocks on the miii is then created with another inser
tion heuristic (H2). Finally, this sequence is improved by eliminating some parts
of it and by using heuristic H2 again to reconstruct it. These kinds of insertion
heuristics are now ubiquitoils in operations researcli, bllt were first introduced
and analyzed in the context of the traveling salesman problem [8]. They are typ
ically coupled with improvement heuristics, like our elimination/reconstruction
approach, to correct bad decisions that corne from their greedy, myopic behav
ior (i.e. at the current iteration, the best insertion is performed without any
consideration for its impact on future iterations).
The main steps of our algorithm are summarized in Figllre 3.1. It is worth
noting that chained lists are used in the implementation to obtain constant tirne
insertions and removals. This is of prime importance due to the large number of
insertions and removals that are performed during the construction and improve
ment phases.
Objective function
The objective is twofold and involves minimizing the hot mill idle time (in percent
of total time) and the penalties associated with unsatisfied preferences. Due date






Figure 3.1: Main steps of the basic algorithm
scheduling orders on time (see below). The two objectives are weighted and
aggregated into a single objective function f, using weighting parameters wI for
idie time and Wp for penalties, that is
f = wp * Penalty + w1 * IdteTime. (3.1)
The weighting parameters are very important because even small variations
in their values can drive the search in a different region of the solution space. We
exploit this property by generating many solutions using different weights (see
Section 3.4.4, for more details).
Penalties
The penalties are linear and correspond to those already rnentioned in the previous
section for modeling the preferences associated with the furnaces and the mill.
Given that only a subset of orders can be scheduled during a roll life, orders that
are left apart should also be considered when evaluating the quality of a schedule.
Otherwise, some orders could be left apart forever because their inclusion would
lead to a serious degradation of the current schedule. Consequently, there are
also “negative penalties” or rewards that are used to force the method to include
as much ingots as possible in the schedule and to meet the due dates.
On the hot mill, the transition penalties between two ingots are:
• penalty for one inch of width transition (wide to narrow: low penalty; nar
row to wide: high penalty),
C • penalty for one inch of thickness transition (thick to thin: low penalty; thin
to thick: high penalty),
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• penalty for alloy group transition (soft to hard: no penalty; hard to soft:
high penalty).
On the furnaces, the penalties are:
• penalty per ingot if its homogenization code does not correspond to the
furnace preferences,
• penalty per ingot if its homogenization code is not the same as the code of
its batch.
The rewards are:
• negative value per ingot inserted in a furnace batch,
• negative value per ingot inserted in the hot miii sequence,
• negative value per late and rush order inserted in the hot miil sequence (the
value is more negative for late order than for rush order).
The total penalty is thus the sum of penalties on the furnaces, penalties on the
hot miii and rewards. Due to the latter, the total penalty can thus be negative.
3.4.1 Block construction
In the first phase, biocks of orders are created for the furnaces. These are the
building blocks that wiii be used in the second phase to construct a sequence on
the rolling miii. While constructing a biock, penalties and rewards associated with
the furnaces and the mill are considered. Consequently, blocks are not constructed
blindly (i.e., with oniy furnaces in mmd), as the schedule that foliows on the miil is
aiso considered. For a precise description in pseudo-code of the insertion heuristic
Hi, see Figure 3.2.
First, the heuristic divides orders into two classes depending if they are “ur
gent” (i.e., late and rush) or “normal”. Then, biocks are created with urgent orders
only, whiie baiancing the workload on the furnaces. To do this, the total heating
and roiiing time of au ingots in a batch are updated as orders are inserted. In
C our case, we want approximately twice as many hours on the soaking pits




1. Divide orders into two classes: late and rllsh (Cl) and normal (C2).
2. Divide each class into five subclass according to furnace preferences:
pusher only, soaking pit only, preference pusher, preference soaking pit
and no preference.
3. While the class Cl is not empty do
a. Create a block for a furnace type (alternate the construction of
blocks for the pusher and soaking pits to balance the workload in
hours).
b. Create the list of available orders for the chosen furnace type.
c. $elect the order with smallest penalty to initialize the current block
and remove this order from the list.
d. Repeat
i. If the list of orders is not empty do the following:
A. For each order that can be feasibly inserted in the current
block, determine the insertion place with minimum addi
tional penalty.
B. Among the orders with a penalty below threshold TRi, do
the following:
• $elect the kt best order (where k is a random value cho
sen betweell 1 and the minimum between parameter K
and number of orders).
• Insert the selected order at its best insertion place and
remove it from the list.
ii. If no order has been inserted in the block, exit repeat loop
4. For each block previously created
a. Create the list of orders of class C2 that can be iuserted in this
block.
b. Try Inserting orders from this list as in 3d.
5. Create new blocks with the remaiuing orders of class C2, as in 3.
6. Return the list of all created blocks.
Figure 3.2: Block construction (heuristic Hi)
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iteration, the next order to be inserted in the current block is randomly chosen
among the K orders that introduce the lowest additional penalty. This random
ization is aimed at introducing diversification into the block constructioll process
(see the description of the multi-start strategy in Section 3.4.4). When inserting
orders in a block, a threshold on the additional penalty is also defined to prevent
the creation of bad blocks. When this threshold is reached for ail orders or when
there are no more orders that can be feasibly inserted in the current block, due
to furnace capacity constraints, the construction of a new block is started.
When all urgent orders have been processed, the blocks already created are
fihled with normal orders. This operation is aimed at fully exploiting the available
capacity on the furnaces. Finally, new blocks are created with the remaining
normal orders. It is worth noting that the blocks are associated with a furnace
type at the end of this phase, but are not associated with a particular furnace (in
the case of the soaking pits).
Since the value of parameter K is small and does not depend on the number
of orders, the complexity of the block construction heuristic is 0(N2) where N
is the size of the pool of orders to be scheduled. There are N iterations, one
for each order in the pool, and each iteration is 0(N) because each order must
be evaluated to find the K best ones. The evaluation of each order is done in
constant time due to the limited capacity of furnaces that leads to a small number
of insertion places.
3.4.2 Sequence construction
In this second phase, a complete solution is created, that is, a sequence on the hot
rnill and a furnace assignmellt for each block is created. $tarting from an empty
sequence, blocks are selected from the pool created in Phase 1 and inserted one
by one in the current sequence on the mill. To this end, two lists of blocks are
created: oe with blocks containing at least one late or rush order (Li) and the
other containing blocks with only normal orders (L2). For a precise description
Ç iII pseudo-code of the insertion heuristic H2, see Figure 3.3.
This heuristic first tries to illsert as many blocks from list Li as possible.
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o
Procedure ConstructSequence(BlockList, Wp, wi)
1. Create lists Li and L2 from BlockList
2. Repeat
a. If the list Li is not empty do the following
i. For each block that can be fea.sibly inserted in the current se
quence, find the insertion place that leads to minimum objective
value f (CurrentSeqnence, wp, wi).
ii. If at least one block qualifies then
A. Select the best block according to this criterion.
B. Insert the block at its best insertion place.
C. Remove the selected block from Li.
D. Return to step 2a.
b. Try to insert one block from list L2 with additional pellalty less
than or equal to threshold TH2, as in step 2a.
c. If no block from L2 is inserted, exit repeat loop.
3. Return the sequence
Figure 3.3: Sequence construction (heuristic H2)
Q
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(E When this is not feasible anymore, blocks from list L2 that introduce an
penalty less than or equal to threshold TH2 are considered for insertion. As soon
as a block from L2 is inserted, blocks from list Li are worked on again, because
some of them can become feasible anew. This situation happens, for example,
if an alloy group in Li lias a wear interval that does not start at O. Assuming
that the current sequence does not lead to sufficient wear on the roli to allow the
insertion of orders from that alloy group, the addition of blocks taken from L2
will be considered to generate additiollal wear. This situation can also happen if
the transition penalty between two blocks is too large and exceeds the threshold
TH2. With the insertion of an “intermediate” block from L2, the width transition
ca become sufficiently “smooth” to be acceptable. The case with wear interval
that does not start at O is not considered in the following but could be handled
by the algorithm.
The assignment of furnaces to bio cks is redone after the insertion of each block
in the sequence, because the optimal assignrnent is likely to change. This reas
signment is performed when the time schedule is updated and does not increase
the overall complexity. Creating a schedule from the sequence obtained is per
formed in the usual way. An availability list is maintained for every machine, and
operations are performed as early as possible according to the sequence, while
obeying the rule that a furnace is not available until ail orders in the batch have
beeu rolled.
The complexity of the sequence construction heuristic is e(N). First, the
number of blocks created with N orders can be considered (N) (it is, in fact,
a fraction of N). Second, due the limited number of blocks that can be inserted
within a roil life, the number of block insertions as well as the number of insertion
places that need to be evaluated for each unscheduled block is a constant that
does not depend on N. Since there is a constant number of insertions and the
insertion of a block asks for the evaluation of each unscheduled block, which is
e(N), the latter also corresponds to the overall complexity of this heuristic.
C
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C 3.4.3 Sequence improvement
To alleviate the impact of some potential bad choices made by the previous greedy
construction heuristic, an improvement strategy lias beell implemented. A “move”
to improve the current solution is made of the followillg steps:
1. Remove consecutive blocks in the sequence by following a specific “dutting”
strategy,
2. Put back the removed blocks in the pool of ullsclieduled blocks,
3. Use heuristic H2 to insert blocks in the current sequence.
This procedure is repeated for a fixed number of iterations Nimpr. At each
iteration, a single random move is performed on the current sequence. If it leads to
an improvement and the number of ingots in the new sequence is at least a certain
percentage (set at 80%) of the number of ingots in the previous sequence, the move
is accepted alld the resulting sequeuce becomes the current one. Otherwise, the
move is rejected. The percentage threshold is aimed at maintaining an acceptable
number of ingots in the sequence, given that sequences with few ingots could be
favored otherwise (in particular, when there is no strong incentive to avoid lateness
in the objective).
The improvement approach is a form of first improvement local hill climbing,
although the neighborhood is not explored in a systematic way. As the evaluatioll
of each move is costly, it provides a good compromise between solution quality
and computation time.
The dutting strategy can be implemented in many different ways. The follow
ing performed the best:
• select the dutting length at random between 1 and haif the ilumber of blocks
in the sequence,
• select a dlltting position at random between 1 and the number of blocks in
the sequence minus the cutting length.
Figure 3.4 describes the sequence improvemellt procedure in pseudo-code. The
C complexity of a single improvement step is e(N), dile to the call to heuristic H2.
The latter is called Nimpr times for an overall complexity of e(Njmpr X N).
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Procedure Improve$equence($equence, Njmpr, ‘Wp, wi)
1. NumMaxingots — NumberOflngots($equence)
2. Best$equence
— Sequence
3. Repeat Njinpr times
a. $equenceLength ÷— number of bïocks in BestSequence
b. CutLength *— RandornDiscretUniform(1, SequenceLength / 2)
c. i — RandomDiscretUniform(1, $equenceLength - CutLength + 1)
d. j — i + CutLength - 1
e. CurrentSequence — BestSequence with blocks i to j removed.
f. Put back blocks j to j in the list of unscheduled blocks.
g. Apply heuristic H2 on CurrentSequence.
h. If f (Current$equence, wp, wj) < f(BestSequence, Wp, w1) and






Figure 3.4: Sequence improvement
o
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C 3.4.4 Overali algorithm
The insertion and improvement heuristics described in the previous sections are
integrated within a two-level “multi-start” procedure. This integration adds di
versification to the search and leads to the exploration of other regions in the
solution space [6]. It thus provides robustness to the algorithrn without sacrific
ing simplicity and efficiency.
First, different sets of blocks are generated by exploiting the randomized order
selection procedure in ConstructBlocks, using different values of K. Also, at the
end, another set is obtained by collecting all blocks produced in the previous
runs of ConstructBlocks. In the latter case, each tirne a block is inserted in
the sequence, all blocks with one or more orders in common with the block just
inserted are deleted. Second, with each set of blocks, a number of schedules are
produced using different values around the desired ones for weighting parameters
Wp and vii in the objective.
The multi-start algorithm uses the following inputs:
• NK: Number of sets of blocks generated with ConstructBlocks,
• K: Value of K used to generate set i=1,..
. ,NK,
• N1v: Number of values tried for weight pair (wp,wJ),
• wp: desired penalty weight value,
• w1: desired idie time weight value,
• wp: Penalty weight for try j=1,..,N (values near or equal to wp),
• w1: Idie time weight for try j=l,..,N (values near or equal to w1),
• Nimpr: Number of improvement iterations.
It also calis the following procedures:
• ConstructBlocks(K): see figure 3.2,
• ConstructSequence(BlockList, wp, w1): see figure 3.3,
• IrnproveSequence(Sequence, Njmpr, wp, vu): see figure 3.4.
Ç Figure 3.5 describes the complete algorithm in details. First, the algorithm
creates NK sets of blocks (plus the last one which is the union of all previously
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Multi-start Algorithm
1. For j = 1 to NK + 1







b. For j = 1 to N do
j. CurrentSequence ÷— Construct$equence(BlockList, wpj, wi)
ii. CurrentSequence — ImproveSequence (CurrentSequence,
NimpT, Wp, uii,)




Figure 3.5: Multi-start algorithm
created block sets). Then, for each set, Nw sequences on the miii are obtained
with different values of Wp and w1, after applying both the construction and
improvement procedures. At the end, the best sequence is returned.
With regard to complexity, the ConstructBlocks procedure is called NK times.
The ConstructSequence and Improve$equence procedures are called NK x N
times on (N) blocks and Nw times on NK x (N) biocks. Therefore the com
plexity of this algorithm is 8(NK X N2+NK x N X N+NK X Nw X Nimpr X N).
If pararneters NK, Nw and Njmpr are assumed to be relativeiy smaii values that
do not depend on N, then we obtain a complexity of e(N2). On the other hand,
if these parameter values lineariy depend on N, then the overaii complexity is
0(N4).
3.5 Numerical resuits
In this section, numericai resuits are reported on test instances derived from
confidential reai-world data. First, the generai setting for these experiments is
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described in Section 3.5.1. Then, Section 3.5.2 studies the impact of threshold
TRi, which is used to control the quality of blocks constructed iII Phase 1. The
impact of the multi-start and improvement strategies is analyzed iII Section 3.5.3.
Section 3.5.4 then reports computation times and solution quality obtained with
an increasing number of orders. Finally, in Section 3.5.5, the algorithmic behavior
over multiple roll lives is analyzed. All experiments were performed on an AMD
Athion 1.4Ghz processor with 1GB of RAM.
3.5.1 $ettings
The general settings for our experirnents are as follows.
Furnace heating times
Two data sets were used for the furnace heating times, referred to as optimistic
or pessimistic in the following. The optimistic times correspond to theoretical
values provided by the furnace manufacturers. The pessimistic times come from
averages, by homogenization codes and furnaces, obtained from historical data.
The latter contain waste time (i.e., unnecessary waiting) due to occurrences ofbad
synchronization between a furnace and the hot mill. The “real” heating times thus
fall somewhere between these two values. In the results that follow, optimistic
times were used, unless otherwise specified.
Hot rolling and alloy groups
We used a rolling time of 10 minutes per ingot. The maximum wear of a roli was
set to 100. The wear intervals are:
• Group 1 (soft alloys): [0,501
• Group 2 (hard alloys): [0, 1001
The wear on the roll is:
• Group 1 (soft alloys): 0.25
• Group 2 (hard alloys): 0.40






To determine the number of ingots in an order we used a uniform distribution on
{1,..,8}.
Penalties
The values for the different types of penalties are given in Table 3.1.
Thresholds
Threshold TH2 lias aiways beell set to 0. Hence, blocks made of normal orders
only are considered for insertion in the sequence when the additional penalty is
less than or equal to O (i.e., they must provide some benefits). For blocks with
rush or late orders, this threshold does not apply. In the case of threshold TRi,
experiments have been performed to identify good values, as described below.
Weighting parameters
In ail experirnents, we have Wp + mi 1, with either Wp»O 003 or 0.00001. In
penalty for one inch of width transition (wide to narrow) 10
penalty for one mcli of width transition (narrow to wide) 50
penalty for one inch of thickness transition (thick to thin) 10
penalty for one inch of thickness transition (thin to thick) 50
penalty for alloy group transition (soft to hard) O
penalty for alloy group transition (hard to soft) 500
penalty per ingot if its homogenization code does not correspond 200
to the furnace preferences
penalty per ingot if its homogenization code is differe;it from the 50
code of its batch
negative value per ingot inserted in a furnace batch -10
negative value per ingot inserted in the hot mill sequence -10
negative value per rush order iuserted in the hot miii sequence -100
negative value per late order inserted in the hot miii sequence -1000
the first case, equal importance is given to penalties and idie time (wp is small
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G because the two objectives are not on the sarne scale). In the second case, idie
time is favored.
3.5.2 Threshold TH1
The goal here is to find good values for threshold TH1. To perform this calibra
tion, the settings in Table 3.2 were used.
# Exp. Wp wj N Wp WI1 NK K1 NjmpT
1 0.003 0.997 1 0.003 0.997 1 1 0
2 0.00001 0.99999 1 0.00001 0.99999 1 1 0
Table 3.2: Settings for evalilating the impact of threshold TRi
Figures 3.6 and 3.7 show the resuits for the two sets of parameters on different
instances of type x/y/z, where x is the number of normal orders, y the number of
rush orders and z the number of late orders that are available for constructing a
schedule. We note that good values for TRi depend on the weighting parameters.
Based on these resuits, we thus set TRi to 100 when Wp = 0.003 and to 500 when
Wp = 0.00001. This makes sense, as we are certainly ready to accept rnuch larger
penalties in the second case, when the emphasis is on idie tirne. We could have
even selected a value larger than 500 for TH1 with Wp = 0.00001, as the resuits
are relatively stable up to 800.
3.5.3 Multi-start and improvement strategies
Here, we study the sensitivity of our algorithm to parameters NK, Nw and Nimpr.
As these parameters strongly interact, we designed a “three-dimensional” exper
iment which considers ail of them at once. We llsed the 150/50/10 problem
instances for these tests.
Table 3.3 shows the results obtained with different parameter values. Each
O entry in this table is the average of the objective value over 10 runs. It should benoted that the comparison is made on the basis of soliltion quality only, as the
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Figure 3.6: Impact of threshold: experiment 1 (wp = 0.003)
o




Figure 3.7: Impact of threshold: experirnent 2 (Wp 0.00001)
o
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Nw 1 — wp=O.0000l wp=0.003
Nimpr\NK 1 5 5+all 10+all 20+all 1 5 5+all 10-1-ail 20+all
0 47.3 45.0 44.2 43.5 43.5 21.9 18.9 18.1 16.8 16.0
5 47.3 43.8 43.6 43.3 43.1 19.6 16.8 16.6 13.9 13.8
10 47.3 44.3 43.6 43.3 42.6 19.3 16.1 14.2 12.4 13.1
25 47.3 43.0 42.6 41.0 41.8 19.2 15.0 12.7 11.5 12.3
50 47.0 43.1 41.3 40.9 40.2 19.0 13.3 13.3 12.4 10.0
100 46.9 42.5 40.5 40.5 39.1 19.0 14.2 13.1 11.5 11.4
200 47.0 41.8 40.1 38.7 38.9 19.0 14.0 12.4 12.6 11.5
Nw = 5 wpO.00001 wp=0.003
Nimpr\NK 1 5 5+all 10+all 20+all 1 5 5+all 10+all 20+all
0 47.3 44.6 45.3 43.8 43.2 19.2 17.5 15.9 14.8 13.9
5 47.3 44.1 43.4 42.4 42.7 13.8 13.9 13.4 11.8 11.4
10 47.3 43.2 42.8 42.8 40.6 13.9 12.3 11.1 10.8 10.5
25 47.3 43.0 41.1 40.4 40.4 10.5 9.8 9.5 9.5 8.5
50 45.7 41.1 39.9 38.9 37.6 11.8 9.4 8.7 8.5 8.4
100 46.0 42.3 39.0 38.7 37.3 9.8 8.8 8.6 8.0 8.0
200 45.5 39.8 37.4 36.7 36.4 9.7 9.0 7.9 7.1 7.0
Nw 10 wpzrO.00001 wpO.003
Njmpr\NK 1 5 5+all 10+all 20+all 1 5 5+all 10+all 20+all
0 47.3 45.9 44.2 43.5 43.5 19.2 16.3 17.4 14.5 13.9
5 47.3 43.6 43.1 42.2 42.4 12.0 10.4 10.2 10.6 10.0
10 47.3 43.4 43.2 41.7 39.5 9.8 9.8 9.4 9.7 8.9
25 46.0 40.1 40.4 38.4 38.2 8.6 9.6 8.5 8.4 8.3
50 45.6 40.1 37.6 37.5 36.6 8.3 8.1 7.7 8.0 7.4
100 45.1 38.8 38.2 36.6 37.0 8.1 8.2 7.6 7.3 7.1
200 43.3 40.6 37.2 36.3 36.5 8.1 7.9 7.2 7.7 6.7
Nw = 20 wpO.00001 wp=O.003
Nimpr\NK 1 5 5+all 10+all 20+all 1 5 5+all 10+all 20+all
0 47.3 44.6 44.9 43.4 43.2 19.2 16.9 16.1 15.3 14.6
5 47.3 43.5 41.7 42.7 40.5 9.7 9.3 10.0 9.2 9.5
10 47.0 42.7 42.0 41.3 39.5 9.5 8.8 8.6 9.5 8.5
25 47.0 39.8 40.2 37.3 37.4 8.2 8.2 8.0 7.7 7.9
50 44.2 40.0 39.0 36.8 36.8 8.1 8.2 7.7 7.6 6.9
100 43.3 38.7 37.4 36.5 36.3 8.1 8.0 7.5 7.0 7.5
200 42.2 39.3 36.7 36.5 36.3 7.8 8.1 7.4 6.9 6.7
o
o
Table 3.3: Impact of multi-start and improvernent
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wp=O.0000l wp”0.003
Orders f Time (s) f Time (s)
75/25/5 44.7 71 26.1 81
150/50/10 36.7 51 7.6 52
300/100/20 28.4 121 -31.9 130
450/150/30 26.8 181 -51.7 188
600/200/40 24.9 228 -67.9 241
Table 3.4: Impact of increasing number of orders
longest runs (those with the iargest parameter values) take less than 10 minutes
of CPU time, which is largely acceptable in our context.
To evaluate the impact of our multistart strategy, we can look at the resuits
obtained with wprrO.00001. First, the objective clearly improves for Nw 1.
when NK is increased from 1 to 10+all (where “ah” means that the union of ail
sets of blocks generated in the previous iterations is also considered, as explained
in Section 3.4.4). In some cases, further improvement is obtained by setting NK
to 20+all, but this is relatively marginal. Second, by increasing Nw from 1 to 10,
the objective value also improves, with some additional improvement obtained
with Nw = 20. To take a practical example, with Nw 1 and Nimpr 100, the
objective can be reduced from 46.9 to 40.5 by increasing NK from 1 to 10+all.
Then, by increasing N from 1 to 10 the objective is further decreased to 36.6.
Clearly, parameter Nimpr is also important. With Nimpr 0, a value of 43.5 is
reached, instead of 36.6. Thus, the multi-start and improvement strategies act in
synergy to provide additional benefits.
Based on the results obtained, NK = 10+all, N = 10 and Nimpr 100 (for
both values of wp) were chosen in the following experiments.
3.5.4 Increasing number of orders
Here, we want to examine the impact of problem size on solution quality and
computation time. Table 3.4 shows results obtained with an increasing number





One odd resuit is related to the smaiier computation times observed when the
number of orders is increased from 75/25/10 to 150/50/10. In fact, we discovered
that the computation times of the 75/25/10 instance are larger than they should
be. As a typical sequence on the miii contains approximately 75 orders, most
orders are found in the final sequence on the miil. Due to threshold TH1 and a
limited choice of orders, blocks are not fihled much and there are a relatively large
number of them. The biock insertion operation is thus more computationally
expensive. We have observed the same phenomenon on three other problem
instances of the same size. When the number of orders is substantially increased,
this effect disappears as many different alternative orders can be chosen during
biock construction. Consequentiy, most blocks are fihled or almost fihled and those
are the ones that are used to generate the sequence on the miii.
The same observation expiains the larger computation times obtained with
WpO.003, when compared with wp=O.00001. As threshold TRi is lower in the
former case, there are more partially fihled blocks and the sequence on the mili is
made of a larger number of those blocks. This effect is particulariy obvious on
the smaiier problem instances 75/25/10 and 150/50/10.
Finally, we observe that solution quaiity increases with problem size. This is
not surprising, given that a larger number of orders are available to create and
fil blocks (i.e., there are more choices).
3.5.5 Multiple roil lives
The purpose of this section is to evaluate if our algorithm is effective on the long
run, over multiple roli lives. We want to be sure that no degradation in quality
is observed from the first rolis to the iast ones. For example, this couid happen if
our algorithm would only focus on “good” orders to schedilie the first rolis, while
leaving apart difficuit ones. The latter would tend to accumulate over time, thus
leading to poor schedules at the end. We used both optimistic and pessimistic
heating times for these experiments (see section 3.5.1).
Initially, we start the simulation with a scheduling pool made of a 150/50/10
mix of orders. After each roli life, new orders are added to the pool, depending on
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wp=O.00001 Optimistic heating time Pessimistic heating time
Roil no f Penalty Idie Time Orders f Penalty ] Idie Time Orders
1 36 -7233 36.4 70 42 -5032 42.7 69
5 35 -320 35.9 69 41 -1093 41.2 70
10 40 -5001 40.5 66 60 415 60.1 81
15 41 -8472 41.1 97 43 -2329 43.1 70
20 45 -6487 46.0 76 51 -490 51.2 77
25 56 -12306 57.0 74 49 -2363 49.2 80
30 38 -1530 38.5 66 58 -9198 58.3 74
35 31 1146 31.1 54 59 -10827 59.3 76
40 39 -1479 39.5 81 55 -161 55.8 82
45 35 -2607 35.4 64 53 -1342 53.4 70
46 53 -8.84 53.5 89 49 -12051 49.8 81
47 34 -10545 34.7 66 54 -19084 54.9 82
48 43 1628 43.4 79 57 -2156 57.4 79
49 46 -652 46.7 81 43 -10091 43.3 80
50 31 -13434 32.1 87 64 -27039 64.9 85
Average 41.5 -1816 41.5 74.6 53.0 -4681 53.0 75.8
Minimum 26 -13434 26.1 53 41 -27039 41.2 58
Maximum 56 8235 57.0 97 64 3995 64.9 97
Std Dey 7.3 4521 7.3 10.7 6.0 5596 6.0 8.2
Table 3.5: Multiple roil lives (wpz’O.OOOOl)
the number of days elapsed since the beginning of the roli cycle. The distribution
of these new orders with each elapsed day is chosen to keep the plant in equilibrium
(i.e., the number of new orders added to the pool is approxirnately equal to the
number of orders found in a sequence on the mill). This way, the pool size neyer
gets too large nor too low.
After one roil life, the time of the last use of each machine is recorded and
becomes the new availability time for the next roll life. The time needed to change
a roll is also taken into account when the hot mill capacity is evaluated. Tables 3.5
and 3.6 present results obtained with wprrO.00001 and wpO.003, respectively,
over 50 roll lives. Only the values associated with a few roll schedules are shown
along the way, but the last 6 roil lives are reported in the Tables. At the end
of the Tables, the average, minimum, maximum and standard deviation of the
objective over the 50 roil lives are reported.
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wpzi0.003 Optimistic heating time Pessimistic heating time
Roil no f Pellalty Idie Time Orders f Penalty ( Idie Time Orders
1 6 -12025 43.1 60 13 -11498 48.4 61
5 32 -1707 37.9 61 47 -5859 65.4 56
10 44 -2887 53.7 78 52 -2950 61.2 64
15 42 -3703 53.3 88 40 -7527 63.3 68
20 44 -1034 48.0 83 51 -4476 64.6 60
25 21 -6534 41.5 80 26 -12083 63.1 78
30 30 -3126 40.2 70 33 -7657 56.1 93
35 16 -6666 36.1 70 37 -4002 49.7 66
40 36 -4443 49.8 82 8 -10932 41.8 82
45 39 -6124 58.5 89 23 -10552 55.6 81
46 22 -5340 38.7 69 23 -11910 59.4 64
47 43 -1318 47.5 68 39 -6574 59.0 70
48 32 -4641 46.2 64 29 -8423 55.1 62
49 20 -12162 57.3 76 17 -17603 70.2 83
50 24 -511 25.9 76 14 -7850 37.6 84
Average 29.8 -5316 45.8 74.6 32.0 -8025 56.3 74.7
Minimum -15 -15584 22 57 -29 -29404 38 56
Maximum 52 1296 61 90 60 550 74 101
$td Dey 12.3 3897 8.6 8.6 18.3 5793 ( 7.9 11.3
o
Q
Table 3.6: Multiple roil lives (wp0.003)
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Clearly, solution quality does not degrade over time. For example, with op
timistic heating times and wpZZO.00001, 3 values out of the last 6 are below the
average objective value. Optimistic or pessimistic heating times substantially im
pact the idle time percentage. Indeed, the average increases from about 41.5 to
53.0 for wprrrO.00001 and from 45.8 to 56.3 for Wp=O.003, depending if optimistic
or pessimistic heating times are used, respectively. In ail cases, including those
with pessimistic heating times, the idie time is substantially lower than what is
observed in the schedules that are applied at the plant that motivated this study
(where 50 roli lives correspond to approximately one year of production). The
comparison with real schedules must be done cautiously, however, because (1)
orders for the simulation were generated according to general trends observed in
historical data, as the true orders were not ail available to us and (2) penalties for
undesirable transitions in the sequence might be a gross approximation of what
is enforced and implemented in practice on the floor. It remains that the sched
ules produced by our heuristic look very competitive with those implemented in
practice.
3.6 Conclusion
In this paper, we have presented a heuristic algorithm to schedule the furnaces and
the mill in a hot rolling plant. Standard technological constraints are taken into
account like hardness transitions, roll wear, homogenization code compatibility
and width/thickness transitions. The heuristic minimizes the idle time on the mill
plus soft constraint penalties related to production quality. Numerical results on
problem instances derived from real world data are reported. These results show
the benefits of the multi-start and improvement strategies embedded within the
heuristic. Experiments over 50 consecutive roil lives have also shown that no
degradation is observed in the schedule over time. In addition, the idle time is
substantially lower than what is observed in real schedules, even when pessimistic
heating times are used.
One interesting extension to this work would be to model the pusher as a
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furnace that can be continuously fed with new ingots over time (rather than as
a “batch” furnace). Other developments would be related to the integration of
more complicated production processes associated with “brazing products”. In
this case, the central part (core) must first be produced, followed by the top and
bottom plates. Then, the three parts must be assembled together. Clearly, this
type of process makes the optimization problem much more difficuit.
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This paper presents a deterministic and a stochastic mathernatical model for
maximizing the profits obtained by selling electricity produced through a cascade
of dams and reservoirs in a deregulated market. The first model is based on de
terministic electricity prices while the other integrates stochasticity through the
management of a tree of potential price scenarios. Numerical resuits based on
historical data demonstrate the superiority of the stochastic model over the de
terministic one. It is also shown that price volatility impacts the profits obtained
by the stochastic model.
Keywords: Hydroelectricity, production, market, mathematical programming,
stochastic programming.
4.1 Introduction
As more and more countries deregulate their electricity market, new challenges
appear for hydroelectricity producers. They now need to consider the sales prices
of electricity when they design their production plan if they want to maximize
their profits. This is to 5e opposed to maximizing the total production when
prices are constant.Q In this paper, production plans in a deregulated market are optimized for an
hydroelectricity producer with multiple power plants along a river. The proS-
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lem under study thus involves both hydrological and electricity market issues.
Hydrological issues are related to the management of hydroelectric facilities, in
particular management of the water that must be released at each site. Energy
market issues are concerned with the setting of electricity prices based on demands
from buyers and offers from producers. This is explained in the following.
4.1.1 Problem setting
The problem can be best described by dividing it into four main parts: the
hydrological model, the operations of the units (turbines), the electricity rnarket
and the objective.
Hydrological model
There are four important sites on the river under study. The first site d1 is a
dam that retains the water of a large reservoir just behind it. The three other
sites d2, d3 and d4, contain an hydroelectric power plant, a dam and a reservoir.
Each power plant lias two turbines that run independently. The head reservoir
has a capacity of 400 km3 whule the reservoirs that follow have a capacity of 80,
100 and 40 km3 respectively. The sites are organized in sequence, narnely (d1, U2,
U3, U4). Hence, the water released at the upstream dam of site U goes into the
reservoir of the downstream site U+1. This simple organization is illustrated in
Figure 4.1. In this figure, a triangle stands for a reservoir with a dam and a little
square represents a power plant.
The time taken by the water fiow to go from one site to the next is referred
to as the “river routing effects”. This complex phenornenon can be approximated
througli river routing coefficients. The latter correspond to the fraction of water
released upstream that arrives at the downstream site every hour after the release.
In our case, it takes about three hours for ah water to arrive at a downstrearn dam
after its release from an upstream reservoir. The river routing coefficients thus
generalize upon a single water ftow time, as it is found in numerous applications




Figure 4.1: Hydroelectric Plants Network
Natural inflows are also taken into account, like those coming from snow
melting, rai runoif water and natural river fiow (for the head reservoir). These
inflows are stochastic, but are handled here in a deterministic way, by using
hourly averages provided by a natural inftow forecast mode!. This deterministic
approximation is acceptable because deviations from natural inftow forecasts do
not have a significant impact on the reservoir levels under our short-term planning
horizon of 24 hours (see below).
To satisfy operational constraints, the water level at each dam must also lie
between a minimum and a maximum value, which are the same all year round.
Each dam possesses a mechanism to spili a large quantity of water, if necessary.
The spill flow is controlled quite precisely by adjusting gate openings. However,
spilling should be avoided as much as possible, given that no electricity is produced
in this case.
Operations of units
The amount of electricity produced by each unit (turbine) is a function of the
water head, unit ftow and unit type. These curves are deterrnined ernpirica!ly and
have, in general, a polynomial forrn. The first dam does not have any unit but
the dams that follow (d2, d3 and c14) have two identical units, each of capacity
95, 125 and 60 MW, respectively, for a total of 560 MW. When a unit is started,
it suffers sorne wear due to the huge water pressure applied to it. So, there is
a cost associated with starting a unit, and this cost is also taken into account.
The latter aggregates the unit replacement cost, the maintenance cost and the
opportunity cost incurred by a loss of production during maintenance. A study
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C dedicated to start-up costs can be found in [341.
Besides producing electricity, a unit can also be “reserved”, which means that
sorne of its power capacity is put aside to provide electricity in case of a short
corning sornewhere over the network. A revenue is earned through this practice
depending on the type of reserve under consideration, which can be either “10 niin
utes spin” (10$), “10 minutes non spin” (iON) or “30 minutes non spin” (30N).
These types are related to the tirne required to bring the energy into use and
the physical behavior of the facilities that provide it. When 10$ reserve is called
for, the unit must increase its output irnmediately and reach full capacity within
10 minutes. The iON and 30N reserve only require that full power be reached
within 10 and 30 minutes, respectively, without explicit conditions on the start
of the power increase. When providing 10$ reserve, the unit needs to spin at the
right speed to synchronize itself with the electric network. If the unit is already
producing electricity (using a fraction of its capacity), it is already synchronized.
Otherwise, a cost is incurred due to the electricity that is needed to spin the
unit at the right speed. Note that hydroelectric facilities are flexible enough to
provide each type of reserve, which is not necessarily the case for thermal units
which need more tirne to increase their power.
As the reserves that are asked for by the rnarket operator are rarely consumed,
we will assume in the following that no water is used for this purpose. More
information on reserves can be found in [391rn
Electricity market
In our application, the electricity prices corne frorn a deregulated rnarket. The
latter widely differs from traditional monopolistic rnarkets where a single player
controls the production and the electricity prices are set through governrnent
regulations. It was previously believed that a rnonopolistic rnarket was natural
in the case of electricity production due to the necessity to balance loads and
supplies at all time, but recent flndings show that deregulation can be efficient
and reduce electricity costs.
In a deregulated market, a central organization (rnarket operator) dispatches
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electricity production among different producers by considering offers and de
rnands from the participants. Producers and buyers submit selling and purchase
bids, respectively, where the latter correspond to sorne quantity of energy and a
price per MWh. Supply and demand curves are then created and the intersection
of the two curves determines the Market Clearing Price (MCP). Ail selling bids
under the MCP and ail purchase bids over the MCP are accepted. Ally producer
with at least one accepted bid wiil receive the MCP for each MWh that lie pro
duces. Any buyer with at least one accepted bid will pay the MCP for each MWh
that lie uses.
In addition to the energy market, there are three other markets associated
with the three reserve types. However, the 30N reserve is not considered here
because its price is aiways iower than or equai to the iON reserve price, and there
is no cost for providing these two types of reserves. The price for each reserve
type is calculated by considering bids from producers and the amount of reserve
required for the electric network to be safe.
$ince the bidding process introduces an additionai level of complexity, it is
not explicitiy addressed here. Rather, we assume that any quantity of electricity
offered by a producer is sold at a price derived from historical market data (aver
ages for the deterministic model presented in section 4.2; distributions that follow
the evoiution of prices over the day for the stochastic rnodei in section 4.3). In
this study, prices from the Ontario electricity market in Canada have been used.
In this market, any offer must be submitted at least two hours in advance (it
should be noted that the Ontario electricity market has changed to a day-ahead
commitment market in June 2006). In a two hour-ahead market, a producer who
wants to provide electricity at 4:00 PM, for example, must announce it at or
before 2:00 PM. Aiso, offers must be submitted independently for each unit (as
opposed to the whole hydroelectric plant or ail faciiities of a producer).
Objective
Q The objective is to find a 24-hour production plan, for each unit in the power
plants aiong a river, that maximizes the expected profits resulting from electricity
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and reserve sales, whule satisfying the above-mentioned physical and operational
collstraints. The final result is a table indicating, for each hour and each unit, how
the power should 5e distributed between electricity production and the reserves
over a 24-hour planning horizon.
This paper distinguishes itself from others due to the complexity of deriving
plans that account for the electricity production and the reserves of each unit of
a hydrological system with a series of facilities along a river. In particular, the
cascade effects along the river prevent the facilities to be considered in isolation,
as it is often done with thermal units.
4.1.2 Related work
An excellent survey on the various optimization techniques used in the field of
energy can be found in [57]. When considering more specifically the hydroelectric
case, the literature can 5e divided into three main problem classes: reservoir man
agement problems, hydrothermal plant coordination problems and hydroelectric
production problems.
Reservoir management problems are concerned with the management of water
levels in reservoirs. The objective varies widely from one application to another
and there are aiso different operational constraints that must be satisfied. This is
a rather mature field of research with a rich literature (a state-of-the-art review
can 5e found in [28]). These problems become very complex when a sequence of
reservoirs must 5e managed, because any water released at an upstream reservoir
contributes to the infiows of the downstream reservoirs. The scheduling of the
water releases is thus an important issue, due to the lag time between the release
and the water arrivai at downstream reservoirs. Another important issue is the
stochastic nature of the natural infiows. In this case, stochastic dynamic program
ming is a natural problem-solving approach, but its computational burden is often
excessive for realistic problems with many reservoirs. Different aggregation tech
niques to reduce problem size have thus heen proposed in the literature [2,49,56].
Other methods, like stochastic programming [47, 58] have also been successfully
applied to these problems.
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The goal of hydrothermal coordination problems is to improve the coordi
nation between hydroelectric and thermal plants. This is an important issue,
because hydroelectric plants cari be operated in a quite flexible way, but are
limited by the amount of water available. Conversely, thermal plants are less
flexible but can produce electricity on a more steady basis. A variety of optirniza
tion techniques have been proposed to solve these problems. Examples for the
deterministic case are mathematical programming [52, 59], neural networks [311,
Lagrangian relaxation [24, 30, 33, 37] and metaheuristics, in particular genetic al
gorithms [20,401. When stochastic issues are considered, two main optirnization
techniques are reported, namely, stochastic programming [121 alld stochastic dy
namic programming [8,22,48].
The literature on hydroelectric production can 5e divided into two subclasses,
depending if a single reservoir or many reservoirs are considered. The latter
problems are much more difficult to solve due to the “cascade” effects from one
reservoir to the next. For the single reservoir case, the authors in [42] describe
a problem-solving approach based on dynamic programming; stochastic infiows
are then integrated and handled through stochastic dynamic programming [29].
In the case of multiple reservoirs, mixed integer programmillg [7, 54 551, dynamic
programming [25] and stochastic dynamic programming (for stochastic variants)
[1, 14, 18,44—46,501 have all been reported in the literature.
With regard to multiple reservoirs, the problem considered by Pritchard and
Zakeri in [46] is the most similar to ours. In their work, the authors develop a
stochastic dynarnic programming model to maximize the profits resulting from
electricity sales in a deregulated inarket, where electricity prices are modeled
through non homogeneous Markov chains. To solve their problem with stochastic
dynamic programming, the reservoir levels are first discretized. Then, the river
routing effects are taken into account by illtroducing artificial intermediate reser
voirs for each time period that falis in the lag time between the water release at
an upstream reservoir and the water arrival at the next reservoir. The size of
the state space grows quickly with the number of reservoirs considered (including
artificial ones). As a consequence, only small problems with two reservoirs, plus
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two intermediate ones, are addressed in their work. Another shortcorning is that
their approach is quite restricted with regard to the type of price generation pro-
cesses that can be handled. Also, sorne practical issues are not addressed (but
could be integrated at the exp ense of an increase in cornplexity), like start-up
costs and reserves.
The problem-solving approach proposed by Pritchard and Zakeri remains valu
able, especially if one considers that bidding issues are integrated into their model.
However, it is not appropriate in our context because nine intermediate reservoirs
would have to be introduced in addition to the four real reservoirs (i.e., three
reservoirs between each consecutive pair of reservoirs). With only ten discretiza
tion levels per reservoir, a state space with more than 1013 states per period would
be obtained.
The alternative model proposed in this paper grows linearly with the number
ofreservoirs, through the management ofa tree of price scenarios (see section 4.3).
A shortcoming of this approach is that it prevents ilS from considering mid- or
long-term time horizons. However, this is not required in our application because
only the next 24 hours are taken into account. As shown in section 4.5, this is
easily achieved. We also have some fiexibility with regard to the stochastic process
used to generate electricity and reserve prices. This would allow our system to
be fed, for example, with prices obtained from an external forecast modille.
In the following, the deterministic and stochastic models are described in
sections 4.2 and 4.3. Then, the electricity price model is presented in section
4.4. Production plan examples and numerical resuits are reported in section 4.5.
Finally, section 4.6 concludes.
4.2 Deterministic model
In the deterministic model, electricity and reserve prices are assumed to be known
over ail periods of the production horizon. This model can also be used when one
considers the stochastic case with a number of independent price scenarios and a
probability associated with each scenario, if it is assumed that ail decisions over
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the whole planning horizon are taken right at the start. In this case, we can use
the average price over ail scenarios for each period, because the expectation of a
linear function of a number of random variables corresponds to the linear function
of the expected values of the random variables (i.e., E[Z a X] E[Xj).
In the stochastic model presented in Section 4.3, however, the price scenarios are
not independent and not ail production decisions are taken at the start.
4.2.1 Description
The mathematical model can be better understood by first describing it rather
inforrnafly and by dividing this description along the lines of section 4.1. It should
be noted, however, that the following text often refers to equations that are found
in section 4.2.2, where the model is formally introduced.
Hydrological model
This subsection describes the basic components of the hydrological model such
as the inflows, outflows and water volumes at a dam.
The outflow at a dam is calculated through equation (4.13). It is the spilling
flow plus the sum of ftows going through each unit. For the model to 5e completely
defined, historical outftows for period —(N — 1),
.., O are used, where N is the
number of periods required for ail water released at the upstrearn dam to reach
the downstream reservoir (N = 3 hours in our case). These values are needed
in equation (4.15) to calculate the infiows of the first periods of the planning
horizon.
The inflows are calcuiated through equations (4.14) and (4.15). For a specific
hour, the infiow of dam d is equal to the natural inftows at this hour plus the
flow coming from the upstream dam d — 1 (taking into account the lag time
between the water release at the upstream dam d — 1 and the water arrivai at
the downstrearn dam ci). The summation over t considers the fraction of water
FR that arrives at the same hour (t = O), one hour later (t 1), two hours laterQ (t = 2) and three hours later (t = 3), for N = 3.
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Natural inflows can be integrated into models that take into account weather
forecasts [10, 11,15, 16,21,321. However, stochastic natural infiows are not consid
ered here because their impact on a short-term horizon is limited: over 24 hours,
reservoir levels are not likely to be significantly modified by unexpected natural
infiows. Rather, these levels are mostly modified through plant operations (flows
for producing electricity and spillillg fiows). Also, natural inflow forecasts are
generally reliable enough over a 24-hour horizon to be considered deterministic,
as opposed to long-term forecasts.
Finally, equations (4.16) and (4.17) calculate the water volume of a reservoir
at the end of period p, which is the volume at the end of period p — 1 plus the
water gain (infiows) and minus the water loss (outflows).
Operations of unit s
In our model, each unit (turbine) is considered independently. For a specific
unit, the power generation function depends on two variables: the water volume
y at the dam and the fiow J going through the unit. More precisely, the power
generation function MW(v, f) that we consider is:
MW(v,f) = MWT(f) (4.1)
where
• H(v) is the water head when volume at the dam is y (this function can
generally be approximated by a polynomial in u)
• MWTCf(f) is the power generation function based on a reference head HTef
that gives the power produced when ftow f is going through the unit.
The mathematical model presented in section 4.2.2 assumes a constant ref
erence water head. However, section 4.2.3 explains how non linear water head
effects can be considered using a successive linear programming method.
The power generation function at reference head MWTef(f) is typically not










Figure 4.2: Example of a power generation function at reference head
creases. We thus approximated it through a concave piecewise linear function
like the one found in reference [43]. An example is presented in Figure 4.2. We
note that there is no power until a fiow is reached. At this flow value,
the power produced i At the maximal flow value the power is
MWm.
The general idea to approximate MWTef(f) is to divide the function into I
intervals with bounds F” = UB0, UB, i = 1, .., I — 1 and Ftmx = UB1. With
each interval is also associated a siope R, j 1, .., I. We then define I variables
f, i = 1, .., I, and we set f = F + f, which corresponds to equation
i=1,..,I
(4.3) for a given unit u and period p at a dam d. Thus, if some electricity E is
produced (E 1) the ftow f must 5e at least The bounds on the f values
are found in equations (4.5) to (4.7).
The value of MWf(f) is then approximated as follows:
E MW” + f (4 2)
That is, we sum up the contribution of each interval, which corresponds to





produced (E = 1), we add y14/min This calculation is doue in equation (4.8).
Equation (4.10) ensures that the whole capacity of a unit (MWm) is ai
located between electricity production and the reserves. The relation between
producing electricity and spinning is found in equations (4.11) and (4.12). Recali
that a unit must produce some electricity (E = Ï) or must spin, by applying a
current on it (y8Pfl = Ï), to provide 10$ reserve. This is becailse the unit needs to
be synchronized with the network to quickly respond to a cail from the network
operator.
Objective function
The goal of this model is to maxirnize the profit of a single production day for
a hydroelectricity producer. This profit is the production revenues minus the
production costs and minus the net value of any water used during that day. The
objective function is presented in equation (4.20).
The revenue obtained from electricity and reserve sales, as shown in equation
(4.21), is sirnply the power used for electricity production and for the reserves
iiiultiplied by their corresponding prices. In the deterministic case, average elec
tricity and reserve prices are directly fed into the model. In equation (4.22), a
cost for spinning is incurred when a unit offers 10$ reserve without producing
electricity at the same time. Furthermore, eqilations (4.23) to (4.26) state that
a cost is incurred when the unit needs a start-up. Thus, this cost is added when
there is some production at the current period p 1) but no production at
the previous period p — 1 (y_1 = 0). Note that equation (4.23) assumes that
there is no production before period 1 (i.e., at period 0). Note also that equa
tions (4.25) and (4.26) are not mandatory as the optirnization process minimizes
the start-up costs. However, intensive computational tests have shown that their
inclusion reduces the computation tirne.
It is important to consider the value of the water used for production. Oth
erwise, the model will tend to use ail water available and empty the reservoirs at
the end of the day, because it will not consider the adverse impact of this strategy
on future revenues. The future water value of a reservoir (FVR) is a function that
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(D estimates the profit that can be made with this water in the future. This func
tion is normally concave as the marginal value of the water decreases when its
availability increases. For example, it is not possible to exceed the capacity of the
turbines when the prices are high, even if a lot of water is available. Thus, spilling
would be unavoidable. More importantly, the average electricity sales prices tend
to decrease when a lot of water is available. The FVR is thus approximated with
a concave piecewise linear function.
We assume that the FVR function is the sarne at the begillllillg and at the end
of the day, due to our short-term horizon. With this assumption, the net value of
the water used for production during the day is expressed as FVR(initiat volume)—
FVR(final votume). The initial FVR can be calculated exactly with the true
function before the optimization, based on the initial volume. In the optimization
model, the final FVR is approximated with the piecewise linear function repre
sented in equation (4.27). Each variable represents one of the K parts of the
piecewise approximation, in a way similar to the production fllnction approxima
tion of section 4.2.1. The bounds on are follnd in equations (4.29) to (4.31).
Finally, the sum of all v variables must be eqilal to the final volilme, adjllsted
to take into account the river routing effects, as shown in equation (4.28). That
is, the final volume of dam d is equal to the volume v,p at the end of the last
period P plus the inftows released at dam d — 1 before or at period P that arrive
at dam d at periods P + 1, P + 2, .., P + N. These delayed infiows should be
considered, otherwise they will be forgotten in the objective.
In practice, the FVR should be evaluated with a long-term model that would
integrate the stochastic nature of natural infiows and prices. This could be dolle
with stochastic dynamic programming over an horizon of several months. To
obtain a tractable problem, however, sorne aggregation of the reservoirs should
be performed to reduce problem size [2,49, 56].
4.2.2 Mathematical model
C This section describes the deterministic model in details. The parameters are
in capital letters while the variables are in lower case letters. Note that some
78
constraints are redundant but are presented here because they reduce the com
putation time of the solver.
Parameters
• P: number of periods for production planning.
• D: number of dams.
• Ud: number of units at dam d, d = 1, .., D.
• P : price for each MWh of electricity produced in period p ($/MWh),
p= 1,..,P.
• P08 : price for each MWh of electricity offered for 1OS reserve in period p
($/MWh),p= 1,..,P.
• pioN
: price for each MWh of electricity offered for iON reserve in period p
($/MWh), p — 1, .., P.
• A/fWd,(v, f) : power of unit u of dam cl as a function of flow f and volume
u at dam d(MW), d= l,..,D; u=
• : reference water head of dam cl (m), cl = 1, .., D; u = 1,
.., Ud.
• Hj’: minimum water head of dam cl (m), cl = 1, .., D; u = 1,
.., Ud
• : maximum water head of dam U (m), cl = 1, .., D; u = 1,
.., Ud
• Hd(v) : water head of dam U as a function of volume u (m), U = 1, .., D; u
i,..,Ud.
• H(u) : derivative of the function Hd(v), cl = 1, .., D; u = 1, ..,
• MWj(f) : power of unit u of dam cl as a function of flow f when the water
head is at reference valtie (MW), U = 1, .., D; u 1,
.., Ud.
• (MI47)’(f) : derivative of the function MT17j(f), cl = 1, .., D; u =
• ‘du : number of piecewise parts in the linear approximation of IJI’V (f),
U=i,..,D;u=l,...Ud.
• rate (siope) of part j in the linear approximation of MW7j(f),
U= l,..,D; u= i,..,Ud; i= ‘,«,‘dtL.
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• U3d.1 upper bound or limit of part i in the linear approximation of
A/IWj(f), d = 1, .., D; u = 1,
.., Ud; i = 1, .., I — 1.
• t minimum volume of dam d at the end of period p (ni3), d =
1, .., D; p = 1,.., P.
• : maximum volume of dam U at the end of period p (ni3), U =
1, .., D; p = 1, .., P.
• t initial volume of dam U (ni3), U = 1, .., D.
• FE t minimum fiow that can be processed by unit u of dam U (m3/s),
U = 1, .., D; u = 1,
.., LTd.
• Fj t maximum flow that can be processed by unit u of dam U (m3/s),
U = 1, .., D; u = 1,
.., Ud.
• F711”° t maximum spili fiow of dam U (m3/s), U = 1, .., D.
• Ftm t minimum outflow of dam U (m3/s), U = 1, .., D.
• : maximum outflow of dam U (rn3/s), U 1, .., D.
• t minimum power of unit u of dam U at reference head (when flow
is Fn) (MW), U= l,..,D; u= l,..,Ud.
• t maximum power of unit u of dam U at reference head (when ftow
isfi(MW),U=l,..,D;u=l,..,Ud.
• NId, t mean natural inflow forecast at dam U for period p (m3/s), U
1, .., D; p = 1, .., P.
• N t number of periods that are considered when calculating the river routing
effects.
• FRd,t : fraction ( [0,1]) ofwater, released in periodp—t at dam U—l, that
arrives at dam U in period p (same value for ail p), U 1, .., D; t = 0, .., N.
• : power needed by unit u of dam U to spin when lUS reserve is
offered without producing electricity (MW), U = 1, .., D; u = 1,
..,
• $Cd,t start-up cost of unit u of dam U (s), U = 1, .., D; u = 1,
.., Ud.
O . FVRd(v) t future value of water in the reservoir of dam U as a function of
volume e (s), U = 1, .., D.
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• Kd : number of piecewise parts in the linear approximation of FVRd(v),
d = 1, .., D.
• : rate (siope) of part k in the linear approximation of FVRd(v), d =
1,..,D; k=1,..,IÇ.
• UBT : upper bound of part k in the linear approximation of FVRd(v),
d=1,..,D;k=1,..,Kd—1.
• Ed : estimate of the energy that can 5e produced with each m3 of water at
dam cl (MWh/m3), cl = 1, .., D. This value gets larger as we move upstream
(upward) because more electricity can be produced with the same amount
of water, due to the cascade effect.
• FP : estimate of the average price at which electricity can be sold in the
future ($/MWh), k = 1, .., K.
• FVRt : future value of water in the reservoir of dam cl, initially (i.e.,
FVR1Tit
= FVRd(VJt)), cl 1, .., D.
Decision variables
• fSPltt >0: ftowspilled at dam dinperiodp(m3/s), d= 1,..,D; p 1,..,P.
• O : ftow going through unit u of dam cl in period p to produce
electricity (m3/s), cl = 1, .., D; u = 1,.., U; p = 1,.., P.
• 0: contribution of piecewise part i, in the linear approximation of
to the flow going through unit u of dam cl in period p to produce
electricity (m3/s), cl = 1, ..,D; u = 1,.., Ud; p = 1, ..,P; i = 1, (see
section 4.2.1).
• {0, 1} : 1 if electricity is produced by unit u of dam cl in period p, O
otherwise, cl = 1,
.., D; u = 1,
.., Ud; p = 0, 1, .., P.
• y’ {0, 1}: 1 if unit u of dam cl spins by supplying electricity to it in
period p, O otherwise, cl = 1, .., D; u = 1,
.., Ud; p = 1, .., P.
• mw O : power produced by unit u of dam cl in period p (MW),Q d=1,..,D;u=1,..,Ud;p=1,..,P.
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• > 0: power reserved for 10$ for unit u of dam U in period p (MW),
d=1,..,D;u=1,..,Ud;p=1,..,P.
• > 0: power reserved for iON for unit n of dam U in period p (MW),
drrl,..,D;u=1,..,Ud;p=1,..,P.
Constraints
• f- is the sum of ail piecewise parts, plus Fj if electricity is produced
(E i\ d=i,..,D; u=1,..,Ud; p=1,..,P.d,u,p — )‘
E E prnin
= du + (4.3)
• equals O if y equals O and is between O and Fj’ otherwise, U =
u= l,..,Ud; p= 1,..,P.
0<E <Fm°• EJd,u,p
— du Ycl,u,p (4.4)
• Bounds on ff, d=z 1,..,D; u= l,..,Ud; p 1,..,P; i =
i = 1: 0 ff — Fj (4.5)
j = 2, .., I. — 1: 0 fj UBd,u,j — UBd,u,i_ (4.6)
i = I: O
— UBd,u,Id u_1 (4.7)
• Evaluation of mw = MI/V(f?) through its linear approximation,du
d=i,..,D;u=1,..,Ud;p=1,..,P.
E E
TflWdup = ydu,p• MWj + fu,p,i . Rci,u,i (4.8)
• Spiil flow of dam U in periodp is between O and a maximum value, U =
1,
.., D; p = 1, .., P.
O < f9Ptt < f8Puttm (4.9)
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• Ail power of unit u of dam U is used or reserved at periodp, U = 1, .., D; u =
1,
.., Ud; p = 1,.., P.
+ mw + rnw’ = MW (4.10)
• Power for 1OS can only be reserved if unit u of dam U spins or produces
electricity, U 1, .., D; u = 1,
.., Ud; p = 1, .., P.
mw MW + y) (4.11)
• Unit u of dam U cannot produce electricity and spin at the same time,
d= 1,..,D; u= l,..,Ud; p= 1,..,P.
+ 1 (4.12)
Intermediate variables
The values of the following intermediate variables depend on the parameters and
the original decision variables. They are used here to simplify the formulation of
the collstraints that follow. These variables and their constraints represent the
hydrologic laws governing the system.
• outd, : fiow that leaves the reservoir of dam U in period p (rn3/s), U =
1, .., D; p = 1, .., P. It is also assumed that a number of Thistorical’ outftow




• in t flow that enters the reservoir of dam U iII period p (rn3/s), U =
1, .., D; p = 1, .., P.
U 1: Zfld,p = NId, (4.14)
U = 2, .., D t NId, + . (4.15)
• t water volume of dam U at the end of period p (rn3), U = 1, .., D; p =
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o
p = 1: = VJt + (fld,p — outd,) 3600 (4.16)
p = 2, .., P = vj,_j + (fld,p — outd,) 3600 (4.17)
Constraints on intermediate variables
• Water volume of dam U at the end of period p is between a minimum and
a maximum value, cl 1, .., D; p 1, .., P.
v (4.18)
• Outffow of dam clin period p is between a minimum and a maximum value,
d= 1,..,D; p= Ï,..,P.
Ftm OUtd,p F7Ltm (4.19)
Objective
• Objective function ($)
Maximize {rev,.
— c7 — c} — valez (4.20)
• revd,, : revenue from selling electricity and reserve for unit u of dam U in
periodp (s), d= 1,..,D; u= l,..,Ud; p= 1,..,P.
revd,, = (mw . P + . plOS + mw1 pioN) (4.21)
• c/ : cost of providing electricity to unit u of dam U to make it spin in
period p (s), U = 1, .., D; u = 1,
.., Ud; p = 1, .., P.
= z; MW . P, (4.22)
• >0: start-upcost of unit uof damdat periodp (s), d= 1,..,D; u =
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p — 1: = (4.23)







• vatd : net value of water used for production at dam d during planning
horizon (eqilal to the value at the start of the planning horizon minus the
value at the end) (s), cl = 1,.., D.
vald = FVRJLit — v (4.27)
• v’ > 0: contribution of piecewise part k to the final volume of dam cl, in
the linear approximation of FVRd(final volume) (m3), cl = 1, .., D; k =
1 11
..,
The sum of the values is equal to the final volume, which is then
adjusted to account for the river routing effects at the end of the horizon,
cl = 1, .., D. The summation after vd,p corresponds to infiows that arrive at
dam cl at periods P + 1, P + 2, .., P + N.
v = Ud,p + 3600 OUtd_1,p+T_t FRd,t (4.28)
• Boundsonv’, d=1,..,D; k=1,..,Kd.





Q 4.2.3 Water head effects
This section describes how non linear water head effects can be evaluated using
a successive linear programming method that is often reported in the literature
on water management [3, 18, 23, 51]. The method starts from the initial solution
obtained by solving the original model. Then, a new model is created with the
same variables and constraints except that the electricity pro dllction equation
(4.8) is replaced by
= Afl’Vd,(, îdp)+
A MWf(?) (v -
1-Vg \
Hdvd ) (MWj) (fd,,) (ff - f) (4.32)
where is the value of ff in the initial solution, is the average volume
of period p given by:
Vinzt
p = 1: v = d
2
Vd,p (433)
p = 2, .., P: = Vd,p_1+ Vd,p (434)
and is the value of in the initial soliltion.
Formula (4.32) is in fact the order 1 Taylor’s polynomial approximation of
fllnction A’ïWd,(v, f) evaluated at
‘,
3• This approximation is only valid
when and are close enough to îJ and respectively. We thus





fd. — À. (F — Fmt < LE + À• (FX — F1) (4.36)d,u ) — Jd,u,p
—avgavgwhere À e [0, 1] is a parameter that defines how close and are irom
and respectively. Furthermore, as the capacity of a unit now depends on










where the right side of the equation is the order 1 Taylor’s polynomial approx





SJJLflmwp < d M117c’• (Yu,p + Ycjp) (4.38)
because mw°.f can take values up to when the water head is at
d
its maximum value. To speed-up the computations, we also add constraints to
elirninate binary variables that have already been optimized (for d = 1, .., D; u =
1,..,Ud; p= 1,..,P):
E —EYd,u, = Yd,u,p (4.39)
sP,fl —S?zfl
= yd (4.40)
The overail optimization process is the following:




3. iter ÷— 1
4. While iter < NiteT and À> Àmin
ta) Find a solution s’ with the modified water head model
(b) If F(s’) > F(s) then
s — s’
Else if F(s’) < F(s)
À À Àmit (with Àmutt E (0, 1))
Else if F(s’) = F(s)
Exit while loop (the solution is optimal)
(c) iter
— iter + 1
This procedure optïmizes the profit while taking into account water head by
first allowing large changes in volume and flow (À large) and smaller changes
later. The function F corresponds to the objective function in the linear model,
except that it is calculated with the true function MI’Vd,(v, f), instead of the
piecewise linear approximation or the Taylor’s approximation. In the procedure,
the parameter À keeps its value while the new solution improves upon the current
one (i.e. F(s’) > F(s)). When F(s’) < F(s), the value of À is reduced according
to À Àmutt, with Àmutt < 1. The procedure is repeated until either iterations
have been perforrned, À is small enough or convergence is observed (i.e., F(s’)
F(s)). Section 4.5.2 analyzes the impact of water head on solution quality.
4.2.4 Deterministic model in practice
This section explains how the deterministic model can be applied in practice.
First, note that it is aiways possible to design a bidding strategy that complies
with the optimized production plan (i.e., bid low when electricity should be pro
duced, and bid high otherwise). Note also that the bids must be submitted at
least two hours ahead to meet the market requirements. A long-tenu model to
calculate the future value of water in the reservoirs and a short-terrn natural
infiow forecast model would also be reqllired to feed our model. For example,
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G the price model presented in section 4.4 could be extended to include weather
forecasts for the next day.
The main steps are the following:
1. Define the initial state of the hydrological system from the data server
(initial volumes, historical outflows, etc).
2. Forecast natural inffows for each reservoir for the next 24 hours.
3. Initialize the price model with the last known electricity prices and calculate
the average price for each period.
4. Evaluate the water value in each reservoir with the long-term model.
5. Find a solution to the original model (with reference water head).
6. Apply the successive linear method described in section 4.2.3 to evaluate
the water head effects. The result at the end of this step is a complete
production plan.
7. For each unit apply the following strategy:
• Bid low when the prodllction plan states that electricity should be
produced. Offer a quantity equal to the one found in the plan (mwE).
• Bid high when the production plan states that electricity should not
be produced.
• Bid low for 10$ and iON reserves and offer the quantities found in the
plan (rnwlDS and mw’°1’, respectively).
4.2.5 Parameter values
The numerical resuits are based on a real hydrological network, but sorne data
have been modified for confidentiality reasons. As already rnentioned, we consider
a large reservoir at the head of the river, followed by three smaller reservoirs
each with an associated hydroelectric power plant. faci power plant has two
similar units (turbines). The pararneter values used for the experiments are the
followings:
• Number of periods (hours): P = 24.
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• Number of dams: D = 4.
• Number of units (turbines) at each dam: U1 = 0, U2 2, U3 2, U4 = 2.
• Prices for electricity and reserves at period p (historical averages):
pE 75E pios _ plOS pioN = piON p = 1, .., 24.
• Reference water head of dam d = 2, 3, 4: H{ = 45.5, H = 49, H,f 35,
u = 1,2.
• Minimum water head of dam d 2,3,4: H 44.25, H = 47.5, =
33.9, u = 1, 2.
• Maximum water head of dam d = 2, 3, 4: H’ = 46.75, = 50.5, H =
36.1, u= 1,2.
• Water head of dam d = 2, 3, 4 as a function of volume u:
H2(v) —0.0002179v2 + 0.0486781v + 44.25
H3(v) = —0.0001823v2 + 0.0482292v + 47.5
114(v) = —0.0009066v2 + 0.0912637v + 33.9
• Derivative of function H:
H(v) = d(v)) d= 1,..,4.
• Power function of unit u of dam d = 2, 3, 4 (where J,iWTef is the power at
the reference head value):
MWd,(v, f) = MWj(f)
MW(f) = —0.0021491f2 + 1.0198214f — 25.6604314, u = 1, 2.
MW.j(f) = —0.0015629f2 + 1.0412698f — 43.1562882, u = 1, 2.
MW(f) = —0.0018621f2 + 0.8344132f — 27.3971054, u 1, 2.
• Derivative of A/IWTef:
(M7ef)’(f) = d(MW(f)) u = 1, .., 4.
• Number of piecewise parts in the linear approximation of MWTCJe: I = 4
,d=1,..,4; u=1,2
• $lopes in the linear approximation of MT17T for dam d = 2, 3, 4
= {0.761929, 0.525528,0.321364, 0.138690}, u = 1, 2.
c: R3, = {0.791206, 0.611472, 0.431739, 0.259820}, u = 1,2.
R4, = {0.610961, 0.461993, 0.313025, 0.164057}, u = 1, 2.
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• Bounds in the linear approximation of MWTef for dam d = 2, 3, 4
UB2, = {90, 140, 185}, u 1, 2.
= {11O, 165, 225}, u = 1,2.
UB4, = {80, 120, 160}, ‘u 1, 2.
• Minimum volume of dam d at the end of period p: Vj O, cl 1, .., 4,
p = 1, .., P.
• Maximum volume of dam cl = 1, 2, 3, 4 at the end of period p: V =
400 km3 /max = 80 f3, I/max = 100 km, V” = 40 km3, p = 1, .., P.
• Initial volume of dam cl = 1, 2, 3, 4: I4it = 200 km3, V’ = 40 km3, Vit =
50 km3, V = 20 km3.
• Minimum ftow that can be processed by unit u of dam cl 2, 3, 4: F =
30,F50,F=40, u= 1,2.
• Maximum ftow that can 5e processed by unit u of dam cl = 2, 3,4: F =
225, = 275, = 200, u = 1, 2.
• Maximum spiil flow of dam cl: F72ttm = 1000, cl 1, .., 4.
• Minimum outflow of dam cl: Ftmm = 0, cl = 1, .., 4.
• Maximum outflow of dam cl: F,Ltm = 1000, cl = 1, .., 4.
• Minimum power of unit u of dam cl = 2,3,4: AIW 3, MW =
5,MW=3,cl=2,..,4;u=1,2.
• Maximum power of unit u of dam cl 2, 3, 4: MW = 95, MW =
125, = 65, u = 1,2.
• Mean natural inflow forecast at dam cl = 1, 2, 3, 4 for period p (historical
averages): NI1 = 40, NI2, = 16, NI3, = 12, NI4, 10, p 1, .., P.
• Number of periods (hours) for calculating the river routing effects: N = 3
• fraction of water, released in period p — t at dam cl — 1 that arrives at dam
cl = 2, 3, 4 in period p, t = 0, 1, 2, 3:
FR2,0 = 0, FR2, = 0.3, FR2,2 = 0.4, FR2,3 = 0.2.
= 0.1, FR3,1 = 0.5, FR3,2 = 0.3, FR3,3 = 0.1.
G FR4,0 0, = 0.4, FR4,2 0.4, FR4,3 = 0.2.
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• Power needed by unit u of dam cl = 2, 3, 4 to make it spin to offer 10$
reserve: MW 1.9, MW’ = 2.5, MW = 1.3, u 1, .., 2.
• Start-up cost of unit u = 2, 3, 4: $C2, = 285, SC3, 375, SC’4,, = 195,
u = 1, 2 (see below).
• Number of piecewise parts in the approximation of future water value func
tion FVRd at dam cl: Kd 1, cl 1, .., 4 (see below).
• Estimate of electricity that can be produced for each m3 of water at dam
cl 1, 2, 3, 4: E1 = 0.000364, E2 0.000363, E3 0.000227, E4 = 0.000096
(see below).
• $lope of the linear approximation of future water value function at dam cl:
fvrRdl = Ed• FP, cl 1, .., 4 (see below).
• Estimate of the average price at which electricity can be sold in the future:
FP = 64$/MWh, unless specified otherwise (see below).
• Initial water value at dam cl: FVRjt = FVRd(V,jt) (calculated with the
linear approximation obtained with R), cl = 1, .., 4.
The future value of water is obtained here by considering that each rn3 of
water at a given dam has a fixed value. This value is Ed fP, where Ed is an
estimate of the electricity that can be produced with each m3 of water at dam cl
and FP is an estimate of the average electricity sales price in the future. This
value gets larger as we move upstream (upward) because more electricity can 5e
produced with the same amount of water, due to the cascade effects (i.e., Ed
is larger for upstream reservoirs). The value of FP is evaluated approximately
at 64 $/MWh from historical production and price data. In section 4.5.4, the
sensitivity of this value on solution quality is analyzed for the two models.
The start-up cost lias been set to 3$ per nominal MW of output according to
the study in [34]. For example, for a 95MW unit, the cost is 285$ per start-up.
For ail units, it is aiways better to stop a unit than let it run at minimum ffow
for an hour because the start-up cost (285$, 375$, 195$ for units of dam 2, 3 and
4, respectively) is lower than the opportunity cost of running at minimum flow.
The latter can 5e approximated by the amount of additionai electricity that could
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have been produced in the future multiplied by the average electricity price in
the future: (F 3600• (Ed — — MI17) FP, which is 748.03$, 1189.12$,
692.74$ for units of dam 2, 3 and 4 respectively. However, if one chooses to
produce at MWjX for periods p and p + 2 instead of consecutive periods p and
p+ 1, the difference in electricity prices between periods p+ 1 and p+2 must be at
ieast SCd,/I’IT17j (about 3.10$ for ail units) to justify the additional start-up
cost.
4.3 $tochastic model
The stochastic model exhibits many similarities with the determillistic model. Its
main components are the sarne: hydrological model, operations of units and ob
jective. Decision and intermediate variables are also the sarne, but an additional
index is added to take into account different price scenarios (see below). Thus,
the major difference is in the price structure and how production decisions are
taken.
4.3.1 Description
Our stochastic model is based on stochastic programming (SP). The fundamental
idea behind $P is the ability to take recourse actions once a realization of random
variables is observed (in our case, electricity prices). Stochastic programming is
one of the main optimization methods, with stochastic dynamic programming,
that takes into account random variables. It has often been applied in the elec
tricity domain [12, 47, 53, 58]. In particular, the authors in [53] apply stochastic
programming to optimize the profits of a hydrothermal unit in a dereglllated mar
ket. To the best of our knowledge, however, it is a the first time that $P is used
to optimize the profits for a cascade of hydroelectric power plants. A complete
reference on SP can be found in [41, while a survey on applications in energy can
be found in [57].
C In the stochastic model, different scenarios or realizations for the electricity
prices are considered. The scenarios are organized into a tree structure where
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Root Prices for Prices for Prices for
Start pz1,..,8 p=9,..,16 p=l7,..,24
each node, at a given level, contains a particular realization of prices for the
set of periods associated with that level (note that the prices for each period in
the set of periods associated with a given node are different). From each node,
the chuidren nodes at the next level can be reached with a certain (conditional)
probability. The root node corresponds to the “empty scenario”, at the start of
the planning horizon, where no prices have yet realized. Figure 4.3 shows a tree
of price scenarios over an horizon of 24 periods, where the price scenarios at the
first level are associated with the set of periods {1,.
.. ,8}, those at the second level
with set {9,. .. ,16} and those at the third level with set {17,. .. ,24}.
The tree structure chosen here is only relevant when the price distribution
for a given period depends on prices from previous periods. Otherwise, no ad
ditional information can be extracted from the tree and the deterministic model
based on averages will be as good as the stochastic model. Note, however, that
the stochastic process used for modeling electricity prices is not restricted to be
Markovian, like the one proposed in section 4.4 (where the price at the current
period depends on the price observed in the previous period). As opposed to
stochastic dynamic programming, where a Markovian process is required, a tree
structure can be used to model more general dependencies.
At each level, including the root but exciuding the leaves, commitments (pro-
Figure 4.3: Tree of price scenarios
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Root Set I Set 2 Set 3
Start pl,..,8 p=9,..,16 p=l7,..,24
0 4 No decisionDecisions
= 8
for p=17,..,24
0.3 s = 0 6 1 No decision jDecisions
. s = 9
for p=9,..16
s = 2 0 9 No decisionDecisionsu.,
for p=17,..,24
s = 0.1 : No decision
Decisions
forp=1,..,8




s = 6 No decision
Decisions 0.8 s = 13
for p=9,..l6
s 3 0 3 No decision
0.5 Decisions : s = 14
for p=17,..,24
s = 7 No decision
0.7 s=15
Figure 4.4: Tree of decisions
duction decisions) are made for the set of periods associated with the next level,
without knowing with certainty the electricity and reserve prices for these peri
ods. In figure 4.4, production decisions are first taken at the root for periods 1
to 8, withollt knowing exactly the prices for these periods. Then, based on the
particular realization observed for these prices, another node is reached at the
next level and new commitments are made for periods 9 to 16, etc. Although
the prices are not known exactly when the production decisions are taken, the
conditional probability of observing a partidular realization of prices over the next
set of periods, given the prices observed up to now, is assumed to be known. It
is thus possible to compute the conditional expected profit associated with the
production decisions for the next set of periods.
The overali expected profit is then the summation over ail internal nodes in
the tree of the probability of being in that node (as obtained by multiplying the
conditional probabilities on the path leading from the root to the node) times the
conditional expectation of the profit from that node over the next set of periods.
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For example, the probability of being in the node associated with scenario s = 7
is equal to 0.4 * 0.5 0.2. Note that the leaves are left apart, given that no
decision is taken there.
The model presented in section 4.3.3 does not explicitly consider these condi
tional probabilities but rather the (unconditional or absolute) probability of being
at node s when a decision for period p is taken, noted by PR,8. In the previolls
example, PR,7 = 0.2 for periods p = 17, .., 24. These probabilities are found
in the objective (4.58), which is similar to the deterministic objective (4.20). A
large part of the model is also similar, except for the addition of an additional
index s that denotes a partidillar price scenario.
To simplify the formulation, the model does not handie sets of periods explic
itly, but rather handies each period individually. The scenario node (or set of
periods) that contains period p is then obtained via set $. More precisely, S1
contains ail scenario nodes where a decision is taken for period p. In or exam
pie, $, = {1} forp = 1,..,8, $, = {2,3} forp = 9,..,16 and $ = {4,5,6,7} for
p = 17, .., 24. Parameter $ is the number of scenario nodes where decisions are
taken, that is ail nodes in the tree apart from the leaves (in our example, $ = 7).
The topology of the tree is contained in AN3, which corresponds to the ancestor
of node s, where a decision for period p—t is taken. For example, AN2,9,1 = 1 and
AN4,17,2 = 2. Note that the ancestor node of s can be node s if p and p — t are
in the same set of periods (e.g., AN2,10,1 = 2 and AN4,20,2 = 4). For consistency,
= s for s = 1, .., S.
4.3.2 Scenario tree construction
The shape of the tree depends on the sets of periods that are associated with each
levei. For example, a much deeper tree is obtained by associating a single period
with each ievel. Also, the branching factor in the tree corresponds to the nimber
of different realizations of prices that are considered for each set of periods. Thus,
the following parameters determine the shape of the scenario tree:
C Nb: number of branches at each level (branching factor);
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• N5: number of sets of periods (number of levels), with p tlie last period in
period set j = 1, .., N5;
The periods p — 2 (for j 1, .., N5 — 1) are those where decisions for the next
set of periods are taken according to the market rules. Thus, the prices at these
periods are used to determine the child node that will be reached at the next level
iii the tree and the decisions that will be taken in this child node. Let assume,
for example, that nodes b, c and d are associated with period set j N5 (from
smallest to largest prices at period p — 2) and are the three chiidren nodes of a
given node a. We denote the price associated with node s = b, c, U by P and the
price of period Pj — 2 in some newly generated price vector by Then, from
node a, we go to:
• node b if pneu <p
• node e if P <pneu <p,
• node U otherwise.
To associate average prices with the nodes in the tree of scenarios, a Monte
Carlo simulation is performed. We first generate N vectors of prices of cardi
nality P, based on some underlying stochastic process (see section 4.4). Given a
branching factor Nb and a partition of the P periods into N5 sets of periods, we
first sort these vectors based on the price at period Pi — 2 (two periods before the
last period in the first set), starting with the smallest price. Recali that decisions
must be taken at least two hours before their actual implementation according to
the rnarket rules; that is, the next chuld node is chosen at period Pi — 2. We then
take the price average for each period from 1 to Pi based ou the first LNV/Nb]
vectors, which are those with the srnallest prices, and we associate these averages
and the corresponding subset of price vectors with the first child uode. We do
the same for the next child node by averaging over the next LNV/Nb] vectors.
This is repeated until every child node of the root is done. Theu, we go to theQ uext level and repeat the whole procedure again for every node at that level: we
sort the subset of vectors associated with the current node based on the price of
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period P2 — 2 (two periods before the last period in the second set of periods)
and associate a (sub)subset of vectors and its corresponding averages with every
child. The procedure stops at the leaves of the scenario tree. The tree is created
in a such way that the average price associated with each period corresponds to
the expected value of the stochastic process that is used to generate the prices.
Note also that the price P mentioned above (where node s is associated with the
set of periods j), is obtained by taking the maximum price value at period p — 2
over the set of price vectors associated with node s.
Figure 4.5 illustrates the procedure with an example. Here, we have six periods
(P = 6), two sets of periods (N5 2) and a branching factor of 2 (Nb = 2), with
Pi = 3, P2 = 6. Eight vectors ofprices are generated (N = 8), where each vector
corresponds to a single line in part (a). In part (b), the price vectors are sorted
based on their value at period 1 (Pi — 2). Then, the first four price vectors are
averaged over periods 1 to 3 and are associated with scenario node s = 2. The
same is done with the four last price vectors to obtain scenario node s 3. Note
that the price P for s = 2 is 4. Thus, if the actual price at period 1 is less
than or equal to 4, node s = 2 is reached, otherwise node s 3 is reached. In
part (c), the price vectors 1 to 4 are sorted accordillg to their values at period 4
(P2 — 2). The same is done for vectors 5 to 8. The averages are then computed
and associated with scenarios s 4, .., 7 over the four pairs of vector prices. The
prices P and P for nodes s = 4 and 6 are 2 and 5, respectively. The resulting
scenario tree is presented in part (d).
4.3.3 Mathematical model
The mathematical model will now be formally introduced. It is based on a tree
of scenarios, where each node is associated with a set of periods, a price scenario
(realization of prices up to this set of periods), conditional expected prices and
production decisiolls for the next set of periods. As mentioned previously, the




(b) p3 p4 p=5 p6
Prices for p 1,2,3
(c) p3 p4 p5 p6
Prices for p = 4,5,6
Parameters
Here are the new pararneters for the stochastic model (see section 4.2.2 for the
other ones).
• S: number of internai nodes in the scenario tree.
• : set of nodes where a decision is taken for period p, p = 1, .., P.
• : ancestor of node s, where a decision is taken for period p — t,
p = 1, .., P; s S; t = O, ..,p — 1. Note that the ancestor node eau 5e the
same as node s if p and p — t are in the same set of periods.
• PR : absolute probability to 5e in node s when a decision is taken for
period p, p = 1, .., P; s e $,,. This probability is obtained by multipiying
the conditionai probabilities on the path from the root to the corresponding
scenario node in the tree of scenarios. These probabilities are the same for
ail periods in the same set of periods.
(a)_1 p=2 p3 p4 pS p6
2 1 2 2 3




2 1 2 1 2 1
6 6 5 5 5 6
7 8 7 $ 7


















Figure 4.5: $cenario tree constrllction example
o
• P3 : conditional expectation of price for each MWh of energy produced
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at period p when a decision for period p is taken in node s ($/MWh),
p=1,..,P; sES.
• plDS : conditional expectation of price for each MWh offered of 10$ reserve
when a decision for period p is taken in node $ ($/MWh), p 1, .., P; s E
s?.
• pioN condjtioual exp ectatiou of price for each MWh offered of iON reserve
when a decision for period p is taken in node s ($/MWh), p = 1, .., P; s E
s?.
Decision variables
• f > 0: ftow spilled at dam clin period p when a decision for period p is
taken in node s (m3/s), cl = 1, .., D; p = 1, .., P; s E $.
• fi38 O : fiow going through unit u of dam cl to produce electricity
in period p, when a decision for period p is taken in node s (m3/s), cl =
u= i,..,Ud; p= 1,..,P; sE $.
• O : contribution of piecewise part i, in the linear approximation
of iWT’Vj(f), to the ftow going through unit u of dam cl in period p to
produce electricity, when a decision for period p is taken in node s (rn3/s),
d= i,..,D; u= l,..,U; p= 1,..,P; i= i,•.’,Idu; sES?.
• E {0, 1} : 1 if electricity is produced by unit u of dam cl in period p
when a decision for period p is taken in node s, O otherwise, cl = 1, .., D; u =
i,..,Ud; p=zl,..,P; sES.
• E {0, 1} : 1 if unit u of dam cl spins by supplying electricity to it
in period p when a decision for period p is taken in node s, O otherwise,
d= i,..,D; u= l,..,Ud; p= i,..,P; sE Si,.
• mw > O : power produced by unit u of dam cl in period p when a
decision for periodpis taken in node $ (MW), cl = 1,.., D; u = 1,.., Ud; p =
1, .., P; s E 5]3
•
O : power reserved for “10 minutes spin” reserve for unit u of
dam cl in period p when a decision for period p is taken in node s (MW),
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d= 1,..,D; u= l,..,Ud; p l,..,P; s E Si,.
• mw’ O power reserved for “10 minutes non spin” reserve for unit u
of dam d in period p when a decision for period p is taken in node s (MW),
d= 1,..,D; u= l,..,Ud; p= 1,..,P; s E S.
Constraints on decision variables
• ff,1 is the sum of ail piecewise parts plus Fj if electricity is produced
(y=1),d=1,..,D;u=1,..,Ud;p=1,..,P;se$?.
= F’ + (4.41)
• equals O if equals O and is between O and a maximum value
otherwise, d = 1, .., D; u = 1,
.., Ud; p = 1, .., P; s é S.
O f73 F . y3 (4.42)
• Bounds on cl = 1, .., D; u = 1,
.., Ud; p = 1, .., P; i = Ï,
.., Iu,; s E
s?.
i = 1: 0 UBd,u,1 — (4.43)
j 2,
.., ‘d,u — 1: 0 — UBd,,_1 (4.44)
‘d,u O
— UBd,u,Id,U_l (4.45)
• Calculation of mw8 = MWj(ff5) through the iinear approxima
tion,d=1,..,D;u=1,..,Ud;p=1,..,P;se$.
mw = MWj + (4.46)
• Spili ftow of dam cl in period p is between O and a maximum value, cl
1,..,D; u= Ï,..,U; p= 1,..,P; sES.
o
O < <F1 (4.47)
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• Maximum power of unit u of dam cl is used or reserved in period p, U =
1,..,D; p= 1,..,P; s e $.
+ + = MW (4.48)
• Power for 10$ reserve can only be reserved if unit u of dam U produces
electricity or spins, U = 1, .., D; u = 1, .., Ud; p = 1, .., P; s E
mw MW
. ( + y) (4.49)
• Unit u of dam U cannot produce electricity and Spiil at the same time,
U= 1,..,D; u= l,..,Ud; p= 1,..,P; s E $.
+ y7 1 (4.50)
Intermediate variables
• outd,,5 : flow that leaves the reservoir of dam U in period p, when a decision
for period p is taken in node s (m3/s), U = 1, .., D; p = 1, .., P; s e $.
It is assumed that a number of “historical’ outflow values are available for
periods —(N— 1),..,0.
= + (4.51)
• ZTid,p,s fiow that enters the reservoir of dam U in period p when a decision
for period p is taken in node s (m3/s), U = 1,.., D; p = 1, .., P; s E S.
U = 1 = NId, (4.52)
U 2, .., D = NId, + OUtd_1,p_t,AN,,t . (4.53)
t=O,..,N
• volume of dam U at the end of period p, whell a decision for period
o
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pis taken in node s (m3), d=r 1,..,D; p= 1,..,P; s E $.
p = 1 Vd,p,s
= ‘2’’ + (T1d,p,s — OUtd,,8) 3600 (4.54)
p = 2, .., P = Vd,p_1,AN,,i + (flct,p,s — outd,,5) 3600 (455)
Constraints on intermediate variables
• Volume of dam cl at the end of period p is betwee;i a minimum and maximum
value, when a decision for period p is taken in node s, cl = 1, .., D; p =
1, .., P; s E S.
Vj’ Vj (4.56)
• Outfiow of dam clin period p is between a minimum and maximum value,




• Objective function ($)
Maximize PR,8
—





• conditional expectation of revenue from selling electricity and
reserve for unit u of dam cl in period p, whell a decision for period p is taken
innodes($),d=1,..,D;u=1,..,Ud;p=1,..,P;se5.
= (mw5 E + . plOS + . pN) (4.59)
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c::) . : conditional expectation of cost for providing electricity to unit u of
dam d to make it spin in periodp, when a decision for periodp is taken in
node s (s), d= 1,..,D; u= l,..,Ud; p= 1,..,P; s e S.
=
MW’1 (4.60)
• cT > 0: starting cost of unit u of dam d in period p, when a decision for
periodpistakeninnodes($),d=1,..,D;u=1,..,Ud;p=1,..,P;sES.
p = 1: c’ = (4.61)







• vatd,5 : value of net water used for production at dam d during plan
ning horizon when a decision for period P is taken in node s (egual to
FVRd(V’t)
— FVRd(finat volume)) (s), cl = 1, .., D; s Sp.
vald,8 = FVR’t — (4.65)
k=1.,Kd
• O : contribution of piecewise part k, in the linear approximation of
FVRd(final_votume), to the final volume of dam cl when a decision for
period Pis taken in node s (rn3), d= 1,..,D; k 1,..,Kd; s E $p.
The summation of v over k is equal to the final volume adjusted for
the river routing effects at the end of horizon, cl = 1, .., D; s e $p. The
siimmation after Vd,p,8 corresponds to the infiows that arrive at dam cl in
periodsP+1,P+2,..,P+N





. Bounds on Vdk8, d= 1,..,D; k = l,..,Kd; s E Sp.
fink = 1: 0 Vdks UB,k (4.67)
fin fvrk = 2,
.., Kd — 1: 0 UB
—
(4.68)
_— fink = Kd: O Vdk3 V4 — UBfVT (4.69)d,Kd—1
4.3.4 Water head effects
Water head effects for the stochastic model are evaluated in the same way as
the deterministic model. That is, the initial solution is obtained from solving
the original model. Then a new model is created with the same variables and









avgwhere is the value of in the initial solution, vd is the average
volume in period p when a decision for period p is taken in scenario node s, as
given by:
avg Vd + Vd,p,sP — 1:
= 2 (4.71)
avg Vd,_1,AN1 + Vd,p,sp = 2, .., P: Vd,p,s
= 2 (4.72)







Hd(vd?5) A,Iwmax + Hd(vd3) j147max aug V9o! — Vd,8)S
— ref d.U UTefHo! 11d
(4.73)






We also impose the following additional constraints for cl = 1, .., D; ‘u =
1,..,Ud; p= 1,..,P; s E $:
r rmin\—avg avg —avg + À (v
—
V5) (4.75)vdPS — À (Vd — Vd) p p5
— Jd,u,p,s u,p,s + À (Fj — F) (4.76)— À• (F — < E
E —E
Yd,u,p,s = Yd,u,p,s (4.77)
SP2fl -Spifl
Yd,u,p,s (4.78)
The overali optimization process is the sarne as the one used for the determin
istic model (see section 4.2.3).
4.3.5 Stochastic model in practice
Applying this model in practice is very similar to the deterministic model (see
section 4.2.4). The main steps are the following:
1. Define the initial state of the hydrological system from the data server
(initial volumes, historical outfiows, etc).
2. Forecast natural infiows for each reservoir for the next 24 hours.
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3. Initialize the price model with the last known electricity prices.
4. Create a scenario tree with the Monte Carlo method.
5. Evaluate the function for the future value of the reservoir content for each
reservoir using a long-term model.
6. Find a solution to the original model (with reference water head).
7. Apply the successive linear method described in section 4.2.3 to evaluate
the water head effects.
8. Two hours before the beginning of a set of periods j, submit bids for each
unit and period in the set by applying the following strategy from the sce
nario nodes associated with period pj — 2
• Bid low when the production plan states that electricity should be
produced. Offer a quantity equal to the one found in the plan (mwE).
• Bid high when the production plan states that electricity should not
be produced.
• Bid low for 10$ and iON reserves and offer the quantities found in the
plan (mw and mwN, respectively).
4.3.6 Parameter values
This section describes the parameter values that are found only in the stochastic
model (see section 4.2.5 for the other parameter values). To create a scenario
tree, the branching factor Nb and the number of sets of periods (or levels) N5
must first 5e specified. Then, the p’s (last period in each set) are chosen to get,
as much as possible, the same number of periods.at each level. That is:
j = 1, ..,N3 —1: pi [P .j/N5], (4.79)
j=N5: p=P. (4.80)
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For the exact mealling of Nb, N3 and p, see section 4.3.1. The value of S, the
number of internal nodes in the scenario tree, is then:
S = N — 1 (4.81)
To associate average prices with the nodes in the tree of scenarios, the iiumber
of price vectors N generated with the Monte Carlo simulation was set to 100 000
(see section 4.3.2).
4.4 Electricity price model
Electricity is quite different from other commodities because it cannot be effi
ciently stored and thus requires a balance between supplies and demands. That
is why electricity prices exhibit spikes and seasonal behaviors. There are two main
classes of electricity price models: continuous and discrete time models. Contin
uous time models are particularly useful for pricing financial derivatives related
to electricity prices [51 or to model long-terni price behaviors [131. Discrete time
models are mostly used for hourly electricity price forecasts over short-term hori
zos [9].
Let X(t) = P(t + A) — P(t) be the difference in electricity prices between
time t and time t + A, where A is a fixed value. A contiiiuous time model ex
presses X(t) as a function of some underlying continuous tirne stochastic process.
In [131, for example, X(t) X1(t)+X2(t) where X1(t) and X2(t) are two indepen
dent Ornstein-Uhlenbeck processes. In these models, the parameter values of the
continuous process must first be estirnated based on historical data. Then, the re
sulting model is discretized in some way to fit an appropriate optimization model.
Due to the rather intricate problem-solving approach associated with continuous
models and our short-term focus, a discrete time model is chosen here.
In discrete time models, the price at period p is function of the prices from
previous periods p — 1, p — 2, etc. We chose a periodic autoregressive processC (PAR), because the latter allows this function to depend on p (in our case, the
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function changes according to the time of the day). PAR models have been
successfully applied to economic time series with a periodic behavior [36, 41].
They have also been applied for electricity load forecasts [17] and electricity price
modeling [26]. An important reference on periodic autoregressive processes can
be found in [191.
In the equation that follows, the logarithm of the electricity price for the
current period (hour) ç5E depends on the logarithm of the price of the previous
hour through the following PAR model:
p
= a(pm0d24)+1 + 5(pmod24)+1 Yp— + p, P = 1,..., , 4.82
where P=r24 (there are 24 hours in a day) and c,, is a random variable that follows
a normal distribution with zero mean and a standard deviation of o mod 24)+1
As suggested in [19], the parameters a and b, i = 1, .., 24 (one for each
hour) are obtained through linear regression. Basically, the price logarithm of the
previous hour is the indepeudent variable while the price logarithrn of the current
hour is the dependent one. Prices from IESO (Ontario Indepelldellt Electricity
$ystem Operation), available on their website [38] from May 2002 to June 2006,
were used in this study. To eliminate price spikes and focus on normal price
behaviors, we did not consider cases where the prices radically challged from one
hour to the next (i.e., if the current price is less than haif that or more than twice
that of the previous hour). Although we eliminated only 3.3% of the data, this
rule eliminated outiiers and helped improve the linear relationship.
The results are presented in Table 4.1 where avg is the dependent variable
average (price logarithm of the current hour) for hour i, avg is the independent
variable average (price logarithm of the previous hour) for hour i, a and b are the
estimated parameters of the model, R2 is the determination coefficient for hour
j and cr is the standard deviation of the estimation error (standard deviation of
the normal random variable c) when (p mod 24) + 1 = i.
The determination coefficients R2 are high considering that the electricity
C prices are rather volatile. Even in the worst case (j — 18), the estimation is
good at R218 0.685. The average is 0.796 which means that almost 80% of
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hour j - avg [ avg a R2 uj
1 3.59 3.62 0.455 0.867 0.761 0.187
2 3.51 3.58 0.212 0.921 0.856 0.148
3 3.47 3.51 0.181 0.938 0.870 0.141
4 3.46 3.47 0.280 0.916 0.879 0.134
5 3.47 3.45 0.369 0.898 0.840 0.151
6 3.54 3.47 0.303 0.933 0.774 0.182
7 3.71 3.55 0.335 0.950 0.751 0.210
8 3.90 3.74 0.419 0.931 0.792 0.208
9 3.99 3.91 0.626 0.860 0.791 0.201
10 4.07 4.00 0.625 0.861 0.775 0.202
11 4.12 4.07 0.396 0.913 0.789 0.199
12 4.13 4.12 0.425 0.899 0.790 0.198
13 4.12 4.13 0.379 0.906 0.789 0.199
14 4.09 4.12 0.333 0.913 0.807 0.190
15 4.04 4.09 0.274 0.923 0.830 0.187
16 4.03 4.04 0.369 0.906 0.843 0.178
17 4.06 4.03 0.663 0.844 0.794 0.191
18 4.07 4.06 0.544 0.869 0.685 0.251
19 4.10 4.10 0.317 0.923 0.804 0.207
20 4.13 4.11 0.756 0.821 0.783 0.203
21 4.10 4.13 0.588 0.849 0.786 0.195
22 3.91 4.07 0.491 0.839 0.775 0.183
23 3.74 3.89 0.552 0.819 0.761 0.177
24 3.62 3.73 0.217 0.913 0.788 0.179
Average 1 3.87 3.87 0.421 0.892 0.796 0.188
Millimum 3.46 3.45 0.181 0.819 0.685 0.134
Maximum 4.13 4.13 0.756 0.950 0.879 0.251
o
o















Figure 4.6: Linear relationship observed in the worst case (i = 18, R218 = 0.685)
and in the best case (i = 4 R24 = 0.879)
the variation in the current price, on average, can be explained by the price of
the previous hour. Figllre 4.6 shows the relationship observed in the worst case
(i = 18, R218 = 0.685) and in the best case (i = 4 R24 = 0.879).
It is possible to show by induction (see amiex I) that:
ç5 = a fi b + ç5 fi + E fi b
i=1,..,p j=+1,.,p k=1,..,p z=1,..,p j=i+1,..,p
(4.83)













E[ç] = a, H bj + çb fl (4.84)
i1,..,p j=z+1,..,p k=1,..,p
Var[ç5] > cxj2 fi b2 (4.85)
i=1,..,p j=i+1,..,p
The true electricity price process is the exponentiation of that is:
= e. (4.86)
This process follows a lognormal distribution with an expected value and a vari
ance given by
E[i] =E[ç5] + Var[ç5]/2, (4.87)
Var[] =(eT — 1)e2EtT. (4.88)
In the experirnents of section 4.5, the process is started by setting ta the
historical average of hour 24, which is the hour just before hour 1. Formulas
(4.82) and (4.86) are then used recursively to generate prices for the following
periods. The expected electricity prices = Et1 are calculated for each
period with equations (4.84), (4.85) and (4.87). For the twa reserve types 10$
and iON, deterministic prices obtained from historical averages are used (° for
10$ and pioN for iON, p = 1, ..., P). Table 4.2 and Figure 4.7 show the average
electricity and reserve prices in $/MT1Jh used in our experiments. Table 4.2 also
presents the standard deviation of the electricity prices, which is the square
root of (4.88).
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-E —103 Ep p p
1 37.00 4.52 0.25 6.98
2 34.72 4.54 0.24 7.99
3 33.68 4.46 0.23 8.75
4 33.38 4.41 0.25 9.17
5 34.03 4.23 0.27 9.91
6 36.89 4.11 0.45 12.21
7 43.91 4.53 1.01 16.89
8 52.32 4.28 2.29 22.00
9 56.81 5.54 3.81 23.73
10 61.19 5.58 4.38 25.49
11 64.42 6.40 5.05 28.00
12 65.47 5.68 4.28 28.99
13 65.34 7.50 5.98 29.59
14 64.05 4.59 3.24 29.43
15 61.81 4.58 3.35 28.94
16 61.12 4.36 3.53 28.31
17 62.78 5.07 4.35 27.45
18 64.26 7.26 6.57 29.83
19 64.96 9.50 8.78 31.33
20 65.89 7.40 6.71 29.45
21 63.49 5.95 4.89 27.27
22 53.46 2.28 1.17 21.71
23 45.38 2.56 0.58 17.17
24 40.89 3.58 0.30 16.06
Average 52.80 5.12 3.00 21.53
Minimum 33.38 2.28 0.23 6.98
Maximum 65.89 9.50 8.78 31.33
o
o
Table 4.2: Average electricity and reserve prices
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4.5 Numerical resuits
This section first presents two production plan examples. Then, the resuits of
four different experiments are summarized: we study the impact of the water
head effects on solution quality; we compare the deterministic and stochastic
models and ernpirically demonstrate the superiority of the former model with
regard to solution quality; we perform a sensitivity analysis with regard to the
future value of water; finally, we examine the impact of price volatility.
Both the deterministic and stochastic models were solved with CPLEX [27].
The maximal size of the CPLEX search tree was limited to 1024 MB. Ail numerical
tests were executed on a 3 GHz Pentium 4, with 1 GB of memory.
4.5.1 Production plan examples
This section presents a prodllction plan obtained with the deterministic model
and another one with the stochastic model. Figure 4.8 shows the deterministic
production plan. For each hour, the figure gives the average electricity price
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Figure 4.8: Deterministic model production example
th unit of dam cl). We observe that the quantity offered depends heavily on
the electricity price, as the two curves have a similar shape. Note also that the
start-up costs tend to create contiguous blocks of production. Indeed, without
start-up costs, it wollld be better to produce at hour 10 = 61.19) instead
of hour 16 = 61.12). But with two start-up costs, this strategy becomes
too expensive. It would even be more profitable to produce electricity at hollr
16 and seil reserve at hour 10, because the reserve prices are higher at hour 10
= 5.58, pioN 4.38 and = 4.36, plON = 3.53).
Figure 4.9 presents the production plan generated by the stochastic model
with a branching factor of 2 (Nb = 2) and two sets of periods (IV 2). In the
graphics, the quantity of electricity offered and the conditional expected price
t elec) are shown. Part ta) of the figure shows the decisions that are taken in
the first 12 hours. Note that these decisions are the same as those taken with
the deterministic model. Then, different decisions are taken at hour 10 for hours
13 to 24, depending on the electricity price at hour 10 (P10). If the price is low
(P10 < 56.40), the decisions showu in part (b) are taken (node s = 2). On the
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
H our
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Table 4.3: Impact of iteration number
other hand, if the price is high (P10 > 56.40), decisions showu in part (c) are
taken (node $ = 3). The boundary price 56.40 was calculated during the creation
of the scenario tree (see section 4.3.2). As in the deterministic case, the quantity
offered depends heavily on the electricity price. In the low price scenario, it is
better to keep the water for future periods, while in the high price scenario, is it
better to produce more. The expected profit in the stochastic case is 213 100 $
as opposed to 197 230$ in the deterministic case. Thus, even in this simple case,
the expected profit is 8.0% higher when the stochastic model is used.
4.5.2 Water head effects
This experiment analyzes the impact of water head on solution quality. The
parameters of the successive linear programming method have been set to o
0.5, = 0.75, = 0.00001 (see section 4.2.3). Furthermore, in the case
of the stochastic model, we have Nb = 3 and N5 = 7, as these values provided
the best results (see section 4.5.3). Table 4.3 presents the improvement with
regard to the solution value obtained after Njter iterations with each model, when
compared to the solution value obtained only with the reference head. In ail
cases, the production plans are evaluated with the exact production function































Figure 4.9: Stochastic model production example
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(J’ We first observe that the improvements obtaiued with the deterministic and
stochastic models are 0.68% and 0.48%, respectively. The improvement over the
initial solution is higher in the case of the deterministic model, simply because
there is more room for improvement. It should be noted that more electricity
is produced on average with the deterministic plan, while a larger part of the
profits comes from reserve sales in the stochastic plan. The improvement reaches
a plateau after 30 iterations, as only a fraction of a dollar is gained in the following
iterations. Note that no improvernent is observed in the first five iterations. It
means that the value of ) is too large and that the approximation is not valid.
Improvements are oniy observed when ?. is less than 0.1. In what follows, we thus
use
— 0.1 and Njter = 30. As the models that are solved from one iteration
to the next do not contain any binary variables (see sections 4.2.3 and 4.3.4),
they can be solved quickly. Indeed, it takes 0.06 and 86 seconds to solve the
initial determiiistic and stochastic models, respectively, while only 0.005 and 6
seconds are required on average to perform one iteration of the successive linear
programming approach in the deterministic and stochastic cases, respectively.
4.5.3 Branching factor and number of levels
This experiment studies the impact of the branching factor and number of levels
in the tree of scenarios on solution quality. The latter was evaluated through
a Monte Carlo approach. That is, we first generated optimal production plans
with CPLEX for trees of scenarios of different shapes by using different values
for parameters Nb and N. Then, each production plan obtained was evaluated
on 1 000 000 new price vectors generated with our stochastic price generation
scheme (see section 4.4) by following the path of production decisions in the tree
of scenarios based on the prices at periods pi —2, for j = 1, .., N3 — 1, as explained
in section 4.3.2.
Table 4.4 reports the results for different values of A and N3. The numbers
111 the table correspond to the percentage of improvement over the deterministic
C model (which corresponds to Nb 1 and N5 = 1). The computation was stopped
as soon as the relative gap dropped below 0.01%. The relative gap corresponds
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N5\Nb 1 2 3 4 5 6 7 8
1 0% 0% 0% 0% 0% 0% 0% 0%
2 0% 8.0% 7.4% 8.3% 8.1% 8.4% 8.3% 8.4%
3 0% 11.2% 11.5% 11.8% 11.9% 12.0% 12.1% 12.0%
4 0% 11.8% 12.8% 13.2% 13.2% 13.3% 13.4% 13.5%
5 0% 12.9% 14.2% 14.6% 14.8%
6 0% 13.7% 15.2% 15.6%
7 0% 14.6% 15.9%
8 0% 15.0%
Table 4.4: Improvement of the stochastic model over the deterministic model
to the difference between the upper bound obtained by relaxing the integrality
constraints and the best integer solution found, divided by the upper bound. A
gap of zero indicates an optimal solution. The time limit was set to 2 hours, but
the relative gap dropped below 0.01% in less than 10 minutes even on the largest
instances (see below).
The empty entries in the table correspond to models that were too large to be
created and solved with 1 GB of memory. Given that the stochastic model with
Nb = Ï or N5 = 1 is, in fact, a deterministic model, the improvement is equal to O
¾ in these cases. Otherwise, a significant difference is observed in the performance
of the deterministic and stochastic models. Furthermore, this difference increases
when the stochastic model is more refined (i.e., when the values of parameters Nb
alld N5 increase). In fact, the improvement over the deterministic model reaches
15.9% with Nb=3 and N5=7.
Table 4.5 reports the computation times in seconds on each instance and
table 4.6 indicates the problem size for some instances in terms of the nllmber of
binary variables, continuous variables and constraints. It should be noted that the
complexity of the problem is directly related to the presence of binary variables
(i.e., without them, the problem would be easy). To solve mixed illteger linear
problems, CPLEX branches on binary variables. This procedure can require a
computation time that grows exponentially with the number of binary variables,




1 1 1 1 1 1 1 1 1
2 1 2 1 2 2 3 3 4
3 1 3 4 6 11 15 21 30
4 1 4 10 26 58 112 204 326
5 1 5 49 215 557
6 1 11 111 532
7 1 31 461
8 1 44
Table 4.5: Computation time of the stochastic model (in seconds)
N 7 billary real constraints
1 1 288 2264 2924
2 2 432 3400 4396
3 3 1248 9848 12748
4 4 6120 48452 62720
5 5 67488 533656 691116
6 4 65520 521432 674300
7 3 65592 519636 672672
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Figure 4.10: Improvement as a function of the future value of water (FP)
4.5.4 Future value of water
This subsection analyzes the sensitivity of the models to the future value of water.
Figure 4.10 reports the improvernent obtained with the stochastic model over the
deterministic one for different future average electricity sales prices (FP). The
parameters for the stochastic model were set to Nb = 3, N = Z. A stopping
criterion based on a relative gap of 0.01% was also used here. With this stopping
criterion, ail problems were solved in less than half an hour of computation time.
We can see that the improvement first increases with the value of FP and
then decreases. When the future value of water is low (FP < 20$), it is better to
produce at full capacity with both models. That is why the improvement is null.
However, as the future value of water increases, a more clever production strategy
must be developed to efficiently distribute the water between current production
and future production. In these cases, the stochastic model performs better than
the deterministic one. Then, when the future value of water becomes really high
(i.e., FP 120$), there is no difference again between the two models, becauseQ it is better to keep all water for the future. The stochastic model is thus
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Figure 4.11: Improvernent as a function of price volatility
historical production data shows that FP is about 64$. This is the reference
value that we used in the other experiments, but this analysis shows that good
resuits would have also be obtained for values that are not too far from 64$.
4.5.5 Price volatility
The last experiment evaluates the impact of price volatility (or variance) on the
performance of the stochastic model. In this regard, the variance of the normal
random variable e (see section 4.4) is multiplied by parameter Q. The resuits
are shown in figure 4.11 where the improvement of the stochastic model over the
deterministic model is reported for different Q values.
In these experiments, the parameters for the stochastic niodel were set to
= 3 and N = 7. With a stopping criterion based on a relative gap of
0.01%, all problems were solved in less than 20 minutes of computation time.
The resuits clearly show that the improvement of the stochastic model over the
deterministic one increases with price volatility, until a critical point is reached
where the improvement starts to decrease (Q = 2.5). 0f course, the variance in
Q a real market will neyer be as high as what is obtained with the largest Q values
tested. In fact, values between 0.75 and 1.25 better represent what is observed in
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the Ontario’s electricity market.
4.6 Conclusion
This paper has introduced two mathematical models to maximize the profits
obtained from hydroelectricity sales. The first model is based on deterministic
prices while the second one integrates stochastic prices by considering a number of
different price realizations that are organized into a tree structure. The numerical
resuits shows that the stochastic model is superior to the deterministic one with
regard to solution quality. Also, the performailce of the stochastic model improves
when prices are more volatile (higher variance).
Future developrnents will now be aimed at integrating the bidding process
observed in deregulated rnarkets within the stochastic model. By considering
these bids, price volatility could be better exploited. Indeed, with a clever bidding
strategy, electricity can 5e sold when prices are unexpectedly high, even if that
was not planned in the original plan. The same thing is true for prices that
happen to 5e unexpectedly low. Thus, additional profits can 5e expected from
this integration.
Annex I : Proof of formula 4.83
Theorem 1 Let ç a + b + e. Then a fl b +
i=1,..,p j=i+1,..,p
fi bk+ C fi b.
i=1,..,p i=1,.,p j=i+1,..,p
PToof.
For p = 1, the formula is obvious. Suppose it is true for p — 1 and let us show




=a+b.( a H b+ç5 H bk+ e fi b)+f
i=1,..,p—1 j=i+1,..,p—1 i=1,..,p—1 j=i+1,..,p—1
= a fi b + çb fi bk + fi b (4.89)
i=1,..,p j=i+1,..,p i=1,..,p i=1,..,p j=i+1,..,p
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This paper introduces a stochastic programming model that integrates strate
gic bids or offers for electricity (in quantities and prices) in a deregulated elec
tricity market. The model is designed to maximize the profits of a producer of
electricity who manages a series of power plants along a river. The model is
compared to a previously reported stochastic model where the bidding process
is ignored. The superiority of the new model is ernpirically demonstrated on
historical data.
Keywords: hydroelectricity production, market clearing price, price-taker,
bids, stochastic programming.
5.1 Introduction
Recently, many countries have deregulated their electricity markets, thus leading
to the emergence of new challenges for hydroelectricity producers. In particular,
they need to develop appropriate bidding strategies for these markets (i.e., prices
and quantities of electricity to be offered for different periods over the planning
horizon). In this paper, bidding strategies in a deregulated market are addressed
G in the context of a hydroelectricity producer who owns multiple power plantsalong a river.
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The main contribution of this paper is the integration of the bidding process
within a previously reported stochastic programming model that generates hydro
electricity production plans over an horizon of 24 hours [131. Clearly, the bidding
process introduces an additional level of cornplexity. However, a clever bidding
strategy can allow electricity to be sold when the prices are relatively high, thus
increasing the producer’s profit margin. This new model and two previous modeis
reported in [131 are compared in section 5.4, based on historical data.
The full description of the problem, also found in [13], will now be restated for
the sake of completeness. The latter is divided into four main parts: the hydro
logical model, the operations of units, the electricity rnarket and the objective.
5.1.1 Hydrological model
A sequence of four dams is found along the river under study. Thus, the water
released at the llpstream dam d goes into the reservoir of the downstream dam
dj4, i 1,2,3. The head reservoir is large (400 km3) and is used as a buffer.
The three other reservoirs are smaller (80, 100 and 40 km3, respectively) and are
used for electricity production.
There is a lag time between the water release and its arrivai at the downstream
reservoir. It takes about three hours for ail water to arrive at a downstream
dam after its release from an upstrearn reservoir. This phenomenon called “river
routing effects” is modeled here using lag coefficients. These coefficients represent
the fraction of the water released upstream that arrives at the downstream dam
every hour after the release.
Natural infiows are also taken into account, like those coming from snow
melting, rai runoif water and natural river fiow (for the head reservoir). These
infiows are stochastic, but are handled here in a deterministic way, by using
hourly averages provided by a natural infiow forecast model. This deterministic
approximation is acceptable here due ta the short term horizon considered (24
hours). That is, reservoir levels are not likely to be significantly modified by(D unexpected natural
The water level at each dam must lie between a minimum and a maximum
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value, which are the sanie ail year round. Each dam possesses a mechanism to
spiil a large quantity of water, if necessary. However, spilling should 5e avoided
as much as possible, given that no electricity is prodiiced in this case.
5.1.2 Operatioris of units
The arnount of electricity produced by each unit is a function of the water head,
unit flow and unit type. The first dam does not have any unit but the dams that
follow (d2,
€13 and €14) have two identical units, each of capacity 95, 125 and 60
MW, respectively, for a total of 560 MW. There is a start-up cost associated with
each unit, as they suifer srnne wear due to the huge water pressure applied to
them.
Besides prodiicing electricity, a unit can also 5e in “reserve”, which means
that some of its power capacity is put aside to provide electricity in case of
a shortcoming somewhere over the network. A revenue is earned through this
practice depending on the type of reserve under consideration, which can be
either “10 minutes spin” (10$) or “10 iiilnutes non spin” (1ON). These types are
related to the time required to bring the energy into use and the physical behavior
of the facilities that provide it. When providing 10$ reserve, the unit needs to
spin at the right speed to synchronize itself with the electric lletwork. If the unit
is already producing electricity (using a fraction of its capacity), it is already
synchrollized. Otherwise, a cost is incurred due to the electricity that is needed
to spin the unit at the right speed.
As the reserves that are asked for by the rnarket operator are rarely consurned,
we will assume in the followillg that no water is used for this purp ose. More
information on reserves can be found in [31].
5.1.3 Electricity market
In a deregulated market, a central organization (market operator) dispatches elec
tricity production among diiferent producers by considering offers and demands
from the participants. Indeed, producers and buyers submit selling and purchase
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bids, respectiveiy, where a bid corresponds to some quantity of energy and a price
per MWh. Supply and demand curves are then created and the intersection of the
two curves determines the Market Clearing Price (MCP). Ail selling bids under
the MCP and ail purchase bids over the MCP are accepted. Any producer with at
least one accepted bid will receive the MCP for each MWh that he will produce.
Any buyer with at least one accepted bid will pay the MCP for each MWh that
he will use. In our case, the electricity producer under study is considered to be
a price-taker whose bids do not influence the MCPs. There are also two other
rnarkets associated with the two reserve types.
In this study, we consider the two hour-ahead rnarket of Ontario, Canada [301.
In this market, electricity and reserve bids must 5e subrnitted at least two hours
in advance. For example, bids for producing electricity at 4:00 PM should 5e
submitted at or before 2:00 PM. It is worth noting that the Ontario electricity
market has changed to a day-ahead comrnitment rnarket in June 2006. However,
even if the focus here is on a two hour-ahead market, the model could be used as
well in a day-ahead setting (see section 5.4.2).
In the Ontario market considered, bids must be submitted independently for
each unit, as opposed to the whole hydroelectric plant or ail facilities of a pro
ducer. Further;nore, a stack of electricity offers with up to 20 different (quantity,
price) pairs can 5e submitted for each unit and each hour.
5.1.4 Objective
The objective is to generate a bidding plan that maxirnizes the exp ected profit
resulting from electricity and reserve sales over a 24-hour horizon, while satisfying
the above mentioned operational and physical constraints. The plan indicates,
for each hour and each unit, the quantities of electricity and reserves to offer with
their respective sales prices.
In the following, a literature review is first presented in section 5.2. Then, the
stochastic model is described in section 5.3. Examples of plans and numerical
C results are reported in section 5.4. Finally, section 5.5 concludes.
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C 5.2 Related work
Deregulated electricity markets are relatively new and researchers have mostly
focused on ways to improve competitiveness in these markets, rather than to
maximize profits for electricity production companies. Indeed, most papers re
lated to water management do not consider the bidding process. This is definitely
a weakness, because a clever bidding strategy can take advantage of the price
volatility observed in deregulated markets to seil electricity when the prices are
high. In a hydroelectricity production context, this is even more important due
to the limited amount of water available.
Papers that address bidding strategies in deregulated markets consider either
“price-taker” market participants or “price-mover” participants. The bids of price
takers do not influence the MCPs because they are small players. 011 the other
hand, price movers are powerful enough to influence the MCPs. Most papers
take the viewpoint of a single producer in a rnarket with no competition among
the participants. That is, the pro ducer under study develops his bidding strategy
whule the others bid as usual. Only a a few papers integrate competition to obtain
more realistic models. In the two next sections, the literature on this subject is
reviewed, depending if price-taker or price-mover participants are considered.
5.2.1 Price-takers
In a perfect competitive market, many small producers are involved. In this con
text, it is not possible for a producer to influence the MCPs. Thus, a price-taker
must accept the market prices without having the possibility to influence them.
General considerations about the bidding process in these electricity markets can
be found in [1,2, 251.
In the context of thermal units, the authors in [10] propose a mixed integer
programming model to optimize the production schedule of a single unit. A
simple strategy is introduced to convert the production schedule into real bids.
The strategy consists in bidding very low when the unit must produce electricity
and very high, otherwise. Although this approach works well in the presence
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Q of good price forecasts, additional benefits can be obtained in a volatile price
environment by considering more flexible bidding strategies. In [33], the authors
develop a sequential bidding strategy for thermal units in three spot markets
using stochastic programming. Basically, offers are submitted to the first market
and, depending on the result, offers are then snbmitted to the second market
and, flnally, to the third market. The authors consider a price-mover setting
for the last market, which complicates the matter. Also, bids for all periods of
the planning horizon must be submitted at once. In [44], the authors present a
mixed integer stochastic optimization model for scheduling thermal units. In this
model, production plans are optimized in the presence of stochastic MCPs, but
without considering bids explicitly. Thus, an ad hoc bidding strategy, like the
one mentioned above, must be used.
In [22], a pumped-storage unit is considered. This kind of hydro-turbine is
well adapted to deregulated markets due to its inherent flexibility. In particular,
it is possible to produce electricity during peek hours and to pump water back
in the reservoir during periods associated with low prices. Bids are not explicitly
considered in the optimization model, that is, only a production schedule is gen
erated. The problem is solved in two phases by an iterative algorithm. In the first
phase, the constraints are relaxed and in the second phase, a special procedure is
used to find and repair violated constraints.
In [26], the authors consider thermal and pumped-storage plants with stochas
tic MCPs in a day-ahead market. Bids are optimized using stochastic mixed in
teger programming. When the bids are known, a lagrangian relaxation approach
coupled with stochastic dynamic programming (SDP) is used to solve the result
ing unit commitment problem. A lagrangian relaxation is also proposed in [15] to
flnd an optimal bidding strategy fora thermal unit. In [11,17], bids are optimized
in a context where competition among producers is taken into account through a
Nash equilibrium model.
An electricity market based on a linear supply bid function is considered
C, in [41]. In this type of market, producers must submit the two coefficients of theirlinear supply function. The latter returns the amount of electricity to produce for
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(E a given sales price. The authors develop a stochastic programming model for this
problem, which is solved with MATLAB after transformatioll into a non-linear
deterministic model. A methodology to develop coordinated bidding strategies
is also proposed in the same context in [491. The participants choose their bid
coefficients based on their knowledge of the other participants’ behavior (i.e., how
the other participants will react to their bids). The authors develop a stochas
tic model which is solved with a combined Monte CarÏo and genetic algorithrn
approach.
A study about possible inefficiencies in a deregulated hydroelectricity market
is presented in [21]. In particular, the authors show that a system with plants in
cascade, but with different ownerships, can resuit in inefficiencies. They propose
a modified market model to solve this problem and rernunerate each producer
correctly.
A dynamic programming method for a longer time scale is developed in [35]
for a single reservoir where the stages represent multiple trading periods. To solve
their problem, the authors propose a decomposition into intra-stage and inter-
stage sllbproblerns. The intra-stage subproblem calculates the supply function
for generating offers to the market and the inter-stage subproblem optimizes the
allocation of water at each stage.
The work of Pritchard and Zakeri in [341 is the most sirnilar to ours. The
authors develop a $DP model to maximize the profits resulting from electricity
sales in a deregulated market, where electricity prices are modeled through non
hornogeneous Markov chains. To solve their problem with SDP, the reservoir
levels are first discretized. Then, the river routing effects are taken into account
by introducing artificial intermediate reservoirs for each time period that falis in
the gap between the water release at an upstrearn reservoir and the water arrival
at the next reservoir. The size of the state space grows quickly with the number
of reservoirs considered (including artificial ones). As a consequence, only small
problems with two reservoirs, plus two intermediate ones, are addressed in their
work. In our application, fine intermediate reservoirs would have to be introduced
in addition to the four real reservoirs, that is, three reservoirs between each pair
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of consecutive reservoirs. With only ten discretization levels per reservoir, a
state space with more than io’ states per period would be obtained. Another
shortcoming of their approach is that it is quite restricted with regard to the
type of price generation process that can 5e handled. Fiually, some practical
issues are not addressed (but could 5e integrated at the exp ense of an increase in
complexity), like the start-up costs and reserves.
The problem-solving approach proposed by Pritchard and Zakeri is certainly
valuable, especially if one considers that bidding issues are addressed. In fact,
their model outputs functions that provide the qualltity of electricity to offer
given a price, for different reservoir levels. These functions are not necessarily
monotonic, which can be a problem in markets requiring a stack of bids (it is not
clear if this additional restriction can 5e easily integrated into their model).
The alternative model that we propose in section 5.3 grows linearly with the
number of reservoirs, through the management of a tree of price scenarios. A
shortcoming of this approach is that it prevents us from considering rnid- or long
term time horizons. However, this is not required in our application because only
the next 24 hours need to be taken into account. We also have some fiexibility
with regard to the stochastic process used for generating electricity prices. This
wotild allow our system to be fed, for example, with prices obtained from an
external forecast module.
5.2.2 Price-movers
A price-mover is a participant with ttlnarket power” whose bidding decisions have
an impact on the MCPs. Most of the time, price-movers are big companies in a
market with only a small number of competitors. This kind of market is known
as an oligopoly. The studies in [8, 29, 42, 51, 521 report bid optiniization models
for such markets.
A specific approach is described in [24, 48, 501 to handie price-mover partic
ipants in a market where the bids are based on linear supply curves with co
C) efficients. The authors consider a limited number of producers with only one
main player (the one whose profit is to 5e optimized). The idea is to model the
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distribution of coefficients in the supply curves of the competitors and then to
use this model to optimize the main player’s coefficients. Another way to handie
price-movers is to use residual demand curves. The idea is to forget about the
decisions of the other players and to focus only on the consequences of the main
player’s decisions on the MCPs. More precisely, a curve for the MCPs versus the
quantities offered is created [5,361. This approach lias the advantage to simplify
the model and to make the problem tractable for markets with many players.
Furthermore, it eliminates the need to evaluate coefficients in the supply function
of each participant.
Competition arises in deregulated electricity markets when participants de
velop bid strategies airned at guessing what other participants will do. In perfect
competitive markets, the participants have an incentive to bid at their marginal
cost but, in oligopoly contexts, competition and “rnarket power” are typically ob
served. The studies reported in [4, 9, 47] are developed in this context. In [4], for
example, gaine theory is used in conjunction with a Nash-Cournot equilibrium
model to integrate competition issues. A study on competition among firms in a
deregulated market (before the actual deregulation of the New Zealand electricity
market), is presented in [391. In this paper, a Cournot gaine is used to determine
the equilibrium electricity prices at each period. The resulting problem is solved
by a stochastic dual dynamic programming method over a one year horizon.
In [321, the bid optimization problem for a producer in a competitive en
vironment is modeled as a bilevel programming problem. The latter is then
transforrned into a mixed integer linear problem. At the main level, the pro
ducer’s profit is maximized while the total operations cost of the whole market
is minimized at the lower level. This model addresses uncertainties, integrates
various financial instruments and unit conmiitment issues but does not consider
constraints specific to hydroelectricity plants, like those related to cascade effects.
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C 5.3 Stochastic model with bids
5.3.1 Description
Stochastic programming [7] is a well known approach in the electricity domain
to solve problems with uncertainty [12, 37,44,461. For more information about
applications of stochastic programming in energy (at large), see the survey of
Wallace and Fleten [451W
The mathematical model of section 5.3.3 can be divided into five logical com
ponents: the basic hydrological model, the operations of units, the price scenarios
and decision trees, the bid decisions and the objective function. These compo
nents are the subject of the following sections. Bid decisions correspond to the
new contribution with regard to [13]. ilowever, ail components will be described
here for the sake of completeness.
Note that this discussion helps to understand the full mathematical model
that foliows. Accordingly, the equations rnentioned in the text refer to those
found in section 5.3.3, where the model is formally introduced.
Basic hydrological model
The outflow at a dam is calculated through equation (5.14). It is the spilling ftow
plus the sum of ftows going through each unit. For the model to be completely
defined, historical outflows for period —(N
— 1),
.., O are used, where N is the
number of periods required for ail water reieased at the upstream dam to reach
the downstream reservoir (Nr= 3 hours, in our case). They are needed in equation
(5.16) to calculate inftows for the first periods due to the lag time between water
release and water arrivai.
The inftows are calculated in equations (5.15) and (5.16). For a specific hour,
the inflow at dam d is equai to the natural inflow at this hour plus the flow coming
from the upstream dam d — 1 (taking into account the lag time between the water
release at the upstream dam cl — 1 and the water arrivai at the downstream dam
C cl). The summation over t considers the fraction of water FR that arrives at the
same hour (t O), one hour later (t = 1), two hours later (t = 2) and three hours
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later (t = 3), for N = 3.
Finally, equations (5.17) and (5.18) calculate the water volume of a reservoir
at the end of period p, which is the volume at the end of period p — 1 plus the
water gain (inftow) and minus the water loss (outfiow).
Operations of units
In our model, each unit (turbine) is considered independently. For a specific
unit, the power generation function depends on two variables: the water volume
u at the dam and the fiow f going through the unit. More precisely, the power
generation function MW(v, f) that we consider is:
MT/T7(uf) H(J/Ï/ref(f) (5.1)
where
• H(v) is the water head when the volume is u,
• JtiT47ref(f) is the power generation function, based on a reference head HTef
which gives the power produced when fiow f is going through the unit.
The mathematical model presented in section 5.3.3 assumes a constant ref
erence water head. However, section 5.3.4 explains how non linear water head
effects can 5e considered using a successive linear programming method.
The power generation function at reference head MWTef(f) is typically not
linear, since the marginal power increase tends to diminish when the flow in
creases. We thus approximated it through a concave piecewise linear function.
An example is presented in Figure 5.1. We note that there is no power until a
ffow is reached. At this ftow value, the power produced is ]/IWm. At the
maximal flow value the power i MW°.
The general idea to approximate MI17TCf(f) is to divide the function into I
intervals with bounds Fm” = UB0, UB, i = 1, .., I — 1 and fm° UB1. With
each interval is also associated a slope R, i = 1, .., I. We then define I variables











Figure 5.1: Example of a power generation function at reference head
(5.19) for a given unit u and period p at a dam d. Thus, if some electricity is
produced (E = 1) the ffow f must he at least F’. The bounds on the f values
are found in equations (5.21) to (5.23).
The value of MW’’(f) is then approxirnated as follows:
• MI17’’ + f R (5 2)
i=1,..,I
That is, we sum the contribution of each interval, which is the ftow associated
with the interval times the siope and, if some energy is produced (E = 1), we
add MWmi. This calculation is done in equation (5.24). Furthermore, equation
(5.11) ensures that the quantity of electricity produced rnwE is equal to the sum
of the quantities offered which are accepted by the market.
The relationship between producing electricity and spinning for a given unit
is found in equations (5.25) and (5.26). That is, the unit must produce some
electricity (E = 1) or must spin by applying a current on it (ySP?7 = 1) to
provide 10$ reserve. This is because the unit must be synchronized with the
electricity network to respond quickly to a cali of power by the network operator






unit, there is no need to make it spin because the unit is already synchronized,
as specified in equation (5.26).
Price scenarios and decisiori trees
One basic concept underlying the model is the ability for the producer to adjust
his bids depending on the prices observed in the previous periods. To this end, a
tree that contains different price scenarios is coustructed. In this tree, each node
corresponds to a particular realization of electricity prices (MCPs) for a set of
periods. Figure 5.2 shows an example. At the root node (s = 1), no price has yet
realized. Prices for periods 1 to $ are then associated with node s 2 or node
s = 3, with probabilities 0.6 and 0.4, respectively, depending on the particular
price realization. If node s = 2 is reached, prices for periods 9 to 16 are associated
with node s = 4, with a probability of 0.3, or with node s = 5, with a probability
of 0.7. It is important to observe that the latter probabilities are conditional and
depend on the fact that node s = 2 has been reached.
The shape of the tree is determined by two parameters:
• Nbr: number of branches at each level (branching factor);
• Nset: number of sets of periods (number of levels), with Pj the last period
iII period set j = 1,
.., Nset;
The p’s are chosen to get, as rnuch as possible, the same number of periods
at each level. That is:
j1,..,N81: pjLj/Nset], (5.3)
jNset: p=P. (5.4)
For example, in figure 5.2, Nb = 2, 3 and Pi 8, P2 = 16, 24.
Once the shape parameter values have been set, the tree of price scenarios is
created through a Monte Carlo simulation. Roughly, 100 000 price vectors of
length P=24 are generated through a stochastic process (see section 5.3.2). Then,
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a different subset of price vectors is given to each node and the average price vector
over the subset is used to define the prices for the set of periods associated with
the node. Details about this procedure can be found in [131.
Because of the stochastic nature of electricity prices, bids must be submitted
for the next set of periods without knowing exactly what the prices will be.
Figure 5.3 shows the decision tree based on the tree of price scenarios previously
introduced. In this example, bidding decisions for periods 1 to $ must be taken
at the root (s = 1) before the actual price realization for these periods. Then,
depending on the particular realization, either node s = 2 or s = 3 will be reached
and new decisions for periods 9 to 16 wili be taken. This is repeated until the
leaves are reached (no decisions are taken there).
The goal is to choose bids that will maximize the expected profit. The latter is
the summation over ail internai nodes of the absoiute probabiiity of being in that
node times the expected profit that can be obtained from that node over the next
set of periods. The absolute probability is obtained by muitiplying the conditional
probabiiities on the path leading from the root to the node. For exampie, the
absoiute probability of being in node s = 7 is equai to 0.4 * 0.5 0.2.
Once a plan for bidding is obtained, it is then evaluated on new price vectors
(i.e., price vectors that have not been used for the tree construction). To this end,
one million price vectors are generated with the sarne stochastic process and, for
each one, the expected profit is calculated by foilowing the corresponding path in
the decision tree. The expected profit of the plan is then the average taken over
these one million values.
The modei presented in section 5.3.3 is based on the absolute probabiiity of
being at a node s when a decision for period p is taken, noted PR. In our
exampie, PR,7 = 0.2 for p = 17, .., 24. These probabilities are found in the
objective, see equation (5.30). Aiso, the model does not handie sets of periods
explicitly, but rather handies each period individually. A node is then associated
with a given period through sets $. and S. That is, $, contains ail nodes
G associated with a given period p, whiie Sdec contains ail nodes where a decision for
periodpistaken. Inourexampie, $ = {2,3}and $ = {1}, forp = 1, ..,8, S =
Root Set 1 Set 2 Set 3
Start p=l,..,$ p=9,..,16 p=17,..,24
Nodecision
forp=17.,24






































Prices for Prices for Prices for
p=l,..,$ p=9,..,l6 p=17,..,24
Figure 5.2: Tree of price scenarios
Figure 5.3: Decision tree
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{4, 5, 6, 7} and 3dec = {2, 3}, for p = 9, .., 16, and {8, 9, 10, 11, 12, 13, 14, 15}
and $dec = {4, 5, 6, 7}, for p 17, .., 24. Parameter S” stands for the number
of noUes where a decision is taken, which is also the number of internai noUes
($ 7, in our example), while S is the total number of nodes, including the
leaves (S = 15, in our exampie). In generai, the values of S and S are:
5dec = yNt
— 1 (5 5)
S = N’ — 1 (5.6)
Finally, sorne elements in the model are related to the tree topology, that is:
1. PAR5 gives the parent of node s. For example, PAR3 = 1, PAR4 = 2 and
PAR11 =5.
2. CH5 is the set of children of node s. For example, OH1 = {2, 3} and
CH6 = {12, 13}.
3. ANs,p,t gives the ancestor of node s in which a decision for period p — t is
taken. For example, AN2,9,1 1 and AN4,17,2 = 2. Note that the ancestor
of s can be noUe s itself if p and p — t are in the sarne set of periods (e.g.,
AN2,10,1 2 and AN4,20,2 = 4). For consistency, AN5,,0 s for ail s e S.
is used for example in equation (5.18) to get the node associated
with the previous period (p — 1) when the water volume at the end of the
period p is calculated fron; the water volume at the end of period (p — 1).
Bidding decisions
Bids relate to the quantities of electricity and reserves offered on the market as
well as their associated prices. A nllmber of choices NE for the bid prices, which
is equal to the branching factor Nbr, are available. Basically, for each period p
and noUe s in which a decision for period p is taken (s e S), the bid choices
BID5b, b = 1, ..., NE, are defined as follows: the first bid (b = 1) corresponds to
the minimum price accepted by the rnarket, the second bid (b = 2) is the average
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of the two MCPs associated with the first and second child, the third bid (b = 3)
is the average of the MCPs associated with the second and third chuld, and 50
on. When the bid price is at the minimum price, the bid automatically fails
under the MCP and any quantity of electricity a.ssociated with it is automatically
produced. In the model, C’56 is an indicator which is set to 1 if the bid is accepted
at period p in node s (i.e., the price is under the MCP, BIDPAR,b P5) and
o otherwise. The quantity of electricity associated with BID5b is contained in
variable bid5,b.
For the 10$ and iON reserves, it is assumed that the bid price is at the
minimum price accepted by the market and the bid is thus aiways accepted. The
only decision concerns the qiiantities bid° and bid° to offer. Basicaily, once a
quantity of electricity is put aside for the two reserves, it is aiways advantageous
to “seli” it (as the reserve is rarely asked for in practice; thus no water is consumed
and the associated costs are low). In the model, equation (5.9) ensures that the
whole capacity of a unit MT’I°’ is offered for electricity production and the
reserves.
The bid variables bid° and bid°f’ are the main variables of the model
and the production variables defined in section 5.3.3 are derived from them. The
quantity of electricity produced at period p in node s, denoted mw8, is the
summation over ail quantities bidpAR,b offered at periodp when in node PAR5,
multiplied by the indicator C (to sum only over bids that are accepted). Note
that the bids are made in the parent node, but the impact on the production
is known only after a particular realization of prices is observed, when the chuld
node is reached. Basically, ail bid choices under the MCP are accepted and the
associated quantities are summed up. This is calculated in equation (5.11).
In the case of the reserves, there is only one bid choice at the minimum
price. Thus, the bids are aiways accepted and the quantity pllt aside is equal
to the quantity offered, that is, mw°5
= bid°AR and = bid°R , see
equations (5.12) and (5.13). The other production variables are constrained by
the value of mw15, obtained through eqilation (5.24), and by other constraints
that bind production variables together (see section 5.3.3).
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C Objective function
The goal is to maximize the profit of a hydroelectricity producer over a 24-hour
horizon (one day). The latter corresponds to the revenues earned minus the
production costs and the net value of any water used during that day, see equation
(5.30). This isa simplified version ofequation (5.29), which is the summation over
ail internai nodes of the probability of being in that node times the conditional
expected profit from that node over the next set of periods. The conditional
expected profit at node s is the summation of the profit over each child node s
times the probability PR5, to reach that child node.
The revenues obtained from electricity production and reserve sales, as shown
in equation (5.31), is simply the power used for production and for the reserves
rnultiplied by their corresponding prices. In equation (5.32), a cost for spinning
is incurred when a unit offers 1OS reserve without producing electricity at the
time. Also, equations (5.33) to (5.36) state that a cost is incurred when the
unit needs a start-up. Thus, this cost is added when there is some production in
the ciirrent period p (y 1) but no production in the previous period p — 1
(y1 — 0). Note that equation (5.33) assumes that there was no production
at period 0. Note also that equations (5.35) and (5.36) are not mandatory, as the
optimization process minimizes the start-up costs. However, intensive computa
tional tests have shown that their inclusion reduces the computation time.
It is important to consider the value of the water used for production. Oth
erwise, the model will tend to use ah water available and empty the reservoirs
at the end of the day, as it wilh not consider the adverse impact of this strategy
on future revenues. The future value of water in a reservoir (FVR) is a function
that estimates the profit to be made with this water in the future. This function
is normaliy concave as the marginal value of the water decreases when its avail
ability increases. The FVR is thus approximated with a concave piecewise linear
function. In practice, the FVR should be evaluated with a long-term model that
would integrate the stochastic nature of natural infiows and prices. This could
C be done with SDP over an horizon of several rnonths. To obtain a tractable prob
lem, however, some aggregation of the reservoirs would have to be done to reduce
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problem size [3,38, 43].
We assume that the FVR function is the same at the beginning and at the end
of the day, due to our short-term horizon. With this assumption, the net value of
the water used for production during the day is expressed as FVR(initiat voturne)—
FVR(finat volume). The initial FVR can be calculated exactly with the true
function, based on the initial volume. In the optimization model, the final FVR
is approximated with the piecewise linear fllnction in equation (5.37). Each van
fin . .able Vk stands for one of the K parts of the piecewise approximation, in a way
similar to the production function approximation of section 5.3.1. The bounds on
are found in equations (5.39) to (5.41). Finally, the sum of ail vi72 variables
must be equal to the final volume, which is adjusted to take into account the river
routing effects, as shown in equation (5.38). That is, the final volume of dam d is
equal to the volume Vd,p at the end of the last period P plus the infiows released
at dam d — 1 that arrive at dam d in periods P + 1, P + 2, .., P + N (N3 hours,
in our case). These delayed infiows should be considered, otherwise they would
be forgotten in the objective.
5.3.2 Electrïcity prices
Based on the prices from If$O (Ontario Independent Electricity $ystem Oper
ation), available on their website [30] from May 2002 to June 2006, a periodic
autoregnessive process (PAR) was chosen to generate electricity prices. In [13],
it was shown that this model leads to determination coefficients that are close to
0.8. Thus, about 8091o of the variabiiity in the prices is explained by the model.
Indeed, electricity prices are strongiy related to particuiar hours of the day, due to
consumers’ consumption habits, and the PAR modei allows its parameter values
to vany from one period to the next.
Basically, the logarithm of the price for the current hour is derived from the
price of the previous hour through the following relationship:
iE
—
a( mod 24)+1 + u(p mod 24)+i p—i + 5.7
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where c, is a random variable that follows a normal distribution with zero mean
and a standard deviation of U( mod 24)+1





The expected electricity price = E[b] is calculated for each period. For
the 10$ and iON reserves, deterministic prices obtained from historical averages
are used for 10$ and for iON, p = 1, ..., P). Figure 5.4 shows how the
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Figure 5.4: Average electricity and reserves prices
5.3.3 Mathematical Model
This section formally defines our stochastic model with the integration of bids. It
is an extension of the stochastic model proposed in [13] where the bidding process
is not considered (i.e., any quantity offered is automatically produced, whatever
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the particular realization of prices). The notation is such that pararneters are
aiways in capital letters while variables are in lower case letters.
Parameters
• P: number of periods.
• D: number of dams.
• Ud: number of units of dam d, d= 1,...,D.
• S: number of nodes in the scenario tree.
• 5dec. number of internai nodes in the scenario tree (nodes where a decision
is taken).
•
: set of nodes associated with periodp, p 1, ..., P.
• : set of internai nodes in which a decision is taken for period p, p =
• PAR8 : parent of node s in the scenario tree, s = 2, ..., S.
• AN5, : ancestor of node s in the scenario tree associated with period p — t,
p = 1,..., P; s e S; t = 0, ...,p — 1. Note that the ancestor node can be
the same as node s if p and p — t are in the same set of periods.
• OH5 : set of chiidren of node s in the scenario tree, s = 1, ..., S.
• PR5, : conditionai probability to go from node s to its child node s in the
tree of scenarios, s = 1, ..., $deC. 5 OH8.
• PR,5 : probability to be in node s at period p. It is obtained by multiplying
the conditionai probabiiities on the path from the root to the corresponding
scenario in the tree of scenarios, p = 1, ..., P; s e Si,. These probabiiities
are the same for ail periods in the same set of periods.
• P : MCP for each MWh of energy produced at period p in node s
($/MWh),p=1,...,P; se$p.
• plOS : MCP for each MWh of 10$ reserve at period p in node s ($/MWh),
p=1,...,P;se$.
• pioN : MCP for each MWh of iON reserve at period p in node s ($/MWh),
p=1,...,P;seS.
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• NE: number of different bid choices, p = 1, ..., P; s E S.
• BIDb : price associated with bid choice b for period p in node s, p =
1,...,P; sE$; b=1,...,NE.
• : 1 if B1DpARb P (bid is accepted), O otherwise, p 1, ..., P; s E
Q. i i iiE
—
‘‘1p,PARs
• MWd,(u, f) : power of unit u of dam U as a function of flow f and volume
u (MW), U= 1,..,D; u=
• : reference water head of dam U (m), U= 1,..,D; u=
• Hjhmn: minimum water head of dam U (m), U = 1, .., D; u = 1,
.., Ud
• HLnax : maximurnwater head of dam U (m), U= 1,..,D; u=
• Hd(v) : water head of dam U as a function of volume u (m), U 1,.., D; u =
• H(v) : derivative of function Hd(u), U = 1, .., D; u 1,
.., (Id (see section
5.3.4).
• MW/(f) : power of unit u of dam U as a function of ftow f when the water
head is at the reference value (MW), U = 1, .., D; u = 1,
.., Ud
• (MWj)’(f) : derivative of the function MW(f), U 1, .., D; u =
1,
.., Ud (see section 5.3.4).
• ‘d, : number of piecewise parts in the linear approximation of MW(f),
U = 1, .., D; u = 1,
.., Ud.
• : rate (siope) of part j in the linear approximation of MW(f),
U = 1, .., D; u 1,
.., Ud; i = 1,
.., Id,u
• UPd,u,i : upper bound or limit of part j in the linear approximation of
• Vj : minimum volume of dam U at the end of period p (m3), U
1, .., D; p = 1, .., P.
•
jnax : maximum volume of dam U at the end of period p (m3), U =
1,..,D;p=1,..,P.
• fljt: initial volume of dam U (at the end of period O) (m3), U = 1, .., D.
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• Fj’ minimum flow that can be processed by unit u of dam cl (m3/s),
cl = 1, .., D; u 1,
.., Ud.
• Fj maximum fiow that can be processed by unit u of dam cl (m3/s),
cl = 1, .., D; u = 1,
.., (Id.
• F?ttm : maximum spiil flow of dam cl (m3/s), cl = 1, .., D.
• Ftmrn t minimum outflow of dam cl (m3/s), cl = 1, .., D.
• Ftm maximum outfiow of dam cl (m3/s), cl = 1, .., D.
• MWj t minimum power of unit u of dam cl at reference head (when the
ifowis F) (MW), d= 1,..,D; u= 1,..,Ud.
• t maximum power of unit u of dam cl registered with the IE$O
(MW),d=1,..,D; u=l,..,Ud.
• NI t mean natural inflow forecast at dam cl for period p (m3/s), cl
1, .., D; p = 1, .., P.
• N t number of periods that are considered when calculating the river routing
effects.
• FRd,t t fraction of water, released at dam cl — 1 at period p — t and, that
arrives at dam cl at period p (same value for ail p), z = 1, .., D; cl
1, .., D; t = 0, .., N.
• MW : power needed by unit u of dam cl to make it spin when 10$ reserve
is offered without producing electricity (MW), cl = 1, .., D; u = 1,
.., Ud.
• SC : cost associated with each start-up of unit u of dam cl (s), cl =
1,
.., D; u 1,
.., Ud.
• FVRd(v) : future value of water in reservoir of dam cl as a fllnction of
volume u (s), cl=1,..,D
• Kd t number of piecewise parts in the linear approximation of FVRd(v),
cl 1,
.., D
• : rate (slope) of part k in the linear approximation of FVRd(u), cl =
1, .., D; k = 1, .., K
O • UPf t upper bound or limit of part k in the linear approximation of
FVRd(u),clrl,..,D; k1,..,K—1
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• estimate of the energy that can be produced for each m3 of water at
dam cl (MWh/m3), cl 1, .., D. This value gets larger as we move upstream
(upward) because more electricity can be produced with the same amount
of water, due to the cascade effect.
• FP : estimate of the average price at which electricity can be sold in the
future ($/MWh), k = 1, .., K.
• FVRjt future value of water in the initial reservoir content of dam cl (i.e.
FVRjt FVRd(VJt)), cl =1, .., D.
Decision variables
• > O quantity of electricity associated with bid choice b for unit u
of dam cl, when a decision for period p is taken in node s, cl = Ï, ..., D; u =
1, ..., Ud; p = Ï, ..., P; s E $deC. b = Ï...NE.
• bid°3 > O quantity offered for 10$ reserve for unit u of dam cl when a
decision for period pis taken in node s, cl = 1,...,D; u = 1,...,Ud; p =
1,...,P; 5E$dec
• bicl° O quantity offered for iON reserve for unit u of dam cl when




• fd1.9 O : fiow spilled at dam cl at period p in node s (m /s), cl =
1, ..., D; p 1, ..., P; s E $. Note that the spili decisions are derived
once the bids that are accepted are known.
Constraints on decision variables
• Maximum power of unit u of dam cl is used for electricity production and
for the reserves in the bids made for period p in node s, cl = 1, ..., D; u =
l,...,Ud;p=l,...,P; seSdec
bicl5 + bicl°3 + bicl,,5 = MW (5.9)
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Flow spilled at dam d at period p is between 0 and a maximum value,
P;sES.
0 < f (5.10)
Production variables
Here is a list of production variables. The values of these variables depend on the
parameters and the original decision variables.
Production variables reÏated to a unit:
• y1 e {0, 1} : 1 if electricity is produced by unit u of dam d at period p
in node s, 0 otherwise, d = 1, ..., D; u = 1,
..., Ud; p = 1, ..., P; s E $.
•
> O : flow going through unit u of dam d to produce electricity at
period p in node s (m3/s), d 1, ..., D; u = 1, ..., Ud; p = 1, ..., P; s E $.
• > O : contribution of piecewise part j in the linear approximation of
MW(f) to the fiow going through unit u of dam d at period p in node s
to produce electricity (rn3/s), d = 1 D; u = 1, ..., Ud; p = 1,..., P; i =
l,...,’du; seS
• e {0, 1} : 1 if unit u of dam U spins by supplying electricity to it at
periodpinnodes, Ootherwise, d= 1,...,D; u= l,...,Ud; p= 1,...,P; sE
sp.
• mw8 O power produced by unit u of dam U at period p in node s
(MW),d=1,...,D;u=1,...,Ud;p=1,...,P;seS.
= C. bid,P,pARb (5.11)
b=1 NE
• mw98 O power reserved for 10$ reserve for unit u of dam U at period
pinnodes(MW),d=1,...,D;u=1,...,Ud;p=1,...,P;se3.
O mw°5 = bid°pAR (5.12)
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• > 0: power reserved for iON reserve for unit u of dam U at period
pinnodes(MW),d==1,...,D;u=1,...,U;p=z1,...,P;seS.
(5.13)
Production variables representing the hydrotogicat system:
• out,5 : flow that leaves the reservoir of dam U at period p in node s
(m3/s), U 1, ..., D; p = 1, ..., P; s e $. It is also assumed that a number




• ZTid,p,s : flow that enters the reservoir of dam U at period p in node s (m3/s),
U=1,...,D;p=1,...,P;se$.
cl = 1: ‘iTid,p,s = NId, (5.15)
U = 2, .., D : = NId, + OUtd_1,p_t,AN,,t (5.16)
• Vd,p,s : volume of dam U at the end of period p in node s (m3), U =
1, ..., D; p = 1, ..., P; s E
p = 1 : = VJit + (ind,,8 — outd,,3) 3600 (5.17)
p = 2, .., P :
= Vd,p_1,ANi + (ind,,8 — outd,,5) 3600 (5.18)
Constraints on production variables
Constraints on variables retated to a unit:
• is the sum of all piecewise parts plus Fj”” if electricity is produced
(y5=1),U=1,...,D; u=1,...,Ud;p=1,...,P; sES.
=
. F’ + Ju,?,i,s (5.19)
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• pE
, equals 0 if y1,8 equals 0 and is between 0 and a maximum valueJ d,u,p s
otherwise, d = 1, .., D; u = 1,
.., Ud; p = 1, .., P; s E S.
max EO ff Fli Yu,p,s (5.20)
• Bollnds on d = 1, ..., D; u = 1,
..., Ud; p 1, ..., P; i = 1,
..., ‘du; $ E
sp.
= 1: 0 — Fj (5.21)
j = 2,
, ‘du — 1: 0 — UPd,,_l (5.22)
= Id,u O < Jf <F — UPduId u_1 (5.23)
• Calculation of
= AiI’V(f!5) through the linear approxima
tion,d=1,...,D; u=1,...,Ud;p=1,...,P; se$.
MWj3 + Jcu,p j s (5.24)
• Power for 1OS can only be reserved if unit u of dam cl spins or produces
electricity,d=1,...,D; u=l,...,Ud; p=1,...,P; seS.
S7ifl \MW (Yu,p,s + Yd,u,p,s) (5.25)
• Unit u of dam U cannot produce electricity and spin at the sarne time,
d=1,...,D; u=l....,Ud; p=1,...,P; sES.
E spzn < 1 (5.26)Yd,u,p,s + Yd,u,p,s
—
Constraints on variables representing the hydroÏogicat system:
• Volume of dam U at the end of period p in node s is between a minimum
and maximum value, U = 1, ..., D; p 1 P; s E S.
vrnmn <Vdps <max (5.27)
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• Outfiow of dam d at period p in node s is between a minimum and maximum
value,d=1,...,D;p=1,...,P;sE$.
Ftm outj,, Fut (5.28)
Objective
The objective is to maxirnize the expected profit, which is related to the expected
MCPs (as the latter determine if the bids are accepted or flot). In the formula
below, this is somewhat hidden in variables that depend on variables
The latter correspond to the power used to produce electricity and
depend on bids through equation (5.11).










This objective can be simplified as follows;
Maximize PR,8(revd,,,5 — c7
—
cj,8) + PRp, Vatd,8





• revd,,,p,s revenue from selling electricity and reserve for unit u of dam d at
period p in node s (s), cl = 1, ..., D; u = 1, ..., Ud; p 1, ..., P; s $.
revd,,,5 = (7flWu,p,s 1s + . p’°8 + . pN (5.31)
• c7 : cost for providing electricity to unit u of dam cl to make it spin at
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period p in node s (s), U = 1., D; u = 1., Uj; p = 1, ..., P; s E
spin spin 7SPLfl pE (5.32)
= du p,s
start
• CdS start-up cost of unit u of dam U at period p in node s (s), U =
u= 1,...,Uj; p= 1,...,P; se$.
Estartp = 1 : Cd,u,ps $Cd, (5.33)
‘E Ep = 2, ••, start >
— Yd,n,p—1,ANs,p,i)’ (5.34)d,u,p,s
EstartCd,,p,s Yd,u,p,s, (5.35)
star t SCd, (1
—
(5.36)
• val value of net water used for production at dam d at the end of the




vald,5 = FVRt — v,,5 (5.37)
k=1,..,Kd
fin
• Vdks > O : contribution of piecewise part k, in the linear approximation
of FVRd(final volume), to the final volume of dam U at node s
U=1,..,D;k=1•,..,Kd;sE$p.
finThe summation over the Vdks s is equal to the final volume adjusted for
the river routing effects at the eiid of horizon, U = 1, .., D; s e $p. The
summation after vd,p,5 corresponds to the infiows that will arrive at dam U
at periods P+1,P+2,..,P+N




fin T,’Bounds on Vdk8, d = 1, .., D; k = 1,
.., d; S E
k = 1: 0 UPJ (5.39)
k=2,..,Kd—1: 0<vUPJ—UPf1 (5.40)
krrrKd: 0<vis<Vx_UPfd; (5.41)
5.3.4 Water head effects
We designed a successive linear programming method, sirnilar to the ones reported
in [6, 14, 16, 40] to take into account water head effects. The method starts with
an initial solution obtained by solving the original model at the reference head
(the working solution). Then, a local Taylor’s approximation of the production
fullction is used to create a new model where the fiows and reservoir volumes
are allowed to deviate from the working solution by some maximum arnount (so
that the Taylor’s approximation remains valid). If the optimal solution obtained
with the ew model is better than the working solution, using the real non linear
production function, this solution becomes the new working solution. Otherwise,
the maximum deviation is decreased. Our procedure stops after 50 iterations, as
computational tests in [131 have showil that additional iterations only increase
the profit by a fraction of a dollar. Once the initial model is solved, the binary
production variables E and ySPfl are elirninated by setting them to their values
in the initial solution (since they have already been optimized). By doing so, the
computation tirnes are substantially reduced. For example, when the branching
factor Nbr and the number of sets of periods Nset are both equal to 2, one iteration
of the successive linear programming method, which corresponds to solving a new
model, is four times faster than solvillg the initial model. When Nbr and Nset are
both equal to 4, it is 800 times faster. The speed-up thus quickly increases with
the size of the model. More details on this approach can be found in [13], where
it is also demoustrated that the inclusion of this procedure provides significant
benefits with regard to solution quality.
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C 5.4 Numerical resuits
This section reports the resuits of different experiments where, in particular, the
new model is compared with the deterministic and stochastic modeis without bids
in î131. The three modeis are based on the same stochastic process for generating
the MCPs (see section 5.3.2). In the deterministic model, the MCPs are assumed
to be known with certainty and are set at the averages of the distribution. A
production plan is then generated accordingly. In the stochastic model without
bids, the decisions relate oniy to the quantities offered for electricity production
and the reserves. These quantities are considered to be automatically soid, what
ever the MCPs. In fact, the stochastic model without bids is equivalent to the
stochastic model with bids when there is oniy one bid choice, namely a bid price
so iow that ail electricity offered is automatically accepted by the market.
We first present two production plan exampies obtained with the models with
bids and without bids. Then, we summarize the resuits of three different ex
periments. First, we compare the two stochastic models based on different tree
shapes (i.e. different values for the branching factor and the number of period
sets). Second, a sensitivity analysis about the future value of water is presented.
Third, the impact of price volatility is examined. The parameter values that were
used in the mathematical modeis for the three experirnents are shown in Annex
I.
The three models were irnplemented in CPLEX [191 within a C++ frame
work. Ail numerical tests were executed on a machine with a 3 GHz Pentium IV
processor and 1 GB of memory.
5.4.1 Production plan examples
This section compares two production plans: one created by the stochastic model
without bids and the other created by the new model with bids. Figure 5.5
presents the production plan of each unit, where Ud,j is the j unit of dam U,
based on a tree of scenarios with a branching factor of 2 (N = 2) and two sets
of periods (Nset = 2). Part (a) shows the actions taken in the 12 first hours. At
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hour 10, different actions are taken for hours 13 to 24 depending on the price Pio
observed at hour 10. If the price is low (P10 < 56.40) actions of part (b) are taken
in node s = 2. On the other hand, if the price is high (P10 > 56.40), actions of
part (c) are taken in node s = 3.
In this figure, the total quantity of electricity offered by each unit as well as
the conditional expected price, denoted etec, are showu. Tables 5.1 to 5.3 report
the bid prices and the qilantities of electricity offered for each hour and unit in
the model with bids. The first column in these tables is the bid price BID2
(note that BID31 is not shown because it is aiways the minimum price accepted
by the market, which is 0.01$). Then, for each unit, the first column under the
unit is the quantity of electricity offered at the minimum price BID8,1 and the
second colllmn is the quantity offered at the next bid price BIDS,2. The model
without bids only offers a single qllantity at the minimum price, and the offer is
automatically accepted.
The integration of bids leads to more aggressive strategies where larger quan
tities of electricity are offered (given that no electricity is produced and no water
is used when the market price is not high enough). Furthermore, electricity can
be offered at the minimum price only when the conditional expected price is high
enough. In our example, the expected profit for the model without bids is 213
103$ as compared with 241 720$ for the model with bids, an increase of 13.4%.
This example also shows that including the reserves has a significant impact
on the solution. If we do not consider the reserves in the model with bids, it
would be better to produce at hour 19 instead of hour 22 in node s = 2 because
the price is higher at hour 19. However, the remaining capacity of all units for
both hours is offered as iON reserves with P 8.78$ and P21 1.17$. Thus,
the additional revenue obtained from the reserves at hour 19 is larger than what
is lost by selling electricity at a lower price at hour 22.
5.4.2 Branching factor and number of levels
Q This section studies how the shape of the tree of scenarios, as defined by the
branching factor and number of levels, influences the expected profit. The latter
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Figure 5.5: Production plan examples
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8 52.27 $ 63 63 83 83 44 44
9 56.73 $ 65 65 91 91 49 49
10 61.14 $ 73 73 102 102 53 53
11 64.31 $ 73 73 102 102 53 53
12 65.39 $ 73 73 102 102 53 53
Table 5.1: Bid quantities and prices for hours 1 to 12, s = 1








20 59.62 $ 65 65 91 91 49 49
21 58.38 $ 65 65 101 101 49 49





Table 5.2: Bid quantities and prices for hours 13 to 24, s = 2
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Hour(p) BID32 112,1 112,2 U3, U3fl4,1fl4
13 80.48 $ 73 73 102 102 53 53
14 77.56 $ 73 6 73 6 102 102 54 54
15 73.80 $ 73 73 101 1 101 1 53 53
16 71.80 $ 64 8 64 8 91 11 91 11 49 5 49 5
17 71.87 $ 64 8 64 8 91 11 91 11 49 5 49 5
18 72.10$ 63 10 63 10 91 11 91 11 49 5 49 5
19 72.19 $ 72 72 102 102 54 54
20 71.81 $ 78 78 102 102 58 58
21 68.38 $ 78 78 110 110 58 58
22 56.87 $ 72 72 102 102 54 54
23 47.82 $
24 42.90 $
Table 5.3: Bid quantities and prices for hours 13 to 24, s = 3
was evaluated using the Monte Carlo approach described in section 5.3.1. Tables
5.4 and 5.5 report the results obtained with the two stochastic models, based
on different values for Nbr and 1V. The numbers in the tables correspond to
the percentage of improvernent over the deterministic model. Table 5.6 then
compares the percentage of improvement of the stochastic model with bids over
the stochastic model without bids.
In these experiments, the computation was stopped as soon as the relative
gap dropped below 0.01%. The latter corresponds to the difference between
the upper bound, obtained by relaxing the integrality constraints, and the best
integer solution found divided by the upper bound. A gap of 0% thus indicates an
optimal solution. The time limit was set to 7200 seconds, or 2 liours, for solving
the initial model (i.e., without considering the procedure for evaluating the water
head effects). The empty entries in the tables correspond to models that were
too large to be created and solved within the available computational resources.
It is worth noting that the resuits with Nbr = 1 correspond to those that
would have been obtained with the deterministic model, since there is only one
brandi at each level. Thus the improvement is 0% in tus case. Furtherrnore, the
model without bids with Nset = 1 also corresponds to the deterministic model
because ail decisions are taken at the root and the quantities of electricity offered
G
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Nset\Nbr 1 2 3 4 5 6 7 8
1 0% 0% 0% 0% 0% 0% 0% 0%
2 0% 8.0% 7.4% 8.3% 8.1% 8.4% 8.3% 8.4%
3 0% 11.2% 11.5% 11.8% 11.9% 12.0% 12.1% 12.0%
4 0% 11.8% 12.8% 13.2% 13.2% 13.3% 13.4% 13.5%
5 0% 12.9% 14.2% 14.6% 14.8%
6 0% 13.7% 15.2% 15.6%
7 0% 14.6% 15.9%
8 0% 15.0%
Table 5.4: $tochastic model without bids: improvement over the deterministic
model
Nset’\N6r 1 2 3 4 5 6 7 8]
1 0% 18.1% 23.1% 24.9% 24.4% 24.4% 24.4% 24.2%
2 0% 22.5% 25.7% 25.3% 26.2% 26.2%* 26.1%* 26.3%*
3 0% 23.2% 26.2% 26.3%* 27.0%* 27.4%* 27.7%* 27.9%*
4 0% 25.8% 27.6%* 28.0%* 28.3%*
5 0% 24.5% 26.6%*
6 0% 26.1% 27.4%*
7 0% 25.8%*
8 0% 26.5%*
Table 5.5: Stochastic model with bids: improvement over the deterministic model
are automatically accepted. However, the model with bids with Nset = 1 is not
equivalent to the deterministic model when Nbr 1. In this case, the expected
profit corresponds to what would be obtained in a day-ahead market, since ail
bids for the next 24 hours must be subrnitted at the root.
The stars * in Tables 5.5 and 5.6 indicate instances where the optimization did
not reach a relative gap of 0.01% due to memory and/or tirne limitations. But,
even in these cases, the model with bids clearly outperforms the model without
bids. The largest improvement obtained by the stochastic model with bids over
the deterministic one is 28.3% (Nbr = 5 and = 4), as compared to only
15.9% for the stochastic model without bids (Nbr = 3 and Nset = 7), a difference
of 12.4%. Also, the stochastic model with bids performs much better in a day
ahead rnarket, since the improvement over the two other models reaches 24.9%
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Nset\Nbr 1 2 3 4 5 6 7 8
1 0% 18.1% 23.1% 24.9% 24.4% 24.4% 24.4% 24.2%
2 0% 13.4% 17.0% 15.7% 16.8% 16.4%* 16.5%* 16.4%*
3 0% 10.8% 13.2% 13.O%* 13.4%* 13.7%* 13.9%* 14.2%*
4 0% 12.5% 13.1%* 13.1%* 13.3%*
5 0% 10.3% 1O.8%*
6 0% 10.8% 10.6%*
7 0% 9$%*
8 0% 10.0%*
Table 5.6: $tochastic model with bids: improvernent over the stochastic model
without bids
wheu Nbr = 4 and Nset = 1 and neyer gets below 18%.
Table 5.7 shows the compiltation times in seconds. The first une of each
entry is the computation time of the model without bids. The secolld irne is
the compiltation time of the model with bids. In both cases, it includes the
tirne for solving the initial model and the tirne required by the successive linear
programming method to account for water head effects. The computatioll time
of the model with bids is then divided into two parts: the computation time
for solvillg the initial model, in the third une, and the computation time of the
successive linear programming method, in the fourth hue. Finally, the fifth une
indicates the gap reached by the stochastic model with bids (note that the model
without bids aiways reached a gap of 0.01% with the available computational
resources). The procedure was stopped due to memory limitations, instead of
time limitations, when a star is found besides this value. An empty une simply
indicates that the gap of 0.01% was reached. Although the model with bids is
much more computationally expensive than the model without bids, the former
can provide substantially better solutions, and stihi within a reasonable time frame
of about 2 hours.
Problem sizes are reported in table 5.8 in terms of number of binary variables,
real variables and constraints, excluding simple bounds, on a sample of instances.
Note that the number of binary variables accounts for a large part of the difficulty
of a problem instance.
Q
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Nset\Nbr 1 2 3 4 5 6 7 8
1 1 1 1 1 1 1 1
1 2 4 5 9 16 111 7216
0.4 1 3 3 5 6 98 7200
0.6 1 1 2 4 10 13 16
1 2 1 2 2 3 3 4
1 4 13 23 64 7246 4910 5149
2 0.4 2 5 7 33 7200 4796 4932
0.6 2 8 16 31 46 114 217
0.02% 0.05%* 0.06%*
1 3 4 6 11 15 21 30
1 8 225 5722 4567 5318 5908 7437
3 0.4 3 206 5667 4388 4976 5347 6480
0.6 5 19 55 179 342 561 957
0.04%* 0.10%* 0.16%* 0.20%* 0.42%
1 4 10 26 58 112 204 326
1 14 4360 5860 5534
4 0.4 5 4306 5633 4884
0.6 9 54 227 650
0.04%* 0.12%* 0.27%*
1 5 49 215 557
1 40 5386
5 0.4 9 5049
0.6 31 337
0.12%*
1 11 111 532
1 168 6656

















1 Model without bid Model with bids
Nset binary real constraints binary real constraints
1 1 288 2264 2924 288 2696 3500
2 2 432 3400 4396 864 7664 10304
3 3 1248 9848 12748 3744 32664 44484
4 4 6120 48452 62720 24480 212168 290660
4 5 11232 88984 115180 56160 484232 665756
5 5 67488 533656 691116
6 4 65520 521432 674300
7 3 65592 519636 672672
Table 5.8: Problem size for some instances
5.4.3 Sensitivity to future value of water
In this section, we analyze the sensitivity of the models to the future value of
water. Figure 5.6 reports the improvernent of the two stochastic models over the
deterministic model, for different future average electricity prices FP.
For these experirnents, the parameters were set to Nb 3 and Nset = 7 for
the model without bids and to Nb7- = 5, N5 = 4 for the model with bids, as these
values proved to be the best in the previous experiments. A stopping criterion
based on a relative gap of 0.01% was also used here, as well as a time limit of
2 hours for solving the initial model. Each run of the model without bids took
an average of 14 minutes and always reached the desired gap; in the case of the
model with bids, it took an average of 80 minutes to reach an average gap of
0.09%. Thus, some runs were stopped because the computational resources were
exhausted.
For both stochastic models, the improvement over the deterministic model
depends on the FP value. At first, the improvement increases until a peek is
reached. Then, the improvement decreases. ‘vVith low values (FP < 20$), it
is better to produce at full capacity with all models, thus resulting in a similar
behavior. Then, when FP increases, the two stochastic models perform better
than the deterministic one, although the model with bids is clearly the best one.
The peek is reached at approximately 65$. After that, the improvement starts
decreasing. For large FP (FP > 150$), it is beneficial to keep the water for
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Figure 5.6: Improvement in function of future value of water (FP)
future sales and, once again, the behavior of the three models becomes sirnilar.
Analysis of historical production data shows that FP should be about 64$.
This is the reference value used in the other experiments. This experiment thus
shows that good resuits can also be obtained with other values of FP, as long as
they are not too far from 64$.
5.4.4 Price volatility
In this last experirnent, we evaluate the effect of price volatility (variance) on
solution quality. To this end, the variance of random variable c (see section
5.3.2) is multiplied by parameter Q. Figure 5.7 shows the improvernent obtained
with the two stochastic models over the deterministic model for different Q values.
As usual, the shape parameters were set to N. = 3 and Nset = 7 for the model
without bids and to Nbr = 5 and N5 = 4 for the model with bids. A stopping
criterion based on a relative gap of 0.01% was used and the tirne lirnit was set to
2 hours for solving the initial model. For the model without bids, an average ofQ 10 minutes was required to reach a gap of 0.01%. In the case of the model with
bids, it took an average of 92 minutes to reach au average gap of 0.10%.
//
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Figure 5.7: Improvement in function of price volatility
We can see that the improvement for the model with bids increases at a faster
rate than the improvernent for the model withollt bids. The peek is reached
at Q = 2.5 for the model without bids and at Q = 5 for the model with bids.
After, the improvement starts to decrease because the process tends toward total
randomness. Clearly, extreme values like Q = 10 are not realistic. In fact, values
between 0.75 and 1.25 better represent what is observed in the Ontario’s electricity
market.
5.5 Conclusion
This paper has introduced a stochastic programming model for maximizing the
profits earned from hydroelectricity production in a deregulated rnarket. This
model integrates an important activity in these markets which is the development
of a clever bidding strategy. It is thus aimed at supporting price-taker producers
in their day-to-day bidding decisions. The model takes into account important
physical and operational constraints of the application under study, in particular
the interactions observed among a series of hydroelectric plants along a river.















did not integrate bids. Also, this superiority is enhanced when price volatility is
increased.
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Annex I : Parameter values
The parameter values in the model are based on a real hydrological network, but
some data have been modified for confidentiality reasons. As already mentioned,
we consider a large reservoir at the head of the river, followed by three smaller
reservoirs each with an associated hydroelectric power plant. Each power plant
has two similar units (turbines).
The parameter values are the followings:
• Number of periods (hours): P = 24.
• Number of dams: D 4.
• Number of units (turbines) at each dam: U1 = 0, U2 2, U3 = 2, U4 = 2.
• Prices for electricity and reserves at period p (historical averages):
pEpiOSp1ON0N124
• Reference water head of dam U = 2, 3, 4: Hf = 45.5, H = 49, Hf = 35,
u = 1,2.
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• Minimurnwaterheadofdamdrr 2,3,4: H 44.25,H 47.5,H =
33.9, u = 1, 2.
• Maximum water head of dam d = 2, 3,4: H’ 46.75, H 50.5, =
36.1, u = 1,2.
• Water head of dam cl = 2, 3, 4 as a fiinction of volume y:
H2(v) = —0.0002179v2 + 0.0486781v + 44.25
H3(v) = —0.0001823v2 + 0.0482292v + 47.5
H4(v) —0.0009066v2 + 0.0912637v + 33.9
• Derivative of function H:
H’(v) = d(Hd(v)) d= 1,..,4.dv
• Power function of unit u of dam cl = 2, 3, 4 (where MWTef is the power at
the reference head value):
MWd,(v,f) = MWjej(J)
A/IWj(f) —0.0021491f2 + 1.0198214f — 25.6604314, u = 1, 2.
]1/IW(f) = —0.0015629f2 + 10412698f — 43.1562882, u = 1, 2.
MWj(f) = —0.0018621f2 + 08344132f — 27.3971054, u = 1, 2.
• Derivative of IVfWTCf:
(MWj)’(f) = d(AiWj(f)) cl = 1, .., 4.
• Number of piecewise parts in the linear approximation of MWT’: ‘du = 4
,d=1,..,4; u=1,2
• Siopes in the linear approximation of MWT for dam cl = 2, 3, 4
= {0.761929, 0.525528, 0.321364, 0.138690}, u = 1, 2.
R3, = {0.791206, 0.611472, 0.431739, 0.259820}, u = 1, 2.
R4,u = {0.610961, 0.461993, 0.313025, 0.164057}, u = 1, 2.
• Bounds in the linear approximation of j,f147Tef for dam cl = 2, 3, 4
= {90, 140, 1$5}, u = 1, 2.
UB3, {110, 165, 225}, u = 1,2.
UB4, = {80, 120, 160}, u 1, 2.
• Minimum volume of dam cl at the end of period p: = 0, cl = 1, .., 4,
p = 1, .., P.
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• Maximum volume of dam cl = 1,2,3,4 at the end of period p: Vinx
400 km3, v° = 80 km3, V3 = 100 km3, V4 = 40 km3, p = 1, .., P.
• Initialvolume of dam cl = 1, 2, 3,4: I%nit = 200 km3, V2 = 40 km3, V33 =
50 km3, V4 = 20 km3.
• Minimum ftow that can be processed by unit u of dam cl 2,3,4: F =
30,Fj = 50,F’ = 40, u = 1,2.
• Maximum fiow that can be processed by unit u of dam cl = 2,3,4: F =
225,F’ = 275,F = 200, u= 1,2.
• Maximum spiil ffow of dam cl: F’1” = 1000, cl = 1, .., 4.
outm
• Minimum outfiow of dam cl: Fd = 0, d= 1,..,4.
• Maximum outftow of dam cl: Ftm = 1000, cl 1, .., 4.
• Minimum power of unit u of dam cl = 2, 3,4: MW 3, MW
5,MWz3,d=2,..,4;u=1,2.
• Maximum power of unit u of dam cl = 2,3,4: MW = 95, MWT =
125, MWlx = 65, u = 1, 2.
• Mean natural infiow forecast at dam cl = 1, 2, 3, 4 for period p (historical
averages): NI1, 40, NI2, = 16, NI3, = 12, NI4, = 10, p = 1, .. P.
• Number of periods (hours) for calculating the river routing effects: N = 3
• Fraction of water, released at period p — t at dam cl — 1 that arrives at dam
dr 2,3,4 at periodp, t= 0,1,2,3:
FR2,0 = 0, FR2,1 = 0.3, FR2,2 = 0.4, FR2,3 = 0.2.
FR3,0 = 0.1, FR3, = 0.5, FR3,2 = 0.3, FR3,3 = 0.1.
FR4,0 = 0, FI?4,1 = 0.4, FR4,2 = 0.4, FR4,3 = 0.2.
• Power needed by unit u of dam cl = 2, 3, 4 to make it spin to offer 10$
reserve: MW 1.9, MW = 2.5, MW = 1.3, u = 1, .., 2.
• $tart-up cost of unit u = 2, 3, 4: $C2, = 285, SG3, = 375, SC = 195,
u = 1, 2 (see below).
• Number of piecewise parts in the approximation of the future water value
function FVRd at dam U: Kd = 1, cl = 1, .., 4 (see below).
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• Estimate of electricity that can be produced for each m3 of water at dam
U 1, 2, 3, 4: E1 = 0.000364, E2 = 0.000363, E3 = 0.000227, E4 0.000096
(see below).
• Siope of the linear approximation of future water value function at dam U:
= Ed FP, U = 1, .., 4 (see below).
• Estimate of the average price at which electricity can be sold in the future:
FP = 64$/MWh, unless specified otherwise (see below).
• Initial water value at dam U: FVRtt = FVRd(Vt) (calculated with the
linear approximation obtained with RT), U = 1, .., 4.
The future value of water is obtained by considering that each in3 of water at
a given dam has a fixed value. This value is Ed FP, where Ed is an estimate
of the electricity that can be produced with eacli m3 of water at dam U and FP
is an estimate of the average electricity sales price in the future. This value gets
larger as we move upstream (upward) because more electricity can be produced
with the sarne arnount of water, due to the cascade effects (i.e., Ed is larger for
upstream reservoirs). The value of FP is evaluated approximately at 64 $/MWh
from historical production and price data.
Tlie start-up cost lias been set to 3$ per nominal MW of output according to
the study in [27]. For example, for a 95 MW unit, the cost is 285$ per start-up.
For all units, it is always better to stop a unit than let it run at minimum ftow
for an hour because the start-up cost (285$, 375$, 195$ for units of dam 2, 3 and
4, respectively) is lower than the opportunity cost of running at minimum flow.
The latter can be approximated by the amount of additional electricity that could
have been produced in the future multiplied by the average electricity price in
the future: (F 36O0 (Ed— Ed+l) — MT’Vj) . FP, which is 748.03$, 1189.12$,
692.74$ for units of dam 2, 3 and 4 respectively. However, if one chooses to
produce at MWc for periods p and p + 2 instead of consecutive periods p and
p+ 1, the difference in electricity prices between periods p+ 1 and p+2 must be at




Cette thèse de doctorat s’est intéressée à trois problèmes réels d’optimisation
combinatoire rencontrés dans deux contextes industriels différents le laminage à
chaud de l’alumimium et la gestion de barrages hydroélectriqiles en cascade dans
un marché d’électricité déréglementé. Des méthodes de résolution spécifiques ont
été développées pour chacun des problèmes.
Nous présentons dans ce dernier chapitre les principales contributions de cet
ouvrage et les avenues de recherche qu’il est possible d’explorer à la silite de ce
travail.
6.1 Principales contributions
Le chapitre 2 présente une synthèse des articles abordant des problèmes d’op
timisation touchant le laminage de l’alumimium et la gestion de barrages hydro
électriques en cascade dans un marché d’électricité déréglementé. Cette revue de
littérature permet de bien situer les deux problèmes d’optimisation qui seront
abordés dans la suite.
Dans le chapitre 3, nous avons abordé le problème de l’ordonnancement d’un
laminoir à chaud dans le domaine de l’aluminium. Ce chapitre présente une heu
ristique de résolution ayant pour but de créer un ordonnancement de qualité res
pectant toutes les contraintes du procédé. Des expérimentations sur 50 «vies de
rouleaux» consécutives ont montré qu’il n’y avait pas de dégradation de la qualité
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des solutions produites par cette méthode avec le temps. De plus, le taux d’inac
tivité du laminoir dans les séquences produites par notre méthode est beaucoup
moindre que celui observé dans des séquences réelles.
Dans le chapitre 4, nous avons considéré l’optimisation des profits dans un
marché d’électricité déréglementé pour un réseau de centrales hydroélectriques
en cascade. La difficulté principale de ce type de problème est de déterminer à
quel moment l’eau contenue dans les réservoirs doit être utilisée. Deux modéli
sations du problème ont été décrites et analysées dans ce chapitre. La première
considère des prix d’électricité déterministes alors que la seconde considère des
prix stochastiques. Les résultats numériques montrent que le modèle stochastique
est supérieur au modèle déterministe.
Dans le chapitre 5, nous avons repris les idées du chapitre précédent en plus
d’intégrer explicitement les offres d’électricité soumises par les producteurs aux
opérateurs du marché dans le modèle mathématique. Les résultats numériques
montrent que le nouveau modèle est supérieur au modèle stochastique développé
dans le chapitre précédent.
6.2 Aven.ues de recherche
Plusieurs avenues de recherche pourraient être explorées afin d’étendre le tra
vail présenté dans cette thèse. Dans le cas de l’ordonnancement d’un laminoir à
chaud, mentionnons
— La modélisation du four poussant comme un four pouvant être alimenté de
façon continue plutôt que ponctuellement, comme c’est le cas dans le mode
de fonctionnement par lot. En permettallt ce nouveau mode de fonction
nement, on ajouterait beaucoup de flexibilité à l’utilisation du four mais
on augmenterait aussi, par le fait même, la complexité du problème à ré
soudre. Des modifications substantielles à l’algorithme seraient nécessaires
pour tenir compte de cette particularité.
— L’intégration de séquences de production plus complexes associées aux pro
duits brasés. Dans ce cas, une partie centrale (le coeur) doit être produite
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suivi par la production des plaques (celle du haut et celle du bas). Ensuite,
les trois parties sont assemblées, chauffées dans les fours d’homogénéisation
et laminées à chaud. Ce procédé complique énormément l’ordonnancement
étant donné que trois opérations de chauffage et deux opérations de lami
nage sont nécessaires pour compléter ce produit. De plus, il y a une interdé
pendance temporelle puisque le coeur et les plaques doivent être fabriqués
avant d’être assemblés.
Pour ce qui est de la gestion de barrages hydroélectriques en cascade, les ex
tensions possibles sont
— Le développement d’un modèle d’optimisation à long terme permettant de
calculer plus précisément la valeur future de l’eau contenu dans les réser
voirs. Cette valeur est une donnés très importante afin de pouvoir utiliser
en pratique les modèles à court terme développés dans cette thèse. En effet,
cette dernière permet de répartir correctement l’eau contenu dans les réser
voirs entre la production actuelle et la production future. Les grandes lignes
d’une solution pour résoudre ce problème sont présentés dans l’annexe A,
mais plusieurs points important restent à explorer pour obtenir une solution
complète.
— L’ajout de centrales thermiques dans le modèle. Avec un système de produc
tion comprenant des centrales hydroélectriques et thermiques, il est possible
de diminuer les risques financiers. L’impact est encore plus marqué lorsque la
quantité d’eau disponible pour la production hydroélectrique est fortement
limitée. En effet, il est possible de réduire les risques en utilisant une straté
gie agressive d’offres pour les centrales hydroélectriques et en produisant de
façon plus stable avec les centrales thermiques dont la flexibilité d’opération
est plus limitée. Il serait également intéressant de voir comment notre mo
dèle pourrait s’adapter aux contraintes spécifiques des centrales thermiques
dont le coût d’exploitation dépend principalement du prix du combustible
(gaz naturel, charbon, etc.)
— La modification du modèle pour inclure les contrats financiers. Ces contrats
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sont en fait des accords d’achat d’électricité à prix fixe entre deux partici
pants au marché (un vendeur et un acheteur). Comme ce sont des contrats
financiers, il n’est pas nécessaire que le vendeur soit un producteur d’électri
cité. Cependant, ce genre de contrat est particulièrement intéressant pour
un producteur car il peut se protéger financièrement lorsqu’il doit fournir
de l’électricité à son client. En effet, pour fournir l’électricité dont le client
a besoin, le producteur peut maximiser son profit en utilisant ses centrales
électriques lorsque les prix sont élevés et en achetant l’électricité directe
ment du marché quand les prix sont bas. Il serait donc intéressant de tenir
compte de ces contrats dans l’optimisation globale des profits d’une entre
prise productrice d’électricité.
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QAnnexe A
Valeur future de l’eau contenue
dans un reservoir
Cette annexe propose une solution potentielle pour évaluer la fonction repré
sentant la valeur future de l’eau contenue dans les reservoirs (FVR) pour des
centrales hydroélectriques en cascade sur une même rivière. Cette fonction per
met l’utilisation en pratique de modèles d’optimisation des profits à court terme
tel que ceux décrit aux chapitres 4 et 5. En effet, cette fonction est de première im
portance pour calculer l’allocation optimale de l’eau entre la production actuelle
et la production future.
Le calcul de la fonction FVR correspond à un problème d’optimisation à long
terme où la nature stochastique des apports naturels et des prix d’électricité doit
être prise en compte. En effet, lors d’une année sèche où les apports naturels sont
faibles, l’eau a une valeur beaucoup plus grande que lors d’une année humide. La
même chose est vraie avec les prix d’électricité étant donné que la valeur de l’eau
sera plus grande si l’hiver est rigoureux et que le chauffage électrique est beaucollp
utilisé ou si l’été est chaud et que la climatisation fonctionne continuellement. Le
modèle doit donc considérer la stochasticité de ces deux variables aléatoires.
Premièrement, un modèle stochastique à long terme représentant le compor
tement des apports naturels et des prix d’électricité devra être développé. Pour
C) s’adapter au besoin de l’algorithme de programmation dynamique proposé dans la
suite, le modèle doit être markovien, c’est-à-dire que la distribution des variables
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aléatoires à la période k doit être complètement défini par la valeur des variables
aléatoires à la période k — 1, et ne doit pas dépendre des variables aléatoires aux
périodes précédentes (k
— 2, k — 3, etc.)
Dans ce contexte à long terme, des approximations doivent être faites pour
obtenir un problème pouvant être résolu en un temps raisonnable. Une possibilité,
serait d’agréger les réservoirs pour former un grand réservoir d’énergie potentielle.
La hauteur de chute, les coûts de démarrage des turbines et l’effet de laminage
sont négligés dans ce cas. Les techniques d’agrégation de réservoirs ne sont pas
nouvelles pour la gestion de réservoirs. En fait, elles ont été utilisées dans de
nombreuses applications pour réduire la taille des problèmes [4,92, 1081.
Ensuite, un algorithme de programmation dynamique stochastique pourrait
être utilisé pour résoudre le problème agrégé. Cette méthode est mais puissante
pour résoudre des problèmes contenant des variables aléatoires. De plus, elle a
l’avantage de pouvoir résoudre des problèmes non linéaires, ce qui est peut être
intéressant, par exemple, dans le cas de problèmes à court terme où la hauteur
de chute n’est pas négligeable. Par contre, elle souffre du «fléau de la dimensio
nalité» car les temps de calcul augmentent exponentiellement avec le nombre de
réservoirs. Ceci explique pourquoi des techniques d’agrégation ont été développées
afin réduire le nombre de réservoirs. Une référence générale sur la programmation
dynamique est retrouvée dans [10].
Soit Jk(sk_1,pk_1,ik_1) la valeur espérée des profits futurs d’un producteur
au début de la période k jusqu’à la fin de l’horizon (période K), où 3k1 est
l’énergie potentielle dans le réservoir à la fin de la période k — 1 (i.e., début de
la période k), Pk—1 est le prix moyen de l’électricité à la période k — 1 et k.1 est
la quantité d’apports naturels (en équivalent énergie potentielle) reçue durant la
période k
— 1. La valeur espérée des profits futurs au début de la période k est




où Tk est la quantité d’énergie potentielle relâchée pour produire de l’électricité à
la période k et qk(rk,pk) est le profit généré à la période k avec un relâchement
d’énergie potentielle rk et un prix d’électricité moyen Pk pour la période k. La
fonction qk(Tk,pk) n’est pas égale à Tk *pk parce que le prix moyen auquel l’élec
tricité Tk sera vendue n’est pas nécessairement le prix moyeu de l’électricité à la
période k. En fait, le prix moyen de vente sera fort probablement plus élevé et ce
dernier dépendra du relâchement Tk. La relation entre le relâchement et le le prix
moyen de l’électricité vendu devra être étudiée attentivement à l’aide de données
historiques.
L’état à la période k est (sk—1,pk—,ik_-1) et donc chacun de ces trois éléments
doit être discrétisé pour résoudre le problème. Un bon compromis entre la qualité
des solutions (nombre élevé de discrétisations) et le temps de calcul (petit nombre
de discrétisations) devra être trouvé.
Ce modèle à long terme devra considérer un horizon assez long (par exemple
lln an) avec des période de durée pius petite au début et plus longue ensuite. Par
exemple, cela pourrait être journalier pour la première semaine, ensuite hebdoma
daire pour les trois premiers mois et finalement mensuel jusqu’à la fin de l’année.
À la fin de l’horizon (fin de la période K), l’énergie potentielle dans le réservoir
sjç, le prix moyen de l’électricité (PK) et les apports naturels (iK) devraient tendre
vers leur valeur historique à long terme (, 3, ). Nous pouvons alors écrire
JK+i(5J) O (A.2)
Avec ce point de départ, il est ensuite possible de calculer la valeur de Jk à
rebours pour k = K, k = K — 1, jusqu’à k 1 en utilisant la formule A.1. La
valeur de Jk doit être caldillée pour chaque état (sk_1,pk_1,ik_1) ce qui fait que
le nombre de discrétisations et le nombre de périodes influencent grandement le
temps de calcul. La fonction FVR(s) peut ensuite être évaluée par
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o
fVR(s) = E [Ji(s,po,io)] (A.3)
?o,zo
Finalement, la désagrégation des réservoirs doit être faite pour distribuer le
profit total du grand réservoir d’énergie potentielle à chacun des réservoirs indi
viduels. En convertissant l’énergie potentielle s en volume d’eau u, nous obtenons
pour chaque réservoir d la fonction FVRd(v). Cette fonction peut ensuite être
utilisée pour la résolution du modèle d’optimisation des profits à court terme.
o
