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Abstract
A block structured method for the simulation of the viscous flow around complex con-
figurations is presented. The computational domain is discretized with overlapping
meshes. The meshes are composed of individually created grids for the components of
a configuration and an automatically generated Cartesian background grid. The back-
ground grid is a multi-block mesh with hanging grid nodes, which is adapted to the
cell size of the component grids. The cells of the background grid can be cubes or cubo-
ids. The overlapping grid approach simplifies the generation of block structured grids
significantly.
The flow computations are performed with a Navier-Stokes solver. The Chimera ca-
pabilities of the solver are extended by methods for the computation of interpolation
coefficients and global forces in case of grid overlap on body surfaces. Additionally, a
flux conservative boundary condition for the hanging grid nodes is implemented. For
the creation of the Cartesian background grids, an automatic grid generator has been
developed.
The consistency and accuracy of the methods is proved by grid refinement studies. Va-
lidation test cases involve a three element airfoil, a helicopter fuselage and an airplane
in landing configuration. Numerical results obtained for Chimera meshes as well as
conventional grids agree very well. The agreement with wind tunnel experiments is
good. The computational costs for Chimera computations are slightly higher than for
conventional grids.
U¨bersicht
Es wird ein blockstrukturiertes Verfahren zur Berechnung der reibungsbehafteten Um-
stro¨mung komplexer Konfigurationen beschrieben. Das Verfahren nutzt u¨berlappende
Rechengitter zur Diskretisierung des Stro¨mungsfeldes. Das Gittersystem besteht aus
unabha¨ngig voneinander erstellten Netzen fu¨r die Komponenten einer Konfiguration,
die in ein automatisiert generiertes, kartesisches Hintergrundgitter eingebettet sind.
Das Hintergrundgitter ist ein an die Netzfeinheit der Komponentengitter adaptiertes
Mehrblocknetz mit ha¨ngenden Netzknoten, dessen Netzzellen sowohl wu¨rfelfo¨rmig
als auch quaderfo¨rmig sein ko¨nnen. Durch die Verwendung u¨berlappender Gitter wird
der Netzgenerierungsprozess deutlich vereinfacht.
Die Stro¨mungssimulationen werden mit einem Navier-Stokes Verfahren durchgefu¨hrt.
Bei diesem wurden die Chima¨ren-Algorithmen durch Methoden zur Dateninterpolati-
on und Kraftberechnung bei Gittern mit Netzu¨berlappungen auf Ko¨rperoberfla¨chen
erweitert. Außerdem wurde eine Randbedingung fu¨r Blocku¨berga¨nge mit ha¨ngen-
den Netzknoten implementiert. Die Hintergrundgitter werden mit einem kartesischen
Netzgenerator erstellt.
Netzkonvergenzstudien fu¨r reibungslose und reibungsbehaftete Profilumstro¨mungen
belegen die Konsistenz und die Genauigkeit des Verfahrens. Die Validierung erfolgt
mit Stro¨mungssimulationen fu¨r ein Dreielement-Profil, einen Hubschrauberrumpf
und eine Flugzeug-Hochauftriebskonfiguration. Es zeigt sich eine sehr gute U¨ber-
einstimmung der numerisch auf konventionellen bzw. u¨berlappenden Gittern erziel-
ten Ergebnisse und eine gute U¨bereinstimmung mit Windkanalmessungen. Die Ver-
gleichsrechnungen ergeben bei Chima¨ren-Rechnungen einen etwas ho¨heren Rechen-
zeitbedarf als bei konventionellen Gittern.
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1 Einleitung
1.1 Numerische Stro¨mungssimulationen in der Luft-
fahrtindustrie
Die numerische Stro¨mungssimulation (CFD - ”Computational Fluid Dynamics“) ist ne-ben dem Windkanalexperiment und dem Flugversuch ein wichtiges Hilfsmittel bei der
Auslegung von Fluggera¨ten. Ausgereifte Lo¨sungsalgorithmen sowie die sta¨ndig stei-
gende Leistung der Computer ermo¨glichen heutzutage die Berechnung von reibungs-
behafteten Stro¨mungen um realistische Flugzeugkonfigurationen, siehe zum Beispiel
Vos et al. [108].
Im industriellen Entwurfsprozess haben Windkanalexperimente und CFD-
Simulationen nach Tinoco [105] die gleiche Bedeutung. Entsprechend der anfallenden
Kosten werden sie jedoch in unterschiedlichen Anwendungsfeldern eingesetzt.
Wa¨hrend ein Windkanalversuch einen hohen Zeit- und Geldaufwand bei der Vorbe-
reitung erfordert, erfolgt die Untersuchung eines einzelnen Stro¨mungszustandes sehr
schnell. Demzufolge werden Windkanalexperimente zur Ermittlung großer Daten-
mengen genutzt, zum Beispiel bei der abschließenden Bewertung einer entworfenen
Konfiguration oder fu¨r die Ermittlung von Kennfeldern. Die Vorbereitungszeit fu¨r
eine numerische Simulation ist deutlich ku¨rzer als bei einem Windkanalversuch,
allerdings dauert die Berechnung eines einzelnen Stro¨mungszustandes wesentlich
la¨nger als eine Windkanalmessung. CFD-Methoden bieten sich somit zur Festlegung
der Geometrie des Luftfahrzeugs an, da mit ihnen schnell verschiedene Variationen
einer Konfiguration verglichen werden ko¨nnen. Als wesentlicher Vorteil gegenu¨ber
Windkanalexperimenten ko¨nnen CFD-Verfahren auch in eine Simulationsumgebung
eingebettet werden, welche die Geometrie des Luftfahrzeugs unter Beru¨cksichtigung
anderer Disziplinen wie Strukturdynamik und Flugdynamik optimiert.
Windkanaluntersuchungen und Stro¨mungsberechnungen ko¨nnen in sich erga¨nzender
Weise verwendet werden. Da numerische Simulationen bei realistischen Reynolds-
Zahlen erfolgen und sie nicht durch Windkanalinterferenzen gesto¨rt werden, dienen
sie zur Verbesserung von Korrekturverfahren fu¨r Windkanalmessungen. Auch eignen
sich CFD-Verfahren besser zur Untersuchung von Details des Stro¨mungsfeldes. Der
Einsatzbereich von CFD-Methoden wird jedoch durch Vereinfachungen in der mathe-
matischen Modellbildung beschra¨nkt, so dass beispielsweise die Ermittlung des Maxi-
malauftriebs nur eingeschra¨nkt mo¨glich ist (vgl. Rumsey [92]). Hier muss mit Windka-
naluntersuchungen die Zuverla¨ssigkeit der berechneten Daten sichergestellt werden.
Aus den genannten Gru¨nden werden numerische Verfahren routinema¨ßig im indus-
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triellen Entwurfsprozess fu¨r Luftfahrzeuge eingesetzt. Als Beispiele ko¨nnen Airbus [6]
und Boeing Commercial Airplanes [50] als Hersteller von Transportflugzeugen, EADS
Military Aircraft [107] als Produzent von Kampfflugzeugen und der Hubschrauber-
hersteller Eurocopter [29, 30] genannt werden.
1.2 Blockstrukturierte Rechenverfahren
Die Berechnung einer kontinuierlichen, kompressiblen, reibungsbehafteten Stro¨mung
erfordert die Lo¨sung der Navier-Stokes-Gleichungen. Die meisten industriell fu¨r die
Luftfahrzeugaerodynamik eingesetzten Verfahren lo¨sen dieses Gleichungssystem mit
Hilfe eines Finite-Volumen Ansatzes. Dafu¨r gibt der Anwender ein Rechengitter vor,
welches den Raum in der Umgebung der betrachteten Konfiguration u¨berdeckt. Die
Zellen des Gitters ko¨nnen nun als Kontrollvolumen zur Berechnung der Stro¨mungs-
gleichungen dienen. In der Vergangenheit wurden im Wesentlichen strukturierte Re-
chengitter genutzt. Diese bestehen aus einem oder mehreren Netzblo¨cken mit hexa-
ederfo¨rmigen Zellen. Ein Beispiel fu¨r ein blockstrukturiertes Rechengitter ist in Bild 1.1
dargestellt.
Bild 1.1: Blockstrukturiertes Netz um ein Triebwerk, die Blockgrenzen sind durch dicke Linien
markiert
Die Rechenmethoden fu¨r strukturierte Rechengitter sind weit entwickelt und ermo¨gli-
chen eine schnelle und genaue Berechnung von Stro¨mungen. Ein Nachteil dieser Ver-
fahren ist die aufwa¨ndige Gittergenerierung, die mehrere Wochen Arbeitszeit erfor-
dern kann. Eine Alternative zu strukturierten Rechengittern bieten unstrukturierte Re-
chengitter, die wegen der beliebigen Form der Kontrollvolumina eine schnelle, auto-
matische Gittergenerierung ermo¨glichen. Allerdings sind unstrukturierte Rechenver-
fahren noch nicht so ausgereift wie strukturierte Verfahren und der Einsatz unstruk-
turierter Verfahren im industriellen Umfeld hat erst begonnen. Aufgrund der umfang-
reichen Erfahrungen im Umgang mit strukturierten Rechenverfahren und ihrer wei-
ten Verbreitung wird daher versucht, die Einschra¨nkungen bei der Gittergenerierung
durch geeignete Erweiterungen der genutzten strukturierten Stro¨mungslo¨ser zu ver-
ringern.
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1.3 Flexibilisierung blockstrukturierter Verfahren durch
die Chima¨ren-Technik
Das Hauptproblem bei der Generierung strukturierter Gitter ist die Erzeugung einer
geeigneten Netztopologie fu¨r eine gegebene Konfiguration. Eine weitere Erschwernis
resultiert aus der Bedingung, dass bei den meisten verfu¨gbaren Stro¨mungslo¨sern die
Netzlinien an der Grenze zwischen zwei Blo¨cken eines Mehrblocknetzes kontinuier-
lich von einem Block in den benachbarten verlaufen mu¨ssen. Beide Schwierigkeiten
ko¨nnen mit Hilfe der so genannten Chima¨ren-Technik deutlich vereinfacht werden.
Bei Nutzung dieser Technik stoßen zwei Netzblo¨cke nicht direkt aneinander, sondern
u¨berlappen sich gegenseitig. Auch ko¨nnen einzelne Netzpunkte wa¨hrend der Rech-
nung ausgeblendet werden. Dies ist zum Beispiel erforderlich, sofern einige Netzpunk-
te der sich u¨berlappenden Gitter im Innern eines Ko¨rpers liegen. Der Datenaustausch
zwischen den Netzblo¨cken wa¨hrend der Rechnung erfolgt durch Interpolationstech-
niken. Das in Bild 1.2 dargestellte Chima¨ren-Netz fu¨r ein Flu¨gelprofil mit Klappe
demonstriert, dass die Rechengitter fu¨r die einzelnen Komponenten weitgehend un-
abha¨ngig voneinander erzeugt werden ko¨nnen.
Bild 1.2: Beispiel eines Chima¨ren-Netzes fu¨r ein Flu¨gelprofil mit Klappe, links: vollsta¨ndiges
Netzsystem, rechts: Detailansicht der Netze ohne Darstellung der Punkte, die wa¨hrend der
Stro¨mungsberechnung ausgeblendet werden
In Bild 1.2 werden sich u¨berlappende Netze verwendet, um ra¨umlich voneinander ge-
trennte Ko¨rper zu vernetzen. Die Chima¨ren-Technik kann aber auch zur Vereinfachung
der Netzgenerierung fu¨r Konfigurationen genutzt werden, die nur aus einem Ko¨rper
bestehen. Hierfu¨r wird die gegebene Geometrie in Komponenten aufgeteilt, die jeweils
einzeln vernetzt werden. Beispielhaft ist in Bild 1.3 ein Netz fu¨r ein Flu¨gelprofil mit
ausgeschlagener Bremsklappe gezeigt.
Die Komponentengitter u¨berdecken ha¨ufig nur die na¨here Umgebung der Konfigura-
tion. Sie werden in diesem Fall in ein Hintergrundgitter eingebettet, welches das Re-
chengebiet ausgehend von den Komponentengittern bis zur a¨ußeren Berandung des
Rechengebiets u¨berdeckt, siehe Bild 1.4.
Bei den bislang genannten Beispielen dient die Chima¨ren-Technik zur Vereinfachung
der Netzgenerierung. Ein weiteres Anwendungsgebiet ist die Berechnung von insta-
tiona¨ren Stro¨mungen um sich relativ zueinander bewegende Ko¨rper, zum Beispiel
schnell bewegte Flu¨gelklappen oder Rotor und Rumpf eines Hubschraubers. Sofern
eine ausreichende U¨berlappung gewa¨hrleistet ist, kann die Position der Gitter beliebig
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Bild 1.3: Chima¨ren-Netz, bei dem die Komponenten Flu¨gelprofil und Bremsklappe unabha¨ngig
voneinander vernetzt sind
Bild 1.4: In ein Hintergrundnetz eingebettete Komponentennetze
im Raum variiert werden. Nach jeder Lagea¨nderung mu¨ssen lediglich die auszublen-
denden Netzpunkte sowie die Interpolationsvorschriften neu ermittelt werden. Als
Beispiel fu¨r eine Anwendung mit Relativbewegung wird in Bild 1.5 ein Netzsystem
fu¨r ein schwingendes Profil in einem Kanal gezeigt.
Bild 1.5: Anwendungsbeispiel fu¨r relativ zueinander bewegte Ko¨rper, dargestellt ist das
Chima¨ren-Netz fu¨r ein oszillierendes Flu¨gelprofil in einem Kanal zu zwei verschiedenen Zeit-
punkten
1.4 Stand der Technik
Die in Kapitel 1.3 beschriebene Chima¨ren-Technik war bereits Gegenstand verschiede-
ner Forschungsarbeiten. Eine U¨bersicht der verfu¨gbaren Literatur wird in dem folgen-
den Unterkapitel gegeben. Anschließend erfolgt eine Auflistung industriell eingesetz-
ter CFD-Methoden, die u¨berlappende Rechengitter verwenden ko¨nnen.
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1.4.1 Nutzung der Chima¨ren-Technik
Als Ausgangsbasis fu¨r die Entwicklung der Chima¨ren-Technik gelten die Vero¨ffent-
lichungen von Benek et al. [8] von 1983 sowie von Benek et al. [9] von 1985. In der
erstgenannten Vero¨ffentlichung werden die Euler-Gleichungen gelo¨st, um die zweidi-
mensionale Stro¨mung um ein Zweielement-Profil zu berechnen. In dem Aufsatz von
1985 demonstrieren die Autoren den Nutzen u¨berlappender Netze zur Vereinfachung
der Netzgenerierung, indem sie Flu¨gel, Rumpf und Ho¨henleitwerk einer vereinfachten
Flugzeugkonfiguration einzeln vernetzen und die Komponentengitter in ein separates
Hintergrundnetz einbetten.
Der erste Schritt bei einer Rechnung auf u¨berlappenden Gittern besteht darin, solche
Punkte zu markieren, die wa¨hrend der Stro¨mungsberechnung ausgeblendet werden
mu¨ssen. Dieser Prozess wird auch ”ein Loch schneiden“ genannt. Ein einfaches Vorge-hen nutzt Meakin in ersten Arbeiten [60]. Er definiert mehrere analytische Ko¨rpergeo-
metrien (z. B. Zylinder oder Ellipsoide), welche die reale Ko¨rperoberfla¨che einschlie-
ßen. Durch analytische Formeln kann nun bestimmt werden, ob sich ein betrachteter
Punkt innerhalb der Ko¨rpergeometrie befindet und somit auszublenden ist oder nicht.
Dieses Verfahren zeichnet sich durch seine hohe Effizienz aus, ist aber bei komplexen
Geometrien nur schwer anwendbar, vgl. Chiu und Meakin [27]. Benek et al. [9] und,
mit verbessertem Algorithmus, Wey [114] suchen fu¨r jeden Netzpunkt den dichtesten
benachbarten Ort auf einer Ko¨rperoberfla¨che. Zeigt der Oberfla¨chennormalenvektor
an diesem Ort in Richtung des Netzpunkts, befindet sich der Netzpunkt außerhalb des
Ko¨rpers, ansonsten innerhalb. Belk und Maple [7] testen die Kanten aller Netzzellen,
ob sie die Oberfla¨che eines Ko¨rpers schneiden. Ist dies der Fall, werden die angren-
zenden Netzpunkte entsprechend als innerhalb bzw. außerhalb des Ko¨rpers befind-
lich markiert. Anschließend werden, ausgehend von den bereits markierten Punkten,
rekursiv alle Netzpunkte als innerhalb oder außerhalb des Ko¨rpers klassifiziert. Zur
Beschleunigung des Verfahrens werden die Oberfla¨chendaten des Ko¨rpers in einer
”Polygonal Mapping Tree“-Datenstruktur gespeichert, siehe auch Prewitt et al. [80].Chiu und Meakin [27] verwenden fu¨r die Lochdefinition eine approximierte Darstel-
lung des Ko¨rpers (”hole map“). Dazu wird dem Ko¨rper ein kartesisches Hilfsgitteru¨berlagert, von dem alle Zellen markiert werden, die ganz oder teilweise im Innern
der Geometrie liegen. Die anschließende Pru¨fung aller Netzpunkte, ob sie innerhalb
des Ko¨rpers liegen, erfolgt sehr schnell, da auf die Zellen des kartesischen Hilfsgitters
ohne Suchaufwand zugegriffen werden kann. Nachteil dieser Methode ist der hohe
Speicheraufwand, da fu¨r komplexe Ko¨rpergeometrien eine feine Auflo¨sung des karte-
sischen Gitters erforderlich ist. Petersson [77] nutzt eine Strahlenverfolgungsmethode
zur Identifizierung von Punkten, die sich innerhalb eines Ko¨rpers befinden. Dazu wird
vom betrachteten Punkt ein Strahl ausgesendet, und die Zahl der Durchstoßpunkte
durch die Ko¨rperoberfla¨chen wird ermittelt. Bei einer geraden Anzahl befindet sich
der Punkt außerhalb des Ko¨rpers, ansonsten innerhalb. Zur Beschleunigung des Ver-
fahrens sendet Meakin [66] lediglich parallele Strahlen von den Knotenpunkten eines
ebenen, zweidimensionalen, kartesischen Hilfsgitters aus und speichert die Koordina-
ten ihrer Durchstoßpunkte mit der Ko¨rperoberfla¨che (”object X-ray“). Um fu¨r einen ge-gebenen Punkt zu bestimmen, ob er innerhalb oder außerhalb des Ko¨rpers liegt, wird
der Punkt parallel zu den Strahlen auf das Hilfsgitter projiziert und die dort gespei-
cherten Daten fu¨r die Durchstoßpunkte werden mit den tatsa¨chlichen Koordinaten des
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Punktes verglichen. Ein Nachteil aller Lochschneidealgorithmen, welche die tatsa¨chli-
che Oberfla¨chengeometrie benutzen, ist der deutlich ho¨here Zeitbedarf im Vergleich
zu analytisch definierten Lochgeometrien, vgl. Meakin [66].
Nach dem Ausblenden der innerhalb eines Ko¨rpers befindlichen Netzknoten ko¨nnen
fu¨r alle Netzpunkte sinnvolle Stro¨mungsdaten berechnet werden. Die Gitter haben ei-
ne maximale U¨berlappungsbreite, da sie bis an die Oberfla¨che anderer Komponen-
ten reichen. Bei einigen Stro¨mungslo¨sern werden nun zusa¨tzliche Zellen ausgeblen-
det, um die U¨berlappungsbreite zu minimieren. Durch diesen Vorgang entfernen sich
die Lochra¨nder von den Ko¨rperoberfla¨chen. Dies wirkt sich gu¨nstig auf die spa¨te-
re Interpolation von Stro¨mungsgro¨ßen an den Lochra¨ndern aus, da im Allgemeinen
die Stro¨mungsgradienten mit zunehmendem Abstand von Ko¨rperoberfla¨chen gerin-
ger werden und somit auch die Interpolationsfehler abnehmen. Weiterhin wird ver-
hindert, dass auf den sich u¨berlappenden Gittern eine unterschiedliche Stro¨mung be-
rechnet wird, z. B. aufgrund der unterschiedlichen Feinheit der Netze. Zur U¨berlap-
pungsminimierung schlagen Wey [114] bzw. Chiu und Meakin [27] ein Verfahren vor,
bei dem das verbleibende U¨berlappungsgebiet mo¨glichst viele Netzzellen von Ko¨r-
peroberfla¨chen entfernt ist. Suhs et al. [103] blenden grobe Netzzellen aus, die von
feinen Zellen u¨berlappt werden. Dadurch bleiben feine Netzbereiche erhalten und die
Zellgro¨ße in den verbleibenden U¨berlappungsbereichen ist a¨hnlich. Dies wirkt sich
gu¨nstig auf die Interpolations- und Rechengenauigkeit aus. Der Nachteil einer U¨ber-
lappungsminimierung ist der zusa¨tzliche Zeitbedarf.
Bei der Chima¨ren-Technik werden die Daten durch Interpolationstechniken zwischen
den Rechengittern ausgetauscht. Um fu¨r eine gegebene Empfa¨ngerzelle die Interpo-
lationskoeffizienten berechnen zu ko¨nnen, mu¨ssen zuna¨chst die u¨berlappenden Git-
ter nach einer geeigneten Spenderzelle durchsucht werden. Da dieser Prozess gegebe-
nenfalls fu¨r sehr viele Zellen durchgefu¨hrt werden muss, hat die Auswahl des Such-
verfahrens einen entscheidenden Einfluss auf die Effizienz des gesamten Chima¨ren-
Verfahrens. Benek et al. [8] benutzen einen einfach zu implementierenden Sprungal-
gorithmus (”stencil walk“ oder ”gradient search“). Ausgehend von einer Startzelle imSpendernetz wird iterativ von einer Zelle zu einer Nachbarzelle gesprungen, um den
Abstand zwischen der Zelle und den Koordinaten der Empfa¨ngerzelle zu minimieren.
Dieser Algorithmus kann jedoch versagen, beispielsweise falls der Suchpfad auf einen
konkaven Ko¨rper trifft. Um den Algorithmus zu beschleunigen und seine Robustheit
zu steigern, u¨berlagern Chiu und Meakin [27] dem Rechengitter ein kartesisches Hilfs-
gitter und speichern fu¨r jeden Knotenpunkt des Hilfsgitters die Indizes der sie ein-
schließenden Zelle des Rechennetzes (”inverse map“). Wa¨hrend des sich anschließen-den Suchprozesses kann mit den bekannten Koordinaten eines Empfa¨ngerpunkts und
den in den benachbarten Knoten des kartesischen Gitters gespeicherten Zellindizes ein
Startpunkt und Suchbereich fu¨r einen Sprungalgorithmus zur genauen Lokalisierung
einer Spenderzelle definiert werden. Eine Variante der ”inverse map“ nutzen Le Papeet al. [57]. Sie speichern fu¨r jede Zelle des kartesischen Hilfsgitters die Indizes aller von
ihr u¨berdeckten Zellen des Rechengitters. Zum Finden einer geeigneten Spenderzelle
wird zuna¨chst die den Empfa¨ngerpunkt einschließende Zelle des Hilfsgitters ermittelt.
Anschließend erfolgt die Pru¨fung der dort gespeicherten Zellen des Rechengitters. Zur
Minimierung der Rechenzeit kann das Hilfsgitter lokal verfeinert werden, so dass pro
Hilfszelle nur wenige Zellen des Rechengitters gespeichert sind. Beim ”AlternatingDigital Tree“-Suchalgorithmus (ADT) von Bonet und Peraire [17] werden die Zellko-
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ordinaten in einer baumartigen Datenstruktur gespeichert, die ein schnelles Auffinden
mo¨glicher Spenderzellen erlaubt. Eine vergleichende Zusammenstellung der genann-
ten und weiterer, fu¨r Chima¨ren-Anwendungen selten genutzter Suchalgorithmen gibt
Lo¨hner [59].
Nach dem Bestimmen einer Spenderzelle ko¨nnen die Koeffizienten fu¨r die Interpolati-
onsvorschrift berechnet werden. Die erforderliche Genauigkeit der Interpolation kann
nach Chesshire und Henschaw [26] ermittelt werden. Sie ha¨ngt von der Ordnung der
zu lo¨senden Differentialgleichung, der Genauigkeit ihrer Diskretisierung und dem Ver-
halten der U¨berlappungsweite bei Netzverfeinerungen ab.
Die U¨berlappung von zwei Gittern auf einer Ko¨rperoberfla¨che stellt weitere Anforde-
rungen an den Interpolationsalgorithmus, da in den beiden Gittern die diskretisierten
Darstellungen der Oberfla¨che im Allgemeinen nicht identisch sind. Dies kann zur Be-
rechnung von fehlerhaften Interpolationskoeffizienten fu¨hren, so dass Korrekturme-
thoden erforderlich sind. Noak und Belk [71] geben eine Abbildungsvorschrift an, mit
der die geraden Netzlinien des Rechengitters in entsprechend der Ko¨rperoberfla¨che
gekru¨mmte Linien transformiert werden. Da die Oberfla¨chendarstellung in den u¨ber-
lappenden Gittern nun identisch ist, ko¨nnen die Interpolationskoeffizienten richtig be-
rechnet werden. Das Verfahren erfordert die genaue Kenntnis der Form der Ko¨rpero-
berfla¨che, die zum Zeitpunkt der Rechnung jedoch ha¨ufig nicht als CAD-Geometrie
oder in a¨hnlicher Form verfu¨gbar ist. Parks et al. [76] projizieren die Wandkoordina-
ten des Empfa¨ngernetzes auf die diskretisierte Oberfla¨chendarstellung im Spendernetz
und verschieben die Netzkoordinaten des Empfa¨ngernetzes in der Na¨he der Wand
entsprechend. Da die Rechengitter nun aber nicht mehr der originalen Oberfla¨che ent-
sprechen, machen Suhs et al. [103] die Verschiebung der Netzkoordinaten nach der Be-
rechnung der Interpolationskoeffizienten wieder ru¨ckga¨ngig, so dass die Stro¨mungs-
berechnung auf den Ursprungsgittern durchgefu¨hrt wird.
Die fehlerfreie Berechnung der Interpolationskoeffizienten erfordert eine ausreichen-
de U¨berlappung der Netze. Sie betra¨gt bei einem Stro¨mungslo¨ser mit zweiter Ord-
nung Rechengenauigkeit mindestens vier Netzzellen. Ist die U¨berlappungsweite klei-
ner, muss sie durch Verbesserung der Netze erho¨ht werden. Alternativ kann die
beno¨tigte U¨berlappungsweite um eine Zellbreite verringert werden, indem eine impli-
zite Interpolationsvorschrift verwendet wird, siehe Chesshire und Henshaw [26] oder
Jeanfaivre et al. [48]. Der Algorithmus erfordert das Aufstellen und Lo¨sen eines Glei-
chungssystems, wodurch der Implementierungsaufwand insbesondere fu¨r parallele
Rechnungen erho¨ht wird.
Bei komplexen Netzsystemen kann es sich als sehr zeitaufwa¨ndig erweisen, durch An-
passung der Netze fu¨r alle Empfa¨ngerpunkte eine ausreichende U¨berlappung sicher-
zustellen. Daher ermo¨glichen Steger und Benek [102] und Jeanfaivre et al. [48] auch
eine Extrapolation der Stro¨mungswerte aus dem Spendergitter. Suhs et al. [103] mit-
teln dagegen die Stro¨mungsgro¨ßen aus benachbarten Zellen des Empfa¨ngergitters. Die
beschriebenen Vorgehensweisen reduzieren die Genauigkeit der Stro¨mungslo¨sung, so
dass die Zahl der nichtinterpolierbaren Empfa¨ngerzellen klein sein sollte.
Die bislang beschriebenen Interpolationstechniken sind nicht flusskonservativ, d. h.
der Erhalt von Masse, Impuls und Energie ist nicht gewa¨hrleistet. Der resultierende
Fehler ist bei Flugzeugumstro¨mungen gering, sofern die Netzfeinheit der sich u¨ber-
lappenden Gitter a¨hnlich ist und Daten nicht in Gebieten mit starken Stro¨mungsgra-
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dienten, wie insbesondere Verdichtungssto¨ßen, interpoliert werden, vgl. Meakin [62]
und Wang [109, 112]. Um ein flusskonservatives Chima¨ren-Verfahren fu¨r zweidimen-
sionale Stro¨mungen zu erhalten, integrieren Moon und Liou [70] die Stro¨mungsvaria-
blen im Spendernetz u¨ber ein Volumen, welches der Geometrie der Empfa¨ngerzelle
entspricht. Wang [109] und Cali und Couaillier [19] entfernen die U¨berlappung und
ersetzen sie durch einen Blocku¨bergang mit ha¨ngenden Netzknoten. Die Zellen an der
Trennfla¨che zwischen den Blo¨cken ko¨nnen dabei eine irregula¨re Form annehmen. Die
Erweiterung des Verfahrens von Wang fu¨r dreidimensionale Stro¨mungen beschreiben
Wang et al. [111] bzw. Hariharan et al. [39]. Die Autoren weisen aber auch auf den ho-
hen Implementierungsaufwand hin, der durch die Beru¨cksichtigung vieler Sonderfa¨lle
bei der Ermittlung der Zellformen an der Trennfla¨che entsteht. Einen anderen Weg be-
schreiten Liou und Kao [58] und Zheng und Liou [119]. Sie entfernen sa¨mtliche Netz-
zellen der U¨berlappung und fu¨llen den entstehenden Spalt mit einem unstrukturier-
ten Tetraedergitter. Dies erfordert einen Stro¨mungslo¨ser, der sowohl auf strukturier-
ten Rechengittern als auch auf unstrukturierten Rechengittern Stro¨mungen berechnen
kann.
Stro¨mungssimulationen stellen hohe Anforderungen an die Rechenleistung der ge-
nutzten Computer. Daher werden oft Parallelrechner eingesetzt. Beispielsweise ver-
wendet Taft [104] 512 Prozessoren fu¨r eine Stro¨mungssimulation. Parallele Rech-
nungen erfordern eine Parallelisierung genannte Anpassung des Stro¨mungslo¨sers,
die bei einem Chima¨ren-Verfahren zusa¨tzlich auch fu¨r die Lochschneideverfahren
und Suchalgorithmen durchzufu¨hren ist. Eine solche Implementierung beschreiben
Barszcz et al. [4] und Smith und Pallis [99]. Die Autoren nehmen die Aufteilung des
Rechengitters auf die Prozessoren so vor, dass wa¨hrend der Lo¨sung der Stro¨mungs-
gleichungen die Lastverteilung (”load balancing“) auf allen Prozessoren gleich ist.Dies kann jedoch dazu fu¨hren, dass die Lastaufteilung beim Ausfu¨hren der Chima¨ren-
Algorithmen nicht optimal ist, da deren Ausfu¨hrgeschwindigkeit von der Zahl der
auszublendenden Zellen und der Anzahl der Spenderzellen pro Prozessor abha¨ngt.
Wissink und Meakin [117] beru¨cksichtigen daher bei der Lastverteilung auch die
Ausfu¨hrgeschwindigkeit der Chima¨ren-Algorithmen, wodurch jedoch die Lastvertei-
lung bei der Stro¨mungsberechnung nicht mehr optimal ist. Prewitt et al. [80] neh-
men schließlich die Lastverteilung fu¨r Lochschneidealgorithmus, Suchalgorithmus
und Stro¨mungsberechnung getrennt vor, so dass jeder Prozess mit der optimalen Ge-
schwindigkeit abla¨uft. Eine abweichende Strategie verfolgen Suhs et al. [103], die kei-
nen besonderen Algorithmus zur Optimierung der Lastverteilung benutzen. Stattdes-
sen werden die anfallenden Aufgaben in zuvor nicht festgelegter Reihenfolge einem
gerade ungenutzten Prozessor zugeteilt. Dadurch ergibt sich automatisch eine gute
Lastverteilung auch bei unterschiedlich schnellen Prozessoren.
Die Auswertung der Ergebnisse von Chima¨ren-Rechnungen erfordert keine zusa¨tzli-
chen Anpassungen des Stro¨mungslo¨sers. Eine Ausnahme bildet die Berechnung von
Kra¨ften und Momenten, sofern Netzu¨berlappungen auf Ko¨rperoberfla¨chen existieren.
Da u¨blicherweise die Kra¨fte u¨ber alle vorhandenen Oberfla¨chen integriert werden, tra-
gen die Kraftanteile der Oberfla¨chen in den U¨berlappungsgebieten doppelt zur resul-
tierenden Gesamtkraft bei. Als Ausweg blenden Chan und Buning [21] zusa¨tzliche Zel-
len des Oberfla¨chennetzes aus, bis keine U¨berlappung mehr existiert. Der resultierende
Spalt wird mit einem Dreiecksgitter gefu¨llt. Die nun einfach geschlossene Oberfla¨che
dient zur richtigen Berechnung der Kra¨fte und Momente. Die Stro¨mungsberechnung
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selbst nutzt weiterhin das urspru¨ngliche u¨berlappende Netz.
Rechengitter fu¨r Chima¨ren-Rechnungen ko¨nnen mit allen verfu¨gbaren Netzgenerato-
ren erzeugt werden. Einen speziell fu¨r Chima¨ren-Anwendungen entwickelten Netz-
generator beschreibt Chan [23]. Richtlinien fu¨r die Erzeugung von Chima¨ren-Netzen
werden von Chan et al. [24] angegeben.
Die Chima¨ren-Technik in Verbindung mit dem Komponentenansatz vereinfacht die
Netzgenerierung deutlich. Es zeigt sich jedoch, dass die Erzeugung eines geeigneten
Hintergrundgitters schwierig ist. Ha¨ufig wird ein einfaches, aus nur einem Netzblock
bestehendes, kartesisches Hintergrundgitter genutzt. Bei komplexen Ko¨rpergeome-
trien erfordert ein solches Netz allerdings sehr viele Netzpunkte. Alternativ ko¨nnen
mehrere sich gegenseitig u¨berlappende kartesische Gitter als Hintergrundnetz gene-
riert werden oder auch ein krummliniges, an die Form der Komponentengitter an-
gepasstes Mehrblockgitter. Diese Vorgehensweisen erfordern jedoch einen erho¨hten
Aufwand. Als Ausweg bietet sich die automatische Generierung des Hintergrundgit-
ters an. Meakin [63, 65] gruppiert kleine, sich gegenseitig u¨berlappende kartesische
Gitter mit wu¨rfelfo¨rmigen Zellen gleicher Gro¨ße um die Komponentennetze herum.
Diese werden mit immer gro¨beren Schichten kartesischer Gitter umschlossen, bis das
gesamte Rechengebiet u¨berdeckt ist. Das von Meakin vorgeschlagene Verfahren fu¨r
die automatische Netzgenerierung ist sehr speicheraufwa¨ndig und erlaubt zudem kei-
ne Adaption der Zellen der kartesischen Hintergrundgitter an die Zellgro¨ße in den
Nahfeldgittern. Ein a¨hnliches Vorgehen nutzen Blaylock et al. [14]. Anstelle von sich
u¨berlappenden Netzen verwenden sie nichtu¨berlappende Netze mit ha¨ngenden Netz-
knoten. Die ha¨ngenden Netzknoten entstehen dabei am U¨bergang eines feinen Gitters
zu einem gro¨beren durch die an den Blockgrenzen endenden Netzlinien des feineren
Gitters. Die wu¨rfelfo¨rmigen Zellen der von Blaylock et al. erzeugten Hintergrundgitter
werden der Feinheit der Komponentengitter angepasst. Gegenu¨ber Netzen mit U¨ber-
lappung werden bei dieser Vorgehensweise weniger Netzzellen beno¨tigt. Weiterhin
kann die Flusskonservativita¨t an den Blocku¨berga¨ngen gewa¨hrleistet werden.
Mit Hilfe der Chima¨ren-Technik ko¨nnen Rechengitter auf einfache Weise an die
Stro¨mungslo¨sung adaptiert werden, indem feine Netze den groben beliebig u¨berlagert
werden. Solche Gittersysteme mit manuell platzierten feinen Netzen werden beispiels-
weise von Kao et al. [52] und Smith et al. [98] genutzt. Eine automatische Generierung
feiner Gitter beliebiger Form ist nur von Benoit [10] fu¨r zweidimensionale Stro¨mun-
gen bekannt. Chawla [25] nutzt automatisch platzierte kartesische Gitter zur Adap-
tion einer instationa¨ren zweidimensionalen Stro¨mung. Die Genauigkeit einer dreidi-
mensionalen Stro¨mungsberechnung steigert Meakin [64] durch Verfeinerung einzel-
ner Blo¨cke eines Hintergrundnetzsystems aus vielen sich gegenseitig u¨berlappenden
Netzblo¨cken.
Welche Zeiteinsparung sich durch konsequenten Einsatz der Chima¨ren-Technik errei-
chen la¨sst, zeigt die Arbeit von Rogers et al. [89]. Den Autoren gelang es, in 48 Arbeits-
tagen ein Netz fu¨r eine vollsta¨ndige Boing 777-200 in Landekonfiguration zu generie-
ren sowie die Stro¨mung zu berechnen und die Ergebnisse auszuwerten. Ohne Einsatz
der Chima¨ren-Technik wa¨re eine solche Simulation mit strukturierten Rechenverfah-
ren kaum mo¨glich gewesen.
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1.4.2 Industriell eingesetzte Chima¨ren-Verfahren
Im Folgenden wird eine Zusammenstellung von in der Luftfahrtindustrie genutzten
Stro¨mungslo¨sern fu¨r strukturierte Rechengitter gegeben, mit denen eine Stro¨mung auf
u¨berlappenden Gittern berechnet werden kann. Es wird sich zeigen, dass deutliche
Unterschiede hinsichtlich der implementierten Algorithmen bestehen und immer nur
ein Teil der in Kapitel 1.4.1 beschriebenen Techniken verfu¨gbar ist.
Der bekannteste Stro¨mungslo¨ser fu¨r Chima¨ren-Anwendungen ist OVERFLOW [49,
22]. Die erforderlichen Chima¨ren-Daten wie Lochdaten und Interpolationskoeffizi-
enten werden von den Programmen PEGASUS 5 [103] oder DCF3D [27, 66] bereit-
gestellt. Erga¨nzend ist ein spezieller Netzgenerator OVERGRID [23] verfu¨gbar. Alle
Programme wurden von der NASA (USA) entwickelt. Als besondere Eigenschaft er-
laubt OVERFLOW keine konventionellen Blocku¨berga¨nge, stattdessen mu¨ssen sich al-
le Netzblo¨cke u¨berlappen. Der Datentransfer an Chima¨ren-Ra¨ndern kann neben der
nichtflusskonservativen Interpolation auch mit einem flusskonservativen Vorgehen er-
folgen [39]. Das Chima¨ren-Verfahren PEGASUS 5 nutzt eine ”hole map“ zur schnel-len Bestimmung, ob sich ein Punkt innerhalb oder außerhalb eines Ko¨rpers befindet.
Gegebenenfalls wird zur pra¨zisen Bestimmung des Lochrandes zusa¨tzlich ein mo-
difiziertes Strahlverfolgungsverfahren genutzt. Im Anschluss an das Schneiden des
Lochs kann die U¨berlappungsbreite minimiert werden, indem im U¨berlappungsbe-
reich jeweils die gro¨beren Gitterzellen ausgeblendet werden. Die Suche nach einer
geeigneten Spenderzelle erfolgt mit einem ADT-Verfahren, wobei eine der gefunde-
nen Zellen als Startpunkt fu¨r einen Sprungalgorithmus dient. Ein Projektionsalgorith-
mus zur richtigen Berechnung der Interpolationskoeffizienten bei sich u¨berlappen-
den Netzen auf Ko¨rperoberfla¨chen ist ebenfalls implementiert. DCF3D nutzt ”ObjectX-Rays“ als Lochschneidealgorithmus. Mit einer nachfolgenden U¨berlappungsmini-
mierung werden weitere Gitterbereiche ausgeblendet, so dass die Dateninterpolation
mo¨glichst weit von Ko¨rperoberfla¨chen entfernt erfolgt. Spenderzellen werden mit ei-
ner ”inverse map“ mit anschließendem Sprungalgorithmus identifiziert. DCF3D er-laubt weiterhin die automatische Generierung von Hintergrundnetzen mit der von
Meakin [64] beschriebenen Methode. Gegebenenfalls kann ein Hintergrundgitter an
eine Stro¨mungslo¨sung adaptiert werden. Mit OVERFLOW wurden viele sehr umfang-
reiche Stro¨mungssimulationen durchgefu¨hrt, darunter Berechnungen fu¨r Transport-
flugzeuge [89], das Space Shuttle [97] sowie den Vorwa¨rtsflug und Schwebeflug des
Tiltrotor-Hubschraubers V-22 Osprey [61, 78]. Das OVERFLOW Programmpaket wird
auch bei Boeing Commercial Airplanes eingesetzt.
Beim Stro¨mungslo¨ser Beggar [80] dient eine ”Polygonal Mapping Tree“-Datenstrukturzur Identifizierung von Lo¨chern im Rechengitter. Bei der Suche nach einer Spender-
zelle wird ebenfalls die ”Polygonal Mapping Tree“-Datenstruktur genutzt, um einenguten Ausgangspunkt fu¨r einen Sprungalgorithmus zu finden. Beggar wird von der
US Air Force entwickelt und dient vorwiegend zur Berechnung der instationa¨ren
Stro¨mung beim Abgang von Lasten von einem Flugzeug [79].
Der kommerziell vertriebene Stro¨mungslo¨ser CFD-FASTRAN der CFD Research Cor-
poration (USA) [88, 113] erlaubt fu¨r Chima¨ren-Rechnungen eine automatische Loch-
definition entsprechend Belk und Maple [7]. Gegebenenfalls kann eine U¨berlappungs-
minimierung angeschlossen werden. Die Suche nach einer Spenderzelle erfolgt mit ei-
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nem ADT-Verfahren. Der Datentransfer an Chima¨ren-Ra¨ndern kann flusskonservativ
durchgefu¨hrt werden, wobei auch strukturierte und unstrukturierte Gitter gleichzei-
tig genutzt werden ko¨nnen [110]. Aus der Literatur sind lediglich Anwendungen fu¨r
reibungslose Chima¨ren-Rechnungen bekannt, z. B. der Abschuss eines Schleudersitzes
aus einem Kampfflugzeug [88].
Der Stro¨mungslo¨ser elsA [20] vom franzo¨sischen Forschungsinstitut ONERA erlaubt
ebenfalls die Nutzung der Chima¨ren-Technik [11, 48]. Fu¨r die Lochdefinition wird ein
Ko¨rper in einen oder mehrere Quader eingeschlossen und in die innerhalb der Qua-
der befindlichen Zellen u¨berlappender Gitter ausgeblendet [12]. Alternativ kann auch
ein Verfahren nach Benek et al. [9] genutzt werden. Die Suche nach Spenderzellen er-
folgt entweder mit einer ”inverse map“ nach Le Pape et al. [57] oder mit einem ADT-Suchbaum. Mit elsA ko¨nnen entsprechend des Vorgehens von Meakin [64] automa-
tisch sich u¨berlappende kartesische Hintergrundnetze erstellt werden, die anhand der
Stro¨mungslo¨sung adaptiert werden ko¨nnen. Bisher gezeigte Chima¨ren-Anwendungen
beinhalten reibungslose Stro¨mungsberechnungen fu¨r Hubschrauber-Rotorbla¨tter mit
automatisch generierten und adaptierten Hintergrundgittern [11] sowie reibungsbe-
haftete Berechnungen von Hubschrauber-Rumpfumstro¨mungen, wobei die Wirkung
des Rotors mit einer Wirkscheibe modelliert wurde [84]. Industriell genutzt wird elsA
unter anderem von EADS Airbus Frankreich.
Das CFD-Verfahren FLOWer [53, 56] wird vom Deutschen Zentrum fu¨r Luft- und
Raumfahrt entwickelt und wird unter anderem bei Airbus Deutschland [3] und Eu-
rocopter Deutschland [29, 30] eingesetzt. FLOWer bildet die Ausgangsbasis fu¨r die in
dieser Arbeit vorgestellten Entwicklungen. Um die erzielten Fortschritte zu verdeut-
lichen, werden nachfolgend die zu Beginn der Arbeit verfu¨gbaren Algorithmen fu¨r
Rechnungen auf u¨berlappenden Gittern vorgestellt:
Das in FLOWer verfu¨gbare Chima¨ren-Verfahren wurde von Heinrich [40] implemen-
tiert. Es basiert auf Arbeiten von Pahlke [73, 74, 75] fu¨r einen Euler-Stro¨mungslo¨ser,
welcher mit den Erweiterungen von Schwarz [94] fu¨r beliebige Chima¨ren-Netzsysteme
genutzt werden kann. Die Lochdefinition in FLOWer erfolgte mit analytischen Ko¨rper-
geometrien oder mit Hilfsgittern, deren Zellen alle u¨berdeckten Netzpunkte ausblen-
den. Als Suchalgorithmus diente ein Sprungverfahren. Berechnungen reibungsbehaf-
teter Stro¨mungen auf Gittersystemen mit Netzu¨berlappung auf Ko¨rperoberfla¨chen
konnten nicht durchgefu¨hrt werden, da ein Korrekturverfahren fu¨r die Interpolati-
onskoeffizienten nicht verfu¨gbar war. Die Erstellung der Hintergrundgitter erfolgte
manuell.
1.5 Ziel der Arbeit
In der vorliegenden Arbeit wird ein Verfahren zur Berechnung der reibungsbehafte-
ten Stro¨mung um komplexe Konfigurationen entwickelt und validiert. Das Verfahren
verwendet fu¨r Stro¨mungsberechnungen u¨berlappende Komponentengitter, die in ein
kartesisches Hintergrundgitter eingebettet sind. Das Hintergrundgitter besteht aus ei-
nem automatisiert erstelltem Mehrblockgitter mit ha¨ngenden Netzknoten, bei dem die
Feinheit der Netzblo¨cke an die Zellgro¨ße der Komponentengitter adaptiert ist, siehe
Bild 1.6. Als in der Literatur nicht bekannte Eigenschaft ko¨nnen in dem Hintergrund-
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Bild 1.6: Beispiel eines Rechengitters fu¨r den entwickelten Stro¨mungslo¨ser, links: Komponen-
tengitter fu¨r Flu¨gelprofil und Bremsklappe, rechts: automatisiert erzeugtes Hintergrundgitter
mit ha¨ngenden Netzknoten und quaderfo¨rmigen Zellen im Bereich des Profils
gitter nicht nur wu¨rfelfo¨rmige, sondern auch quaderfo¨rmige Zellen auftreten. Dadurch
hat das Hintergrundgitter eine verbesserte A¨hnlichkeit mit den Komponentengittern,
wodurch Fehler bei der Dateninterpolation abnehmen. Weiterhin sinkt die Zahl der er-
forderlichen Gitterzellen und das Sicherstellen einer ausreichenden Netzu¨berlappung
bei der Gittergenerierung vereinfacht sich. Die intensive Nutzung der u¨berlappenden
Gitter senkt den Aufwand bei der Netzgenerierung fu¨r komplexe Ko¨rpergeometrien
deutlich im Vergleich zu der Erzeugung konventioneller Mehrblockgitter.
Das entwickelte Verfahren basiert auf dem vorhandenen blockstrukturierten
Stro¨mungslo¨ser FLOWer. Die bereits in FLOWer implementierten Chima¨ren-
Algorithmen werden im Rahmen dieser Arbeit wesentlich weiterentwickelt. Als wich-
tigster Beitrag werden die Voraussetzungen fu¨r Stro¨mungssimulationen auf Git-
tersystemen mit Netzu¨berlappungen auf Ko¨rperoberfla¨chen geschaffen. Zu diesem
Zweck wird eine Methode zur genauen Berechnung der Interpolationskoeffizienten
in Wandna¨he implementiert sowie ein Verfahren zur Bestimmung integraler Ober-
fla¨chenkra¨fte entwickelt. Verschiedene Schritte beider Verfahren wurden bislang nicht
in der Literatur vero¨ffentlicht. Eine weitere wichtige Erga¨nzungen des Ausgangs-
verfahrens ist die Parallelisierung der zuna¨chst nur fu¨r sequentielle Rechnungen
verfu¨gbaren Chima¨ren-Algorithmen.
Die kartesischen Hintergrundgitter werden mit einem automatisiert ablaufenden
Netzgenerator erstellt. Dieser nutzt ein neuartiges Adaptionsverfahren, da die in
der Literatur bekannten Methoden ausschließlich fu¨r die Erzeugung von Gittern mit
wu¨rfelfo¨rmigen Zellen geeignet sind. Fu¨r die numerische Behandlung der ha¨ngenden
Netzknoten wird eine flusskonservative Randbedingung in den Stro¨mungslo¨ser im-
plementiert.
Bei der Entwicklung der neuen Techniken muss beru¨cksichtigt werden, dass FLOWer
eine industriell genutzte CFD-Methode mit breitem Anwendungsbereich ist. Der
Gu¨ltigkeitsbereich der ausgewa¨hlten Algorithmen darf somit nicht auf spezielle An-
wendungen beschra¨nkt sein. Demzufolge mu¨ssen Rechnungen in Kombination mit
sa¨mtlichen anderen bereits im Stro¨mungslo¨ser verfu¨gbaren Techniken, beispielswei-
se Turbulenzmodellierung und Mehrgitterbeschleunigung, mo¨glich sein. Es ist ein ro-
bustes Verhalten der Verfahren erforderlich, so dass gu¨ltige Ergebnisse auch bei unzu-
reichenden Eingabedaten erzielt werden, wie beispielsweise Rechengittern schlechter
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Qualita¨t. Fu¨r Anwender ohne Spezialkenntnisse ist weiterhin die einfache Bedienung
aller Verfahren wichtig.
Ein wichtiges Anwendungsfeld der Chima¨ren-Technik bilden instationa¨re Stro¨mungs-
simulationen. Daher werden bei der Entwicklung und Darstellung der Algorithmen
die besonderen Anforderungen bei Rechnungen auf bewegten Gittersystemen beru¨ck-
sichtigt. In diesem Zusammenhang wird erstmals die notwendige Beru¨cksichtigung
der Lochbewegung bei der Definition der Interpolationspunkte beschrieben. Im Unter-
schied zur Ausgangsversion des Stro¨mungslo¨sers erfolgt die Entwicklung aller Metho-
den fu¨r eine zellzentrierte Diskretisierung der Stro¨mungsgleichungen, da diese sich bei
vielen Anwendungsfa¨llen als deutlich robuster gegenu¨ber der urspru¨nglich genutzten
Zelleckpunkt-Diskretisierung erwiesen hat. Aufgrund des beschra¨nkten Zeitrahmens
wird auf die Implementierung eines automatischen Lochschneidealgorithmus, einer
U¨berlappungsminimierung und eines flusskonservativen Datentransfers verzichtet.
Diese Techniken sind fu¨r ein Chima¨ren-Verfahren nicht von wesentlicher Bedeutung
und wu¨rden außerdem bei instationa¨ren Anwendungen zu einer deutlichen Zunahme
der Rechenzeit fu¨hren.
Ein weiterer Schwerpunkt der Arbeit ist die Verifikation und Validierung der neu
entwickelten Verfahren. Die Betrachtungen schließen auch die bereits in FLOWer
vorhandenen Chima¨ren-Algorithmen ein, da nur wenige detaillierte Untersuchun-
gen u¨ber ihre Anwendung vorliegen. Zur Verifikation dienen Netzkonvergenzstudi-
en fu¨r eine reibungslose Profilumstro¨mung und die reibungsbehaftete Umstro¨mung
eines Dreielement-Hochauftriebprofils. Die Rechnungen ermo¨glichen den Nachweis
der Korrektheit der Implementierung und die Bestimmung der Verfahrensgenauig-
keit. Die Validierung erfolgt am Beispiel von drei verschiedenen Konfigurationen mit
steigender Komplexita¨t: Nach der Berechnung des Kennfelds fu¨r ein Dreielement-
Hochauftriebsprofil erfolgt eine Untersuchung zur Abha¨ngigkeit des Widerstands ei-
nes Hubschrauberrumpf-Windkanalmodells von der Reynolds-Zahl. An diese schließt
sich die Ermittlung der Kennlinien fu¨r eine Flugzeug-Hochauftriebskonfiguration an.
Alle Ergebnisse werden mit experimentellen Messungen und mit Stro¨mungssimulatio-
nen auf konventionellen Rechengittern verglichen. Bei der Bewertung der Flexibilisie-
rungstechniken werden neben der Lo¨sungsgenauigkeit auch die Vereinfachungen bei
der Netzgenerierung diskutiert. Ein weiteres Kriterium ist die Rechengeschwindigkeit
des Stro¨mungslo¨sers auf den verschiedenen Gittertypen.
Die vorliegende Arbeit gliedert sich wie folgt: In Kapitel 2 wird zuna¨chst beschrieben,
welche numerischen Methoden in FLOWer fu¨r Stro¨mungsberechnungen genutzt wer-
den. Die im Rahmen der Arbeit durchgefu¨hrten Erweiterungen der Chima¨ren-Technik
werden in Kapitel 3 dargestellt. Anschließend wird in Kapitel 4 die automatische Gene-
rierung kartesischer Hintergrundgitter sowie die numerische Behandlung der ha¨ngen-
den Netzknoten erla¨utert. Die Vorstellung der Ergebnisse der Verifikations- und Vali-
dierungsrechnungen erfolgt in Kapitel 5. In Kapitel 6 werden die erzielten Ergebnisse
zusammengefasst.
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2.1 Grundgleichungen
Die kompressible, reibungsbehaftete Stro¨mung eines als Kontinuum angenomme-
nen Fluids wird durch die Navier-Stokes-Gleichungen beschrieben. Das zum Beispiel
von Blazek [15] hergeleitete Gleichungssystem beschreibt den Erhalt von Masse, Im-
puls und Energie in der Stro¨mung. Die Lo¨sung der Navier-Stokes-Gleichungen ist
ha¨ufig aufgrund der kleinskaligen Fluktuationen der Stro¨mungsgro¨ßen in turbulen-
ten Stro¨mungsbereichen nicht mo¨glich. Als Ausweg kann eine zeitliche Mittelung der
Stro¨mungsgro¨ßen nach Reynolds bzw. Favre vorgenommen werden. Das beispiels-
weise von Blazek [15] oder Eisfeld [34] beschriebene Vorgehen fu¨hrt auf die so ge-
nannten Reynolds-gemittelten Navier-Stokes-Gleichungen. Diese sind auch fu¨r insta-
tiona¨re Stro¨mungen gu¨ltig, sofern zwischen dem Frequenzbereich der turbulenten
Fluktuationen und den niederfrequenteren Bewegungen der instationa¨ren Stro¨mung
eine ausreichende spektrale Lu¨cke besteht. Der durch die zeitliche Mittelung zusa¨tz-
lich in die Navier-Stokes-Gleichungen eingefu¨hrte Reynolds-Spannungstensor kann
mit Hilfe des Wirbelviskosita¨tsansatzes von Boussinesq vereinfacht werden (vgl. Bla-
zek [15]). Der Ansatz stellt in Analogie zu den Reibspannungen in einer laminaren
Stro¨mung einen linearen Zusammenhang zwischen den Reynolds-Spannungen und
den Geschwindigkeitsgradienten her. Der als Wirbelviskosita¨t bezeichnete Proportio-
nalita¨tsfaktor muss mit einem Turbulenzmodell bestimmt werden.
2.1.1 Grundgleichungen der Hauptstro¨mung
Fu¨r die Analyse einer Stro¨mung um einen sich bewegenden Ko¨rper ist es zweckma¨ßig,
die Reynolds-gemittelten Navier-Stokes-Gleichungen in ein mit dem Ko¨rper mitbe-
wegtes Koordinatensystem zu transformieren. Dies erleichtert die Vorgabe von Rand-
bedingungen.
Die Beziehung zwischen dem Inertialsystem, dem ko¨rperfesten Koordinatensystem
und einem Fluidelement ist, wie in Bild 2.1 dargestellt, durch
~rk = ~r − ~r0 (2.1)
gegeben. Dabei bezeichnet ~rk den Ortsvektor vom Ursprung des ko¨rperfesten Systems
zu dem Fluidelement F , ~r den Vektor vom Ursprung des Inertialsystems zu F und ~r0
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Bild 2.1: Position eines Fluidelements F bezogen auf Inertialsystem (0) bzw. ko¨rperfestes Sys-
tem (k)
die Verschiebung des ko¨rperfesten Systems gegenu¨ber dem Inertialsystem. Alle Vek-
toren seien in Koordinaten des ko¨rperfesten Systems gegeben. Durch zeitliches Diffe-
renzieren von Gl. (2.1) folgt fu¨r die Geschwindigkeit des Fluidteilchens ~qk bezogen auf
den Ursprung des ko¨rperfesten Systems
~qk = ~q − ~qb (2.2)
mit
~qb = ~q0 + ~Ω× ~rk . (2.3)
Hierbei bezeichnet ~q die Absolutgeschwindigkeit des Teilchens und ~qb den Geschwin-
digkeitsanteil aufgrund der Bewegung des ko¨rperfesten Systems gegenu¨ber dem In-
ertialsystem. Der Geschwindigkeitsanteil ~qb resultiert aus einer translatorischen Bewe-
gung ~q0 und einer Rotation mit der Drehgeschwindigkeit ~Ω = [Ωx,Ωy,Ωz]. Eine ausfu¨hr-
liche Herleitung von Transformationsbeziehungen wird in Anhang A gegeben, wobei
Gl. (2.2) der Darstellung Gl. (A.22) entspricht.
Unter Ausnutzung der in Gl. (2.2) vorgenommenen Aufteilung der Geschwindig-
keit ko¨nnen die Reynolds-gemittelten Navier-Stokes-Gleichungen aus einem ruhen-
den System in ein bewegtes Koordinatensystem transformiert werden. Die zur Trans-
formation erforderlichen Schritte werden z. B. von Scho¨ll [93] angegeben, mit der Be-
schra¨nkung auf reibungslose Stro¨mungen auch von Kroll [55] oder Pahlke [75]. Das
resultierende Gleichungssystem lautet
d
d t
∫
V
~W dV +
∮
∂V
(
F − ~W · ~qb
)
· ~n dS +
∫
V
~G dV = 0 . (2.4)
Es besteht aus fu¨nf Gleichungen, von denen die erste die Massenerhaltung, die zweite
bis vierte die Impulserhaltung und die letzte die Energieerhaltung beschreiben. In dem
Vektor der konservativen Variablen ~W
~W = [ρ, ρu, ρv, ρw, ρE]T (2.5)
sind die abha¨ngigen Stro¨mungsgro¨ßen Dichte ρ, Komponenten der Absolutgeschwin-
digkeit [u, v, w] = ~q und totale spezifische Energie E zusammengefasst. Die Geschwin-
digkeitsvektoren ~q und ~qb sind in Koordinaten des ko¨rperfesten Systems angegeben.
Das Gleichungssystem Gl. (2.4) beschreibt, wie sich die Stro¨mungsgro¨ßen ~W in einem
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zeitlich vera¨nderlichen Kontrollvolumen V unter Beru¨cksichtigung der Flu¨sse durch
die Oberfla¨che des Kontrollvolumens ∂V und einem aus der Systemrotation resultie-
renden Quellterm ~G vera¨ndern. ~n ist der nach außen gerichtete Normalenvektor auf
dem Oberfla¨chenelement dS.
Der Flussdichtetensor F setzt sich aus dem konvektiven Anteil Fk und dem viskosen
Anteil Fv zusammen
F = Fk − Fv . (2.6)
Der konvektive Flussdichtetensor beinhaltet alle Flu¨sse, die sich fu¨r eine reibungsfreie
Stro¨mung ergeben
Fk =


ρ~q
ρu~q + p~ix
ρv~q + p~iy
ρw~q + p~iz
ρH~q

 . (2.7)
Hierbei bezeichnet p den Druck und~ix,~iy,~iz die kartesischen Einheitsvektoren. Fu¨r die
totale spezifische Enthalpie H gilt
H = E +
p
ρ
(2.8)
mit
E = e+
1
2
~q 2 + k , (2.9)
wobei e die spezifische innere Energie bezeichnet. Die turbulente kinetische
Schwankungsenergie k ist die zeitlich gemittelte kinetische Energie der turbulenten
Stro¨mungsfluktuationen. Ihr Wert muss durch ein Turbulenzmodell bereitgestellt wer-
den.
Fu¨r die hier betrachteten idealen Gase gilt die Zustandsgleichung
p
ρ
= RT , (2.10)
mit der Temperatur T und der speziellen Gaskonstanten R, die sich aus der Differenz
der spezifischen isobaren Wa¨rmekapazita¨t Cp und der spezifischen isochoren Wa¨rme-
kapazita¨t Cv ergibt
R = Cp − Cv . (2.11)
Unter der weiteren Voraussetzung konstanter spezifischer Wa¨rme mit dem Verha¨ltnis
κ =
Cp
Cv
, (2.12)
wobei κ = 1,4 fu¨r Luft ist, gilt fu¨r die spezifische innere Energie des Gases
e = Cv T , (2.13)
womit fu¨r den Druck die Beziehung
p = (κ− 1) ρ
(
E − ~q
2
2
− k
)
(2.14)
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folgt.
Der Einfluss der Reibung wird mit dem in Gl. (2.6) eingefu¨hrten viskosen Flussdich-
tetensor Fv beru¨cksichtigt. Mit den Vereinfachungen aufgrund des Wirbelviskosita¨ts-
prinzips gilt
Fv =


0
σxx~ix + σxy~iy + σxz~iz
σyx~ix + σyy~iy + σyz~iz
σzx~ix + σzy~iy + σzz~iz
Ψx~ix + Ψy~ix + Ψz~iz

 . (2.15)
Fu¨r Newtonsche Fluide ergeben sich die Komponenten des Spannungstensors zu
σxx = 2µe
∂u
∂x
− 2
3
µe div (~q )− 2
3
ρk
σyy = 2µe
∂u
∂y
− 2
3
µe div (~q )− 2
3
ρk
σzz = 2µe
∂u
∂z
− 2
3
µe div (~q )− 2
3
ρk (2.16)
σxy = σyx = µe
(
∂u
∂y
+
∂v
∂x
)
σxz = σzx = µe
(
∂u
∂z
+
∂w
∂x
)
σyz = σzy = µe
(
∂v
∂z
+
∂w
∂y
)
,
wobei die Divergenz der Geschwindigkeit mit
div (~q ) =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
(2.17)
ermittelt wird. Die effektive Viskosita¨t des Fluids µe berechnet sich aus der Summe der
dynamischen Viskosita¨t µ des betrachteten Gases und der Wirbelviskosita¨t µtu
µe = µ+ µtu . (2.18)
Die Abha¨ngigkeit der dynamischen Viskosita¨t µ des Gases von der Temperatur kann
mit dem Gesetz von Sutherland angena¨hert werden. Die Wirbelviskosita¨t µtu ist ein
Maß fu¨r die Wirkung der turbulenten Fluktuationen in der Stro¨mung. Sie folgt aus
dem Wirbelviskosita¨tsansatz von Boussinesq, siehe z. B. Blazek [15]. Die Gro¨ße von
µtu muss mit Hilfe eines Turbulenzmodells bestimmt werden.
Die Terme Ψx, Ψy, Ψz in Gl. (2.15) sind durch
Ψx = uσxx + vσxy + wσxz +
(
µ+
µtu
σk
)
∂k
∂x
+ λe
∂T
∂x
Ψy = uσyx + vσyy + wσyz +
(
µ+
µtu
σk
)
∂k
∂y
+ λe
∂T
∂y
(2.19)
Ψz = uσzx + vσzy + wσzz +
(
µ+
µtu
σk
)
∂k
∂z
+ λe
∂T
∂z
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gegeben, wobei die Konstante σk vom verwendeten Turbulenzmodell abha¨ngt. Die ef-
fektive Wa¨rmeleitfa¨higkeit λe ist durch die Beziehung
λe = λ + λtu (2.20)
gegeben, wobei fu¨r Luft die Wa¨rmeleitung λ durch
λ = Cp
µ
Pr
(2.21)
mit der Prandtl-Zahl Pr = 0,72 berechnet werden kann. Die turbulente Wa¨rmeleitfa¨hig-
keit λtu beru¨cksichtigt den gesteigerten Wa¨rmetransport aufgrund der Turbulenz. Es
gilt
λtu = Cp
µtu
Prtu
(2.22)
mit der turbulenten Prandtl-Zahl fu¨r Luft Prtu = 0,9.
Der Quellterm ~G in Gl. (2.4) lautet
~G =

 0ρ ~Ω× ~q
0

 , (2.23)
wobei ~Ω die Rotationsgeschwindigkeit des bewegten Systems gegenu¨ber dem Inertial-
system ist, vgl. Gl. (2.3).
2.1.2 Transportgleichungen der Turbulenzgro¨ßen
Die Untersuchung turbulenter Stro¨mungen wird durch die Reynolds-Mittelung der
Navier-Stokes-Gleichungen in Verbindung mit der Boussinesq-Annahme deutlich ver-
einfacht, da anstelle einer zeitlich fluktuierenden Stro¨mung eine stationa¨re oder nie-
derfrequent instationa¨re Stro¨mung betrachtet werden kann. Der Einfluss der Turbu-
lenz wird dabei ausschließlich durch die turbulente Energie k sowie die Wirbelvisko-
sita¨t µtu beru¨cksichtigt. Diese beiden Gro¨ßen mu¨ssen durch ein geeignetes Turbulenz-
modell bereitgestellt werden. Ein ha¨ufig genutztes Modell ist das kω-Turbulenzmodell
von Wilcox [115]. Es stellt zwei zusa¨tzliche Gleichungen fu¨r die turbulente kinetische
Energie k und die spezifische Dissipationsrate ω zur Verfu¨gung. Aus diesen beiden
Gro¨ßen kann die Wirbelviskosita¨t mit der Beziehung
µtu =
ρk
ω
(2.24)
berechnet werden. Das in ein bewegtes System transformierte Gleichungssystem des
kω-Turbulenzmodells lautet
d
d t
∫
V
~Wtu dV +
∮
∂V
(
F tu − ~Wtu · ~qb
)
· ~n dS =
∫
V
~Stu dV , (2.25)
wobei der Vektor der konservativen Variablen ~Wtu der Turbulenzgleichung
~Wtu =
[
ρk
ρω
]
(2.26)
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ist. Der Flussdichtetensor F tu kann analog zu Gl. (2.6) in einen konvektiven Anteil F k,tu
und einen viskosen Anteil F v,tu aufgeteilt werden
F tu = Fk,tu − Fv,tu
=
[
ρk~q
ρω~q
]
−


(
µ+ µtu
σk
) (
∂k
∂x
~ix +
∂k
∂y
~iy +
∂k
∂z
~iz
)
(
µ+ µtu
σω
) (
∂ω
∂x
~ix +
∂ω
∂y
~iy +
∂ω
∂z
~iz
)

 , (2.27)
mit den Modellkonstanten σk, σω. Der Quellterm ~Stu in Gl. (2.25) lautet ausgeschrieben
~Stu =
[
µtuΥ− 23ρk div (~q )− βkρωk
γω
ω
k
(
µtuΥ− 23ρk div (~q )
)− βωρω2
]
, (2.28)
wobei βk, βω, γω Modellkoeffizienten sind. Υ bezeichnet die Invariante der Scherrate
Υ =
4
3
[(
∂u
∂x
)2
+
(
∂v
∂y
)2
+
(
∂w
∂z
)2
− ∂u
∂x
∂v
∂y
− ∂u
∂x
∂w
∂z
− ∂v
∂y
∂w
∂z
]
+
(
∂u
∂y
+
∂v
∂x
)2
+
(
∂u
∂z
+
∂w
∂x
)2
+
(
∂v
∂z
+
∂w
∂y
)2
. (2.29)
Fu¨r die Modellkoeffizienten des kω-Turbulenzmodells werden in dieser Arbeit die Pa-
rameter
βk = 0,09 , βω = 0,0071 , γω = 0,5556 , σk = 2,0 , σω = 2,0 (2.30)
verwendet, wobei der Wert von βω etwas von dem von Wilcox [115] gewa¨hlten Wert
βω = 0,075 abweicht. Zu einer Diskussion der gewa¨hlten Koeffizienten siehe Rud-
nik [90] oder Eisfeld und Rudnik [33].
2.2 Numerisches Verfahren zur Lo¨sung der Stro¨mungs-
gleichungen
Als Basis fu¨r die in dieser Arbeit vorgestellten Untersuchungen dient der DLR-
Stro¨mungslo¨ser FLOWer [56]. Nachfolgend wird das in FLOWer implementierte
Lo¨sungsverfahren beschrieben, soweit es fu¨r das Versta¨ndnis des weiteren Vorgehens
erforderlich ist.
Zur numerischen Lo¨sung der Reynolds-gemittelten Navier-Stokes-Gleichungen und
der Turbulenzgleichungen mu¨ssen die Gleichungssysteme diskretisiert werden. Das
bedeutet, dass anstelle einer kontinuierlichen Lo¨sung die Stro¨mungsgro¨ßen approxi-
mativ an diskreten Punkten in den ra¨umlichen Richtungen und in der Zeit bestimmt
werden. Dazu wird im Folgenden entsprechend der Linien-Methode die Diskretisie-
rung von Raum und Zeit getrennt vorgenommen.
2.2.1 Ra¨umliche Diskretisierung der Hauptgleichungen
Die ra¨umliche Diskretisierung der Navier-Stokes-Gleichungen Gl. (2.4) erfolgt mit ei-
nem Finite-Volumen Ansatz. Dazu wird das Lo¨sungsgebiet in einzelne, nichtu¨berlap-
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pende Zellen aufgeteilt, die als Approximation der infinitesimal kleinen Kontrollvo-
lumen in Gl. (2.4) dienen. Zur Aufteilung des Rechengebiets nutzt FLOWer struk-
turierte, ko¨rperangepasste Rechengitter, wobei die Kreuzungspunkte der Netzlinien
die Eckpunkte der hexaederfo¨rmigen Zellen bzw. Kontrollvolumen bilden. Das Ba-
sisverfahren erlaubt die Nutzung von Mehrblockgittern, bei denen das Rechenge-
biet mit mehreren sich nicht gegenseitig u¨berlappenden Netzen u¨berdeckt wird. Die
Stro¨mungsgro¨ßen werden den Zentren der Zellen zugeordnet, so dass auch von einer
zellzentrierten Diskretisierung gesprochen wird. Alternativ kann in FLOWer auch ei-
ne Zelleckpunkt-Diskretisierung genutzt werden, bei der die Stro¨mungsgro¨ßen an den
Ecken der Zellen berechnet werden. Dieses Verfahren wird in dieser Arbeit nicht fu¨r
Stro¨mungsberechnungen verwendet, so dass es nicht weiter beschrieben wird.
Bei strukturierten Rechengittern werden die Netzknoten entlang der Netzlinien durch-
nummeriert, so dass bei einem dreidimensionalen Gitter jeder Knotenpunkt eindeutig
u¨ber die Indizes i, j, k sowie die Blocknummer identifiziert werden kann. Die Num-
merierung der Zellzentren erfolgt analog, wobei die Indizes des Zellzentrums mit den
kleinsten Indizes der angrenzenden Netzknoten u¨bereinstimmen, siehe Bild 2.2.
i−1,j,k
i,j+1,k
i,j,k
i+1,j,k
i,j−1,k
i+1,j+1,k
i+1,j,ki,j,k
i,j+1,k
Bild 2.2: Nummerierung der Netzknoten (•) und Zellzentren (×) bei einem strukturierten Re-
chennetz
Die Diskretisierung der Reynolds-gemittelten Navier-Stokes-Gleichungen Gl. (2.4) er-
gibt unter der Annahme konstanter Stro¨mungsgro¨ßen in der gesamten Zelle das Glei-
chungssystem
Vi,j,k
∂
∂t
~Wi,j,k + ~Qi,j,k + Vi,j,k ~Gi,j,k = 0 . (2.31)
~Q ist die Approximation des Oberfla¨chenintegrals der Flu¨sse durch die sechs Seiten-
fla¨chen des hexaedrischen Kontrollvolumens
~Qi,j,k = F i− 1
2
,j,k · ~ni− 1
2
,j,k · Si− 1
2
,j,k − ~Wi− 1
2
,j,k · Ai− 1
2
,j,k
+ F i+ 1
2
,j,k · ~ni+ 1
2
,j,k · Si+ 1
2
,j,k − ~Wi+ 1
2
,j,k · Ai+ 1
2
,j,k
+ F i,j− 1
2
,k · ~ni,j− 1
2
,k · Si,j− 1
2
,k − ~Wi,j− 1
2
,k · Ai,j− 1
2
,k (2.32)
+ F i,j+ 1
2
,k · ~ni,j+ 1
2
,k · Si,j+ 1
2
,k − ~Wi,j+ 1
2
,k · Ai,j+ 1
2
,k
+ F i,j,k− 1
2
· ~ni,j,k− 1
2
· Si,j,k− 1
2
− ~Wi,j,k− 1
2
· Ai,j,k− 1
2
+ F i,j,k+ 1
2
· ~ni,j,k+ 1
2
· Si,j,k+ 1
2
− ~Wi,j,k+ 1
2
· Ai,j,k+ 1
2
,
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wobei ~n die nach außen gerichteten Normaleneinheitsvektoren auf den Seitenfla¨chen
der Zelle sind und S den Fla¨cheninhalt der Seitenfla¨che angibt. Die Stro¨mungsgro¨ßen
an einer Seitenfla¨che berechnen sich als Mittelwert der konservativen Variablen in den
angrenzenden Zellen. Somit gilt beispielsweise fu¨r die Auswertung des Flussdichte-
tensors an der Seitenfla¨che i− 1
2
, j, k
F i− 1
2
,j,k = F
(
~Wi− 1
2
,j,k
)
(2.33)
mit
~Wi− 1
2
,j,k =
1
2
(
~Wi−1,j,k + ~Wi,j,k
)
. (2.34)
Die Variable A in Gl. (2.32) bezeichnet den Volumenfluss durch die Seitenfla¨chen auf-
grund der Netzbewegung. Der Volumenfluss berechnet sich zum Beispiel fu¨r die Sei-
tenfla¨che i + 1
2
, j, k zu
Ai+ 1
2
,j,k =
∮
S
i+1
2
,j,k
~qb · ~n d Si+ 1
2
,j,k . (2.35)
Das Integral entha¨lt rein geometrische Gro¨ßen und kann analytisch berechnet werden,
siehe Pahlke [75].
Die zur Berechnung des viskosen Flussdichtetensors erforderlichen Gradienten wer-
den mit finiten Differenzen ermittelt, siehe Blazek [15] oder Radespiel et al. [82].
Um die Robustheit des Verfahrens zu steigern, werden die Beitra¨ge der turbulen-
ten Schwankungsenergie k auf die Hauptstro¨mungsgleichungen vernachla¨ssigt. Eine
Rechtfertigung dieses Vorgehens wird von Fassbender [35] gegeben.
Die beschriebene ra¨umliche Diskretisierung mit einem zentralen Schema ist nume-
risch nicht stabil, sondern ermo¨glicht die ungeda¨mpfte Entstehung und Ausbreitung
hochfrequenter Schwingungen. Um diese zu da¨mpfen, fu¨gen Jameson et al. [44] einen
zusa¨tzlichen dissipativen Operator ~D in Gl. (2.31) ein
Vi,j,k
∂
∂t
~Wi,j,k + ~Qi,j,k + Vi,j,k ~Gi,j,k − ~Di,j,k = 0 . (2.36)
Dargestellt als Flussbilanz lautet der Operator
~Di,j,k = ~di+ 1
2
,j,k − ~di− 1
2
,j,k +
~di,j+ 1
2
,k − ~di,j− 1
2
,k +
~di,j,k+ 1
2
− ~di,j,k− 1
2
, (2.37)
wobei beispielsweise fu¨r den dissipativen Fluss durch die Zellseitenfla¨che i+ 1
2
, j, k die
Beziehung
~di+ 1
2
,j,k = ψi+ 1
2
,j,k { ε(2)i+ 1
2
,j,k
(
~˜W i+1,j,k − ~˜W i,j,k
)
(2.38)
− ε(4)
i+ 1
2
,j,k
(
~˜W i+2,j,k − 3 ~˜W i+1,j,k + 3 ~˜W i,j,k − ~˜W i−1,j,k
)}
mit
~˜W = [ρ, ρu, ρv, ρw, ρH]T (2.39)
gilt. Die Koeffizienten ε(2)
i+ 1
2
,j,k
und ε(4)
i+ 1
2
,j,k
werden so gewa¨hlt, dass bei schwachen
Druckgradienten das Verfahren mit den dritten Differenzen stabilisiert wird, wa¨hrend
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zur Vermeidung von Oszillationen bei starken Druckgradienten, wie insbesondere Ver-
dichtungssto¨ßen, u¨ber die ersten Differenzen die Verfahrensordnung auf erste Ord-
nung Genauigkeit reduziert wird. Die Berechnungsvorschriften lauten
ε
(2)
i+ 1
2
,j,k
= k(2)max (νi,j,k, νi+1,j,k) (2.40)
ε
(4)
i+ 1
2
,j,k
= max
(
0, k(4) − ε(2)
i+ 1
2
,j,k
)
, (2.41)
mit einem Drucksensor
νi,j,k =
∣∣∣∣pi−1,j,k − 2 pi,j,k + pi+1,j,kpi−1,j,k + 2 pi,j,k + pi+1,j,k
∣∣∣∣ . (2.42)
Mit den Parametern k(2) und k(4) kann der Einfluss der Dissipation eingestellt werden.
Typische Werte sind k(2) = 1
2
und k(4) = 1
32
. . . 1
128
, siehe Kroll und Jain [54].
Der Skalierungsfaktor ψi+ 1
2
,j,k in Gl. (2.38) ist ein gewichtetes Mittel der Spektralradi-
en der angrenzenden Zellen, wobei die Wichtung auf Basis der Streckung der Zellen
bestimmt wird. Die Berechnungsvorschrift fu¨r ψi+ 1
2
,j,k kann Radespiel et al. [82] ent-
nommen werden.
2.2.2 Ra¨umliche Diskretisierung der Turbulenzgleichungen
Die Turbulenzgleichungen Gl. (2.25) werden analog zu den Hauptstro¨mungsgleichun-
gen mit einem Finite-Volumen Verfahren diskretisiert
Vi,j,k
∂
∂t
~Wtu;i,j,k + ~Qtu;i,j,k = Vi,j,k~Stu;i,j,k . (2.43)
Abweichend von den Ausfu¨hrungen fu¨r die Hauptstro¨mung werden die konvekti-
ven turbulenten Flu¨sse mit einem vereinfachten Roe-Schema berechnet, siehe Faßben-
der [35]. Es hat sich dabei als ausreichend erwiesen, die Flu¨sse nur mit einer Genau-
igkeit erster Ordnung zu bestimmen, siehe Rudnik [90]. Die Berechnungsvorschrift
fu¨r die Summe aus dem konvektiven turbulenten Fluss und dem Fluss aufgrund der
Netzbewegung lautet beispielsweise fu¨r die Zellseitenfla¨che i+ 1
2
, j, k (vgl. Gl. (2.32))
Fk,tu;i+ 1
2
,j,k · ~ni+ 1
2
,j,k · Si+ 1
2
,j,k − ~Wtu;i+ 1
2
,j,k · Ai+ 1
2
,j,k
=
1
2
q˜i+ 1
2
,j,k
(
~Wtu;i+1,j,k + ~Wtu;i,j,k
)
(2.44)
− 1
2
∣∣∣q˜i+ 1
2
,j,k
∣∣∣ ( ~Wtu;i+1,j,k − ~Wtu;i,j,k) ,
wobei fu¨r den Volumenfluss durch die Zellseitenfla¨che
q˜i+ 1
2
,j,k =
1
2
(~qi,j,k + ~qi+1,j,k) · ~ni+ 1
2
,j,k · Si+ 1
2
,j,k − Ai+ 1
2
,j,k (2.45)
gilt. Der Volumenfluss aufgrund der Netzbewegung A wird entsprechend Gl. (2.35)
berechnet.
Die zur Auswertung des viskosen Flussdichtetensors F v,tu und des Quellterms ~Stu er-
forderlichen Gradienten werden analog zur Hauptstro¨mung mit Hilfe finiter Diffe-
renzen berechnet. Das vereinfachte Roe-Schema erfordert keine zusa¨tzliche ku¨nstliche
Dissipation.
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2.2.3 Zeitliche Diskretisierung der Hauptgleichungen
Durch die ra¨umliche Diskretisierung der Hauptgleichungen entsteht ein System ge-
koppelter, gewo¨hnlicher Differentialgleichungen bezu¨glich der Zeit (vgl. Gl. (2.36))
∂
∂t
~Wi,j,k = − 1
Vi,j,k
~Ri,j,k (2.46)
mit dem so genannten Residuum
~Ri,j,k = ~Qi,j,k + Vi,j,k ~Gi,j,k − ~Di,j,k . (2.47)
Die zeitliche Integration erfolgt mit einem hybriden, expliziten Runge-Kutta-Schema,
siehe Jameson et al. [44, 45]
~W
(0)
i,j,k =
~W ni,j,k
~W
(s)
i,j,k =
~W
(0)
i,j,k − αs
∆t
Vi,j,k
~R
(s−1)
i,j,k , s = 1 . . . r (2.48)
~W n+1i,j,k =
~W
(r)
i,j,k .
Dabei bezeichnet der Index n die Zeitschrittnummer zum Zeitpunkt n · ∆t , s ist die
Stufennummer und r die Gesamtzahl der Stufen. Fu¨r das in dieser Arbeit genutzte
fu¨nfstufige Runge-Kutta-Schema werden die Koeffizienten
α1 =
1
4
, α2 =
1
6
, α3 =
3
8
, α4 =
1
2
, α5 = 1 (2.49)
verwendet, vgl. Kroll und Jain [54]. Im Gegensatz zu den anderen Operatoren des Re-
siduums wird der Operator der ku¨nstlichen Dissipation D nicht auf jeder Stufe neu
berechnet, sondern entsprechend
~˜D
(s)
i,j,k = βs
~D
(s)
i,j,k + (1− βs) ~˜D
(s−1)
i,j,k (2.50)
ausgewertet. Hierbei werden fu¨r die Berechnung reibungsfreier bzw. reibungsbehafte-
ter Stro¨mungen unterschiedliche Koeffizienten genutzt
reibungsfrei: β1 = 1 , β2 = 1 , β3 = 0 , β4 = 0 , β5 = 0
reibungsbehaftet: β1 = 1 , β2 = 0 , β3 = 0,56 , β4 = 0 , β5 = 0,44 ,
(2.51)
siehe Kroll und Jain [54] und Radespiel und Swanson [81].
Die Gro¨ße des Integrationszeitschritts ∆t ist durch eine als Courant-Friedrich-Levy-
Bedingung (CFL) in der Literatur bekannte Stabilita¨tsgrenze nach oben beschra¨nkt.
Nach der linearen Stabilita¨tstheorie ergibt sich fu¨r das obige Verfahren eine CFL-Zahl
von 4,0.
Fu¨r zeitgenaue Rechnungen mit einem expliziten Verfahren wird der Zeitschritt durch
den kleinsten zula¨ssigen Zeitschritt aller Zellen bestimmt
∆t = min (∆ti,j,k | ∀ i, j, k) . (2.52)
Der kleinste Zeitschritt wird im Allgemeinen von den Zellen mit den kleinsten Vo-
lumen bestimmt, so dass insbesondere bei Netzen mit hoher Auflo¨sung einer Grenz-
schicht sehr kleine Zeitschritte erforderlich sind.
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2.2.4 Konvergenzbeschleunigung expliziter Zeitschrittverfahren
Die Effizienz eines expliziten Zeitschrittverfahrens kann durch verschiedene Maßnah-
men gesteigert werden. Sie sind jedoch nur fu¨r stationa¨re Stro¨mungen geeignet, da sie
die zeitgenaue Entwicklung des Stro¨mungsfeldes nicht ermo¨glichen. In dieser Arbeit
werden die folgenden Beschleunigungstechniken genutzt:
• lokale Zeitschritte
• implizites Residuengla¨tten
• Mehrgittertechnik
• Vorkonditionierung fu¨r niedrige Stro¨mungsgeschwindigkeiten.
Abgesehen von der Vorkonditionierung haben alle Beschleunigungstechniken keinen
Einfluss auf die stationa¨re Stro¨mungslo¨sung. Da die Vorkonditionierung zusa¨tzlich die
Genauigkeit der Stro¨mungslo¨sung verbessert, wird sie separat in Kapitel 2.2.7 behan-
delt.
Bei der Verwendung lokaler Zeitschritte wird die zeitliche Integration der Stro¨mungs-
gro¨ßen nicht mit einem globalen Zeitschritt nach Gl. (2.52) durchgefu¨hrt, sondern mit
dem fu¨r die gegebene Zelle gro¨ßt mo¨glichen Zeitschritt, der nach der CFL-Bedingung
zula¨ssig ist. Diese Vorgehensweise fu¨hrt bei Netzen mit unterschiedlich großen Zellen
zu einer deutlich erho¨hten Konvergenzgeschwindigkeit.
Beim impliziten Residuengla¨tten wird in Gl. (2.48) das mit dem Zeitschritt pro Volu-
men multiplizierte Residuum ~ˆRi,j,k
~ˆ
Ri,j,k =
∆ti,j,k
Vi,j,k
~Ri,j,k (2.53)
durch ein u¨ber die Nachbarzellen gemitteltes Residuum ~˜Ri,j,k ersetzt. Die Mittelung
erfolgt linienimplizit und lautet in i-Indexrichtung
−εii,j,k ~˜Ri−1,j,k +
(
1 + 2εii,j,k
) ~˜Ri,j,k − εii,j,k ~˜Ri+1,j,k = ~ˆRi,j,k . (2.54)
Die nachfolgende Mittelung in j- und k-Indexrichtung erfolgt analog zu Gl. (2.54).
Die Gla¨ttungskoeffizienten εi, εj, εk ha¨ngen von den Spektralradien der Fluss-Jacobi-
Matrizen ab. Sie werden entweder entsprechend Radespiel et al. [82] oder nach
Swanson (vero¨ffentlicht von Turkel et al. [106]) berechnet, wodurch in dieser Arbeit
Stro¨mungssimulationen mit einer CFL-Zahl von 7,5 bzw. 15 ermo¨glicht werden. Die
Gla¨ttung kann bei jeder Stufe des Runge-Kutta-Verfahrens angewendet werden oder
nur bei jeder ungeraden Stufe, wobei in der vorliegenden Arbeit die erste Mo¨glichkeit
genutzt wird.
Bei der Mehrgitterbeschleunigungstechnik werden zusa¨tzliche Stro¨mungslo¨sungen
auf einer Sequenz gro¨berer Gitter erzeugt, auf deren Basis Korrekturen fu¨r die Lo¨sun-
gen auf den feineren Gittern berechnet werden, siehe z. B. Blazek [15]. In FLOWer
wird die so genannte FAS-Mehrgittertechnik (”Full Approximation Scheme“) genutzt,
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welche erstmalig von Jameson und Baker [46] zur Lo¨sung der Euler-Gleichungen ver-
wendet wurde. Im Folgenden wird kurz auf den Algorithmus eingegangen, wobei von
nur einem feinen Gitter (Index ()f ) und einem groben Gitter (Index ()g) ausgegangen
wird. Fu¨r eine hohe Effizienz des Verfahrens werden meist mehr als zwei Mehrgit-
terebenen verwendet, so dass die beschriebene Vorgehensweise rekursiv anzuwenden
ist. Die beno¨tigten groben Gitter werden durch Entfernen jeder zweiten Netzlinie aus
einem feineren Gitter erzeugt. Zur Vereinfachung der Darstellung werden die Zellin-
dizes ()i,j,k weggelassen.
Ausgangspunkt der Betrachtungen ist eine Lo¨sung auf dem feinen Gitter ~W n+1 nach
einem expliziten Zeitschritt. Die Stro¨mungslo¨sung wird volumengewichtet mit einem
Interpolationsoperator I˜gf auf das grobe Gitter transferiert
~W (0)g = I˜
g
f
~W n+1f . (2.55)
Um die Genauigkeit der Feingitterlo¨sung auf dem groben Gitter zu erhalten, wird ei-
ne Funktion ~Pg (”forcing function“) gebildet. Fu¨r diese werden mit einem Restrikti-onsoperator Igf fu¨r jede grobe Zelle die Residuen der entsprechenden feinen Zellen
aufsummiert und die Differenz zu dem neu berechneten Residuum auf dem groben
Gitter gebildet
~Pg = I
g
f
~Rn+1f − ~R(0)g . (2.56)
Nun wird mit einem oder mehreren Zeitschritten des Runge-Kutta-Verfahrens
Gl. (2.48) eine neue Lo¨sung auf dem groben Gitter berechnet, wobei zu dem Residuum
jeder Stufe die Funktion ~Pg hinzuaddiert wird
~W (s)g =
~W (0)g − αs
∆t
Vg
(
~R(s−1)g +
~Pg
)
, s = 1 . . . r (2.57)
~W n+1g =
~W (r)g .
Auf der ersten Stufe des Runge-Kutta-Verfahrens ha¨ngt die A¨nderung der Stro¨mungs-
gro¨ßen ausschließlich vom transferierten Feingitterresiduum ab ( ~R(0)g + ~Pg = Igf ~R
n+1
f ),
so dass insbesondere sichergestellt ist, dass sich im Fall einer stationa¨ren Lo¨sung
(~Rn+1f = 0) keine A¨nderung der groben Stro¨mungslo¨sung ergibt. Die als Grobgitter-
korrektur bezeichnete A¨nderung der Stro¨mungslo¨sung auf dem groben Netz
∆ ~Wg = ~W
n+1
g − ~W (0)g (2.58)
wird nun mit dem Prolongationsoperator I˜fg auf das feine Netz interpoliert und zur
Verbesserung der Feingitterlo¨sung genutzt
~W+f =
~W n+1f + I˜
f
g ∆
~Wg . (2.59)
Falls mehr als zwei Mehrgitterebenen verwendet werden, kann u¨ber die Reihenfolge,
in der Stro¨mungslo¨sungen auf den verschiedenen groben Gittern berechnet werden,
und u¨ber die Zahl der zeitlichen Integrationsschritte auf dem jeweiligen Gitter, die Effi-
zienz des Mehrgitterverfahrens optimiert werden. In dieser Arbeit wird ausschließlich
der so genannte Sa¨gezahn-V-Zyklus benutzt, bei dem bis zum Erreichen des gro¨bsten
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Gitters ein Zeitschritt auf dem jeweiligen Gitter berechnet wird und kein Zeitschritt bei
der Prolongation der Daten auf das na¨chst feinere Gitter.
Zur Steigerung der Robustheit wird in FLOWer auf groben Netzebenen die Genauig-
keit des Verfahrens reduziert, indem zur Berechnung der dissipativen Flu¨sse lediglich
erste Differenzen verwendet werden. Weiterhin erfolgt eine Gla¨ttung der Mehrgitter-
korrekturen auf dem feinsten Gitter mit Gl. (2.54) unter Verwendung konstanter Koef-
fizienten εi = εj = εk = 0,1 , siehe Radespiel et al. [82].
2.2.5 Zeitliche Diskretisierung der Turbulenzgleichungen
Die zeitliche Integration der Turbulenzgleichungen kann ebenfalls mit dem fu¨nf-
stufigen Runge-Kutta-Verfahren entsprechend Kapitel 2.2.3 durchgefu¨hrt werden.
Nach Faßbender [35] fu¨hrt jedoch der Quellterm der Turbulenzgleichungen Gl. (2.43)
zu einer Destabilisierung der Mehrgittertechnik, so dass dieser Beschleunigungsalgo-
rithmus ha¨ufig nicht genutzt werden kann. Daher wird anstelle eines expliziten Zeit-
schrittverfahrens fu¨r die Berechnung der Turbulenzgleichungen ein implizites Verfah-
ren verwendet, welches prinzipiell beliebig große Zeitschritte zula¨sst [35].
Eine aus Gl. (2.43) folgende implizite Diskretisierung der Zeit ist durch
Vi,j,k
∆t
∆ ~Wtu;i,j,k = −~Rn+1tu;i,j,k (2.60)
gegeben, wobei ∆ ~Wtu;i,j,k die A¨nderung des Vektors der konservativen, turbulenten
Variablen vom Zeitpunkt n zum Zeitpunkt n+ 1 ist
∆ ~Wtu;i,j,k = ~W
n+1
tu;i,j,k − ~W ntu;i,j,k (2.61)
und ~Rn+1tu;i,j,k das turbulente Residuum zum Zeitpunkt n+ 1
~Rn+1tu;i,j,k =
~Qn+1tu;i,j,k − Vi,j,k ~Sn+1tu;i,j,k . (2.62)
~W n+1tu;i,j,k ist unbekannt, so dass ~R
n+1
tu;i,j,k nicht berechnet werden kann. Stattdessen wird
eine Linearisierung
~Rn+1tu;i,j,k ≈ ~Rntu;i,j,k +
(
∂ ~Rntu
∂ ~W ntu
)
i,j,k
∆ ~Wtu,op (2.63)
vorgenommen. Da in das Residuum der Zelle i, j, k entsprechend des ra¨umlichen Dis-
kretisierungsoperators auch die Stro¨mungsgro¨ßen der Nachbarzellen eingehen und
somit auch in die Fluss-Jacobi-Matrix, sind in ∆ ~Wtu;op die ∆ ~Wtu;i,j,k aller Zellen des
Operators zusammengefasst. Das Einsetzen in Gl. (2.60) liefert
Vi,j,k
∆t
+
(
∂ ~Rntu
∂ ~W ntu
)
i,j,k

∆ ~Wtu;op = −~Rntu;i,j,k . (2.64)
Das Aufstellen der Gleichung fu¨r alle Zellen eines Netzblocks ergibt ein lineares Glei-
chungssystem fu¨r die Unbekannten ∆ ~Wtu
M ·∆ ~Wtu = −~Rntu . (2.65)
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Die Lo¨sung des Gleichungssystems erfolgt mit einem DDADI-Verfahren (”DiagonalDominant Alternating Direction Implicit“), siehe Faßbender [35].
Bei einer Stro¨mungsberechnung mit FLOWer wird pro Mehrgitterzyklus zur Berech-
nung der Hauptstro¨mung ein impliziter Zeitschritt zum Lo¨sen der Turbulenzgleichun-
gen ausgefu¨hrt. In Analogie zum expliziten Zeitschrittverfahren werden beim implizi-
ten Algorithmus ebenfalls lokale Zeitschritte verwendet. Der Zeitschritt pro Zelle wird
dabei so gewa¨hlt, dass die Ausbreitungsgeschwindigkeit von Sto¨rungen denen des ex-
pliziten Verfahrens entspricht.
2.2.6 Randbedingungen
Die Lo¨sung der Navier-Stokes-Gleichungen erfordert die Vorgabe einer Anfangsbedin-
gung und verschiedener Randbedingungen. In FLOWer wird als Anfangsbedingung
das gesamte Stro¨mungsfeld mit den Werten der freien Anstro¨mung initialisiert. Zur
Vorgabe der Randbedingungen wird jeder Netzblock um zwei Zellschichten mit Hilfs-
zellen erga¨nzt, siehe Bild 2.3. Die Stro¨mungswerte in den Hilfszellen werden so vorge-
Block−
übergang
Block−
übergang
Block−
übergangWand
Fernfeld
Fe
rn
fe
ld Fernfeld
i
j
j
i
Wand
Fernfeld
Bild 2.3: Vorgabe von Randbedingungen, links: Gitter im physikalischen Raum, rechts: Gitter
im Indexraum mit Hilfszellen zur Vorgabe von Randbedingungen
geben, dass die gewu¨nschte Randbedingung mit dem gegebenen ra¨umlichen Diskre-
tisierungsoperator erfu¨llt wird. Das Hilfszellenkonzept erlaubt dabei die Verwendung
desselben Operators fu¨r Zellen innerhalb eines Blocks wie am Rand, da die Zahl der
Hilfszellschichten entsprechend der ra¨umlichen Erstreckung des Diskretisierungsope-
rators gewa¨hlt ist.
Die in dieser Arbeit genutzten Randbedingungen sind:
• Ko¨rperrandbedingung: An einer adiabaten Wand erfolgt kein Massentransport
durch die Wand hindurch, so dass bei einer reibungsfreien Stro¨mung ausschließ-
lich der Druck einen Beitrag zur Flussbilanz liefert. Die Haftbedingung bei rei-
bungsbehafteten Stro¨mungen wird erfu¨llt, indem die Stro¨mungsgro¨ßen aus der
ersten bzw. zweiten inneren Zellschicht in die erste bzw. zweite Hilfsschicht ko-
piert werden. Anschließend wird das Vorzeichen der Geschwindigkeit ~q − ~qb
invertiert, so dass bei der Auswertung der viskosen Flu¨sse eine Geschwindig-
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keit ~q − ~qb = 0 an der Wand erreicht wird. Als Randbedingung fu¨r die kω-
Turbulenzgleichung gilt k = 0 und ω = ∞, wobei zur numerischen Implemen-
tierung der ω-Randbedingung auf Rudnik [90] oder Eisfeld und Rudnik [33] ver-
wiesen sei.
• Fernfeldrandbedingung: Die Vorgabe einer nicht reflektierenden Randbedin-
gung im Fernfeld erfolgt mit einem Verfahren auf Basis der charakteristischen
Variablen, siehe Kroll [55]. Die Turbulenzgro¨ßen werden an einem Einstro¨mrand
entsprechend den Werten der freien Anstro¨mung vorgegeben und an einem Aus-
stro¨mrand mit nullter Ordnung Genauigkeit aus dem Inneren des Stro¨mungsfel-
des extrapoliert.
• Symmetrierandbedingung: An einem Symmetrierand werden die Stro¨mungsda-
ten aus der ersten bzw. zweiten inneren Zellschicht in die erste bzw. zweite Zell-
schicht der Hilfsschichten gespiegelt.
• Blocku¨bergang: Falls ein Rand eines Netzblocks an einen anderen sto¨ßt, entsteht
ein Blocku¨bergang oder auch Schnittrand. An diesem werden die Stro¨mungsda-
ten aus dem angrenzenden Block in die entsprechenden Hilfszellen des aktuellen
kopiert.
Auf die Chima¨ren-Randbedingung sowie die Randbedingung fu¨r Blocku¨berga¨nge mit
ha¨ngenden Netzknoten wird in Kapitel 3 bzw. Kapitel 4.2 eingegangen.
2.2.7 Vorkonditionierung
Bei einer Verringerung der Anstro¨mgeschwindigkeit nehmen die Konvergenzrate und
die ra¨umliche Genauigkeit des beschriebenen Verfahrens ab. Die Ursache fu¨r dieses
Verhalten ist, dass die Berechnung der Zeitschrittweite und die Skalierung der Dis-
sipation auf der Basis des gro¨ßten Eigenwerts der Stro¨mungsgleichungen erfolgen.
Der gro¨ßte Eigenwert strebt mit abnehmender Anstro¨mmachzahl jedoch gegen den
Wert der Schallgeschwindigkeit und nicht, wie fu¨r ein von der Machzahl unabha¨ngiges
Lo¨sungsverhalten erforderlich, gegen Null. Um diese Nachteile zu beheben, kann mit
der in FLOWer implementierten Vorkonditionierungsmethode nach Choi und Mer-
kle [28] eine Verkleinerung des gro¨ßten Eigenwerts bewirkt werden. Dies entspricht
einer ku¨nstlichen Absenkung der Schallgeschwindigkeit auf eine a¨hnliche Gro¨ße wie
die Konvektionsgeschwindigkeit. Dadurch skalieren Zeitschrittweite und Dissipation
mit der Anstro¨mgeschwindigkeit, so dass eine gleich bleibende, von der Anstro¨mge-
schwindigkeit unabha¨ngige Konvergenzrate und Lo¨sungsgenauigkeit erreicht wird.
Um eine weitere Verbesserung der Lo¨sungsgenauigkeit bei niedrigen Machzahlen zu
erreichen, werden die in Gl. (2.38) zur Berechnung der Dissipation beno¨tigten ersten
und dritten Differenzen auf Basis der Gro¨ßen Druck, Geschwindigkeit und Temperatur
ausgewertet, siehe Radespiel et al. [83].
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2.2.8 Duales Zeitschrittverfahren
Die bislang vorgestellten Algorithmen lassen die Berechnung zeitgenauer, instati-
ona¨rer Stro¨mungen nur mit dem expliziten Runge-Kutta-Verfahren ohne Nutzung
von Beschleunigungstechniken zu. Dies fu¨hrt jedoch aufgrund der kleinen Zeit-
schritte nach Gl. (2.52) zu sehr hohen Rechenzeiten. Als Ausweg ko¨nnen fu¨r in-
stationa¨re Rechnungen implizite Rechenvorschriften angewendet werden, bei denen
sich der Zeitschritt ausschließlich nach der gewu¨nschten zeitlichen Genauigkeit der
Stro¨mungslo¨sung richtet. Jameson [47] entwickelte zu diesem Zweck das duale Zeit-
schrittverfahren. Er geht von einer Ru¨ckwa¨rtsdifferenz zur Berechnung der zeitlichen
Ableitung der konservativen Variablen aus, z. B. der Beziehung
∂
∂t
~W n+1i,j,k =
3 ~W n+1i,j,k − 4 ~W ni,j,k + ~W n−1i,j,k
2 ∆t
, (2.66)
fu¨r eine zeitliche Genauigkeit von zweiter Ordnung, setzt diese in Gl. (2.36) ein und
erha¨lt ein implizites Gleichungssystem zur Berechnung von ~W n+1i,j,k
0 =
3 ~W n+1i,j,k − 4 ~W ni,j,k + ~W n−1i,j,k
2 ∆t
+
1
Vi,j,k
~Rn+1i,j,k . (2.67)
Zu dessen Lo¨sung mit einem Iterationsverfahren wird ein Residuum ~ˆR eingefu¨hrt
~ˆ
Ri,j,k = Vi,j,k
3 ~W n+1i,j,k − 4 ~W ni,j,k + ~W n−1i,j,k
2 ∆t
+ ~Rn+1i,j,k (2.68)
und die stationa¨re Lo¨sung der Gleichung
∂
∂τ
~W n+1i,j,k +
1
Vi,j,k
~ˆ
Ri,j,k = 0 (2.69)
mit der Pseudozeit τ berechnet. Das Differentialgleichungssystem kann, wie in Kapi-
tel 2.2.3 beschrieben, mit einem fu¨nfstufigen Runge-Kutta-Verfahren berechnet wer-
den. Melson et al. [67] haben jedoch gezeigt, dass eine vom physikalischen Zeit-
schritt ∆t abha¨ngige Stabilita¨tsgrenze fu¨r den maximal zula¨ssigen Wert von ∆τ exis-
tiert. Sie schlagen daher eine implizite Behandlung des ersten Summanden 3
2 ∆t
~W n+1i,j,k
von Gl. (2.68) vor und erhalten das gegenu¨ber Gl. (2.48) modifizierte Runge-Kutta-
Verfahren
~W
(0)
i,j,k =
~W ni,j,k
~W
(s)
i,j,k =
1
1 + βτ
[
~W
(0)
i,j,k + βτ
~W
(s−1)
i,j,k − αs
∆τ
Vi,j,k
~ˆ
R
(s−1)
i,j,k
]
, s = 1 . . . r (2.70)
~W n+1i,j,k =
~W
(r)
i,j,k
mit
βτ =
3
2
αs
∆τ
∆t
. (2.71)
Dieses Zeitintegrationsschema weist keine Beschra¨nkungen der Zeitschrittweite ∆τ
auf. Zur Verbesserung der Effizienz des expliziten Lo¨sungsalgorithmus ko¨nnen alle in
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Kapitel 2.2.4 beschriebenen Beschleunigungstechniken sowie die Vorkonditionierung
nach Kapitel 2.2.7 eingesetzt werden.
Das in Kapitel 2.2.5 beschriebene, nicht zeitgenaue implizite Verfahren zur Berechnung
der Turbulenzgleichungen kann ebenfalls in das duale Zeitschrittverfahren eingebun-
den werden, siehe Fassbender [35].
2.2.9 Parallelisierung
Die Parallelisierung von FLOWer wurde fu¨r Rechnerarchitekturen mit verteiltem Spei-
cher (”distributed memory“) vorgenommen. Bei diesen Systemen ist jedem Prozessorein eigener Speicher zugeordnet. Sobald wa¨hrend einer parallelen Rechnung Daten
eines anderen Prozessors beno¨tigt werden, mu¨ssen diese durch explizite Program-
manweisungen verschickt werden. Um die Zeit fu¨r die Kommunikation zu minimie-
ren, sollte die Menge der gesendeten Daten so klein wie mo¨glich sein. Dies wird in
FLOWer erreicht, indem ein gegebenes Mehrblocknetz blockweise auf die Prozessoren
aufgeteilt wird, so dass zur Berechnung der Stro¨mung (fast) ausschließlich der Aus-
tausch von Randwerten an Blocku¨berga¨ngen erforderlich ist. Die fu¨r die Kommuni-
kation zwischen den Prozessoren erforderlichen Programmanweisungen werden von
der CLIC-3D-Bibliothek (”Communication Library for Industrial Codes“) [86] bereit-gestellt, die ihrerseits auf der MPI-Bibliothek (”Message Passing Interface“) [101] be-ruht, siehe Bild 2.4. Die fu¨r viele Rechnerarchitekturen verfu¨gbare MPI-Bibliothek stellt
Rechnerarchitektur
Betriebssystem
MPI
CLIC−3D
FLOWer
Kommunikationsbefehle
anwendungsspezifische
standardisierte
Kommunikationsbefehle
herstellerspezifische
Kommunikationsbefehle
Anwendungsprogramm
Bild 2.4: Parallelisierungsmodell in FLOWer
standardisierte Befehle zum Verschicken von Daten bereit, wodurch eine systemun-
abha¨ngige Parallelisierung von Programmen ermo¨glicht wird. Die CLIC-3D-Bibliothek
nutzt die Befehle der MPI-Bibliothek, um dem Anwender spezielle Anweisungen fu¨r
Rechnungen auf blockstrukturierten Gittern zur Verfu¨gung zu stellen. Dies betrifft
beispielsweise den Austausch von Randwerten, die Datenausgabe, das Aufteilen der
Blo¨cke auf die Prozessoren und die Fehlerbehandlung. In der Ausgangsversion des
Stro¨mungslo¨sers FLOWer erfolgte die Kommunikation ausschließlich durch Aufrufe
der CLIC-3D-Bibliothek. Aufgrund ihres beschra¨nkten Funktionsumfangs war es je-
doch im Verlauf der hier vorgestellten Arbeiten erforderlich, neben den Anweisungen
der CLIC-3D-Bibliothek auch direkt Funktionen der MPI-Bibliothek fu¨r die Kommu-
nikation zu verwenden.
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Fu¨r eine parallele Rechnung wird FLOWer auf allen Prozessoren gleichzeitig gestartet,
wobei einer der Prozesse, der so genannte Master-Prozess, die Steuerung des Ablaufs
u¨bernimmt. Der Master-Prozess liest zuna¨chst die Steuerungsdaten fu¨r die Stro¨mungs-
berechnung ein, siehe Bild 2.5. Anschließend erfolgt von allen Prozessen ein Aufruf
Daten−
fluss
Strömungsberechnung für
eine Runge−Kutta Stufe
Schleife über alle
Mehrgitterschritte
Berechnung Lastverteilung
& Verschickung Eingabedaten
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Konvergenzinformation
Aufbereitung / Empfang
& Ausgabe der Ergebnisse
"forcing function"
ggf. Randaustausch für
Schleife über alle
Mehrgitterschritte
Strömungsberechnung für
eine Runge−Kutta Stufe
aufbereiten & verschicken
der Ergebnisse
Berechnung
Konvergenzinformation
"forcing function"
ggf. Randaustausch für
Schleife über alle
Runge−Kutta Stufen
Schleife über alle
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weiterer Daten (z. B. Gitter)
Start Prozess 1 (Master)
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Ende
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Empfang prozesslokaler Daten
Empfang prozesslokaler Daten
Randaustausch
Ende
Bild 2.5: Ablauf einer parallelen Rechnung mit zwei Prozessen
der CLIC-3D-Bibliothek, welche die Netzlogik einliest und darauf basierend die Netz-
blo¨cke den Prozessoren zuteilt. Um eine gleichma¨ßige Lastverteilung (”load balan-cing“) zu erzielen, wird eine a¨hnliche Summe an Netzpunkten pro Prozessor ange-
strebt. Nach dem Verschicken der Steuerungsdaten vom Master-Prozess an die ande-
ren Prozesse und dem Einlesen und Verteilen der Netzkoordinaten durch den Master-
Prozess wird die Stro¨mungsberechnung auf allen Prozessoren initialisiert. Bei der
nun folgenden iterativen Lo¨sung der Stro¨mungsgleichungen werden zu Beginn jeder
Runge-Kutta-Stufe die Randwerte an Blocku¨berga¨ngen ausgetauscht. Bei Mehrgitter-
rechnung erfolgt ein weiterer Randaustausch nach jedem Runge-Kutta-Zyklus fu¨r die
”forcing function“. Weitere Kommunikation zwischen den Prozessen ist am Ende einesMehrgitterzyklus fu¨r die Berechnung der Kraftbeiwerte und des globalen Residuums
erforderlich. Zum Abschluss der Stro¨mungsberechnung werden die berechneten Da-
ten an den Master-Prozess geschickt, der sie seinerseits in die Ausgabedateien schreibt.
Eine sequentielle Stro¨mungsberechnung erfolgt nach demselben Schema, wobei fu¨r
den Randaustausch entweder eine sequentielle Version der CLIC-3D-Bibliothek ge-
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nutzt werden kann oder die Funktionen der CLIC-3D durch entsprechende Algorith-
men von FLOWer ersetzt werden.
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Die Chima¨ren-Technik dient zur Flexibilisierung blockstrukturierter Verfahren. Sie
ermo¨glicht eine gegenseitige U¨berlappung der Blo¨cke eines Mehrblockgitters und ist
somit bei der Netzgenerierung eine Alternative zu den konventionellen Blocku¨ber-
ga¨ngen, siehe Bild 3.1. U¨berlappende Netze wurden erstmals von Benek et al. [8] zur
Netz 3
Netz 4
N
et
z 
2Netz 1
Bild 3.1: U¨berlappende Rechengitter
Lo¨sung der Euler-Gleichungen eingesetzt. Eine U¨bersicht u¨ber den aktuellen Stand
der Technik wurde bereits in Kapitel 1.4.1 gegeben. Den mathematischen Hintergrund
bilden die Gebietszerlegungsmethoden nach Schwarz, siehe z. B. Smith et al. [100].
In der griechischen Mythologie bezeichnet die ”Chima¨re“ ein Fabelwesen, welchesvorn ein Lo¨we, in der Mitte eine Ziege und hinten eine Schlange ist. Das Tier wurde
als Namensgeber fu¨r die Chima¨ren-Technik gewa¨hlt, da u¨berlappende Gitter oftmals
aus bereits vorhandenen Netzen neu zusammengestellt werden.
Die Beschreibung der Chima¨ren-Technik beginnt in Kapitel 3.1 mit der Darstellung
der Grundlagen, bevor anschließend in Kapitel 3.2 auf die spezifischen in FLOWer
implementierten Algorithmen eingegangen wird. In Kapitel 3.3 wird schließlich ei-
ne Methode zur Berechnung globaler Kra¨fte und Momente bei Chima¨ren-Netzen mit
U¨berlappungen auf Ko¨rberoberfla¨chen beschrieben.
3.1 Grundlagen
Zur Erla¨uterung der Chima¨ren-Technik dient Bild 3.2. Es zeigt ein ko¨rperangepasstes
Netz um ein Profil, welches in ein kartesisches Gitter eingebettet ist. Im Folgenden
werden ko¨rperangepasste Netze auch Komponentennetze genannt, wa¨hrend mit Hin-
tergrundgitter solche Netze bezeichnet werden, die keinen Ko¨rper beinhalten, aber das
Stro¨mungsfeld bis zur Fernfeldberandung u¨berdecken. Sowohl Komponentennetze als
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Hintergrundgitter
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Lochrand-
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Bild 3.2: Beispiel eines Chima¨ren-Gitters, links: U¨bersicht mit Darstellung des Lochs, rechts:
Detail mit Orten der Interpolation, graue Punkte: Interpolation fu¨r Zellzentren des Kompo-
nentengitters, schwarze Punkte: Interpolation fu¨r Zellzentren des Hintergrundgitters
auch Hintergrundgitter ko¨nnen jeweils Mehrblocknetze sein. Von dem in Bild 3.2, links
dargestellten kartesischen Hintergrundnetz befinden sich einige Netzzellen im Innern
des Profils. Da fu¨r diese Zellen keine Stro¨mungslo¨sung berechnet werden kann, sind
sie ausgeblendet und werden wa¨hrend der Stro¨mungsberechnung nicht weiter be-
trachtet. Die ausgeblendeten Zellen werden auch als Loch im Rechengitter bezeichnet.
Wa¨hrend der Lo¨sung der Stro¨mungsgleichungen mu¨ssen an den Berandungen der
Gitter Stro¨mungswerte als Randbedingung vorgegeben werden. Fu¨r die Zellen an der
a¨ußeren Berandung des Profilnetzes werden zu diesem Zweck Stro¨mungswerte aus
dem Hintergrundgitter interpoliert, siehe Bild 3.2, rechts. In dem Hintergrundgitter
erzeugt das Loch eine ku¨nstliche Berandung, so dass fu¨r die Zellen um das Loch her-
um Stro¨mungsdaten aus dem Profilgitter interpoliert werden. Da die Interpolation nur
an Block- bzw. Lochra¨ndern erfolgt, wird im U¨berlappungsgebiet auf beiden Rechen-
gittern eine Stro¨mungslo¨sung berechnet.
Die Auswahl der zu interpolierenden Stro¨mungsgro¨ßen ist nicht festgelegt. Allerdings
hat Wu [118] gezeigt, dass bei einer Interpolation der Flu¨sse unterschiedliche Lo¨sun-
gen auf den sich u¨berlappenden Gittern entstehen ko¨nnen. Um dieses zu verhindern,
werden in dieser Arbeit die konservativen Variablen interpoliert. Die erforderliche
Genauigkeit der Interpolationsvorschrift kann mit einer in Anhang B.1 angegebenen
Gleichung von Chesshire und Henshaw [26] bestimmt werden. Fu¨r den in dieser Ar-
beit betrachteten Fall der mit einem Abbruchfehler von zweiter Ordnung diskretisier-
ten Navier-Stokes-Gleichungen bei Verwendung einer Lochdefinition ohne U¨berlap-
pungsminimierung ist demnach eine trilineare Interpolation ausreichend.
Bei einer Stro¨mungsberechnung auf einem u¨berlappenden Gitter mu¨ssen die Loch-
punkte von der Berechnung der Stro¨mungsdaten ausgenommen werden. Zu die-
sem Zweck wird bei Chima¨ren-Rechnungen fu¨r jede Netzzelle ein zusa¨tzlicher Wert
IBLANK gespeichert, wobei IBLANK = 1 eine Berechnung der Stro¨mung bedeutet
und IBLANK = 0 das Unterbinden einer Stro¨mungsberechnung. IBLANK = 0 gilt
somit fu¨r alle Lochpunkte und fu¨r alle Punkte, fu¨r die Stro¨mungsdaten aus anderen
Gittern interpoliert werden. Die Beru¨cksichtigung des Wertes von IBLANK erfolgt bei
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einem rein expliziten Lo¨sungsverfahren ohne Mehrgitterbeschleunigung ausschließ-
lich bei der Addition des Residuums zu der alten Stro¨mungslo¨sung, indem das Resi-
duum mit IBLANK multipliziert wird. Fu¨r das Runge-Kutta-Zeitintegrationsverfahren
nach Gl. (2.48) lautet die entsprechende Modifikation
~W
(s)
i,j,k =
~W
(0)
i,j,k − IBLANK · αs
∆t
Vi,j,k
~R
(s−1)
i,j,k , s = 1 . . . r . (3.1)
3.2 Implementierung des Chima¨ren-Verfahrens
Die Implementierung eines Chima¨ren-Verfahrens kann in mehrere Schritte unterteilt
werden: Zuna¨chst ist ein Algorithmus erforderlich, mit dem die Lochzellen definiert
werden. Die entsprechende Vorgehensweise wird in Kapitel 3.2.1 beschrieben. An-
schließend mu¨ssen geeignete Spenderzellen fu¨r die Interpolation von Stro¨mungsda-
ten gesucht und die Interpolationskoeffizienten ermittelt werden. Auf diese Thema-
tik wird in Kapitel 3.2.2 eingegangen. Als notwendige Erga¨nzung wird in Kapitel
3.2.3 gezeigt, wie zur Vermeidung von Interpolationsfehlern die Berechnung der In-
terpolationskoeffizienten bei sich auf Ko¨rperoberfla¨chen u¨berlappenden Netzen an-
gepasst werden muss. Die fu¨r Chima¨ren-Rechnungen no¨tigen Erweiterungen des in
dieser Arbeit verwendeten Verfahrens zur Lo¨sung der Stro¨mungsgleichungen werden
schließlich in Kapitel 3.2.4 beschrieben. Der Schwerpunkt liegt dabei auf der Anpas-
sung der impliziten Operationen sowie des Mehrgitter-Algorithmus. Die Chima¨ren-
Technik ermo¨glicht auch eine einfache Berechnung von instationa¨ren Stro¨mungen um
sich relativ zueinander bewegende Ko¨rper. Die hierfu¨r erforderlichen Erweiterungen
des Stro¨mungslo¨sers werden in Kapitel 3.2.5 dargestellt. Kapitel 3.2.6 gibt schließlich
eine U¨bersicht u¨ber die zur Parallelisierung des Chima¨ren-Verfahrens erforderlichen
Schritte.
Im Rahmen der vorliegenden Arbeit wurde die Chima¨ren-Technik in FLOWer we-
sentlich weiterentwickelt. Als wichtigste Neuerungen gegenu¨ber dem in Kapitel 1.4.2
beschriebenen Ausgangsverfahren wurde ein neuer Suchalgorithmus implementiert,
ein Korrekturverfahren bei Netzu¨berlappungen auf Ko¨rperoberfla¨chen entwickelt, die
Verkettung von Bewegungen bei instationa¨ren Rechnungen ermo¨glicht und eine paral-
lelisierbare Datenstruktur eingefu¨hrt. Zusa¨tzlich wurde die Bedienung der Chima¨ren-
Technik vereinfacht, ihre Zuverla¨ssigkeit erho¨ht und die Ablaufgeschwindigkeit deut-
lich gesteigert. Von dem urspru¨nglichen Ausgangsverfahren blieben in u¨berarbeiteter
Form die Methode zur Lochdefinition, ein spezieller Suchalgorithmus fu¨r kartesische
Netze und die Vorgehensweise bei nicht ausreichender Netzu¨berlappung erhalten.
Im Vergleich zu der in Kapitel 1.4.1 vorgestellten Methode von Parks et al. [76] und
Suhs et al. [103] zur Berechnung der Interpolationskoeffizienten bei Netzu¨berlap-
pungen auf Ko¨rperoberfla¨chen erfordert die hier beschriebene Vorgehensweise keine
Vera¨nderung der Rechengitter. Die bei instationa¨ren Stro¨mungssimulationen notwen-
dige Beru¨cksichtigung der vera¨nderlichen Lochform bei der Definition der Interpola-
tionspunkte ist ebenfalls in der Literatur nicht bekannt.
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3.2.1 Lochdefinition
Der erste Schritt bei einer Chima¨ren-Rechnung ist das Ausblenden von Netzzellen, die
sich im Innern eines Ko¨rpers befinden. Bei dem in dieser Arbeit genutzten Vorgehen
werden dazu vom Anwender fu¨r jeden Ko¨rper ein oder mehrere Netze erstellt, die den
Ko¨rper vollsta¨ndig u¨berdecken. Die Netze werden im Folgenden ”Lochdefinitionsgit-ter“ genannt. Alle Zellmittelpunkte der Rechengitter, die den Ko¨rper u¨berlappen, wer-
den nun daraufhin getestet, ob sie sich innerhalb des Lochdefinitionsgitters befinden.
Gegebenenfalls werden die entsprechenden Zellen ausgeblendet (IBLANK = 0) und
von der Stro¨mungsberechnung ausgenommen, siehe Bild 3.3.
Bild 3.3: Lochdefinition mit Hilfsgitter
Die Bestimmung der auszublendenden Zellen erfolgt zur Minimierung der Rechenzeit
in mehreren Schritten: Zuna¨chst wird u¨berpru¨ft, ob sich das Zentrum der gegebenen
Zelle innerhalb eines Quaders befindet, der das gesamte Lochdefinitionsgitter umgibt.
War dieser Test erfolgreich, dann werden alle Zellen des Lochdefinitionsgitters iden-
tifiziert, deren umschließender Quader das Zellzentrum der zu pru¨fenden Zelle bein-
haltet. Nur fu¨r diese Zellen des Lochdefinitionsgitters wird schließlich ein exakter Test
durchgefu¨hrt, ob sie das Zellzentrum beinhalten. Dazu wird entsprechend der von
Pahlke [75] gewa¨hlten Vorgehensweise die Zelle in sechs Tetraeder aufgeteilt, siehe
Bild 3.4, links, und getestet, ob sich das Zellzentrum in einem der Tetraeder befindet.
P1 P2
P3
4P
Pz
i
k j
Bild 3.4: Unterteilung einer Zelle in Tetraeder und Bezeichnung der Ecken eines Tetraeders
Dies erfolgt durch Lo¨sung des linearen Gleichungssystems
γ1 (~x2 − ~x1) + γ2 (~x3 − ~x1) + γ3 (~x4 − ~x1) = ~xz − ~x1 , (3.2)
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wobei ~x1 . . . ~x4 die Eckkoordinaten eines Tetraeders bezeichnen und ~xz das Zentrum
der zu pru¨fenden Zelle, vgl. Bild 3.4, rechts. Sofern fu¨r die Koeffizienten γ1, γ2, γ3 ≥ 0;
γ1 + γ2 + γ3 ≤ 1 gilt, befindet sich das Zellzentrum im Innern des Tetraeders und die
Zelle ist auszublenden.
Ein Lochdefinitionsgitter besteht im Allgemeinen aus einer bis ca. 1000 Zellen. Wegen
der geringen Zellenzahl ist die fu¨r die Lochdefinition beno¨tigte Rechenzeit klein im
Vergleich zur Dauer eines Iterationsschritts bei der Lo¨sung der Stro¨mungsgleichungen,
so dass der Einsatz eines ho¨herwertigen Suchverfahrens nicht erforderlich ist.
Fu¨r die Hilfszellen an den Berandungen der Blo¨cke muss ebenfalls ermittelt werden,
ob sie auszublenden sind. Je nach Randbedingung ist dabei ein unterschiedliches Vor-
gehen erforderlich: Bei Blocku¨berga¨ngen werden in der ersten bzw. zweiten Hilfs-
schicht dieselben Zellen ausgeblendet, wie in der ersten bzw. zweiten inneren Zell-
schicht des benachbarten Netzblocks. Bei allen anderen Randbedingungen wird der
Wert von IBLANK in den Hilfszellen aus der na¨chsten ersten inneren Zelle kopiert.
Im weiteren Verlauf einer Chima¨ren-Rechnung werden an den Lochra¨ndern
Stro¨mungsdaten aus anderen Gittern interpoliert. Daher hat die Gro¨ße und Form der
Lochdefinitionsgitter einen wichtigen Einfluss auf den Interpolationsfehler. Beispiels-
weise sollten die Gitter etwas gro¨ßer als die tatsa¨chliche Ko¨rpergro¨ße gewa¨hlt werden,
damit nicht in Gebieten mit hohen Gradienten, wie zum Beispiel Grenzschichten oder
Verdichtungssto¨ßen, interpoliert wird.
Im Rahmen dieser Arbeit haben sich zwei Vorgehensweisen fu¨r die Erstellung von
Lochdefinitionsgittern bewa¨hrt: Bei einfachen Ko¨rpergeometrien bestehen die Loch-
definitionsgitter ha¨ufig aus weniger als zehn Netzzellen, so dass die Koordinaten ma-
nuell festgelegt werden ko¨nnen. Bei komplexeren Geometrien bietet es sich dagegen
an, aus den Rechengittern die Koordinaten der Ko¨rperoberfla¨chen zu extrahieren und
auf deren Basis ein oder mehrere das Innere des Ko¨rpers ausfu¨llende Volumengitter zu
erstellen. Anschließend wird das Netz etwas vergro¨ßert, indem die Koordinaten der
Punkte an der Oberfla¨che in Richtung der Oberfla¨chennormalenvektoren verschoben
werden. Als letzter Schritt sollte das Gitter vergro¨bert werden, um die fu¨r die Loch-
definition beno¨tigte Zeit zu minimieren. Bei der Erstellung der Lochdefinitionsgitter
werden keine besonderen Anspru¨che an die Netzqualita¨t gestellt. Auch eine beliebige
U¨berlappung der Gitter ist zula¨ssig.
3.2.2 Suche nach Spenderzellen und Interpolation
Im Anschluss an die Lochdefinition werden die Zellen ermittelt, fu¨r die Daten aus
anderen Netzen interpoliert werden mu¨ssen. Diese Zellen werden nachfolgend auch
”Empfa¨ngerzellen“ genannt. Zur Bestimmung der Empfa¨ngerzellen an Lochra¨ndernwerden alle Zellen identifiziert, bei denen der ra¨umliche Diskretisierungsoperator
wa¨hrend der Stro¨mungsberechnung auf Lochzellen zugreifen wu¨rde. Bei dem in die-
ser Arbeit verwendeten Verfahren nach Kapitel 2 sind demnach zwei Schichten mit
Empfa¨ngerzellen um das Loch herum erforderlich. An Blockra¨ndern mit Chima¨ren-
Randbedingung werden die Empfa¨ngerzellen durch die Zellen der ersten Hilfsschicht
und die der ersten inneren Zellschicht gebildet. Dieses von der Vorgabe anderer Rand-
bedingungen abweichende Vorgehen, bei dem Randwerte in der ersten bzw. zweiten
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Hilfsschicht vorgegeben werden, erlaubt eine bessere Kontrolle der genauen Position
der Empfa¨ngerzellen. Die Geometrie der Hilfsschichten ist einem Anwender im Allge-
meinen nicht bekannt, da deren Koordinaten erst zu Beginn einer Stro¨mungssimulati-
on durch lineare Extrapolation der Koordinaten aus dem Gitterinneren bestimmt wer-
den. Allen Empfa¨ngerzellen wird, wie bereits den Lochzellen, der Wert IBLANK = 0
zugewiesen, damit fu¨r sie keine Stro¨mungslo¨sung berechnet wird. Fu¨r alle anderen
Zellen gilt IBLANK = 1.
Fu¨r die Interpolation von Stro¨mungsdaten mu¨ssen nun fu¨r die Empfa¨ngerzellen
geeignete ”Spenderzellen“ in den u¨berlappenden Gittern ermittelt werden. Da dieStro¨mungsgro¨ßen den Zellzentren zugeordnet sind, erfolgt die Bestimmung der In-
terpolationskoeffizienten basierend auf den so genannten dualen Netzen. Diese entste-
hen durch die Verbindung der Zellzentren des originalen Netzes, siehe Bild 3.5. Wegen
Bild 3.5: Netz (—) und durch Verbindung der Zellzentren (•) entstehendes duales Gitter (- - -)
der beliebigen Form der u¨berlappenden Gitter ist nicht a priori bekannt, welche Spen-
derzelle des dualen Gitters das im Folgenden ”Empfa¨ngerpunkt“ genannte Zentrumder Empfa¨ngerzelle beinhaltet. Daher ist ein Suchvorgang erforderlich, der in dieser
Arbeit alle nicht die Empfa¨ngerzelle beinhaltenden Komponenten- und Hintergrund-
netze umfasst. Eine vom Anwender vorzunehmende genauere Spezifikation, welche
Netze zu durchsuchen sind, ist bei einer großen Anzahl von Blo¨cken praktisch nicht
mo¨glich.
Zur Minimierung der Suchzeit wurde im Rahmen dieser Arbeit ein ”Alternating Di-gital Tree“-Suchalgorithmus (ADT) nach Bonet und Peraire [17] in FLOWer imple-
mentiert. Das in Anhang B.2 ausfu¨hrlich beschriebene Verfahren identifiziert aus ei-
ner Menge von N Objekten alle Objekte, die sich mit einem gegebenen u¨berschnei-
den. Die U¨berschneidung wird anhand der minimalen und maximalen Erstreckung
der Objekte festgestellt. Zur Speicherung der N Objekte dient eine baumartige Daten-
struktur. Diese ermo¨glicht das Auffinden der gesuchten Objekte mit einem Aufwand
proportional zu log2N Operationen. Fu¨r die bei Chima¨ren-Anwendungen erforder-
liche Suche nach Spenderzellen werden die minimalen und maximalen Koordinaten
der Zellen des Spendergitters in dem ADT-Suchbaum gespeichert, so dass wa¨hrend
des Suchvorgangs alle Zellen identifiziert werden, deren umschreibende Quader den
Empfa¨ngerpunkt beinhalten. Fu¨r die getroffene Vorauswahl der Zellen muss anschlie-
ßend mit einem genauen Testverfahren bestimmt werden, ob sie den Empfa¨ngerpunkt
beinhalten.
Das ADT-Suchverfahren findet bei Chima¨ren-Anwendungen unabha¨ngig von der
Netztopologie immer die gesuchte Spenderzelle und ist damit zum Beispiel einem
Sprungalgorithmus (vgl. Kapitel 1.4.1) u¨berlegen. Weiterhin weist es ein sinnvolles
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Verha¨ltnis von Speicherplatzbedarf und Zugriffszeit auf. Andere Suchalgorithmen,
wie beispielsweise die ”Inverse Map“ (vgl. Kapitel 1.4.1), ko¨nnen zwar schneller sein,beno¨tigen aber bei feinen Netzen deutlich mehr Speicherplatz, siehe Benoit und Jean-
favre [11].
Fu¨r die genaue U¨berpru¨fung, welche der vom ADT-Suchverfahren gelieferte Spen-
derzelle den Empfa¨ngerpunkt tatsa¨chlich beinhaltet, werden die Zellen entsprechend
Bild 3.4 in sechs Tetraeder zerlegt und die Koeffizienten gema¨ß Gl. (3.2) berech-
net. Sofern fu¨r die Koeffizienten γ1, γ2, γ3 ≥ 0; γ1 + γ2 + γ3 ≤ 1 gilt, befindet sich der
Empfa¨ngerpunkt innerhalb des Tetraeders.
Die gefundene Spenderzelle des dualen Gitters kann nun zur Interpolation von Da-
ten wa¨hrend der Stro¨mungsberechnung genutzt werden. Wie in Kapitel 3.1 beschrie-
ben, ist dazu eine lineare Interpolationsvorschrift erforderlich. Daher ko¨nnen die
nach Gl. (3.2) berechneten Koeffizienten γ1, γ2, γ3 auch zur trilinearen Interpolation
von Daten aus den das Tetraeder aufspannenden Zellzentren verwendet werden. Als
zusa¨tzliche Bedingung muss dabei fu¨r die zur Interpolation verwendeten Zellzentren
IBLANK = 1 gelten, da sonst auf Lochzellen bzw. Lochrandzellen zugegriffen wird.
Falls der Empfa¨ngerpunkt von mehreren Gittern u¨berlappt wird, ergibt der Suchvor-
gang mehrere mo¨gliche Spenderzellen. In diesem Fall wird zur Interpolation die Zel-
le mit dem kleinsten Volumen verwendet, da auf feinen Rechengittern im Allgemei-
nen der Diskretisierungsfehler am geringsten und damit die Stro¨mungslo¨sung am ge-
nauesten ist.
Alternativ zu der hier verwendeten Interpolationsmethode auf Basis von vier Zellzen-
tren, ko¨nnen auch alle acht Eckpunkte der dualen Zelle in die trilineare Interpolati-
onsvorschrift einbezogen werden. Fu¨r eine beliebig geformte hexaederfo¨rmige Zelle
ergibt sich ein nichtlineares Gleichungssystem, das iterativ gelo¨st werden muss, siehe
z. B. Prewitt et al. [80]. Das Gleichungssystem kann jedoch bei stark deformierten Zel-
len singula¨r und somit nicht lo¨sbar werden, so dass der Ansatz in dieser Arbeit nicht
verfolgt wird.
Bei Chima¨ren-Rechnungen werden ha¨ufig kartesische Netze mit parallel zu den Ko-
ordinatenachsen verlaufenden Netzlinien und oftmals nicht-a¨quidistantem Punktab-
stand als Hintergrundgitter verwendet. Zum Durchsuchen der Gitter nach einer Spen-
derzelle kann ebenfalls die ADT-Suchmethode verwendet werden. Besser geeignet
fu¨r diesen Gittertyp ist aber der nachfolgende, bereits in der Ausgangsversion des
Stro¨mungslo¨sers verfu¨gbare Algorithmus aufgrund seiner ho¨heren Ausfu¨hrgeschwin-
digkeit und des geringeren Speicherplatzbedarfs (vgl. Heinrich [40]). Wegen der paral-
lel zu den Koordinatenachsen verlaufenden Netzlinien der kartesischen Gitter ko¨nnen
die i, j, k-Indizes der Spenderzelle unabha¨ngig voneinander bestimmt werden. Dabei
wird als erstes eine a¨quidistante Netzpunktverteilung angenommen. Fu¨r diese ko¨nnen
mit Hilfe der Koordinaten des Anfangs- und Endpunkts der Netzlinie und den Koordi-
naten des Empfa¨ngerpunkts die Indizes der Spenderzelle analytisch berechnet werden.
Befindet sich der Empfa¨ngerpunkt nicht in der ermittelten Zelle, liegt eine nicht a¨qui-
distante Punktverteilung vor. In diesem Fall wird die Spenderzelle mit Hilfe eines Bi-
sektionsverfahrens auf Basis der Netzpunktverteilung ermittelt. Zur Bestimmung der
Interpolationskoeffizienten wird die gefundene Netzzelle, wie bereits beschrieben, in
sechs Tetraeder zerlegt.
Falls die U¨berlappung zwischen zwei Netzen nicht ausreichend ist, wird fu¨r einen
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Empfa¨ngerpunkt keine Spenderzelle gefunden. Die erforderliche Nachbesserung der
Gitter kann bei komplexen Gittersystemen jedoch sehr aufwa¨ndig sein. Daher sollte
eine Stro¨mungsberechnung auch bei nicht ausreichender U¨berlappung mo¨glich sein,
wozu fu¨r die nichtinterpolierbaren Empfa¨ngerpunkte sinnvolle Stro¨mungswerte vor-
gegeben werden mu¨ssen. Zu diesem Zweck werden fu¨r jeden nichtinterpolierbaren
Empfa¨ngerpunkt alle potentiellen Spendernetze nach der Zelle durchsucht, deren Zen-
trum den geringsten Abstand zu dem Empfa¨ngerpunkt hat und fu¨r die IBLANK = 1
gilt. Die Stro¨mungswerte der gefundenen Zelle werden nun wa¨hrend der Stro¨mungs-
berechnung zur Vorgabe von Stro¨mungswerten fu¨r die Empfa¨ngerzelle benutzt. Die
beschriebene Vorgehensweise reduziert die Genauigkeit der Stro¨mungsberechnung,
so dass die Zahl der nichtinterpolierbaren Empfa¨ngerpunkte gering sein sollte.
3.2.3 Netzu¨berlappung auf Ko¨rperoberfla¨chen
In einem Chima¨ren-Gittersystem ko¨nnen sich die Netze auch auf einer Ko¨rperober-
fla¨che u¨berlappen, siehe Bild 3.6. In diesem Fall ist das in Kapitel 3.2.2 beschriebene
Bild 3.6: Netzu¨berlappung auf Ko¨rperoberfla¨che (Flu¨gel-Rumpf-U¨bergang)
Verfahren zur Suche nach einer Spenderzelle und Ermittlung der Interpolationsko-
effizienten unzureichend, da die verwendete ra¨umliche Diskretisierung einen ra¨um-
lichen Fehler der Interpolationskoeffizienten in der Na¨he gekru¨mmter Ko¨rperober-
fla¨chen verursacht. Der Fehler ist eine Folge der geraden Verbindungslinien zwischen
den Netzknoten, die nicht dem gekru¨mmtem Verlauf der Ko¨rperoberfla¨che folgen. Zur
Erla¨uterung ist in Bild 3.7 ein Schnitt durch zwei u¨berlappende Rechengitter gezeigt,
wobei links die originalen Gitter und rechts die fu¨r die Berechnung der Interpolati-
onskoeffizienten genutzten dualen Gitter dargestellt sind. Zusa¨tzlich sind in Bild 3.7,
rechts die dualen Oberfla¨chengitter Ew und Sw eingezeichnet, die sich durch die Ver-
bindung der Mittelpunkte der Zellseitenfla¨chen auf der Ko¨rperoberfla¨che ergeben. Fu¨r
den in Bild 3.7, rechts angegebenen Empfa¨ngerpunkt ~xE betra¨gt der tatsa¨chliche Wand-
abstand dw. Bezogen auf das Empfa¨ngergitter betra¨gt der Wandabstand jedoch dE und
in Bezug auf das Spendergitter lautet der Abstand dS , wobei im vorgestellten Fall
dw 6= dE 6= dS gilt. Fu¨r die genaue Interpolation von Daten ist die Abweichung von
dw und dE nicht von Bedeutung. Der Unterschied zwischen dE und dS verursacht aller-
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Körperoberfläche
Empfänger− Spender−
gittergitter
PSfrag replacements
~xE~xE
dw dE
dS
Ew
Sw
Bild 3.7: Mehrdeutiger Wandabstand fu¨r einen Empfa¨ngerpunkt ~xE , links: Schnitt durch Re-
chengitter, rechts: Schnitt durch duale Gitter
dings einen ra¨umlichen Interpolationsfehler, da die interpolierten Stro¨mungsgro¨ßen
fu¨r einen anderen Wandabstand gelten, als fu¨r den Empfa¨ngerpunkt erforderlich. Als
Folge ko¨nnen zum Beispiel Fehler bei der Interpolation von Stro¨mungsdaten inner-
halb von Grenzschichten entstehen. Bei konvex gewo¨lbten Oberfla¨chen kann sich ein
Empfa¨ngerpunkt auch außerhalb des Spendergitters befinden, so dass eine Berech-
nung von Interpolationskoeffizienten nicht mo¨glich ist.
Um die genaue Berechnung der Interpolationskoeffizienten zu ermo¨glichen, wird
ein virtueller Empfa¨ngerpunkt ~˜xE eingefu¨hrt, der durch eine Verschiebung des
Empfa¨ngerpunkts ~xE normal zur Ko¨rperoberfla¨che entsteht, siehe Bild 3.8, links. Die
Verschiebung wird dabei so gewa¨hlt, dass der Abstand d˜S des virtuellen Empfa¨nger-
punkts von dem dualen Oberfla¨chengitter des Spendernetzes und der Abstand dE des
originalen Empfa¨ngerpunkts von dem dualen Oberfla¨chengitter des Empfa¨ngernetzes
in Wandna¨he identisch sind.
Empfänger−
gitter
Körper−
oberfläche
Spender−
gitter
PSfrag replacements
~xE
~xE ~˜xE
~xE ,w
~nE ,w
|∆dE ,S|
= |dE - dS |
Ew
Ew
SwSw
dEdS
d˜S
δE ,w δS,w
Bild 3.8: Berechnung der Koordinaten des virtuellen Empfa¨ngerpunkts, links: Position des vir-
tuellen Empfa¨ngerpunkts ~˜xE , rechts: Bezeichnungen
Als erster Schritt bei der Berechnung der Koordinaten des virtuellen Empfa¨ngerpunkts
~˜xE wird fu¨r einen gegebenen Empfa¨ngerpunkt ~xE der na¨chste Punkt des dualen Ober-
fla¨chengitters des Empfa¨ngernetzes ~xE ,w ermittelt, siehe Bild 3.8, rechts. Fu¨r diesen
Punkt wird der Oberfla¨chennormalenvektor ~nE ,w bestimmt. Die Koordinaten von ~xE ,w
werden nun auf das duale Oberfla¨chengitter Sw des Spendernetzes projiziert. Da die
entsprechende Zelle des Oberfla¨chengitters Sw zuna¨chst unbekannt ist, wird sie mit ei-
nem ADT-Suchverfahren ermittelt (vgl. Anhang B.2). Fu¨r die Vorbereitung der Suche
wird den Zellen des Oberfla¨chengitters Sw eine endliche Dicke 2δS,w zugewiesen, da-
mit die Zellen die tatsa¨chliche Oberfla¨che beinhalten. Die Berechnungsvorschrift fu¨r
δS,w ist in Anhang B.3 angegeben. Analog wird auch ein Bereich δE ,w fu¨r die Ablage
des Punkts ~xE ,w von der Oberfla¨che ermittelt. Anschließend erfolgt die Speicherung
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der minimalen und maximalen Koordinaten der aufgedickten Oberfla¨chenzellen im
ADT-Suchbaum. Fu¨r den Suchvorgang wird der Wandpunkt ~xE ,w mit einem Quader
der Kantenla¨nge 2δE ,w umschrieben, so dass dieser einen Teil der Oberfla¨che beinhaltet
und sich auf jeden Fall mit der gesuchten Oberfla¨chenzelle u¨berlappt.
Die mit Hilfe des ADT-Verfahrens ermittelten Zellen des Oberfla¨chengitters Sw werden
jeweils in zwei Dreiecke zerlegt. Die Orientierung der Dreiecke muss dabei so gewa¨hlt
werden, wie sie sich auf der Zellseitenfla¨che bei Zerlegung der angrenzenden Zelle in
sechs Tetraeder gema¨ß Bild 3.4 ergibt. Auf Basis der Eckpunkte eines Dreiecks x1, x2, x3
wird nun eine Ebene gebildet auf die der Punkt ~xE ,w projiziert wird. Der Schnittpunkt
der Ebene mit der Projektionsgeraden folgt durch lo¨sen des linearen Gleichungssys-
tems
~x1 + (~x2 − ~x1) · γ1 + (~x3 − ~x1) · γ2 = ~xE ,w + ~nE ,w ·∆dE ,S (3.3)
fu¨r die unbekannten Koeffizienten γ1, γ2,∆dE ,S . Sofern fu¨r die Koeffizienten γ1, γ2 ≥ 0,
γ1 + γ2 ≤ 1 gilt, durchdringt die Projektionsgerade das Dreieck. Bei komplex geform-
ten Ko¨rpern schneidet die Projektionsgerade gegebenenfalls mehrfach die Ko¨rperober-
fla¨che. Daher wird zusa¨tzlich gefordert, dass die Oberfla¨chennormalenvektoren am
Punkt ~xE ,w und am projizierten Punkt in dieselbe Richtung zeigen
~nE ,w · ~nS,w > 0 , (3.4)
und dass fu¨r den Abstand zwischen den beiden Punkten
|∆dE ,S| ≤ δE ,w + δS,w (3.5)
gilt, mit den bereits fu¨r das ADT-Suchverfahren berechneten maximalen Wandablagen
δE ,w und δS,w.
Sind alle Bedingungen zutreffend, ist das gesuchte Wandelement des Spendergitters
gefunden und der Punkt ~xE ,w kann mit dem Verschiebevektor ~nE ,w · ∆dE ,S auf das
Wandelement projiziert werden. Der Wandabstand des Empfa¨ngerpunkts in Bezug auf
das Oberfla¨chengitter des Spendergitters Sw ergibt sich somit zu
dS = dE −∆dE ,S = |~xE − ~xE ,w − ~nE ,w ·∆dE ,S | . (3.6)
Damit bei der Dateninterpolation der Wandabstand d˜S des Interpolationspunkts im
Spendernetz gleich dem Wandabstand dE des Empfa¨ngerpunkts im Empfa¨ngernetz
ist, muss fu¨r den virtuellen Empfa¨ngerpunkt ~˜xE die Beziehung
d˜S = dE mit d˜S = |~˜xE − ~xE ,w − ~nE ,w ·∆dE ,S|
dE = |~xE − ~xE ,w|
(3.7)
gelten, vergleiche Bild 3.8, links. Daraus folgt
~˜xE = ~xE + ~nE ,w ·∆dE ,S . (3.8)
Die Korrektur soll nur in Wandna¨he durchgefu¨hrt werden, wa¨hrend bei großen Wand-
absta¨nden die Koordinaten des Empfa¨ngerpunkts und des virtuellen Empfa¨nger-
punkts identisch sein sollen. Dies fu¨hrt auf die endgu¨ltige Berechnungsvorschrift fu¨r
die Koordinaten des virtuellen Empfa¨ngerpunkts
~˜xE =


~xE + ~nE ,w ·∆dE ,S falls 0 ≤ |~xE − ~xE ,w| < d1
~xE + ~nE ,w ·∆dE ,S · d2−|~xE−~xE,w |d2−d1 falls d1 ≤ |~xE − ~xE ,w| < d2
~xE falls d2 ≤ |~xE − ~xE ,w|
. (3.9)
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Die Wandabsta¨nde d1 und d2 geben den Anfang bzw. das Ende des linearen U¨ber-
gangsbereichs von voller zu keiner Verschiebung an. Sie werden in Abha¨ngigkeit vom
Betrag der Verschiebung gewa¨hlt
d1 = 10 · |∆dE ,S| , d2 = 30 · |∆dE ,S| . (3.10)
Die Koordinaten des virtuellen Empfa¨ngerpunkts ~˜xE ko¨nnen nun, wie in Kapitel 3.2.2
beschrieben, zur Berechnung der Interpolationskoeffizienten verwendet werden. Die
durchgefu¨hrte Korrektur zur genauen Dateninterpolation in Wandna¨he ist nur fu¨r das
betrachtete Spendergitter gu¨ltig. Sie muss daher bei mehreren sich u¨berlappenden Git-
tern fu¨r jedes der Spendergitter gesondert durchgefu¨hrt werden.
3.2.4 Erweiterungen des Lo¨sungsverfahrens
Fu¨r Chima¨ren-Rechnungen sind nur geringfu¨gige Anpassungen des in Kapitel 2 be-
schriebenen Verfahrens zur Lo¨sung der Stro¨mungsgleichungen erforderlich. Wie be-
reits in Kapitel 3.1 gezeigt, ist fu¨r den expliziten Teil des Lo¨sungsverfahrens ledig-
lich bei der Addition des Residuums zu den alten Stro¨mungswerten der Wert von
IBLANK zu beru¨cksichtigen, vgl. Gl. (3.1).
Fu¨r die Anpassung der zur Konvergenzbeschleunigung eingesetzten impliziten Resi-
duengla¨ttung werden vor und nach der Gla¨ttung sa¨mtliche Residuen mit IBLANK
durchmultipliziert. Anschließend wird Gl. (2.54) in unvera¨nderter Form angewendet.
Bei der impliziten Behandlung der Turbulenzgleichungen werden zu Beginn des im-
pliziten Zeitschritts alle Residuen mit IBLANK multipliziert. Entsprechend wird auch
mit den Zwischenergebnissen des DDADI-Verfahrens vorgegangen.
Sofern die Mehrgitter-Beschleunigungstechnik verwendet wird, mu¨ssen auch auf den
groben Netzebenen Lo¨cher definiert werden. In FLOWer werden dazu alle Zellen ei-
nes groben Gitters ausgeblendet, bei denen die Restriktions- oder Interpolationsope-
ratoren auf eine oder mehrere Lochzellen des na¨chst feineren Netzes zugreifen. Ana-
log zum Vorgehen auf dem feinsten Gitter dienen zur Vorgabe von Randbedingungen
zwei Schichten von Lochrandzellen um die Lo¨cher herum, sowie an Blockra¨ndern die
Zellen der erste inneren Zellschicht und die der ersten Hilfsschicht. Fu¨r alle Loch- und
Randzellen wird IBLANK = 0 gesetzt. Die Vorgabe von Stro¨mungswerten fu¨r die
Lochrand- und Blockrandzellen erfolgt durch Interpolation der entsprechenden Daten
aus dem na¨chst feineren Netz, wobei die Blockrandzellen in der ersten Hilfsschicht
ausschließlich Daten aus der ersten Hilfsschicht des feineren Gitters erhalten. Alterna-
tiv ko¨nnen auch fu¨r die groben Gitter Daten aus einem u¨berlappenden Gitter interpo-
liert werden. Diese Vorgehensweise wurde bereits in der urspru¨nglichen Version von
FLOWer genutzt. Allerdings nimmt bei gro¨ber werdenden Gittern die Zahl der Zellen
im U¨berlappungsgebiet ab, so dass nichtinterpolierbare Zellen die Folge sein ko¨nnen.
Daher wird das letztere Vorgehen in dieser Arbeit nicht genutzt. In der Literatur wer-
den weitere Mo¨glichkeiten zur Vorgabe von Randwerten auf den groben Netzebenen
diskutiert: Baysal et al. [5] interpolieren auch fu¨r die groben Netzebenen Werte aus
dem u¨berlappenden feinsten Gitter, wodurch sich die Problematik der abnehmenden
U¨berlappungsweite an Lochra¨ndern zwar vermindert, sie aber nicht ga¨nzlich vermie-
den wird. Juvigny et al. [51] verwenden eine Extrapolation von Randwerten aus dem
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Inneren des Stro¨mungsgebiets. Allerdings zeigt sich im Vergleich mit einer Interpola-
tion eine Verringerung der Konvergenzgeschwindigkeit.
Wa¨hrend der Stro¨mungsberechnung werden auf den groben Gitterebenen die ”forcingfunction“ und die berechneten Residuen mit IBLANK multipliziert, so dass keine
neue Stro¨mungslo¨sung in ausgeblendeten Zellen berechnet wird. Damit bei der Pro-
longation der Grobgitterkorrekturen die Stro¨mungsdaten des feineren Gitters nicht
verfa¨lschen, werden die Korrekturen vor und nach der Prolongation in den ausge-
blendeten Zellen gleich Null gesetzt.
3.2.5 Relativ zueinander bewegte Netze
Die Chima¨ren-Technik ermo¨glicht wegen der beliebigen U¨berlappung der Netze ei-
ne unabha¨ngige Positionsa¨nderung einzelner Komponentengitter. Wie bereits in Ka-
pitel 1.3 beschrieben, kann diese Eigenschaft fu¨r die zeitgenaue Simulation einer
Stro¨mung um relativ zueinander bewegte Ko¨rper ausgenutzt werden. Dabei ist wegen
der sich a¨ndernden ra¨umlichen Lage der Ko¨rper vor jedem physikalischen Zeitschritt
eine Neudefinition der Lo¨cher sowie eine erneute Berechnung der Interpolationskoef-
fizienten erforderlich. Hierfu¨r ko¨nnen die in Kapitel 3.2.1 bis Kapitel 3.2.4 beschriebe-
nen Vorgehensweisen unvera¨ndert u¨bernommen werden. Lediglich bei der Definition
der Lochrandpunkte wurde im Rahmen der Arbeit eine Erga¨nzung vorgenommen:
In die Berechnungsvorschrift der dualen Zeitschrittmethode nach Kapitel 2.2.8 gehen
abha¨ngig von der zeitlichen Genauigkeit des Verfahrens die Stro¨mungsgro¨ßen eines
oder mehrerer vorheriger Zeitschritte ein. Dabei muss sichergestellt sein, dass eine be-
trachtete Zelle mit IBLANK = 1 auch zu den verwendeten vorherigen Zeitpunk-
ten keine Lochzelle war. Sonst kann aufgrund der undefinierten Stro¨mungswerte der
Lochzellen keine Stro¨mungslo¨sung fu¨r den aktuellen Zeitpunkt berechnet werden. Als
Beispiel ist in Bild 3.9, links ein eindimensionales Gitter zu den Zeitpunkten t− 2, t− 1
und der aktuellen Zeit t dargestellt. Durch das Gitter bewegt sich ein Loch mit einer
Geschwindigkeit von zwei Zellbreiten pro Zeitschritt nach rechts. Sofern in die Berech-
vorherige
Zeitebenen
aktuelle
Zeitebene
Bewegungsrichtung
des Lochs
berechnung
richtige
Strömungs−
berechnung
falsche
Strömungs−
berechnung
richtige
Strömungs− erweiterter
Lochrand
t
t−1
t−2
t
t−2
t−1
Bild 3.9: Zeitgenaue Stro¨mungssimulation mit eindimensionalem Gitter und vera¨nderli-
chem Loch, links: teilweise fehlerhafte Stro¨mungsberechnung, da sich einige Zellen zur Zeit
t− 2 innerhalb des Lochs befanden, rechts: zusa¨tzliche Lochrandzellen ermo¨glichen korrekte
Stro¨mungsberechnung, • : Zelle mit IBLANK = 1, ◦ : Lochrandzelle,  : Lochzellen
nungsvorschrift des dualen Zeitschrittverfahrens die Stro¨mungsdaten der Zeitpunkte
t − 2 und t − 1 eingehen, ist fu¨r einige Zellen links vom Loch keine Stro¨mungsbe-
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rechnung mo¨glich, da die Zellen zum Zeitpunkt t − 2 Lochzellen waren. Um dieses
Problem zu lo¨sen, wird fu¨r jede Zelle die Zahl der nutzbaren vorherigen Zeitebenen
gespeichert. Falls fu¨r die Zeitintegration mehr Zeitebenen erforderlich sind, als zur
Verfu¨gung stehen, werden diese Zellen als Lochrandzellen mit IBLANK = 0 definiert
und die Stro¨mungsdaten werden aus einem u¨berlappenden Gitter interpoliert, siehe
Bild 3.9, rechts.
Die Vorgabe von Gitterbewegungen erfolgte in der Ausgangsversion von FLOWer
durch die Definition einer translatorischen und einer rotatorischen Bewegung. Dies
schra¨nkte die mo¨glichen Bewegungsformen stark ein, da bei komplexen Bewegungs-
abla¨ufen ha¨ufig mehrere Transformationsschritte nacheinander durchgefu¨hrt werden
mu¨ssen. Aus diesem Grund wurde im Rahmen der Arbeit eine Verkettung von Einzel-
bewegungen ermo¨glicht. Dabei kann sich jede Einzelbewegung entweder auf das Iner-
tialsystem oder auf eine andere Einzelbewegung beziehen. Ein Beispiel fu¨r die entste-
hende baumartige Struktur der Bewegungsbeziehungen ist in Bild 3.10 gegeben. Jede
Spoiler
Klappe 1
Inertialsystem
Klappe 2
Vorflügel Flügel
Spoiler Klappe 1
Inertialsystem
Klappe 2
Vorflügel
Flügel
Bild 3.10: Vorgabe der Bewegungen der Klappen und Spoiler eines Flu¨gels
Einzelbewegung erlaubt eine Translation in beliebiger Richtung und eine Rotation um
eine beliebige Achse. Die Herleitung der entsprechenden Transformationsbeziehungen
ist in Anhang A angegeben. Die instationa¨ren Verschiebungen und Drehungen werden
in FLOWer als zeitabha¨ngige Fourier- und Polynomreihen vorgegeben.
Bei einer Chima¨ren-Rechnung kann jedem Rechengitter und jedem Lochdefinitions-
gitter eine andere Bewegungsform zugewiesen werden. Beim Austausch von Daten
zwischen den Gittern sind daher vektorielle Gro¨ßen, wie Koordinaten und Geschwin-
digkeiten, entsprechend zu transformieren.
3.2.6 Parallelisierung der Chima¨ren-Technik
In der urspru¨nglich genutzten Version des Stro¨mungslo¨sers FLOWer erfolgte die Pa-
rallelisierung ausschließlich auf Basis der CLIC-3D-Bibliothek, vgl. Kapitel 2.2.9. Die
CLIC-3D-Bibliothek entha¨lt jedoch keine Funktionen, die den parallelen Ablauf einer
Chima¨ren-Rechnung unterstu¨tzen. Aus diesem Grund wurden bei der im Rahmen die-
ser Arbeit vorgenommenen Parallelisierung der Chima¨ren-Algorithmen erstmalig di-
rekte Aufrufe der MPI-Bibliothek verwendet. Der resultierende Programmablauf der
Lochdefinitions- und Suchalgorithmen ist in Bild 3.11 dargestellt.
Wa¨hrend der Stro¨mungsberechnung erfolgt die Vorgabe von Stro¨mungsdaten fu¨r
Chima¨ren-Randpunkte im Anschluss an den Datenaustausch fu¨r Blocku¨berga¨nge. Bei
Verwendung der Mehrgitterbeschleunigungstechnik wird gegebenenfalls nur auf der
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Daten−
fluss
Lochdefinition für alle Blöcke
Verschickung Empfängerkoordinaten
an alle Prozessoren
Schicke Interpolationskoeffizienten
an Master
Empfang Daten nichtinterpolierbarer
Empfängerpunkte
Schicke Suchergebnisse
an Master
Initialisierung des Datenaustauschs
für Strömungsberechnung
Initialisierung Prozess 2
Randaustausch IBLANK
Bestimmung Lochrandpunkte
Randaustausch IBLANK
Suche nach Spenderzellen
Empfang Lochdefinitionsgitter
Empfang Interpolationskoeffizienten
Suche dichtest benachbarte Punkte
Einlesen Lochdefinitionsgitter
& Verschickung an alle Prozesse
Lochdefinition für alle Blöcke
Verschickung Empfängerkoordinaten
an alle Prozessoren
Schicke Daten nichtinterpolierbarer
Empfängerpunkte an alle Prozessoren
Schicke Interpolationskoeffizienten
an Prozessoren mit Spenderblöcken
Empfang und Auswahl der
Interpolationskoeffizienten
Empfang der Suchergebnisse
und Auswahl des dichtesten Punkts
Initialisierung des Datenaustauschs
für Strömungsberechnung
Initialisierung Prozess 1 (Master)
Randaustausch IBLANK
Bestimmung Lochrandpunkte
Randaustausch IBLANK
Suche nach Spenderzellen
Suche dichtest benachbarte Punkte
Bild 3.11: Paralleler Ablauf der Lochdefinition und Berechnung der Interpolationskoeffizienten
feinsten Netzebene ein Datenaustausch zwischen den Netzblo¨cken durchgefu¨hrt, vgl.
Kapitel 3.2.4.
3.3 Berechnung globaler Kra¨fte und Momente bei
Netzu¨berlappungen auf Ko¨rperoberfla¨chen
Bei Chima¨ren-Netzsystemen mit Gitteru¨berlappungen auf Ko¨rperoberfla¨chen ist die
Ko¨rperoberfla¨che im U¨berlappungsbereich doppelt definiert, siehe Bild 3.6, links. Dies
fu¨hrt bei der Berechnung der vom Fluid auf den Ko¨rper ausgeu¨bten Kra¨fte und Mo-
mente zu einer doppelten Integration der Kraft- und Momentenanteile in den U¨ber-
lappungsbereichen. Daher muss fu¨r die Berechnung der Kraft- und Momentenbilan-
zen eine eindeutige Darstellung der Oberfla¨che ohne Netzu¨berlappung erstellt wer-
den. Zu diesem Zweck wurde im Rahmen dieser Arbeit ein Auswertungsverfahren
entwickelt, welches auf Basis der Koordinaten der Oberfla¨chengitter sowie der Wer-
te von IBLANK auf der Oberfla¨che die U¨berlappung entfernt und den entstehen-
den Spalt trianguliert, siehe Bild 3.12. Das resultierende Gitter u¨berdeckt die gesamte
Ko¨rperoberfla¨che u¨berlappungsfrei. Es kann nun unter Verwendung der von FLOWer
ausgegebenen Ergebnisdatei mit den Stro¨mungsdaten auf den Ko¨rperoberfla¨chen zur
Ermittlung der globalen Kra¨fte und Momente genutzt werden.
Die Entfernung der U¨berlappung und die anschließende Triangulierung der entstan-
denen Spalten mu¨ssen bei beliebig geformten Ko¨rperoberfla¨chen und mehrfacher
Netzu¨berlappung fehlerfrei funktionieren. Die zu diesem Zweck entwickelten Algo-
rithmen werden in den nachfolgenden zwei Kapiteln 3.3.1 und 3.3.2 beschrieben. Die
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Bild 3.12: Erstellung eines eindeutigen Oberfla¨chengitters am Beispiel der u¨berlappenden Git-
ter fu¨r eine generische Geometrie, die aus einer abknickenden Fla¨che mit zwei auf der Kante
aufgesetzten Zylindern besteht
Berechnung globaler Kra¨fte und Momente mit Hilfe des resultierenden Oberfla¨chen-
gitters wird in Kapitel 3.3.3 erla¨utert.
Das vorgestellte Verfahren unterscheidet sich von der in der Literatur bekannten Me-
thode von Chan und Buning [21] durch die Vorgehensweise bei der Triangulierung der
Spalten. Chan und Buning verbinden grundsa¨tzlich die Punkte eines Spaltrands mit
Punkten des gegenu¨berliegenden Spaltrands, so dass beim Aufeinandertreffen mehre-
rer Spalten eine Sonderbehandlung erforderlich ist. Weiterhin ko¨nnen langgestreckte
Dreiecke entstehen, welche die Genauigkeit der Kraftberechnung beeintra¨chtigen. Bei-
de Nachteile vermeidet die im Rahmen dieser Arbeit genutzte Delauny-Triangulierung
der Spalten.
3.3.1 Entfernung der U¨berlappung
Der erste erforderliche Schritt fu¨r die Entfernung der U¨berlappung zwischen zwei
Oberfla¨chengittern ist die Definition eines Kriteriums, welche von zwei sich u¨berlap-
penden Zellen auszublenden ist. Zu diesem Zweck wird allen Zellen eine Priorita¨t zu-
gewiesen. Dabei erhalten Zellen des Oberfla¨chengitters entlang der Berandung eines
Lochs sowie Zellen, die an Blockra¨nder mit Chima¨ren-Randbedingung angrenzen, die
niedrigste Priorita¨t. Anschließend wird allen Zellen des Oberfla¨chengitters eine Prio-
rita¨t zugewiesen, die um eins ho¨her ist als die ihrer Nachbarzellen. Somit haben die
Zellen mit zunehmendem Abstand von einem Chima¨ren-Rand eine ho¨here Priorita¨t.
Wa¨hrend der Entfernung der U¨berlappung wird daher von beiden Gittern eine a¨hnli-
che Zahl von Zellschichten entlang der Chima¨ren-Ra¨nder ausgeblendet.
Nach der Bestimmung der Zellpriorita¨ten wird jede nicht ausgeblendete Zelle der
Oberfla¨chengitter gepru¨ft, ob sie sich mit einer anderen nicht ausgeblendeten Zel-
le u¨berlappt. Dies ko¨nnen fu¨r eine betrachtete Zelle alle Oberfla¨chenzellen anderer
Komponentengitter sein. Um die u¨berlappenden Zellen mit einem effizienten ADT-
Suchverfahren nach Anhang B.2 identifizieren zu ko¨nnen, muss den Oberfla¨chenzel-
len eine endliche Dicke zugewiesen werden. Die Dicke wird dabei wie in Anhang B.3
beschrieben derart berechnet, dass die Zellen die tatsa¨chliche, eventuell gekru¨mmte
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Oberfla¨chenkontur des Ko¨rpers beinhalten (vergleiche die Vorgehensweise in Kapi-
tel 3.2.3). Als Ergebnis der Suche mit dem ADT-Verfahren werden alle Oberfla¨chenzel-
len ermittelt, deren umschreibende Quader sich mit dem umschreibenden Quader der
zu pru¨fenden Zelle u¨berlappen.
Fu¨r die gefundenen Zellen muss anschließend ermittelt werden, ob sie sich auf dem-
selben Abschnitt der Oberfla¨che befinden wie die zu pru¨fende Zelle oder auf einem
anderen, eng benachbart befindlichen Oberfla¨chenabschnitt. Der letzte Fall kann aus-
geschlossen werden, sofern sich die Richtungen der Zellnormalenvektoren um weni-
ger als 45◦ unterscheiden und sofern der Abstand zwischen den Zellen kleiner ist als
die den Zellen wa¨hrend der Suche mit dem ADT-Verfahren zugewiesene Dicke.
Um abschließend die U¨berlappung der Zellen festzustellen, wird die zu pru¨fende Zel-
le in zwei Dreiecke zerlegt. Die Eckpunkte der Dreiecke definieren zwei Ebenen, auf
die nun die verbliebenen Zellen projiziert werden. Falls sich die projizierte Zelle mit
dem Dreieck schneidet, dann u¨berlappen sich die entsprechenden Zellen und die Zelle
mit der niedrigeren Priorita¨t wird aus dem U¨berlappungsgebiet entfernt. Sofern eine
gleiche Zellpriorita¨t vorliegt, wird zur Vermeidung ausgefranster Berandungen immer
die zu pru¨fende Zelle ausgeblendet.
3.3.2 Triangulierung der Spalten
Nach Entfernung der U¨berlappung befinden sich zwischen den vormals u¨berlappen-
den Oberfla¨chengittern Spalten. Sie mu¨ssen mit einem Dreiecksgitter u¨berdeckt wer-
den, damit fu¨r die Kraftberechnung eine geschlossene Oberfla¨che entsteht. Falls sich
mehrere Gitter auf der Ko¨rperoberfla¨che u¨berlappt haben, kann der Spalt mehrfach
verzweigt sein. Die Punkte auf einer Seite des Spalts stammen alle vom gleichen Ober-
fla¨chengitter und ko¨nnen mit einem in sich geschlossenen Linienzug verbunden wer-
den, siehe Bild 3.13.a. Somit wird jeder Spalt von zwei oder mehr Linienzu¨gen beran-
det. Als Vorbereitung fu¨r die Triangulierung des Spalts werden je zwei der Randlinien
u¨ber den Spalt hinweg verbunden, bis der Spalt von einem einzigen Linienzug um-
geben ist, siehe Bild 3.13.b. Anschließend werden die auf einer Kante der Ko¨rperober-
fla¨che befindlichen Punkte der Linienzu¨ge detektiert und entlang der Kanten mitein-
ander verbunden. Dadurch wird der urspru¨ngliche Linienzug in mehrere neue, eben-
falls in sich geschlossene Linienzu¨ge aufgeteilt, siehe Bild 3.13.c.
Basierend auf den resultierenden Linienzu¨gen wird nun die Triangulierung der Spal-
ten vorgenommen. Dabei stellt sich die Frage nach der optimalen Triangulierung. Eine
solche ist nach Hoschek und Lasser [42] durch die Delauny-Triangulierung gegeben.
Diese maximiert die Innenwinkel der Dreiecke und vermeidet dadurch lang gestreck-
te Dreiecke, die zu einer ungenauen Darstellung der Oberfla¨che fu¨hren wu¨rden. Eine
Delauny-Triangulierung liegt vor, falls innerhalb des Umkreises eines Dreiecks kein
weiterer Punkt liegt. Dieses Kriterium gilt exakt nur fu¨r ebene Fla¨chen. Es wird in
dieser Arbeit jedoch auch fu¨r gewo¨lbte Fla¨chen verwendet, da die Kru¨mmung der
Fla¨chen bezogen auf die Spaltbreite in vielen Fa¨llen gering ist und die Spalten entlang
von Kanten bereits geschlossen wurden.
Zur Konstruktion eines Dreiecks mit Delauny-Eigenschaft werden zwei benachbarte
Punkte des Linienzugs entlang des Spaltrands als Grundlinie des Dreiecks ausgewa¨hlt.
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a) Berandungen der Komponentengitter b) geschlossener Linienzug
c) Verbindung der Linienzu¨ge
entlang von Kanten
d) Linienzu¨ge nach teilweise
erfolgter Triangulierung
Bild 3.13: Anpassen der Berandung der Spalten, Geometrie entsprechend Bild 3.12, ohne Dar-
stellung der Zylinderoberfla¨chen
Anschließend werden alle Punkte des Linienzugs identifiziert, die mit der Grundlinie
zu einem Dreieck verbunden werden ko¨nnen, ohne den Spaltrand zu u¨berschneiden.
Fu¨r diese Dreiecke werden die Umkreise berechnet. Dabei gilt fu¨r den Vektor vom
Mittelpunkt der Grundlinie zum Kreismittelpunkt
~dM =
1
2
~a2~b2 − ~a~b~a2
~a2~b2 − (~a~b)2
(
~b− ~a
~b
~a2
~a
)
(3.11)
mit
~a = ~x2 − ~x1 , ~b = ~x3 − ~x1 , (3.12)
wobei ~x1 und ~x2 die Koordinaten der Grundlinie des Dreiecks sind und ~x3 die Koor-
dinaten der Dreiecksspitze, siehe Bild 3.14. Die Formel resultiert aus der Bedingung,
dass sich die Mittelsenkrechten auf den Mittelpunkten zweier Schenkel des Dreiecks
im Mittelpunkt des Umkreises schneiden. Fu¨r den Radius des Kreises gilt
r =
√
1
4
~a 2 + ~d 2M . (3.13)
Durch Addition des Betrags von ~dM mit dem Kreisradius wird nun die Erstreckung des
Kreises in den Spalt hinein berechnet. Dabei ist der Betrag von ~dM mit einem negativen
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Bild 3.14: Berechnung des Umkreises eines Dreiecks
Vorzeichen zu versehen, falls der Punkt der Dreiecksspitze auf der anderen Seite der
Grundlinie liegt als der Umkreismittelpunkt
d˜ = ±|~dM |+ r , (3.14)
vergleiche Bild 3.14. Von allen Dreiecken, die mit den zwei Punkten der Grundli-
nie und einem weiteren Punkt des Linienzugs gebildet werden, hat das Dreieck mit
dem kleinsten Abstandsmaß d˜ die geringste Erstreckung in den Spalt hinein. Da sein
Umkreis keinen weiteren Punkt des Linienzugs entha¨lt und es somit die Delauny-
Eigenschaft aufweist, wird es fu¨r die Triangulierung des Spalts ausgewa¨hlt.
Durch das Einfu¨gen des Dreiecks wird der Linienzug entlang des Spaltrands in zwei
neue Linienzu¨ge aufgeteilt. Fu¨r die vollsta¨ndige Triangulierung des Spalts werden ite-
rativ solange weitere Dreiecke gebildet, bis die entstehenden Linienzu¨ge nur noch aus
drei Punkten bestehen und somit ebenfalls ein Dreieck bilden, siehe Bild 3.13.d.
3.3.3 Kraftberechnung
Als Ergebnis einer Stro¨mungssimulation sind fu¨r jede Zelle des originalen, sich u¨ber-
lappenden Oberfla¨chengitters der wirkende Druck und die reibungsbedingten Schub-
spannungen bekannt. Die Daten sind jeweils den Mittelpunkten der Zellen zugeord-
net. Zur Berechnung global wirkender Kra¨fte wie Auftrieb und Widerstand werden
die ermittelten Dru¨cke und Schubspannungen auf die entsprechenden Zellen des in
Kapitel 3.3.1 und 3.3.2 erstellten u¨berlappungsfreien Oberfla¨chengitters u¨bertragen.
Bei Viereckszellen erfolgt dies durch eine direkte U¨bernahme der Werte. Fu¨r die Be-
stimmung der Stro¨mungsgro¨ßen an den Mittelpunkten der Dreieckszellen werden
zuna¨chst die an den Knoten des originalen Oberfla¨chengitters wirkenden Dru¨cke und
Schubspannungen durch Mittelung der Werte der angrenzenden Zellen bestimmt. Die
Eckpunkte der Dreieckszellen stimmen mit den Knoten des originalen Gitters u¨ber-
ein, so dass die Daten direkt u¨bertragen werden ko¨nnen. Durch eine Mittelung der
Eckwerte werden nun die Dru¨cke und Schubspannungen an den Mittelpunkten der
Dreieckszellen ermittelt.
Zur Berechnung der global wirkenden Kraft [Fx, Fy, Fz]T werden die pro Zelle wirken-
den Kraftanteile u¨ber alle Dreiecks- und Viereckszellen aufsummiert
 FxFy
Fz

 = ∑
i

−pi · ~ni +

 σw,xσw,y
σw,z


i

 · Si , (3.15)
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wobei der Druck pi und die Wandschubspannungen [σw,x, σw,y, σw,z]Ti fu¨r jede Zelle i als
konstant angenommen werden. Die Variable ~ni bezeichnet den Oberfla¨chennormalen-
vektor der Zelle und Si deren Fla¨cheninhalt. Durch eine Koordinatentransformation
der globalen Kraft [Fx, Fy, Fz]T ko¨nnen nun beispielsweise Auftrieb und Widerstand
berechnet werden. Das global wirkende Moment [Mx,My,Mz]T ergibt sich aus
 MxMy
Mz

 = ∑
i
(~xi − ~xref)×

−pi · ~ni +

 σw,xσw,y
σw,z


i

 · Si , (3.16)
mit den Koordinaten des Zellmittelpunkts ~xi und den Koordinaten des Momentenbe-
zugspunkts ~xref .
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Die fu¨r Chima¨ren-Rechnungen beno¨tigten Komponentengitter erstrecken sich ha¨ufig
nur bis zu einem geringen Abstand von der Ko¨rperoberfla¨che weg in das Stro¨mungs-
feld hinein. Das verbleibende Rechengebiet muss mit einem Hintergrundnetz u¨ber-
deckt werden. Wie bereits in Kapitel 1.4.1 beschrieben, sind dazu automatisch gene-
rierte, kartesische Mehrblockgitter besonders geeignet. Sehr viel versprechende Ergeb-
nisse werden beispielsweise von Blaylock [14] und Meakin [63, 65] gezeigt. Wa¨hrend
die genannten Autoren ausschließlich Hintergrundnetze mit wu¨rfelfo¨rmigen Zellen
verwenden, werden in dieser Arbeit aus den in Kapitel 1.5 genannten Gru¨nden Hin-
tergrundgitter mit anisotropen, also beliebig quaderfo¨rmigen Zellen genutzt. Die Ent-
wicklung eines entsprechenden Gittergenerators fu¨r Mehrblocknetze mit ha¨ngenden
Netzknoten wird in Kapitel 4.1 beschrieben. Die Erweiterung des Stro¨mungslo¨sers fu¨r
die Behandlung ha¨ngender Netzknoten wird in Kapitel 4.2 erla¨utert.
4.1 Generierung kartesischer Hintergrundnetze
Aufgrund der in der Literatur bislang nicht genutzten Hintergrundgitter mit anisotro-
pen Zellen ist die Entwicklung einer neuartigen Vorgehensweise bei der Adaption des
Gitters an die Komponentengitter erforderlich. Die gewa¨hlte Methode wird in Kapi-
tel 4.1.1 vorgestellt. Details des ebenfalls neu entworfenen Geometriesensors werden
in Kapitel 4.1.2 erla¨utert. Das resultierende Mehrblockgitter mit ha¨ngenden Netzkno-
ten kann aus sehr vielen Netzblo¨cken bestehen, die mit einem in Kapitel 4.1.3 beschrie-
benen Verfahren zu gro¨ßeren Blo¨cken zusammengefasst werden.
4.1.1 Der Adaptionsalgorithmus
Bei der Entwicklung eines kartesischen Netzgenerators kann auf Erfahrungen aufge-
baut werden, die in der Literatur fu¨r unstrukturierte, kartesische Gitter verfu¨gbar sind,
siehe zum Beispiel die detaillierten Ausfu¨hrungen von Aftosmis [1] oder Deister [31].
Wa¨hrend jedoch bei unstrukturierten kartesischen Netzen die Gro¨ße jeder einzelnen
Zelle variiert werden kann, gilt dies bei einem strukturierten Gitter nur fu¨r Netzblo¨cke
mit einer gewissen Mindestanzahl von Zellen, beispielsweise 4× 4× 4 oder 8 × 8 × 8
Zellen. Diese Gitter mit der kleinst mo¨glichen Zellenzahl werden im Folgenden Ele-
mentargitter genannt.
Die Erzeugung eines dreidimensionalen, kartesischen Gitters geht von einem einzel-
nen Elementargitter mit wu¨rfelfo¨rmigen Zellen aus, welches das gesamte Rechenge-
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biet u¨berdeckt. Dieses wird iterativ verfeinert und in neue Elementargitter aufgeteilt,
bis die resultierenden Zellen eine geforderte Gro¨ße haben. Solange das Ausgangsgitter
in alle Indexrichtungen gleichermaßen verfeinert wird, sind die Zellen der entstehen-
den acht neuen Elementargitter wu¨rfelfo¨rmig. Langgestreckte Zellen entstehen dage-
gen, wenn die Verfeinerung nur in ein oder zwei Indexrichtungen vorgenommen wird
und dementsprechend nur zwei oder vier neue Elementargitter entstehen.
Die Adaption des kartesischen Gitters an die Komponentengitter erfolgt in mehreren
Schritten: Zuerst werden alle Zellen der Komponentengitter ermittelt, die sich inner-
halb eines Lochdefinitionsgitters befinden, siehe Bild 4.1a. An diese Zellen ist eine
Adaption des Hintergrundgitters nicht erforderlich, da die entsprechenden Zellen des
Hintergrundnetzes wa¨hrend der Stro¨mungsberechnung ausgeblendet werden. Fu¨r die
verbleibenden Zellen der Komponentengitter werden mit einem in Kapitel 4.1.2 be-
schriebenem Geometriesensor die erforderlichen Abmessungen der kartesischen Zel-
len berechnet. Bei der nun folgenden Adaption des Hintergrundgitters werden alle
Elementargitter solange verfeinert, bis die Zellen der Elementargitter die geforderten
Abmessungen haben. Dabei wird die Netzfeinheit benachbarter Elementargitter nicht
beru¨cksichtigt, so dass abrupte Zellgro¨ßenspru¨nge auftreten ko¨nnen, siehe Bild 4.1b.
Aus diesem Grund werden in einem zweiten Schritt die Elementargitter weiter verfei-
a) Komponentengitter und
Lochdefinitionsgitter (grau)
b) adaptiertes Gitter
c) nur 1:2 Verfeinerung d) endgu¨ltiges Gitter
Bild 4.1: Erzeugung eines kartesischen Hintergrundgitters, Blockgrenzen sind durch dicke Li-
nien gekennzeichnet
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nert, bis beim U¨bergang von einem Elementargitter auf ein benachbartes die am feins-
ten aufgelo¨ste Indexrichtung um den Faktor zwei vergro¨bert wird, wa¨hrend die Netz-
feinheit in den anderen Indexrichtungen identisch ist. Diese Vorgehensweise bewirkt
einen schnellen U¨bergang von anisotropen Zellen zu wu¨rfelfo¨rmigen, siehe Bild 4.1c.
Die einzelnen Elementargitter werden wa¨hrend der Gittergenerierung auf Basis der
minimalen und maximalen Koordinaten ihrer Eckpunkte in einem ADT-Suchbaum
nach Anhang B.2 gespeichert. Durch die Vorgabe geeigneter Suchbereiche ermo¨glicht
dieser einen schnellen Zugriff auf die Daten von Elementargittern beliebiger Form,
ohne dass explizite Nachbarschaftsbeziehungen bekannt sein mu¨ssen. Das fu¨r sol-
che Zwecke ebenfalls ha¨ufig eingesetzte ”Octtree“-Verfahren ist hier nicht geeignet,da es sich nur fu¨r die Speicherung wu¨rfelfo¨rmiger Elementargitter eignet, siehe Ber-
ger und Aftosmis [13]. Die Darstellung der Eckkoordinaten der Elementargitter erfolgt
mit ganzzahligen Zahlen, deren Verwendung Probleme durch Rechenungenauigkei-
ten vermeidet. Der Zusammenhang zwischen den ganzzahligen Koordinaten und den
tatsa¨chlichen Koordinaten ergibt sich zum Beispiel in x-Koordinatenrichtung durch die
Beziehung
x =
i
2Eadapt
· (xmax − xmin) + xmin mit 0 ≤ i ≤ 2Eadapt , (4.1)
wobei i die ganzzahlige Koordinate ist, Eadapt die Zahl der Verfeinerungen bezeichnet
und Eadapt = 0 fu¨r das Ausgangsgitter gilt. Die Koordinaten xmin und xmax geben die
minimale und maximale x-Koordinate des Rechengebiets an.
Das resultierende kartesische Hintergrundgitter u¨berdeckt das gesamte Rechengebiet
einschließlich aller Ko¨rper. Zur Minimierung der Netzpunktzahl des Hintergrundgit-
ters werden alle Elementargitter entfernt, die sich vollsta¨ndig innerhalb der Lochdefi-
nitionsgitter befinden. Von diesen Elementargittern wu¨rden wa¨hrend der Stro¨mungs-
berechnung sa¨mtliche Zellen ausgeblendet werden, so dass sie keinen Einfluss auf das
Rechenergebnis haben.
Die mit der beschriebenen Vorgehensweise erzeugten Gitter ko¨nnen aus u¨ber 10000
Elementargittern bestehen. Zur Verkleinerung der Blockanzahl werden benachbarte
Netzblo¨cke mit gleicher Netzfeinheit miteinander verbunden, siehe Bild 4.1d. Dies
wirkt sich positiv auf die Rechengeschwindigkeit blockstrukturierter Rechenverfahren
aus, da die fu¨r den Datenaustausch zwischen den Blo¨cken erforderliche Zeit abnimmt
und die fu¨r Vektorrechner wichtige Vektorla¨nge zunimmt. Das zur Minimierung der
Blockanzahl verwendete Verfahren wird in Kapitel 4.1.3 erla¨utert.
Zum Abschluss der Gittergenerierung werden auf Basis der bekannten Eckkoordina-
ten der Elementargitter sa¨mtliche Gitterpunkte des Hintergrundnetzes berechnet und
es erfolgt die Ausgabe des resultierenden Mehrblocknetzes mit ha¨ngenden Netzkno-
ten in eine Datei. Weiterhin werden die von FLOWer beno¨tigten Angaben u¨ber die
Nachbarschaftsbeziehungen der Netzblo¨cke ermittelt.
4.1.2 Der Geometriesensor
Bei der Adaption des kartesischen Hintergrundnetzes an die Zellgro¨ße der Komponen-
tengitter mu¨ssen fu¨r jede der beliebig geformten Zellen der Komponentengitter die
Abmessungen einer ihr a¨hnlichen kartesischen Zelle bestimmt werden. Dies erfolgt
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mit einem im Rahmen der Arbeit entwickelten Geometriesensor. Fu¨r dessen Berech-
nung wird zuna¨chst die Geometrie einer betrachteten Zelle eines Komponentengitters
in eine vereinfachte, quaderfo¨rmige Gestalt u¨berfu¨hrt. Dazu werden die Mittelpunkte
gegenu¨berliegender Seitenfla¨chen der Zelle miteinander verbunden. Von den resul-
tierenden drei Vektoren wird vom zweitla¨ngsten der in Richtung des la¨ngsten Vek-
tors zeigende Anteil abgespalten und vom ku¨rzesten Vektor die in Richtung der bei-
den la¨ngeren Vektoren zeigenden Anteile. Die verbleibenden Vektoren ~a1,~a2,~a3 stehen
rechtwinklig aufeinander. Sie geben die Geometrie einer vereinfachten, quaderfo¨rmi-
gen Zelle an, fu¨r deren Kantenla¨ngen
∆x˜ = |~a1| , ∆y˜ = |~a2| , ∆z˜ = |~a3| (4.2)
gilt. Eine Ecke der Zelle wird als Ursprung eines zelllokalen Koordinatensystems x˜, y˜, z˜
gewa¨hlt, wobei die Richtungseinheitsvektoren des Systems durch
~e1 =
~a1
|~a1| ; ~e2 =
~a2
|~a2| ; ~e3 =
~a3
|~a3| (4.3)
gegeben sind. Im Koordinatensystem des Rechengebiets x, y, z angegebene Richtungs-
vektoren ko¨nnen mit der Transformationsbeziehung
~˜x = [~e1;~e2;~e3]
−1 · ~x (4.4)
in das mit einer Tilde gekennzeichnete zelllokale System u¨berfu¨hrt werden. Mit Hilfe
dieser Beziehung werden nun die Richtungseinheitsvektoren~ix,~iy,~iz des Koordinaten-
systems des Rechengebiets in das zelllokale System transformiert. Die resultierenden
Vektoren ~˜ix,~˜iy,~˜iz werden in Kugelkoordinaten dargestellt. Dies erfolgt zum Beispiel
fu¨r den Vektor ~˜ix = [ix,x˜, ix,y˜, ix,z˜]
T durch
Θ˜ = arccos ix,z˜ , ϕ˜ = arctan
ix,y˜
ix,x˜
. (4.5)
Die Kugelkoordinaten ϕ˜, Θ˜ dienen als Eingabeparameter fu¨r den Geometriesensor
r(ϕ˜, Θ˜) = ∆x˜α1(1−α2) ·∆y˜(1−α1)(1−α2) ·∆z˜α2 , (4.6)
mit
α1 = cos
2 ϕ˜ , α2 = cos
2 Θ˜ . (4.7)
Das Ergebnis r(ϕ˜, Θ˜) ist die erforderliche Erstreckung der Zelle des kartesischen Hin-
tergrundgitters in Richtung des betrachteten Richtungseinheitsvektors, siehe Bild 4.2,
links. Nach der Auswertung des Geometriesensors fu¨r alle drei Richtungsvektoren
~˜ix,
~˜iy,
~˜iz sind sa¨mtliche Abmessungen der kartesischen Zelle bekannt.
Der Geometriesensor Gl. (4.6) zeichnet sich dadurch aus, dass das Volumen der verein-
fachten quaderfo¨rmigen Zelle und das der resultierenden kartesischen Zelle identisch
ist. Weiterhin wird die Geometrie einer Zelle nicht vera¨ndert, falls ihre Seitenkanten
parallel zu den Netzlinien des Hintergrundgitters verlaufen. Schließlich a¨ndert eine
Rotation der vereinfachten Zelle um eine der Netzlinien des kartesischen Gitters nicht
die Abmessungen der resultierenden Zelle in Richtung der Netzlinie. In Bild 4.2, rechts
sind beispielhaft einige kartesische Zellen abgebildet, deren Abmessungen mit dem
Geometriesensor fu¨r verschiedene gedrehte Zellen ermittelt wurden.
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-1 0 1
-4
-3
-2
-1
0
1
2
3
4
PSfrag replacements
ϕ˜1
ϕ˜2
∆x˜
∆y˜
~ix~iy
r1
r2
r(ϕ˜)
x˜
y˜
PSfrag replacements
ϕ˜ = 0o ϕ˜ = 15o
ϕ˜ = 30o ϕ˜ = 45o
Bild 4.2: Geometriesensor, links: Bezeichnungen, rechts: beispielhafte Zellabmessungen fu¨r Ori-
ginalzelle mit Seitenverha¨ltnis 1:4
4.1.3 Verringerung der Zahl der Netzblo¨cke
Das kartesische Hintergrundgitter besteht nach der Adaption aus sehr vielen einzel-
nen Elementargittern. Um die Zahl der Netzblo¨cke zu verkleinern, ko¨nnen benach-
barte Blo¨cke des Hintergrundgitters mit gleich großen Zellen zu neuen Netzblo¨cken
verbunden werden. Die minimal erreichbare Gesamtzahl der Netzblo¨cke ha¨ngt dabei
von der Reihenfolge ab, in der die Netzblo¨cke miteinander vereinigt werden. Wegen
der hohen Blockanzahl ist es nicht mo¨glich, in kurzer Zeit sa¨mtliche Reihenfolgen bei
der Verbindung einzelner Blo¨cke auszuprobieren. Daher mu¨ssen Verfahren eingesetzt
werden, die mit wenig Aufwand die Blo¨cke so zusammenfassen, dass die resultieren-
de Gesamtzahl der Netzblo¨cke nahe bei der theoretisch kleinstmo¨glichen ist. In dieser
Arbeit wird zu diesem Zweck die Methode des langsamsten Abstiegs (”Method of theWeakest Descend“) von Rigby [85] verwendet. Die Methode basiert auf der Beobach-
tung, dass es meist mehrere benachbarte Blo¨cke gibt, mit denen ein gegebener ver-
bunden werden kann. Die Vereinigung mit einem der Blo¨cke schließt aber aus, dass
der entstehende Block anschließend mit einem der anderen verbunden werden kann,
da die Blo¨cke nun nicht mehr mit ihren gesamten Seitenfla¨chen aneinander stoßen.
Allerdings ko¨nnen sich fu¨r den entstandenen Block neue Verbindungsmo¨glichkeiten
ergeben. Mit der Methode des langsamsten Abstiegs wird versucht, bei jeder Verbin-
dung zweier Blo¨cke die Zahl der weiteren mo¨glichen Verbindungen zu maximieren,
um mit einer maximalen Anzahl an Verbindungsschritten die resultierende Zahl der
Netzblo¨cke zu minimieren.
Das Verfahren untergliedert sich die folgenden Schritte:
1. Ermittlung der Seitenfla¨chen aller Blo¨cke, an denen zwei benachbarte Blo¨cke ver-
bunden werden ko¨nnen.
2. Berechnung einer Wertungszahl fu¨r alle Seitenfla¨chen, die angibt, wie viele an-
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dere Verbindungsmo¨glichkeiten fu¨r die beiden angrenzenden Blo¨cke durch die
Entfernung der Seitenfla¨che entfallen. Dabei wird die zu entfernende Seitenfla¨che
mitgeza¨hlt, so dass die maximale Wertungszahl fu¨r zweidimensionale Rechengit-
ter fu¨nf und fu¨r dreidimensionale Gitter neun betra¨gt.
3. Falls die Entfernung einer Seitenfla¨che neue Verbindungen mit anderen Netz-
blo¨cken ermo¨glicht, wird die Wertungszahl der Seitenfla¨che um eins verkleinert.
4. Ermittlung der Seitenfla¨che mit der niedrigsten Wertungszahl. Falls mehrere
Seitenfla¨chen dieselbe niedrigste Wertungszahl aufweisen, wird eine von ihnen
zufa¨llig ausgewa¨hlt.
5. Entfernung der ausgewa¨hlten Seitenfla¨che durch Verbinden der angrenzenden
Blo¨cke.
6. Wiederholung des Algorithmus beginnend bei Schritt 1, bis keine Blo¨cke mehr
miteinander verbunden werden ko¨nnen.
Die einzelnen Schritte des Algorithmus ko¨nnen anhand des in Bild 4.3 gezeigten Bei-
spiels nachvollzogen werden.
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Bild 4.3: Verbinden der Blo¨cke eines zweidimensionalen Gitters mit der Methode des langsams-
ten Abstiegs, dargestellt sind jeweils die Bewertungszahlen der Gitterseitenfla¨chen, bei mit ×
gekennzeichneten Seitenfla¨chen ko¨nnen die angrenzenden Gitter nicht verbunden werden.
Jede Anwendung der Methode des langsamsten Abstiegs kann wegen der zufa¨lligen
Auswahl der zu entfernenden Seitenfla¨che in Schritt 4 zu einer unterschiedlichen re-
sultierenden Blockanzahl fu¨hren. Um eine mo¨glichst kleine Zahl an Netzblo¨cken zu
erhalten, muss das Verfahren daher mehrfach fu¨r dasselbe Ausgangsnetz durchlaufen
werden.
Die Zahl der erforderlichen Anwendungen der Methode des langsamsten Abstiegs bis
zum Erreichen eines nahezu unvera¨nderlichen minimalen Werts steigt mit der An-
zahl der zu verbindenden Gitter. Um die Zahl der Durchla¨ufe zu verkleinern, wird
in dieser Arbeit vor dem Ausfu¨hren der Methode des langsamsten Abstiegs ein wei-
terer Algorithmus zum Verbinden von Blo¨cken genutzt. Dieser vereinigt benachbarte
Elementargitter, falls sie bei der Generierung des kartesischen Hintergrundgitters aus
demselben gro¨beren Elementargitter hervorgegangen sind. Der Algorithmus fu¨hrt zu
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einer deutlichen Reduktion der Blockanzahl und hat meist keinen bzw. nur einen ge-
ringen Einfluss auf die mit der Methode des langsamsten Abstiegs erreichbare mini-
male Blockanzahl.
4.2 Numerische Behandlung ha¨ngender Netzknoten
Um eine Stro¨mungssimulationen auf den erstellten kartesischen Hintergrundgittern
durchfu¨hren zu ko¨nnen, muss der Stro¨mungslo¨ser die ha¨ngenden Netzknoten in ge-
eigneter Weise behandeln. Eine entsprechende Methode war in der Ausgangsversion
von FLOWer nicht verfu¨gbar und wurde daher im Rahmen der Arbeit in das Verfah-
ren implementiert. Die entwickelten Algorithmen und deren Parallelisierung werden
in den nachfolgenden Kapiteln 4.2.1 und 4.2.2 beschrieben.
4.2.1 Implementierung einer Randbedingung fu¨r ha¨ngende Netz-
knoten
Bei den in dieser Arbeit verwendeten kartesischen Hintergrundgittern befinden
sich die ha¨ngenden Netzknoten am U¨bergang zwischen zwei Blo¨cken. Die Behand-
lung der ha¨ngenden Netzknoten muss daher in Form einer Randbedingung in den
Stro¨mungslo¨ser implementiert werden. Dies erfolgt durch eine Erweiterung der be-
reits verfu¨gbaren Randbedingung fu¨r konventionelle Blocku¨berga¨nge.
Wie in Kapitel 2.2.6 beschrieben, werden bei einem konventionellen Blocku¨bergang
den Netzpunkten der ersten bzw. zweiten Hilfsschicht die Koordinaten der ersten
bzw. zweiten inneren Netzebene des angrenzenden Blocks zugewiesen. In die Hilfs-
zellen werden wa¨hrend der anschließenden Stro¨mungsberechnung zu Beginn jeder
Stufe des Runge-Rutta-Verfahrens die Stro¨mungsdaten der entsprechenden Zellen des
benachbarten Blocks u¨bertragen. Diese Vorgehensweise fu¨hrt bei der Auswertung des
ra¨umlichen Diskretisierungsoperators fu¨r zwei an einem Blocku¨bergang benachbar-
te Zellen zur Berechnung desselben Flusses durch die Zellseitenfla¨che zwischen den
Netzblo¨cken. Der konventionelle Blocku¨bergang ist somit flusskonservativ.
Bei einem Blocku¨bergang mit ha¨ngenden Netzknoten verlaufen alle Netzlinien des
groben Gitters und ein Teil der Netzlinien des feinen Gitters unterbrechungsfrei von
einem Netzblock in den benachbarten. Fu¨r solche Netzlinien werden wie bei einem
konventionellen Blocku¨bergang die Netzpunkte der Hilfsschichten mit den entspre-
chenden Netzpunkten des angrenzenden Blocks gleichgesetzt, siehe Bild 4.4. Die am
Blocku¨bergang endenden Netzlinien des feinen Blocks werden dagegen in den groben
Block hinein verla¨ngert, so dass die Gitterpunkte der Hilfsschichten in den Ebenen
liegen, die durch die erste bzw. zweite Gitterebene des angrenzenden Blocks gebildet
werden.
Zur Vorgabe von Stro¨mungswerten in den Hilfszellen wa¨hrend einer Stro¨mungssi-
mulation werden die Stro¨mungsdaten aus dem benachbarten Block interpoliert. Da-
bei kann ausgenutzt werden, dass die Zentren der Hilfszellen in den selben Ebenen
liegen wie die Zentren der Zellen des benachbarten Blocks. Dies erlaubt bei einem
dreidimensionalen Rechengitter die Verwendung einer zweidimensionalen Interpola-
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Bild 4.4: Geometrie der Hilfsschichten an Blocku¨berga¨ngen mit ha¨ngenden Netzknoten. Die
Hilfsschichten sind gestrichelt dargestellt. Zur besseren Veranschaulichung sind die Blo¨cke
leicht versetzt abgebildet.
tionsvorschrift. Die im Rahmen dieser Arbeit genutzte bilineare Interpolationsformel
lautet zur Berechnung der konservativen Variablen einer Empfa¨ngerzelle ~WE aus den
Stro¨mungsgro¨ßen der umgebenden Zellen ~WS(0, 0), . . . , ~WS(1, 1) des Spendergitters
~WE = (1− γ1) (1− γ2) · ~WS(0, 0)
+ γ1 (1− γ2) · ~WS(1, 0)
+ (1− γ1) γ2 · ~WS(0, 1)
+ γ1γ2 · ~WS(1, 1) .
(4.8)
Die Interpolationskoeffizienten γ1, γ2 ko¨nnen bei den hier betrachteten a¨quidistanten,
kartesischen Gittern analytisch aus dem Verfeinerungsverha¨ltnis berechnet werden.
Beispielsweise lautet der Koeffizient γ1 bei einer 1:2 Verfeinerung der ersten Indexrich-
tung fu¨r eine grobe Zelle γ1 = 0,5, wa¨hrend fu¨r eine feine Zelle je nach ihrer Ausrich-
tung in Bezug auf die groben Zellen γ1 = 0,25 oder γ1 = 0,75 gilt. Die Berechnung der
Interpolationskoeffizienten bei nicht kartesischen Gittern gestaltet sich aufwa¨ndiger.
Die erforderliche Vorgehensweise kann Schwarz [95, 96] entnommen werden.
Die beschriebene Interpolation der Stro¨mungsdaten ermo¨glicht eine Berechnung der
Stro¨mungswerte beiderseits des Blocku¨bergangs mit demselben ra¨umlichen Diskre-
tisierungsoperator, der im Innern des Gitters verwendet wird. Allerdings ist der
Blocku¨bergang nicht flusskonservativ, da aufgrund der unterschiedlich feinen Gitter
der Fluss durch die Trennfla¨che zwischen den beiden Gittern nur in der Gro¨ßenord-
nung der Diskretisierungsgenauigkeit u¨bereinstimmt. Um ein flusskonservatives Ver-
fahren zu erhalten, werden an dem Blocku¨bergang zuna¨chst die Flu¨sse durch die Sei-
tenfla¨chen der feineren Zellen berechnet. Der Fluss durch die Seitenfla¨che einer groben
Zelle folgt dann aus der Summe der Flu¨sse durch die Seitenfla¨chen der angrenzenden
feinen Zellen, siehe Bild 4.5. Der Fluss durch die Trennfla¨che zwischen den Blo¨cken ist
damit fu¨r beide Gitter gleich, so dass der U¨bergang flusskonservativ ist.
Die beschriebene Vorgehensweise wird in FLOWer fu¨r alle konvektiven, viskosen und
dissipativen Flussanteile sowohl der Hauptstro¨mungsgleichungen als auch der Turbu-
lenzgleichungen angewendet. Bei Nutzung der Mehrgitter-Beschleunigungstechnik ist
die Flusskonservativita¨t an ha¨ngenden Netzknoten auch auf den groben Gitterebenen
gewa¨hrleistet.
Als Folge der bilinearen Interpolation der Stro¨mungsgro¨ßen und des abrupten
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Hilfszellen mit interpolierten
Strömungswerten
aufsummierter
Fluss
Fluss durch
Zellseitenfläche
feines
Gitter
grobes
Gitter
Trennfläche
gemeinsame
Bild 4.5: Flussberechnung an der Trennfla¨che des groben Gitters durch Addition der fu¨r das
feine Gitter ermittelten Flu¨sse; zur besseren Veranschaulichung sind die an der Trennfla¨che
aneinander stoßenden Blo¨cke getrennt dargestellt
Gro¨ßenunterschieds der Zellen an einem Blocku¨bergang mit ha¨ngenden Netzknoten
reduziert sich die Genauigkeit des ra¨umlichen Diskretisierungsoperators, siehe Dur-
bin und Iaccarino [32] und Radespiel und Swanson [81]. Die in dieser Arbeit durch-
gefu¨hrten Stro¨mungssimulationen zeigen jedoch keinen Einfluss der reduzierten Ge-
nauigkeit an den ha¨ngenden Netzknoten auf die globale Verfahrensgenauigkeit. Die
Begru¨ndung fu¨r dieses Verhalten ist vermutlich, dass bei einem Gitter mit N 3 Netz-
knoten die Zahl der ha¨ngenden Netzknoten proportional zu N 2 ist, wodurch bei einer
Netzverfeinerung die Zahl der ha¨ngenden Netzknoten um eine Gro¨ßenordnung lang-
samer zunimmt als die Gesamtzahl der Netzzellen. Dadurch wird die Wirkung der
lokal reduzierten Genauigkeit auf den globalen Verfahrensfehler ausgeglichen [32].
4.2.2 Parallelisierung ha¨ngender Netzknoten
In der Ausgangsversion des Stro¨mungslo¨sers FLOWer wurde der Datenaustausch an
konventionellen Blocku¨berga¨ngen bei parallelen Rechnungen mit Hilfe der CLIC-3D-
Bibliothek durchgefu¨hrt, vgl. Kapitel 2.2.9. Da die CLIC-3D-Bibliothek jedoch keine
Funktionen fu¨r den Datenaustausch an ha¨ngenden Netzknoten bereitstellt, wurde im
Rahmen dieser Arbeit der bereits fu¨r sequentielle Rechnungen in FLOWer verfu¨gbare
Randaustausch parallelisiert. Fu¨r die Kommunikation zwischen den Prozessoren wur-
den dabei MPI-Anweisungen verwendet.
Der Datenaustausch an den Blocku¨berga¨ngen folgt dem folgenden Schema: Zuna¨chst
werden die Randdaten aus den Spenderblo¨cken extrahiert und getrennt nach den Ziel-
prozessoren zwischengespeichert. Die Daten werden anschließend an die Zielprozes-
soren mit den Empfa¨ngerblo¨cken verschickt und dort erneut zwischengespeichert. Bei
Blocku¨berga¨ngen mit ha¨ngenden Netzknoten erfolgt nun die Interpolation der Daten.
Als letzter Schritt werden die empfangenen bzw. interpolierten Daten in die Hilfszellen
des Empfa¨ngernetzes kopiert.
Fu¨r den Austausch der Flu¨sse an Blocku¨berga¨ngen mit ha¨ngenden Netzknoten werden
zuna¨chst entsprechend des in Kapitel 2 beschriebenen Lo¨sungsverfahrens fu¨r sa¨mtli-
che Zellen die Flussbilanzen aufgestellt und die Residuen berechnet. Dabei werden
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an Blocku¨berga¨ngen mit ha¨ngenden Netzknoten die Flu¨sse der groben Zellen auf
Null gesetzt, wa¨hrend die Flu¨sse der feinen Zellen extrahiert und zwischengespei-
chert werden. Die extrahierten Flu¨sse werden anschließend an die Prozessoren mit den
Empfa¨ngerblo¨cken geschickt und zu den Residuen der entsprechenden groben Zellen
hinzuaddiert.
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In diesem Kapitel wird mit Stro¨mungssimulationen die Genauigkeit und der Anwen-
dungsbereich der Chima¨ren-Technik untersucht. Dazu erfolgt zuna¨chst in Kapitel 5.1
die Definition der Begriffe Verifikation und Validierung. Anschließend werden von
den im Rahmen dieser Arbeit durchgefu¨hrten Verifikationsuntersuchungen in den Ka-
piteln 5.2 und 5.3.2 zwei Netzkonvergenzstudien fu¨r reibungslose und reibungsbe-
haftete Profilumstro¨mungen vorgestellt. Sie dienen als Nachweis, dass die Konsistenz
und die Genauigkeit des Stro¨mungslo¨sers nicht durch die Verwendung der Chima¨ren-
Technik und von Blocku¨berga¨ngen mit ha¨ngenden Netzknoten beeintra¨chtigt wer-
den. Zur Validierung der neuen Techniken werden drei Testfa¨lle mit steigender Kom-
plexita¨t der Netztopologie und der auftretenden Stro¨mungspha¨nomene betrachtet.
Als Testfa¨lle dienen ein Dreielementklappenprofil, ein Hubschrauberrumpf und eine
Flugzeug-Hochauftriebskonfiguration. Die erzielten Ergebnisse werden jeweils mit ex-
perimentellen Daten und mit Stro¨mungssimulationen auf konventionellen Rechengit-
tern verglichen.
5.1 Verifikation und Validierung
Als Verifikation wird nach [2] der Nachweis bezeichnet, dass ein Verfahren oder ein
physikalisches Modell fehlerfrei implementiert ist und im Sinne des vorher u¨berlegten
Konzepts konsistente und genaue Ergebnisse liefert. Das Ziel der Validierung ist da-
gegen die Identifizierung und Quantifizierung der Fehler und Unsicherheiten, welche
das Verfahren bzw. Modell im Vergleich zur realen Stro¨mung bewirkt.
Fu¨r die Verifikation sind nach [2] Netzkonvergenzstudien am aussagekra¨ftigsten, da
mit ihrer Hilfe der Diskretisierungsfehler der numerischen Lo¨sung bestimmt werden
kann. Abweichungen gegenu¨ber dem theoretisch erwarteten Diskretisierungsfehler
weisen auf konzeptuelle Unzula¨nglichkeiten oder Programmierfehler hin. Fu¨r eine
Netzkonvergenzstudie wird ausgehend von einem gegebenen Gitter eine Sequenz fei-
nerer Gitter erzeugt und auf jedem der Gitter eine Stro¨mungslo¨sung ermittelt. Bei dem
hier betrachteten Stro¨mungslo¨ser FLOWer mit einem ra¨umlichen Diskretisierungsfeh-
ler von zweiter Ordnung gilt fu¨r einen berechneten Wert φ˜ in Abha¨ngigkeit von der
Netzschrittweite h und dem exakten Wert φ
φ˜ = φ+ ε · h2 +O (h3) , (5.1)
mit einem unbekannten Faktor ε. Die Netzschrittweite ist bei einem zweidimensiona-
len Gitter proportional zum reziproken Wert der Wurzel der Netzzellenanzahl N , so
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dass gilt
h ∼ 1√
N
. (5.2)
Bei hinreichend kleiner Netzschrittweite ko¨nnen die Fehlerterme ho¨herer Ordnung in
Gl. (5.1) vernachla¨ssigt werden, so dass sich ein linearer Zusammenhang ergibt
φ˜ ≈ φ+ ε · 1
N
, N →∞ . (5.3)
Somit mu¨ssen die im Rahmen einer Netzkonvergenzstudie auf hinreichend feinen Net-
zen ermittelten Werte fu¨r φ˜ bei Auftragung u¨ber 1/N auf einer Geraden liegen.
Durch Extrapolation der berechneten Werte fu¨r ein unendlich feines Netz mit 1/N = 0
kann der wahre Wert φ bestimmt werden. Diese Extrapolation wird Richardson-
Extrapolation genannt, siehe Roache [87]. Im Fall einer Verfeinerung des Rechengitters
durch Halbierung der Netzschrittweite bzw. Vervierfachung der Netzzellenanzahl gilt
φ ≈ 4
3
φ˜4N − 1
3
φ˜N . (5.4)
Die fu¨r eine Netzkonvergenzstudie beno¨tigte Sequenz unterschiedlich feiner Gitter
wird bei einem strukturierten Stro¨mungslo¨ser im Allgemeinen nicht durch die Verfei-
nerung eines gegebenen Gitters erstellt. Stattdessen wird wegen des einfacheren Vor-
gehens, ausgehend von einem sehr feinen Netz, eine Folge gro¨berer Gitter erzeugt,
wobei ein grobes Gitter durch entfernen jeder zweiten Netzlinie aus dem na¨chst feine-
ren hervorgeht.
Die Validierung eines Verfahrens erfolgt im Anschluss an dessen Verifikation. Fu¨r
die Validierung werden systematisch numerische Lo¨sungen mit experimentellen Da-
ten verglichen. Allerdings sind Abweichungen unter Umsta¨nden schwierig zu inter-
pretieren, da auch die Messdaten mit Unsicherheiten behaftet sein ko¨nnen, oder bei
der numerischen Simulation nicht sa¨mtliche Details des Experiments beru¨cksichtigt
werden konnten. Die in dieser Arbeit entwickelten Techniken zur Flexibilisierung des
Stro¨mungslo¨sers ko¨nnen jedoch auch ohne die Betrachtung von experimentellen Da-
ten validiert werden. Da die physikalische Modellierung der Stro¨mung durch die Ver-
wendung u¨berlappender Gitter oder ha¨ngender Netzknoten nicht beeinflusst wird,
kann die Validierung der Algorithmen stattdessen durch Vergleichsrechnungen auf
konventionellen Rechengittern erfolgen. Sofern die Rechnungen jeweils mit gleichen
numerischen Parametern durchgefu¨hrt werden, sind abweichende Ergebnisse aus-
schließlich auf die zusa¨tzlich verwendeten Methoden oder die unterschiedlichen Git-
tertypen zuru¨ckzufu¨hren. Allerdings kann bei dieser Vorgehensweise die physikali-
sche Richtigkeit der Stro¨mungslo¨sungen nicht beurteilt werden. Aus den genannten
Gru¨nden werden die in dieser Arbeit erzielten Validierungsergebnisse sowohl mit nu-
merisch auf Referenzgittern ermittelten Lo¨sungen als auch mit Messdaten verglichen.
5.2 Netzkonvergenzstudien NACA0012-Profil
Der erste Testfall fu¨r die Verifikation der neuen Techniken ist die reibungslose Um-
stro¨mung eines NACA0012-Profils. Die Profilkoordinaten ko¨nnen Jacobs et al. [43]
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entnommen werden. Fu¨r dieses Beispiel soll anhand von Netzkonvergenzstudien fu¨r
eine subsonische Umstro¨mung nachgewiesen werden, dass die Chima¨ren-Technik in
Verbindung mit kartesischen Hintergrundblo¨cken mit ha¨ngenden Netzknoten die Ge-
nauigkeit des Stro¨mungslo¨sers nicht beeintra¨chtigt. Anschließend wird ebenfalls mit
Netzkonvergenzstudien bei einer transsonischen Umstro¨mung des Profils der Einfluss
der Lage der Interpolationsra¨nder auf die Lo¨sungsgenauigkeit untersucht.
5.2.1 Subsonische Profilumstro¨mung
Fu¨r die Netzkonvergenzstudie bei subsonischer Stro¨mungsgeschwindigkeit wurden
drei verschiedene Gittertypen verwendet: Zur Erzeugung einer Referenzlo¨sung diente
ein konventionelles Einblockgitter mit 320 × 64 Zellen, siehe Bild 5.1, oben, links.
Bei dem zweiten Gitter handelt es sich um ein Chima¨ren-Netz, welches sich aus
Bild 5.1: Mittelfeine Netze fu¨r NACA0012-Profil, oben, links: konventionelles Gitter, oben,
rechts: Chima¨ren-Gitter, unten, links: Chima¨ren-Gitter mit ha¨ngenden Netzknoten
einem Komponentengitter mit 320 × 40 Zellen und einem kartesischen Einblock-
Hintergrundgitter mit 224× 224 Zellen zusammensetzt, vgl. Bild 5.1, oben, rechts. Das
Komponentengitter ist dabei identisch mit dem inneren Bereich des Referenznetzes.
Das dritte untersuchte Gitter besteht aus dem Komponentengitter des zweiten Git-
ters und einem automatisch generierten kartesischen Hintergrundnetz mit ha¨ngenden
Netzknoten, welches 44 Blo¨cke mit insgesamt 19072 Zellen entha¨lt, siehe Bild 5.1, un-
ten, links.
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Fu¨r alle drei Gittertypen wurde eine Netzkonvergenzstudie durchgefu¨hrt. Die dazu
beno¨tigten mittelfeinen und groben Gitter wurden jeweils durch entfernen jeder zwei-
ten Netzlinie aus dem na¨chst feineren Gitter erzeugt. Die Anstro¨mbedingungen waren
durch einen Anstellwinkel von α = 2◦ und eine Anstro¨mmachzahl von M∞ = 0,63 ge-
geben. Um die Vergleichbarkeit der berechneten Stro¨mungslo¨sungen zu gewa¨hrleis-
ten, wurden fu¨r alle Rechnungen dieselben numerischen Parameter verwendet. Als
Beispiel fu¨r die erzielten Stro¨mungslo¨sungen sind in Bild 5.2 die berechneten Iso-
Machlinienverteilungen im Bereich der Profilnase auf den verschieden feinen Netzen
des Chima¨ren-Netzes mit Mehrblock-Hintergrundgitter dargestellt. Es ist deutlich zu
grob mittel fein
Bild 5.2: Iso-Machlinienverla¨ufe (∆M = 0,05) fu¨r NACA0012-Profil, berechnet mit grobem,
mittlerem und feinem Gitter des Chima¨ren-Netzes mit ha¨ngenden Netzknoten, α = 2◦,
M∞ = 0,63 , - - - : Lo¨sung auf Komponentengitter, — : Lo¨sung auf Hintergrundgitter
erkennen, dass die leicht unterschiedlichen Stro¨mungslo¨sungen auf dem Komponen-
tengitter und dem Hintergrundgitter mit zunehmender Netzfeinheit zu einer identi-
schen Lo¨sung konvergieren.
Fu¨r alle Stro¨mungslo¨sungen werden die dimensionslosen Auftriebs- und Wider-
standsbeiwerte ca und cw des Profils berechnet
ca =
FA
ρ∞
2
U2∞ Sref
(5.5)
cw =
FW
ρ∞
2
U2∞ Sref
, (5.6)
wobei FA den Auftrieb, FW den Widerstand, ρ∞ und U∞=|~q∞| die Dichte bzw. die
Geschwindigkeit der freien Anstro¨mung und Sref eine Bezugsfla¨che bezeichnen. Die
sich ergebenden Werte fu¨r ca und cw ko¨nnen Tabelle 5.1 entnommen werden. Die Auf-
tragung der ca-Werte u¨ber dem reziproken Wert der Gesamtzellenzahl des jeweiligen
Rechengitters in Bild 5.3, links zeigt, dass die fu¨r einen Gittertyp bestimmten Werte
alle na¨herungsweise auf einer Geraden liegen. Nach Gl. (5.3) ist der ra¨umliche Diskre-
tisierungsfehler somit von zweiter Ordnung. Der nach Gl. (5.4) fu¨r ein unendlich feines
Netz extrapolierte Auftriebsbeiwert ist fu¨r alle Gittertypen fast gleich und betra¨gt im
Mittel ca = 0,3340.
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Gittertyp Zellenzahl ca cw
grob 1280 0,32846 1,5285 · 10−3
konventionell mittel 5120 0,33315 0,2109 · 10−3
fein 20480 0,33388 0,0116 · 10−3
extrap. ∞ 0,33412 —
grob 7872 0,32508 1,8973 · 10−3
Chima¨ren-Netz mittel 15744 0,33165 0,3124 · 10−3
fein 62974 0,33326 0,0417 · 10−3
extrap. ∞ 0,33380 —
grob 1992 0,32429 2,0940 · 10−3
Chima¨ren-Netz mit mittel 7968 0,33148 0,3034 · 10−3
ha¨ngenden Knoten fein 31872 0,33345 0,0335 · 10−3
extrap. ∞ 0,33411 —
Tabelle 5.1: Auftriebs- und Widerstandsbeiwerte fu¨r Netzkonvergenzstudie NACA0012-Profil,
α = 2◦, M∞ = 0,63
1/N
c a
0 0.0002 0.0004 0.0006 0.00080.3225
0.325
0.3275
0.33
0.3325
0.335
1/N
c w
0 0.0002 0.0004 0.0006 0.00080
0.0005
0.001
0.0015
0.002
0.0025
Bild 5.3: Konvergenz der Auftriebs- und Widerstandsbeiwerte fu¨r reibungslose Umstro¨mung
des NACA0012-Profils, α = 2◦, M∞ = 0,63 ,  : konventionelles Gitter, 4 : Chima¨ren-Gitter,◦ : Chima¨ren-Gitter mit ha¨ngenden Netzknoten
Der Widerstand eines reibungslos und mit Unterschallgeschwindigkeit umstro¨mten
Profils ist gleich Null. Werte ungleich Null werden ausschließlich durch Diskretisie-
rungsfehler verursacht. Wie Tabelle 5.1 entnommen werden kann, konvergiert der
Widerstand fu¨r alle Gittertypen tatsa¨chlich gegen Null, wobei der Widerstand beim
U¨bergang auf ein feineres Gitter jeweils auf ein sechstel oder weniger abnimmt. Fu¨r
die Widerstandsberechnung deutet dies auf einen ra¨umlichen Diskretisierungsfehler
von 2,6-ter Ordnung oder weniger hin. Deswegen liegen die in Bild 5.3, rechts auf-
getragenen Werte fu¨r cw auch nicht auf einer durch Gl. (5.3) gegebenen Gerade. Eine
Richardson-Extrapolation fu¨r 1/N = 0 ist demnach nicht zula¨ssig.
Die Ergebnisse der Netzkonvergenzstudie besta¨tigen auch die in Kapitel 1.4.1 ge-
troffene Aussage, dass ein Einblock-Hintergrundgitter zu einer sehr hohen Gesamt-
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zellenzahl fu¨hrt. Verglichen mit dem konventionellen Einblockgitter werden deut-
lich mehr Netzzellen beno¨tigt, um a¨hnlich genaue Ergebnisse zu erzielen. Dieses
Verha¨ltnis verbessert sich durch die Nutzung des automatisch generierten Mehrblock-
Hintergrundgitters. Aber auch dieser Gittertyp erfordert mehr Netzzellen als das kon-
ventionelle Gitter, da die ausgeblendeten Zellen innerhalb des Ko¨rpers nicht zur Be-
rechnung der Stro¨mung beitragen und die Zellen im U¨berlappungsbereich doppelt
vorhanden sind. Bei dem NACA0012-Profil handelt es sich jedoch um eine Geometrie,
fu¨r die mit einem konventionellen Einblocknetz eine nahezu optimale Netzpunktver-
teilung erreicht werden kann. Weitere Untersuchungen mu¨ssen daher zeigen, ob die
Erkenntnisse auch fu¨r Gitter um komplexe Ko¨rper gelten.
5.2.2 Transsonische Profilumstro¨mung
Bei einem Chima¨ren-Gitter sollten die Interpolationsra¨nder nicht in Gebieten mit star-
ken Gradienten, wie insbesondere Verdichtungssto¨ßen, verlaufen. Sonst kann die be-
rechnete Stro¨mungslo¨sung verfa¨lscht werden. Dies ist auf die nicht flusskonservati-
ve Interpolation der Stro¨mungsdaten und die gegebenenfalls unterschiedliche ra¨um-
liche Auflo¨sung der Gradienten auf den u¨berlappenden Gittern zuru¨ckzufu¨hren. Bei-
spielsweise zeigen Pa¨rt-Enander und Sjo¨green [72] sowie Cali [19], dass bei U¨berschall-
stro¨mungen die Ausbreitung von Verdichtungssto¨ßen behindert werden kann.
Um den Einfluss der Lage der Chima¨ren-Interpolationsra¨nder bei transsonischen Pro-
filumstro¨mungen zu untersuchen, wird im Folgenden eine Netzkonvergenzstudie fu¨r
das NACA0012-Profil bei einem Anstellwinkel von α = 1◦ und einer Anstro¨mmachzahl
von M∞ = 0,85 durchgefu¨hrt. Dazu werden zuna¨chst die in Kapitel 5.2.1 verwendeten
Chima¨ren-Gitter ohne bzw. mit ha¨ngenden Netzknoten betrachtet. Wie den in Bild 5.4,
links, oben bzw. unten dargestellten Iso-Machlinienverteilungen entnommen werden
kann, u¨berschneiden die Verdichtungssto¨ße bei den gewa¨hlten Anstro¨mbedingungen
die Interpolationsra¨nder oberhalb und unterhalb des Profils. Bei dem Chima¨ren-Netz
mit Einblock-Hintergrundgitter ist die Feinheit des Komponentengitters und des Hin-
tergrundgitters im U¨berlappungsbereich sehr a¨hnlich. Daher ist ein Einfluss der Inter-
polation auf den Verlauf der Verdichtungssto¨ße nicht zu erkennen, siehe Bild 5.4, oben,
Mitte. Dagegen ist bei dem Chima¨ren-Gitter mit ha¨ngenden Netzknoten das Kompo-
nentengitter im U¨berlappungsbereich feiner als das Hintergrundgitter, so dass die Ver-
dichtungssto¨ße im Komponentengitter besser aufgelo¨st sind als im Hintergrundgitter,
vgl. Bild 5.4, unten, Mitte. Als Folge der Interpolation wird der im Komponentengit-
ter auf der Profiloberseite berechnete Verdichtungsstoß am Interpolationsrand stark
aufgeweitet. Dies verhindert die freie Ausbildung der Stro¨mung und kann zu einem
erho¨hten numerischen Fehler fu¨hren.
Ein fu¨r transsonische Stro¨mungen besser geeignetes Gittersystem besteht aus einem
Komponentengitter, welches alle Verdichtungssto¨ße vollsta¨ndig beinhaltet, wa¨hrend
die Netzpunkte des Hintergrundgitters im Bereich des Stoßes ausgeblendet sind. Da-
durch u¨berschneiden die Interpolationsra¨nder den Verdichtungsstoß nicht, so dass
Probleme bei der Dateninterpolation vermieden werden. Zur Beurteilung dieses Git-
tertyps werden auf Basis der bislang genutzten Chima¨ren-Netze zwei neue Gitter er-
stellt, bei denen die Komponentengitter durch stoßangepasste Gitter ersetzt sind. Fu¨r
diese Gitter wird ebenfalls eine Netzkonvergenzstudie durchgefu¨hrt. Beispiele fu¨r die
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Bild 5.4: Iso-Machlinienverla¨ufe (∆M = 0,1) fu¨r NACA0012-Profil, berechnet auf mittelfeinen
Chima¨ren-Gittern, oben: Netze mit Einblock-Hintergrundgitter, unten: Netze mit ha¨ngenden
Netzknoten, jeweils links: Interpolationsra¨nder schneiden Verdichtungssto¨ße, jeweils Mitte:
Detailansicht des U¨berlappungsgebiets, jeweils rechts: stoßangepasstes Komponentengitter,
α = 1◦, M∞ = 0,85 , — : Lo¨sung auf Komponentengitter, - - - : Lo¨sung auf Hintergrundgitter
resultierenden Stro¨mungslo¨sungen sind in Bild 5.4, rechts, oben und unten dargestellt.
Die im Rahmen der Netzkonvergenzstudien fu¨r die vier Chima¨ren-Gitter berechneten
Auftriebs- und Widerstandsbeiwerte sind in Tabelle 5.2 angegeben. Als Referenzwerte
sind zusa¨tzlich die Ergebnisse von Stro¨mungssimulationen mit dem bereits in Kapi-
tel 5.2.1 genutzten konventionellen Gitter eingetragen.
Eine grafische Auftragung der mit den nicht stoßangepassten Chima¨ren-Gittern be-
rechneten Auftriebs- und Widerstandsbeiwerte im Vergleich zur Referenzlo¨sung ist in
Bild 5.5 abgebildet. Es zeigt sich, dass mit zunehmender Netzfeinheit die Beiwerte
gegen einen a¨hnlichen Wert streben. Allerdings liegen die Beiwerte in der gewa¨hl-
ten Auftragung u¨ber dem reziproken Wert der Gesamtzellenzahl nicht auf einer Ge-
raden, so dass die Genauigkeitsordnung des Verfahrens nicht bestimmt werden kann.
Eine Richardson-Extrapolation der Beiwerte fu¨r unendlich feine Chima¨ren-Gitter mit
Gl. (5.4) ist somit nicht zula¨ssig. Die Ergebnisse besta¨tigen, dass eine Interpolation im
Bereich von Verdichtungssto¨ßen vermieden werden sollte.
2005-20
72 Ein Verfahren zur Simulation der Umstro¨mung komplexer Konfigurationen
Gittertyp Zellen- ca cw Zellen- ca cw
zahl zahl
grob 1280 0,36082 0,056891
konventionell mittel 5120 0,38397 0,058245
fein 20480 0,38879 0,058544
extrap. ∞ 0,39040 0,058644
einfaches stoßangepasstes
Komponentengitter Komponentengitter
grob 3936 0,37778 0,059057 4022 0,36537 0,056703
Chima¨ren-Netz mittel 15744 0,38879 0,058679 16088 0,38531 0,058297
fein 62976 0,39105 0,058739 64352 0,38952 0,058547
extrap. ∞ — — ∞ 0,39092 0,058630
Chima¨ren-Netz grob 1992 0,38018 0,056908 2078 0,37750 0,055638
mit ha¨ngenden mittel 7968 0,38416 0,058082 8312 0,38622 0,057796
Netzknoten fein 31872 0,38974 0,058895 33248 0,38938 0,058567
extrap. ∞ — — ∞ 0,39043 0,058824
Tabelle 5.2: Auftriebs- und Widerstandsbeiwerte fu¨r Netzkonvergenzstudie NACA0012-Profil,
α = 1◦, M∞ = 0,85
1/N
c a
0 0.0002 0.0004 0.0006 0.00080.36
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1/N
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Bild 5.5: Konvergenz der Auftriebs- und Widerstandsbeiwerte fu¨r reibungslose Umstro¨mung
des NACA0012-Profils, wobei die Verdichtungssto¨ße die Interpolationsra¨nder schneiden,
α = 1◦, M∞ = 0,85 ,  : konventionelles Gitter, 4 : Chima¨ren-Gitter, ◦ : Chima¨ren-Gitter mit
ha¨ngenden Netzknoten
Die mit den Chima¨ren-Gittern mit stoßangepassten Komponentengittern bestimmten
Beiwerte liegen dagegen bei einer Auftragung u¨ber dem reziproken Wert der Gesamt-
zellenzahl na¨herungsweise auf einer Geraden, siehe Bild 5.6. Das Lo¨sungsverfahren
hat daher eine Genauigkeit von zweiter Ordnung. Die U¨bereinstimmung der auf den
feinen Gittern berechneten Beiwerte ist deutlich besser, als die der auf den feinen, nicht
stoßangepassten Gittern ermittelten Daten. Die Richardson-Extrapolation mit Gl. (5.4)
ergibt im Mittel einen Auftriebsbeiwert von ca ≈ 0,39058 und einen Widerstandsbei-
wert von cw ≈ 0,05870.
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Bild 5.6: Konvergenz der Auftriebs- und Widerstandsbeiwerte fu¨r reibungslose Umstro¨mung
des NACA0012-Profils, wobei die Komponentengitter die Verdichtungssto¨ße einschließen,
α = 1◦, M∞ = 0,85 ,  : konventionelles Gitter, 4 : Chima¨ren-Gitter, ◦ : Chima¨ren-Gitter mit
ha¨ngenden Netzknoten
5.3 L1T2-Dreielement-Hochauftriebsprofil
Die vorhergehende Untersuchung hat gezeigt, dass bei einfachen, reibungslosen Profil-
umstro¨mungen die Nutzung der Chima¨ren-Technik zu genauen Ergebnissen fu¨hrt.
Dieser Nachweis soll auch fu¨r die komplexe, reibungsbehaftete Umstro¨mung ei-
nes Dreielement-Hochauftriebsprofils erbracht werden. Die Berechnung einer solchen
Stro¨mung stellt wegen der großen Geschwindigkeitsunterschiede im Stro¨mungsfeld,
den Ablo¨segebieten in den Aussparungen von Vor- und Hauptflu¨gel und den konflu-
enten Grenzschichten u¨ber dem Profil hohe Anforderungen an das Lo¨sungsverfahren,
siehe z. B. Rumsey und Ying [92]. Als Testfall dient das L1T2-Dreielementprofil, wel-
ches im Rahmen des britisch nationalen Hochauftriebsprogramms NHLP experimen-
tell vermessen wurde. Die Ergebnisse sind von Moir [69] dokumentiert. Die Geome-
trie wird aus einem superkritischen BAC 3-11/RES/30/21-Profil gebildet, von dem ein
Vorflu¨gel mit 12,5% Profiltiefe und eine Fowler-Klappe mit 33% Profiltiefe abgespalten
wurden. Der Vorflu¨gel ist um 25◦ gegenu¨ber dem Hauptprofil ausgeschlagen und die
Klappe um 20◦. Neben den experimentellen Daten sind auch mehrere Vero¨ffentlichun-
gen mit numerischen Nachrechnungen bekannt, z. B. Fejtek [36], Hellsten [41], Rudnik
[90] und Wild [116]. Die in dieser Arbeit erzielten Ergebnisse werden daher auch im
Vergleich zu anderen Rechnungen diskutiert.
5.3.1 Rechengitter
Zur Bewertung der Lo¨sungsalgorithmen werden zwei verschiedene Rechengitter
genutzt: Ein bereits von Rudnik [90] verwendetes konventionelles Mehrblockgitter
mit acht Netzblo¨cken und insgesamt 176960 Zellen dient zur Ermittlung von Refe-
renzlo¨sungen, siehe Bild 5.7, oben. Fu¨r die Chima¨ren-Rechnungen wurde im Rahmen
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Bild 5.7: Einfach vergro¨berte Gitter fu¨r L1T2-Dreielementprofil, oben: konventionelles Netz,
Mitte: Chima¨ren-Netz, unten: Detailansichten
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der Arbeit ein neues Gittersystem erstellt. Es besteht aus je einem Komponentengitter
fu¨r Vorflu¨gel, Hauptflu¨gel und Fowler-Klappe, die in ein kartesisches Hintergrundgit-
ter mit anisotropen Zellen eingebettet sind, siehe Bild 5.7, Mitte. Das kartesische Hin-
tergrundgitter wurde mit dem in Kapitel 4.1 beschrieben Verfahren erzeugt. Um die
Vergleichbarkeit der berechneten Stro¨mungen zu gewa¨hrleisten, wurde bei der Netz-
generierung besonderer Wert auf eine zum konventionellen Gitter a¨hnliche Netzlinien-
verteilung in den Grenzschichten und in den Profilnachla¨ufen gelegt. Eine Zusammen-
stellung der Block- und Zellenzahl der verwendeten Gitter ist in Tabelle 5.3 gegeben.
Gittertyp Netz Blockanzahl Zellenzahl
konventionell gesamt 8 176960
Vorflu¨gel 6 42336
Chima¨ren-Netz mit Hauptflu¨gel 6 73440
ha¨ngenden Knoten Klappe 4 43904
Hintergrund 58 31296
gesamt 74 190976
Tabelle 5.3: Netzpunktzahl der Gitter fu¨r L1T2-Profil
Bei der Erstellung der Komponentengitter mit dem Netzgenerierer MegaCads [18] er-
wies sich die Nutzung u¨berlappender Gitter in mehrerer Hinsicht als vorteilhaft im
Vergleich zu Netzen mit konventionellen Blocku¨berga¨ngen: Dank des parametrischen
Ansatzes von MegaCads zum Erzeugen der Netze war es mo¨glich, die zur Vernetzung
des Hauptflu¨gels erstellte Steuerungsdatei durch A¨nderung weniger Parameter auch
zur Generierung des Gitters fu¨r den Vorflu¨gel zu nutzen. Zusa¨tzlich konnte die Steue-
rungsdatei nach dem Entfernen der Schritte, die zur Vernetzung der Aussparungen
von Vor- und Hauptflu¨gel erforderlich sind, auch fu¨r die Erstellung des Gitters um
die Klappe verwendet werden. Die unabha¨ngige Vernetzung der Komponenten fu¨hr-
te neben der vereinfachten Netzgenerierung auch zu einer Reduzierung der Zahl der
Netzlinien unterhalb des Profils, da die zur Auflo¨sung der Grenzschichten beno¨tig-
ten Netzlinien nicht durch das gesamte Rechengebiet gefu¨hrt werden mussten, siehe
Bild 5.7, unten.
5.3.2 Netzkonvergenzuntersuchung
Die Verifikation der Chima¨ren-Technik und der Blocku¨berga¨nge mit ha¨ngenden Netz-
knoten fu¨r komplexe, reibungsbehaftete Stro¨mungen erfolgt mit einer Netzkonver-
genzstudie fu¨r das L1T2-Dreielementprofil bei einem Anstellwinkel von α = 20,18◦,
einer Anstro¨mmachzahl von M∞ = 0,197 und einer Reynolds-Zahl von Re = 3,52 · 106.
Die Positionen der laminar-turbulenten Transition sind in Tabelle 5.4 angegeben. Die
mit Hilfe einer en-Methode ermittelten Werte wurden Wild [116] entnommen. Fu¨r die
hier vorgestellten Rechnungen musste die Transitionslage auf der Oberseite des Vor-
flu¨gels etwas nach vorn verschoben werden, um das mit einem Stro¨mungsabriss ver-
bundene Aufplatzen einer im Transitionsbereich vorliegenden laminaren Ablo¨seblase
zu verhindern.
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Element Unterseite (x/l) Oberseite (x/l)
Vorflu¨gel -0,05381 -0,1015
(Wild: -0,1002)
Hauptprofil 0,6398 0,0485
Klappe 1,17675 0,9287
Tabelle 5.4: Transitionslagen in Koordinaten des Hauptprofils fu¨r die L1T2-Konfiguration nach
Wild [116] fu¨r α = 20,18◦, M∞ = 0,197 , Re = 3,52 · 106
Fu¨r die Netzkonvergenzstudie wurde ausgehend von dem feinen konventionellen Git-
ter und dem feinen Chima¨ren-Gitter jeweils ein mittelfeines und daraus ein grobes
Netz durch entfernen jeder zweiten Netzlinie erzeugt. Auf jedem der Netze wurde ei-
ne Stro¨mungssimulation unter Verwendung des kω-Turbulenzmodells durchgefu¨hrt.
Dabei wurden zur Gewa¨hrleistung der Vergleichbarkeit der Ergebnisse fu¨r alle Rech-
nungen dieselben numerischen Parameter verwendet. Als Ausnahme war fu¨r die
Chima¨ren-Rechnungen eine Anpassung der Lochdefinitionsgitter erforderlich, damit
auf den groben Gittern eine ausreichende Netzu¨berlappung vorhanden ist.
Als Ergebnisse der Netzkonvergenzstudie sind in Tabelle 5.5 die berechneten
Auftriebs- und Widerstandsbeiwerte ca und cw eingetragen. Zusa¨tzlich sind die mit
Gittertyp Zellenzahl ca cw
grob 11060 3,5220 0,15841
konventionell mittel 44240 3,8856 0,07181
fein 176960 4,0370 0,05456
extrap. ∞ 4,0872 0,04881
grob 11936 3,8451 0,14293
Chima¨ren-Netz mit mittel 47744 3,9438 0,08053
ha¨ngenden Knoten fein 190976 4,0463 0,05708
extrap. ∞ 4,0805 0,04927
Tabelle 5.5: Auftriebs- und Widerstandsbeiwerte fu¨r Netzkonvergenzstudie L1T2-Dreielement-
profil, α = 20,18◦, M∞ = 0,197 , Re = 3,52 · 106
Gl. (5.4) fu¨r ein unendlich feines Gitter extrapolierten Werte angegeben. Die in Bild 5.8,
links dargestellte Auftragung der ca-Werte u¨ber der reziproken Gesamtzellenzahl der
Rechengitter zeigt, dass fu¨r beide Gittertypen die Auftriebsbeiwerte bei einer Ver-
feinerung der Netze gegen denselben Wert streben. Dabei sind die mit Hilfe des
Chima¨ren-Gitters ermittelten Ergebnisse jeweils dichter beim angestrebten Auftriebs-
beiwert als die fu¨r das konventionelle Gitter gleicher Netzfeinheit bestimmten Werte.
Nach Gl. (5.3) sollten die ca-Werte bei der in Bild 5.8 gewa¨hlten Darstellung auf ei-
ner Geraden liegen. Dies ist insbesondere fu¨r die Chima¨ren-Rechnung nicht der Fall.
Vermutlich liegt dieses Verhalten an einer unzureichenden Auflo¨sung der relevanten
Stro¨mungspha¨nomene auf dem gro¨bsten Gitter, aber nicht an einer vera¨nderten Ge-
nauigkeitsordnung des Lo¨sungsverfahrens. Unter der Annahme eines Verfahrens mit
einem Fehler von zweiter Ordnung ergibt die Extrapolation der Auftriebsbeiwerte mit
Gl. (5.4) fu¨r unendlich feine Gitter im Mittel einen Wert von ca = 4,084.
Wie Bild 5.8, rechts entnommen werden kann, sind die auf den verschiedenen Git-
tertypen berechneten Widerstandsbeiwerte cw fu¨r a¨hnlich feine Netze vergleichbar.
2005-20
5. Ergebnisse 77
1/N
c a
0 2E-05 4E-05 6E-05 8E-05 1E-043.5
3.6
3.7
3.8
3.9
4
4.1
1/N
c w
0 2E-05 4E-05 6E-05 8E-05 1E-040.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
Bild 5.8: Konvergenz der Auftriebs- und Widerstandsbeiwerte fu¨r L1T2-Testfall, α = 20,18◦,
M∞ = 0,197 , Re = 3,52 · 106,  : konventionelles Gitter, 4 : Chima¨ren-Gitter
Die fu¨r einen Gittertyp ermittelten Werte liegen anna¨hernd auf einer Geraden, so
dass nach Gl. (5.3) von einem Verfahrensfehler von zweiter Ordnung auszugehen
ist. Die Richardson-Extrapolation liefert fu¨r ein unendlich feines Gitter den Wert
cw ≈ 0,0490±0,0003.
Als weiteres Ergebnis zeigt die Netzkonvergenzstudie auch, dass reibungsbehaftete
Profilumstro¨mungen mit einem konventionellen Gitter und einem Chima¨ren-Gitter
vergleichbarer Zellenzahl a¨hnlich genau berechnet werden ko¨nnen. Diese Erkenntnis
steht im Gegensatz zu der in Kapitel 5.2 getroffenen Aussage, dass bei Chima¨ren-
Gittern wegen der ausgeblendeten Zellen innerhalb eines Ko¨rpers und der doppelt
vorhandenen Zellen in den U¨berlappungsgebieten eine ho¨here Netzzellenanzahl er-
forderlich ist. Im vorliegenden Fall wird dieser Nachteil jedoch durch den Vorteil aus-
geglichen, dass die vielen zur Auflo¨sung der Grenzschichten erforderlichen Netzlinien
nicht durch das gesamte Rechengebiet gefu¨hrt werden mu¨ssen.
5.3.3 Vergleich mit experimentellen Daten
Nach der erfolgreichen Verifikation der in dieser Arbeit eingefu¨hrten Algorithmen
schließt sich der Validierungsprozess an. Dazu werden als erster Schritt die bei der
Netzkonvergenzstudie fu¨r die L1T2-Konfiguration auf den feinen Gittern erzielten Er-
gebnisse mit den vorliegenden experimentellen Ergebnissen von Moir [69] verglichen.
Die Druckverteilungen auf dem Vorflu¨gel, dem Hauptprofil und der Fowler-Klappe
sind in Bild 5.9 aufgetragen, wobei der dimensionslose Druckbeiwert cp durch
cp =
p− p∞
1
2
ρ∞U2∞
(5.7)
gegeben ist. Es zeigt sich ein nahezu identischer Verlauf der auf dem konventionellen
Gitter und dem Chima¨ren-Gitter berechneten Lo¨sungen. Auch die U¨bereinstimmung
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Bild 5.9: Rechnerisch fu¨r L1T2-Konfiguration ermittelte Druckverteilungen im Vergleich zum
Experiment, α = 20,18◦, M∞ = 0,197 , Re = 3,52 · 106, - - - : konventionelles Gitter, — : Chima¨ren-
Gitter,  : Messung 1, N : Messung 2
mit dem Experiment ist sehr gut. Geringe Abweichungen sind nur am Vorflu¨gel hin-
ter der Saugspitze im Bereich der laminaren Ablo¨seblase und an der Hinterkante des
Vorflu¨gels festzustellen.
Fu¨r die Vorhersage von Hochauftriebsstro¨mungen ist die genaue Wiedergabe der
Grenzschichten und deren Wechselwirkungen untereinander wichtig. Eine zur Dar-
stellung von Grenzschichtprofilen und Nachla¨ufen gleichermaßen geeignete Gro¨ße ist
der Gesamtdruckbeiwert cp0
cp0 =
p0 − p∞
1
2
ρ∞U2∞
, (5.8)
mit
p0 = p ·
(
1 +
κ− 1
2
M2
) κ
κ−1
, (5.9)
wobei M die lokale Machzahl bezeichnet. In Bild 5.10 sind die berechneten und ge-
messenen Verla¨ufe des Gesamtdruckbeiwerts fu¨r vier Stationen dargestellt. Die ers-
te Station befindet sich bei 35% der Profiltiefe des Hauptflu¨gels, Station zwei ist auf
der Fowler-Klappe direkt hinter der Hinterkante des Hauptprofils lokalisiert, die drit-
te Station liegt bei 50% der Klappentiefe und Station 4 ist an der Klappenhinterkan-
te. Die mit Hilfe des konventionellen Gitters und mit dem Chima¨ren-Gitter berech-
neten Gesamtdruckverteilungen zeigen an allen vier Stationen eine sehr gute U¨ber-
einstimmung. Damit ist fu¨r das Chima¨ren-Netz der Nachweis erbracht, dass beim
U¨bergang der Stro¨mung von einem Komponentengitter in das na¨chste die Genauig-
keit der Nachla¨ufe nicht negativ beeinflusst wird. Die im Vergleich zum Experiment
festzustellenden Unterschiede sind vermutlich auf eine nicht ausreichende Netzfein-
heit an den Grenzschichtra¨ndern, sowie in geringem Maße auch auf das verwende-
te kω-Turbulenzmodell zuru¨ckzufu¨hren. Dies wird durch einen Vergleich der hier er-
zielten Ergebnisse mit denen von Hellsten [41] deutlich. Weiterhin ko¨nnen auch die
Messergebnisse selbst mit Ungenauigkeiten behaftet sein. Diesen Schluss lassen die
im Folgenden angegebenen Ergebnisse zweier Messungen zu, bei denen fu¨r gleiche
Anstro¨mbedingungen deutlich unterschiedliche Kraftbeiwerte ermittelt wurden.
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Bild 5.10: Gesamtdruckverteilungen auf Oberseite des L1T2-Dreielementprofils im Vergleich
zur Messung, α = 20,18◦, M∞ = 0,197 , Re = 3,52 · 106, - - - : konventionelles Gitter,
— : Chima¨ren-Gitter,  : Messung
Eine Gegenu¨berstellung der berechneten Auftriebs- und Widerstandsbeiwerte mit den
experimentell bestimmten Werten ist in Tabelle 5.6 angegeben. Wie bereits in Kapi-
ca cw Netzzellen Anmerkung
Experiment 1 4,110 0,0677
Experiment 2 4,075 0,0734
konventionell 4,037 0,0546 176960 kω
4,087 0,0488 ∞ kω, extrapoliert
Chima¨ren-Gitter 4,046 0,0571 190976 kω
4,081 0,0493 ∞ kω, extrapoliert
Rudnik [90] 4,014 0,0706 176960 kω
Hellsten [41] 4,09 0,055 364608 kω-SST
4,06 0,057 364608 kω-EARSM
4,07 0,056 ∞ kω-EARSM, extrapoliert
Tabelle 5.6: Vergleich der Auftriebs- und Widerstandsbeiwerte fu¨r das L1T2-Dreielementprofil,
α = 20,18◦, M∞ = 0,197 , Re = 3,52 · 106
tel 5.3.2 diskutiert, liegen die auf dem konventionellen Gitter und dem Chima¨ren-
Gitter berechneten Beiwerte dicht beieinander. Der Vergleich mit den in zwei Messun-
gen experimentell bestimmten Auftriebsbeiwerten zeigt, dass der numerisch ermittelte
Auftrieb jeweils zu niedrig vorhergesagt wurde. Dieses wu¨rde sich bei einer Verfeine-
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rung der Gitter a¨ndern, da der fu¨r ein unendlich feines Gitter extrapolierte Wert im
Bereich der Messungen liegt. Die berechneten Widerstandsbeiwerte sind im Vergleich
zur Messung zu niedrig. Der fu¨r ein unendlich feines Gitter extrapolierte Wert verdeut-
licht, dass bei einer weiteren Verfeinerung der Gitter die Diskrepanz gro¨ßer wu¨rde.
Gru¨nde fu¨r die Abweichungen ko¨nnten falsche Transitionslagen oder Windkanalin-
terferenzen sein.
Die weitere Bewertung der Beiwerte kann anhand einiger in der Literatur vero¨ffent-
lichter Ergebnisse erfolgen, die ebenfalls in Tabelle 5.6 angegeben sind. Fu¨r alle Rech-
nungen wurden fast identische Transitionslagen verwendet, so dass Unterschiede in
den Beiwerten auf die verwendeten Lo¨sungsalgorithmen zuru¨ckzufu¨hren sind. Die
Untersuchungen von Rudnik [90] basieren auf dem auch in dieser Arbeit verwende-
ten konventionellen Rechengitter. Der von ihm ermittelte Auftriebsbeiwert ist deutlich
kleiner als der hier bzw. experimentell ermittelte Wert. Dagegen liegt der von Rudnik
bestimmte Widerstandsbeiwert im Bereich der Messungen. Die Ursache fu¨r die Unter-
schiede liegt in den verschiedenen Lo¨sungsverfahren begru¨ndet. Hellsten [41] simu-
lierte die Stro¨mung auf einem Netz mit der doppelten Zellenanzahl wie die hier ver-
wendeten Netze. Er verwendete dazu ein kω-SST-Turbulenzmodell nach Menter [68]
bzw. eine Eigenentwicklung eines kω-EARSM-Modells. Beide Turbulenzmodelle sind
dem hier verwendeten kω-Turbulenzmodell als u¨berlegen anzusehen. Die von Hells-
ten ermittelten Auftriebs- und Widerstandsbeiwerte sind bei Beru¨cksichtigung der un-
terschiedlich feinen Netze mit den Werten dieser Arbeit vergleichbar. Dies besta¨rkt die
Annahme der Richtigkeit der hier erzielten Lo¨sungen.
5.3.4 Auftriebskennlinie und Polare
Zur weiteren Validierung der numerischen Verfahren werden fu¨r die L1T2-Kon-
figuration die Auftriebskennlinie in Abha¨ngigkeit des Anstellwinkels und die Polare
bestimmt. Da die Transitionslagen nicht fu¨r alle Anstellwinkel bekannt sind, werden
anders als in den vorhergehenden Untersuchungen sa¨mtliche Rechnungen vollturbu-
lent, das heißt ohne die Vorgabe laminarer Bereiche, durchgefu¨hrt. Zur Abscha¨tzung
des Einflusses der Transition auf den Auftriebs- und Widerstandsbeiwert sind in Ta-
belle 5.7 die entsprechenden Werte einer Rechnung mit bzw. ohne Transition fu¨r einen
Anstellwinkel von 20,18◦ den experimentellen Werten gegenu¨bergestellt. Es zeigt sich,
Gittertyp Transition ca cw
konventionell mit Transition 4,037 0,0546
vollturbulent 3,842 0,0746
Chima¨ren-Gitter mit Transition 4,046 0,0571
vollturbulent 3,898 0,0845
Experiment 1 4,110 0,0677
Experiment 2 4,075 0,0734
Tabelle 5.7: Einfluss der Transition auf den Auftriebs- und Widerstandsbeiwert des L1T2-
Dreielementprofils bei α = 20,18◦, M∞ = 0,197 , Re = 3,52 · 106
dass bei den vollturbulenten Rechnungen, bedingt durch das Aufdicken der Grenz-
schichten, der Auftriebsbeiwert abnimmt und deutlich unterhalb der Messergebnisse
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liegt. Der Widerstandsbeiwert vergro¨ßert sich dagegen um ca. ein Drittel, so dass er
nun gro¨ßer ist als experimentell bestimmt.
Die Darstellung der numerisch und experimentell bestimmten Kennlinien fu¨r den Auf-
triebsbeiwert in Abha¨ngigkeit vom Anstellwinkel in Bild 5.11, links zeigt eine sehr
gute U¨bereinstimmung der berechneten Kennlinien fu¨r den Bereich kleiner Anstell-
winkel bis zum Erreichen des Maximalauftriebs. Bei sehr großen Anstellwinkeln nach
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Bild 5.11: Berechnete Auftriebskennlinien und Polaren fu¨r L1T2-Dreielementprofil im Vergleich
zum Experiment, vollturbulente Rechnungen, M∞ = 0,197 , Re = 3,52 · 106,  : konventionelles
Gitter, N : Chima¨ren-Gitter, ♦ : Messung 1, ◦ : Messung 2
dem Erreichen des Maximalauftriebs fa¨llt der mit dem konventionellen Gitter berech-
nete Auftrieb jedoch deutlich sta¨rker ab als mit dem Chima¨ren-Gitter vorhergesagt.
Die Ursache ist eine verschieden starke Ablo¨sung der Stro¨mung an der Hinterkante
des Hauptprofils, vermutlich infolge der unterschiedlichen Netzfeinheit oberhalb der
Fowler-Klappe. Der Anstellwinkel beim Auftreten des Maximalauftriebs ist in beiden
Rechnungen a¨hnlich, wobei sich fu¨r das konventionelle Gitter ein Winkel von 22,◦ und
fu¨r das Chima¨ren-Gitter ein Winkel von 23◦ ergibt. Im Vergleich zur Messung fa¨llt
zuna¨chst der bei allen Anstellwinkeln zu niedrige Auftrieb als Folge der vollturbu-
lenten Rechnung auf. Der experimentell bestimmte Anstellwinkel beim Erreichen des
Maximalauftriebs ist mit 21◦ kleiner als numerisch vorhergesagt. Dies ist vermutlich
auf ein nicht richtig simuliertes Abreißverhalten zuru¨ckzufu¨hren. In den vollturbulen-
ten Rechnungen lo¨st die Stro¨mung an der Hinterkante des Hauptprofils ab. Die unter
Beru¨cksichtigung der Transition in Kapitel 5.3.2 durchgefu¨hrten Stro¨mungssimulatio-
nen legen dagegen einen Stro¨mungsabriss am Vorflu¨gel als tatsa¨chlichen Mechanis-
mus nahe.
Auch die in Bild 5.11, rechts eingezeichneten Polaren zeigen eine gute U¨bereinstim-
mung der numerisch ermittelten Kennlinien, wobei der auf dem konventionellen Git-
ter ermittelte Widerstand bis zum Erreichen des Maximalauftriebs jeweils etwas nied-
riger ist als der auf dem Chima¨ren-Gitter bestimmte Wert. Bedingt durch die volltur-
bulente Rechnung liegen die Widerstandsbeiwerte jeweils ho¨her als die experimentell
gemessenen.
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5.4 Hubschrauberrumpf mit Bauchstiel
Die erste Validierung der Chima¨ren-Technik fu¨r dreidimensionale Stro¨mungen wird
am Beispiel eines Hubschrauberrumpfs durchgefu¨hrt. Das in Bild Bild 5.12, links
gezeigte Modell stellt die stark vereinfachte Geometrie eines Eurocopter DGV 200
Hubschraubers dar. Die aerodynamischen Eigenschaften des mit ”C1“ bezeichneten
X
Y
Z
X
Y
Z
X
Y
Z
Bild 5.12: C1 Konfiguration, links: Geometrie mit Windkanalhalterung, rechts: einfach ver-
gro¨bertes Rechengitter fu¨r Konfiguration ohne Bauchstiel
Windkanalmodells wurden in zwei Messkampagnen ”Helifuse“ und ”Helico98“ imONERA F1 Windkanal ermittelt, siehe Brezillon [16].
Im Rahmen des Helifuse-Projekts wurden neben den Windkanalmessungen auch
Berechnungen der Rumpfumstro¨mung mit verschiedenen Stro¨mungslo¨sern durch-
gefu¨hrt, siehe Gleize et al. [38]. Dabei zeigte sich, dass der zur Halterung des Wind-
kanalmodells verwendete Bauchstiel einen starken Einfluss auf die Stro¨mung hat. Das
in Bild 5.12, rechts dargestellte Rechengitter fu¨r das Halbmodell ohne Bauchstiel muss-
te daher um die Halterung erga¨nzt werden, vgl. Geyr [37]. Um das Ausgangsnetz
mo¨glichst wenig zu vera¨ndern, wurde dazu ein Teil des Netzes auf der Unterseite
der Konfiguration entfernt und ein Gitter fu¨r den Bauchstiel eingefu¨gt, siehe Bild 5.13,
links. Der Zwang zu fortlaufenden Netzlinien an Blocku¨berga¨ngen schra¨nkte dabei die
Bild 5.13: Netz fu¨r C1-Konfiguration mit Bauchstiel, links: konventionelles Gitter, rechts:
Chima¨ren-Gitter
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Wahl mo¨glicher Netzlinienverla¨ufe in dem Gitter fu¨r den Bauchstiel stark ein.
Besser geeignet fu¨r das Hinzufu¨gen von Gitterkomponenten in ein bestehendes Git-
ter ist die in dieser Arbeit entwickelte Chima¨ren-Technik. Sie erfordert keine Vera¨nde-
rung des Ausgangsgitters und erlaubt eine freie Wahl der Netzlinienverla¨ufe in dem
neuen Komponentengitter. Das in dieser Arbeit erstellte Chima¨ren-Gitter fu¨r die C1-
Konfiguration basiert dementsprechend auf dem Ausgangsnetz fu¨r den Rumpf. An-
statt jedoch ein neues Netz fu¨r den Bauchstiel zu erstellen, wurde der entsprechende
Netzblock aus dem konventionellen Mehrblockgitter extrahiert und zur Gewa¨hrleis-
tung einer ausreichenden Netzu¨berlappung mit dem Rumpfgitter um einen zusa¨tzli-
chen Netzblock erga¨nzt, siehe Bild 5.13, rechts. Dieses Vorgehen ermo¨glicht im Fol-
genden einen einfacheren Vergleich der auf dem konventionellen Gitter und dem
Chima¨ren-Gitter erzielten Stro¨mungslo¨sungen, da Unterschiede ausschließlich durch
die Verwendung der Chima¨ren-Technik verursacht werden, aber nicht durch unter-
schiedlich feine Netze.
Fu¨r die C1-Konfiguration stehen somit drei Gitter zur Verfu¨gung: das aus drei
Blo¨cken mit insgesamt 819200 Zellen bestehende Ausgangsgitter fu¨r den Rumpf ohne
Bauchstiel, das konventionelle Gitter fu¨r den Rumpf mit Bauchstiel aus sechs Blo¨cken
mit 960000 Zellen sowie das aus fu¨nf Netzblo¨cken mit 976000 Zellen zusammengesetz-
te Chima¨ren-Gitter. Mit jedem Gitter werden nun drei Stro¨mungssimulation durch-
gefu¨hrt. Als Anstro¨mbedingungen dienen dabei die in Tabelle 5.8 angegebenen Werte,
wobei der Anstellwinkel in allen Fa¨llen 0◦ betra¨gt. Fu¨r die Rechnungen wird wegen der
Machzahl Reynoldszahl
0,2292 15,26 · 106
0,2357 30,15 · 106
0,2317 56,84 · 106
Tabelle 5.8: Anstro¨mbedingungen fu¨r Hubschrauberrumpf
kleinen Anstro¨mgeschwindigkeiten die Vorkonditionierungstechnik verwendet. Tur-
bulenz wird mit Hilfe des kω-Turbulenzmodells simuliert. Bei dem Chima¨ren-Gitter
muss außerdem wegen der Netzu¨berlappung auf der Ko¨rperoberfla¨che die in Kapi-
tel 3.2.3 beschriebene Interpolationsmethode angewendet werden.
In Bild 5.14 sind exemplarisch die fu¨r die niedrigste und die ho¨chste Reynoldszahl
berechneten Druckverteilungen in der Symmetrieebene der Rumpfs dargestellt. Die
auf der linken Seite aufgetragenen Druckverteilungen auf der Rumpfoberseite zeigen
einen identischen Verlauf fu¨r alle Rechnungen und stimmen sehr gut mit dem Experi-
ment u¨berein. Ein Einfluss des Bauchstiels kann nicht festgestellt werden. Dagegen zei-
gen die Druckverteilungen fu¨r die Rumpfunterseite in Bild 5.14, rechts einen Aufstau
der Stro¨mung vor dem Bauchstiel, wobei eine sehr gute U¨bereinstimung der experi-
mentellen und numerischen Ergebnisse vorliegt. Auch hinter der Modellaufha¨ngung
ist die Sto¨rung der Stro¨mung deutlich zu erkennen. Die auf dem konventionellen Git-
ter und dem Chima¨ren-Gitter berechneten Stro¨mungslo¨sungen stimmen sehr gut u¨ber-
ein. Im Vergleich zum Experiment geben die Druckverteilungen direkt hinter dem
Bauchstiel fu¨r Re = 15 · 106 den tendenziellen Verlauf richtig wieder, der Druck ist aber
niedriger als im Experiment bestimmt. Bei der Reynoldszahl Re = 57 · 106 stimmen
Rechnung und Experiment dagegen gut u¨berein. Die nicht gezeigten Druckverteilun-
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a) Re = 15 · 106, α = 0◦, M∞ = 0,2292
x
c p
0 0.5 1 1.5 2 2.5
-1
-0.5
0
0.5
1
1.5
x
c p
0 0.5 1 1.5 2 2.5
-1
-0.5
0
0.5
1
1.5
b) Re = 57 · 106, α = 0◦, M∞ = 0,2317
Bild 5.14: Berechnete Druckverteilungen in der Symmetrieebene der C1-Konfiguration im Ver-
gleich zum Experiment, links: Oberseite, rechts Unterseite, · · · : Ausgangsnetz ohne Bauchstiel,
- - - : konventionelles Gitter, — : Chima¨ren-Gitter,  : Messung
gen fu¨r Re = 30 · 106 gleichen den fu¨r Re = 57 · 106 ermittelten.
Die in Bild 5.15 abgebildeten Stromlinienverla¨ufe im U¨bergangsbereich von Rumpf
und Bauchstiel fu¨r Re = 57 · 106 zeigen die gleichen Wirbelstrukturen fu¨r das konven-
tionelle Netz und das Chima¨ren-Netz. Ein sehr a¨hnliches Stro¨mungsbild ergibt sich
auch fu¨r die anderen Reynoldszahlen. Diese Ergebnisse zeigen, dass Netzu¨berlappun-
gen auf Ko¨rperoberfla¨chen die Lo¨sungsgenauigkeit nicht beeintra¨chtigen.
Bei einem Vergleich mit den von Geyr [37] und Gleize [38] vero¨ffentlichten Ergebnissen
zeigt sich ein starker Einfluss des verwendeten Turbulenzmodells auf die Wirbeltopo-
logie. Je nach Modell ist der Drehsinn des Wirbels in der Symmetrieebene unterschied-
lich, oder es entsteht gar kein Wirbel. Die im Experiment gewonnenen O¨lanstrichbilder
lassen diesbezu¨glich keine Aussagen zu. Dieser Aspekt wird im Folgenden nicht wei-
ter untersucht, da der fu¨r diese Arbeit wichtige Nachweis der Gleichheit der Lo¨sungen
auf dem konventionellen Gitter und dem Chima¨ren-Gitter bereits erbracht wurde.
Die gemessenen und berechneten Auftriebs- und Widerstandsbeiwerte der Konfigura-
tion sind nicht o¨ffentlich zuga¨nglich. Daher sind die im Folgenden vorgestellten Daten
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Bild 5.15: Stromlinienverlauf am Rumpf-Bauchstiel-U¨bergang der C1-Konfiguration bei
Re = 57 · 106, α = 0◦, M∞ = 0,2317, links: konventionelles Netz, rechts: Chima¨ren-Gitter
mit einem konstanten Faktor skaliert, der auch in den Vero¨ffentlichungen anderer Au-
toren genutzt wird. Die Ermittlung der Auftriebs- und Widerstandsbeiwerte muss bei
dem Chima¨ren-Gitter aufgrund der Netzu¨berlappung auf der Ko¨rperoberfla¨che mit
dem in Kapitel 3.3 beschriebenen Verfahren zur Vermeidung einer doppelten Kraftin-
tegration erfolgen. Die numerischen Stro¨mungssimulationen ergeben fu¨r die Konfigu-
ration ohne Bauchstiel einen schwachen Abtrieb, wa¨hrend bei Beru¨cksichtigung des
Bauchstiels ein geringer Auftrieb vorhergesagt wird, siehe Bild 5.16, links. Die mit Hil-
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Bild 5.16: Auftriebs- und Widerstandsbeiwerte der C1-Konfiguration in Abha¨ngigkeit von der
Reynoldszahl
fe des konventionellen Gitters und des Chima¨ren-Gitters erzielten Ergebnisse stimmen
gut u¨berein. Die experimentell bestimmten Auftriebsbeiwerte liegen zwischen den mit
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und ohne Bauchstiel berechneten Werten, so dass die Beru¨cksichtigung des Bauchstiels
die U¨bereinstimmung mit dem Experiment nicht verbessert.
Die Abha¨ngigkeit des Widerstandsbeiwerts von der Reynoldszahl ist in Bild 5.16,
rechts dargestellt. Deutlich zeigt sich der Einfluss des Bauchstiels, dessen Vernachla¨ssi-
gung eine Verringerung des Widerstands um 20% bewirkt. Die Ergebnisse der Rech-
nungen auf dem konventionellen Gitter und dem Chima¨ren-Gitter stimmen sehr gut
u¨berein. Die U¨bereinstimmung der berechneten Widerstandsbeiwerte mit den gemes-
senen ist ebenfalls gut.
5.5 Flugzeug-Hochauftriebskonfiguration
Aufbauend auf den erfolgreichen Stro¨mungssimulationen fu¨r ein zweidimen-
sionales Hochauftriebsprofil und einen dreidimensionalen Hubschrauberrumpf
wird die Validierung des Chima¨ren-Verfahrens fu¨r dreidimensionale Flugzeug-
Hochauftriebskonfigurationen durchgefu¨hrt. Als Testfall dient dazu die DLR-F11 Kon-
figuration. Das auch mit KH3Y bezeichnete Modell eines airbusa¨hnlichen Flugzeugs
in Startkonfiguration wurde im Rahmen des ”Eurolift“-Projekts experimentell und nu-merisch untersucht, siehe Rudnik [91]. Das Modell besteht aus Rumpf, Flu¨gel, Vor-
flu¨gel und Fowler-Klappe sowie den Klappenspindelverkleidungen zur Befestigung
des Vorflu¨gels und der Fowler-Klappe am Flu¨gel. Bei dem hier betrachteten, als TC211
bezeichneten Testfall sind der Vorflu¨gel und die Klappe einteilig und gehen vom
Rumpf bis zur Flu¨gelspitze. Dabei ist der Vorflu¨gel um 20◦ ausgeschlagen und die
Klappe um 22◦. Die experimentellen Messungen fu¨r ein Halbmodell wurden im Nie-
dergeschwindigkeitswindkanal LSWT bei EADS-Airbus in Bremen durchgefu¨hrt.
5.5.1 Netzgenerierung
Im Rahmen des Eurolift-Projekts wurde fu¨r die F11-Konfiguration mit durchgehender
Hinterkantenklappe entsprechend des TC211 Testfalls ein konventionelles Mehrblock-
gitter mit 46 Blo¨cken und 2,8 Millionen Zellen erstellt. In dem Gitter wurden zur wei-
teren Vereinfachung die Klappenspindelverkleidungen nicht beru¨cksichtigt. Das Netz
wird fu¨r die folgenden Untersuchungen als Referenzgitter genutzt.
Bei dem im Rahmen dieser Arbeit erstellten Chima¨ren-Gitter fu¨r die F11-Konfiguration
sind Rumpf, Vorflu¨gel, Hauptflu¨gel und Fowler-Klappe jeweils einzeln vernetzt, siehe
Bild 5.17. Basierend auf den Komponentengittern wurde ein kartesisches Hintergrund-
gitter mit dem, in Kapitel 4.1 beschriebenen, automatischen Netzgenerierer erzeugt.
Zwei Netzebenen des kartesischen Gitters sind in Bild 5.18 dargestellt.
Die wesentliche Schwierigkeit bei der Generierung eines konventionellen Mehrblock-
gitters fu¨r eine Flugzeug-Hochauftriebskonfiguration ist das Finden einer geeigneten
Netztopologie. Diese muss bei einer in Spannweitenrichtung vera¨nderlichen Profilgeo-
metrie fu¨r alle Profilschnitte eine gleichma¨ßig gute Netzqualita¨t gewa¨hrleisten und
einen Anschluss des Flu¨gelnetzes an das Rumpfgitter ermo¨glichen. Diese Problema-
tik stellte sich bei der Generierung des Chima¨ren-Gitters nicht dar. Wegen der un-
abha¨ngigen Vernetzung der einzelnen Flugzeugkomponenten konnten jeweils Gitter
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Bild 5.17: Komponentengitter des Chima¨ren-Netzes fu¨r F11-Testfall, einfach vergro¨bert
Bild 5.18: Netzebenen des einfach vergro¨berten kartesischen Hintergrundgitters mit u¨berlager-
ten Schnitten durch die Komponentengitter der F11-Konfiguration
mit sehr einfachen Topologien erstellt werden. Als Beispiel sind in Bild 5.19, oben Netz-
schnitte durch den Flu¨gel bei 70% der Halbspannweite dargestellt. Es ist zu erkennen,
dass die Gitter der einzelnen Flu¨gelkomponenten jeweils eine leicht zu generierende
CH-Topologie aufweisen. Die zum Vergleich in Bild 5.19, unten dargestellten Schnit-
te durch das konventionelle Rechengitter zeigen dagegen eine deutlich kompliziertere
Topologie, die nur mit erho¨htem Aufwand erstellt werden kann. Weiterhin sind die
Netze im Bereich der Aussparungen von Vor- und Hauptflu¨gel stark verzerrt.
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Bild 5.19: Flu¨gelschnitt bei 70% der Halbspannweite der F11-Konfiguration, Netze einfach ver-
gro¨bert, oben: Chima¨ren-Netz, unten: konventionelles Gitter
Bild 5.20: Schnitte durch Chima¨ren-Gitter fu¨r F11-Konfiguration, links: Flu¨gel-Rumpfu¨ber-
gang, rechts: Rumpfheck
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Wie der in Bild 5.20, links dargestellte Schnitt durch das Rumpfgitter im Bereich
des Flu¨gel-Rumpfu¨bergangs zeigt, wurde der Rumpf mit einem einfachen Gitter in
OH-Topologie vernetzt. Zur Aufnahme des Flu¨gelgitters wird in das Rumpfgitter ein
Loch geschnitten, so dass bei der Netzgenerierung lediglich auf eine angepasste Netz-
feinheit des Rumpfgitters geachtet werden musste. Der in Bild 5.20, rechts gezeig-
te Netzausschnitt im Bereich des Rumpfhecks verdeutlicht die Wichtigkeit anisotro-
per Zellen bei der Erstellung des Hintergrundgitters: Die verwendeten Zellen mit ei-
nem Seitenverha¨ltnis von 1:8 entsprechen der Form der Zellen im Komponentengitter
und ermo¨glichen somit eine genaue Interpolation der Stro¨mungsgro¨ßen. Als weite-
rer Vorteil ermo¨glichen sie eine ausreichende U¨berlappung mit dem Rumpfgitter, die
bei wu¨rfelfo¨rmigen Zellen mit gleichem Volumen im Bereich ober- und unterhalb des
Rumpfes nicht unbedingt gegeben wa¨re.
Prima¨res Ziel bei der Erzeugung des Chima¨ren-Gitters war der Nachweis, dass eine
dreidimensionale Hochauftriebskonfiguration mit Hilfe u¨berlappender Netze effizient
vernetzt werden kann. Daher wurden die Netze nicht bezu¨glich einer mo¨glichst klei-
nen Netzpunktanzahl optimiert. Das Chima¨ren-Gitter entha¨lt deshalb deutlich mehr
Netzzellen, als das im Rahmen des Eurolift-Projekts fu¨r dieselbe Konfiguration erstell-
te konventionelle Mehrblockgitter, siehe Tabelle 5.9.
Gittertyp Netz Blockanzahl Zellenzahl
konventionell gesamt 46 2798592
Vorflu¨gel 9 556416
Chima¨ren-Netz mit Hauptflu¨gel 13 1027712
ha¨ngenden Knoten Klappe 9 438528
Rumpf 2 350208
Hintergrund 264 1499648
gesamt 297 3872512
Tabelle 5.9: Netzpunktzahl der Gitter fu¨r F11-Konfiguration
Die fu¨r die Chima¨ren-Rechnungen beno¨tigten Lochdefinitionsgitter ko¨nnen wegen der
komplexen Form der Ko¨rper nicht durch manuelle Vorgabe der Gitterkoordinaten er-
zeugt werden. Stattdessen wurde fu¨r jede Komponente ein ihr Inneres ausfu¨llendes
Netz erstellt. Die Netzpunkte auf der a¨ußeren Berandung des Gitters wurden anschlie-
ßend in Richtung der Oberfla¨chennormalenvektoren verschoben, bis das Lochdefiniti-
onsgitter die jeweilige Komponente einschließlich der Grenzschichten einschloss. Das
Erstellen der Lochdefinitionsgitter erforderte fu¨r die F11-Konfiguration ungefa¨hr zwei
Arbeitstage. Schwierigkeiten bereitete dabei die Gewa¨hrleistung einer ausreichenden
U¨berlappung der Komponentengitter an Orten mit geringem Abstand zwischen den
Ko¨rpern, zum Beispiel im Bereich der Hinterkante des Vorflu¨gels und der Hauptflu¨gel-
oberseite. Dort musste iterativ die Form der Lochdefinitionsgitter sowie die Netzlini-
enverteilung in den Komponentengittern entsprechend angepasst werden.
5.5.2 Druckverteilungen, Auftriebskennlinie und Polare
Zur Validierung des Chima¨ren-Ansatzes fu¨r Flugzeug-Hochauftriebskonfigurationen
wurden die im Windkanal fu¨r den Eurolift-Testfall TC211 gemessenen Auftriebskenn-
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linie und Polare mit Hilfe des Chima¨ren-Gitters und des konventionellen Mehrblock-
netzes nachgerechnet. Wie im Experiment wurden dabei als Anstro¨mbedingungen ei-
ne Machzahl von M∞ = 0,174 und eine Reynoldszahl von Re = 1,34 · 106 vorgegeben.
Die Stro¨mungssimulationen erfolgten unter Verwendung des kω-Turbulenzmodells
und der Vorkonditionierungstechnik. Experimentell gewonnene Angaben u¨ber die La-
ge der laminar-turbulenten Transition sind nicht verfu¨gbar, so dass die Rechnungen
vollturbulent durchgefu¨hrt wurden.
Im Experiment wurden an den in Bild 5.21 angegebenen Flu¨gelschnitten Druckvertei-
lungen bestimmt. Dabei bezeichnet y/s die Schnittkoordinate in Bezug auf die Halb-
y/s = 14,6 %
y/s = 44,6 %
y/s = 28,5 %
y/s = 67,8 %
y/s = 88,9 %
y/s = 96,2 %
Bild 5.21: Positionen der Flu¨gelschnitte fu¨r die Darstellung der Druckverteilungen bei der F11-
Konfiguration
spannweite s. Die gemessenen und die berechneten Druckverteilungen fu¨r die Anstell-
winkel α = 0◦, α = 16◦ und α = 19◦ sind in Bild 5.22 bis Bild 5.24 dargestellt. Wegen der
nicht o¨ffentlich zuga¨nglichen Daten fehlen die Unterteilungen der Ordinatenachsen.
Die fu¨r einen Anstellwinkel von α = 0◦ berechneten Druckverteilungen zeigen eine
sehr gute U¨bereinstimmung zwischen den berechneten und den gemessenen Druck-
verla¨ufen, siehe Bild 5.22. Geringe Abweichungen ergeben sich an den beiden Außen-
schnitten bei y/s = 88,9% und y/s = 96,2% auf der Unterseite des Flu¨gels, vermutlich
aufgrund einer unterschiedlichen Auspra¨gung der Flu¨gelspitzenumstro¨mung. Die in
allen Schnitten festzustellenden geringen Unterschiede zwischen den numerisch er-
mittelten Druckbeiwerten sind auf die unterschiedlich feinen Rechengitter zuru¨ck-
zufu¨hren, wobei erwartungsgema¨ß die auf dem feineren Chima¨ren-Gitter erzielten Er-
gebnisse dichter bei den experimentellen Werten liegen.
Bei einem Anstellwinkel von α = 16◦ ist die U¨bereinstimmung zwischen den berech-
neten und den gemessenen Druckverteilungen sehr gut, siehe Bild 5.23.
Die in Bild 5.24 dargestellten Druckverteilungen fu¨r einen Anstellwinkel von α = 19◦
zeigen ebenfalls eine sehr gute U¨bereinstimmung der numerisch erzielten Ergebnisse.
Allerdings wird die im Experiment festgestellte Ablo¨seblase auf dem Vorflu¨gel im in-
neren Flu¨gelbereich nicht richtig vorhergesagt. Dies zeigt sich insbesondere beim Pro-
filschnitt y/s = 28,5%, bei dem die Verkleinerung der Saugspitze auf dem Vorflu¨gel, die
Erho¨hung des Druckniveaus auf der Oberseite des Hauptflu¨gels und der Druckverlauf
auf der Oberseite der Klappe nicht richtig wiedergegeben werden. In den anderen Pro-
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Bild 5.22: Druckverteilungen fu¨r F11-Konfiguration an verschiedenen Flu¨gelschnitten bei
α = 0◦, M∞ = 0,174 , Re = 1,34 · 106, — : Chima¨ren-Gitter, - - - : konventionelles Gitter,  : Expe-
riment
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Bild 5.23: Druckverteilungen fu¨r F11-Konfiguration an verschiedenen Flu¨gelschnitten bei
α = 16◦, M∞ = 0,174 , Re = 1,34 · 106, — : Chima¨ren-Gitter, - - - : konventionelles Gitter,  : Ex-
periment
2005-20
5. Ergebnisse 93
x
c p
1.85 1.9 1.95 2
y/s = 96,2%
∆ cp = 2,0
x
c p
1.8 1.85 1.9 1.95
y/s = 88,9%
∆ cp = 2,0
x
c p
1.6 1.7 1.8
y/s = 67,8%
∆ cp = 2,0
x
c p
1.4 1.5 1.6 1.7
y/s = 44,6%
∆ cp = 2,0
x
c p
1.2 1.4 1.6
y/s = 14,6%
∆ cp = 2,0
x
c p
1.2 1.3 1.4 1.5 1.6 1.7
y/s = 28,5%
∆ cp = 2,0
Bild 5.24: Druckverteilungen fu¨r F11-Konfiguration an verschiedenen Flu¨gelschnitten bei
α = 19◦, M∞ = 0,174 , Re = 1,34 · 106, — : Chima¨ren-Gitter, - - - : konventionelles Gitter,  : Ex-
periment
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filschnitten ist die U¨bereinstimmung zwischen den experimentellen und berechneten
Druckverteilungen gut.
Die Berechnung der globalen Auftriebs- und Widerstandsbeiwerte muss wegen der
sich mehrfach u¨berlappenden Oberfla¨chengitter im Bereich des Flu¨gel-Rumpf-U¨ber-
gangs mit der in Kapitel 3.3 beschriebenen Methode erfolgen. Ein Ausschnitt des er-
zeugten, u¨berlappungsfreien Oberfla¨chengitters zeigt Bild 5.25.
Bild 5.25: Eindeutige Oberfla¨chendarstellung fu¨r Kraftberechnung im Bereich des Flu¨gel-
Rumpf-U¨bergangs der F11-Konfiguration
Die Abha¨ngigkeit des Auftriebsbeiwerts vom Anstellwinkel ist in Bild 5.26, links auf-
getragen. Die auf dem konventionellen Gitter und dem Chima¨ren-Gitter erzielten Er-
∆ca = 0,2
∆cw = 0,1
cw
c a
∆ca = 0,2
α
c a
0 5 10 15 20 25
konventionell
Chimären-Gitter
Experiment
Bild 5.26: Kennlinien fu¨r F11-Konfiguration, Testfall TC211, links: Auftriebsbeiwerte, rechts:
Polare, M∞ = 0,174, Re = 1,34 · 106
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gebnisse stimmen gut u¨berein. Abweichungen ko¨nnen auf die unterschiedliche Netz-
feinheit zuru¨ckgefu¨hrt werden. Der Anstellwinkel beim Erreichen des Maximalauf-
triebs von α = 21◦ wird mit beiden Gittertypen gleich vorhergesagt. Im Vergleich zum
Experiment stimmen die berechneten Auftriebsbeiwerte bei α = 7◦, 12◦ und 16◦ gut
u¨berein. Bei α = 0◦ liegen die berechneten Auftriebsbeiwerte etwas zu hoch. Der nu-
merisch ermittelte Auftriebsanstieg bei zunehmendem Anstellwinkel ist etwas kleiner
als der gemessene. Der experimentell bestimmte Anstellwinkel des Maximalauftriebs
ist mit α = 18,5◦ um ∆α = 2,5◦ niedriger als numerisch vorhergesagt. Dies liegt an
der in den numerischen Simulationen verspa¨tet auftretenden Stro¨mungsablo¨sung am
Vorflu¨gel. Weiterhin deutet der in den Rechnungen deutlich sta¨rkere Auftriebsabfall
nach dem Erreichen des Maximalauftriebs auf ein anderes Ablo¨severhalten hin. Als
Ursache ko¨nnen die fehlende Modellierung der Transition oder eine Beeinflussung der
Stro¨mung durch die in den numerischen Simulationen nicht beru¨cksichtigten Klap-
penspindelverkleidungen angefu¨hrt werden. Mo¨glich sind auch Windkanalinterferen-
zen oder Auswirkungen der im Experiment verwendeten Halbmodelltechnik.
Die in Bild 5.26, rechts dargestellen Polaren zeigen, dass bei Anstellwinkeln gro¨ßer als
α = 0◦ die auf dem konventionellem Gitter berechneten Widerstandsbeiwerte ho¨her
sind, als die fu¨r das Chima¨ren-Gitter bestimmten Werte. Dies liegt in der unterschied-
lichen Netzfeinheit begru¨ndet. Mit beiden numerischen Simulationen wird jedoch ein
gro¨ßerer Widerstand vorhergesagt, als bei gleichem Auftriebsbeiwert experimentell
ermittelt wurde. Mo¨gliche Gru¨nde dafu¨r wurden bereits bei der Diskussion der Auf-
triebskennlinie genannt.
5.6 Rechengeschwindigkeit
In den Verifikations- und Validierungsuntersuchungen wurden die in dieser Arbeit
entwickelten Algorithmen hinsichtlich ihrer Ergebnisqualita¨t beurteilt. Ein weiteres
wichtiges Kriterium ist ihr Einfluss auf die Gesamtrechenzeit des Stro¨mungslo¨sers.
Dazu wird die Zeit gemessen, die pro Zelle des Rechengitters fu¨r eine Iteration des
Lo¨sungsverfahrens beno¨tigt wird. Durch Multiplikation der festgestellten Zeit mit der
Gesamtzellenzahl und mit der Zahl der fu¨r die Lo¨sung der Stro¨mungsgleichungen
erforderlichen Iterationen kann die Gesamtrechenzeit bestimmt werden. Bei einem
Chima¨ren-Verfahren erfolgt vor der eigentlichen Stro¨mungsberechnung die Lochde-
finition sowie die Suche nach Spenderzellen. Der Zeitbedarf der entsprechenden Al-
gorithmen ist in der Rechenzeit pro Iteration nicht enthalten und muss daher geson-
dert ermittelt werden. Allerdings wird bei einer stationa¨ren Stro¨mungssimulation die
Lochdefinition und Suche nach Spenderzellen nur einmal durchgefu¨hrt, so dass, wie
im Folgenden gezeigt wird, ihr Zeitanteil an der Gesamtrechenzeit vernachla¨ssigt wer-
den kann.
Zur Bestimmung der Rechengeschwindigkeit auf einer skalaren Rechnerarchitektur
dient ein PC-Cluster mit Intel Xeon Prozessoren mit einer Taktfrequenz von 3,06 GHz.
Mit diesem wurden als erster Testfall Stro¨mungssimulationen fu¨r das in Kapitel 5.3 be-
schriebene L1T2-Dreielementprofil durchgefu¨hrt. Wie Bild 5.27, links entnommen wer-
den kann, wird bei einer sequentiellen Rechnung auf dem Chima¨ren-Gitter pro Zelle
und Iteration des Lo¨sungsverfahrens eine Zeit von 34,0 µs beno¨tigt. Bei einer paralle-
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Bild 5.27: Rechengeschwindigkeit fu¨r L1T2-Testfall mit Chima¨ren-Gitter und konventionellem
Gitter auf PC-Cluster, ,  : Zeit, N, M : relative Rechengeschwindigkeit, ausgefu¨llte Symbole
gelten fu¨r das Chima¨ren-Netz, – – – : idealer Geschwindigkeitsanstieg
len Rechnung verringert sich mit zunehmender Prozessoranzahl die Rechenzeit. Die
ebenfalls in Bild 5.27, links aufgetragene relative Rechengeschwindigkeit
relative Geschwindigkeit =
Zeitbedarf mit einem Prozessor
Zeitbedarf mit n Prozessoren
(5.10)
zeigt, dass bei Rechnungen mit acht Prozessoren ein Geschwindigkeitsgewinn um den
Faktor 6,6 erreicht wird. Die Abweichung von dem theoretisch zu erwartenden Ge-
schwindigkeitszuwachs um den Faktor 8,0 ist vor allem auf die zusa¨tzlich beno¨tigte
Zeit fu¨r die Kommunikation zwischen den Prozessoren zuru¨ckzufu¨hren.
Fu¨r den Vergleich der Rechengeschwindigkeit des Stro¨mungslo¨sers auf dem Chi-
ma¨ren-Gitter und dem konventionellen Gitter wurde das urspru¨nglich aus acht Netz-
blo¨cken bestehende konventionelle Gitter fu¨r die L1T2-Konfiguration in elf Blo¨cke
unterteilt, um bei parallelen Rechnungen eine gute Lastverteilung zu ermo¨glichen.
Bild 5.27, links kann entnommen werden, dass die Rechengeschwindigkeit auf dem
Chima¨ren-Gitter um 10% niedriger ist als auf dem konventionellen Gitter. Dies ist auf
den zusa¨tzlichen Zeitbedarf fu¨r die Interpolation und Verschickung von Stro¨mungs-
daten fu¨r die Chima¨ren-Empfa¨ngerzellen und den Kommunikationsaufwand zur Vor-
gabe von Flu¨ssen an ha¨ngenden Netzknoten zuru¨ckzufu¨hren. Weiterhin sind beim
Chima¨ren-Gitter aufgrund der hohen Zahl der Netzblo¨cke deutlich mehr Operationen
zur Vorgabe der Randbedingungen erforderlich. Der relative Geschwindigkeitsgewinn
bei parallelen Rechnungen ist fu¨r beide Gittertypen gleich.
Die fu¨r Rechnungen auf dem Chima¨ren-Gitter beno¨tigte Zeit fu¨r die Lochdefinition
und den Suchvorgang dauert bei einer sequentiellen Rechnung bezogen auf eine Zelle
des Rechengitters 5,7 µs, siehe Bild 5.27, rechts. Dies entspricht ungefa¨hr einem Sechs-
tel der fu¨r eine Iteration des Lo¨sungsverfahrens beno¨tigten Zeit. Bei einer parallelen
Rechnung zeigt sich nicht der theoretisch zu erwartende Geschwindigkeitsgewinn. Die
Ausfu¨hrgeschwindigkeit bei acht Prozessoren reduziert sich beispielsweise nur um
den Faktor 5,5 . Der Rechenaufwand ist folglich nicht fu¨r alle beteiligten Prozessoren
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gleich. In FLOWer werden die Netzblo¨cke derart auf die Prozessoren verteilt, dass die
Zahl der Netzzellen auf jedem Prozessor a¨hnlich ist. Dies fu¨hrt wa¨hrend der iterativen
Lo¨sung der Stro¨mungsgleichungen zu einer guten Lastbalancierung, da die Zahl der
Rechenoperationen ungefa¨hr proportional zu der Zahl der Netzzellen ist. Bei der Loch-
definition ha¨ngt die Zahl der Operationen dagegen von der Anzahl der Netzzellen ab,
die sich innerhalb bzw. in unmittelbarer Na¨he der Lochdefinitionsgitter befinden. Fu¨r
einen optimal balancierten Suchvorgang mu¨sste wiederum die Zahl der Spenderzellen
auf jedem Prozessor gleich sein. Zur Minimierung der Rechenzeit mu¨sste demzufol-
ge vor jedem Verfahrensschritt eine neue Lastverteilung vorgenommen werden. Die
entsprechende Anpassung von FLOWer war im Rahmen dieser Arbeit jedoch nicht
mo¨glich, da die Lastverteilung von der CLIC-3D-Bibliothek vorgenommen wird. Ar-
beiten anderer Autoren zu diesem Thema wurden bereits in Kapitel 1.4.1 angegeben.
Die Beurteilung der Rechengeschwindigkeit fu¨r dreidimensionale Stro¨mungen er-
folgt am Beispiel der in Kapitel 5.5 beschriebenen F11-Flugzeug-Hochauftriebs-
konfiguration. Fu¨r diese Anwendung ist allerdings der Speicherplatzbedarf so hoch,
dass auf dem PC-Cluster lediglich Stro¨mungssimulationen mit vier oder acht Pro-
zessoren mo¨glich sind. Bild 5.28a, links kann entnommen werden, dass bei Verwen-
dung von vier Prozessoren des PC-Clusters eine Chima¨ren-Rechnung um 9% langsa-
mer ist, als eine Stro¨mungsberechnung auf einem konventionellen Gitter. Wie bereits
fu¨r das L1T2-Profil diskutiert, liegt dies an dem zusa¨tzlichen Zeitbedarf fu¨r den Aus-
tausch von Chima¨ren- und Flussdaten und dem erho¨hten Aufwand bei der Vorgabe
von Randbedingungen aufgrund der vielen kleinen Netzblo¨cke.
Wa¨hrend auf dem PC-Cluster nur ein geringer Unterschied in der Rechengeschwin-
digkeit fu¨r die beiden Gittertypen besteht, ist auf einem NEC-SX8 Vektorrechner
das Lo¨sungsverfahren auf dem konventionellen Gitter bei Verwendung von einem,
zwei oder vier Prozessoren um jeweils 29% bis 33% schneller als auf dem Chima¨ren-
Gitter, vgl. Bild 5.28a, rechts. Die Verlangsamung der Geschwindigkeit der Chima¨ren-
Rechnung ist auf eine Verku¨rzung der Vektorla¨ngen infolge der hohen Anzahl kleiner
Netzblo¨cke zuru¨ckzufu¨hren.
Die Lochdefinition und die Suche nach Spenderzellen erfolgt bei einer Chima¨ren-
Rechnung vor der eigentlichen Stro¨mungsberechnung. Daher wird beim Durchlaufen
der entsprechenden Algorithmen noch nicht der gesamte Speicherplatz beno¨tigt, so
dass auf dem PC-Cluster der Zeitbedarf dieser Verfahren fu¨r die F11-Konfiguration
auch fu¨r einen oder zwei Prozessoren bestimmt werden kann. Wie in Bild 5.28b,
links dargestellt, dauert bei einer sequentiellen Rechnung auf dem PC-Cluster das
Ausfu¨hren der Lochdefinition und der Suche bezogen auf eine Zelle des Rechengitters
20,1 µs. Der Zeitbedarf betra¨gt somit die Ha¨lfte der Dauer einer Iteration des Lo¨sungs-
verfahrens, welche umgerechnet 4 × 10,2 µs = 40,8 µs erfordert. Bezu¨glich der paral-
lelen Rechengeschwindigkeit la¨sst sich ein a¨hnliches Verhalten feststellen, wie bereits
fu¨r den L1T2-Testfall diskutiert wurde.
Die Lochdefinition und die Suche nach einer Spenderzelle dauert bei einer sequen-
tiellen Rechnung auf dem NEC-SX8 Vektorrechner mit 21,5 µs pro Zelle sieben mal
so lange wie eine Iteration des Lo¨sungsverfahrens, welche 3,1 µs pro Zelle erfordert,
siehe Bild 5.28b, rechts. Dieses im Vergleich zur skalaren Architektur sehr schlechte
Verha¨ltnis ist auf die prinzipiell nicht mo¨gliche Vektorisierung des rekursiv ablaufen-
den ADT-Suchverfahrens zuru¨ckzufu¨hren. Die Geschwindigkeitszunahme bei paral-
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Bild 5.28: Rechengeschwindigkeit fu¨r F11-Konfiguration mit Chima¨ren-Gitter und konventio-
nellem Gitter bezogen auf eine Zelle der Gitter auf PC-Cluster und NEC-SX6, ,  : Zeit,
N, M : relative Rechengeschwindigkeit, ausgefu¨llte Symbole gelten fu¨r das Chima¨ren-Netz,
– – – : idealer Geschwindigkeitsanstieg
lelen Rechnungen ist auf dem Vektorcomputer a¨hnlich wie auf dem PC-Cluster.
Zusammenfassend ist festzustellen, dass die Ausfu¨hrgeschwindigkeit des Stro¨mungs-
lo¨sers pro Iteration durch die Nutzung der Chima¨ren-Technik fu¨r die hier verwende-
ten Gitter um 10% (Skalarrechner) bzw. 33% (Vektorrechner) verlangsamt wird. Die
Lochdefinitions- und Suchalgorithmen werden bei einer stationa¨ren Rechnung nur
einmal ausgefu¨hrt, so dass die von ihnen beno¨tigte Zeit gegenu¨ber der Gesamtrechen-
zeit vernachla¨ssigt werden kann.
2005-20
6 Zusammenfassung
Es wird ein Verfahren vorgestellt, welches die Berechnung der reibungsbehafteten Um-
stro¨mung komplexer Ko¨rpergeometrien im Vergleich zu konventionellen blockstruk-
turierten Stro¨mungslo¨sern deutlich vereinfacht. Dies wird durch eine intensive Nut-
zung der Chima¨ren-Technik erreicht. Die Rechengitter bestehen aus unabha¨ngig von-
einander erstellten Komponentengittern, die in ein automatisiert erstelltes, kartesi-
sches Mehrblockgitter mit ha¨ngenden Netzknoten als Hintergrundgitter eingebettet
sind. Die Netzfeinheit des Hintergrundgitters ist an die Zellgro¨ße der Komponenten-
gitter adaptiert, wobei in dem Hintergrundgitter neben wu¨rfelfo¨rmigen Zellen auch
quaderfo¨rmige Zellen auftreten ko¨nnen.
Zur Lo¨sung der Navier-Stokes-Gleichungen dient der Stro¨mungslo¨ser FLOWer, der in
seiner Ausgangsversion keine Stro¨mungsberechnungen auf dem beschriebenen Git-
tertyp erlaubte. Dies war erst nach wesentlichen Erweiterungen der Chima¨ren-Algo-
rithmen und der Implementierung einer flusskonservativen Randbedingung fu¨r die
ha¨ngenden Netzknoten mo¨glich. Bei dem schließlich genutzten Chima¨ren-Verfahren
erfolgt die Lochdefinition mit Hilfe von Lochdefinitionsgittern, die eine genaue Steue-
rung der auszublendenden Gitterbereiche erlauben. Fu¨r die Suche nach Spenderzellen
fu¨r die Dateninterpolation wird ein robustes Alternating-Digital-Tree Suchverfahren
genutzt. Bei kartesischen Gittern kann stattdessen auch ein spezialisierter, schneller-
er Suchalgorithmus verwendet werden. Zur trilinearen Interpolation der Stro¨mungs-
gro¨ßen werden die Spenderzellen in sechs Tetraeder aufgespalten. Ein Projektionsver-
fahren stellt sicher, dass bei Netzu¨berlappungen auf Ko¨rperoberfla¨chen trotz der unter-
schiedlich diskretisierten Oberfla¨chen die Interpolationskoeffizienten genau berechnet
werden. Durch die Einfu¨hrung virtueller Empfa¨ngerpunkte ist dabei eine Vera¨nderung
der Rechengitter nicht erforderlich. Sa¨mtliche Chima¨ren-Algorithmen wurden im Rah-
men der Arbeit parallelisiert.
Fu¨r die Berechnung der am Ko¨rper angreifenden Kra¨fte und Momente bei Chima¨ren-
Gittern mit Netzu¨berlappungen auf Ko¨rperoberfla¨chen wurde ein Verfahren entwi-
ckelt, welches die U¨berlappungen entfernt und die resultierenden Spalte mit einem
Dreiecksgitter auffu¨llt. Die nun eindeutig definierte Oberfla¨che erlaubt die korrekte Be-
rechnung der Kra¨fte und Momente. Die Triangulierung der Spalten erfordert auch bei
komplexen Spaltgeometrien keine Sonderbehandlungen. Zusa¨tzlich erfu¨llt das Drei-
ecksgitter die Delauny-Bedingung, wodurch eine hohe Genauigkeit bei der Kraftbe-
rechnung erreicht wird.
Die einfache und schnelle Erzeugung von Hintergrundgittern fu¨r Chima¨ren-Rech-
nungen erfolgt mit einem automatisiert ablaufenden Netzgenerierer. Dieser bestimmt
zuna¨chst mit einem im Rahmen der Arbeit entwickelten Geometriesensor fu¨r die Zel-
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len der Komponentengitter die Abmessungen a¨hnlicher, beliebig quaderfo¨rmiger Zel-
len. Anschließend wird das Hintergrundgitter durch fortgesetztes Unterteilen und Ver-
feinern eines groben Ausgangsnetzes an die erforderlichen Zellabmessungen adap-
tiert. Zur Speicherung der Netzdaten des kartesischen Hintergrundgitters dient ein
ADT-Suchbaum, der sowohl Gitter mit wu¨rfelfo¨rmigen Zellen als auch solche mit qua-
derfo¨rmigen Zellen speichern kann. Durch Zusammenfassen von Netzblo¨cken mit Hil-
fe der ”Method of the Weakest Descent“ wird die Zahl der urspru¨nglich erzeugtenNetzblo¨cke auf ca. ein Zehntel verringert.
Zur Verifikation der Chima¨ren-Technik und der Behandlung der ha¨ngenden Netzkno-
ten wurden Netzkonvergenzstudien fu¨r ein reibungslos umstro¨mtes NACA0012-Profil
und fu¨r ein viskos umstro¨mtes L1T2-Dreielementprofil durchgefu¨hrt. Die Untersu-
chungen ergaben ein konsistentes Verhalten der Algorithmen und belegten die Ver-
fahrensgenauigkeit von zweiter Ordnung.
Die Validierung der neu eingefu¨hrten Flexibilisierungstechniken erfolgte an drei Kon-
figurationen mit steigender Komplexita¨t. Fu¨r das L1T2-Dreielementprofil wurden
Druckverteilungen, Auftriebskennlinien und Polaren ermittelt. Als einfacher, drei-
dimensionaler Testfall wurde die Umstro¨mung eines Hubschrauberrumpfs unter-
sucht. Druckverteilungen, Auftriebskennlinien und Polaren wurden auch fu¨r die kom-
plexe F11-Flugzeug-Hochauftriebskonfiguration bestimmt. Alle Stro¨mungssimulatio-
nen auf den Chima¨ren-Gittern zeigten eine gute U¨bereinstimmung mit den experimen-
tellen Messergebnissen. Vergleichsrechnungen mit konventionellen Mehrblockgittern
belegen, dass mit Chima¨ren-Gittern und mit konventionellen Mehrblockgittern nahe-
zu identische Stro¨mungslo¨sungen berechnet werden ko¨nnen. Bei allen Verifikations-
und Validierungsrechnungen zeigten sich keine Beschra¨nkungen bezu¨glich der fu¨r
Chima¨ren-Rechnungen nutzbaren Lo¨sungsalgorithmen, wie Mehrgitterbeschleuni-
gungstechnik, Vorkonditionierung und kω-Turbulenzmodell.
Die Generierung der Rechengitter fu¨r die verschiedenen Verifikations- und Validie-
rungstestfa¨lle wurde durch die Nutzung u¨berlappender Netze im Vergleich zu ei-
ner Erzeugung von konventionellen Netzen deutlich vereinfacht. Die weitgehend un-
abha¨ngige Vernetzung der einzelnen Komponenten einer Konfiguration ermo¨glich-
te die Verwendung einfacher Netztopologien. Dies fu¨hrte neben einer Zeitersparnis
auch zu einer besseren Netzqualita¨t, da gescherte Zellen vermieden werden konnten.
Als wesentlicher Vorteil der Chima¨ren-Technik ko¨nnen auch bereits vorhandene Gitter
um zusa¨tzliche Komponenten erga¨nzt werden. Dies wurde am Beispiel des Gitters um
den Rumpf eines Hubschrauber-Windkanalmodells nachgewiesen, welches mit einem
Netz um den Bauchstiel erga¨nzt wurde.
Infolge der hohen Anzahl der Netzbo¨cke des Hintergrundgitters ist bei einem
Chima¨ren-Gittersystem im Vergleich zu einem konventionellen Gitter ein erho¨hter
Aufwand fu¨r den Datenaustausch an Blocku¨berga¨ngen erforderlich. Dies a¨ußert sich in
einem gesteigerten Rechenzeitbedarf von 10% bei einer skalaren PC-Architektur und
33% bei Nutzung eines NEC-SX8 Vektorrechners. Die Geschwindigkeitssteigerung bei
parallelen Rechnungen wird durch das Chima¨ren-Verfahren nicht beeintra¨chtigt. Der
Zeitbedarf fu¨r die Lochdefinition und die Suche nach Spenderzellen kann bei stati-
ona¨ren Stro¨mungssimulationen vernachla¨ssigt werden.
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Als Ausblick sollte in zuku¨nftigen Arbeiten die Anwendung der Chima¨ren-Technik
fu¨r instationa¨re Stro¨mungssimulationen untersucht werden. Die dafu¨r erforderlichen
numerischen Methoden liegen als Ergebnis der vorliegenden Arbeit bereits vor.
2005-20
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A Transformationsbeziehungen fu¨r
bewegte Koordinatensysteme
Die Berechnung von Stro¨mungen auf Rechengittern, deren ra¨umliche Lage an die Be-
wegung der Ko¨rper gekoppelt ist, erfordert die Darstellung von Koordinaten oder
richtungsbehafteten Gro¨ßen wie Geschwindigkeiten in verschiedenen Koordinaten-
systemen. Nachfolgend werden die Vorschriften hergeleitet, die zur Transformation
der Gro¨ßen beim U¨bergang auf ein anderes Koordinatensystem anzuwenden sind.
A.1 Einfache Transformationsvorschrift
Der Zusammenhang der Darstellung der Koordinaten eines Punktes P in zwei ver-
schiedenen Koordinatensystemen i und j ist durch die Beziehung
i~ri,P = i~ri,j + Ti,j j~rj,P (A.1)
gegeben, vergleiche Bild A.1. Dabei gibt der vor einem Ortsvektor ~r stehende Index
ri,j
ri,P
rj,P
yi
zi
xi
jz
yj
xj
P( i )
( j )
Bild A.1: Darstellung eines Punkts in zwei verschiedenen Koordinatensystemen
das Koordinatensystem an, in welchem der Vektor dargestellt ist, wa¨hrend die beiden
hinteren Indizes den Start- und Endpunkt des Vektors bezeichnen. Somit sind i~ri,P
und j~rj,P die Ortsvektoren vom Ursprung des Systems i bzw. j zum Punkt P und
i~ri,j der Verschiebevektor des Ursprungs des Systems j gegenu¨ber dem Ursprung des
Systems i. Die Rotationsmatrix Ti,j ∈ R3×3 u¨berfu¨hrt einen Vektor aus dem System j
in das System i.
Mit der Transformationsmatrix Ti,j kann eine Drehung um eine beliebige Achse rea-
lisiert werden. Fu¨r den Fall einer Drehung um die z-Achse mit Winkel α lautet die
Transformationsmatrix
Tz =

 cosα − sinα 0sinα cosα 0
0 0 1

 . (A.2)
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Fu¨r die Rotation um eine beliebige Achse mit normiertem Richtungsvektor ~n
~n = [nx, ny, nz]
T , |~n| = 1 (A.3)
kann das gegebene Koordinatensystem zuna¨chst so transformiert werden, dass die
z-Achse des resultierenden Koordinatensystems mit der Drehachse ~n u¨bereinstimmt.
Nach der Rotation um die z-Achse mit Gl. (A.2) muss die Anfangsdrehung wieder
ru¨ckga¨ngig gemacht werden, so dass insgesamt gilt
Tn = T˜ ·Tz · T˜−1 . (A.4)
Eine zula¨ssige Transformationsmatrix T˜ mit unbekannten tkl ist
T˜ =

 t11 t12 nxt21 t22 ny
t31 t32 nz

 . (A.5)
Durch Einsetzen von T˜ in Gl. (A.4) und Beru¨cksichtigung der Orthogonalita¨t der Ma-
trizen T˜ und Tn entfallen die unbekannten tkl und es ergibt sich fu¨r die Rotationsma-
trix Tn
Tn =
[
n2
x
(1− cosα) + cosα nxny (1− cosα)− nz sin α nxnz (1− cosα) + ny sin α
nxny (1− cosα) + nz sin α n2y (1− cosα) + cosα nynz (1− cosα)− nx sin α
nxnz (1− cosα) − ny sin α nynz (1− cosα) + nx sin α n2z (1− cosα) + cosα
]
.
(A.6)
Da es sich bei den Koordinatensystemen um orthonormale Systeme handelt, gilt fu¨r
Transformationsmatrizen die Beziehung
Ti,j = T
T
j,i = T
−1
j,i . (A.7)
Die Transformationsbeziehung fu¨r Geschwindigkeiten folgt durch zeitliches Ableiten
von Gl. (A.1)
i~qi,P = i~qi,j + T˙i,j j~rj,P + Ti,j j~qj,P , (A.8)
wobei beispielsweise i~qi,P die Geschwindigkeit des Punktes P relativ zum Ursprung
des Systems i, angegeben in Koordinaten des Systems i, bezeichnet. Zur Darstellung
aller Geschwindigkeiten in Koordinaten des Systems j wird die Gleichung von links
mit Tj,i multipliziert
j~qi,P = j~qi,j + jΩi,j j~rj,P + j~qj,P . (A.9)
Dabei ist jΩi,j der schiefwinklige Tensor der Winkelgeschwindigkeiten des Systems j
gegenu¨ber dem System i angegeben in Koordinaten des Systems j
jΩi,j = Tj,iT˙i,j =
j

 0 −Ωz ΩyΩz 0 −Ωx
−Ωy Ωx 0


i,j
. (A.10)
Das Produkt jΩi,j j~rj,P kann auch als Kreuzprodukt zweier Vektoren dargestellt wer-
den
jΩi,j j~rj,P =
j

 ΩxΩy
Ωz


i,j
× j~rj,P . (A.11)
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A.2 Verkettung von Transformationsvorschriften
Die Transformationsvorschrift Gl. (A.1) kann auch mehrfach nacheinander angewen-
det werden. Dies ist z. B. notwendig, falls die Lage eines ko¨rperfesten Koordinatensys-
tems (k) relativ zu einem ebenfalls bewegten System (k-1) angegeben ist, vgl. Bild A.2.
Die Verkettung von n Transformationsvorschriften zur Beschreibung der Bewegung
r0,P
r1,2
r0,2
r0,1
z1 y1
x1
z0
x0
y0
r0,k−1
rk,P
r0,k
rk−1,k
zk
xk
yk
(0)
(2)
P
(1)
(k−1) (k)
Bild A.2: Darstellung eines Punkts im inertialen Raum (0) und im System (k) bei mehreren
aufeinander folgenden Transformationen
eines Punkts P im Inertialsystem (Index 0) bzw. dem System k lautet
0~r0,P = 0~r0,1 + T0,1 (1~r1,2 + T1,2 (· · · (k−1~rk−1,i + Tk−1,i k~rk,P ))) . (A.12)
Ausmultiplizieren der Gleichung unter Beru¨cksichtigung der Transformationsbezie-
hung
Ti,l = Ti,jTj,l (A.13)
und daraus folgend
T0,i = T0,1T1,2 · · ·Ti−1,i , (A.14)
gibt
0~r0,P = 0~r0,1 + T0,1 1~r1,2 + · · ·+ T0,k−1 k−1~rk−1,k + T0,k k~rk,P . (A.15)
Nach dem Zusammenfassen der ersten Glieder
0~r0,k = 0~r0,1 + T0,1 1~r1,2 + · · ·+ T0,k−1 k−1~rk−1,k (A.16)
folgt die Transformationsbeziehung fu¨r die Darstellung des Punktes P im Inertialsys-
tem bzw. im System k
0~r0,P = 0~r0,k + T0,k k~rk,P . (A.17)
Durch mehrfaches Anwenden von Gl. (A.9) kann auch die Transformationsbeziehung
fu¨r die Geschwindigkeiten bei verketteten Bewegungen angegeben werden. Nach eini-
gen Umformungen ergibt sich fu¨r die Geschwindigkeit des Punktes P in Koordinaten
des Systems k
k~q0,P = k~q0,k + kΩ0,k k~rk,P + k~qk,P , (A.18)
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wobei k~q0,k rekursiv aus der Beziehung
i~q0,i = Ti,i−1 (i−1~q0,i−1 + i−1Ω0,i−1 i−1~ri−1,k + i−1~qi−1,k) (A.19)
folgt. Der Tensor iΩ0,i der Winkelgeschwindigkeiten des Systems i gegenu¨ber dem
Inertialsystem berechnet sich aus der Summe der Winkelgeschwindigkeiten der Teil-
transformationen
iΩ0,i = iΩ0,1 + · · ·+ iΩi−1,i , (A.20)
wobei die Koordinatentransformation fu¨r Tensoren mit
mΩi,j = Tm,l lΩi,j Tl,m (A.21)
erfolgt.
Anmerkung: In Kapitel 2.1.1 wird bei der Transformation der Navier-Stokes-
Gleichungen in ein ko¨rperfestes Koordinatensystem eine Aufteilung der Geschwin-
digkeit in die Absolutgeschwindigkeit ~q und den Geschwindigkeitsanteil aufgrund der
Bewegung des Koordinatensystems ~qb vorgenommen. Der Zusammenhang zwischen
Gl. (2.2) und Gl. (A.18) lautet:
k~qk,P = k~q0,P − (k~q0,k + kΩ0,k k~rk,P )︸ ︷︷ ︸
~qk = ~q − ~qb .
(A.22)
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B Ausfu¨hrliche Darstellung einiger
Chima¨ren-Algorithmen
B.1 Genauigkeit der Interpolationsvorschrift
Bei einer Stro¨mungssimulation auf u¨berlappenden Rechengittern darf die Genauig-
keitsordnung des Stro¨mungslo¨sers nicht durch die Interpolation der Stro¨mungsdaten
beeintra¨chtigt werden. Um die erforderliche Genauigkeitsordnung der Interpolations-
vorschrift zu bestimmen, betrachten Chesshire und Henshaw [26] ein eindimensiona-
les Modellproblem. Ausgangspunkt ihrer Untersuchung ist eine elliptische Gleichung
(2q)-ter Ordnung
∂2qu
∂x2q
(x) = F (x) ; x ∈ [xL, xR] (B.1)
mit den linken (RL) und rechten (RR) Randbedingungen
∂ju
∂xj
(xL) = RL,j ; j = 0 . . . q − 1 (B.2)
∂ju
∂xj
(xR) = RR,j ; j = 0 . . . q − 1 .
Diese Gleichung wird auf zwei eindimensionalen, sich gegenseitig u¨berlappenden Git-
tern A und B mit NA bzw. NB Netzpunkten gelo¨st. Die zur Veranschaulichung in
Bild B.1 dargestellten Gitter ko¨nnen eine unterschiedliche Netzschrittweite hA und hB
aufweisen. An den Ra¨ndern des U¨berlappungsgebiets werden an jeweils q Netzpunk-
hAA
ix
A
i+1x
A
N  −q+1A
x
A
Nx A
B
ix
B
i+1xhB
B
1x
B
2x
B
qx
d
Gitter B
Gitter A
Bild B.1: Netzpunkte der eindimensionalen, sich u¨berlappenden Rechengitter fu¨r Modellpro-
blem, • : Stro¨mungsberechnung, ◦ : Interpolation
ten Daten aus dem benachbarten Gitter interpoliert. Die U¨berlappungsweite d der Git-
ter ist durch den ra¨umlichen Abstand der innersten Interpolationspunkte der Gitter
A und B gegeben. Chesshire und Henshaw diskretisieren nun die Modellgleichung
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Gl. (B.2) auf den beiden Gittern mit einer ra¨umlichen Diskretisierungsgenauigkeit von
zweiter Ordnung. Es folgt zum Beispiel fu¨r das Gitter A
(D+D−)qu˜Ai = fi fu¨r alle inneren Punkte
DjLu˜Aj = RL,j j = 0 . . . q − 1 , linke Berandung
u˜Ai =
NB∑
j=1
γi,ju˜
B
j fu¨r alle Interpolationspunkte ,
(B.3)
mit
(D+D−)u˜Ai =
u˜Ai+1 − 2u˜Ai + u˜Ai−1
h2A
(B.4)
und einem geeigneten Diskretisierungsoperator DL an der Berandung. Bei der Inter-
polationsvorschrift gelte fu¨r s Koeffizienten γj 6= 0, so dass die Interpolation eine Ge-
nauigkeit von s-ter Ordnung hat. Der Fehler zwischen der Lo¨sung u der Differential-
gleichung und der Lo¨sung u˜ der diskretisierten Gleichung berechnet sich zu
eAi = u(x
A
i )− u˜Ai bzw. eBi = u(xBi )− u˜Bi . (B.5)
Im weiteren, hier nicht dargestellten Verlauf der Analyse ermitteln die Autoren die
erforderliche Genauigkeit der Interpolationsvorschrift, so dass die Interpolation die
Ordnung des Fehlers e nicht vergro¨ßert. Sie erhalten unter der Annahme, dass die
U¨berlappungsweite d unabha¨ngig von der Netzschrittweite h ist, die folgende Bestim-
mungsgleichung fu¨r die Genauigkeitsordnung der Interpolationsvorschrift s
s = q + 1 falls d = O(1) , (B.6)
wobei 2q die Ordnung der Differentialgleichung ist. Falls sich die U¨berlappungsweite
d dagegen mit zunehmender Netzfeinheit h verringert, gilt
s = 2q + 1 falls d ∼ h . (B.7)
Die Beziehungen gelten fu¨r eine ra¨umliche Diskretisierungsgenauigkeit von zweiter
Ordnung. Analoge Formeln ko¨nnen auch fu¨r genauere Diskretisierungen hergeleitet
werden.
Chesshire und Henshaw besta¨tigen die theoretisch hergeleiteten Beziehungen, indem
sie eine elliptische Gleichung und die Navier-Stokes-Gleichungen auf numerischem
Weg lo¨sen und jeweils Netzkonvergenzstudien durchfu¨hren.
Der Beweis von Chesshire und Henshaw gilt fu¨r Lo¨sungen ohne Diskontinuita¨ten.
Die Interpolation von Stro¨mungsgro¨ßen in Gebieten mit Diskontinuita¨ten sollte daher
vermieden werden. Andernfalls kann die Lo¨sungsgenauigkeit beeintra¨chtigt werden.
Pa¨rt-Enander und Sjo¨rgreen [72] sowie Cali [19] demonstrieren beispielsweise, dass
bei U¨berschallstro¨mungen die Ausbreitung von Verdichtungssto¨ßen behindert werden
kann.
In dieser Arbeit werden die Navier-Stokes-Gleichungen mit einer Genauigkeit zweiter
Ordnung gelo¨st. Da keine U¨berlappungsminimierung verwendet wird, ist die U¨ber-
lappungsweite unabha¨ngig von der Netzschrittweite. Mit 2q = 2 folgt nach Gl. (B.6)
s = 2, so dass die Nutzung einer linearen Interpolation gerechtfertigt ist.
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B.2 Das ADT-Suchverfahren
Bei der geometrischen Datenverarbeitung mu¨ssen oftmals aus einer großen Menge an
Objekten diejenigen identifiziert werden, die sich mit einem gegebenen Objekt u¨ber-
lappen. Falls dazu das gegebene Objekt mit allen anderen N Objekten verglichen
wird, ist ein Aufwand proportional zu N Operationen erforderlich. Zur Beschleuni-
gung kann der ”Alternating Digital Tree“-Suchalgorithmus (ADT) von Bonet und Pe-raire [17] verwendet werden. Dieser bestimmt mit einem Aufwand proportional zu
log2N Operationen alle Objekte, deren minimale und maximale Erstreckung mit derje-
nigen des gegebenen Objekts u¨berlappen. Die getroffene Vorauswahl der Objekte muss
anschließend mit einem exakten Verfahren auf die U¨berlappung hin gepru¨ft werden.
Der schnelle Datenzugriff des ADT-Verfahrens wird durch eine baumartige Daten-
struktur zur Speicherung der Objekte ermo¨glicht. Die Datenstruktur ist die Erwei-
terung eines bina¨ren Suchbaums auf 2 ·D Dimensionen zur Speicherung D-dimen-
sionaler Objekte beliebiger Gro¨ße. Da die Objekte sowohl in den Knoten als auch in
den Bla¨ttern des Baums gespeichert werden, ist der Speicherplatzbedarf proportional
zu N .
Zur Beschreibung des ADT-Suchbaums wird zuna¨chst der zugrunde liegende bina¨re
Baum erla¨utert. Dieser dient zur Speicherung von Objekten, die mit einer einzigen Zahl
identifizierbar sind. Fu¨r diese Zahlen wird der Wertebereich ermittelt und das erste
Objekt an der Wurzel des Baums gespeichert, siehe Bild B.2, links. Zum Einsortieren
des na¨chsten Objekts wird der Wertebereich halbiert und das Objekt je nach seinem
[7..13]
[11..13][4..6]
[1..6]
[1..3]
[1..2]
[7..13]
[11..13][4..6]
[1..6]
[1..3]
[1..2]
2
1 5 11
133
7
2
1
3
5
7
13
11
Bild B.2: Bina¨rer Baum, links: Speicherung der Zahlenfolge 7, 13, 3, 5, 1, 2, 11, rechts: Suchpfad
fu¨r alle Zahlen ≥ 5
Wert als linker oder rechter Sohn der Wurzel gespeichert. Analog werden die nachfol-
genden Objekte einsortiert, wobei jeweils beginnend an der Wurzel unter fortgesetz-
ter Halbierung des Wertebereichs der Baum bis zu einem freien Platz herabgestiegen
wird, siehe Bild B.2, links. Der Suchbaum ist damit fertiggestellt. Um auf ein im Baum
gespeichertes Objekt zuzugreifen, wird der Baum beginnend bei der Wurzel entspre-
chend der den Verzweigungen zugeordneten Wertebereichen herabgestiegen, bis das
Objekt mit dem gesuchten Wert gefunden ist. Analog ko¨nnen auch alle fu¨r einen gewis-
sen Wertebereich gespeicherten Objekte gesucht werden. Dazu wird jeweils zu einem
Sohn herabgestiegen, sofern der einer Verzweigung zugeordnete Wertebereich ganz
oder teilweise mit dem gesuchten Bereich u¨bereinstimmt. Wa¨hrend dieses Vorgangs
werden alle an den So¨hnen gespeicherten Objekte u¨berpru¨ft, ob deren Wert innerhalb
des gewu¨nschten Wertebereichs liegt, siehe Bild B.2, rechts.
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Zur Speicherung mehrdimensionaler Objekte in einem bina¨ren Suchbaum werden
zuna¨chst die minimalen und die maximalen Koordinaten eines Objekts ermittelt und
in einem Vektor gespeichert. Dieses ergibt 2 ·D Vektorkomponenten fu¨r einen D-
dimensionalen Ko¨rper
~xi =
[
x1i,min . . . x
D
i,min, x
1
i,max . . . x
D
i,max
]
. (B.8)
Anschließend werden die minimalen bzw. maximalen Koordinaten aller Objekte be-
stimmt
~X =
[
X1min . . . X
D
min, X
1
max . . . X
D
max
]
, (B.9)
mit
Xdmin = min
(
xdi,min | ∀ i
)
; d = 1 . . .D
Xdmax = max
(
xdi,max | ∀ i
)
; d = 1 . . .D .
(B.10)
Der ADT-Suchbaum wird erstellt, indem bei jeder Ebene EADT des Baums ein anderer
Eintrag eADT = 1 . . . 2D des Vektors ~xi beru¨cksichtigt wird
eADT = (EADT mod 2D) + 1 , (B.11)
wobei der Wurzel des Baums die Ebene EADT = 0 zugeordnet ist und ”mod“den ganzzahligen Rest der Division EADT
2D
angibt. Der Ausgangswertebereich an den
Verzweigungen der ersten 2D − 1 Ebenen des Baums ist durch X d˜min . . .X d˜max mit
d˜ = (EADT mod D) + 1 gegeben. Beim Herabsteigen des Baums wird fu¨r jede Ebene
die ihr zugeordnete Dimension berechnet. Der Wertebereich der entsprechenden Di-
mension wird in zwei Intervalle aufgeteilt und entsprechend der Intervallgrenzen wei-
ter zum linken oder rechten Sohn verzweigt.
Der Zugriff auf die im ADT-Suchbaum gespeicherten Objekte erfolgt durch Vorgabe
eines Wertebereichs, innerhalb dessen sich die Koordinaten ~x der Objekte befinden
mu¨ssen. Fu¨r den hier interessierenden Fall der Ermittlung aller Objekte, die sich mit
einem gegebenen Objekt mit minimalen und maximalen Koordinaten ~xs
~xs =
[
x1s,min . . . x
D
s,min, x
1
s,max . . . x
D
s,max
]
(B.12)
u¨berlappen, wird dazu der Ausgangswertebereich
X1min ≤ x1min ≤ x1s,max , . . . , XDmin ≤ xDmin ≤ xDs,max
x1s,min ≤ x1max ≤ X1max , . . . , xDs,min ≤ xDmax ≤ XDmax (B.13)
verwendet. Dabei gilt die erste Zeile fu¨r die erstenD Ebenen des Baums und die zweite
Zeile fu¨r die nachfolgenden D Ebenen. Das Durchsuchen des Baums erfolgt analog
zum Vorgehen beim bina¨ren Suchbaum.
In der vorliegenden Arbeit wird der ADT-Suchbaum zur Speicherung von Netzzellen
verwendet. Dabei wird der Vektor ~xi nach Gl. (B.8) durch die Eckkoordinaten des Qua-
ders definiert, welcher eine Zelle umschreibt. Der Vektor ~X nach Gl. (B.9) ist durch die
Eckkoordinaten eines das gesamte Gitter beinhaltenden Quaders gegeben. Der Such-
bereich nach Gl. (B.12) wird schließlich ebenfalls durch die minimalen und maximalen
Koordinaten eines Quaders definiert. Falls mit dem ADT-Suchalgorithmus alle Zellen
gefunden werden sollen, deren umgebende Quader einen Punkt u¨berlappen, dann gilt
fu¨r den Suchbereich
~xs = [xP , yP , zP , xP , yP , zP ] , (B.14)
wobei xP , yP , zP die kartesischen Koordinaten des Punkts sind.
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B.3 Maximale Ablage einer diskretisierten Oberfla¨che
von der Originalform
Ein Oberfla¨chengitter, welches zur Diskretisierung einer Ko¨rperoberfla¨che dient,
weicht wegen der geraden Verbindungslinien zwischen den Netzknoten von der ori-
ginalen Oberfla¨chenform ab. Dabei ist die Abweichung um so gro¨ßer, je sta¨rker die
Oberfla¨che gekru¨mmt ist. Wie in Bild B.3, links fu¨r ein zweidimensionales Beispiel
gezeigt ist, kann die Ablage approximativ durch den Schnittpunkt zweier Geraden ab-
Oberfläche
analytische
diskretisierte
Oberfläche
maximale Ablage
d d
δ1,1
nz
x3
x4
n1
x1
1a
1d
xz
x2
Bild B.3: Ablage der diskretisierten Oberfla¨che von der tatsa¨chlichen Form, links: zweidimen-
sionale Prinzipskizze, rechts: dreidimensionales Fla¨chenelement
gescha¨tzt werden, wobei die erste Gerade normal zur Oberfla¨che durch den Zellmittel-
punkt gebildet wird und die zweite Gerade tangential durch die benachbarten Netz-
knoten verla¨uft. Da die Kru¨mmung der Oberfla¨che zwischen den Netzknoten nicht
beru¨cksichtigt wird, ist die tatsa¨chliche Ablage im Allgemeinen geringer. Fu¨r die Ab-
lage des in Bild B.3, rechts gezeigten dreidimensionalen Oberfla¨chenelements gelten
die Beziehungen
~ai = ~di + δ1,i ~nz ; 0 = ~ai · ~ni ; ~di = ~xz − ~xi , (B.15)
wobei ~xz und ~xi die Koordinaten des Zentrums und eines Knotens angeben und ~nz
bzw. ~ni den normierten Oberfla¨chennormalenvektor im Zentrum bzw. an dem Knoten
bezeichnen. Durch Einsetzen folgt
δ1,i = −
~di · ~ni
~nz · ~ni . (B.16)
Auch die Verwindung des Oberfla¨chenelements wird in die Berechnung der Ablage
einbezogen, indem die Koordinaten des Knotens auf die normal zur Oberfla¨che durch
den Zellmittelpunkt verlaufende Gerade projiziert werden
δ2,i = −~di · ~nz . (B.17)
Zur Bestimmung der maximalen Ablage mu¨ssen die Gleichungen Gl. (B.16) und
Gl. (B.17) fu¨r alle Knoten ausgewertet werden
δ1,max = max( |δ1,i| ) ; δ2,max = max( |δ2,i| ) ; i = 1 . . . 4 . (B.18)
Bei unstetigen Oberfla¨chenformen kann die berechnete Abweichung zu gering sein.
Daher wird sie mit einem Sicherheitsfaktor von zwei skaliert und zusa¨tzlich zur Ver-
meidung sehr kleiner bzw. sehr großer Werte auf den Bereich dmax
100
. . . dmax limitiert,
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wobei dmax der gro¨ßte Abstand des Zentrums von den Knoten ist
dmax = max( |~di| ) ; i = 1 . . . 4 . (B.19)
Die endgu¨ltige Berechnungsformel fu¨r die maximale Ablage der diskretisierten Ober-
fla¨che von der originalen lautet somit
δ = min
(
max
(
2 · δ1,max , 2 · δ2,max , dmax
100
)
dmax
)
. (B.20)
Die Ablage δ gilt fu¨r eine Zelle, deren Eckpunkte auf der tatsa¨chlichen Oberfla¨che
liegen. Bei einigen Algorithmen dieser Arbeit ist jedoch die Ablage einer Zelle eines
dualen Oberfla¨chengitters zu berechnen. Bei diesem sind die Zelleckpunkte durch die
Zellmittelpunkte des originalen Oberfla¨chengitters gegeben, die bereits eine gewisse
Ablage von der originalen Oberfla¨che aufweisen ko¨nnen. Aus geometrischen Betrach-
tungen folgt, dass die maximale Ablage der dualen Zelle das doppelte der maximalen
Ablage eines ihrer Eckpunkte betra¨gt.
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