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Abstract
In this paper we study homogeneous polynomials and vector subspaces
of a polynomial ring that are divisible by a large power of a linear form.
We compute their cactus and border cactus ranks. We show that for
d ≥ 5, the component of the cactus variety κ14(νd(P
6)) other than the
secant variety σ14(νd(P
6)) consists of degree d polynomials divisible by
(d − 3)-th power of a linear form. For d ≥ 6 we present an algorithm
for deciding whether a point in the cactus variety κ14(νd(P
6)) belongs
to the secant variety σ14(νd(P
6)). Analogously, we show that for d ≥ 5,
the component of the Grassmann cactus variety κ8,3(νd(P
4)) other than
the Grassmann secant variety σ8,3(νd(P
4)) consists of subspaces divisible
by (d − 2)-th power of a linear form. Finally, for d ≥ 5 we present an
algorithm for deciding whether a point in the Grassmann cactus variety
κ8,3(νd(P
4)) belongs to the Grassmann secant variety σ8,3(νd(P
4)).
1 Introduction
The topic of secant varieties and ranks goes back to works of Sylvester on
apolarity in the 19th century. But at that time, the problems of computing
ranks of tensors or polynomials were inaccessible (except for a few initial cases).
Nowadays, the situation is better — this is mainly due to the development of
algebraic geometry, representation theory, commutative algebra, and (last but
not least) computational power, thanks to which some progress has been made.
Throughout this article, we consider the Waring rank of a homogeneous
polynomial G of degree d, that is, the smallest number r such that G is a sum
of r d-th powers of linear forms (such a sum is called a minimal decomposition).
By analogy with analyzing complicated data coming from physical world, the
rank should correspond to the number of simple ingredients affecting our com-
plicated state. Waring decomposition has plenty of applications, see [12] and
the references therein.
There are two basic problems to solve: determining the rank, and finding an
explicit minimal decomposition. In this article we address the former problem.
In order to better understand the notion of rank, we consider the secant
varieties of the Veronese variety. Start with a complex vector space Cn+1. For
a positive integer d consider the map νd : PC
n+1 → PSdCn+1, which assigns
to a form its d-th power. Here P denotes the naive projectivization of a vector
space, i.e. its set of lines and SdCn+1 denotes the space of symmetric tensors of
order d in n+1 variables. The r-th secant variety σr(νd(PC
n+1)) is the Zariski
closure in PSdCn+1 of the classes of points of Waring rank less than or equal to
1
r. In particular, σr(νd(PC
n+1)) is given by some polynomial equations, so if we
know them, we can check if a given point is in the secant variety. Unfortunately,
these equations are hard to compute and are unknown in general.
The paper [25] puts many methods of obtaining equations vanishing on
the secant variety in the setting of vector bundles. However, the equations
given in this way are equations of a bigger variety, the so-called cactus variety
κr(νd(PC
n+1)), see [16] for the proof, and the discussion in [24, §10.2]. In fact,
we are not aware of any explicit equation of the secant variety σr(νd(PC
n+1))
which does not vanish on the respective cactus variety. Moreover, the cactus
varieties fill up the projective spaces quicker than the secant varieties, see [1].
The notion of the Waring rank of a homogeneous polynomial can be general-
ized to the rank of a subspace. This leads to a generalization of secant varieties
to the notion of a Grassmann secant variety σr,k(νd(PC
n+1)) for positive inte-
gers r, k, d, n (see Section 2 for the definitions). We have σr,1(νd(PC
n+1)) =
σr(νd(PC
n+1)) as defined above. For a Grassmann secant variety, there is an
analogous notion of a Grassmann cactus variety κr,k(νd(PC
n+1)) (see Section
2).
An interesting question is for which values of r, k, d, n, the Grassmann secant
variety σr,k(νd(PC
n+1)) coincides with the corresponding Grassmann cactus va-
riety. This problem is related to the geometry of Hilbert schemes. In partic-
ular, if the Hilbert scheme Hilbr(P
n) is irreducible, then σr,k(νd(PC
n+1)) =
κr,k(νd(PC
n+1)) for any k, d. Furthermore, if k = 1, it is enough to assume that
HilbGorr (P
n) — the locus of Gorenstein subschemes — is irreducible, to obtain
the equality σr(νd(PC
n+1)) = κr(νd(PC
n+1)). The paper [10] shows that for
r < 7 and any n, the scheme Hilbr(P
n) is irreducible. Moreover, Hilb8(P
n)
is reducible if and only if n ≥ 4. Analogously, [11] shows that for r < 14,
the scheme HilbGorr (P
n) is irreducible and that HilbGor14 (P
n) is reducible if and
only if n ≥ 6. That is why we focus on studying κ8,3(νd(P
4)) (Section 6) and
κ14(νd(P
6)) (Section 5) which can be thought of as minimal examples of possibly
reducible Grassmann cactus varieties. The reason why we consider κ8,3(νd(P
4))
among all other κ8,k(νd(P
4)) varieties with k ≥ 2 is that the non-smoothable
component of Hilb8(P
4) corresponds to local algebras isomorphic with homoge-
neous algebras with Hilbert function (1, 4, 3).
In this paper, we propose a technique to identify points of the secant variety
inside the cactus variety in some special cases. In Sections 3 and 4 we study
forms and subspaces divisible by a large power of a linear form and prove that
they are in a specific cactus variety (Theorems 1.2 and 1.3). Remarkably, in
Section 5 it turns out that in the special case of σ14(νd(PC
7)) for d ≥ 5 such
forms fill up the set-theoretic difference between the cactus variety and the
secant variety (Theorem 1.4). For d ≥ 6, this allows us to design a simple
algorithm for deciding whether a point in the cactus variety κ14(νd(PC
7)) is in
the secant variety σ14(νd(PC
7)) (Theorem 5.5). In Section 6 we prove results
analogous to those from Section 5 for the case of the Grassmann secant variety
σ8,3(νd(PC
5)). We are amazed by the similarity of the corresponding statements
as well as their proofs in Sections 5 and 6. As far as we know, our paper is the
first one that provides a procedure to distinguish points of a secant variety and
the corresponding cactus variety for an embedding of a smooth variety.
We introduce some notation. Let k be an algebraically closed field. Fix a
positive integer n and let S∗ = k[α1, . . . , αn] ⊆ T
∗ = k[α0, . . . , αn] be polyno-
mial rings with graded dual rings S = k[x1, . . . , xn] ⊆ T = k[x0, . . . , xn]. We
2
consider T with divided power structure (see [15, §A2.4]). Note that we need to
use divided powers since we do not assume that k has characteristic zero. The
duality between T ∗ and T can be written in the form
αuyx[v] =
{
x[v−u] if vk ≥ uk for k = 0, . . . , n
0 otherwise.
In the above formula, u and v are multi-indices. Notice that, for a field of
characteristic zero, divided powers have a simple form. Namely, x[v] = x
v
v! ,
where v! = v0!v1! · · · vn!. If F ∈ T is homogeneous, we denote by Ann(F ) the
ideal {θ ∈ T ∗|θyF = 0}, which we call the annihilator ideal. We do similarly if
f ∈ S (f might be inhomogeneous).
If J ⊆ S∗ is an ideal, we denote by Jhom ⊆ T ∗ its homogenization with
respect to α0, see [14, §8.4]. If J ⊆ T
∗ is an ideal, we denote by Jsat its
saturation with respect to the ideal (α0, . . . , αn), see [15, §15.10.6].
Let f = Fd1 + Fd1−1 + . . . + F0 be a degree d1 ≥ 1 polynomial in S. For a
non-negative integer d2 define G = Fd1x
[d2]
0 + Fd1−1x
[d2+1]
0 + . . . + F0x
[d2+d1]
0 .
Observe that even if the characteristic of k is zero, the notation with divided
powers leads to a simpler description of G than the notation with factorials. Set
r = dimk S
∗/Ann(f). In the statements of Theorems 1.2, 1.3 below we will use
definition of the cactus rank and the border cactus rank defined in Section 2
and the following definition of an (s, n+ 1)-standard Hilbert function.
Definition 1.1. For a positive integer s, let hs : Z → Z be given by hs(a) =
min{dimk T
∗
a , s}. Notice that hs depends on n. More generally, a function
h : Z→ Z satisfying the following conditions will be called an (s, n+1)-standard
Hilbert function
1. h(d) ≤ h(d+ 1) for all d,
2. if h(d) = h(d+ 1), then h(e) = s for all e ≥ d,
3. h(d) ≤ hs(d) for all d.
Now we list the main theorems of this paper.
Theorem 1.2 (Polynomial case). For any f ∈ S≤d1 , G, r as above such that
Fd1 is not a power of a linear form we have the following
(i) The cactus rank cr(G) of G is not greater than r.
(ii) If d2 ≥ d1 − 1, then there is no homogeneous ideal J ⊆ Ann(G) such that
T ∗/J has an (r − 1, n + 1)-standard Hilbert function. In particular, the
border cactus rank bcr(G) of G equals r.
(iii) If d2 ≥ d1, and J ⊆ Ann(G) is a homogeneous ideal such that T
∗/J has
an (r, n+1)-standard Hilbert function, then Jsat = Ann(f)hom. Moreover,
the same is true for d2 = d1 − 1 if we assume further that r > 2d1.
For a non-zero subspace V ⊆ Te (e ∈ Z>0) let Ann(V ) denote the ideal
{θ ∈ T ∗|θyV = 0}. Similarly for W ⊆ S. For the definition of the cactus rank
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cr(V ) and the border cactus rank bcr(V ), where V ⊆ Te, see Section 2. Given
a linear subspace W ⊆ S≤d1 define a linear subspace
Whom =
{
deg f∑
i=0
x
[d2+d1−i]
0 Fi | f = Fdeg f + . . .+ F0 ∈W
}
⊆ Td1+d2 .
Let r = dimk S
∗/Ann(W ).
Theorem 1.3 (Subspace case). For any W ⊆ S≤d1 ,W
hom, r as above, we have
the following
(i) The cactus rank cr(Whom) of Whom is not greater than r.
(ii) If d2 ≥ d1, then there is no homogeneous ideal J ⊆ Ann(W
hom) such that
T ∗/J has an (r − 1, n + 1)-standard Hilbert function. In particular, the
border cactus rank bcr(Whom) of Whom equals r.
(iii) If d2 ≥ d1+1, and J ⊆ Ann(W
hom) is a homogeneous ideal such that T ∗/J
has an (r, n+ 1)-standard Hilbert function, then Jsat = Ann(W )hom.
As an application of Theorem 1.2 we obtain the following result.
Theorem 1.4. Let d ≥ 5 be an integer and T = C[x0, . . . , x6]. Then the
cactus variety κ14(νd(PT1)) has two irreducible components: the secant variety
σ14(νd(PT1)) and the other one, denoted by η14(νd(PT1)). Consider the map
ψ : PT1×PT3 → PTd given by ([L], [Fˆ3]) 7→ [L
d−3Fˆ3]. Its image is η14(νd(PT1)).
The proof of the above theorem relies on the description of the relevant
Hilbert scheme given in [23].
In Theorem 5.5 we present an algorithm to compute whether a point in the
cactus variety κ14(νd(P
6)) is in the secant variety σ14(νd(P
6)) for d ≥ 6. One
can find its implementation in Macaulay2 in Appendix A.
As an application of Theorem 1.3 we obtain the following result.
Theorem 1.5. Let d ≥ 5 be an integer and T = C[x0, . . . , x4]. Then the Grass-
mann cactus variety κ8,3(νd(PT1)) has two irreducible components: the Grass-
mann secant variety σ8,3(νd(PT1)) and the other one, denoted by η8,3(νd(PT1)).
Consider the map ψ : PT1×Gr(3, T2)→ Gr(3, Td) given by ([L], [V ]) 7→ [L
d−2V ].
Its image is η8,3(νd(PT1)).
The proof of the above theorem relies on the description of the relevant
Hilbert scheme given in [10].
Finally, in Theorem 6.7 we present an algorithm to compute whether a point
in the cactus variety κ8,3(νd(P
4)) is in the secant variety σ8,3(νd(P
4)) for d ≥ 5.
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2 Ranks and Apolarity Lemmas
One of the main tools in studying certain notions of rank is the Apolarity Lemma
in its many variations. It translates geometric questions into algebraic problems
of existence of some ideals. Not only can it be applied for establishing upper
bounds for rank by constructing certain ideals, but it also can provide lower
bounds. The latter is done by proving the non-existence of ideals satisfying
given properties. Some of the many examples of applying Apolarity Lemmas in
both directions are [17, Thm. 1.5], [4, §4], as well as Theorems 1.2, 1.3.
In this section we recall the definitions of various types of ranks and the cor-
responding variants of the Apolarity Lemma. Subsections 2.1 and 2.2 introduce
ranks of polynomials and corresponding geometric objects, secant and cactus
varieties. Subsections 2.3 and 2.4 generalize this to the case of subspaces.
We will use the following notation. Let n be a positive integer, T ∗ =
k[α0, α1, . . . , αn] be a polynomial ring and T be the graded dual ring of T
∗.
Let νd : PT1 → PTd, [L] 7→ [L
[d]] be the d-th Veronese map. We consider a
non-zero polynomial F ∈ Td and a k-dimensional subspace V ⊆ Td. Given
a subscheme R ⊆ PTd we denote by 〈R〉 the projective linear span in PTd of
the scheme R, i.e. the smallest projective linear subspace of PTd containing the
scheme R. For a subset Y in a variety X , by Y we denote the Zariski closure
of Y in X . Let Gr(k, V ) be the Grassmannian of k-dimensional subspaces of a
linear space V . We recall the definition of hs from Definition 1.1. For a positive
integer s, let hs : Z→ Z be given by hs(a) = min{dimk T
∗
a , s}. We will also use
the notion of an (r, n + 1)-standard Hilbert function from Definition 1.1. We
use these notations in the whole section.
2.1 Rank and border rank of a polynomial
We start by defining the notion of the rank of a polynomial.
Definition 2.1. The rank of F is
r(F ) = min{r ∈ Z>0|F = L
[d]
1 + · · ·+ L
[d]
r for some Li ∈ T1}.
The r-th secant variety of the d-th Veronese variety is
σr(νd(PT1)) =
⋃
[L1],...,[Lr]∈PT1
〈[L
[d]
1 ], . . . , [L
[d]
r ]〉
= {[F ] ∈ PTd| r(F ) ≤ r}.
The border rank of F is
br(F ) = min{r ∈ Z>0|[F ] ∈ σr(νd(PT1))}.
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Now we can state the Apolarity Lemma.
Proposition 2.2 (Apolarity Lemma). Let [F ] ∈ PTd. For non-zero forms
L1, . . . , Lr in T1, consider the ideal of forms I = I({[L1], . . . , [Lr]}) ⊆ T
∗.
Then
I ⊆ Ann(F ) ⇐⇒ [F ] ∈ 〈[L
[d]
1 ], . . . , [L
[d]
r ]〉.
Therefore r(F ) ≤ r if and only if there exists a homogeneous saturated ideal of
r points I ⊆ T ∗ such that
I ⊆ Ann(F ).
For a proof, see [28, Thm. 4.2]. This is also a special case of Apolarity Lemma
for subspaces, compare Proposition 2.10.
Note that the notion of border rank is more natural from the point of view of
algebraic geometry, since it provides a condition for [F ] to be a point of a Zariski
closed subset of PTd. However, the variant of apolarity for border rank has been
stated only very recently (see [5]). Nevertheless, it has already been applied in
[13] and [21]. In order to formulate it, we have to consider multigraded Hilbert
schemes, see [19]. Denote by HilbhrT∗ the multigraded Hilbert scheme associated
with the polynomial ring T ∗ (with the standard Z-grading) and the function
hr, as defined in Definition 1.1. Let Slipr,PT1 be the closure in Hilb
hr
T∗ of points
corresponding to saturated ideals of r points. Then the following holds.
Proposition 2.3 (Border Apolarity Lemma). Let [F ] ∈ PTd. Then br(F ) ≤ r
if and only if there exists an ideal [I] ∈ Slipr,PT1 such that
I ⊆ Ann(F ).
For a proof, see [5, Thm. 3.14]. Propostion 2.3 will be crucial in Section 5.
2.2 Cactus rank and border cactus rank of a polynomial
Definition 2.4. The cactus rank of F is
cr(F ) = min{r ∈ Z>0|[F ] ∈ 〈νd(R)〉 for a subscheme R ⊆ PT1, lengthR = r}.
The r-th cactus variety of the d-th Veronese variety is
κr(νd(PT1)) =
⋃
R⊆PT1
lengthR≤r
〈νd(R)〉
= {[F ] ∈ PTd| cr(F ) ≤ r}.
The border cactus rank of F is
bcr(F ) = min{r ∈ Z>0|[F ] ∈ κr(νd(PT1))}.
Now we can state the Apolarity Lemma for the cactus rank.
Proposition 2.5 (Cactus Apolarity Lemma). Let [F ] ∈ PTd and I(R) be the
saturated ideal of a subscheme R ⊆ PT1. Then
I(R) ⊆ Ann(F ) ⇐⇒ [F ] ∈ 〈νd(R)〉.
Therefore cr(F ) ≤ r if and only if there exists a subscheme R ⊆ PT1 of length r
such that
I(R) ⊆ Ann(F ).
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For a proof, see [28, Thm. 4.3]
Recall the definition of an (r, n+ 1)-standard Hilbert function from Section
1 (Definition 1.1). The following is its direct consequence.
Remark 2.6. Let r be a positive integer and I be a homogeneous ideal in T ∗
such that T ∗/I has an (r, n + 1)-standard Hilbert function, then the Hilbert
polynomial of T ∗/I is r.
In order to formulate a version of apolarity for border cactus rank instead of
hr as in Border Apolarity Lemma 2.3, we need to consider all (r, n+1)-standard
Hilbert functions.
Proposition 2.7 (Weak Border Cactus Apolarity Lemma). Let G ∈ Td. If
bcr(G) ≤ r then there exists a homogeneous ideal I ⊆ T ∗ such that T ∗/I has
an (r, n+ 1)-standard Hilbert function.
For a proof see [6, Thm. 1.1]
We will also need the following result.
Theorem 2.8. Suppose 0 ≤ a0 ≤ a1 ≤ · · · ≤ an are integers. Then
cr(x
[a0]
0 x
[a1]
1 . . . x
[an]
n ) = (a0 + 1)(a1 + 1) . . . (an−1 + 1).
For a proof, see [27, Cor. 2].
2.3 Rank and border rank of a subspace
Definition 2.9. The rank of a k-dimensional subspace V of Td is
r(V ) = min{r ∈ Z>0|PV ⊆ 〈L
[d]
1 , . . . , L
[d]
r 〉 for some Li ∈ T1}.
The (r, k)-th Grassmann secant variety of the d-th Veronese variety is
σr,k(νd(PT1)) = {[V ] ∈ Gr(k, Td)| r(V ) ≤ r}.
The border rank of V is
br(V ) = min{r ∈ Z>0|[V ] ∈ σr,k(νd(PT1))}.
Proposition 2.10 (Apolarity Lemma for subspaces). Let V ⊆ Td be a non-
zero subspace. For non-zero forms L1, . . . , Lr in T1, consider the ideal of forms
I = I({[L1], . . . , [Lr]}) ⊆ T
∗. Then
I ⊆ Ann(V ) ⇐⇒ PV ⊆ 〈[L
[d]
1 ], . . . , [L
[d]
r ]〉.
Therefore r(V ) ≤ r if and only if there exists a reduced subscheme R ⊆ PT1 of
length r such that
I(R) ⊆ Ann(V ).
For a proof, see [28, Thm. 4.7].
Proposition 2.11 (Border Apolarity Lemma for subspaces). Let V ⊆ Td be
a k-dimensional subspace. Then br(V ) ≤ r if and only if there exists an ideal
[I] ∈ Slipr,PT1 such that
I ⊆ Ann(V ).
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Proposition 2.11 follows from the proof of [6, Thm. 1.3], if we set H =
Hilbsmr (P
n). We rewrite it here.
Proof. We know that
br(V ) ≤ r ⇐⇒ [V ] ∈ σr,k(νd(P
n))
⇐⇒ ∃[I]∈Slipr,PT1
Id ⊆ V
⊥
⇐⇒ ∃[I]∈Slipr,PT1
I ⊆ Ann(V ),
where V ⊥ is the subspace of T ∗d of forms annihilating V . The middle equivalence
follows from [6, Prop. 6.1].
2.4 Cactus rank and border cactus rank of a subspace
Definition 2.12. The cactus rank of a k-dimensional subspace V of Td is
cr(V ) = min{r ∈ Z>0|PV ⊆ 〈νd(R)〉 for a subscheme R ⊆ PT1, lengthR = r}.
The (r, k)-th Grassmann cactus variety of the d-th Veronese variety is
κr,k(νd(PT1)) = {[V ] ∈ Gr(k, Td)| cr(V ) ≤ r}.
The border cactus rank of V is
bcr(V ) = min{r ∈ Z>0|[V ] ∈ κr,k(νd(PT1))}.
Proposition 2.13 (Cactus Apolarity Lemma for subspaces). Let V ⊆ Td be
a non-zero subspace and I(R) be the saturated ideal of a subscheme R ⊆ PT1.
Then
I(R) ⊆ Ann(V ) ⇐⇒ PV ⊆ 〈νd(R)〉.
Therefore cr(V ) ≤ r if and only if there exists a subscheme R ⊆ PT1 of length
r such that
I(R) ⊆ Ann(V ).
For a proof, see [28, Thm. 4.7].
Proposition 2.14 (Weak Border Cactus Apolarity Lemma for subspaces). Let
V ⊆ Td be a non-zero subspace. If bcr(V ) ≤ r, then there exists a homogeneous
ideal I ⊆ T ∗ such that T ∗/I has an (r, n+ 1)-standard Hilbert function.
For a proof see [6, Thm. 1.1].
3 General results - polynomial case
In this section we present some algebraic results and use them to obtain a proof
of Theorem 1.2. We will use the following notation. Fix a positive integer n and
let S∗ = k[α1, . . . , αn] ⊆ T
∗ = k[α0, . . . , αn] be polynomial rings with graded
dual rings S = k[x1, . . . , xn] ⊆ T = k[x0, . . . , xn]. If F ∈ T is homogeneous, we
denote by Ann(F ) the ideal {θ ∈ T ∗|θyF = 0}, which we call the annihilator
ideal. Similarly if f ∈ S (f might be inhomogeneous). Let f = Fd1 + Fd1−1 +
. . . + F0 be a degree d1 ≥ 1 polynomial in S. For a non-negative integer d2
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define G = Fd1x
[d2]
0 + Fd1−1x
[d2+1]
0 + . . .+F0x
[d2+d1]
0 . If M is a graded module,
and e is an integer, we denote by H(M, e) the Hilbert function of M at e.
The following lemma says that the homogenization in T ∗ of an ideal in S∗ is
saturated. This will enable use to use Apolarity Lemmas 2.5, 2.13 in the proofs
of Theorems 1.2 and 1.3.
Lemma 3.1. Let I ⊆ S∗ be an ideal. Then Ihom ⊆ T ∗ is saturated with respect
to the irrelevant ideal (α0, . . . , αn).
Proof. It is enough to show that (Ihom : α0) = I
hom (here (Ihom : α0) denotes
the ideal quotient, see [15, §15.10.6]). Take θ ∈ (Ihom : α0). We shall show that
θ ∈ Ihom. Since (Ihom : α0) is a homogeneous ideal, we may assume that θ is
homogeneous. By assumption, for some integer s, there are ζ1, . . . , ζs ∈ I and
ξ1, . . . , ξs ∈ T
∗ such that
θα0 = ξ1ζ
hom
1 + . . .+ ξsζ
hom
s .
Hence θ|α0=1 ∈ I, so (θ|α0=1)
hom ∈ Ihom. Thus
θ = α
deg θ−deg(θ|α0=1
)
0 (θ|α0=1)
hom ∈ Ihom,
as claimed. We used [14, Prop. 8.2.7 (iii) and (iv)].
In the following lemma we use the definitions of monomial orders <, leading
terms LT<, leading monomials LM<, and Gröbner bases as in [14, Ch. 2].
If I ⊆ S∗ is a homogeneous ideal, then there is a simple way to calculate the
Hilbert function H(T ∗/Ihom, e) from the Hilbert function H(S∗/I, i), namely
H(T ∗/Ihom, e) =
e∑
i=0
H(S∗/I, i).
In particular if the Hilbert polynomial of S∗/I is zero, then for large enough e
we have H(T ∗/Ihom, e) = dimk S
∗/I. Lemma 3.2 and Corollary 3.3 generalize
this for inhomogeneous ideals.
Lemma 3.2. Let I ⊆ S∗ be an ideal. Let < be any monomial order on S∗ that
respects the degree. Then for every non-negative integer e
H(T ∗/Ihom, e) = #{µ ∈ S∗ | µ is a monomial, deg µ ≤ e and µ /∈ LT<(I)}.
Proof. Let e ∈ Z≥0 and consider sets
Ae = {µ ∈ S
∗ | µ is a monomial, deg µ ≤ e}
and
Be = {µ ∈ T
∗ | µ is a monomial, deg µ = e}.
These sets are in bijection given by
Ae ∋ µ 7→ α
e−degµ
0 µ ∈ Be
and
Be ∋ µ 7→ µ|α0=1 ∈ Ae.
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Let <h be the monomial order on T
∗ defined by αa00 . . . α
an
n <h α
b0
0 . . . α
bn
n if
and only if αa11 . . . α
an
n < α
b1
1 . . . α
bn
n or α
a1
1 . . . α
an
n = α
b1
1 . . . α
bn
n and a0 < b0.
We have H(T ∗/Ihom, e) = #{µ ∈ Be | µ /∈ LT<h(I
hom)} (see [15, Thm. 15.3]).
Therefore it is enough to show that for µ ∈ Ae we have µ ∈ LT<(I) if and only
if αe−degµ0 µ ∈ LT<h(I
hom).
Assume that µ ∈ Ae ∩ LT<(I) and let θ ∈ I be such that LM<(θ) = µ.
Then αe−deg µ0 θ
hom ∈ Ihom and LM<h(α
e−degµ
0 θ
hom) = αe−degµ0 LM<h(θ
hom) =
αe−degµ0 µ. The latter equality follows from the following observation: for θ ∈ S
∗
we have LM<h(θ
hom) = LM<(θ).
Assume conversely, that αe−deg µ0 µ ∈ Be∩LT<h(I
hom). Let G = {ζ1, . . . , ζk}
be a Gröbner basis for I with respect to <. Then Ghom = {ζhom1 , . . . , ζ
hom
k } is
a Gröbner basis for Ihom with respect to <h (see [14, Thm. 8.4.4]). Therefore
for some j ∈ {1, .., k} the monomial LM<h(ζ
hom
j ) = LM<(ζj) divides α
e−deg µ
0 µ.
Thus, LM<(ζj) divides µ.
The following corollary of Lemma 3.2 will be used extensively. It shows that
the Hilbert polynomial of the subscheme defined by Ann(W )hom is equal to
dimk S
∗/Ann(W ). Moreover it provides an upper bound on the minimal degree
from which the Hilbert function agrees with the Hilbert polynomial.
Corollary 3.3. Let W ⊆ S≤d1 be a linear subspace. Then for e ≥ d1
H(T ∗/Ann(W )hom, e) = dimk S
∗/Ann(W ).
Proof. All monomials of degree at least d1 + 1 are in Ann(W ). Therefore for
e ≥ d1 it follows from Lemma 3.2 that
H(T ∗/Ann(W )hom, e) = H(T ∗/Ann(W )hom, d1)
is equal to the number of monomials in S∗ that do not belong to LT<(Ann(W )).
This number is the dimension of the quotient algebra S∗/Ann(W ) as a k-vector
space ([15, Thm. 15.3]).
The following result is similar to Lemma 3.2. It compares the Hilbert func-
tions of two related quotient algebras, one of S∗ and one of T ∗. We will use it
in the proof of Part (iii) of Theorem 1.2.
Lemma 3.4. Let J ⊆ T ∗ be a homogeneous ideal and θ = αd0+ρ be an element
of Jd with ρ of degree smaller than d with respect to α0. Consider the contraction
Jc = J ∩ S∗. Then for any integer e we have
H(T ∗/J, e) ≤ H(S∗/Jc, e) +H(S∗/Jc, e− 1) + . . .+H(S∗/Jc, e− d+ 1).
Proof. Let < be a graded lexicographic order on T ∗ with αn < αn−1 < . . . < α0
and consider its restriction <′ to S∗. It follows from [15, Thm. 15.3]) that,
H(T ∗/J, e) is the number of monomials of degree e, not in LT<(J). Observe
that every monomial divisible by αd0 is in LT<(J). Therefore, we have
H(T ∗/J, e) =
d−1∑
i=0
#{µ ∈ S∗e−i | µ is a monomial and α
i
0µ /∈ LT<(J)}.
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Fix 0 ≤ i ≤ d − 1 and let µ be a monomial of degree e − i from S∗. If
µ ∈ LT<′(J
c), then there is a homogeneous ζ ∈ Jc such that LT<′(ζ) = µ.
Therefore, αi0ζ ∈ J and LT<(α
i
0ζ) = α
i
0µ. Thus for i ∈ {0, . . . , d− 1} we have
#{µ ∈ S∗e−i | µ is a monomial and α
i
0µ /∈ LT<(J)} ≤ H(S
∗/Jc, e− i).
The following lemma was proven in [2, Lem. 2]. However, from the notation
of the authors it is not clear that they use divided powers, but they are essential
for the lemma to work (see Example (3.6)). For this reason we present their
proof with explicit use of divided powers.
Lemma 3.5. Let f and G be as in the beginning of this section. Then
Ann(f)hom ⊆ Ann(G).
Proof. Let θ = ζ0 + · · ·+ ζd ∈ Ann(f). We show that θ
hom = αd0ζ0 + α
d−1
0 ζ1 +
. . .+ ζd is in the annihilator of G.
θhomyG =
d1∑
e=0
min(d1−e,d)∑
j=0
(αd−j0 ζj)y(x
[d1+d2−(e+j)]
0 Fe+j)
=
min(d1+d2−d,d1)∑
e=0
min(d1−e,d)∑
j=0
x
[d1+d2−d−e]
0 (ζjyFe+j)
=
min(d1+d2−d,d1)∑
e=0
x
[d1+d2−d−e]
0
min(d1−e,d)∑
j=0
ζjyFe+j .
For every e = 0, . . . ,min(d1 + d2 − d, d1) the sum
∑min(d1−e,d)
j=0 ζjyFe+j is zero
since θyf = 0. Hence the claim follows.
Example 3.6. Let f = x31 + x2 ∈ C[x1, x2] and G = x
3
1 + x
2
0x2 ∈ C[x0, x1, x2]
be its standard homogenization. We use usual partial differentiation instead of
contraction and normal multiplication in C[x0, x1, x2] instead of divided powers
structure to compute the annihilator ideal. Then
Ann(f)hom = (α22, α1α2, α
3
1 − 6α
2
0α2),
and
Ann(G) = (α30, α
2
2, α0α1, α1α2, α
3
1 − 3α
2
0α2).
The element α31 − 6α
2
0α2 ∈ Ann(f)
hom, but it does not annihilate G.
We can now prove one of the main results in the case of a homogeneous
polynomial. The general case will require generalizations of the results used in
the proof below.
Proof of Theorem 1.2 in the homogeneous case: f = Fd1 .
(i) For large enough t we have H(T ∗/Ann(f)hom, t) = r by Corollary 3.3. Since
Ann(f)hom is saturated by Lemma 3.1 and Ann(f)hom ⊆ Ann(G) (Lemma 3.5),
the claim follows from the Cactus Apolarity Lemma 2.5.
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(ii) We have Ann(G) = Ann(f)hom + (α0
d2+1) and H(S∗/Ann(f), d1 + 1) = 0.
Therefore, if d2 ≥ d1 then
H(T ∗/Ann(G), d1) = H(T
∗/Ann(f)hom, d1) = dimk(S
∗/Ann(f)) = r
by Corollary 3.3. In particular, there is no homogeneous ideal J ⊆ Ann(G) such
that the Hilbert function of T ∗/J is an (r− 1, n+1)-standard Hilbert function.
Assume now that d2 = d1 − 1 and let J ⊆ Ann(G) be a homogeneous
ideal such that T ∗/J has an (r − 1, n + 1)-standard Hilbert function. Then
Jd1 = Ann(G)d1 since H(T
∗/Ann(G), d1) = r−1 = H(T
∗/J, d1). Therefore for
every d ≥ d1
Jd ⊇ (Jd1)d = (Ann(G)d1)d = Ann(G)d.
The last equality follows from the fact Fd1 is of positive degree and not a power
of a linear form so that Ann(f) is generated in degrees at most d1 ([8, Prop.
1.6]). This gives a contradiction since H(T ∗/Ann(G), t) = 0 for t ≫ 0. From
the Weak Border Cactus Apolarity Lemma 2.7, it follows that bcr(G) ≥ r and
from (i) we have an equality.
(iii) Let J ⊆ Ann(G) be a homogeneous ideal such that T ∗/J has an (r, n+ 1)-
standard Hilbert function. Assume first that d2 ≥ d1. Then, as in the proof of
Part (ii), we have H(T ∗/Ann(G), d1) = H(T
∗/Ann(f)hom, d1) = r. Therefore,
Jd1 = (Ann(f)
hom)d1 . Thus, for d ≥ d1 we have
Jd ⊇ (Jd1)d = ((Ann(f)
hom)d1)d = (Ann(f)
hom)d,
since Ann(f)hom is generated in degrees at most d1. Ideals J and Ann(f)
hom
have the same Hilbert polynomial (see Remark 2.6), therefore
Jsat = (Ann(f)hom)sat = Ann(f)hom.
The last equality is true by Lemma 3.1.
Now assume that d2 = d1−1 and r > 2d1. Then H(T
∗/Ann(G), d1) = r−1
andH(T ∗/Ann(f)hom, d1) = r. Either H(T
∗/J, d1) = r−1 orH(T
∗/J, d1) = r.
In the former case Jd1 = Ann(G)d1 and for d ≥ d1 we get
Jd ⊇ (Jd1)d = (Ann(G)d1)d = Ann(G)d,
since Ann(G) is generated in degrees at most d1. This is a contradiction, as
T ∗/J does not have the zero Hilbert polynomial.
Hence we assume that H(T ∗/J, d1) = r. If Jd1 = (Ann(f)
hom)d1 the proof
given above for d2 ≥ d1 works. Otherwise, there is a homogeneous generator of
J of the form αd10 +ρ where ρ is a polynomial in S
∗[α0] of degree lower than d1.
Since codimAnn(G)d1 Jd1 = 1 we have codimAnn(f)d1 (J
c)d1 ≤ 1. Here J
c denotes
J ∩S∗. Thus, H(S∗/Jc, d1) ≤ H(S
∗/Ann(f), d1)+1 = H(S
∗/Ann(f), 0)+1 =
2, by the symmetry of Hilbert function of S∗/Ann(f) (see [7, Prop. 3.4.(v)]).
Since d1 ≥ 2, it follows from the Macaulay’s bound ([3, Thm. 4.2.10]) that
H(S∗/Jc, d) ≤ 2 for d ≥ d1. Hence
H(T ∗/J, d) ≤ H(S∗/Jc, d) + . . .+H(S∗/Jc, d− (d1 − 1)) ≤ 2d1 < r
for d ≥ 2d1 − 1. The first inequality is implied by Lemma 3.4. This gives a
contradiction since the Hilbert polynomial of T ∗/J is equal to r, see Remark
2.6.
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In order to prove an analogous result for inhomogeneous polynomials we first
establish an analogue of [8, Prop. 1.6], which played a key role in the proof of
Part (ii).
Lemma 3.7. Let f = Fd1 + Fd1−1 + . . .+ F0 be a polynomial of degree d1 ≥ 2
in S such that Fd1 is not a power of a linear form. Then Ann(f)
hom ⊆ T ∗ has
a set of minimal generators of degrees not greater than d1.
Proof. We have Ann(f) ⊇ S∗d1+1 so we may choose a set of its generators of the
form
Ann(f) = ({αu | u ∈ Zn≥0 s.t. |u| = d1 + 1}) + (ζ1, . . . , ζk) with deg(ζi) ≤ d1.
Using Buchberger’s algorithm for this set of generators and grevlex monomial
order, we obtain a Gröbner basis of Ann(f) of the form
{αu | u ∈ Zn≥0 s.t. |u| = d1 + 1} ∪ {ζ1, . . . , ζk} ∪ {ξ1, . . . , ξl}
where deg ξi ≤ d1. Then Ann(f)
hom is generated by homogenizations of these
generators ([14, Thm. 8.4.4]). It is enough to show that we can replace the
monomial generators of degree d1+1 written above by some generators of degree
not greater than d1. Let u ∈ Z
n
≥0 with |u| = d1 + 1. Then in S
∗, we can write
αu =
∑m
i=1 δiγi for some δi ∈ Ann(Fd1)d1 and γi ∈ S
∗
1 ([8, Prop. 1.6]). We
have δi ∈ Ann(f) for degree reasons. Therefore α
u ∈ ((Ann(f)hom)≤d1) as an
element of T ∗.
When f is a homogeneous polynomial, then Ann(G) = (αd2+10 )+Ann(f)
hom.
In particular, Ann(G)≤d2 = (Ann(f)
hom)≤d2 . The same is true in the general
case.
Lemma 3.8. Let f = Fd1 +Fd1−1+ . . .+F0 be a degree d1 polynomial in S. Let
d2 be a non-negative integer and let G = Fd1x
[d2]
0 +Fd1−1x
[d2+1]
0 +. . .+F0x
[d2+d1]
0 .
Let r = dimk S
∗/Ann(f). We have
(i) Ann(G)≤d2 = (Ann(f)
hom)≤d2
(ii) If d2 = d1−1, then H(T
∗/Ann(G), d1) = r or H(T
∗/Ann(G), d1) = r−1.
Moreover, in the latter case Ann(G) = (αd10 + ρ) + Ann(f)
hom, where
ρ ∈ T ∗d1 has degree smaller than d1 with respect to α0.
Proof. The proof of the lemma is based on the following calculation. Let Θ =
αd0ζ0+α
d−1
0 ζ1+ . . .+ ζd, where ζi ∈ S
∗
i , be such that ΘyG = 0. We can rewrite
it as follows
0 = ΘyG =
d1∑
e=0
min(d1−e,d)∑
j=0
(αd−j0 ζj)y(x
[d1+d2−(e+j)]
0 Fe+j)
=
d1∑
e=0
min(d1−e,d)∑
j=0
(αd−j0 yx
[d1+d2−(e+j)]
0 )(ζjyFe+j)
=
min(d1,d1+d2−d)∑
e=0
min(d1−e,d)∑
j=0
x
[d1+d2−d−e]
0 (ζjyFe+j)
=
min(d1,d1+d2−d)∑
e=0
x
[d1+d2−d−e]
0
min(d1−e,d)∑
j=0
ζjyFe+j .
(1)
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(i) We have Ann(f)hom ⊆ Ann(G) by Lemma 3.5. Assume that d ≤ d2 and
let Θ = αd0ζ0+α
d−1
0 ζ1+ . . .+ ζd where ζi ∈ S
∗
i is such that ΘyG = 0. We
claim that (Θ|α0=1)yf = 0.
By Equation (1) we have
0 =
d1∑
e=0
x
[d1+d2−d−e]
0
min(d1−e,d)∑
j=0
ζjyFe+j .
Since the exponents at x0 are pairwise different, we have
min(d1−e,d)∑
j=0
ζjyFe+j = 0 for every d1 ≥ e ≥ 0.
This implies that (Θ|α0=1)yf = 0.
(ii) We start with the following
Observation. Assume that k ≥ 0, then for Θ = αd1−10 ζ1+k+α
d1−2
0 ζ2+k+
. . .+ ζd1+k. We have
ΘyG = 0⇒ Θ ∈ Ann(f)hom.
Indeed, Equation (1) with d2 = d1 − 1, d = d1 + k becomes
0 = ΘyG =
d1−k−1∑
e=0
x
[d1−k−e−1]
0
d1−e∑
j=0
ζjyFe+j .
Since the exponents at x0 are pairwise different, we have
d1−e∑
j=0
ζjyFe+j = 0 for every d1 − k − 1 ≥ e ≥ 0. (2)
For d1 ≥ e > d1 − k − 1 we have
∑d1−e
j=0 ζjyFe+j = 0 since ζj = 0 for
j < k + 1. Together with Equation (2), it implies that Θ|α0=1 annihilates
f and thus Θ ∈ Ann(f)hom as claimed.
We proceed to the proof of Part (ii). We claim that Ann(G) has at most
one minimal homogeneous generator of degree d1 modulo generators of
(Ann(f)hom)d1 . Indeed, by the above observation with k = 0, any such
generator is (up to a scalar) of the form αd10 +ρ where α
d1
0 does not divide
any monomial in ρ. Given two such generators, say αd10 +ρ and α
d1
0 +ρ
′ we
have αd10 +ρ = (α
d1
0 +ρ
′)+ (ρ−ρ′). From the above observation for k = 0
it follows that ρ − ρ′ is in (Ann(f)hom)d1 so the second new generator is
not needed. Therefore, either
H(T ∗/Ann(G), d1) = H(T
∗/Ann(f)hom, d1) = r, or
H(T ∗/Ann(G), d1) = H(T
∗/Ann(f)hom, d1)− 1 = r − 1.
Now we assume H(T ∗/Ann(G), d1) = r − 1. Then there exists a homo-
geneous generator of Ann(G) of the form αd10 + ρ, where α
d1
0 does not
divide any monomial in ρ. It is enough to show that for any k ≥ 0, if Θ =
αd1−10 ζ1+k +α
d1−2
0 ζ2+k + . . .+ ζd1+k annihilates G, then Θ ∈ Ann(f)
hom.
This is the observation from the beginning of the proof of Part (ii).
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Now we can give a proof of Theorem 1.2 for a general polynomial. The proof
is analogous to the one given above for a homogeneous polynomial, but will use
Lemmas 3.7 and 3.8.
Proof of Theorem 1.2. (i) For large enough t we haveH(T ∗/Ann(f)hom, t) =
r by Corollary 3.3. Since Ann(f)hom is saturated by Lemma 3.1 and
Ann(f)hom ⊆ Ann(G) (see Lemma 3.5), the claim follows from the Cactus
Apolarity Lemma 2.5.
(ii) Assume first that d2 ≥ d1. It is enough to show that H(T
∗/Ann(G), d2) =
r. From Lemma 3.8(i) it follows that
H(T ∗/Ann(G), d2) = H(T
∗/Ann(f)hom, d2).
Since d2 ≥ d1, it follows from Corollary 3.3 that H(T
∗/Ann(f)hom, d2) is
equal to r.
Suppose that d2 = d1 − 1. If H(T
∗/Ann(G), d1) = r, then there is no
ideal J ⊆ Ann(G) such that T ∗/J has an (r − 1, n+ 1)-standard Hilbert
function. Suppose that
H(T ∗/Ann(G), d1) 6= r. (3)
From Lemma 3.7 it follows that Ann(f)hom is generated in degrees at
most d1. Then Equation (3) and Lemma 3.8(ii) together imply that
H(T ∗/Ann(G), d1) = r − 1 and Ann(G) has no minimal generator of
degree greater than d1. Let J ⊆ Ann(G) be a homogeneous ideal such
that T ∗/J has an (r − 1, n+ 1)-standard Hilbert function. Then we have
Jd1 = Ann(G)d1 since H(T
∗/Ann(G), d1) = r − 1 = H(T
∗/J, d1). There-
fore for every d ≥ d1 we have
Jd ⊇ (Jd1)d = (Ann(G)d1)d = Ann(G)d.
This gives a contradiction since H(T ∗/Ann(G), t) = 0 for t ≫ 0. From
the Weak Border Cactus Apolarity Lemma 2.7, it follows that bcr(G) ≥ r
and from (i) we have an equality.
(iii) Let J ⊆ Ann(G) be a homogeneous ideal such that T ∗/J has an (r, n+1)-
standard Hilbert function. Assume first that d2 ≥ d1. By Lemma 3.8 (i)
and Corollary 3.3, we have
H(T ∗/Ann(G), d1) = H(T
∗/Ann(f)hom, d1) = r.
Therefore, Jd1 = (Ann(f)
hom)d1 . Thus, for d ≥ d1 we have
Jd ⊇ (Jd1)d = ((Ann(f)
hom)d1)d = (Ann(f)
hom)d,
since Ann(f)hom is generated in degrees at most d1 by Lemma 3.7. Ideals
J and Ann(f)hom have the same Hilbert polynomial (see Remark 2.6),
therefore Jsat = (Ann(f)hom)sat = Ann(f)hom. The last equality is true
by Lemma 3.1.
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Suppose that d2 = d1 − 1 and r > 2d1. If H(T
∗/Ann(G), d1) = r, then
Jd1 = Ann(G)d1 = (Ann(f)
hom)d1 and we can argue as above. Therefore
we may assume that H(T ∗/Ann(G), d1) = r − 1 (see Lemma 3.8(ii)).
There are two possibilities. EitherH(T ∗/J, d1) = r−1 orH(T
∗/J, d1) = r.
In the former case Jd1 = Ann(G)d1 and for d ≥ d1 we get
Jd ⊇ (Jd1)d = (Ann(G)d1)d = Ann(G)d,
since Ann(G) is generated in degrees at most d1 by Lemmas 3.8(ii) and 3.7.
This is a contradiction, as T ∗/J does not have the zero Hilbert polynomial.
We may assume that H(T ∗/J, d1) = r. Then either Jd1 = (Ann(f)
hom)d1
and the proof is as in the case d2 ≥ d1, or J has a generator of the
form αd10 + ρ where ρ ∈ T
∗
d1
has degree smaller than d1 with respect
to α0 (again by Lemma 3.8(ii)). Since codimAnn(G)d1 Jd1 = 1 we have
codim(Ann(G)c)d1 (J
c)d1 ≤ 1. Here K
c denotes K ∩ S∗ for any ideal K ⊆
T ∗. We shall consider I = Ann(Fd1). We have Id1 ⊆ (Ann(G)
c)d1 and
H(S∗/I, d1) = 1. Therefore, we have
H(S∗/Jc, d1) ≤ H(S
∗/Ann(G)c, d1) + 1 ≤ H(S
∗/I, d1) + 1 = 2.
Since d1 ≥ 2, it follows from the Macaulay’s bound ([3], Theorem 4.2.10)
that we have H(S∗/Jc, d) ≤ 2 for d ≥ d1. Hence
H(T ∗/J, d) ≤ H(S∗/Jc, d) + . . .+H(S∗/Jc, d− (d1 − 1)) ≤ 2d1 < r
for d ≥ 2d1−1. We used here Lemma 3.4. This gives a contradiction since
the Hilbert polynomial of T ∗/J is equal to r, see Remark 2.6.
The following examples show that the assumptions of Theorem 1.2 are in
general as sharp as possible.
Example 3.9. Let S = k[x1, x2], f = x
[2]
1 + x1x2 and assume d2 = d1 − 2 =
0. Then r = 4 and Ann(G) = (α0, α
2
1 − α1α2, α
2
2). Consider the ideal J =
(α20, α0α1α
2
1 − α1α2). Then k[x0, x1, x2]/J has Hilbert function h3. Therefore,
the assumption d2 ≥ d1 − 1 in Theorem 1.2 (ii) cannot be weakened in general.
Example 3.10. As in Example 3.9, let S = k[x1, x2] and f = x
[2]
1 + x1x2.
Then r = 4 = 2d1. If d2 = 1, then Ann(G) = (α
2
0, α
2
1 − α1α2, α
2
2). The
ideal J = (α20, α
2
1 − α1α2) is saturated and k[x0, x1, x2]/J has Hilbert function
h4. However, J does not contain α
2
2 ∈ Ann(f)
hom. Therefore, the assumption
r > 2d1 in Theorem 1.2 (iii) cannot be skipped.
Example 3.11. Let S = k[x1, x2, x3] and f = x1x2x3. Then r = 8 > 6 = 2d1.
If d2 = d1 − 2 = 1, then Ann(G) = (α
2
0, α
2
1, α
2
2, α
2
3). Consider the ideal J =
(α30, α
2
0α1, α
2
1, α
2
0α2, α
2
2, α
2
0α3). Then k[x0, x1, x2, x3]/J has Hilbert function h8
and Jsat = (α20, α
2
1, α
2
2) 6= Ann(f)
hom. Therefore, the assumption d2 ≥ d1 − 1
in Theorem 1.2 (iii) cannot be weakened in general.
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4 General results - subspace case
Fix a positive integer n and let S∗ = k[α1, . . . , αn] ⊆ T
∗ = k[α0, . . . , αn] be
polynomial rings with graded dual rings S = k[x1, . . . , xn] ⊆ T = k[x0, . . . , xn].
If V ⊆ Te (e ∈ Z>0) is a linear subspace, we denote by Ann(V ) the ideal
{θ ∈ T ∗|θyV = 0}, which we call the annihilator ideal. Similarly if W ⊆ S (W
might be inhomogeneous). Let W ⊆ S≤d1 be a linear subspace with d1 ≥ 1 and
fix a non-negative integer d2. Define a linear subspace
Whom =
{
deg f∑
i=0
x
[d2+d1−i]
0 Fi | f = Fdeg f + . . .+ F0 ∈W
}
⊆ Td1+d2 .
The following lemma is a generalization of Lemmas 3.5 and 3.8. Here we use
a subspace W ⊆ S≤d1 instead of a polynomial f ∈ S≤d1 .
Lemma 4.1. With W ⊆ S≤d1 ,W
hom as above we have
(i) Ann(W )hom ⊆ Ann(Whom),
(ii) (Ann(W )hom)≤d2 = Ann(W
hom)≤d2 .
Proof. (i) Let f ∈W . Then Ann(W ) ⊆ Ann(f). Therefore,
Ann(W )hom ⊆ Ann(f)hom ⊆ Ann
(
deg f∑
i=0
x
[d2+d1−i]
0 Fi
)
(see Lemma 3.5). This shows that Ann(W )hom ⊆ Ann(Whom).
(ii) Let Θ ∈ Ann(Whom)≤d2 be homogeneous and let f ∈ W . Then
Θ ∈ Ann
(
deg f∑
i=0
x
[d2+d1−i]
0 Fi
)
≤d2
.
Since d2 ≤ d2 + d1 − deg f , it follows from Lemma 3.8(i) that Θ|α0=1 ∈
Ann(f) (caution: when applying Lemma 3.8(i), we use (deg f, d1 + d2 −
deg f) instead of (d1, d2)). Since f was arbitrary, we obtain
Θ|α0=1 ∈
⋂
f∈W
Ann(f) = Ann(W ).
Therefore, Θ ∈ Ann(W )hom.
The proof of Theorem 1.3 presented below is analogous to the proof of The-
orem 1.2. However, the proof is simpler since the assumptions on d2 in Parts
(ii) and (iii) are stronger in Theorem 1.3 than in Theorem 1.2.
Proof of Theorem 1.3. (i) We have Ann(W )hom ⊆ Ann(Whom) by Lemma
4.1(i). Since the Hilbert polynomial of T ∗/Ann(W )hom is r by Corollary
3.3 and the ideal Ann(W )hom is saturated by Lemma 3.1, the claim follows
from the Cactus Apolarity Lemma for subspaces 2.13.
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(ii) We have H(T ∗/Ann(W )hom, d1) = r by Corollary 3.3. Therefore, by
Lemma 4.1(ii) we have H(T ∗/Ann(Whom), d1) = r. Thus there exists no
ideal I ⊆ Ann(Whom) such that T ∗/I has an (r−1, n+1)-standard Hilbert
function. By the Weak Border Cactus Apolarity Lemma for Subspaces
2.14 we get bcr(Whom) ≥ r, which together with Part (i) implies that
bcr(Whom) = r.
(iii) Assume that J ⊆ Ann(Whom) is such that T ∗/J has an (r, n+1)-standard
Hilbert function. By Lemma 4.1(ii) and Corollary 3.3
H(T ∗/Ann(Whom), d2) = H(T
∗/Ann(W )hom, d2) = r.
In particular Jd2 = (Ann(W )
hom)d2 . For d ≥ d2
Jd ⊇ ((Ann(W )
hom)d2)d = (Ann(W )
hom)d
since Ann(W )hom is generated in degrees smaller or equal d1 + 1 ≤ d2.
Ideals J and Ann(W )hom have the same Hilbert polynomial. Hence we
have Jsat = (Ann(W )hom)sat = Ann(W )hom. The last equality is true by
Lemma 3.1.
5 14-th cactus variety of d-th Veronese embed-
ding of P6
In this section we show that for d ≥ 5 the cactus variety κ14(νd(P
6)) has 2
components (see Proposition 5.4) one of which is the secant variety σ14(νd(P
6))
and we describe the other one (see Theorem 1.4). Furthermore for d ≥ 6 we
present an algorithm (Theorem 5.5) for deciding whether [G] ∈ κ14(νd(P
6)) is
in σ14(νd(P
6)).
Since the results of this section depend on the paper [23] in which the author
works over the field of complex numbers, in this section we will assume that
k = C. In that case, the graded dual rings S and T of S∗ and T ∗, respectively,
are isomorphic with polynomial ring. We will consider the polynomial rings
S = C[x1, . . . , x6] and T = C[x0, x1, . . . , x6]. Given f ∈ S, we denote by Fi its
homogeneous parts.
Let HilbGorr (A
6) denote the open subset of the Hilbert scheme of r points
on A6 consisting of Gorenstein subschemes, and let HilbGor,smr (A
6) denote its
smoothable component. For r ≤ 13, we have HilbGorr (A
6) = HilbGor,smr (A
6) by
[11, Thm. A]. In particular, HilbGorr (P
6) is irreducible for such r. Therefore, in
that case, κr(νd(P
6)) = σr(νd(P
6)). Indeed, we have
κr(νd(P
6)) =
⋃
{〈νd(R)〉 | [R] ∈ HilbGorr (P
6)} (4)
by [7, Prop. 2.2]. Therefore, HilbGorr (P
6) being irreducible implies κr(νd(P
6)) =
σr(νd(P
6)). Note that a description of the cactus variety, similar to the one
given by Equation 4, works over an arbitrary field (see [9, Cor. 6.20]).
Our goal is to show that for d ≥ 5, points [G] ∈ PTd with G divisible by
(d−3)-th power of a linear form fill up the closure of the set-theoretic difference
between the cactus variety κ14(νd(P
6)) and the secant variety σ14(νd(P
6)). We
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start with showing that points of PTd corresponding to forms divisible by (d−2)-
th power of a linear form are in the secant variety σ14(νd(P
6)).
Proposition 5.1. Let d ≥ 2 be an integer, L ∈ T1, Q ∈ T2. Define G =
Ld−2Q ∈ Td. Then cr(G) ≤ 13, so [G] ∈ κ13(νd(P
6)) = σ13(νd(P
6)) ⊆
σ14(νd(P
6)).
Proof. Complete L to a basis of 〈x0, . . . , x6〉. Write Q in this basis. We have
two cases
• The form L2 occurs in Q with a non-zero coefficient. Diagonalising and
using a simple observation, that polynomial x2+y2 over C can be linearly
transformed to a product x′y′, such that lin(x, y) = lin(x′, y′), we can
write
Q = sL2 + tM1M2 + uM3M4 + vM5M6, (5)
if Q has an odd rank, or
Q = sL2 + tM1M2 + uM3M4 + vM
2
5 , (6)
if Q has an even rank. Here L,M1,M2, . . . ,M6 is a basis of 〈x0, . . . , x6〉,
and s, t, u, v ∈ C. It follows that
Ld−2Q = sLd + tLd−2M1M2 + uL
d−2M3M4 + vL
d−2M5M6,
or
Ld−2Q = sLd + tLd−2M1M2 + uL
d−2M3M4 + vL
d−2M25 ,
It follows from Theorem 2.8 that Ld−2Q is a sum of four summands, one
of which is of cactus rank 1, and three of which are of cactus rank at most
4. Hence, cr(Ld−2Q) ≤ 13.
• The form L2 does not occur in Q. If L does not divide any term in Q, we
obtain previous cases (5) or (6) with s = 0 and a similar bound by 12 on
the cactus rank. In the other case we can write
Q = sLM1 + tM2M3 + uM4M5 + vM
2
6 ,
if Q has an odd rank, or
Q = sLM1 + tM2M3 + uM4M5,
if Q has an even rank. Here L,M1,M2, . . . ,M6 is a basis of 〈x0, . . . , x6〉,
and s, t, u, v ∈ C. It follows that
Ld−2Q = sLd−1M1 + tL
d−2M2M3 + uL
d−2M4M5 + vL
d−2M26 ,
or
Ld−2Q = sLd−1M1 + tL
d−2M2M3 + uL
d−2M4M5,
It follows from Theorem 2.8 that Ld−2Q is a sum of at most four sum-
mands, one of which is of cactus rank at most 2, next two are of cactus rank
at most 4, and the last is of cactus rank at most 3. Hence, cr(Ld−2Q) ≤ 13.
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For d ≥ 2 we will define a subset η14(νd(P
6)) of the cactus variety κ14(νd(P
6)).
Later, in Theorem 1.4 and Proposition 5.4, it will be shown that for d ≥ 5
κ14(νd(P
6)) = σ14(νd(P
6)) ∪ η14(νd(P
6))
is the decomposition into irreducible components.
Consider the following rational map ϕ, which assigns to a scheme R its
projective linear span 〈vd(R)〉
ϕ : HilbGor14 (P
6) Gr(14, SdC7).
Let U ⊆ HilbGor14 (P
6) be a dense open subset on which ϕ is regular.
Consider the projectivized universal bundle i : PS →֒ Gr(14, SdC7)×PSdC7
over the Grassmannian, given as a set by
PS = {([P ], [p]) ∈ Gr(14, SdC7)× PSdC7|p ∈ P}.
We pull the commutative diagram
PS Gr(14, SdC7)× PSdC7
Gr(14, SdC7)
i
pi
pr
1
back along ϕ to U , getting the commutative diagram
ϕ∗PS U × PSdC7
U .
ϕ∗i
ϕ∗pi
pr
1
Let Y be the closure of ϕ∗PS insideHilbGor14 (P
6)×PSdC7. The scheme Y has two
irreducible components, Y1 and Y2, corresponding to two irreducible components
of HilbGor14 (P
6), the schemes HilbGor,sm14 (P
6) and H1661, respectively. Then
σ14(νd(P
6)) = pr2(Y1), and we define
η14(νd(P
6)) = pr2(Y2).
In the following proposition we bound from above the dimension of the
irreducible subset η14(νd(P
6)) by 89. Later, in Theorem 1.4, we will identify an
89-dimensional subset of κ14(νd(P
6)) \ σ14(νd(P
6)). We will be able to conclude
that the closure of this subset is η14(νd(P
6)).
Proposition 5.2. Dimension of η14(νd(P
6)) is less or equal 89.
Proof. We have the following commutative diagram
PSdC7 ⊇ σ ∪ η Y1 ∪ Y2 PS
HilbGor14 (P
6) HilbGor,sm14 (P
6) ∪H1661 Gr(14, S
dC7)
χ
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where σ and η denote σ14(νd(P
6)) and η14(νd(P
6)) respectively, and χ : Y →
HilbGor14 (P
6) is the projection. Then dim η14(νd(P
6)) ≤ dim(Y2) = m + 13,
where m = dimH1661 and 13 is the dimension of the general fiber of the map
χ|Y2 : Y2 → H1661. It follows from [23, Thm. 1.1], thatm = 6+
(
3+7−1
3
)
−14 = 76
and therefore dim η14(νd(P
6)) ≤ 89.
The following remark is a bridge between results of Section 3 and the natural
statement of Theorem 1.4 without divided powers.
Remark 5.3. Let k be a field of characteristic zero and d1, d2 be non-negative
integers. Choose a linear form L ∈ T1 and complete L to a basis {L, y1, . . . , y6}
of T1. Let S = k[y1, . . . , y6]. Then the following sets are equal
{Ld2fhom | f ∈ S≤d1 , deg(f) = d1}{
d1∑
i=0
L[d1+d2−i]Fi | f =
d1∑
i=0
Fi ∈ S≤d1 , deg(f) = d1
}
.
In fact, it is enough to assume that the characteristic of k is at least d1+d2+1.
We say that a homogeneous form A ∈ S is concise in S if Ann(A)1 = 0. Let
V = {f ∈ S≤3 | F3 is concise and [Spec(S
∗/Ann(F3))] 6∈ Hilb
Gor,sm
14 (A
6)}.
and let U0 = {[x0 + a1x1 + . . .+ a6x6] ∈ PT1| ai ∈ C}.
Proposition 5.4. Let S, T be defined as at the beginning of this section and
V, U0 as above. Let L ∈ T1 be such that [L] ∈ U0. Then we may identify T with
C[L, x1, . . . , x6]. Asume that G = L
d−3Fˆ3 for some natural number d ≥ 5 and
Fˆ3 ∈ T3 such that L ∤ Fˆ3. Define f = Fˆ3|L=1 = F3+F2+F1+F0 ∈ S. If f ∈ V
then [G] ∈ η14(νd(P
6)) \ σ14(νd(P
6)).
Proof. As suggested by Remark 5.3 we introduce the polynomial f ′ := (d −
3)!F3 + (d− 2)!F2 + (d− 1)!F1 + d!F0. Then we have
G =
3∑
i=0
L[d−i]F ′i ,
where F ′i is a homogeneous part of f
′ of degree i. This allows us to use Theorem
1.2.
Since Hilbert function of S∗/Ann((d− 3)!F3) is symmetric and F3 is concise
we have
H(S∗/Ann((d− 3)!F3)) = (1, 6, 6, 1).
Let gr(S∗/Ann(f ′)) denote the associated graded algebra with respect to
the image of the irrelevant ideal. By [11, Thm. 2.3] the Hilbert function of
gr(S∗/Ann(f ′)) has Iarrobino’s symmetric decomposition (1, n, n, 1)+(0, e, 0, 0)
for some non-negative integers n, e. By two remarks with the same number (3)
following [11, Thm. 2.3] we have n = 6 and e = 0 and therefore
H(gr(S∗/Ann(f ′)) = (1, 6, 6, 1).
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Hence dimC(S
∗/Ann(f ′)) = 14 and from Theorem 1.2 (i)
cr(G) = cr (
3∑
i=0
L[d−i]F ′i ) ≤ 14.
From the Border Apolarity Lemma 2.3, if [G] ∈ σ14(νd(P
6)) then there exists
J ⊆ Ann(G) with [J ] ∈ Slip14,PT1 ⊆ Hilb
h14
T∗ . In particular [Proj(T
∗/Jsat)] ∈
HilbGor,sm14 (P
6). From Theorem 1.2 (iii) it follows that Jsat = Ann(f ′)hom, so
using [23, Thm. 1.1]
[Spec(S∗/Ann(f ′))] ∈ HilbGor,sm14 (A
6)⇒
[Spec(S∗/Ann((d − 3)!F3))] ∈ Hilb
Gor,sm
14 (A
6)
Contradicting the assumption that f ∈ V .
Finally we present the proof of the characterization of points of the second
irreducible component of the cactus variety.
Proof of Theorem 1.4. Let A6 ≃ U0 = {[x0 + a1x1 + . . .+ a6x6] ∈ PT1}. Given
L ∈ U0 we identify T with C[L, x1, . . . , x6]. Let
Ω = {([L], [Fˆ3]) ∈ U0 × PT3 such that Fˆ3|L=1 ∈ V }
and π : S≤3 \{0} = A
84 \{0} → P83 = PS≤3 be the natural projection. We have
an evaluation map h : Ω → U0 × π(V ), given by ([L], [Fˆ3]) 7→ ([L], [Fˆ3|L=1]).
We define opposite direction map as g(([L], [f ])) = ([L], [fhomL ]), where fhomL
denotes the homogenization in T of a polynomial f ∈ S with respect to L. The
composition h ◦ g is the identity map, so h is surjective. Together with the fact
that π(V ) is dense in PS≤3, we obtain dim(Ω) = 89 and therefore Ω = PT1×PT3.
The map ψ|Ω : Ω→ η14(νd(P
6)) is well defined by Proposition 5.4. Thus we
have ψ(PT1 × PT3) = ψ(Ω) = ψ(Ω) ⊆ η14(νd(P
6)), because a map of projective
varieties is closed.
It follows from Proposition 5.2 that for every d ≥ 5 we have
dim(η14(νd(P
6))) ≤ 89 = dim(PT1 × PT3) = dim(ψ(Ω)).
The last equality follows from [29, Thm. 11.4.1], since the fibers of ψ are finite.
Hence ψ(PT1 × PT3) = η14(νd(P
6)).
Using the description of the irreducible component η given in Theorem 1.4,
we are able to determine algorithmically if a given point from the cactus variety
is in the secant variety.
Theorem 5.5. Let T = C[x0, . . . , x6] be a polynomial ring. Given an integer
d ≥ 6 and [G] ∈ κ14(νd(PT1)) ⊆ PTd the following algorithm checks if [G] ∈
σ14(νd(PT1)).
Step 1 Compute the ideal a =
√
((AnnG)≤d−3) ⊆ T
∗ = C[α0, . . . , α6].
Step 2 If a1 is not 6-dimensional, then [G] ∈ σ14(νd(PT1)) and the algorithm
terminates. Otherwise compute {K ∈ T1 | a1yK = 0}. Let y0 be a
generator of this one dimensional C-vector space.
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Step 3 Let e be the maximal integer such that ye0 divides G. If e 6= d − 3,
then [G] ∈ σ14(νd(PT1)) and the algorithm terminates. Otherwise let
G = yd−30 Fˆ , pick a basis y0, y1, . . . , y6 of T1 and compute f = Fˆ |y0=1 ∈
R := C[y1, . . . , y6].
Step 4 Let F3 ∈ C[y1, . . . , y6]3 be the homogeneous part of degree 3 of f , and
I = Ann(F3) ⊆ R
∗. If I1 6= 0, then [G] ∈ σ14(νd(PT1)), and the
algorithm terminates.
Step 5 Compute r = dimCHomR∗(I, R
∗/I). Then [G] ∈ σ14(νd(PT1)) if and
only if r > 76.
The following lemma gives a description of the set-theoretic difference of
the cactus variety and the secant variety. We need it to give a clear proof of
Theorem 5.5
Lemma 5.6. Let d ≥ 5 be an integer. The point [G] ∈ κ14(νd(P
6)) does not
belong to σ14(νd(P
6)) if and only if there exist a basis (y0, . . . , y6) of T1 (with dual
basis equal to (β0, . . . , β6)) and a degree 3 polynomial f = F3 + F2 + F1 + F0 ∈
C[y1, . . . , y6] such that
(a) F3 is concise. Or, equivalently, dimC C[β1, . . . , β6]/Ann(F3) = 14.
(b) [SpecC[β1, . . . , β6]/Ann(F3)] /∈ Hilb
Gor,sm
14 (A
6)
(c) G = yd−30 f
hom,
where fhom is homogenization of f with respect to y0.
Proof. By Proposition 5.4 the conditions (a)-(c) are sufficient for
[G] /∈ σ14(νd(P
6)).
Assume that [G] /∈ σ14(νd(P
6)). Then by Theorem 1.4 there exists a linear form
y0 ∈ T1 such that y
d−3
0 |G. Using Proposition 5.1 we conclude that G is not
divisible by yd−20 . Extend y0 to a basis y0, y1, . . . , y6. Hence we showed that
G = yd−30 f
hom for some f ∈ C[y1, . . . , y6]3. Suppose f = F3 + F2 + F1 + F0.
Now we prove Part (a). Let f ′ = F ′3 + F
′
2 + F
′
1 + F
′
0 ∈ C[y1, . . . , y6] where
F ′i = (d− i)!Fi. Then
G =
3∑
i=0
y
[d−i]
0 F
′
i ,
compare with Remark 5.3. By Lemma 3.5
Ann(f ′)hom ⊆ Ann(G).
If dimC C[β1, . . . , β6]/Ann(f
′) ≤ 13, then cr(G) ≤ 13 by the Cactus Apolarity
Lemma 2.5, since Ann(f ′)hom is saturated by Lemma 3.1. Therefore, [G] ∈
κ13(νd(P
6)) = σ13(νd(P
6)) ⊆ σ14(νd(P
6)), a contradiction.
By [11, Ex. 4.6] the Hilbert function of gr(C[β1, . . . , β6]/Ann(f
′)) is of the
form (1, n+ e, n, 1) for some non-negative integers n, e. It follows that
H (gr (C[β1, . . . , β6]/Ann(f
′))) = (1, 6, 6, 1).
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Then [23, Rmk. 2.2] implies that the Hilbert function of C[β1, . . . , β6]/Ann(F
′
3)
is the same, so that
dimC C[β1, . . . , β6]/Ann(F
′
3) = 14.
Thus we proved Part (a).
Finally, we proceed to the proof of Part (b). Suppose it does not hold. That
is, we assume that
[SpecC[β1, . . . , β6]/Ann(F3)] ∈ Hilb
Gor,sm
14 (A
6).
But then [23, Thm. 1.1] implies that
[SpecC[β1, . . . , β6]/Ann(f
′)] ∈ HilbGor,sm14 (A
6).
If we homogenize Ann(f ′), we get that
[ProjT ∗/Ann(f ′)hom] ∈ HilbGor,sm14 (P
6).
Observe that Slip14,PT1 surjects onto Hilb
sm
14 (P
6) under the natural map
Hilbh14T∗ → Hilb14(P
6)
given on closed points by [I] 7→ [ProjT ∗/I]. Thus there is an ideal [J ] ∈
Slip14,PT1 with J
sat = Ann(f ′)hom. Since Ann(f ′)hom ⊆ Ann(G) by Lemma
3.5, we have J ⊆ Ann(G) and hence [G] ∈ σ14(νd(PT1)) by the Border Apolarity
Lemma 2.3.
Steps 2–5 of the algorithm verify if G satisfies necessary conditions to be of
the form given by Lemma 5.6.
Proof of Theorem 5.5. Assume that [G] /∈ σ14(νd(P
6)). Then there exist a basis
(y0, . . . , y6) of T1 and f ∈ C[y1, . . . , y6] as in Lemma 5.6. Let f
′ = F ′3 + F
′
2 +
F ′1 + F
′
0 ∈ C[y1, . . . , y6] where F
′
i = (d− i)!Fi. Then G = y
[d−3]
0 F
′
3 + y
[d−2]
0 F
′
2 +
y
[d−1]
0 F
′
1+y
[d]
0 F
′
0. By Lemma 3.8(i), we have Ann(G)≤d−3 = (Ann(f
′)hom)≤d−3.
Moreover, by Lemma 3.7, we have ((Ann(f ′)hom)≤d−3) = Ann(f
′)hom. There-
fore we have
a =
√
(Ann(G)≤d−3) =
√
Ann(f ′)hom = (β1, . . . , β6),
where β1, . . . , β6 ∈ T
∗
1 are dual to y1, . . . , y6 ∈ T1. This shows that if the C-
linear space
(√
(Ann(G)≤d−3)
)
1
is not 6-dimensional then [G] ∈ σ14(νd(P
6)).
Therefore, in that case, algorithm stops correctly at Step 2.
Assume that the algorithm did not stop at Step 2. Then if G is of the
form as in Lemma 5.6, then y0 divides G exactly (d − 3)-times. Otherwise
[G] ∈ σ14(νd(P
6)) and the algorithm stops correctly at Step 3.
Assume that the algorithm did not stop at Step 3. Then I1 computed in
Step 4 is zero if and only if Condition (a) of Lemma 5.6 is fulfilled. Therefore,
if I1 6= 0, the algorithm stops correctly at Step 4.
Assume that the algorithm did not stop at Step 4. Then G satisfies condi-
tions (a) and (c) from Lemma 5.6. Hence [G] is in σ14(νd(P
6)) if and only if G
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does not satisfy condition (b). Using Theorem [23, Thm. 1.1], this is equivalent
to
dimCHomR∗(I, R
∗/I) > 76.
The left term is the dimension of the tangent space to the Hilbert scheme
HilbGor14 (A
6) at the point [SpecR∗/I] (see [20, Prop. 2.3.] or [26, Thm. 18.29]).
Remark 5.7. The algorithm is stated for d ≥ 6 even though it is based on
Theorem 1.4 which works for d ≥ 5. The reason for this is that we used Lemma
3.7 and needed d ≥ 6 to fulfill its assumptions. We do not know a counterexample
for the algorithm in case d = 5.
Equations defining the cactus variety κ14(ν6(P
6)) are unknown and there is
no example of an explicit equation of the secant variety σ14(ν6(P
6)) which does
not vanish on the cactus variety. We present some known results about 14-th
secant and cactus varieties of Veronese embeddings of P6.
Remark 5.8. Let V be a 7-dimensional complex vector space. The catalec-
ticant minors define a subscheme of P(S6V ) one of whose irreducible compo-
nent is the secant variety σ14(ν6(PV )) (see [22, Thm. 4.10A]). Moreover, these
equations are known to vanish on the cactus variety κ14(ν6(PV )) (see [7, Prop.
3.6], or [16]). Example 5.9 shows that the catalecticant minors do not define
κ14(ν6(PV )) set-theoretically. However, if we consider the d-th Veronese for
d ≥ 28, then the catalecticant minors are enough to define κ14(νd(PV )) set-
theoretically, see [7, Thm. 1.5]. The article [25] gives an extensive list of re-
sults on equations of secant varieties but in the case of σ14(ν6(PV )) it does not
improve the result in [22].
Example 5.9. Let F = x
[6]
0 + x
[2]
1 x
[2]
2 x
[2]
3 + x
[3]
4 x
[2]
5 x6 ∈ T = C[x0, . . . , x6].
Then Hilbert function of T ∗/Ann(F ) is (1, 7, 12, 14, 12, 7, 1) but there is only
one minimal homogeneous generator of Ann(F ) in degree 4. Therefore there is
no homogeneous ideal J in T ∗ such that T ∗/J has an (14, 7)-standard Hilbert
function and J is contained in Ann(F ). Thus bcr(F ) > 14 by the Weak Border
Cactus Apolarity Lemma 2.7 even though the Hilbert function of T ∗/Ann(F )
is bounded by 14.
6 (8,3)-th Grassmann cactus variety of Veronese
embeddings of P4
Recall from Section 1, that for r < 8 and all k, d, n, the Grassmann cactus
variety κr,k(νd(P
n)) coincides with the Grassmann secant variety σr,k(νd(P
n)).
The same is true for r = 8 and n < 4. Therefore, we consider κ8,3(νd(P
4)).
In this section we show that the Grassmann cactus variety κ8,3(νd(P
4)) has
2 components for d ≥ 5 (see Proposition 6.6) one of which is the Grassmann
secant variety σ8,3(νd(P
4)) and we describe the other one (see Theorem 1.5).
Furthermore, we present an algorithm (Theorem 6.7) for deciding whether [V ] ∈
κ8,3(νd(P
4)) is in σ8,3(νd(P
4)).
We will assume that k = C because of technical reasons. In that case, the
graded dual rings S and T of S∗ and T ∗, respectively, are isomorphic with
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polynomial rings. We will consider the polynomial rings S = C[x1, x2, . . . , x4]
and T = C[x0, x1, . . . , x4].
We recall the definitions from Section 4. For a non-zero subspace V ⊆ Te
(e ∈ Z>0) let Ann(V ) denote the ideal {θ ∈ T
∗|θyV = 0}. Similarly for W ⊆ S.
Given a linear subspaceW ⊆ S≤d1 , and a non-negative integer d2 define a linear
subspace
Whom =
{
deg f∑
i=0
x
[d2+d1−i]
0 Fi | f = Fdeg f + . . .+ F0 ∈W
}
⊆ Td1+d2 .
Our aim is to show that for d ≥ 5, points [V ] ∈ Gr(3, Td) with V divisible
by (d − 2)-th power of a linear form fill up the closure of the set-theoretic dif-
ference between the Grassmann cactus variety κ8,3(νd(P
4)) and the Grassmann
secant variety σ8,3(νd(P
4)). We start with showing that points of Gr(3, Td) cor-
responding to subspaces divisible by (d− 1)-th power of a linear form are in the
Grassmann secant variety σ8,3(νd(P
4)).
Proposition 6.1. Let d ≥ 2 be an integer, L ∈ T1 and [V ] ∈ Gr(3, T1). De-
fine V ′ = Ld−1V ∈ Gr(3, Td). Then cr(V
′) ≤ 4, so [V ′] ∈ κ4,3(νd(P
4)) =
σ4,3(νd(P
4)) ⊆ σ8,3(νd(P
4)).
Proof. Up to a linear change of variables, V ′ is of one of the following forms
1. V ′ = 〈xd−10 x1, x
d−1
0 x2, x
d−1
0 x3〉 or
2. V ′ = 〈xd0 , x
d−1
0 x1, x
d−1
0 x2〉.
In the notation from the beginning of this section, V ′ = Whom for d2 = d − 1
where W is correspondingly
1. W = 〈x1, x2, x3〉 or
2. W = 〈1, x1, x2〉.
In either case, dimC S
∗/Ann(W ) ≤ 4, so cr(V ′) = cr(Whom) ≤ 4 by Theorem
1.3(i).
For d ≥ 2 we will define a subset η8,3(νd(P
4)) of the Grassmann cactus variety
κ8,3(νd(P
4)). Later, in Theorem 1.5 and Proposition 6.6, it will be shown that
for d ≥ 5
κ8,3(νd(P
4)) = σ8,3(νd(P
4)) ∪ η8,3(νd(P
4))
is the decomposition into irreducible components.
Consider the following rational map ϕ, which assigns to a scheme R its
projective linear span 〈vd(R)〉
ϕ : Hilb8(P
4) Gr(8, SdC5).
Let U ⊆ Hilb8(P
4) be a dense open subset on which ϕ is regular. Consider the
projectivized universal bundle over the Grassmannian i : PS →֒ Gr(8, SdC5) ×
Gr(3, SdC5), given as a set by
PS = {([V1], [V2]) ∈ Gr(8, S
dC5)×Gr(3, SdC5)|V2 ⊆ V1}.
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We pull the commutative diagram
PS Gr(8, SdC5)×Gr(3, SdC5)
Gr(8, SdC5)
i
pi
pr
1
back along ϕ to U , getting the commutative diagram
ϕ∗PS U ×Gr(3, SdC5)
U .
ϕ∗i
ϕ∗pi
pr
1
Let Y be the closure of ϕ∗PS inside Hilb8(P
4) × Gr(3, SdC5). The scheme Y
has two irreducible components, Y1 and Y2, corresponding to two irreducible
components of Hilb8(P
4), the schemes Hilbsm8 (P
4) and H143, respectively, see
[10, Thm. 1.1]. Then for d ≥ 2
σ8,3(νd(P
4)) = pr2(Y1), and we define
η8,3(νd(P
4)) = pr2(Y2).
In the following proposition we bound from above the dimension of the
irreducible subset η8,3(νd(P
4)) by 40. Later, in Theorem 1.5, we will identify a
40-dimensional subset of κ8,3(νd(P
4))\σ8,3(νd(P
4)). We will be able to conclude
that the closure of this subset is η8,3(νd(P
4)).
Proposition 6.2. Dimension of η8,3(νd(P
4)) is less or equal 40.
Proof. We have the following commutative diagram
Gr(3, SdC5) ⊇ σ ∪ η Y1 ∪ Y2 PS
Hilb8(P
4) Hilbsm8 (P
4) ∪H143 Gr(8, S
dC5),
χ
where σ and η denote σ8,3(νd(P
4)) and η8,3(νd(P
4)) respectively, and χ : Y →
Hilb8(P
4) is the projection. Then dim η8,3(νd(P
4)) ≤ dim(Y2) = m + 15,
where m = dimH143 and 15 is the dimension of the general fiber of the map
χ|Y2 : Y2 → H143. It follows from [10, Thm. 1.1], that m = 25 and therefore
dim η8,3(νd(P
4)) ≤ 40.
We say that a homogeneous subspace V ⊆ Sd is concise in S if Ann(V )1 = 0.
If V ⊆ S≤d, we define a subspace
Vd = {Fd ∈ Sd| there exist Fi ∈ Si, 0 ≤ i ≤ d− 1 s.t. Fd + · · ·+ F0 ∈ V }
In Proposition 6.6 and the proof of Theorem 1.5 we will use two subsets
D,U0. For ease of reference we define them now.
Definition 6.3. Let
D = {[W ] ∈ Gr(3, S≤2)|W2 is concise, dimCW2 = 3, and
[Spec(S∗/Ann(W2)] 6∈ Hilb
sm
8 (A
4)}.
and let U0 = {[x0 + a1x1 + . . .+ a4x4] ∈ PT1| ai ∈ C}.
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Lemma 6.4. The set D is dense in Gr(3, S≤2).
Proof. Consider D1 = {[W ] ∈ Gr(3, S≤2)|W2 is concise}. We show that D1 is
open by arguing that its intersection with every open Schubert cell is open.
Every Schubert open cell is of the form
1 a1,1 a1,2 . . . a1,121 a2,1 a2,2 . . . a2,12
1 a3,1 a3,2 . . . a3,12

 ,
where ai,j ∈ C, the columns correspond to the monomial basis of S≤2, and the
rows correspond to a basis of W . Let A = C[ai,j |1 ≤ i ≤ 3, 1 ≤ j ≤ 12], and
consider ProjA[b0, b1, b2, b3]. The space W2 is not concise if and only if there
exists [b0 : . . . : b3] ∈ P
3
C
such that b0α1 + . . .+ b3α4 annihilates W2. Such [b0 :
. . . : b3] is a solution of a system of homogeneous linear equations in b0, . . . , b3
with coefficients in A. Therefore, since P3A → SpecA is a closed map (see for
instance [29, Thm. 7.4.7]) it follows that the locus of points (ai,j) ∈ SpecA, for
which such a solution [b0 : . . . : b3] exists, is closed. Thus the subset of points
in this Schubert cell corresponding to 3-dimensional subspaces W ⊆ S≤2 with
W2 concise is open.
Next we show that the subsetD2 = {[W ] ∈ Gr(3, S≤2)| dimCW2 = 3} is open
in Gr(3, S≤2). Proceeding as before, it is enough to show that its intersection
with every open Schubert cell is open. This holds since a point of a given
Schubert cell corresponds to a point of D2 if and only if the 3 × 10 submatrix
with columns corresponding to monomials of degree 2 is of full rank.
We shall show that the subset D ⊆ D1∩D2 is open. Consider the projection
S≤2 → S2. It defines a rational map
π : Gr(3, S≤2) 99K Gr(3, S2)
which is regular on D2. By definition, D = π
−1(π(D)). It is enough to show
that π(D) is open in Gr(3, S2). Since D ⊆ D1, the set π(D) consists of concise
subspaces. Therefore, for [W ] ∈ D, we have Ann(W2) = W
⊥
2 ⊕ S
∗
≥3, where W
⊥
2
is a subspace of S∗2 consisting of forms annihilating W2. Therefore, π(D) is an
open subset of Gr(3, S2). Indeed, it is the intersection of two non-empty open
subsets. The first consists of concise subspaces (compare to the proof that D1
is open), and the second is the locus of subspaces that define a non-smoothable
subscheme of A4 of length 8 supported at {0} (see [10, Thm. 1.3]).
The following lemma shows that for a general point [W ] ∈ Gr(3, S≤2) there
is no difference between Ann(W ) and Ann(W2). This is convenient since homo-
geneous ideals are easier to work with.
Lemma 6.5. Let [W ] ∈ Gr(3, S≤2). Then
(i) if dimC S
∗/Ann(W ) ≥ 8, then dimC S
∗/Ann(W ) = dimC S
∗/Ann(W2) =
8,
(ii) if W2 is concise, then Ann(W ) = Ann(W2).
Proof. (i) Suppose that the Hilbert function of S∗/Ann(W2) is (1, a, b). We
know that H(gr(S∗/Ann(W )), 2) = H(S∗/Ann(W2), 2). Therefore, the
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dimension of dimC S
∗/Ann(W ) ≤ 1 + 4 + b. Hence, b ≥ 3. Since b =
dimCW2 ≤ 3, we get that b = 3, and dimC S
∗/Ann(W ) = 8.
Now we prove that W2 is concise, or equivalently, that a = 4. Since W2 is
3-dimensional, we have
W = 〈u1 + v1 + r1, u2 + v2 + r2, u3 + v3 + r3〉,
where ui are pairwise different monomials of degree 2, vi are homogeneous
polynomials of degree 2 not containing any uj, and ri are polynomials
of degree 1. Let µ1, µ2, µ3 be monomials in S
∗
2 such that µiyuj = δij .
Let θ1 ∈ S
∗
1 \ {0} such that θ1yW2 = 0. Let ci = θ1yri, and θ2 =
θ1 − c1µ1 − c2µ2 − c3µ3. Then
θ2y(ui + vi + ri) = (θ1 − c1µ1 − c2µ2 − c3µ3)y(ui + vi + ri)
= θ1y(ui + vi) + θ1yri − (c1µ1 + c2µ2 + c3µ3)y(ui + vi)
− (c1µ1 + c2µ2 + c3µ3)yri
= 0.
Therefore H(grS∗/Ann(W ), 1) ≤ 3, which gives a contradiction with the
assumption that dimC S
∗/Ann(W ) ≥ 8.
(ii) First we prove that Ann(W2) ⊆ Ann(W ). Let θ be a homogeneous form
in Ann(W2). If deg θ ≤ 1, then θ = 0 because W2 is concise. Suppose
deg θ ≥ 2. Then θ annihilates S≤1, so θ annihilates W .
Now we proceed to the proof of Ann(W ) ⊆ Ann(W2). Let θ = θ2+θ1+θ0
be a form of degree at most 2 in Ann(W ). For F2+F1+F0 ∈W of degree
2 we have
0 = (θ2 + θ1 + θ0)y(F2 + F1 + F0)
= θ0yF2 + (θ0yF1 + θ1yF2) + (θ0yF0 + θ1yF1 + θ2yF2).
We get that θ0 = 0. It follows that θ1yF2 = 0 for every F2+F1+F0 ∈W .
Since W2 is concise, θ1 = 0. Thus θ = θ2 annihilates F2. This finishes the
proof because S∗≥3 annihilates both W and W2.
In the following proposition we identify many points from the Grassmann
cactus variety which are outside of the Grassmann secant variety. If fact the
closure of the set of these points is the second irreducible component of the
Grassmann cactus variety (compare the proof of Theorem 1.5 below).
Proposition 6.6. Let S, T be defined as at the beginning of this section and
D,U0 as in Definition 6.3. Let L ∈ T1 be such that [L] ∈ U0. Then we may
identify T with C[L, x1, . . . , x4]. Assume that V = L
d−2Wˆ2 for some natural
number d ≥ 5 and some [Wˆ2] ∈ Gr(3, T2) such that L does not divide any form
in Wˆ2. Define W = Wˆ2|L=1, so that [W ] ∈ Gr(3, S≤2). If [W ] ∈ D then
[V ] ∈ η8,3(νd(P
4)) \ σ8,3(νd(P
4)).
Proof. As suggested by Remark 5.3 we introduce the subspace
W ′ := {(d− 2)!F2 + (d− 1)!F1 + d!F0, where F2 + F1 + F0 ∈ W , and Fi ∈ Si}.
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Then, in the notation from the beginning of this section, we have
V = (W ′)hom
for d2 = d− 2. This allows us to use Theorem 1.3.
Since W2 is concise, so is (W
′)2, therefore
H(S∗/Ann((W ′)2)) = (1, 4, 3).
Hence, dimC S
∗/Ann((W ′)2) = 8. But
Ann((W ′)2) = Ann(W
′)
by Lemma 6.5, so dimC S
∗/Ann(W ′) = 8 and from Theorem 1.3 (i)
cr(V ) = cr (W ′)hom ≤ 8.
From the Border Apolarity Lemma for subspaces 2.11, if [V ] ∈ σ8,3(νd(P
4))
then there exists J ⊆ Ann(V ) with [J ] ∈ Slip8,PT1 ⊆ Hilb
h8
T∗ . In particular the
subscheme Proj(T ∗/Jsat) of P4 is smoothable. From Theorem 1.3 (iii) it follows
that Jsat = Ann(W ′)hom, so using Lemma 6.5
Ann(W ′)hom = Ann((W ′)2)
hom = Ann(W2)
hom = Ann(W )hom.
It follows that [SpecS∗/Ann(W )] ∈ Hilbsm8 (A
4), contradicting the assumption
that [W ] ∈ D.
Finally we present the proof of the characterization of points of the second
irreducible component of the Grassmann cactus variety.
Proof of Theorem 1.5. Let A4 ≃ U0 = {[x0 + a1x1 + . . .+ a4x4] ∈ PT1}. Given
L ∈ U0 we identify T with C[L, x1, . . . , x4]. Let
Ω = {([L], [V ]) ∈ U0 ×Gr(3, T2) such that [V |L=1] ∈ D},
where D is as in Definition 6.3. We have an evaluation map h : Ω → U0 ×
D, given by ([L], [V ]) 7→ ([L], [V |L=1]). We define opposite direction map as
g(([L], [W ])) = ([L], [WhomL ]), where WhomL denotes the linear space of usual
homogenizations in T of all polynomials from W with respect to L. The com-
position h ◦ g is the identity map, so h is surjective. Together with the fact that
D is dense in Gr(3, S≤2) by Lemma 6.4, we obtain dim(Ω) = 40 and therefore
Ω = PT1 ×Gr(3, T2).
The map ψ|Ω : Ω → η8,3(νd(PT1)) is well defined by Proposition 6.6. Thus
we have ψ(PT1 ×Gr(3, T2)) = ψ(Ω) = ψ(Ω) ⊆ η8,3(νd(PT1)), because a map of
projective varieties is closed.
It follows from Proposition 6.2 that for every d ≥ 5 we have
dim(η8,3(νd(PT1))) ≤ 40 = dim(PT1 ×Gr(3, T2)) = dim(ψ(Ω)).
The last equality follows from [29, Thm. 11.4.1], since the fibers of ψ are finite.
Hence ψ(PT1 ×Gr(3, T2)) = η8,3(νd(PT1)).
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Using the description of the irreducible component η given in Theorem 1.5,
we are able to determine algorithmically if a given point from the Grassmmann
cactus variety is in the Grassmann secant variety.
Theorem 6.7. Let T = C[x0, . . . , x4] be a polynomial ring. Given an integer
d ≥ 5 and [V ] ∈ κ8,3(νd(PT1)) ⊆ Gr(3, Td) the following algorithm checks if
[V ] ∈ σ8,3(νd(PT1)).
Step 1 Compute the ideal a =
√
((Ann V )≤d−2) ⊆ T
∗ = C[α0, . . . , α4].
Step 2 If a1 is not 4-dimensional, then [V ] ∈ σ8,3(νd(PT1)) and the algorithm
terminates. Otherwise compute {K ∈ T1 | a1yK = 0}. Let y0 be a
generator of this one dimensional C-vector space.
Step 3 Let e be the maximal integer such that ye0 divides V . If e 6= d − 2,
then [V ] ∈ σ8,3(νd(PT1)) and the algorithm terminates. Otherwise let
V = yd−20 Vˆ , pick a basis y0, y1, . . . , y4 of T1 and computeW = Vˆ |y0=1 ⊆
R := C[y1, . . . , y4].
Step 4 Let I = Ann(W2) ⊆ R
∗. If the Hilbert function of R∗/I is not (1, 4, 3),
then [V ] ∈ σ8,3(νd(PT1)), and the algorithm terminates.
Step 5 Compute r = dimCHomR∗(I, R
∗/I). Then [V ] ∈ σ8,3(νd(PT1)) if and
only if r > 25.
The following lemma gives a description of the set-theoretic difference of the
Grassmann cactus variety and the Grassmann secant variety. We need it to give
a clear proof of Theorem 6.7
Lemma 6.8. Let d ≥ 5 be an integer. The point [V ] ∈ κ8,3(νd(P
4)) does not
belong to σ8,3(νd(P
4)) if and only if there exists a basis (y0, . . . , y4) of T1 (with
dual basis equal to (β0, . . . , β4)) and there exists [W ] ∈ Gr(3,C[y1, y2, . . . , y4]≤2)
such that
(a) W2 is of dimension 3 and is concise. Or, equivalently, the dimension of
C[β1, β2, β3, β4]/Ann(W2) is 8.
(b) [SpecC[β1, . . . , β4]/Ann(W2)] /∈ Hilb
sm
8 (A
4)
(c) V = yd−20 W
homy0 ,
where Whomy0 is the usual homogenization of W with respect to y0.
Proof. By Proposition 6.6 the conditions (a)-(c) are sufficient for
[V ] /∈ σ8,3(νd(P
4)).
Assume that [V ] /∈ σ8,3(νd(P
4)). Then by Theorem 1.5 there exists a linear
form y0 ∈ T1 such that y
d−2
0 |V . Using Proposition 6.1 we conclude that V is
not divisible by yd−10 . Extend y0 to a basis y0, y1, . . . , y4. Hence we showed that
G = yd−20 W
homy0 for some W ∈ Gr(3,C[y1, y2, . . . , y4])≤2.
Now we prove Part (a). We introduce the subspace
W ′ := {(d− 2)!F2 + (d− 1)!F1 + d!F0, where F2 + F1 + F0 ∈ W,
and Fi ∈ C[y1, y2, . . . , y4]i}.
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Then, in the notation from the beginning of this section, we have
V = (W ′)hom
for d2 = d− 2. Compare with Remark 5.3. By Lemma 4.1(i)
Ann(W ′)hom ⊆ Ann(V ).
If dimC C[β1, β2, . . . , β4]/Ann(W
′) ≤ 7, then cr(V ) ≤ 7 by the Cactus Apolar-
ity Lemma for subspaces 2.13, since Ann(W ′)hom is saturated by Lemma 3.1
and the Hilbert polynomial of T ∗/Ann(W ′)hom is at most 7, by Corollary 3.3.
Therefore, [V ] ∈ κ7,3(νd(P
4)) = σ7,3(νd(P
4)) ⊆ σ8,3(νd(P
4)), a contradiction.
Therefore dimC C[β1, . . . , β4]/Ann(W
′) ≥ 8. From Lemma 6.5(i)
dimC C[β1, . . . , β4]/Ann((W
′)2) = 8
and it follows that
dimC C[β1, . . . , β4]/Ann(W2) = 8.
Thus we proved Part (a).
Finally, we proceed to the proof of Part (b). Suppose it does not hold. That
is, we assume that
[SpecC[β1, . . . , β4]/Ann(W2)] ∈ Hilb
sm
8 (A
4).
But then Lemma 6.5(ii) implies that
[SpecC[β1, . . . , β4]/Ann(W
′)] ∈ Hilbsm8 (A
4).
If we homogenize Ann(W ′), we get that
[ProjT ∗/Ann(W ′)hom] ∈ Hilbsm8 (P
4).
Observe that Slip8,PT1 surjects onto Hilb
sm
8 (P
4) under the natural map
Hilbh8T∗ → Hilb8(P
4)
given on closed points by [I] 7→ [ProjT ∗/I]. Thus there is an ideal [J ] ∈ Slip8,PT1
with Jsat = Ann(W ′)hom. Since Ann(W ′)hom ⊆ Ann(V ) by Lemma 4.1, we
have J ⊆ Ann(V ) and hence [V ] ∈ σ8,3(νd(PT1)) by the Border Apolarity
Lemma for subspaces 2.11.
Steps 2–5 of the algorithm verify if V satisfies necessary conditions to be of
the form given by Lemma 6.8.
Proof of Theorem 6.7. Assume that [V ] /∈ σ8,3(νd(P
4)). Then there exist a basis
(y0, . . . , y4) of T1 and W ⊆ C[y1, . . . , y4] as in Lemma 6.8. We introduce the
subspace
W ′ := {(d− 2)!F2 + (d− 1)!F1 + d!F0, where F2 + F1 + F0 ∈ W,
and Fi ∈ C[y1, y2, . . . , y4]i}.
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Then, in the notation from the beginning of this section, we have
V = (W ′)hom
for d2 = d − 2. Compare with Remark 5.3. By Lemma 4.1(ii), we have
Ann(V )≤d−2 = (Ann(W
′)hom)≤d−2. Moreover, since W
′ ⊆ C[y1, . . . , y4]≤2,
and d ≥ 5, we have ((Ann(W ′)hom)≤d−2) = Ann(W
′)hom. Therefore we have
a =
√
(Ann(V )≤d−2) =
√
Ann(W ′)hom = (β1, . . . , β4),
where β1, . . . , β4 ∈ T
∗
1 are dual to y1, . . . , y4 ∈ T1. This shows that if the C-
linear space
(√
(Ann(V )≤d−2)
)
1
is not 4-dimensional then [V ] ∈ σ8,3(νd(P
4)).
Therefore, in that case, algorithm stops correctly at Step 2.
Assume that the algorithm did not stop at Step 2. Then if V is of the
form as in Lemma 6.8, then y0 divides V exactly (d − 2)-times. Otherwise
[V ] ∈ σ8,3(νd(P
4)) and the algorithm stops correctly at Step 3.
Assume that the algorithm did not stop at Step 3. Then the Hilbert function
of R∗/I computed in Step 4 is (1, 4, 3) if and only if Condition (a) of Lemma
6.8 is fulfilled. Therefore, if it is not (1, 4, 3), the algorithm stops correctly at
Step 4.
Assume that the algorithm did not stop at Step 4. Then V satisfies condi-
tions (a) and (c) from Lemma 6.8. Hence [V ] is in σ8,3(νd(P
4)) if and only if V
does not satisfy Condition (b). Using [10, Thm. 1.3 and the comment above],
this is equivalent to
dimCHomR∗(I, R
∗/I) > 25.
The left term is the dimension of the tangent space to the Hilbert scheme
Hilb8(A
4) at the point [SpecR∗/I] (see [20, Prop. 2.3.] or [26, Thm. 18.29]).
A Implementation of the algorithm in Macaulay2
We present the code of the algorithm from Theorem 5.5 written in Macaulay2
[18].
KK=ZZ/7919
T=KK[x_0..x_6]
completeToBasis = (y) -> {
use T;
L := {y,x_0,x_1,x_2,x_3,x_4,x_5,x_6};
A := {x_0,x_1,x_2,x_3,x_4,x_5,x_6};
for i from 1 to #L-1 do{
(M,C) := coefficients(matrix{drop(L, {i,i})},Monomials=> A);
if rank(C) == 7 then return drop(L, {i,i});
}
}
generatorsUpToDegree = (d,I) -> {
E := entries mingens I;
E = E#0;
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E = select(E, (i)->((degree i)#0 <= d));
return ideal E;
}
annihilatorUpToDegree = (d,G) -> {
J := inverseSystem(G);
return generatorsUpToDegree(d, J);
}
dualLinearGenerator = (I) -> {
J := generatorsUpToDegree(1,I);
K := inverseSystem(J);
J = generatorsUpToDegree(1,K);
y := entries mingens J;
y = y#0;
return y#0;
}
howManyTimes = (y,G) -> {
i := 0;
while (G % y) == 0 do{
G=G//y;
i=i+1;
};
return i;
}
dehomogenizationWrtBasis = (G, L) -> {
y := L#0;
R := T/ideal(y-1);
G = substitute(G, R);
Q := KK[L#1, L#2, L#3, L#4, L#5, L#6];
q := map(R, Q, {L#1,L#2,L#3,L#4,L#5,L#6});
J := preimage_q(ideal(G));
E := entries mingens J;
E = E#0;
return (E#0, Q);
}
homogeneousPart = (d, G) -> {
E := terms G;
E = select(E, (i)->((degree i)#0 == d));
return sum E;
}
isInSecant = (G) -> {
--Step 1:
d := (degree(G))#0 - 3;
I := annihilatorUpToDegree(d,G);
J := radical(I);
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--Step 2:
if (hilbertFunction(1, module(J)) != 6) then return true;
y := dualLinearGenerator(J);
--Step 3:
if (howManyTimes(y, G) != d) then return true;
--Step 4:
for i from 0 to d-1 do G=G//y;
L := completeToBasis(y);
(f, R) := dehomogenizationWrtBasis(G, L);
F := homogeneousPart(3, f);
K := inverseSystem(F);
if (hilbertFunction(1, module(K)) != 0) then return true;
--Step 5:
deg := degree Hom(K, R/K);
return (deg > 76);
}
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