In the past few years, several non-randomized response (NRR) designs were introduced in sample surveys with sensitive questions. However, existing NRR models (e.g., the crosswise model, the triangular model, the hidden sensitive model and the multi-category triangular model) have certain limitations in applications, for example, they can only be applied to a situation where at least one of the population categories of interest is non-sensitive. In this paper, we propose a new NRR multi-category parallel model with a better degree of privacy protection and a wider application range, where all population categories of interest can be sensitive or one of them can be totally non-sensitive. Likelihoodbased inferences for parameters of interest are developed. In addition, an important special case of the multi-category parallel model is studied to test the association of two sensitive binary variables. Furthermore, theoretic comparisons show that the multi-category parallel model is more efficient than the multi-category triangular model for some cases. An example on the study of association between the number of sex partners and annual income is used to illustrate the proposed method.
INTRODUCTION
In the past few decades, the sample survey technique has played an important role in epidemiological, psychological, medical and social studies and is indispensable in assisting researchers to make statistical inferences and in guiding them to establish a meaningful decision. However, in surveys involving sensitive information or highly private questions (e.g., sexual behavior, drug-taking, tax evasion, cheating on exams, gambling and so on), problems often arise when sensitive questions are asked directly. For example, some respondents may refuse to answer or provide false answers in order to protect their privacy. Statistical inferences based on these inaccurate survey data are in general unreliable.
For a single sensitive question with binary answers ('yes' or 'no'), Warner [15] proposed a randomized response (RR) * Corresponding author. method for partially overcoming aforementioned problems while protecting respondents' privacy. Such a technique encourages interviewees to provide truthful responses, avoiding a non-response or false answer. Abul-Ela et al. [1] extended the Warner model from the dichotomous case to the multichotomous case. Another extension of the Warner model was made by Bourke and Dalenius [3] , in which a Latin square design was suggested. In addition, Eriksson [4] proposed an unrelated question RR model, which could be used to estimate the proportions of m (> 2) mutually exclusive sensitive groups (up to m − 1 sensitive subclasses) only using one sample. Bourke [5] considered another unrelated question model to estimate the proportions of m mutually exclusive groups with k (1 ≤ k ≤ m − 1) groups containing sensitive information. If the distribution of the unrelated characteristic is known, only one sample is needed. Because of the use of one or two randomized devices (RDs), all RR models have some limitations including the lack of reproducibility, of trust, and of cost control.
Recently, without using any RDs some investigators proposed several non-randomized response (NRR) models [13, 14, 17, 11] , which could overcome some of the limitations with RR designs. Despite greater advances, all NRR models including the multi-category triangular model [11] require that at least one of the population categories of interest be non-sensitive. For example, in some surveys, we may be interested in estimating the proportions of population groups associated with sensitive questions such as the number of sexual partners (≤ 3, 4-6, >7), or days of illegal drug usage in the last month (≤ 1, 2, or ≥ 3), and so on. First, as the unique NRR model dealing with the case of m (m ≥ 3) groups, the existing multi-category triangular model cannot be applied to such situations where each subclass (denoted by {Y = i} for i = 1, . . . , m) is sensitive. Second, the multi-category triangular model still has a lower efficiency for some cases. Third, the newly developed parallel model of Tian [12] can only deal with the case of m = 2 groups where both {Y = 0} and {Y = 1} could be sensitive. Therefore, these limitations with NRR models motivate us to further develop a new non-randomized multicategory parallel model, which is an extension of the NRR parallel model. This article is organized as follows. In Section 2, we propose the survey design for the multi-category parallel model with a wider application range. Section 3 presents the max- imum likelihood estimates (MLEs) and two bootstrap confidence intervals (CIs) of the parameters of interest for small to moderate sample sizes. In addition, two asymptotic CIs of parameters are also constructed for large sample sizes. An important special case (m = 4) for the multi-category parallel design is studied in Section 4. In Section 5, we compare the efficiency between the multi-category parallel model and the multi-category triangular model. In Section 6, an example on the study of association between the number of sex partners and annual income is used to illustrate the proposed method. Finally, we conclude with a discussion in Section 7.
THE SURVEY DESIGN FOR THE MULTI-CATEGORY PARALLEL MODEL
Consider a sensitive question Q Y (e.g., how many sex partners do you have within a certain period?) with m possible answers (e.g., 0-3, 4-6 or ≥ 7), which classify the target population into m mutually exclusive categories and each category has a certain degree of a sensitive attribute. Let Y denote the categorical random variable associated with the question Q Y and {Y = i} denote that a person in the target population belongs to the i-th category (i = 1, . . . , m). The purpose here is to estimate the proportions π i = Pr{Y = i} for i = 1, . . . , m. Let (2.1)
To carry out the survey for which each category includes a sensitive attribute, we require an introduction of the nonsensitive dichotomous variate W and another non-sensitive multichotomous variate U so that the three variables W , U and Y are mutually independent with known proportions q = Pr{W = 1} and
For example, when m = 4, we may define W = 0 if the respondent's birthday is in the first half of a month and W = 1 otherwise. Similarly, we define U = i if the respondent was born in the i-th quarter of a year (i = 1, . . . , 4). Hence, it is reasonable to assume that q ≈ 0.5 and p i ≈ 0.25 for each i. Some practical guidelines in choosing the two non-sensitive variables W and U are given in Section 7. The interviewer may design the questionnaire in the format as shown at the left-hand side of Table 1 and ask the interviewee to truthfully link the two circles by a straight line if he/she belongs to one of the two circles (i.e., {U = 1, W = 0} or {Y = 1, W = 1}); or to connect the two triangles by a straight line if he/she belongs to one of the two triangles (i.e., {U = 2, W = 0} or {Y = 2, W = 1}); . . .; or to connect the two dots by a straightline if he/she belongs to one of the two dots (i.e., {U = m, W = 0} or {Y = m, W = 1}). Note that all {W = 0}, {W = 1}, and {U = i} are nonsensitive subclasses, thus
are also non-sensitive subclasses. Therefore, the respondent's privacy is well protected, and the interviewer does not have information on whether the interviewee belongs to the sensitive class or not. We call this the multi-category parallel model. The right-hand side of Table 1 shows the corresponding cell probabilities. Since the three random variables W, U and Y are independent, the joint probability is the product of two corresponding marginal probabilities.
For those who may not completely understand the questionnaire shown in Table 1 , we can formulate the survey design of the multi-category parallel model in another manner. For example, let m = 4 and define Y = 1, 2, 3 or 4 if the number of days of the illegal drug usage in the last month for a respondent is 0-1, 2, 3 or ≥ 4. Thus, the 4-category parallel model can be re-formulated in the following way: 
MAXIMUM LIKELIHOOD INFERENCES

MLEs of parameters via the EM algorithm
Suppose we conduct a sample survey with n questionnaires and observe n 1 respondents connecting the two circles, n 2 respondents connecting the two triangles, . . ., and n m respondents connecting the two dots (see, Table 1 ). Let Y obs = {n; n 1 , . . . , n m } denote the observed data, where
where the subscript 'MP' refers to the 'multi-category parallel' model. We employ the EM algorithm [7] to calculate the MLEs of
by introducing the latent vector z = (z 1 , . . . , z m ) , where z i denotes the number of respondents belonging to the sensitive subclass {Y = i, W = 1}. We denote the complete data by Y com = {Y obs , z}. Note that {p i } m i=1 and q are known, the complete-data likelihood function for π is
Therefore, the M-step is to calculate the complete-data
, which are given by
Since the conditional predictive density is
the E-step is to replace z i in (3.3) by its conditional expectation
Two bootstrap confidence intervals of parameters
We utilize the bootstrap method to derive the corre- 
where z α is the upper α-th quantile of the standard normal distribution. Alternatively, if {π *
is non-normally distributed or the bootstrap CI (3.7) is beyond the unit interval (0, 1), a (1 − α)100% bootstrap CI of π i can be obtained by (3.8) [
whereπ MPi,BL andπ MPi,BU are the 100(α/2) and 100
, respectively.
Explicit solutions to the valid estimators
Although the resulting MLEπ MP via the EM algorithm (3.3) and (3.5) definitely belongs to T m , we can only obtain a numerical solution toπ MP . In addition, the variancecovariance matrix ofπ MP does not have a closed-form expression. However, for some cases, we can obtain explicit solutions toπ MP and its variance-covariance matrix.
From (3.1), the log-likelihood function is given by
where c is a constant not depending on π. Let ∂ MP (π|Y obs )/∂π i = 0, an alternative estimator of π is given byπ
Althoughπ In this paper, the estimatorπ v given by (3.9) is said to be valid ifπ v ∈ T m . Clearly, ifπ v specified by (3.9) is a valid estimator of π, thenπ v =π MP . In the following discussion, we only consider the case of valid estimators.
. . , n m /n) denote the MLE of λ. Then (3.9) can be rewritten in the vector form as
where p = (p 1 , . . . , p m ) . Thus, the variance-covariance matrix ofπ MP is given by
Three asymptotic confidence intervals of parameters for large sample sizes
From (3.12), it is not difficult to show the following result.
Then, we have
and it is an unbiased estimator of Var(π
Based on the property of MLE for large sample sizes, we haveπ
Thus, an asymptotic (1 − α)100% Wald CI for π i is given by (3.14)
If the lower bound of the Wald CI in (3.14) is less than zero or the upper bound is larger than one, then the Wald CI is useless. For such cases, according to the Central Limit Theorem, we can establish an asymptotic (1 − α)100% Wilson (score) CI of π i based on
2 . Solving the quadratic inequality inside the probability in (3.15), we obtain the Wilson CI given by (3.16) 
whereπ v denotes the unrestricted MLE of π specified by (3.9). Since
it is easy to verify that Λ(π i0 ) is a decreasing function of π i0 when π i0 ∈ 0, ni/n−pi (1−q) q and an increasing function
whereπ MPi,LRL andπ MPi,LRU are two roots of π i0 to the following equation
where χ 2 (α, 1) denotes the upper α-th quantile of χ 2 distribution with one degree of freedom.
The asymptotic CIs (3.14), (3.16) and (3.18) are appropriate for the cases of large sample sizes. When n is small to moderate, we could use the bootstrap CIs (3.7) and/or (3.8).
A SPECIAL CASE FOR THE MULTI-CATEGORY PARALLEL MODEL
In this section, we consider a special case of the the multicategory parallel model with four categories, which can be utilized to investigate the association of two binary sensitive variates. Some simulation studies are conducted to assess the performances of the likelihood ratio test and the chi-squared statistic by comparing their empirical type I error rates (or the actual significance levels) and powers.
A four-category parallel model
Let X and Y be two dichotomous random variables associated with two sensitive questions. For example, X represents whether or not a respondent is an illegal drug user and Y denotes whether a respondent is with AIDS or not. Let Table 1 , the survey design for the four-category parallel model is displayed in Table 2 . Two major objectives here are to collect sensitive data and to test whether or not the association exists between the two binary variates X and Y .
Testing hypothesis for association
A commonly used index for measuring the association of two binary variates is the odds ratio ψ = π 1 π 4 /(π 2 π 3 ). Assume that we want to test H 0 : ψ = 1 against H 1 : ψ = 1. The likelihood ratio statistic defined by If H 0 is true, i.e., X and Y are mutually independent, we have
, and
If we could obtain the restricted MLEsπ 0x of π x andπ 0y of π y , from (4.2) the restricted MLEsπ 0 = (π 01 , . . . ,π 04 ) can be calculated as
Recall that the number of the respondents belonging to the subclass {Y = i, W = 1} is denoted by z i and the frequencies {z i } are unobservable. From (3.2), the complete-data likelihood function for π under H 0 becomes
Thus, the M-step is to calculate the complete-data MLEs of π x and π y as follows:
respectively. From (3.4), the E-step is to find the conditional expectations:
where {π 0i } .
The sample sizes in simulations are designed by n = 50(50)500. To compare the type I error rates (i.e., π 1 π 4 /(π 2 π 3 ) = ψ = 1), we take π 1 = for l = 1, . . . , L (L = 1, 000), where only p i = 1 4 (i = 1, . . . , 4) and q = 1 2 are considered. All hypothesis testings are conducted at level 0.05. Let r j denote the number rejecting the null hypothesis (i.e., H 0 : ψ = 1) by the statistics Λ j (j = 1, 2). Hence, the actual significance level can be estimated by r j /L with ψ = 1 and the power of the test statistic Λ j (j = 1, 2) can be estimated by r j /L with ψ = 1. Figure 1 shows that some comparisons of type I error rates between the likelihood ratio test and the χ 2 test for the three scenarios. In general, the chi-squared test has a better performance in controlling its Type I error rates around the pre-chosen nominal level than the likelihood ratio test, which can be seen in the three scenarios. Figure 2 gives the comparisons of powers between the likelihood ratio test and the chi-squared test for different cases with ψ = 1. It is not difficult to find that there is no significant difference between the powers of the two test when ψ is small (i.e., < 0.40). When 0.60 < ψ < 1, always the likelihood ratio test is slightly less powerful than the chi-squared test, no matter whether the sample size is large or small. 
Category 2: please put a tick in Block 2 . . .
· · · m: {Y = m}
Category m: please put a tick in Block m Note: {Y = 1} represents the non-sensitive class.
COMPARISON OF THE MULTI-CATEGORY PARALLEL MODEL WITH THE MULTI-CATEGORY TRIANGULAR MODEL
In this section, we first briefly introduce the multicategory triangular model [11] , and we then theoretically compare the efficiency of the multi-category parallel model with the multi-category triangular model by comparing the two variance-covariance matrices of the MLEs of parameters based on the trace criterion. Finally, we also consider the comparison of the degree of privacy protection for the two models.
The survey design for the multi-category triangular model
Tang et al. [11] proposed the survey design of the multi- Table 4 can be described as following: Since the category 1 (i.e., {Y = 1}) is a nonsensitive class, it is supposed that the respondents belonging to this class can provide correct answers (i.e., putting a tick in Block j for j = 1, . . . , m) according to their true status. In addition, the respondents belonging to the category j (j = 2, . . . , m) will be asked to put a tick in Block j. The cell probabilities {π j }, the observed frequencies {n j } and the unobservable frequencies {z j } are shown in Table 5 . . . , θ m ), the MLE of θ j isθ j = n j /n. Thus, the variance-covariance matrix of
The difference between two traces of variance-covariance matrice of the MLEs of parameters
In general, the MLEπ MT of π for the multi-category triangular model can be obtained by using the EM algorithm [11] . However, for some cases, we can obtain a closedform solution toπ MT . In fact, from (5.1), we have π = P −1 θ. Since the MLE of θ isθ = (n 1 /n, . . . , n m /n) , an alternative estimator of π for the multi-category triangular model is given by
It should be noted that it is possible thatπ v / ∈ T m . For example, let m = 4, p 1 = · · · = p 4 = 0.25 and (n 1 , . . . , n 4 ) = (12, 8, 6, 19) , then
In this paper, the estimatorπ v given by (5.3) is said to be valid ifπ v ∈ T m . Clearly, ifπ v specified by (5.3) is a valid estimator of π thenπ v =π MT . In the following discussion, we only consider the case of valid estimators. Hence, from (5.3), (5.2) and (5.1), the variance-covariance matrix ofπ MT is
(b) The comparison between Var(π MT ) and Var(π MP )
In the multi-category triangular model, there are only two parameter vectors (i.e., π and p), while in the multi-category parallel model, besides π and p, there is an additional parameter q. By controlling q within a certain subset of the unit interval, we may have Var(π MP ) being 'smaller' than Var(π MT ). In the follows, we only apply the trace criterion in the comparison between Var(π MT ) and Var(π MP ).
First, from (5.4) and (5.5), we have
Next, from (3.12) and (3.10), we obtain
Thus, the difference of them is
is a quadratic function of q for given π and p. In both survey designs (see Table 1 and Table 4 ), we require p 1 ∈ (0, 1) so
Now, the discriminant of the quadratic function h(q|π, p) is
By applying Result (iii) of the following lemma,
, where
We immediately obtain the following theorem.
Theorem 2. Let π ∈ T m and p ∈ T m , we always have
where a, b and c are defined in (5.6).
Degree of privacy protection
In this subsection, we compare degrees of privacy protection (DPP) of the multi-category parallel model with those of the multi-category triangular model. For the multicategory parallel model (see Table 1 where, for example, DPP MP (π 1 , p 1 , q) denotes the conditional probability that the respondent belongs to the subclass {Y = 1} given that he/she connected the two circles. For the multi-category triangular model (see Table 4 First, for any q ∈ (0, 1), π ∈ T m and p ∈ T m , we always have
Next, when 0 < q < 1 1+π1 , we obtain Williamson and Haber (1994) Number of Income sex partners
for any π ∈ T m and p ∈ T m . Inequalities (5.7) and (5.8) show that if we choose q within the open interval (0, 1 1+π1 ), the multi-category parallel model is more efficient than the multi-category triangular model in protecting the individual's privacy for any π ∈ T m and p ∈ T m .
Williamson and Haber [16] reported a study aimed to examine the relationship among disease status of cervical cancer, the number of sexual partners and income. Respondents were women of 20-79 year old in Fulton or Dekalb County in Atlanta, Georgia. Table 6 Tables 1 and 2 and the developed estimation methods in Sections 3 and 4, we let m = 4 and define W = 0 if the respondent's birthday is in the first half of a month and W = 1 otherwise. Similarly, we define U = i if the respondent was born in the i-th quarter of a year (i = 1, . . . , 4). Thus, it is reasonable to assume that q = Pr(W = 1) = 0.5 and p i = Pr(U = i) = 0.25 for each i.
AN EXAMPLE
To obtain the observed data Y obs = {n; n 1 , . . . , n 4 } in the four-category parallel model (see Table 2 ), we only consider the complete observations in Table 6 and discard the associated missing data and obtain n = m 1 + · · · + m 4 = 144 + 123 + 237 + 148 = 652. Note that n 1 denotes the number of respondents connecting the two circles in Table 2 , n 2 is the number of respondents connecting the two triangles, n 3 is the number of respondents connecting the two rectangles, and n 4 is the number of respondents connecting the two dots. Let z 1 , z 2 , z 3 Table 2 respectively. Since q = 1/2, we have z i = m i /2 for the ideal situation, i.e., (z 1 , z 2 , z 3 , z 4 ) ≈ (72, 62, 118, 74) . Furthermore, let n i denote the number of respondents belonging to {U = i} ∩ {W = 0} for i = 1, . . . , 4 in , n 2 , n 3 , n 4 ) = (81, 82, 81, 82) . Therefore, we obtain the following observed counts 144, 199, 156) . Table 7 . Based on (3.6), we generate G = 10, 000 bootstrap samples to estimate the standard errors of {π MPi } 4 i=1 andψ, which are given in the third column of Table 7 . The corresponding 95% normalbased bootstrap CIs and non-normal-based bootstrap CIs are displayed in the fourth and the fifth columns of Table 7 . Therefore, from (3.14), (3.16) and (3.18), the 95% Wald, Wilson and likelihood ratio CIs of {π i } 4 i=1 can be calculated and are given in the second, the fourth and sixth columns of Table 8 . We noted that the width of the 95% Wilson CI of π i is slightly shorter than those of the 95% Wald CIs and LRCIs of π i . (n 1 , n 2 , n 3 , n 4 ) = (153, 144, 199, 156 
DISCUSSION
As a natural generalization of the NRR parallel model of Tian [12] , we develop an NRR multi-category parallel model for a single sensitive question with multiple answers/outcomes. When comparing with the existing NRR multi-category triangular model, the newly developed model has several significant advantages: (i) A wider applicability. The multi-category parallel model can be applied to such situations where all population subclasses could be sensitive, while the former is only applicable in the case that at least one of the population subclasses is non-sensitive. How to choose the two non-sensitive variables W and U in Table 1 is an important issue in practice. On the one hand, since W is a binary variable, we could define W = 0 if the respondent was born between January and June; or the respondent was born in an odd numbered month; or the respondent's birthday is in the first half of the month; or the respondent's age is odd numbered; or the respondent's house/apartment number is even. On the other hand, since U is an m-category variable, for example, when m = 3, we may let U = 1 if the respondent's mother was born in January-April; U = 2 if the respondent's mother was born in MayAugust; and U = 3 if the respondent's mother was born in September-December.
In this case, it is reasonable to assume that each In Section 2, we assumed that q = Pr(W = 1) and all p i = Pr(U = i) for i = 1, . . . , m are known. When m = 2 and p 1 is unknown, Liu and Tian [9] further developed a variant of the parallel model [12] for sample surveys with sensitive characteristics. When m ≥ 3 and q or/and
is unknown, it is worthwhile to investigate the corresponding multi-category parallel model.
