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The aim of this paper is to prove various Kolmogorov’s type criteria for spaces 
of compact operators. We also present the results concerning strongly unique best 
approximation. In particular we generalize some well known theorems from the 
theory of minimal projections. As an application, we characterize SUBA projections 
onto hyperplanes in I’; and estimate the strong strong tmicity constant in this 
case. 0 IYY 1 Academic Press, Inc. 
0. INTRODUCTION 
Let C(T) denote the space of all continuous, complex valued functions 
defined on a compact set T with the supremum norm j/ //. For f E C(T) 
and Vc C(T) put 
l’,(f) = {u E v: Ilf- ull = dist(f, V)}. 
If V is a linear subspace of C(T) then the classical Kolmogorov’s criterion 
reads as 
u~P,(f) if and only if for every WE v 
inf(re((f(t) - v(t)). w(t)): t E C(f- v)> d 0, where 
C(f-u)= (JET: If(t)-u(t)1 = jlj--ull>. to.11 
The above characterization of best approximants can be extended to the 
case of an arbitrary Banach space. Namely, let W be a Banach space over 
the field K (K = R or K = @) and let S( W*) denote the unit sphere in the 
space W*. For w E W put 
E(w) = {SE ext S( W*): f(w) = IIwII ) @29 
and let for V c W 
P,(w)= {UE V: llw-VII =dist(w, Y)]. (0.3) 
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Then we have 
THEOREM 0.1 (see [a]). For every VC W the following conditions are 
equivalent: 
V is a sun (i.e., for every w E W, VE Pv(w), and t 20, 
v E P,(v + t(w - v)); (0.4) 
for every w E W, v E P”(w) tf and only tf for every UE V 
there exists f E E(w - v) such that re(f(u - v)) < 0. (0.5) 
The similar result can be proved in the case of strong unicity. In order 
to present it, let us recall that an element v E V is called the strongly unique 
best approximation (briefly SUBA) to w E W if and only if there exists r > 0 
such that for every u E V 
Ilw-2.4 2 Ilw-VII +r Ilu-VII. (0.6) 
In [19, Theorem 2.1, p. 8851 the following was shown: 
THEOREM 0.2. Let w E W\ V and let V be a starlike set with respect to 
v E V. Then the following statements are equivalent: 
v is a SUBA to w E W with a constant r > 0 
for every uE V re(f(u-v))< -r I/U-VII for some 
f EE(W-v). 
(0.7) 
(0.8) 
It is clear that each convex set is a sun and a starlike set with respect o 
each of its points, so the results presented above may be treated as the 
generalizations of Kolmogorov’s criterion. However, in general, applica- 
tions of them seem to be limited, because in many cases the form of the 
points from the set ext S( W*) is unknown. 
In this paper, applying the previously mentioned results, we prove some 
criteria (Theorems 2.2, 2.3, 3.2, 3.5, 4.1, 4.4) in the case W=X(X, Y), 
where X(X, Y) denotes the space of all compact operators going from 
a normed space X to a Banach space Y. These characterizations are 
expressed in terms of the set ext S( Y*), which is more convenient for 
applications. In particular, we generalize some classical results from the 
theory of minimal projections (see Theorems 3.4, 3.5, 4.1, 4.4). On the other 
hand Theorem 2.5 illustrates how to apply Theorems 2.2 and 2.3 in 
concrete cases. 
Now we briefly describe the contents of the paper. Section 1 contains 
notions, terminology, and preliminary results. In Section 2 we discuss 
the general case of spaces of compact operators. In Section 3 we specialize 
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our results to compact operators from the space X(C(T), C(a)) 
with discrete support. Section 4 deals with the case of sequence spaces 
cldn ~l(n 
1. PRELIMINARIES 
During this paper, for a normed space X, we denote by S(X) the unit 
sphere in X and by ext S(X) the set of all its extremal points. Given a 
normed space X and a Banach space Y, both over the same field K (56 = R 
or K = a=), we write X(X, Y) for the space of all compact operators 
from X into Y. The symbol LQX*, Y) stands for the space of all weak*- 
weakly continuous compact operators from X* into Y endowed wit 
operator norm. 
Applying Goldstine’s Theorem we may prove the following 
~OPosITIoN 1.1 (see [ll, Example (0.2)]). The space X(X, Y) is 
linearly isometric with the space 2$Y**, Y). This isometry, denoted by *, is 
given by 
L*f = lim Lxs, (1.1) 
B 
where L ~2 X(X, Y), f E X* *, and a net (x,) c X is so chosen that xa -+ j 
weak* in X**. 
The next theorem plays a crucial role in our investigations. 
THEOREM 1.2 (see [ll, Theorem 2.2(a)]). 
ext S(.L$*(X*, Y)) c ext S(X*) 0 ext S( Y*), (1.2) 
where (x* @I y*)(L) = y*(Lx*) for x* E X*, y* E Y*, and L E 5QX*, Y). 
y Proposition 1.1, we immediately obtain 
COROLLARY 1.3. For each f E ext S(X*(X, Y)) there exist yap 
ext S( Y*) and x** E ext S(X**) such that f(L) = (x** 0 y*)(L*) for every 
LEX(X, Y). 
Remark 1.4. If L E X(X, Y) is a finite dimensional operator then 
L*f= -f f(Xf").Yj for feX**, 
i=l 
where L= i x*(.).yi. 
i= 1 
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Now, following [7], we recall a notion of the support of linear operator. 
DEFINITION 1.5. For X= C(T) and L E .9(X, Y) let us set 
P={FcT:Fisclosedandforeveryx~C(T), Lx=Oifxl,=O}. 
The smallest, in the sense of inclusion, set F, E F is called the support of 
the operator L (we write supp(L) for brevity). 
The existence of such a set for every L E 9(X, Y) was proved in [7, 
p. 641. If the supp(L) is finite, then the operator L is called discrete. The 
set of all discrete operators going from X into Y is denoted by 9(X, Y) 
(9(X) if X= Y). 
Now we present the notions and the terminology concerning sequence 
spaces. 
Given an arbitrary set T by c,(T), written c0 for brevity, we denote the 
space of all functions x: T + K such that the set {t: lx(t)1 > a} is finite for 
all s>O. The norm in c0 is ilxllm =sup{lx(t)l: TV T>. The space Z,(T) con- 
sists of all functions x: T + H which are zero except on a countable set in 
T for which llxllr = CteT Ix(t)1 < co. It is well known that the conjugate 
space of c0 can be isometrically identified with Z1( T) (written I, for brevity) 
and the conjugate space of I, with I,, where 
1, = {x: T+ H: sup{lx(t)l: te T) < +a~}. (1.3) 
We note that 
extS(Z,)=(cr.fi: teT,aeK, lal=l}, (1.4) 
where 
and 
ext S(Z,) = {f: T--P l-6: If(t)1 = 1 for every tc T}. (1.5) 
By [12, Theorem 18, p. 2741, the set ext S(Z$,) has the following represen- 
tation: 
extS(Z&)=cl{?tET}, (1.6) 
where f(f) =f(t) for every f E I, and the closure is taken with respect o 
the weak* topology in Z &. 
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At the end of this section we recall the notion of projection. If Y is a 
linear subspace of a Banach space X, then a projection of X onto Y is a 
bounded linear map P: X -+ Y such that Py = y for every y E Y. The set of 
all projections going from X onto Y is denoted by 9+(X, Y). A projection 
P, E .9(X, Y) of minimal norm in 9(X, Y) is called a minimal projection. 
Many applications of projections occur in numerical analysis an 
approximation theory, for Px can be regarded as ap~rQximation to x in 
Y. The quality of this approximation relative to best approximation is 
governed by the inequality 
lIx-Pxl! d III-PII .dist(x, Y)<(l + /iPll).dist(x, Y) for XEX. (1.7) 
If X= C(T), by 9(X, Y, F) we denote the set of all projections such that 
supp(P) c F. 
If Yc X is an n-dimensional subspace we write 1(X, Y) for the set of all 
interpolating projections, i.e., 
P E 1(X, Y) if and only if P = i fi( .). yi, 
i=l 
(1.8) 
where tj E T, yi E Y for i= 1, . . . . n. 
For a more complete list of information about projections the rea 
referred to [I, 4, 5, 7-10, 13-15, 17, 181. 
2. GENERAL CASE 
We start with the following 
LEMMA 2.1. Let X be a normed space and let Y be a Banach space, both 
ouer the same field K (K = R or K = Cc). For L E X(X, Y) put 
crit(L) = {f E ext S( Y*): iIf0 ill = jILlI >. (2.1) 
Then the set crit(L) is nonvoid for every L E .X(X, Y). 
Proof? Fix L E X(X, Y) and consider the function d(f) = ilfo LIl for 
f~ S( Y*). We show that 4 is weak* continuous on S( Y*). By the compact- 
ness of L the space L(X) is separable and since S 0 L = fl L(X) 0 L we may 
restrict ourselves to the case when Y is separable. Following 112, 
Theorem I, p. 4261, the space S( Y*) with the weak* topology is metrizable 
in this case. Now suppose on the contrary that {fn} c S( Y*) tends weak* 
to YES and b(f,-f) >e>O. Then (&-f)(Lx,) > s/2 for some 
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{x,,} c S(X). By the compactness of L we may assume /115x, - y (1 -+ 0 for 
some y E Y. We note that 
I(.&f)(Lxn)I G IV,-f)(Lx,- VII + IK -f)(Y)I 
G 2. I/Lx, - YII + I(f, -fKY)l 
<f 
2 
for n>n,; 
then we have a contradiction. Applying the Banach-Alaoglu and the 
Krein-Milman Theorems we complete the proof. 
Now we prove the main result of this section. 
THEOREM 2.2. Let X, Y be such as in Lemma 2.1. Assume v c X(X, Y) 
is a convex set. Let KE X(X, Y) and V E 9’“. Then we have; 
(a) VEP,(K) (see (0.3)) fund only iffor every UE-Y- there exists 
y*~crit(K- V) such that Ilre(y*o(K--U))I\ 3 IIK- VII. 
(b) V is a SUBA to K in -Y with a constant Y >O if and only if for 
every U E Y there exists y* E crit(K- V) such that 
llre(y* 0 (K- U))ll 2 IIK- VII i-r. IIK- UII. 
ProoJ (a) Fix UE:~. Since Ilre(y*o(K-U))li > I(K- V/I for some 
y* E crit(K- V) VE P,(K). 
To prove the converse, assume that there exists U E 9’” such that 
Ilre(y* 0 (K- U))ll < I(K- Vlj for every y* Ecrit(K- V). Take an arbitrary 
~EE(K- V) (see (0.2)). By Theorem 1.2 and Corollary 1.3, f=x**@ y* 
for some x** E ext S(X**) and y* E ext S( Y*). Following Goldstine’s 
Theorem select a net (xg) c S(X) such that x6 tends to x** weak* in X**. 
Since, by (l.l), re(y*o(K- V)x,) tends to re(y*o(K- I/)*x**)= 
re((x** Q y*)(K- V)) = re((f(K- V)), y* ~crit(K- V). Hence we have 
re(f(U- V))=re(f(K- V))-re(f(K- U)) 
= l(K- V/l -re(y*((K- U)* x**)) 
= (IK- VII -17 re(y*((K- U)x,)) 
2 IIK- VII - (Ire(y*o(K- U))ll >O. 
Following Theorem (0.1 ), V$ P,(K), a contradiction. 
By the same reasoning, applying Theorem 0.2, we can prove part (b). 
For X being a reflexive space we can show the following 
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THEOREM 2.3. Assume X is a reflexive space and let I’, Y, K, V be such 
as in Theorem 2.2. For y* E crit(K - V) put 
A,* = (x E S(X): y*((K- V)X) = l/K- Vii}, (2.2) 
Then we have: 
(a) VE P,(K) if and only if f or every U E v there exists y* E 
crit(K- V) such that inf(re(y*(U- V)x): XE A,.] ~0. 
(b) V is a SUBA to K in “f with a constant r > 0 if and only zyfoi- 
every U E 9’” there exists y* E crit(K- V) with 
inf{re(y*(U- V)X):XEA~*}< -r.(IU- VI/. 
ProoJ: Assume V$P,*(K). Then l]K- U// < IlK- V// for some UE$~. 
Take an arbitrary y* E crit(K- V) and x E A,,. Corn 
re( y*(U- V)x) = re( y*(K- V)x) - re( y*(K- U)x) 
3 l/K- V/I - j/K- UII > 
and consequently inf(re( y*(U- V)x): x E A,,) > 0. 
To prove the converse, suppose that inf{re(y*(U- Y)x): XE A,,,) > 0 
for every y* E crit(K- V) (the set A,* is nonvoid by the reflexivity of X). 
Take an arbitrary f EE(K- V). In view of Theorem 1.2, f= x** @ .y* for 
some y* text S(Y*) and x** E ext S(X**). Since X is reflexive, x** =x, for 
some x E S(X). It is clear that y* E crit(K- V) and x E A,.. Consequently 
re(f( U- V)) > 0 and, by Theorem 0.1, V$ P,(K). 
Applying Theorem 0.2, by the same reasoning we can prove part (b). 
Remark 2.4. If X is an arbitrary normed space it may occur that t 
A,, is empty. Take, for example, X = C i”, the space of all real, 2~ pe 
continuous functions, and let Yn be the space of all trigonometric polyno- 
mials of degree <II. Put VP = P(X, Y,), the space of all projections going 
from X onto Y,,. It is well known (see, e.g., [3, p. 2121) tha 
Fourier projection F, is minimal among all projections, 
FnePy(0). Following [17, Lemma 4.11, F, cannot tain its norm in any 
point of S(X). Consequently for every y* E crit(F,,) set A,* is empty. 
Now we apply Theorems 2.2(b) and 2.3(b) in the case wh 
P(l”,, Y), K=O (/z =Z,((l, . . . . n>) and Yis a hyperplane in 12). 
words we show when a minimal projection P, EP(I”,, Y) satisfies the 
inequality 
ilpll > ilP0ll + r . IIP - Poll for every P E !?(I”, 9 Y), 
where the constant r > 0 is independent of P E .CJ’(E”, 9 Y). 
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THEOREM 2.5. Let Y c l”, be a hyperplane; i.e., Y = ker f for some 
f=(fi ,..., f,)EZ~=Zi({l,..., n}), Ilflll=l. Assume P,E~(Z”,, Y) is a 
minimal projection. Then we have: 
(a) If ilP,,ll = 1, then PO satisfies (2.3) if and only if lfil 3 l/2 for 
exactly one index i E { 1, . . . . n}. The constant r = min{ 1 - 2 . I fj I ; j # i} is the 
best possible. 
(b) In the real case, if l\PO/l > 1 then P, satisfies (2.3) if and only if 
0-c \fjl < l/2 for i= 1, . . . . n. 
Moreover, the constant 
r=min{max{(l-2.1fjl).yi:i=1,...,n}:yES(Y)} 
is the best possible and there holds an estimation 
r~(l-2.lf,l).Ifil/(l-Ifil), 
where l&I=max{(f,I: k=l,...,n) and 
lfil =min(lf,/: k= 1, . . ..n}. 
ProoJ (a) Assume that \fil 2 l/2 for exactly one index ie { 1, . . . . n}. 
Following [ 1, Lemma 11 each P E P(Zz, Y) has the representation 
Px=x-f(x). y’=PA,P for x~l”,, (2.4) 
where yp E I”, satisfies C:= I fi. yr = 1. Hence P - P, = f( .). (y’” - y’) for 
every PE P(Z”,, Y). It is clear that IIP - Poll = I/ ypo - ypll oo. Since 
I fil > l/2, 11 yPo - ypll o. = /yT - ypl for some j# i. By [ 1, Theorem 11, 
yp = l/fi and yJro = 0 for j # i. Consequently I/P - P,Il = / y,Tl for some j # i. 
By Lemma 2 of [ 11, we note that 
which gives the result. 
Now we will show that the constant r = mini 1 - 2. If;. I : j # i> is the best 
possible. Since IIPJy II = IIP,f,,j /I for every f E Z; and y E ker(f ). (vi = yi if 
fi = 0 and yi = fi/lfil . yi in the other case) we may assume f>O. Set 
yk=O, if k# i and k# j, yi = -fj/fi, yi = 1 and let y= (yi, ..,, y,) (the 
index j is so chosen that fj=max(f,:k#i)). Let P=P,-f(.).y. By 
Theorem 2.2(b) and (1.4), it is enough to show that 
II(x+xk)opII < 1 +rl’ l/p-poll for every rI > r and k = 1, . . . . n. 
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At first we note that IjP- P,lI = llyli co = 1. Following [l, Lemma 2], 
II(x+4c)“~II = 11 -“ky:i + Iv:1 ‘11 -f/c for k= I, . ..) n. 
1 -,fi 
SO if k = i, then 
lI~x~x~~opII~I1~~~~(yi+~/~)l+IYi+~/~j/~I 
=l/fi-1+yi.(l-2.fJ 
= lifi - 1 + f,. (2 . f; - 1 )/fi 
<l/fi-l+(l-fj)~(2.f,-l)/fi 
=2.(1-fi)61<1+r,‘l~P-P,il. 
Ifk#iand k#j, thenyf=y,=O. Hence 
/~(x+x,)~PII = 1~ 1 +r,. ilP-Poll. 
If k = j, then 
Applying Theorem 2.2(b), we complete the proof of part (a). 
(b) As in the previous case we may assume fj > 0 for i= 1, . ..~ YI. Let 
us define a function 4: S(Y) + R by the formula 
#(y)=min{(2.fj-l).y,:i=l,...,n). 
Since f, > 0 for i = 1, . . . . II, 4(y) < 0 for every y E S( Y). Mence, by the argu- 
ment of compactness and continuity of 4, the constant y = maxi&y): 
y E S(Y)} is negative. We show that P, is a SIJBA to 0 in P(I”, , Y) with 
r = -y. To do this, following Theorem 2.3(b), (1.4), and Theorem (10) of 
[7], it is enough to prove that for every BEP(~~, Y) there exists 
i E ( 1, . . . . n > with 
inf{((P-P,)x),:xEAi}< -r.llP-Poll 
(we write Ai instead of A,,,). 
(2.5j 
BY (2.41, ll~-f’oll = llYp-~pollm. Set Y=IY~-Y~~)/IIY~-Y~“~~~ Of 
yP = yPo the inequality (2.5) is satisfied). Select ie (1, . . . . a> with Q(y) = 
(2 .fi - 1). yi. Following [ 1, Theorem 2 and Lemma 21, x E Ai if and only 
if xj = -sgn(&) = - 1 for j#i and xi = sgn(1 -fi. yy) = 1. Wence, for 
XEAi, 
which by Theorem 2.3(b) gives the desired result, 
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Now we will show that r 3 (1 - 2 .J;) .fi/( 1 - fj), where & = max& : 
k = 1, . . . . n} and fi = min{f, : k = 1, . . . . n}. To do this, take YES(Y). If 
yk = 1 for some k E { 1, . . . . n}, then 
since f;. < l/2 and fi < l/2. 
In the opposite case yk = - 1 for some k E (1, . . . . PZ} and an easy calcula- 
tion shows that yI >fJ(l -fi) for some IE (1, . . . . n}. We note that 
4(Y) d (2 .f/ - 1) ‘Yl G (2.h - l).fAl -0 G (24 - l).fil(l -fA 
since fi < l/2 and fi z fr. 
Hence y < (2 .J; - 1) .fJ( 1 - fj) and consequently 
rZ(1-2.fi).fJ(l -fJ. 
To prove that the constant r is the best possible, take rl > r, choose 
YES(Y) with d(y)> -rl, and define PEP(Z”,, Y) by P=P,+f(.).y. 
For 1~ { 1, . . . . n} and x E A, we have 
((P-P,)~),=~(x).Y,=(~.~,-~).Y,~~(Y)> -rl= -rlW-POll. 
Since A, = -A X’ --x,) by Theorem 2.3(b), the proof of part (b) is fully 
completed. 
Remark 2.6. In the complex case Theorem 2.5(b) does not hold. 
ProoJ As in the proof of Theorem 2.5(b) we may assume f > 0. It is 
easy to show that the projection P, considered in Theorem 2.5(b) is mini- 
mal in the complex case. By (1.4) and easy calculation Ai = a . A, _ a .+ for 
every CI E @, 11~1 = 1. Hence we may restrict ourselves to the case a = 1. 
Take w~R”ns(Y) and let y=O+i.w. For L=f(.).y,j=l,...,n and 
XEA~ we have re(Lx)j=re(f(x).yi)=(2.fi-1).re(yi) = O> -r.llyll 
for every r > 0. 
Hence, by Theorem 2.3(b), P, does not satisfy (2.3) with any constant 
r > 0. 
However, adopting the reasoning from [l, Theorem 21, we can show 
that the conditions given in Theorem 2.5(b) are equivalent to the unique- 
ness of minimal projection in the complex case. 
3. CRITERIA FOR THE SPACE *(C(T)) 
During this section X= C(T), i.e., the space of all continuous, complex 
valued functions defined on a compact set T with the supremum norm. For 
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Fc T, by 3$.(X) (X(X) if F= T) we denote the space of all compact 
operators going from X to X with supports (see Definition 1.5) contained 
in 8’. For t E T the symbol ? stands for the evaluation functional. 
We start with the following 
LEMMA 3.1. Assume that VEX(X)(O) and Zet card(supp( Y)) < co, i.e., 
VEX. For t^Ecrit(V) (see 2.1) put 
A,= {xES(X): (Vx)t= l/&“li>. (3.1) 
Then for every ? E crit( V) and every ix,> c S(X) with (Vx,)t -+ I/ V/I, there 
exists (zn> c A, with llz, - x,(1 + 0 as n -+ co. 
Proof. Since VE 9(X), V=Cf=, ?,( .). yi, where yi E X, t, E T for 
i= 1 , . . . . k. By the Tietze-Urysohn Theorem jl V/j = ljCF= 1 I yil 11. Fix 
3 E crit( V), (xn} c S(X) with (Vx,)t-+ I/V/j, and let A= (i~(l,...,k): 
yj(t) ZO}. Ar first we will show that x,(ti)-+y,(t)/lyi(t)l =sgn(y,(t)) for 
in A. Since Cf==, jyi(t)l =CisA sgn(y,(t)). yi(t), jx,(ti)l -+ 1 for each i~tS. 
Assume that for some i, E A there exists a subsequence (x,,) with 
ls~n(yi,(t))-x,,(ti~)llx,,(t,)l I 2 d>O for k>k,. 
y the uniform convexity of @ over R, 
I+. (w(y,(t)) + ~nk(tioM~nk(tjo)l )I d 1- 6 
Compute 
for some 6 > 0. 
1 I c Tj ’ iFA lYiCt)l + ,fa ((xn,(ti)llxn,(ti)l). Yitt)) !I 
d iEzfio, Iyi(t)l + (l -6) ’ IYio(t)l < II’ll’ 
But, passing to the subsequence if necessary, CieA (x,,(t,)/jx,,(t,)l) . vi(t) 
tends to I/ V/I as k--f co; then we have a contradiction. 
Now we construct the sequence (z,). For each M EN let us set 
~,=rnax{lx,(t~)-sgn(yj(t))I: I’EA}. 
Fix n EN and for every iE A select an open neighbourhood Ui of bi such 
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that Oj n Dj = @ for i # j and Ix,(s) - x,(ti)l GE, for s E i7,, i E A. Fix i E A. 
An easy calculation shows that for every SE Di 
reC-4d)~ Cre(sgn(yj(t)))-2.&,,re(sgn(yi(t)))+2.s,l 
n[-l,l]=[B,C] 
and 
i&,(s)) E CWsgn(vi(~))) - 2 .E,, im(sgn(v,(t))) + 2.4 
n[-l,l]=[D,E]. 
Let us set Si = c( Ui) u { ti} and define for 
reGQ)L 
‘(‘)= {re(sgn( yi(r))), 
and 
Following the Tietze-Urysohn Theorem, we can extend in a continuous 
way the functionsfi and g, on the whole set Oi such thatfj(s) E [B, C] and 
gi (S)E [D, E] for every SE Oj. It is easy to show that 
Let ni: Bd(Vdyi(t)), ~.2.&,)~Bd(sgn(yj(t)), fi.2.hJnBd(O, 1) 
(B,(x, r) = {v E C: Ix - yl d r}) be a continuous function with 
71i 1 &f(sgn(Jv(t)),r) n B&J, 1) = id (r=J5.2.E,). Put z;=71io(fi+i.gi). We note 
that zl is continuous, z;(t,)=sgn(y,(t)) and sup{ Iz;(s)l: SE Di} = 1. Now 
define a function z,: T -+ @ by 
z,(s) = 
x,(s): s E T\UieA 0, 
27(s): s E ui. 
Since for every i E A and s E g( Ui) z,(s) = x,(s), z, is continuous. Moreover 
llznll =l and z,(t,)=sgn(y,(t)) for ieA, which means that z,EA~. 
To finish the proof, it is sufficient to show JIz, - x,jl + 0. Fix s E T. If 
s E T\uit~ lJi, then 1(x,, - z,)(s)1 = 0. If s E i7, for some iE A, then 
IXAS)-zAs)l G lxn(s)-xn(ti)l + Ixn(ti)-s~n(.Yi(t)Il + Iwdv&))-4dl 
< (2 + Jz. 2). E,. But this gives that llz, - x,II + 0, since E, + 0. The proof 
is completed. 
Now we will prove the main result of this section. 
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THEOREM 3.2. Let Y c ,X,(X) be a convex set. Take KE X,(X), VE Y, 
and assume K- VE 9(X). Then we have: 
(a) VE P,(K) if and only if for every UE Y there exists 
?Ecrit(K- V) such that inf{re(((U- V)x)t): x~A,)<0, where A, is 
defined by (3.1). 
(b) V is a SUBA to K in Y” with a constant r > 0 if and only iffor 
every UE Y there exists ?~crit(K- V) such that inf(re(((U- V)x)f): 
XEA,)<-i=llU-VI/. 
ProoJ: (a) Assume that V$ P,(K). Then there exists UE ?+‘” with 
ilK- U// < IIK- VI/. Take ?Ecrit(K- V) and XEA,. We note that 
re(((U- V)x)t)=re(((K- V)x)t)-re(((K- U)x)t) 
3 IIK- VII - IIK- UII > 0 
and consequently inf(re(((U- V)x)t): x~A,} >O. 
To prove the converse suppose that for some U E Y and every ^ t E
crit(K- V)inf{re(((U- V)x)t): x E A I > > 0. Following Theorem 0.1 it is 
sufficient to show that re(f (U- V)) > 0 for every f E E(K- V) (see ( 
So fix f~ E(K- V). By Theorem 1.2 and Corollary 1.3, f=x** 0% for 
some t E T and x** E ext S(X**). Applying Goldstine’s Theorem we may 
select a net (xg} c S(X) tending weak* in X** to x**. Following (l.l), we 
note that 
jlK- V/J >re(((K- V)x,)t) -+re(((K- V)*x**)t) 
= re(f(K- V)) = IlK- V/l 
and consequently ? E crit(K - V). 
Now let us set fP = xp 0 ? and observe that for every E Jf-(J”) 
fp+=2(W(xp))4(W*(x**))=(x**@?)(W*)=,f(W). 
Hence we may select a sequence (fn} c (fP} (f, =x, 02) such that 
f,(K- V) --f f(K - V) = IIK- V/I andf,(U - V) = ((U - V)X,)S --f 
f( U- V). Following Lemma 3.1, there exists a sequence (2,) c A, with 
l/z, - x,/l -+ 0. It is clear that 
((U- V)z,-(U- V)x,)t-+O which yields ((U- V)z,)t+f(U- V). 
Since for n = 1, 2, . . . . z, EA, and t E crit(K- V), re(f(U- V)) >O which 
according to Theorem 0.1 completes the proof of part (a). Appiying 
Theorem 0.2, part (b) can be shown in the same way. 
Remark 3.3. Assume “Y-, ,X,(X), K, V are the same as in Theorem 3.2. 
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Assume furthermore that card(F) < + co. Then the assumption K- VE 
g‘(X) is superfluous and Theorem 3.2 yields a complete Kolmogorov’s type 
characterization of best approximants and SLJBA elements in this case. 
Theorem 3.2 yields immediately the following result: 
THEOREM 3.4. Let Y c X be its n-dimensional subspace and let v = 
9(X, Y) (see Preliminaries). Assume P, E 9(X, I’) n 9(X, Y). Then PO is 
minimal in 9)(X, Y) (resp. P, is a SUBA to 0 in 9(X, Y) with a constant 
Y > 0) $ and only iffor every P E 9(X, Y) there exists ? E crit(P,) szdch &Jrat 
inf{re(((P,-P)x)t): XEA,]<O (resp. d-r. lIP-P,l( in the case of 
strong unicity). 
Proof. Take K = 0, V = P,, and note that crit( P,) = crit( - PO). 
Theorem 3.2, we derive the desired result. 
e note that Theorem 3.4 extends the result of Cheney (see [4]) prove 
for P, E 1(X, Y) (see (1.8)) in the real case. 
Now we apply Theorem 3.4 to generalize the other well known theorem 
from the theory of minimal projections. At first we introduce some notions 
Let YcX,dim(Y)=n,andletF=(t,,...,t,j,t,Zt,foriZj,m3ni1. 
Assume furthermore that F is total over Y, i.e., if ye Y, 
j = 1, . . . . m, then y = 0. Since dim(Y) = n, we may numerate the 
F in such a way that (*tI 1 y , . . . . i, 1 y) form a basis of Y*. For i = n i- 8, ,.., ?-M 
ut Bi = (1, . . . . YE, i> and select for je B, the numbers 7; such that 
cjtis, l~{l>O and ~jEBi(rj’.?j)ly=O. 
Let us assume P E p(X, Y, F) (see Prelimi~aries~, P = CJ?: 1 iii. ) . u:, 
where uj E Y for j= 1, . ..) m. For i= M + 1, ~..) m define the functions $1 
T-+C by 
VP(S) = c 7;. sgn(~,(s)) (3.2) 
iCB, 
and the functionals qSi by 
$bi= c Zi’.ij. (3.3) 
jEB, 
Then we can prove the following 
THEOREM 3.5. (a) P is not a minimalprojection in 9,(X, Y, F) zyand only 
iffor every iE (n + 1, . . . . m> there exists yj E Y such that for every .?E a-it(P) 
re ( f vp(s).yi(s)- 1 1 5 
i=n+l jtBf i=n+l 
;.y+ 
jcCf 
Iyj(s).q)>i), 
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where Bf=(jE{l,...,n}: uj(s)=O}, C~={jE{iz+l,...,m): Ui(s)=O), 
.EB; =0 (resp. cjtc; =0) ifBf=@ (resp. C%=@). 
(b) P is not a SUBA to 0 in 9(X, Y, F) with a constant r >O if and 
only if for every i= n + 1, . . . . m there exists y, E Y such that for every 
s^ E&t(P) 
where L = CT=,+ i di( .). yi. 
ProoJ: (a) Assume that condition (3.4) is fulfilled and let L = 
C?==n+l 4i(. ) . yi. To prove that P is not a minimal projection, in view of 
Theorem 3.4, it is sufficient to show that for each s^ Ecrit(P) 
inf{re((Lx)s):xEA,j >O. 
Let us denote for i = n + 1, . . . . m, Di = { je Bi: uj(s) #O> and Ej = Bi\Di. 
Fix s E c&(P), x E A,, and compute 
CLxls= j=g+l 4itx).Yi =jz!+, (,tl zi’xCtj) +Tj.xtiiJ) .Yi 
= 5 vp(s)~y,(s)- c ( f r~.yi(S))‘(-x(tj)) 
i=n+l jeBf i=n+l 
- c Tj. y,(s). ( -x(tj)). 
JEC,P 
consequently, since I/xl/ 6 1, we obtain 
re( (Lx)s) >, re ( f v~(s).Yi(sl- 
i=n+l 
By Theorem 3.4, P is not a minimal projection in g(X, Y9 6;). 
To prove the converse, assume P is not minimal in 9(X, Y, F) and 
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choose Poey(X, Y, F) with llPOll < lIPjl. By [6, Lemma 21, we may 
assume 
P,=P+ f $bi(.).Yi for some y,+r, . . . . yrne Y. 
i=n+l 
We show that the functions y,, r, . . . . ym satisfy (3.4). Fix s^ Ecrit(P). By the 
Tietze-Urysohn Theorem we may define a function XE,S(X) with the 
properties 
x( tj) = 
i 
sgn(uj(s)), Uj(S) #Cl 
-wCX.+, +.Y,(s)), Uj(S) = 0 
for j = 1, . . . . 12 
and 
x( tj) = 
{ 
w(uj(s)h uj(s) Z" 
- sgn($ . Yjts)), u,(s) = 0 
for j = IZ + 1, . . . . m. 
Observe that 
(Px)s= f x(tj).uj(s)= 1 x(tj)‘Uj(S)= f lUj(S)l = /(PI/. 
j=l j$BpvCp j=l 
Calculating as in the previous part of the proof we obtain 
((PO-P)x)s= f fzl4. Y,(S) 
i=n+l 
- 
Since, following Theorem 3.4, re(((P,, - P)x)s)) > 0, the proof of part (a) is 
fully completed. 
The proof of part (b) goes on the same line, so we omit it. 
Observe that in the real case if m = II + 1 condition (3.4) reduces to 
v~,l(s).ssn(y,+l(s))- C (3.6) 
which after dividing by I y 
Theorem 51). 
,, + I(s)l yields the result of Cheney (see [8, 
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4. THE CASE OF SEQUENCE SPACES 
Assume Y c c0 (see Preliminaries) is an n-dimensional subspace and let 
y, 2 . ..> y, be a basis of Y. For KEX(C,, Y), K=C~=,fi(.).yj (~,EI~ fm 
i=l > ...> n) Put 
K& t) = i fib). y,(t) for s, t E T. (4.1) 
I=1 
As in the previous section for t E T the symbol Z stands for the evaluation 
functional. By [9, Lemma l] and (2.1), 
Z E crit(K) if and only if t is a critical point of the function 
A,: T+R+ defined by n,(s) = IICy= I V,(S). fi /I 1 = 
CUETIKK(u, s)l, i.e.: /iK(t)=sup(/lK(S): SET) (the 
symbol (1. I( 1 denotes the norm in the space i1). (4.2 1 
Using these notations we may prove the following 
THEOREM 4.1. Let r c X(c,, Y) be a convex set and let KE X(c,, Y), 
VE Y. Then we have: 
(a) V’E P,(K) if and only if for every UE V there exists 1” E
crit(K- V) with 
(b) VE ^ Y is a SUBA to K in v with a constant r > 0 if and only if 
jo~br every UE -Y there exists 1 E crit(K - V) such that 
re 
( 
1 Ku- As, t) .sgn(K,- ds, t)) - c lK,_ &, t)l < --Y Ii U- VII, 
SET > SEA! 
(4.4) 
where A, = (s E T: KK- v(s, t) = O}. 
Proox Assume there exists UE il/‘ such that for every i E crit(K- V), 
(4.3) does not hold. In view of Theorem 0.1, it is sufficient to show that 
re(&U- I/))>0 for every ~~EE(K- V) (see (0.2)). Since X(c,, Y) c 
X(c,), by Theorem 1.2 and Corollary 1.3, q5 = @@y for some 
II/ E ext S(c,**) and y E ext S(c,*). Applying (1.4) and (1.5), we may assume 
that + E I,(T), l+(s)1 = 1 for every SE T and y = t^ for some TV T. Let 
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K- V=C;=lfi(.).yi and U- V=Cr=, gi(.).yi for some fi, g,El,. 
Following Remark 1.4 and (4.2) we note that 
IIK- VII = f$(K- V) = Z(K- v)* I) = i $(fi) . yJt) 
i= 1 
=i$l ( sFTfi(s) ‘$(s)) ‘Y,(l) 
= 1 tits) ‘( i fi(s).Yi(l)) 
SET i= 1 
It means that tj(s) = sgn(K,- V(~, t)) if s E T\A,. Compute 
re(dW- VI) = re 
= re 
( 
1 b+(s) .K,- & t) 
SET ) 
= re 
-,L (-ti(S)).&-v(S, t) ) . 
Since INL. Ai (-WI .K-&, f)))l <ILeA, I&~v(~~ t)l, ret&u- VI 
>re(Cse T Ku-&, t).~gn(K~-.(s, t)))-ILeA, Ku-&, t)l>O.Followiw 
Theorem 0.1, V$ P,(K). 
To prove the converse, suppose V $ P,(K) and choose UE V with 
I/U- KII < II V- KII. Let ZE crit(K- U) be fixed. Define a function tj E 1, 
by 
sgn(KK- y(sy t)h Kc v(s, t) Z 0 
$4~) = -w(&- &, f)), KK-As, t)=O, Ku-As, t)#O 
1, in the opposite case. 
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Let us set q5 = I#I 0 2. Following [16], $ E ext S(Z(c,)). Observe that 
Hence USE (K- V) and, by Theorem 0.1, re($(U- V))> 0. 
N&u- V) = re c WI .K,- v(s, t) 
.SE T 
which gives the desired result. 
Following Theorem 0.2, part (b) can be proved in the same way. 
Remark 4.2. In the real case for’ K = 0 an v = qc,, Y) 
Theorem 4.1(a) was proved by a different method in [9, eorem 1 J 
Now we present a similar result for the space X(1,, Y). To do this, for 
KEX(I~, Y), K=Cy=,f,(.).yi, wheref,EI, for i=l,... :n an 
is a fixed basis of Y, put 
-G(IcI, t)= -jy $(fi).Yi(t), $Ell**> tE?-. 
i=l 
Following the Banach-Alaoghlu and the Krein-Milman Theorems, and by 
the definition of the space Ze(l:*, Y) ( see Proposition d.l), we note that 
the set 
CK = ($ Eext(S(Z:*)): K*(e) = IjKll > 
is nonvoid. Moreover 
ti E CK if and only if c KK($, t) = IlKI/. 
ZET 
Using the above notations we can prove the followmg 
THEOREM 4.3. Let v c X(1,, Y) be a convex set and /et KE X(l,, Y)? 
VE v. Then we have: 
(a) VE P,(K) if and only if for every UE V there exists $ E CK- p 
such that 
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(b) V is a SUBA to K in Y with a constant r > 0 if and only iffor 
every U E Y there exists $ E C,- v with 
re 
( 
c Ku- A$, t). w%- A4 t)) - c I&- Ati, t)l 
tET ttA* > 
< --y. I/U- VII, (4.8) 
where A, = (t E T: KKp y($, t) = O}. 
ProojY (a) Fix KE X(I1, Y) and YE P,(K). Let K-V= 
Cy= 1 fi( .). yi. Assume that for some UE Y, (4.7) is not fulfilled. Suppose 
U- V=Cr= 1 gi( .). yi and take d E E(K- V). We show that 
re(d( U- V)) > 0. To do this, we note that following Theorem 1.2 and 
Corollary 1.3, 4 = $ @ y, where $ E ext S(I,**) and y E ext S(Z:). By (1.5), we 
may assume that yeS(Z,) and [y(t)] = 1 for every t E T. Observe that 
IW- VII = d(K- V = y((K- J’)* $) 
> 
= C Y(t).KK-.($,t) 
IET 
G c I&- v(lcI, t)l G IV- VII. 
tET 
By (4.6), $ E C,_ “. Hence y(t) = sgn(K,- &$, t)) if t E T\A,. Compute 
WW- V)=re Y t $(gi) ‘Yi 
(( i=l 1) 
= re 
( 
tFT y(t). Ku- vWy t) 
! 
= re 
i 
1 Ku- A$, t). sgn(&- A$, t)) 
fET 
- 1 Ku-v($, t).(-Y(t)) 
tGA* > 
3 re c KU- d$, t) .sgn(KK- A$, t)) 
IE T 
- ,,c,, Ku- A$, 0) > 0. 
By Theorem 0.1, V$ P,(K). 
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Now suppose V$ P,(K) and take U E V wit IlK- U/l < /IK- vi/. 
Choose $E C,- V and define y~ext(S(1,)) by 
sgnK- v(rl/, t)), KK- A$, 1) Z 0 
Y(t) = -sgWL A+, t)), KK- “($, t) = 0 and M, ~ V($, r) # 0 
1: in the opposite case. 
Let q5 = $ @ ‘/. Following [16], 4 text S(K(I,)). Observe that, by 
Remark 1.4 and (4.6), 
Hence, by Theorem 0.1, re($( U- V)) > 0. But 
.sgn(&- Ati, t)) - c W- Ah f)l 
itA* 
which gives the desired result. 
By (1.6), Theorem (4) of [9], and similar reasoning as in Theorem 4.3, 
we can prove the following 
THEOREM 4.4. Let “,f = 9(11, Y) and K= 0. Assume furthermore that 
dim( YI A) = dim( Y) f or every infinite set A c (t E T: y(t) # 0 for some 
YE Y>. Then VE v is a minima/projection (resp. a SUEA to 0 in v) if and 
only if ?%eorem4.3(a) (resp. Theorem 4.3(b)) holds true with $EC~-~ 
replacing s^ ECKp “, where s E T. 
The above criterion for minimal projections in the real case has been 
proved (by a different method) in [9, Theorem 51. 
Note added in the proojI It is clear, by Theorems 0.1 and 0.2, that Theorems 2.2, 2.3, 3.2, 
4.1, 4.3 and Corollary 3.3 hold true under the weaker assumptions on the set Y. 
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