value of its individual pixels. Most of existing gamma correction methods apply a uniform gamma value across the image. Considering the fact that gamma variation for a single image is actually nonlinear, the proposed method locally estimates the gamma values in an image database of training images are constructed from various standard images under different gamma conditions. Then by windowing each of the training images, a number of features that characterize images content are computed from its pixel intensity histogram, gray level co-occurrence matrix, and discrete cosine transform domain. To improve the gamma values of an image the aforementioned features are initially computed in sliding windows, then SVM is employed to estimate the gamma value in each window. In this study, it is shown that the proposed method has performed well in improving the quality of images. Subjective and objective image quality assessments used in this study attest superiority of the proposed method compared to the existing methods in image quality enhancement using image gamma value.
INTRODUCTION
Image quality enhancement algorithms are developed to improve the visual appearance of an image by increasing the contrast, adjusting brightness, and enhancing visually important features [1] . Image enhancement is very important pre-processing stage in most image processing applications. For example in face recognition systems, the algorithms may fail to recognize faces correctly due to changes in illumination [2, 3] .
Many devices used for capturing, printing or displaying the images generally apply a transformation, called power-low [4] , on each pixel of the image that has a nonlinear effect on luminance:
In the above equation u ϵ [0, 1] denotes the image pixel intensity; γ is a positive constant introducing the gamma value. By this assumption, the value of γ typically can be determined experimentally, by passing a calibration target with a full range of known luminance values through the imaging device. When the value of γ is known,
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Often such calibration is not available or direct access to the imaging device is not possible, for example when an image is downloaded from the web. Also, most commercial digital cameras dynamically vary the amount of gamma [5] . Hence an algorithm is needed to reduce the effects of these nonlinearities, without any knowledge about the imaging device. In addition to this problem, in practice, these nonlinear effects aren't consistent across all regions of the image. In other words, the value of gamma may change from one region to another [9] . For instance, it is possible that a scene contains a large dynamic illumination range that an imaging device is not able to adequately capture. Thus, especially in very dark or bright regions of the image, some details may become clustered together within a small intensity range [6] . Hence a local enhancement process adjusts the image quality in different regions in a way that the human viewers grasp these details.
Image enhancement can be divided into two categories: spatial domain methods and frequency domain methods. The spatial domain methods operate on image pixels directly, such as: histogram equalization [7, 8] , gamma correction [3, 5, 9, 10] , partial differential equation (PDE) based method [11] [12] , retinex filter [13] [14] [15] . The frequency domain methods directly operate on the frequency domain such as: unsharp masking [16] , combining nonlinear lowpass and highpass filters [17] , homomorphic filter [18] [19] . As mentioned above, imaging devices apply the power low transformation on each pixel of the image; hence gamma correction is required to enhance the image.
Recently, some algorithms [3, 5, 8, 9] have been developed to determine image gamma values. In [5] a blind inverse gamma correction technique was developed exploiting the fact that gamma correction introduces specific higher-order correlations in the frequency domain. In this approach the gamma values from 0.1 to 3 are applied to image pixels in 128×128 windows so that the best gamma value is the one that minimizes those higher order correlations. It means that the image with a proper luminance has a minimum correlation. But unfortunately this method is time consuming and has limited success. In [3] a mapping function is considered to correlate gamma values with pixel values. In fact, the algorithm is a nonlinear transformation that makes pixels with low values brighter, whereas pixels with high values become darker. This transformation leaves midtons with less correction or even no correction. This approach is a pixel wise operation that may be successful on reducing the illumination on the scene. Since local information of the pixels is not used, image distortion may occur in natural images.
In this paper, we present a technique for estimating the gamma values without any calibration information or knowledge of the imaging device in a local approach. In this method, the training images are constructed from nine standard images under different gamma conditions, varying from 0.2 to 2.4. A sliding window of size 64×64 is moved across each image, then a number of features that related to image contents are computed from each window to train the support vector machine (SVM).
To modify the gamma values of an image, the same features are computed in a sliding window moving across the image. Then, SVM is employed to estimate the appropriate gamma values of each window. Finally, by applying the inverse of these gamma values to image pixel intensity, the image with a proper luminance will be achieved.
In the next section, feature selection for the proposed gamma correction is described. In Section 3, SVM classifier is briefly described. Image quality assessment is introduced in Section 4. The proposed algorithm is presented in Section 5. Section 6 shows the results, and Section 7 contains the conclusions.
GAMMA CORRECTION AND FEATURE SELECTION
Gamma correction for image enhancement has been described in more details in [10] . Figure 1 original image; and when the amount of γ is greater than one, the transformed image becomes darker than the original image. According to [20] , the image contents can be described with a number of features in terms of luminance distribution, spatial orientation and frequency energy distribution. They can be grouped into three classes: 1. Feature derived from the histogram. 2. Features derived from the gray level cooccurrence matrix (GLCM). 3. Features derived from discrete cosine transform (DCT) domain. In the following subsections, each category and the extracted features are discussed.
Pixel Intensity Histogram
Histogram demonstrates the probabilistic distribution of gray levels within an image [20] . Figure 1 shows three different gamma condition images with their histograms. It reveals that, when the amount of γ is less than one, pixel intensity histogram has a peak at the right side of the histogram (lighter values), and when the amount of γ is greater than one the pixel intensity histogram has a peak at the left side of histogram (darker values). Also when the value of γ is around one, pixel intensity histogram has a peak at the center. This figure indicates that histogram has useful information for image gamma correction. According to Equation (3), mean pixel intensity is calculated from the normalized histogram, H(g). This feature represents the histogram.
where g denotes a generic gray level value of a pixel, n l indicates the number of such levels (for 8bit images n l =256), and N g is the number of pixel with a gray level g. L1×L2 represents the number of pixels in the image.
The Gray Level Co-Occurrenc Matrix
The gray level co-occurrence matrix is regarded as a two dimensional matrix. Its size is equal to the number of gray levels in an image. For instance, 256 discrete gray levels exist in the images used in this paper; thus, the GLCM for these images is a matrix of size 256×256 [21] . In contrast to histogram, GLCM describes the relationship between the values of neighbouring pixels. It measures the probability that a pixel of a particular gray level occurs at a specified direction and a distance from its neighbouring pixels. This can be calculated by the function P (i, j, d, Ө), where i is the gray level at location of coordinate (x, y), j is the gray level of its neighbouring pixel at a distance d and a direction Ө from a location (x, y) [22] . Ө usually ranges from: 0, 45, 90, to 135 [21] . This is mathematically defined by the Equation (5):
In [23] , fourteen different features of GLCM have been defined. These features consist of texture information, but, there may be correlation between them. Thus, the entire set of 14 features is not needed to be considered [24] . Considering a gray level co-occurrence matrix P, the definitions of the features used in this paper are as follows:
 Correlation Correlation returns a measure of how correlated a pixel is to its neighbor over the whole image. 
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 Homogeneity: Homogeneity is a value that measures the closeness of the distribution of elements in the gray level co-occurrence matrix.
Energy is the sum of squared elements.
Discrete Cosine Transform
Information on image complexity can be derived from the image's frequency energy content, which is described by the discrete cosine transform [25] .It is a technique for changing a signal into elementary frequency components [26] . It represents an image as a sum of sinusoids of different magnitudes and frequencies. With an input image, f, the DCT coefficients for the transformed output image, D, are computed according to Equation (10) . In the equation, f, is the input image of N×M pixels, f(n, m) is the intensity of the pixel in row n and column m of the image, and y(u, v) is the DCT coefficient in row u and column v of the DCT matrix [26] .
The element in the upper left corner D(0,0) is called the DC coefficient, and the other elements are called AC coefficients. The average of original image is represented by the DC coefficient and variations in gray values in certain directions at certain rates are represented by the AC coefficients. The basis functions corresponding to the coefficients D (u,v) are respectively arranged in order of increasing spatial frequencies from the upper left to the lower right corner in the horizontal and vertical spatial dimensions [6] . We compute four following features from DCT matrix D. These features represent image brightness over total variation (F_DC), vertical variation over total variation (F_Hor), horizontal variation over total variation (F_Ver), diagonal variation over total variation (F_Diag), respectively. results in various pattern recognition applications [27] . Also it has been shown to be comparable or even superior to the standard techniques like Bayesian classifiers or multilayer perceptrons [28] .
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SUPPORT VECTOR MACHINE CLASSIFIER
In this paper, we consider gamma correction as a twelve-class pattern classification problem. For each local window in an image, we use nine aforementioned features as the input feature vector to the SVM classifier to determine appropriate gamma value for each window of new image.
Let vector n R x  denotes the feature vector for a pattern to be classified, and scalar y denotes its class label. In addition, let     
Linear SVM Classifier
In the following simple case, the training patterns are linearly separable. There is a linear function of the form as the decision boundary between two classes:
By changing the b and W in Equation (1) for any training set, there may be many hyperplanes that separate the two classes, and the SVM classifier is on the basis of the hyperplane that maximizes the separating margin between the two classes. It is possible to show that a solution of SVM formulation in the linear case is the following equation by using the technique of Lagrange multipliers:
where the 0< ‫ه‬  <C are the Lagrange multipliers and C is a constant.
Nonlinear SVM Classifiers
By first using a nonlinear operator i  to map the input pattern x into a higher dimensional space, the linear SVM can be extended to a nonlinear classifier. Consequently the definition of optimum hyperplane for SVM is as follows:
In the nonlinear cases, the kernel function is defined as:
The kernel function in SVM has the central role of implicitly mapping the input vector into a high dimensional feature space. There exist a number of kernels such as Linear, polynomial, radial basis function (RBF), PUK and sigmoid that can be used in support vector machine models [30] .
Our experimental results in this research indicate that our data are not separated linearly. We use a kernel to classify data using nonlinear SVM classifier. We consider polynomial kernel, because this is among the most commonly used kernels in SVM research. This is defined as follow.
is a constant that defines the kernel order.
IMAGE QUALITY ASSESSMENT
The two types of image quality assessment techniques are the subjective method, which involves human beings to evaluate the quality of the images, and the objective method, which numerically computes the image quality. Since human beings are the ultimate receivers in most image processing applications, subjective evaluation is the most reliable way of assessing the quality of an image. But, it is not usually useful for real world applications because this method is expensive and time consuming [31] . The goal of objective image quality assessment is to design computational models that can predict perceived image quality accurately and automatically. The goal of the objective image quality assessment research is thus to predict the quality of an image as closely as to the subjective assessment. These numerical measures should correlate well with human subjectivity.
MSE and PSNR are the two common objective methods but they do not correlate well with the subjective assessment. They depend on only the difference between the original reference image and the enhanced image, and do not measure whether the enhanced version contains more visual information or not [6] .
Thus, a lot of objective image quality assessments have developed in the past few decades to replace them. The structural similarity metric (SSIM) proposed in [32] is correlated with human visual system. Let x, y be the original and the test images, respectively. SSIM is defined as:
   S is the correlation coefficient between x and y, which measures the degree of linear correlation between them. L measures how much the x and y are close in luminance. C measures the similarities between the contrasts of the images.
where: 
THE PROPOSED METHOD
The proposed method contains two general stages: training and testing stage. Steps of each stage are briefly described as follows:
 As mentioned earlier, the goal of the present research is to estimate the gamma value of an input image without any calibration information or knowledge of the imaging device in a local approach. Hence, a database of images with their related gamma values is initially needed to implement the algorithm. We used nine standard images shown in Figure 2 , and applied twelve different gamma (from 0.2 to 2.4 interval o.2) to each of them to obtain twelve classes of images with different gamma (luminance) values. 
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A sliding window of size 64×64 is moved on the image from top-left side to bottom-right by sixteen pixels in each movement. A value of 64×64 pixels is chosen mainly because this value gives the best trade off between the rendering of local details and the need for reducing space dimensionality. Then nine aforementioned features are computed from each window. These features describe the image content. Hence a feature vector and a gamma value (0.2 to 2.4) will be available for each window. The final database contains 169 feature vectors for each image and a total of 18252 feature vectors for all nine training images. These features with the known gamma values are given to SVM for training.
To determine the gamma values of a new image, as mentioned earlier a sliding window of size 64×64 is moved on the image from top-left side to bottom-right by sixteen pixels in each movement. Then the same features are computed from each window and, SVM is employed to estimate the gamma value in each window.These features are fed to SVM to estimate the appropriate gamma value for each window.
Because of overlapping windows, some pixels have different gamma values. So the gamma value for each pixel is the average of gamma values of that pixel. Hence each pixel has its own gamma value. In other words, a matrix M of gamma values with the same size as the image is achieved. To enhance the image, according to Equation 2 the gamma values are applied to each pixel. Figure 3 shows the result. As it is shown in Figure 3 (b), this approach has blocking effects on the image. In this step, to eliminate the blocking effects, first we apply average filter on M containing the gamma values. Then the filtered gamma values are applied to the image for gamma correction. Figure  4 is shown this result. As is clear the blocking effects are eliminated. 
EXPERIMENTAL RESULTS
In this paper we present a technique for estimating the gamma values without any calibration information or knowledge of the imaging device. We consider subjective and objective image quality assessment to demonstrate the performance of the proposed algorithm. We also compare the results of our proposed method with those generated by two other existing methods [3, 5] (see Figures 5 to 8) . Subjective assessment in these figures indicates that proposed method estimates the gamma value more accurately for most of the input images. Figures 5 to 8 (a) are outdoor images with high contrast under sunlight. Figures 5 to 8 (b) illustrate the results of the proposed method which bring out much more details that would be lost in dark areas of very high contrast in original images. None of the methods presented in [3, 5] does not have these capabilities. Figures 6 and 8 are images with unbalance illumination.
In fact, the enhanced images with our proposed method looks closer to real natural scenes, clearer with more details, and more visually pleasing. Although, this technique can be applied to color images. The HSV color model is adopted in processing color images [33] . In practice, the value (V) is only processed with the proposed method. Then the HVS color model with the modified V is transformed into the RGB color model. Numerical assessment is also performed to show the performance of the proposed method. SSIM is an example of the full reference numerical image quality assessment. Since the reference versions of above test images are not available, ten standard Matlab images are used. First, quality of these images has been damaged by different gamma values, then these images are applied to three algorithm to be restored. The scores listed in Table 1 are computed by SSIM over these ten images. The first row indicates SSIM values averaged over ten images. Respectively, the remaining rows represent standard deviation, minimum and maximum SSIM values of these ten images. As it is shown in Table 1 , the SSIM provides higher scores to the proposed algorithm. The proposed algorithm outperforms the other two algorithms according to their SSIM. These scores are also in agreement with subjective evaluations of human observers. It is expected because this metric considers human visual perception factors. Figures 11 and 12 are two samples of the ten images with their SSIM values. 12 . Comparison between the proposed method and the methods proposed in [3] and [5] (objective quality assessment).
CONCLUSIONS
We have introduced a new gamma correction method that estimates image gamma values without any calibration information or knowledge of the imaging device. The method is able to estimate appropriate gamma values for different regions of the image using SVM classifier. Experimental results in this research indicate that the proposed method improves image quality, and enhances the dynamic and details of the image.
