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Abstract In the image parameter estimation by the linear regression, it has very high degrees of freedom for the
decision of regression coeﬃcients, because the dimension of image vector is huge high. In this paper, we propose a
sequential regression coeﬃcient calculation algorithm, and we realize its calculation for dense samples with reason-
able computational cost. Moreover, we apply this method to the pose estimation of the 3-D object, and we discuss
about limit of parameter estimation ability by the linear regression with the coil-20 image library.
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線形推定によるパラメータ推定ではパラメータ p ∈ Rに対応
する画像ベクトルを x ∈ RN，また回帰係数ベクトルをΩ ∈ RN
とするとき，
p = ΩT x (1)
と簡単に表すことができる．しかし，画像ベクトルの次元は画
像の画素数となるため，128× 128画素のグレイスケール画像
であっても N = 16384となる．この関係を幾何学的に考える
と，N + 1次元空間中に張る N 自由度を持つ超平面を意味し
ており，この平面は図 1に示すように原点を通り，サンプル群
















Ω  x = pT
図 1 画像ベクトルとパラメータの関係
的な関係から任意の N サンプルまで通過する平面を求めるこ
とができる．すなわち，線形回帰であっても n = N までであれ
ばクローズサンプルにおいて誤差無く回帰させる能力を持って
おり，n < N である場合には超平面の設定に N − n自由度の
余裕がある．一般的なパターン認識の問題設定では n  N は
であることが多く，Ωには想像を絶する組み合わせが存在する．
そのため，単純な線形回帰であっても画像ベクトル空間上での














学習サンプル集合を {xi|i = 1, 2, . . . , n}, xi ∈ RN，３次
元物体の姿勢角などの学習サンプルに対するパラメータを
{pi|i = 1, 2, . . . , n}, pi ∈ R とする．ただし画像ベクトルの次






Ω = X(XT X)−1P (3)
と求めることができる．ただし，X = [x1, x2, . . . , xn]，P =
[p1, p2, . . . , pn]
T である．一般的なパラメータ推定問題では，
n  N であることが多く，nが高々数 100程度であれば計算
は容易である．しかし，線形回帰の性能を完全に引き出すべく，
n = N として回帰係数の計算を行うことすると現在の計算機環
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境においても計算は容易ではない．例えば，128×128画素のグ






まず，画像に対応するパラメータが p1 であるサンプル x1 の
みについて式 (2)を満たす回帰係数 Ω1 を定める．ただし，こ
の条件を満たす回帰係数の組み合わせは無数存在するため，




として k1 を求める．この場合，k1 = p1 となる．次に，x1 に







u′2 = x2 − (uT1 x2)u1 (7)
を用いて
p2 = (Ω1 + k2u2)
T x2 = Ω
T
2 x2 (8)
となる k2 を求め，この演算を繰り返して係数ベクトル Ωを更











Ωi = Ωi−1 +
1
uTi xi













4. 1 物体認識および 1軸姿勢推定への応用
認識実験ではアピアランスベースの物体認識のテストサンプ
ルとしてよく知られている coil-20 [14]を用いる．coil-20は 20
物体について各物体鉛直軸回りに 72ステップで撮影された総
数 1,440枚の 128× 128画素のグレイスケール画像からなる画
像ライブラリである．本実験では，画像 xのパラメータを物体






























































































(a) Object Recognition Results.
# of samples.





































































図 4 2 軸の回転パラメータ設定
object 1 object 2 object 3 object 4

















定において θを 72ステップ (5[deg.]刻み)，ψを 256ステップ






の 18432 枚のサンプルに対する係数ベクトルの計算は Linux
ベースの計算機 (CPU:2.67GHz,RAM:2GB)にて 4時間 51分





タの画像群 (パラメータ {(θ, ψ)|θ = 0, 5, . . . , 355[deg.], ψ =
0,Δψ, . . . , 255Δψ[deg.],Δψ = 360/255[deg.]} における画像
群)，すなわちクローズサンプルでのパラメータ推定を行い，推
定推定値と真値との最小二乗残差を求めた．この結果を図 7に
示す．また，パラメータ ψ の値を 360/512[deg.]ずらしたオー
プンサンプル (パラメータ {(θ, ψ)|θ = 0, 5, . . . , 355[deg.], ψ =
0.5Δψ, 1.5Δψ, . . . , 255.5Δψ[deg.],Δψ = 360/255[deg.]}にお
ける画像群)，について同様に推定推定値と真値との最小二乗
残差を求めた結果を図 8 に示す．図 7 および図 8 を見ると，
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図 6 2 軸パラメータ推定における回帰係数ベクトル (obj4)
# of samples
















































































































q = ΩT y (19)
が成立する必要がある．つまり，(y, q) は学習サンプル群
{(xi, pi)|i = 1, 2, . . . , n} により求められる超平面に誤差な
く乗るということである．今回の実験ではランダムにサンプ
ルを選び回帰係数 Ωを更新したが，もし n個のサンプルで求
めた回帰係数 Ω がすべての未学習サンプル y で式 (19) を満
たすなら，式 (11) より更新ステップ k, (k <= n + 1) において
Ωk = Ωk−1 となり Ω は収束するはずである．また，これは
Rank({(xi, pi)|i = 1, 2, . . .}) = k を満たすということである．
しかし，このとき Rank({xi|i = 1, 2, . . .}) < k であると線形
射影では表現できないため，
Rank({(xi, pi)}) = Rank({xi}) <= n <= N ′ (20)
が線形射影によりパラメータが推定できる条件であると思わ













N 次元の画像ベクトルにはN の自由度があり，式 (1)に示す
線形回帰では，{xi|xi |= xj , i |= j}であれば，代数的な関係か
ら N 個のサンプルまで回帰を行うことが可能である．しかし，
4. 2での実験結果では，N = 16384に対して，14800サンプル






object1 object2 object3 object4
# of valid pixels 15,928 16,058 16,271 14,780





































タ ψ は像面周りの回転であるため，Gψ は簡単には画像を画像
中心を原点とした極座標変換して半径軸に投影したヒストグラ
ムであり，Gψ による投影では半径方向の画素数 r の次元の部
分空間に投影される．従って，θ のパラメータ推定は r ステッ
プより大きい場合では回帰が破綻する．ただし，ψ のバリエー
ションが粗である場合には，いくつかの ψ のみで不変となれ
ばよく，その場合は Gψ による不変部分空間の次元は r より大
きくなるが，ψ の刻みが細かく，飽和している場合には不変部
分空間の次元は r となるものと思われる．今回の実験では，画
像サイズは 128× 128画素であるため，θ のステップ数 (72ス
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