Light field imaging with a plenoptic camera provides the ability to capture three dimensional information about a given volume or flow with a single camera. The single camera nature of this technique allows for imaging in environments with restricted optical access. Such environments are often associated with chemically reacting flows, which often have minimal external access due to high temperature and pressure. The plenoptic camera shows promise as an emerging tool for investigation of these flows, although its application in these environments is still largely unexplored. An overview of the basics of light field imaging with a plenoptic camera is given with a focus on the ability of the camera to refocus an image after it has been acquired. Three dimensional deconvolution is discussed as a 
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I. Introduction
HEMICALLY reacting flows present challenges to traditional techniques for flow diagnostics. Such flows are of great interest to the aerospace community, but conventional flow characterization approaches can be illsuited for such applications. Flames and combustion processes are often highly three dimensional (3D) and unsteady. To fully capture the structure of such flows, 3D imaging techniques are required. However, practical considerations like limited optical access compete with this requirement.
A variety of 3D flow measurement techniques have been developed which have found use in flame and combustion diagnostics. For flow field determination, particle image velocimetry (PIV) methods are commonly used. PIV measures the particle displacements in a flow to calculate velocity vectors [1] ; when extended to 3D, the technique is known as stereo PIV. Stereo PIV uses a two camera setup to calculate displacements in the depth-wise direction but is limited to a narrow volume in the depth-wise direction. Tomographic PIV methods offer better depth resolution but require arrays of cameras (with corresponding optical access) to acquire the necessary views.
Laser induced fluorescence (LIF) is a diagnostic technique that uses a laser to excite species in a chemically reacting flow. LIF fundamentally measures the concentration of a given species at a specific energy state in a flow [2] but can be used to measure the velocity of the flow via Doppler shifts [3] . LIF has also been extended to 3D through via scanning methods [4] .
A relatively new technique to emerge in the field of 3D flow diagnostics is that of light field imaging with a plenoptic camera. While quite similar to a conventional camera in most regards, in a plenoptic camera an array of microlenses is mounted a short distance in front of the image sensor. For a plenoptic camera, a conventional main lens focuses light onto the microlens array, after which the light is focused onto various pixel locations on the image sensor depending on the direction of a given incoming ray of light. Both the position and angle of incoming light rays is thus captured. This constitutes a sampling of both the spatial and angular information in a scene to capture a so-called light field of the scene [5] . With this combined spatial and angular data, a single raw plenoptic image can be computationally processed to generate new, unique images of the scene.
Light field imaging with a plenoptic camera possesses several advantages as a 3D flow measurement technique. In contrast to many of the other 3D methods, this technique requires only a single camera to capture 3D flow measurements. While other techniques may rely on scanning mirrors and complicated optical setups, the plenoptic camera has no moving parts, and as a single camera technique, it avoids the need for multiple camera alignments. Although the plenoptic camera is just a single camera, it nevertheless densely samples the angular information in a scene due to its tightly packed microlens array. The plenoptic camera is also uniquely suited for imaging chemically reacting flows as it has minimal optical access requirements unlike other 3D multi-camera techniques. With a single image, the plenoptic camera can capture a snapshot measurement of a rapidly evolving flow field.
Although the concept of the light field is actually quite old [6] , the development of this idea into the plenoptic camera has occurred relatively recently. Adelson and Wang [7] described the plenoptic camera in the early 1990s before it was physically realized in a compact form factor by Ng et al. [8] [9] in the mid 2000s. Additional work towards extending the plenoptic camera by Lumsdaine and Georgiev [10] bears mention here as well. Over the past several years, the Advanced Flow Diagnostics Laboratory (AFDL), has been pursuing research with plenoptic cameras, particularly with regard to 3D plenoptic PIV techniques [11] [12] . While capturing 3D flow measurements with a plenoptic camera is still a novel technique, it is being increasingly used by other labs and research groups as the technology and tools mature.
In regards to chemically reacting flows, all of the above techniques have been used to image flames in 3D. Weinkauff et al. [13] used tomographic PIV to conduct 3D measurements on a seeded jet burner flow. Li and Ma [14] recently used similar tomographic techniques with an array of cameras to image turbulent reactive flows without any seeding by instead relying on the chemiluminescence of the flames. Cho et al. [4] used a 3D LIF technique to capture the combustion of droplets.
Currently, little research has been conducted into flame imaging via a plenoptic camera. Greene and Sick [15] described their use of a commercially available Raytrix camera to examine the flames from a soldering torch and acetone-seeded nitrogen jets. Their camera differs from the plenoptic camera used in this research. In the Raytrix camera, the measurement of spatial and angular information is interrelated. This makes the analysis more challenging than in our camera, where the position and angle of the light rays are independently measured. Greene and Sick were able to estimate the depth of the front surface of the soldering torch flames and nitrogen jets but were unable to reliably identify the rear surface of the flames or jets without generating erroneous additional results. Their experiment was limited by several factors, including a non-monochromatic sensor, small pixel size, and small C microlens aperture. Additionally, it appears they did not use deconvolution or tomographic techniques. Our plenoptic camera implementation in this paper improves upon each of the above limitations. A more directly applicable paper [16] by a fellow research group here at Auburn University recently laid the groundwork for a deconvolution framework with a plenoptic camera from a signal processing perspective. Their work complements this research effort.
The purpose of this paper is to posit 3D deconvolution as a viable technique for resolving additional detail at distinct depth planes in a volume containing flames or other translucent source. An overview of fundamental concepts of light field imaging with a plenoptic camera is presented along with several sample images showcasing the abilities of the camera. The technique of 3D deconvolution is introduced with a brief discussion of the implementation of the algorithm. Attention is given to the choice of the point spread function in the deconvolution algorithm for the plenoptic case. The experimental setup used in this research is described, and some preliminary results demonstrating the viability of this technique for 3D flame imaging are shared. Conclusions are given along with a look towards future work.
II. Plenoptic Camera
The plenoptic camera is useful for flow diagnostics since it enables the rapid acquisition of light field image data. The plenoptic camera is very similar to a conventional camera in design and function. Both plenoptic and conventional cameras have a main lens with a finite aperture to focus incoming light rays and an image sensor (or film) to record the intensity of the rays. The key difference between a conventional camera and a plenoptic camera is that a plenoptic camera has an array of microlenses inserted a small distance in front of the image sensor. The plenoptic camera for this research was constructed using a 16 megapixel (MP) Imperx Bobcat ICL-B4820 conventional camera with square pixels 7.4 microns in size. A rectangular microlens array manufactured by Adaptive Optics Associates, Inc was precisely positioned 500 microns from the image sensor using a custom mount. The focal length of the microlenses is 500 microns, with a microlens pitch of 125 microns. This assembly can be seen below in Figure 1 . The function of the microlens array is to capture the angular information that is associated with a light ray, which is otherwise lost with a conventional camera. This is accomplished by focusing the main lens on the microlens array. Each individual microlens images the main lens aperture onto the image sensor. This process is illustrated in Figure  2 .
Figure 2: Diagrams of a conventional camera (top) and a plenoptic camera (bottom)
The diagram of a conventional camera shows a cone of light rays from a point in space being focused by the main lens onto the image sensor. Since the point in space is in focus, the light rays converge to a single pixel on the image sensor. Now observe the diagram of the plenoptic camera. The basic configuration is the same; however, there is now a microlens array in front of the image sensor. Consider the topmost subset of light rays emitted from the point in space, shown in dark orange. These rays are focused through the main lens onto a single microlens in the array. The rays are focused again by the microlens onto a single pixel on the image sensor.
This process occurs for each subset of the main bundle of incoming light rays. Each subset of light rays strikes the same microlens and is then focused onto different pixels behind the microlens depending on the incoming direction. Compare this to the conventional camera where all the incoming light rays, regardless of incident direction, are focused to a single pixel. While a plenoptic camera will nominally have a lower spatial resolution (equal to the number of microlenses in the array), angular information is now captured as the different subsets of light rays are recorded striking different pixels behind a microlens. In this way, the plenoptic camera trades off spatial resolution for angular resolution.
Initial image acquisition with a plenoptic camera follows the same procedure as image capture with a conventional camera. Since plenoptic cameras capture the light field of a scene, post-processing is necessary to both structure the acquired light field data and to display it in a meaningful form. A sample raw plenoptic image is shown below in Figure 3 . The raw plenoptic image in Figure 3 looks no different than a regular image that is slightly out of focus. This is because the natural integration of the human visual system and the display used in viewing this image causes the image to appear smooth. Examining the magnified portion of the image shown in the inset reveals the circular images formed by the each microlens, termed sub-aperture images. The angular information in a scene is embedded in these sub-aperture images and opens the door to a variety of computational photography techniques. The two techniques often demonstrated with plenoptic cameras are perspective shifts and image refocusing.
Various perspective views of a scene can be generated from a single raw plenoptic image. This procedure corresponds to stitching together a new image by selecting a single pixel from the same relative location in each array of pixels behind each microlens. An example of perspective shifts from the raw plenoptic image in Figure 3 The image on the left of the figure corresponds to a leftmost perspective. The image on the right of the figure likewise corresponds to a rightmost perspective. Observe how the "d" in the "Light-Field" text becomes partially obscured by the camera lens in the right image, whereas it is unobstructed in the left. The power of perspective shifting a plenoptic image is more easily seen in an animation, as a new perspective image can be generated for every pixel that is behind a microlens.
The angular information captured by the plenoptic camera can also be used to generate refocused images of the original scene. A refocused image is generated by integrating certain pixels behind each microlens to form a refocused image of the initial scene. The equation used to select these pixels is based on simple geometric optics. Since the plenoptic camera captures the angular information for incoming lights rays, it is possible to determine the plane at which a set of out of focus light rays would have converged to be in focus. A depth parameter α, as defined in Ng et al. [8] , is used to control the depth of the synthetically refocused plane. An example of refocused images from the initial raw plenoptic image in Figure 3 is given below in Figure 5 . In the leftmost image of the above figure, the binder titled "Introduction to Light-Field Imaging" is in focus for a selected depth parameter α of 0.98. In the rightmost image, the depth parameter α was set to 1.13 to focus on the Lytro® camera in the foreground of the scene. While the perspective shifts exposed the depth (angular) information in the parallax between objects, the refocusing method reveals the presence of depth information through the relative sharpness of objects in the scene. Objects at the synthetic focal plane will be sharp (in focus) while objects away from the synthetic focal plane will appear blurred and out of focus. Varying the depth parameter α allows for refocusing to arbitrary planes, subject to physical limitations imposed by the given optical setup. It is important to note that the out of focus objects that are in front of the focal plane will obscure the in focus objects behind it. This study is focused on recovering this obscured data at the focal plane and the process for doing so is discussed in the next section.
These computational photography techniques are implemented in several codes used by our lab to process plenoptic images. A toolkit was developed in MATLAB by this paper's authors to facilitate easy plenoptic image processing and image generation. The Light Field Imaging Toolkit (LFIT) handles all the fundamental components of plenoptic image processing and provides versatile image export capabilities for perspective shifts and image refocusing. LFIT requires a raw plenoptic image (or images), a corresponding plenoptic calibration image, and knowledge of various camera parameters from a given experimental setup. LFIT uses the calibration image to identify the spatial location of the center of each microlens. Using this information, a given input raw plenoptic image is next interpolated onto a plaid grid. The structured light field data is then available for processing by various functions to generate perspective shifts or refocused images as demonstrated in Figure 4 and Figure 5 . Export options include typical static image formats like PNG and TIFF. Animations of perspective shifts and refocusing sequences can also be exported as an animated GIF or as a video in several common formats. A batch mode is also included as an option for automated processing of large quantities of plenoptic data.
LFIT is based on the fundamental equations described by Ren Ng. The interested reader is encouraged to consult his work [8] [9] for a deeper look at the fundamental equations and principles behind the plenoptic camera. The ease of light field acquisition via the plenoptic camera combined with the developed tools above makes the plenoptic camera a powerful device for 3D flow diagnostics.
III. Resolving Depth Information
A. Computational Refocusing
To fully leverage the spatial and angular data captured by the plenoptic camera, several techniques can be used to represent a given plenoptic image in a three-dimensional sense. The most basic way of representing this data is by generating a focal stack. A focal stack is generated from a single plenoptic image and consists of a series of refocused images at different depths in the imaged volume. As the image is refocused, different objects in the scene will come into or out of focus. This blur from objects off the focal plane can obscure the desired image at the refocused focal plane. Because of this, the focal stack can be thought of as a crude 3D approximation of the volume.
Each layer of the focal stack corresponds to a different location of the synthetic focal plane in the volume. This can be seen by examining the thin lens equation in Eq. (1) below.
(1)
Note that corresponds to image distance, to object distance, and to focal length of the main lens. It is straightforward to solve for , as the focal length of main lens is known and can be calculated from the magnification as in Eq. (2) below. (2) In practice, the magnification for an experiment can be easily measured by placing a ruler or object of known dimensions at the nominal focal plane of the camera. The thin lens equation of Eq. (1) 
The above Eq. (4) can be used to calculate the depth location of the focal plane for each layer of the focal stack. Generally this will be expressed as an offset from the nominal focal plane of the experiment.
While arbitrary values of can be used to refocus to arbitrary focal planes in the volume, the depth resolution is not infinite. The depth of field (DOF) of the optical setup will constrain the resolution in depth of the refocused images. The depth of field of an imaging system is the range about the focal plane of the camera in which objects are acceptably sharp [17] . The depth of field for close objects (where the magnification is between 0.1 and 1.0) can be represented by Eq. (5) below. (5) The above equation gives the depth of field, where is the circle of confusion, is the f-number, and M is the magnification. The circle of confusion refers to the size of the blur circle below which image detail cannot be perceived [17] . For a given image sensor in a plenoptic camera, the spatial resolution is constrained by the number of microlenses in the microlens array. For a plenoptic camera, the circle of confusion can be taken as the diameter of a single microlens.
Note that the microlenses in the microlens array are imaging the aperture of the main lens of the camera. Changing the aperture of the main lens of the camera to be larger or smaller will likewise affect the size of each image formed behind each microlens. As explained by Ng [8] [9] , to maximize the size of the images behind each microlens without overlap, the f-number of the microlenses should be matched to the f-number of the main lens. The f-number of the main lens used here differs slightly from the conventional usage; here it is the image side f-number, given below in Eq. (6).
This image side f-number is the distance between the principal plane of the main lens and the microlens plane, , divided by the diameter of the main lens aperture, D. Using this relationship with the a priori knowledge of the fnumber of the microlens array, , the matching main lens f-number can be solved for as in Eq. (7).
The above relationship can also be substituted into Eq. (5) to obtain the depth of field variation with distance of nominal focus (that is, object distance ). These maximally large images behind each microlens without overlap will permit the greatest recording of angular data.
To maximize the depth of field in a conventional camera, the aperture of the main lens can be reduced in size by increasing the f-number. The tradeoff is that with less light entering the camera, a longer exposure is required to record a sufficiently high signal. With the plenoptic camera, images are captured with the main lens aperture as open as possible without inducing overlap between the sub-aperture images behind each microlens. This has the additional benefit of increasing the recorded signal intensity. In post-processing of the plenoptic image, the aperture can then be digitally stopped down to a small value to extend the depth of field.
By selecting the same relative pixel behind each microlens, a perspective image can be formed. This perspective image will have a depth of field which corresponds to an aperture that is 1/P large, where P is the number of pixels across each microlens. That is, the synthetic aperture of the perspective image will be P times narrower than the actual aperture of the main lens. This means that a single pixel sets the overall depth of field for the image. Comparing Figure 4 to the raw image of Figure 3 , the increased depth of field afforded by a perspective view can be seen. The refocused images in Figure 5 show the different objects in focus since the synthetically refocused plane falls within the depth of field for a main lens aperture that is P times narrower.
The key conclusion from the above discussion is that the number of distinct planes that can be refocused is proportional to P. In other words, if a single pixel sets the overall depth of field, then P different planes should be resolvable within that depth of field. Refocusing beyond those limits is possible, with the caveat that the spatial resolution will drop.
B. Three-Dimensional Deconvolution
3D deconvolution promises improvements over the method of computational refocusing alone. As stated above, the refocusing technique suffers from out-of-plane blur contributions to the desired in focus plane being examined. Three-dimensional deconvolution seeks to reassign these out-of-plane blurs to their original in focus locations. Also, note that the depth of field considerations outlined above apply to this technique as well.
The method of 3D deconvolution is built upon the assumption that the blur in an image can be represented by the convolution of a hypothetical in-focus image stack with some 3D blurring function. This is typically shown in the form of Eq. (8) below. (8) In the above equation, is the experimental blurred image stack, is the hypothetical sharp image stack (or volume), and is a function modeling the blurring process. A noise term, η, is included as well since noise will be present in any real image. The process of 3D deconvolution seeks to solve for the in focus image stack, . Different 3D deconvolution algorithms take different approaches towards solving this equation; a full discussion of the various approaches is beyond the scope of this paper, but excellent overviews of the pertinent techniques are given in Wallace et al. [18] and Sarder and Nehorai [19] .
The specific deconvolution technique used in this work is a regularized 3D Wiener filter, implemented via Eq. (9) below. (9) Note the similar notation to Eq. (8), albeit with the terms converted to the frequency domain via fast Fourier transforms (FFT) in 3D.
is the deconvolved image stack, is the point spread function (PSF), is the refocused image stack, and is a regularization parameter. To perform this 3D deconvolution in practice, one (or more) plenoptic images are captured during an experiment. After performing other standard procedures (camera calibration, magnification determination, etc.), a single plenoptic image is loaded into the Light Field Imaging Toolkit (LFIT) and processed to generate a focal stack of refocused images. To enforce the shift-invariant model [16] assumed in this paper, the images are spaced equally in . This corresponds to a linear spacing in the image domain but a non-linear spacing in the spatial domain. A 3D FFT is then taken of the focal stack to obtain . To obtain , the point spread function must be characterized. The PSF is the impulse response of an optical system that characterizes how a point of light spreads out as it moves away from the nominal focal plane. At the focal plane, a 2D slice of the PSF will be a small, in focus point; away from the focal plane, this point blurs (spreads) according to the optical configuration. A different optical setup will result in a different PSF. The quality of the 3D deconvolution results will vary with the quality of the supplied PSF.
In the field of microscopy, the PSF is often calculated experimentally. A slide with sub-pixel sized fluorescent beads is prepared, mounted, and then translated through the desired experimental volume beneath the microscope. A bead is treated as a point source and used to create an image stack of the bead at different defined depths in the volume. After some processing, the bead image stack becomes the 3D PSF for the microscope for the given optical configuration. In this microscopy example, the PSF is treated as shift invariant-the same PSF is assumed to be valid for every point in the volume. This is a fair assumption for many cases in microscopy [18] , but in conventional (macroscopic) imaging the PSF will be shift variant, which adds considerable complexity to the problem. However, our implementation can be reasonably modeled as shift invariant, although some artifacts in the deconvolved image stack will occur where this model no longer holds [16] .
The PSF used in the deconvolution can be obtained in a number of ways. A pure analytic approach could be taken, modeling the PSF according to geometric optics with knowledge of the optical path. Alternatively, an empirical approach could be used by imaging a point source of light at the nominal focal plane of an experiment and generating a focal stack. The approach used in this research is a hybrid technique. A vertical cross section of the 3D PSF used for the results in this paper is given below in Figure 6 . The nominal focal plane for the experiment is at the center of the z axis of the above stack in the region of bright slices. A point source is simulated at this nominal focal plane. Moving off the nominal focal plane in either z direction results in decreased perceived intensity as the point source spreads out and blurs.
For a point source of light at the nominal focal plane of the camera and an appropriate placement in plane, a single microlens would be illuminated. The hybrid approach is to synthetically "illuminate" the microlens closest to the center of a raw plenoptic image. A raw plenoptic image of a white surface is captured during a given experiment. This white image is modified in an image editor to saturate the center microlens, while zeroing out all other microlenses. The modified image is then refocused to the same values of as in the focal stack of the experimental image. This focal stack of the modified raw image constitutes the 3D PSF used.
IV. Experimental Arrangement
An experimental setup was devised to demonstrate the feasibility of applying the 3D deconvolution technique. The flame sheet placed in front of the target was designed to emulate the out-of-plane blurring that might be encountered in a reacting flow environment. A diagram showing the layout is shown below in Figure 7 . The previously described plenoptic camera was used to capture images of a standard 1951 United States Air Force (USAF) resolution target. A Thorlabs FGB37S 335-610 nm glass bandpass filter was mounted directly in front of the 135 mm Nikon lens in order to attenuate near-infrared emissions from the flame. The f/stop used was f/4, and the exposure was 1/100 th of a second. The test target, shown below in Figure 8 , was selected to facilitate comparisons between standard refocusing and deconvolution. The target was obscured by a curtain of flames emanating from a modified Bunsen burner placed in the optical path between the camera and target.
Figure 8: Standard 1951 USAF resolution test target
The 1951 USAF test target is commonly used to determine the resolving power of a given imaging system. While a standard procedure exists for interpreting this target, the inherent variation of the flame sheet obscuring the target does not lend itself for a repeatable resolution test here. The coverage of the translucent flame structures in front of the target is non-uniform and will vary with time. In the context of this experiment, selected bar patterns serve as a generic spatially resolvable structure of known appearance. These will be used to quantify improvements gained by applying the 3D deconvolution algorithm as discussed below.
V. Preliminary Results
A. Image Refocusing
To show the ability of the plenoptic camera to resolve objects at different depths via computational refocusing in a flame environment, raw plenoptic images were captured of the target as described above with the flame sheet active. A single raw plenoptic image was selected for processing in LFIT. This raw image was refocused to 250 planes in the volume with a linear spacing in the depth parameter to maintain the validity of the shift-invariant model assumed earlier. A sample slice extracted from this volume and then normalized is shown below in Figure 9 . This slice corresponds to the refocused focal plane located at the target. The target as seen above is indeed in focus, but the out of focus flame structures reduce the visibility of the target. This illustrates the earlier discussed weakness of computational refocusing alone as a flame resolving technique; translucent objects located at planes other than the refocused plane will contribute significant blur to the output image. This can negatively impact one's ability to resolve a given in focus plane as seen in the figure.
B. 3D Deconvolution
Three dimensional deconvolution promises an improvement over the above results by using a model of the blurring process (the PSF) to reassign the blurred light rays to their respective planes of origin. It should be noted that this is not simply a 2D deconvolution; the kernel used in the deconvolution here is 3D as described previously. The advantage of the 3D deconvolution technique is that it requires no a priori assumptions regarding the nature of the volume. The refocused image stack from above was three dimensionally deconvolved with the 3D PSF to yield a deconvolved image stack. Below in Figure 10 is a slice of the deconvolved volume corresponding to the focal plane of the target. A regularization parameter of was used to obtain the above result. The displayed image here was normalized for clarity. By comparison to Figure 9 , the flame has been largely removed. Qualitatively, the bar target is much sharper with a higher contrast in the deconvolved image than in the refocused image. Some residual artifacts remain above the target where the PSF used in the deconvolution failed to fully match the actual PSF.
C. Quantitative Comparison
To better measure the improvement due to the application of 3D deconvolution, a single grouping of the bars on the target was selected for comparison. The region of comparison is shown below in Figure 11 . 
D. Flame Results
While above the focus was on the target, the flame itself can also be examined. The slice from the refocused image stack corresponding to the flame focal plane is shown at left in Figure 13 , and the deconvolved slice corresponding to the same depth is shown at right in Figure 13 . The target had a significantly lower intensity than the flame itself. Even so, the blur from the out of focus target was successfully removed from the flame focal plane in the deconvolved image. The flame itself is also more sharply defined in the deconvolved image. This shows the feasibility of examining flame structures in a volume containing reacting flows or other translucent media.
VI. Conclusion
The rapid acquisition of the light field in a given volume with a plenoptic camera has opened the door to a wide variety of applications. The above results show the promise of using a plenoptic camera to image flames or more general chemically reacting flows. The technique of 3D deconvolution has been successfully applied to resolve previously obscured detail at distinct depths in a volume. The continued refinement of this technique will serve to enhance the capabilities of the plenoptic camera as an emerging tool for flame diagnostics.
There are a number of different areas within this technique that can be explored in future work. The choice of the PSF here was sufficient to yield measurably improved images following the deconvolution process. However, given the sensitivity of the deconvolution process to the PSF, future work can investigate the impact of different PSFs on the quality of the deconvolved images. Another question raised by this research is that of the limits of the technique. While the principle behind resolution in depth via the depth of field equation was outlined, future experiments will seek to investigate the minimum resolving distance between flame and object from an experimental perspective. Regarding the deconvolution process itself, although the 3D regularized Wiener filter implemented here yielded quality results, other deconvolution algorithms can be compared in future work to determine which algorithms are best suited for handling plenoptic images of translucent media.
The relatively simple setup of the plenoptic camera coupled with the powerful technique of 3D deconvolution makes it an attractive option for studying various types of flames. As a single camera technique, experimental setups are significantly streamlined while the need for complex multi-camera calibrations and alignments is eliminated. The plenoptic camera's minimal optical access requirements make it uniquely suited for imaging chemically reacting flows. From a single image, a plenoptic camera captures 3D data without any scanning mirrors or moving parts. All these factors commend the plenoptic camera as a useful tool for flow diagnostics, particularly in the context of flames. The addition of 3D deconvolution only enhances the plenoptic camera as a flow diagnostic tool. In contrast to other image processing techniques, 3D deconvolution does not require any prior assumptions regarding the nature of the volume. This makes the technique versatile and well suited for imaging subjects such as flames where the structure may be unknown prior to the experiment. As plenoptic camera technology and processing tools continue to mature, this device will become increasingly useful for characterizing chemically reacting flows.
