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Abstract
We propose a new multimodal image registration method when using diﬀerent imaging modalities separately. The proposed method
ﬁrst aligns corresponding extracted geometric features (continuous curves), and then estimate the deformation vector ﬁeld as spatial
stochastic processes. The resulting deformation has the advantage of registering the given data in such a way that the corresponding
curves-regions match as being suﬃciently smooth over the whole image domain. Experimental results on both synthetic and real
data show that the proposed method matches the state-of-the-art.
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1. Introduction
The recent advances in imaging have led to an increased need for image registration methods which are used in a
large number of applications including medical imaging, computer vision, graphics, etc. The image registration prob-
lem consists of mapping a target image to a reference image under certain constraints. The estimated deformation can
be based on intensity (gray-scale level correspondences), geometry (features or landmarks) or both1. The registration
problem can be rephrased as a variational or statistical problem where several diﬀerent models are available to predict
the deformation vector ﬁeld on the whole image domain. Thus, one has to build an eﬃcient model that best matches
the given landmarks (points, curves, surfaces, etc.) accurately, e.g. as being smooth enough2.
In medical imaging, registration and fusion are required for combining diﬀerent modalities for monitoring of
diseases, treatment validation, and comparison of the patient’s data with anatomical atlases. In this paper, we focus on
curves-based multi-modal registration for the preoperative, non-invasive diagnosis of endometriosis and we refer to1
for general cases. In this context, the two modalities (MRI and TVUS) have diﬀerent intensity distributions (see the
example in Figure 1), which makes the intensity-based methods inaccurate. On the other hand, one can easily deﬁne
common geometric features of corresponding organs in the two images (e.g. ovary and bladder outlines shown in
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Fig. 1. Two examples of extracted curves (sampled for improved visualization) from multimodal images representing same disease: ultrasound left
and MRI right.
Figure 1 sampled with a ﬁnite set of points for improved visualization), and use these landmark curves for registration
purposes.
Landmark-based image registration has been solved by diﬀerent numerical methods, among which kernel-based
methods play a prominent role. In particular, the use of Thin Plate Splines (TPS) or TPS-based transformations
was ﬁrst proposed by Bookstein3, and is still commonly used. Despite its popularity, one of its main drawbacks
is its sensitivity to landmark locations and point correspondences. Recently, several methods have been proposed
to overcome these issues4, but unfortunately, without taking into account the invariance to curve re-parametrization
and the local structure of data. Note that when the landmarks are discrete points, there is no re-parameterization
issue. But, in the problem at hand, we are given curve landmarks that represent outlines of diﬀerent organs, and
thus, their parameterization plays an important role. Thus, the proposed method attempts to solve the curves-based
registration problem by ﬁrst computing optimal deformations between corresponding curves using geodesic paths
under a parameterization-invariant elastic metric5. Then, using the optimal deformation vector ﬁelds deﬁned on the
landmark curves, we adopt a ﬂexible interpolation technique, giving rise to adaptive (in smoothness and scale) local
mappings, that can handle large and local deformations6.
The rest of this paper is organized as follows. Section 2 describes the problem formulation and section 3 presents
an application of the proposed method to register multimodal images. We close this paper with a brief conclusion in
section 4.
2. Problem Formulation
2.1. Brief on Random Fields
The random ﬁelds’ theory (also random functions, spatial stochastic processes) can be found in literature (e.g.7,8)
with the introduction of stationary and second order stationary random functions and the use of Sobolev spaces. The
short description in this section is limited to necessary notions that enable statistical inference on partial realization of
random ﬁeld, as it is usually the case in features-based registration as well as prediction problems. Indeed, spatial data
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contain information about both the attribute of interest as well as its location. The location may be a set of coordinates,
such as the latitude and longitude, or it may be a small region such as curves with an observed disease9.
Given a parameter space Ω, a random ﬁeld U over Ω is a collection of random variables {U(X), X ∈ Ω}. In the case
multivariate distributions admit means and covariances, their mean and covariance functions are deﬁned by
μ(X) = E{U(X)}
and
C(X, S ) = E{(U(X) − μ(X))T (U(S ) − μ(S ))}
so that the elements of C are given by
Ci, j(X, S ) = E{(Ui(X) − μi(X))T (Uj(S ) − μ j(S ))}.
with i, j = 1, . . . ,N, where N is the number of observations.
2.2. Curves-based Registration
LetΩ be a bounded domain onR2 (usually [0, 1]2), {η j, j = 1, . . . ,N} a ﬁnite set of N landmark curves on the target
image I2, {γ j, j = 1, . . . ,N} a set of their corresponding curves on the reference image I1; these curves represent the
boundaries of corresponding organs in both modalities. Let U ∈ W(Ω,R2) be the required deformation vector ﬁeld
representing the registration. We note that this method is easily generalized to 3D images but the current application
only warrants registration of 2D images. The goal is to ﬁnd a locally smooth deformation U that maps any small
neighbourhood in Ω uniformly10.
We begin by the geodesic distance between the given curves γ j and η j. We use a recent elastic Riemannian frame-
work to compute the geodesics. The main advantages of this framework are that it is invariant to re-parameterizations
of curves and the resulting geodesic distance has an intuitive interpretation in terms of the amount of stretching and
bending needed to deform one curve into another. We refer the reader to5 for more details. After curves registration,
each curve is sub-sampled to a collection of points {pi, i = 1, . . . , n} ∈ γ on I1 and {qi, i = 1, . . . , n} ∈ η on I2. Let
U denote the shooting (geodesic) vector ﬁeld taking curve η to curve γ. Then, Ui is the displacement vector bringing
point qi to point pi: Ui(qi) = pi. Here, for simplicity, we restrict our attention to the case of one landmark curve per
image. In practice, each landmark curve is represented using a ﬁnite collection of points.
2.3. Regression Model
Let U be a Gaussian random ﬁeld (as deﬁned in the previous paragraph), i.e. for X ∈ Ω:
U(X) ∼ N(μX ,CX)
where μX and CX are the mean and the covariance functions of U, respectively. Since Gaussian multivariate
distributions could be determined by their means and covariances, it is straightforward that Gaussian random ﬁelds
could be determined by their mean and covariance functions. When μX is often determined by the given conditions
(here Ui(qi) = pi), CX must be estimated. There is a large choice of covariance functions in the literature, see8. Note
that an important consequence of this is that the mathematical properties and the quality of the estimated ﬁled will
change accordingly. In this work, we choose C to be a family of Mate´rn covariance functions, i.e.:
CX(h) = σ2
21−ν
Γ(ν)
(||h||α)νKν(||h||α) (1)
the spacial correlation at distance ||h||, where K is the modiﬁed Bessel function of the second kind. Generally,
σ2 > 0 is referred to as a (marginal) variance parameter, α > 0 as a (spacial) scale parameter and ν > 0 as a
smoothness parameter. If ν = 12 + k, k ∈ N, Equation 1 reduces to the product of an exponential function and a
polynomial11:
CX(h) = σ2e−||h||α
k∑
j=0
(k + j)!
(2k)!
(
k
j
)
(2||h||α)k− j
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Note that for ν = 12 , C becomes an exponential, and for ν = +∞ it becomes a Gaussian. In this work, parameters
σ and α are determined using a maximum likelihood estimation (MLE), i.e. by the minimisation of the negative log
likelihood function12:
−ln(L(X|α, σ2)) = n
2
ln(2π) +
n
2
ln(σ2) +
ln|VX,α|
2
+
XTV−1X,αX
2σ2
(2)
where
σ2VX,α(h) = CX(h)
To ﬁnd the minimizer of equation 2 we use a conjugate gradient update:
(
αi+1
σ2i+1
)
=
(
αi
σ2i
)
− H−1i Gi
with Gi and Hi the gradient vector and the Hessian matrix at iteration i, respectively.
Therefore, the smoothness parameter ν is estimated using a leave-one-out cross-validation. Once all parameters
are evaluated, U is computed with the help of the circulant embedding method13.
3. Experimental Results
In order to test the quality of registration using the proposed method, we have conducted several experiments on
both synthetic and real data.
3.1. Synthetic Data
We ﬁrst show results of our method using two synthetic examples (two shapes: hand and silhouette) known for
their nonlinear elastic deformation. In these experiments we assume that curves belong to a 2D domain. We ﬁrst
compute the geodesic deformation between each pair, and then use random ﬁelds to deform the 2D grid. One can
observe that the proposed method provides an eﬃcient deformation over the whole grid.
3.2. Real Data
Given multimodal images, practitioners select a set of corresponding curves that deﬁne organ boundaries in both
images. Without additional information, we use these curves for registering data of patients. For every image, we
initially sample each landmark curve with 300 points. We use 200 of the points to perform the registration and the
remaining 100 for evaluation. The quality of registration is measured (using the 100 left-out points) by Root Mean
Square Error (RMSE) for the evaluation of exact matching between points, by Fre´chet distance (FD), and Hausdorﬀ
distance (HD) between the corresponding curves. Results are summarized in Table 1. The mean and the standard
deviation (std) are also given. If the registration is good, we expect distances’ mean values to be very small as well as
the standard deviation (see columns 7 and 8 of Table 1).
Note that we compute the initial displacement U by ﬁrst ﬁnding the optimal correspondence (re-parametrization)
between continuous landmark curves, and then the geodesic deformation vector ﬁeld. Furthermore, for each experi-
ment, we computed the optimal ν (smoothness parameter), using cross-validation14.
For illustration, Figure 2 shows the original multimodal images, the deformed grid, the deformation vector ﬁeld
and its corresponding Laplacian map. To better visualize the smoothness of the resulting deformation vector ﬁelds
we show their Laplacian maps in panel (d). If the deformation is smooth, we expect the Laplacian to be constant
with values close to 0. It is evident that the proposed method generates smoother deformations with a higher level of
accuracy. Even with small values, we expect that a part of the errors that occurred are due to numerical approximations
on grids, especially when data points are very close.
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(a) Original curves (b) deformation vectorﬁeld (c) deformed grid (d) Laplacian map
Fig. 2. Results of the proposed method applied to diﬀerent examples. a) Original curves: reference in black and target in blue, (b) deformation
vector ﬁeld: initial Ui in red and ﬁnal estimation in blue, (c) deformed grid, and (d) the Laplacian of the deformation vector ﬁeld on the whole
image domain with a colorbar showing the magnitude at each points.
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Data Patient 1 Patient 2 Patient 3 Patient 4 Patient 5 Mean Std
RMSE 0.208021 0.059462 0.071468 0.069634 0.147637 0.111245 0.064586
FD 1.208321 0.202199 0.219352 0.244086 0.509449 0.476681 0.427794
HD 1.520358 0.220017 0.246163 0.289373 0.659682 0.587119 0.551332
Table 1. Registration accuracy on data of diﬀerent patients. The performance is given by Root Mean Square Error (RMSE), Fre´chet distance (FD)
and Hausdorﬀ distance (HD) between the reference (MRI) and target (TVUS) curves.
4. Conclusion
We have presented a new regression model for spatial registration of multimodal images. Our method has been
tested on synthetic and real data. The experimental results show that the proposed method gives accurate and smooth
displacement vector ﬁelds on the whole image domain.
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