The Heat Equation Under The Ricci Flow by Bailesteanu, Mihai
THE HEAT EQUATION UNDER THE RICCI FLOW
A Dissertation
Presented to the Faculty of the Graduate School
of Cornell University
in Partial Fulfillment of the Requirements for the Degree of
Doctor of Philosophy
by
Mihai Ba˘iles¸teanu
May 2011
c© 2011 Mihai Ba˘iles, teanu
ALL RIGHTS RESERVED
THE HEAT EQUATION UNDER THE RICCI FLOW
Mihai Ba˘iles¸teanu, Ph.D.
Cornell University 2011
This paper has two main results. The first deals with determining gradient esti-
mates for positive solutions of the heat equation on a manifold whose metric is
evolving under the Ricci flow. These are Li-Yau type gradient estimate, and, as
an application, Harnack inequalities are given. We consider both the case when
the manifold is complete and when it is compact.
The second result consists of an estimate for the fundamental solution of the
heat equation on a closed Riemannian manifold of dimension at least 3, evolving
under the Ricci flow. The estimate depends on some constants arising from a
Sobolev imbedding theorem. Considering the case when the scalar curvature is
positive throughout the manifold, at any time, we will obtain, as a corollary, a
bound similar to the one known for the fixed metric case.
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CHAPTER 1
INTRODUCTION
1.1 Overview
Since its invention by Richard Hamilton in 1982, the Ricci flow has proven to
be a useful analytical tool in attacking and solving geometric problems, from
which the most famous are the Poincare´ conjecture, the Thurston geometriza-
tion conjecture (both proven by G. Perelman in [29] and in [30]), or the recent
differential sphere theorem (proven by R. Schoen and S. Brendle in [8]).
Motivated by the fact that the curvatures have a heat-type evolution under
the Ricci flow, we investigate the heat equation under the Ricci flow, together
with its fundamental solution - the heat kernel.
This paper is structured in four chapters. The first one consists of a short
exposition of the main results dealing with the Ricci flow, an introduction of
our notation, a presentation of the evolution equations for the curvatures under
Ricci flow (which motivate the study of the heat equation under the Ricci flow),
the definition of solitons and their significance, a brief description of the semi-
nal results involving Harnack inequalities, and it concludes with some known
results related to the heat kernel (which motivate its analysis under Ricci flow).
The second chapter presents gradient estimates under the Ricci flow. There
will be two types of estimates, space-only (involving only the spacial deriva-
Material in this thesis includes results from two articles, one was originally published in M.
Bailesteanu, X. Cao, and A. Pulemotov, Gradient estimates for the heat equation under the Ricci
flow, J. Funct. Anal., 258(10):3517aˆ3542, 2010, while the other will be published in M. Bailesteanu,
Bounds on the Heat Kernel under the Ricci Flow, Proc. Amer. Math. Soc. (to appear), 2011.
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tive) and space-time (involving both the spatial and time derivative). And for
each of them we consider two cases: when the manifold is complete (for which
we get a local estimate) and when the manifold is compact (for which we get
a global estimate). As an application for the space-time estimates, we obtain
Harnack inequalities. Most of the chapter is included in [6], which was written
in collaboration with Xiaodong Cao and Artem Pulemotov and which contains
also the case when the manifold is compact with boundary.
The third chapter consists of determining an upper bound for the heat ker-
nel on a manifold evolving under the Ricci flow. The bound will depend on
some constants arising from a Sobolev imbedding theorem. When the scalar
curvature is positive throughout the manifold, at any time, we will obtain, as
a corollary, a bound similar to the one known for the fixed metric case. The
chapter is mostly the article [5].
The final chapter presents some applications of the estimates in the previous
two chapter in trying to classify type III solutions of the Ricci flow.
1.2 History of the Ricci flow
One of the fundamental problems in differential geometry is to find canonical
metrics on Riemannian manifolds. A way to achieve this is to start with a mani-
fold and, by using a nonlinear heat type flow, evolve it into having one of these
canonical metrics. In particular, one can achieve this by using the Ricci flow,
which was introduced in 1982 by Richard Hamilton [18]. The Ricci flow is the
2
evolution of the metric under the partial differential equation
∂
∂t
g(x, t) = −2 Ric(x, t), (1.2.1)
where g(x, t) represents the Riemannian metric and Ric(x, t) the corresponding
Ricci curvature. In that same paper [18] Hamilton proved the short time exis-
tence for any smooth initial metric g0(x) = g(x, 0).
The negative sign shows that positive curvature is contracted, while negative
curvature is dilated. This can be noticed immediately if one analyzes manifolds
with constant curvature. A sphere, for example, will shrink and collapse to a
single point in finite time.
One of Hamilton’s first results, using the Ricci flow, was the following theo-
rem:
Theorem 1 (Hamilton, [18]) Let M be a compact three dimensional manifold, with
initial metric of strictly positive Ricci tensor. Then M will admit a metric of constant
positive sectional curvature. In particular M is diffeomorphic to a quotient of the three-
sphere by a finite group of isometries.
The proof of this consists in solving the equation 1.2.1 and showing that the
renormalized solution (which preserves the volume and which is obtained from
the usual one by a homothety and a time change) is defined for all t ∈ [0,∞) and
converges to a metric of constant sectional curvature. The theorem implies that
given a homotopy three-sphere, if one can show that it admits a metric of pos-
tivie Ricci curvature, then the Poincare´’s conjecture would follow (the conjecture
states that every simply connected, closed three-manifold is homeomorphic to
the three-sphere).
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On the other hand, if one starts with an arbitrary metric, without having any
assumptions on the curvature, the Ricci flow solution may develop singularities
in finite time. The curvature might become unbounded in some regions, while
staying bounded outside of them. Hamilton found a method to deal with these
bad regions, namely performing a topological surgery (cutting the neck open
and gluing caps on the boundary of the cut) and continuing the Ricci flow. In
order to analyze the singularities, a Harnack type inequality was useful, since
it allowed comparing the curvature of the evolving manifold at different points
and times. As a result, Hamilton found a classification of blow-ups of singular-
ities in dimension three:
Theorem 2 (Hamilton, [21]) Let (M, g(t)) be a solution to the Ricci flow on a compact
three-manifold wthere a singularity develops in finite time T . Then either the injectivity
radius times the square root of the maximum curvature goes to zero, or else there exists
a sequence of dilations of the solution which converges to a quotient by isometries of
either S 3, S 2 × R or Σ × R, where Σ is the cigar soliton.
A final step for solving Poincare´’s conjecture using Hamilton’s program was
to prove that all singularities are modelled by self-similar solutions (solitons),
i.e. solutions that move by diffeomorphisms and scaling. This was done by
Gregory Perelman [29], who introduced new tools to study the Ricci flow and
finalized the program. Since the purpose of this paper is not Perelman’s proof,
we won’t describe those tools, but we will mention that they include a new
Harnack inequality, the study of the conjugated heat kernel and various entropy
functionals.
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1.3 Notation
We consider M to be a connected, oriented, smooth, n-dimensional manifold
without boundary. If {xi}ni=1 are local coordinatess in a neighborhood U of some
point in M, then the vector fields {∂i = ∂/∂xi}ni=1 form a local basis for the tangent
bundle TM, while the 1-forms {dxi}ni=1 form a dual basis for T ∗M (more generally
we denote components of vectors as vi and components of covectors as v j). The
Riemannian metric, which is a smooth varying inner product on the tangent
space (or, equivalently, a positive-definite section of the bundle of symmetric
(covariant) 2-tensors), is written in local coordinates as g = gi j dxi ⊗ dx j. We
will always use the Einstein summation convention, where, for example xiyi :=∑n
i=1 x
iyi and xiyi = gi jxiy j, where gi j is the inverse of the Riemannian metric gi j.
The Levi-Civita connection (or the covariant derivative) ∇ : TM×C∞(TM)→
C∞(TM) is the unique connection on TM that is compatible with the metric and
torsion free:
X(g(Y,Z)) = g(∇XY,Z) + g(Y,∇XZ) ,
∇xY − ∇YX = [X,Y] .
∇k will stand for the covariant derivative in the ∂∂xk direction, and the connec-
tion is determined by the Christoffel symbols:
Γki j =
1
2
gkl
(
∂
∂xi
g jl +
∂
∂x j
gil − ∂
∂xl
gi j
)
.
For functions, the notation fi stands for
∂ f
∂xi
, the notation fi j refers to ∇i∇ j f
(taking the covariant derivative twice in the direction of ∂
∂xi
and ∂
∂x j
). The sub-
script t designates the differentiation in t ∈ [0,T ].
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The Riemann curvature tensor is a (3,1) tensor defined as
Rm(X,Y)Z = ∇X∇YZ − ∇Y∇XZ − ∇[X,Y]Z
and, in a local coordinate frame, its coefficients are given by
Rm
(
∂
∂xi
,
∂
∂x j
)
∂
∂xk
= Rli jk
∂
∂xl
.
These coefficients can be calculated from the Christoffel symbols as follows:
Rli jk = ∂iΓ
l
jk − ∂ jΓlik + ΓpjkΓlip − ΓpikΓljp .
Lowering the upper index we get a (4,0) tensor Ri jkl = glmRmi jk, which is anti-
symmetric in (i, j) and (k, l) and symmetric in the interchange of these pairs.
If P ⊂ TxM is a 2-plane, then the sectional curvature of P is defined by
K(P) = g(Rm(e1, e2)e2, e1) ,
for {e1, e2} being an orthonormal basis of P.
The Ricci tensor Ric is the trace of the Riemann curvature tensor, being given
in local coordinates by
R jk = Rii jk ,
while the scalar curvature is the trace of the Ricci tensor
R = gi jRi j .
If we consider {e1, ..., en} an orthonormal basis for the tangent space, then we
can write the two curvatures as
Ric(X,Y) :=
n∑
i=1
g(Rm(X, ei)ei,Y) ,
R :=
n∑
i=1
Ric(ei, ei) .
6
We conclude this section with the Bianchi identities, which we may use im-
plicitly in our calculations:
Ri jkl + R jkil + Rki jl = 0 ,
∇iR jklm + ∇ jRkilm + ∇kRi jlm = 0
1.4 Evolution equations under Ricci flow
If given T > 0,
(
M, g(x, t)
)
t∈[0,T ] is a complete solution to the Ricci flow (1.2.1),
then the curvatures will also change in time, together with the connection, the
volume element and the Laplacian. Let’s just mention that we will denote with
∆ the Laplacian given by g(x, t) (even though it is time dependent).
The following results were proven by Hamilton [18].
Theorem 3 Under the Ricci flow, the evolution equations of the curvatures are the
following:
∂
∂t
Ri jkl = ∆Ri jkl + 2(Bi jkl − Bi jlk + Bikl j − Bil jk) (1.4.1)
− (RipRp jkl + R jpRipkl + RkpRi jpl + RlpRi jkp) ,
∂
∂t
Ri j = ∆Ri j + 2Rki jlRkl − 2RikR jk , (1.4.2)
∂
∂t
R = ∆R + 2|Ric |2 , (1.4.3)
where Bi jkl = −Rpi jqRqlkp.
An immediate observation one can make is that, since |Ric |2 ≥ 1nR2, by the
maximum principle,
R(x, t) ≥ n
n(inft=0 R)−1 − 2t
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for all x ∈ M and t ≥ 0 (we will use this fact later, in our computations). From
this it also follows, for M closed, that if at the initial time M has positive scalar
curvature, the singularity, if it occurs, will do so in finite time.
Another observation is that the curvatures evolve under a non-linear heat
equation. This gives a strong motivation to study the heat equation under Ricci
flow, more precisely one would want to obtain Harnack inequalities of these
solutions.
As the metric is changing, so will the connections, the Laplacian and the
volume element. Here are their evolutions (for a proof see [15]):
Theorem 4
∂
∂t
Γki j = −gkl
(
∇iR jl + ∇ jRil − ∇lRi j
)
, (1.4.4)
∂
∂t
∆ = 2Ri j∇i∇ j , (1.4.5)
∂
∂t
dν = −Rdν . (1.4.6)
The last formula shows, for example, that a sphere (which has constant pos-
itive scalar curvature) will shrink to a point under the Ricci flow.
1.5 Ricci solitons
An important concept in the study of evolution equations are the solutions that
change under a one-parameter group of symmetries. These are called “self-
similar” solutions or “solitons”. The symmetry group for the Ricci flow contains
all the diffeomorphisms (modulo scalings), hence the solitons will be solutions
which move by diffeomorphisms and scaling.
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More precisely, g(t) is a soliton if it is a pull-back of the initial metric g(0), i.e.
g(t) = α(t)Ψ∗t (g(0)) ,
where Ψt : M → M is a diffeomorphism for each t, with Ψ0 = Id and α(t) is a
real-valued function. If α(t) < 1, α(t) = 1 and α(t) > 1 then we call the soliton
“shrinking”, “steady” and “expanding” respectively.
Moreover, if Ψ is generated by a vector field X (∂tΨt = X ◦Ψt), which, in turn,
is the gradient of a function f (Xi = ∇i f ), then g(t) is called a “gradient soliton”.
Examples of solitons include the “cigar” soliton and the Bryant soliton. The
cigar soliton Σ was introduced by Hamilton and it is the complete Riemann sur-
face R2 with the initial metric gΣ(0) =
dx2+dy2
1+x2+y2 which gives the Ricci flow solution
gΣ(t) =
dx2+dy2
e4t+x2+y2 . In physics literature it is known as the Witten’s black hole. The
Bryant soliton is, up to homothety the unique rotationally symmetric complete,
steady gradient Ricci soliton metric on Rn (for n ≥ 3) with positive curvature
operator.
Gradient solitons are connected to the conjugate heat equation
∂tu + ∆u − Ru = 0 , (1.5.1)
where R is the scalar curvature at the point (x, t). For example, in case of a
gradient steady soliton, if one denotes with u := e− f , where f is the potential
function that generates the vector field X, then u satisfies (1.5.1). This equation
is not solvable in positive time, but one can still obtain some information about
its solution. This is done as follows: consider a solution g(t) to the Ricci flow, for
some t ∈ [0,T ], fix a final time data u(T ) = u0 and, with a new variable τ = T − t,
analyze the following equation ∂τu(τ) − ∆u(τ) + Ru(τ) = 0. The latter is parabolic
and the usual theory can be utilized.
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As we have seen, for example, in the overview section, in theorem 2, solitons
are important in modeling the solutions of the Ricci flow near singularities.
1.6 Differential Harnack inequalities
The classical Harnack inequality states that a non-negative smooth function u :
M × [0,T ]→ [0,∞), which is a solution to the heat equation(
∆ − ∂
∂t
)
u(x, t) = 0, x ∈ M, t ∈ [0,T ]. (1.6.1)
satisfies the following
sup
x∈M
u(x, t1) ≤ C inf
x∈M u(x, t2)
for 0 < t1 < t2 ≤ T , T > 0 and C depending on t1, t2 and the geometry of the
manifold.
From this it follows that if u(x0, t0) = 0 for some x0 ∈ M and t0 > 0, then
u ≡ 0 on M × [0, t0]. Moreover, if u(x0, 0) > 0 for some x0 ∈ M, then at any time
t > 0 one has that u(x, t) > 0 for all x ∈ M. This result has some disadvantages,
since it only gives qualitative information, and the geometric dependency on C
is complicated.
In their seminal paper [25] from 1986, Peter Li and S.T. Yau found point-
wise gradient estimates, which were later called “Li-Yau differential Harnack
inequalities”, from which one cand find classical Harnack inequalities by inte-
grating the estimates on a space-time path. Being pointwise, these inequalities
can be used to analyse the function locally. First they proved a pointwise global
result, for compact manifolds:
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Theorem 5 (Li-Yau, [25]) Let M be a compact n-dimensional Riemannian manifold,
possibly with boundary and with Ricci curvature Ric(M) ≥ 0. Let u : M × [0,∞) →
[0,∞) be a non-negative solution to the heat equation (1.6.1). If the manifold has bound-
ary, assume it is convex and that u(x, t) satisfies the Neumann boundary condition
∂u(x, t)/∂ν = 0 on the boundary for any time t ∈ (0,∞), where ∂/∂ν is the outer normal
vector on the boundary. Then u satisfies the following gradient estimate on M × (0,∞)
|∇u|2
u2
− ut
u
≤ n
2t
. (1.6.2)
The inequality becomes equality if M is the Euclidean space and u is the heat
kernel, i.e. u(x, t) = 1(4pit)n/2 e
− |x|24t .
They next proved a local result, in a more general setting.
Theorem 6 (Li-Yau, [25]) Let M be a complete n-dimensional Riemannian manifold,
with Ricci curvature Ric(M) ≥ −k, for k ≥ 0 and let B2ρ be a geodesic ball of radius 2ρ
centered at some point in M. If u : B2ρ × [0,∞) → [0,∞) is a non-negative solution to
the heat equation (1.6.1), then for any α > 1, the following gradient estimate holds in
Bρ × (0,∞)
|∇u|2
u2
− αut
u
≤ Cα2
(
α2
ρ2(α − 1) +
√
kρ
)
+
nkα2
2(α − 1) +
nα2
2t
(1.6.3)
where C depends only on the dimension of M.
Let us mention that this local inequality can be used to prove the global one.
By integrating over space-time paths, we obtain the following classical Har-
nack inequality:
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Theorem 7 (Li-Yau, [25]) Let M be a complete, compact or noncompact, n-
dimensional manifold, with Ric(M) ≥ −k, for k ≥ 0. If u : M × [0,∞) → [0,∞) is
a non-negative solution to the heat equation (1.6.1), then for any α > 1, x1, x2 ∈ M and
0 < t1 < t2 < ∞ the following inequality holds:
u(x1, t1) ≤ u(x2, t2)
(
t2
t1
)nα/2
e
α2d2(x1 ,x2)
4(t2−t1) +
nkα
2(α−1) (t2−t1) . (1.6.4)
In particular, if k = 0 the above becomes:
u(x1, t1) ≤ u(x2, t2)
(
t2
t1
)n/2
e
d2(x1 ,x2)
4(t2−t1) . (1.6.5)
Proving all these involves using the maximum principle for parabolic equa-
tions.
A few years later, in 1993, by using a maximum principle for tensors that he
himself invented, Hamilton proved a matrix version of the Li-Yau differential
Harnack inequality:
Theorem 8 (Hamilton, [19]) Let M be a compact n-dimensional manifold, which is
Ricci parallel and has weakly postive sectional curvature (∇Ric = 0 and Ri jklviw jvkwl ≥
0 for all v,w vector fields). If u : M × [0,T ] → (0,∞) is a non-negative solution to the
heat equation (1.6.1), then the following inequality holds:
∇i∇ ju − ∇iu∇ juu +
u
2t
gi j ≥ 0 . (1.6.6)
In particular, with restrictions on the Ricci curvature, by taking the trace the result from
theorem 5 follows.
Just as in Li-Yau’s case, the expression (1.6.6) becomes equality if u is the
Euclidean heat kernel. This is very important, because the heat kernel can be
seen as the self-similar solution of the heat equation.
12
In summary, from studying the heat equation on manifolds, one can notice
that in order to compare solutions at different points and times, one needs in-
equalities that become equalities on self-similar solutions.
Hence, for the Ricci flow, if one wants to compare the curvatures at different
points and times (and, as we have seen, curvatures have a heat-type evolu-
tion), one needs to study the self-similar solutions, which are the Ricci solitons.
Motivated by this, Hamilton looked for curvature expressions that vanish on
expanding Ricci solitons and searched for linear combinations of these expres-
sions, and in [21] managed to find a matrix and a trace Harnack inequality for
the Ricci flow.
Theorem 9 (Hamilton, [21]) Suppose (M, g) is a complete solution to the Ricci flow
(1.2.1) for t ∈ [0,T ]. Suppose also that gi j has weakly curvature positive curvature
operator. Define
Mi j = ∆Ri j − 12∇i∇ jR + 2Rik jlRkl − RikR jk +
1
2t
Ri j .
Then for any vectors V,W and t > 0 we have:
H(V,W) := 2Mi jWiW j − 4(∇iR jk)(ViW j − V jWi)Wk + 2Ri jklViW jVkWl ≥ 0 , (1.6.7)
H(V) :=
∂R
∂t
+
R
t
− 2∇iRVi + 2Ri jViV j ≥ 0 . (1.6.8)
Using this matrix Harnack, Hamilton managed to prove the classification of
blow-ups from theorem 2.
Further, G. Perelman found in [29] a Harnack inequality for the conjugate
heat equation (1.5.1). More precisely, he showed that if u satisfies the conjugate
heat equation, then f , which is defined as u = (4pi(T − t))−n/2e− f , satisfies
13
− d
dt
f (γ(t), t) ≤ 1
2
(R(γ(t), t) + |γ˙|2) − 1
2(T − t) f (γ(t), t) ,
where T is the final time for the Ricci flow and γ(t) is any smooth curve in
M. This inequality was later used in the analysis of the singularities.
1.7 Heat kernel under Ricci flow
The heat kernel represents the fundamental solution to the heat equation (1.6.1)
on a particular domain with appropriate boundary conditions. On Rn it has an
exact expression:
G(x, t; y, s) =

1
[4pi(t−s)]n/2 e
− |x−y|24(t−s) t > s ,
0 t < s ,
but on a general complete (non-compact) manifold it is defined as being, for
each (y, s), the minimal solution u(x, t) = G(x, t; y, s) of the system:
(∂t − ∆)u(x, t) = 0 ,
u(0, x) = δy(x) ,
where δy is the Dirac-delta function.
Alternatively G(x, t; y, s) is a smooth function, (x, y) ∈ M × M, s < t such that
∆(G) − Gt = 0 in (x, t) , (y, s) and for each y ∈ M lim
t→s G(·, t; y, s) = δy (the Dirac
delta function). It satisfies the following properties:
• positivity: G(x, t; y, s) > 0 for all x, y ∈ M, s < t ,
•
∫
M
G(x, t; y, s) dµ(y, s) = 1 for all x ∈ M, s < t ,
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• semigroup property: G(x, t; y, s) =
∫
M
G(x, t; z, τ)G(z, τ; y, s) dµ(z, τ) for τ ∈
(s, t) .
If M is compact, then it is also the unique function satisfying these properties.
One would like to be able to estimate G(x, t; y, s) as well as possible, depend-
ing on the constraints of the problem (the geometry of the manifold, the bound-
ary, if it has any etc). Ideally, the estimates should be Gaussian (because in
the Euclidean case G(x, t; y, s) is itself Gaussian). If it is not possible to obtain
Gaussian bounds, then one would want to get on-diagonal bounds (x = y), i.e.
G(x, t; x, s) ≈ [4pi(t − s)]−n/2.
Using their gradient estimate (1.6.4), Li and Yau obtained in [25] Gaussian
bounds for the case when M is complete compact or compact with convex
boundary (with Neumann boundary conditions):
G(x, t; y, s) ≤ C(δ, n)V−1/2x (
√
t − s)V−1/2y (
√
t − s) · e
[
− dist2(x,y)(4+δ)(t−s) +C1δk(t−s)
]
,
where Vx(ρ) is the volume of the ball of radius ρ centered at x, C(δ, n) → ∞ as
δ → 0, C1 depends only on n and Ric ≥ −k, k ≥ 0. When Ric > 0 they obtained a
lower bound too (also Gaussian):
G(x, t; y, s) ≥ C−1(δ, n)V−1/2x (
√
t − s)V−1/2y (
√
t − s) · e
[
− dist2(x,y)(4+δ)t
]
.
A few years later, Jiaping Wang generalized in [34] Li-Yau’s heat kernel es-
timates, to the case when the boundary of the manifold is non-convex. More
precisely, the boundary satisfied the “interior rolling ball” condition (for each
point on the boundary, there is a geodesic ball centered at some point in the
manifold and contained entirely in the manifold such that the point is inside the
ball). The author obtained some heat kernel bounds similar in nature to the ones
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proved by Li-Yau and used them to estimate the Neumann Sobolev constant of
M. This constant comes from the following type of Sobolev inequality
inf
k∈R
(∫
M
| f − k| 2nn−2
) n−2
n
≤ C(S )
∫
M
|∇ f |2 ,
for f ∈ C∞(M). The heat kernel bounds provided a way to estimateC(S ) in terms
of the geometry of M. In fact, he managed to prove that
G(x, t; y, s) ≤ C(S )(t − s)−n/2 ,
and from this he obtained a bound for C(S ) which depends on the dimension of
M and the bounds on the curvature, second fundamental form and the bound-
ary conditions.
In the case when the metric changes in time, the first results were obtained
by C. Guenther [16]. She proved the existence of a fundamental solution for the
linear parabolic operator L(u) = (∆ − ∂t − h)u (for h(x, t) a smooth function) on a
compact manifold, with time changing metric. Moreover, she also showed that
the uniqueness, positivity and the semigroup property hold. In particular, if g(t)
is a solution to the Ricci flow and h(x, t) = 0, then one has the existence and the
properties of the heat kernel under the Ricci flow.
Let us mention that under the Ricci flow, the following holds: G satisfies the
heat equation in the (x, t) coordinates
∆xG(x, t; y, s) − ∂tG(x, t; y, s) = 0 ,
whereas in the (y, s) it satisfies the conjugate heat equation
∆yG(x, t; y, s) + ∂sG(x, t; y, s) − R(y, s)G(x, t; y, s) = 0 ,
here R(y, s) is the scalar curvature, measured with respect to the metric g(s). As
a result, one may try to find bounds for the heat kernel either by inspecting the
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heat equation or the conjugate heat equation. In some cases (for example, for
ancient solutions, i.e. solutions that exist for t ∈ (−∞,T ) for T > 0), the latter is
easier.
For example, in [35] Q. Zhang considered the conjugate heat equation, after
a time reversal (hence it becomes parabolic):
∆u − ∂
∂t
− Ru = 0 ,
and the metric evolving under the (now forward in the time reversal) Ricci flow
∂
∂t
g(x, t) = 2 Ric(x, t) ,
on a complete Riemannian manifold. He obtained un upper bound on the fun-
damental solution using the Nash method, assuming Ric(g(t)) ≥ −k and the in-
jectivity radius i > 0. The bound depends on the best constants in the Sobolev
imbedding theorem.
Most recently, in [11] Q. Zhang and X. Cao, by means of bounds on the heat
kernel, proved the following classification result:
Theorem 10 Let (M, g(t)), t ∈ (−∞, 0] be a non-flat, type I κ-solution to the Ricci flow.
Then there is a sequence of points {qk} ⊂ M, a sequence of times tk → −∞ and a sequence
of rescaled metrics
gk(x, s) = |tk|−1g(x, tk − s|tk|)
around qk such that (M, gk, qk) converge to a non-flat gradient shrinking Ricci soliton
in C∞loc topology.
We will define what type I κ-solution means in the last chapter. What is
important to note is that their proof was based essentially on proving that
a
tn/2
≤ G(x0, 0; x0,−t) ≤ btn/2 ,
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for some constants a, b. This, in turn, followed from a Perelman type Harnack
inequality for the conjugate heat equation ∆u+ ut −Ru = 0, which was discussed
above.
From the above, one can observe a motivation to study the heat kernel under
the Ricci flow and to obtain bounds for it in settings as general as possible.
Finally, we conclude with a list of good books, where one can find a more
detailed exposition of the Ricci flow and its applications: [27], [32], [15], [24],
[12], [13], [26] and [36].
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CHAPTER 2
GRADIENT ESTIMATES OF THE HEAT EQUATION UNDER THE RICCI
FLOW
2.1 Introduction
This chapter deals with a manifold M evolving under the Ricci flow and with
positive solutions to the heat equation on M. We establish a series of gradient es-
timates for such solutions including several Li-Yau-type inequalities. We study
the cases when M is a complete manifold and when M is compact. Our results
contain estimates of both local and global nature.
Suppose M is a manifold without boundary. Let
(
M, g(x, t)
)
t∈[0,T ] be a com-
plete solution to the Ricci flow
∂
∂t
g(x, t) = −2 Ric(x, t), x ∈ M, t ∈ [0,T ]. (2.1.1)
We assume its curvature remains uniformly bounded for all t ∈ [0,T ]. Consider
a positive function u(x, t) defined on M × [0,T ]. We assume u(x, t) solves to the
equation (
∆ − ∂
∂t
)
u(x, t) = 0, x ∈ M, t ∈ [0,T ]. (2.1.2)
Problem (2.1.1) combined with (2.1.2) admits a simple interpretation in terms
of the process of heat conduction. More specifically, one may think of the man-
ifold M with the initial metric g(x, 0) as an object having the temperature distri-
bution u(x, 0). Suppose we let M evolve under the Ricci flow and simultaneously
let the heat spread on M. Then the solution u(x, t) will represent the temperature
of M at the point x at time t.
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The study of system (2.1.1)–(2.1.2) arose from R. Hamilton’s paper [17]. The
original idea in [17] was to investigate the Ricci flow combined with the heat
flow of harmonic maps. The system we examine in this chapter may be viewed
as a special case. We point out, without a deeper explanation, that looking at
the two evolutions together leads to interesting simplifications in the analysis.
After its conception in [17], the study of (2.1.1)–(2.1.2) was pursued in [16,
28, 35, 1, 10]. A large amount of work was done to understand several prob-
lems that are similar to (2.1.1)–(2.1.2) in one way or another. The list of relevant
references includes but is not limited to [35, 9, 10] and [13, Chapter 16]. For
instance, there are substantial results concerning the Ricci flow combined with
the conjugate heat equation. The connection of this problem to (2.1.1)–(2.1.2)
is beyond superficial. Q. Zhang used a gradient estimate for (2.1.1)–(2.1.2) to
prove a Gaussian bound for the conjugate heat equation in [35]. The results of
the present paper may have analogous applications.
As we have seen in the introduction chapter, the scalar curvature of a surface
which evolves under the Ricci flow satisfies the heat equation with a potential
on that surface. The study of the system (2.1.1)–(2.1.2) would be hence a good
starting point in trying to better understand the behaviour of curvatures. More-
over, L. Ni’s work [28] offers yet another way to use the Ricci flow combined
with the heat equation to study the evolution of g(x, t).
Section 2.3 discusses space-only gradient estimates for system (2.1.1)–(2.1.2)
for a bounded function u. A local space-only gradient estimate for solutions
of (2.2.2) was originally proved in the paper [33] in the situation where g(x, t)
did not depend on t ∈ [0,T ] and (2.2.1) was not in the picture. It was further
generalized in [35] to hold in the case of the backward Ricci flow combined
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with the heat equation. Our Theorem 12 constitutes a version of this result for
u(x, t).
A global space-only gradient estimate for solutions of (2.2.2) was originally
established in [19] with g(x, t) independent of t ∈ [0,T ] and (2.2.1) not assumed.
It is now known to hold in the cases of both the backward Ricci flow and the
Ricci flow combined with the heat equation; see [35, 9, 10]. We restate it in The-
orem 14 for the completeness of our exposition. New versions of R. Hamilton’s
result were proposed in [33, 35, 9, 10]. Theorem 12 states a local space-only
gradient estimate for (2.1.1)–(2.1.2).
Section 2.4 deals with space-time gradient estimates for (2.1.1)–(2.1.2). The
results resemble the Li-Yau inequalities from the paper [25], which we have
presented in theorems 6 and 5; see also [32, Chapter IV]. Recalling to the reader,
the solution u(x, t) of equation (2.1.2) satisfies
|∇u|2
u2
− ut
u
≤ n
2t
, x ∈ M, t ∈ (0,T ],
if M is a closed manifold with nonnegative Ricci curvature, the metric g(x, t) does
not depend on t. This result goes back to [3, 25] and constitutes the simplest Li-
Yau inequality. As mentioned in the introduction, It opened new possibilities for
the comparison of the values of solutions of (2.1.2) at different points and led to
important Gaussian bounds in heat kernel analysis. Other variants of the above
estimate exist in the literature (see, for example, [14, 7]. R. Hamilton proved a
matrix version of it in [19]. For the Ricci flow, the Li-Yau-type inequality became
one of the central tools in classifying ancient solutions to the flow as detailed
in [15, Chapter 9]. Analogous results played a significant part in the study of
Ka¨hler manifolds; see [12, Chapter 2].
Theorems 16 and 17 establish space-time gradient estimates for (2.1.1)–
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(2.1.2). As an application, we obtain two Harnack inequalities for (2.1.1)–(2.1.2).
They help compare the values of a solution at different points. We hope that the
techniques in Section 2.4 will lead to the discovery of new informative Li-Yau-
type inequalities related to the Ricci flow and other geometric flows.
2.2 Setup
Suppose M is a connected, oriented, smooth, n-dimensional manifold without
boundary. Some of the results concern the case where M is compact. Given
T > 0, assume
(
M, g(x, t)
)
t∈[0,T ] is a complete solution to the Ricci flow
∂
∂t
g(x, t) = −2 Ric(x, t), x ∈ M, t ∈ [0,T ]. (2.2.1)
Suppose a smooth positive function u : M×[0,T ]→ R satisfies the heat equation(
∆ − ∂
∂t
)
u(x, t) = 0, x ∈ M, t ∈ [0,T ]. (2.2.2)
Recall that ∆ stands for the Laplacian given by g(x, t) (it is time dependent).
The results in this chapter are still valid, with obvious modifications, if the
function u(x, t) is defined on M× (0,T ] instead of M× [0,T ]. In order to see this, it
suffices to replace u(x, t) and g(x, t) with u(x, t + ) and g(x, t + ) for a sufficiently
small  > 0, apply the corresponding formula, and then let  go to 0. We thus
justify, for example, the application of the theorems in Subsection 2.4 to heat-
kernel-type functions.
Let’s introduce another piece of notation: Let us fix x0 ∈ M and ρ > 0. We
write dist(χ, x0, t) for the distance between χ ∈ M and x0 with respect to the metric
g(x, t). The notation Bρ,T stands for the set {(χ, t) ∈ M × [0,T ] | dist(χ, x0, t) < ρ}. We
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point out that Theorems 12 and 16 still hold if u(x, t) is defined on Bρ,T instead of
M × [0,T ] and satisfies the heat equation in Bρ,T .
The proofs in this chapter will often involve local computations. Therefore,
we assume a coordinate system {x1, . . . , xn} is fixed in a neighborhood of every
point x ∈ M. Let’s recall that Ri j refers to the corresponding components of the
Ricci tensor. In order to facilitate the computations, we often implicitly assume
that {x1, . . . , xn} are normal coordinates at x ∈ M with respect to the appropriate
metric. We use the standard notation: for a real-valued function f on the mani-
fold M, fi :=
∂ f
∂xi
, fi j refers to the Hessian of f applied to ∂∂xi and
∂
∂x j
, and fi jk is the
third covariant derivative applied to ∂
∂xi
, ∂
∂x j
, and ∂
∂xk
. The subscript t designates
the differentiation in t ∈ [0,T ].
The proofs of Theorems 12 and 16 will make use of a cut-off function on Bρ,T .
The construction of this function will rely on the basic analytical result stated in
the following lemma. This result is well-known. For example, it was previously
used in the proofs of Theorems 2.3 and 3.1 in [35]; see also [32, Chapter IV]
and [33].
Lemma 11 Given τ ∈ (0,T ], there exists a smooth function Ψ¯ : [0,∞) × [0,T ] → R
satisfying the following requirements:
1. The support of Ψ¯(r, t) is a subset of [0, ρ] × [0,T ], and 0 ≤ Ψ¯(r, t) ≤ 1 in [0, ρ] ×
[0,T ].
2. The equalities Ψ¯(r, t) = 1 and ∂Ψ¯
∂r (r, t) = 0 hold in
[
0, ρ2
]
× [τ,T ] and
[
0, ρ2
]
× [0,T ],
respectively.
3. The estimate
∣∣∣∂Ψ¯
∂t
∣∣∣ ≤ C¯Ψ¯ 12
τ
is satisfied on [0,∞)×[0,T ] for some C¯ > 0, and Ψ¯(r, 0) =
0 for all r ∈ [0,∞).
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4. The inequalities −CaΨ¯a
ρ
≤ ∂Ψ¯
∂r ≤ 0 and
∣∣∣∣∂2Ψ¯∂r2 ∣∣∣∣ ≤ CaΨ¯aρ2 hold on [0,∞)× [0,T ] for every
a ∈ (0, 1) with some constant Ca dependent on a.
2.3 Space-only gradient estimates
Let us begin by stating the local space-only gradient estimate.
Theorem 12 Suppose
(
M, g(x, t)
)
t∈[0,T ] is a complete solution to the Ricci flow (2.2.1).
Assume that |Ric(x, t)| ≤ k for some k > 0 and all (x, t) ∈ Bρ,T . Suppose u : M×[0,T ]→
R is a smooth positive function solving the heat equation (2.2.2). If u(x, t) ≤ A for some
A > 0 and all (x, t) ∈ Bρ,T , then there exists a constant C that depends only on the
dimension of M and satisfies
|∇u|
u
≤ C
(
1
ρ
+
1√
t
+
√
k
) (
1 + log
A
u
)
(2.3.1)
for all (x, t) ∈ B ρ
2 ,T
with t , 0.
We will now establish a lemma of computational character. It will play an
significant part in the proof Theorem 12.
Lemma 13 Let
(
M, g(x, t)
)
t∈[0,T ] be a complete solution to the Ricci flow (2.2.1). Con-
sider a smooth positive function u : M× [0,T ]→ R satisfying the heat equation (2.2.2).
Assume that u(x, t) ≤ 1 for all (x, t) ∈ Bρ,T . Let f = log u and w = |∇ f |2(1− f )2 . Then the
inequality (
∆ − ∂
∂t
)
w ≥ 2 f
1 − f ∇ f∇w + 2(1 − f )w
2
holds in Bρ,T .
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PROOF. A direct computation demonstrates that(
∆ − ∂
∂t
)
w =
n∑
i, j=1
 2 f 2i j(1 − f )2 + 8 fi fi j f j(1 − f )3 − 4 fi f j fi j(1 − f )2
 + 6 |∇ f |4(1 − f )4 − 2 |∇ f |4(1 − f )3
and
4
n∑
i, j=1
fi fi j f j
(1 − f )3 = 2
∇ f∇w
(1 − f ) − 4
|∇ f |4
(1 − f )4
at every point (x, t) ∈ Bρ,T ; cf. [33, 35]. Using these formulas, we conclude that(
∆ − ∂
∂t
)
w =
n∑
i, j=1
 2 f 2i j(1 − f )2 + 4 fi fi j f j(1 − f )3 − 4 fi f j fi j(1 − f )2

+ 2
|∇ f |4
(1 − f )4 + 2
∇ f∇w
(1 − f ) − 2
|∇ f |4
(1 − f )3
= 2
n∑
i, j=1
(
fi j
1 − f +
fi f j
(1 − f )2
)2
+ 2
∇ f∇w
(1 − f ) + 2
|∇ f |4
(1 − f )3 − 2∇ f∇w
≥ 2 f
1 − f ∇ f∇w + 2(1 − f )w
2
at (x, t) ∈ Bρ,T .
The preparations required to prove Theorem 12 are now completed. Note
that we will also make use of arguments from the paper [35].
PROOF. [Proof of Theorem 12.] Without loss of generality, we can assume
A = 1. If this is not the case, one should just carry out the proof replacing u(x, t)
with u(x,t)A . Let us pick a number τ ∈ (0,T ] and fix a function Ψ¯(r, t) satisfying
the conditions of Lemma 11. We will establish (2.3.1) at (x, τ) for all x such that
dist(x, x0, τ) <
ρ
2 . Because τ is chosen arbitrarily, the assertion of the theorem will
immediately follow.
Define Ψ : M × [0,T ]→ R by the formula
Ψ(x, t) = Ψ¯(dist(x, x0, t), t).
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It is easy to see that Ψ(x, t) is supported in the closure of Bρ,T . This function is
smooth at (x′, t′) ∈ M × [0,T ] whenever x′ , x0 and x′ is not in the cut locus of
x0 with respect to the metric g(x, t′). We will employ the notation f = log u and
w = |∇ f |
2
(1− f )2 introduced in Lemma 13. It will also be convenient for us to write β
instead of − 2 f1− f∇ f . Our strategy is to estimate
(
∆ − ∂
∂t
)
(Ψw) and scrutinize the
produced formula at a point where Ψw attains its maximum. The desired result
will then follow.
We use Lemma 13 to conclude that(
∆ − ∂
∂t
)
(Ψw) ≥ Ψ
(
−β∇w + 2(1 − f )w2
)
+ (∆Ψ)w + 2∇Ψ∇w − Ψtw
in the portion of Bρ,T where Ψ(x, t) is smooth. This implies(
∆ − ∂
∂t
)
(Ψw) ≥ − β∇(Ψw) + 2
Ψ
∇Ψ∇(Ψw) + 2Ψ(1 − f )w2
+ wβ∇Ψ − 2 |∇Ψ|
2
Ψ
w + (∆Ψ)w − Ψtw. (2.3.2)
The latter inequality holds in the part of Bρ,T where Ψ(x, t) is smooth and
nonzero. Now let (x1, t1) be a maximum point for Ψw in the closure of Bρ,T .
If (Ψw)(x1, t1) is equal to 0, then (Ψw)(x, τ) = w(x, τ) = 0 for all x ∈ M such that
dist(x, x0, τ) <
ρ
2 . This yields ∇u(x, τ) = 0, and estimate (2.3.1) becomes obvious at
(x, τ). Thus, it suffices to consider the case where (Ψw)(x1, t1) > 0. In particular,
(x1, t1) must be in Bρ,T , and t1 must be strictly positive.
A standard argument due to E. Calabi (see, for example, [32, page 21]) en-
ables us to assume that Ψ(x, t) is smooth at (x1, t1). Because (x1, t1) is a maximum
point, the equalities ∆(Ψw)(x1, t1) ≤ 0, ∇(Ψw)(x1, t1) = 0, and (Ψw)t(x1, t1) ≥ 0 are
satisfied. Together with formula (2.3.2), they yield
2Ψ(1 − f )w2 ≤ −wβ∇Ψ + 2 |∇Ψ|
2
Ψ
w − (∆Ψ)w + Ψtw (2.3.3)
26
at (x1, t1). We will now estimate every term in the right-hand side. This will lead
us to the desired result.
A series of computations imply that
|wβ∇Ψ| ≤ Ψ(1 − f )w2 + c1 f
4
ρ4(1 − f )3 ,
|∇Ψ|2
Ψ
w ≤ 1
8
Ψw2 +
c1
ρ4
,
−(∆Ψ)w ≤ 1
8
Ψw2 +
c1
ρ4
+ c1k2
at (x1, t1) for some constant c1 > 0; see [33, 35]. Here, we have used the inequality
for the weighted arithmetic mean and the weighted geometric mean, as well as
the properties of the function Ψ¯(r, t) given by Lemma 11. Our next mission is to
find a suitable bound for (Ψtw)(x1, t1).
It is clear that
(Ψtw)(x1, t1) =
∂Ψ¯
∂t
(dist(x1, x0, t1), t1)w(x1, t1)
+
∂Ψ¯
∂r
(dist(x1, x0, t1), t1)
(
∂
∂t
dist(x1, x0, t1)
)
w(x1, t1). (2.3.4)
We also observe that∣∣∣∣∣∣∂Ψ¯∂t (dist(x1, x0, t1), t1)
∣∣∣∣∣∣w(x1, t1) ≤ 116 (Ψw2) (x1, t1) + c2τ2
for a positive constant c2. Because the function Ψ¯(r, t) satisfies the conditions
listed in Lemma 11, the inequality∣∣∣∣∣∣∂Ψ¯∂r (dist(x1, x0, t1), t1)
∣∣∣∣∣∣ ≤ C 12ρ Ψ 12 (x1, t1) (2.3.5)
holds withC 1
2
> 0. It remains to estimate the derivative of the distance. Utilizing
the assumptions of the theorem, we conclude that∣∣∣∣∣ ∂∂t dist(x1, x0, t1)
∣∣∣∣∣ ≤ sup
dist(x1,x0,t1)∫
0
∣∣∣∣∣∣Ric
(
d
ds
ζ(s),
d
ds
ζ(s)
)∣∣∣∣∣∣ ds ≤ k dist(x1, x0, t1) ≤ kρ.
(2.3.6)
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In this particular formula, Ric designates the Ricci curvature of g(x, t1). The
supremum is taken over all the minimal geodesics ζ(s), with respect to
g(x, t1), that connect x0 to x1 and are parametrized by arclength; see, e.g., [15,
Proof of Lemma 8.28]. It now becomes clear that
Ψtw ≤ 116Ψw
2 +
c2
τ2
+C 1
2
kwΨ
1
2 ≤ 1
8
Ψw2 +
c2
τ2
+ c3k2
at (x1, t1) for some c3 > 0. We have thus found estimates for every term in the
right-hand side of (2.3.3). We will combine them all, and the assertion of the
theorem will shortly follow.
Given the preceding considerations, formula (2.3.3) implies
Ψ(1 − f )w2 ≤ c4 f
4
ρ4(1 − f )3 +
1
2
Ψw2 +
c4
ρ4
+
c4
τ2
+ c4k2
at the point (x1, t1). The constant c4 here equals max{3c1, c2, c1 + c3}. Since f (x, t) ≤
0 and f
4
(1− f )4 ≤ 1, we can conclude that
Ψw2 ≤ c4 f
4
ρ4(1 − f )4 +
1
2
Ψw2 +
c4
ρ4
+
c4
τ2
+ c4k2,
Ψ2w2 ≤ Ψw2 ≤ 4c4
ρ4
+
2c4
τ2
+ 2c4k2
at (x1, t1). Because Ψ(x, τ) = 1 when dist(x, x0, τ) <
ρ
2 , the estimate
w(x, τ) = (Ψw)(x, τ) ≤ (Ψw)(x1, t1) ≤ C
2
ρ2
+
C2
τ
+C2k
holds with C =
√
2
√
c4 for all x ∈ M such that dist(x, x0, τ) < ρ2 . Recalling the
definition of w(x, t) and the fact that τ ∈ (0,T ] was chosen arbitrarily, we obtain
the inequality
|∇ f (x, t)|
1 − f (x, t) ≤ C
(
1
ρ
+
1√
t
+
√
k
)
for (x, t) ∈ B ρ
2 ,T
provided t , 0. The assertion of the theorem follows by an
elementary computation.
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Our next step is to assume M is compact and state a global gradient estimate
for the function u(x, t). This result was previously established in [35, 10].
Theorem 14 (Q. Zhang [35], X. Cao and R. Hamilton [10]) Suppose the manifold
M is compact, and let
(
M, g(x, t)
)
t∈[0,T ] be a solution to the Ricci flow (2.2.1). Assume a
smooth positive function u : M × [0,T ] → R satisfies the heat equation (2.2.2). Then
the estimate
|∇u|
u
≤
√
1
t
log
A
u
, x ∈ M, t ∈ (0,T ], (2.3.7)
holds with A = supM u(x, 0).
Remark The maximum principle implies that A is actually equal to
supM×[0,T ] u(x, t). This explains why the right-hand side of (2.3.7) is well-defined.
PROOF. Consider the function P = t |∇u|
2
u − u log Au on the set M × [0,T ]. It is
clear that P(x, 0) is nonpositive for every x ∈ M. A computation shows that(
∆ − ∂
∂t
)
P = t
(
∆ − ∂
∂t
) ( |∇u|2
u
)
= 2
t
u
n∑
i, j=1
(
ui j − uiu ju
)2
≥ 0, x ∈ M, t ∈ [0,T ].
In accordance with the maximum principle, this implies P(x, t) is nonpositive
for all (x, t) ∈ M × [0,T ]. The desired assertion follows immediately.
2.4 Space-time gradient estimates
This section establishes Li-Yau-type inequalities for system (2.2.1)–(2.2.2). We
will obtain a local and a global estimate. The following lemma will be important
to our considerations; cf. Lemma 1 in [32, Chapter IV].
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Lemma 15 Suppose
(
M, g(x, t)
)
t∈[0,T ] is a complete solution to the Ricci flow (2.2.1).
Assume that −k1g(x, t) ≤ Ric(x, t) ≤ k2g(x, t) for some k1, k2 > 0 and all (x, t) ∈ Bρ,T .
Suppose u : M × [0,T ] → R is a smooth positive function satisfying the heat equa-
tion (2.2.2). Given α ≥ 1, define f = log u and F = t
(
|∇ f |2 − α ft
)
. The estimate(
∆ − ∂
∂t
)
F ≥ − 2∇ f∇F + 2aαt
n
(
|∇ f |2 − ft
)2
−
(
|∇ f |2 − α ft
)
− 2k1αt|∇ f |2 − αtn2b max
{
k21, k
2
2
}
, (x, t) ∈ Bρ,T ,
(2.4.1)
holds for any a, b > 0 such that a + b = 1
α
.
PROOF. We begin by finding a convenient bound on ∆F. Observe that
∆F = t
2 n∑
i, j=1
(
f 2i j + 2 f j f jii
)
− α∆( ft)
 , x ∈ M, t ∈ [0,T ].
Our assumption on the Ricci curvature of M implies the inequality
n∑
i, j=1
f j f jii =
n∑
i, j=1
(
f j fii j + Ri j fi f j
)
= ∇ f∇(∆ f ) + Ric(∇ f ,∇ f ) ≥ ∇ f∇(∆ f ) − k1|∇ f |2
at an arbitrary point (x, t) ∈ Bρ,T . Using (2.2.1), we can show that
∆( ft) = (∆ f )t − 2
n∑
i, j=1
Ri j fi j.
Consequently, the estimate
∆F ≥ t
2 n∑
i, j=1
(
f 2i j + 2αRi j fi j
)
+ 2∇ f∇(∆ f ) − 2k1|∇ f |2 − α(∆ f )t

holds at (x, t) ∈ Bρ,T . Our next step is to find a suitable bound on those terms in
the right-hand side that involve fi j. We do so by completing the square. More
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specifically, observe that
n∑
i, j=1
(
f 2i j + αRi j fi j
)
=
n∑
i, j=1
(
(aα + bα) f 2i j + αRi j fi j
)
=
n∑
i, j=1
aα f 2i j + α (√b fi j + Ri j
2
√
b
)2
− α
4b
R2i j
 ≥ n∑
i, j=1
(
aα f 2i j −
α
4b
R2i j
)
at (x, t) ∈ Bρ,T for any a, b > 0 such that a + b = 1α . Employing the standard
inequality
n∑
i, j=1
f 2i j ≥
(∆ f )2
n
and the assumptions of the lemma, we obtain the estimate
n∑
i, j=1
(
f 2i j + αRi j fi j
)
≥ aα
n
(∆ f )2 − αn
4b
max
{
k21, k
2
2
}
, (x, t) ∈ Bρ,T .
It is easy to conclude that
∆F ≥ t
(
2aα
n
(∆ f )2 + 2∇ f∇(∆ f ) − 2k1|∇ f |2 − α(∆ f )t − αn2b max
{
k21, k
2
2
})
=
2aαt
n
(
ft − |∇ f |2
)2
+ 2t∇ f∇
(
ft − |∇ f |2
)
− 2k1t|∇ f |2 − αt
(
ft − |∇ f |2
)
t
− αtn
2b
max
{
k21, k
2
2
}
(2.4.2)
in the set Bρ,T .
Formula (2.4.2) provides us with a convenient bound on ∆F. Let us now
include the derivative of F in t ∈ [0,T ] into our considerations. One easily
computes
∂F
∂t
= |∇ f |2 − α ft + t
(
|∇ f |2 − α ft
)
t
.
Subtracting this from (2.4.2), we see that the inequality(
∆ − ∂
∂t
)
F ≥ 2aαt
n
(
ft − |∇ f |2
)2
+ 2t∇ f∇
(
ft − |∇ f |2
)
− 2k1t|∇ f |2
− αtn
2b
max
{
k21, k
2
2
}
−
(
|∇ f |2 − α ft
)
+ (α − 1)t
(
|∇ f |2
)
t
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holds in the set Bρ,T . In order to arrive to (2.4.1) from here, we need to estimate(
|∇ f |2
)
t
. The Ricci flow equation (2.2.1) and the assumptions of the lemma imply(
|∇ f |2
)
t
= 2∇ f∇( ft) + 2 Ric(∇ f ,∇ f ) ≥ 2∇ f∇( ft) − 2k1|∇ f |2
at (x, t) ∈ Bρ,T . As a consequence,(
∆ − ∂
∂t
)
F ≥ 2aαt
n
(
ft − |∇ f |2
)2 − (|∇ f |2 − α ft)
− αtn
2b
max
{
k21, k
2
2
}
− 2t∇ f∇
(
|∇ f |2 − α ft
)
− 2k1αt|∇ f |2
in Bρ,T . The desired assertion follows immediately.
With Lemma 15 at hand, we are ready to establish the local space-time gradi-
ent estimate. We will also make use of arguments from the proof of Theorem 4.2
in [32, Chapter IV]. Recall that n designates the dimension of M.
Theorem 16 Let
(
M, g(x, t)
)
t∈[0,T ] be a complete solution to the Ricci flow (2.2.1). Sup-
pose −k1g(x, t) ≤ Ric(x, t) ≤ k2g(x, t) for some k1, k2 > 0 and all (x, t) ∈ Bρ,T . Consider
a smooth positive function u : M × [0,T ] → R solving the heat equation (2.2.2). There
exists a constant C′ that depends only on the dimension of M and satisfies the estimate
|∇u|2
u2
− αut
u
≤ C′α2
(
α2
ρ2(α − 1) +
1
t
+ max {k1, k2}
)
+
nk1α3
α − 1 (2.4.3)
for all α > 1 and all (x, t) ∈ B ρ
2 ,T
with t , 0.
PROOF. We preserve the notation f = log u and F = t
(
|∇ f |2 − α ft
)
from
Lemma 15. Our strategy in this proof will be similar to that in the proof of
Theorem 12. The role of the function w(x, t) now goes to the function F(x, t).
Let us pick τ ∈ (0,T ] and fix Ψ¯(r, t) satisfying the conditions of Lemma 11.
Define Ψ : M × [0,T ]→ R by setting
Ψ(x, t) = Ψ¯(dist(x, x0, t), t).
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We will establish (2.4.3) at (x, τ) for x ∈ M such that dist(x, x0, τ) < ρ2 . This will
complete the proof. Our plan is to estimate
(
∂
∂t − ∆
)
(ΨF) and analyze the result
at a point where the function ΨF attains its maximum. The required conclusion
will follow therefrom.
Lemma 15 and some straightforward computations imply(
∆ − ∂
∂t
)
(ΨF) ≥ −2∇ f∇(ΨF) + 2F∇ f∇Ψ
+
(
2aαt
n
(
|∇ f |2 − ft
)2 − (|∇ f |2 − α ft) − 2k1αt|∇ f |2 − αtn2b k¯2
)
Ψ
+ (∆Ψ)F + 2
∇Ψ
Ψ
∇(ΨF) − 2 |∇Ψ|
2
Ψ
F − ∂Ψ
∂t
F (2.4.4)
with k¯ = max {k1, k2}. This inequality holds in the part of Bρ,T where Ψ(x, t) is
smooth and strictly positive. Let (x1, t1) be a maximum point for the function
ΨF in the set {(x, t) ∈ M × [0, τ] | dist(x, x0, t) ≤ ρ}. We may assume (ΨF)(x1, t1) >
0 without loss of generality. Indeed, if this is not the case, then F(x, τ) ≤ 0
and (2.4.3) is evident at (x, τ) whenever dist(x, x0, τ) <
ρ
2 . We may also assume
that Ψ(x, t) is smooth at (x1, t1) due to a standard trick explained, for example,
in [32, page 21]. Since (x1, t1) is a maximum point, the equalities ∆(ΨF)(x1, t1) ≤ 0,
∇(ΨF)(x1, t1) = 0, and (ΨF)t(x1, t1) ≥ 0 hold true. Combined with (2.4.4), they
yield
0 ≥ 2F∇ f∇Ψ +
(
2aαt1
n
(
|∇ f |2 − ft
)2 − (|∇ f |2 − α ft) − 2k1αt1|∇ f |2 − αt1n2b k¯2
)
Ψ
+ (∆Ψ)F − 2 |∇Ψ|
2
Ψ
F − ∂Ψ
∂t
F (2.4.5)
at (x1, t1). We will now use (2.4.5) to show that a certain quadratic expression in
ΨF is nonpositive. The desired result will then follow.
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Let us recall Lemma 11 and apply the Laplacian comparison theorem to con-
clude that
−|∇Ψ|
2
Ψ
≥ −
C21
2
ρ2
,
∆Ψ ≥ −
C 1
2
ρ2
−
C 1
2
Ψ
1
2
ρ
(n − 1)
√
k1 coth
( √
k1 ρ
)
≥ −d1
ρ2
− d1Ψ
1
2
ρ
√
k1
at the point (x1, t1) with d1 a positive constant depending on n. There exists C¯ > 0
such that the inequality
−∂Ψ
∂t
≥ −C¯Ψ
1
2
τ
−C 1
2
k¯Ψ
1
2
holds true; cf. (2.3.4), (2.3.5), and (2.3.6). Using these observations along
with (2.4.5), we find the estimate
0 ≥ −2F|∇ f ||∇Ψ| +
(
2aαt1
n
(
|∇ f |2 − ft
)2 − (|∇ f |2 − α ft) − 2k1αt1|∇ f |2 − αt1n2b k¯2
)
Ψ
+ d2
− 1
ρ2
− Ψ
1
2
ρ
√
k1 − Ψ
1
2
τ
− k¯Ψ 12
 F
at (x1, t1). Here, d2 is equal to max
{
3d1,C 1
2
, 3C21
2
, C¯
}
. If one further multiplies by
tΨ and makes a few elementary manipulations, one will obtain
0 ≥ −2t1F
C 1
2
Ψ
3
2
ρ
|∇ f | + 2t
2
1
n
(
aα
(
Ψ|∇ f |2 − Ψ ft
)2 − nk1αΨ2|∇ f |2 − n2α4b k¯2Ψ2
)
+ d2t1
(
− 1
ρ2
−
√
k1
ρ
− 1
τ
− k¯
)
(ΨF) − ΨF (2.4.6)
at (x1, t1). Our next step is to estimate the first two terms in the right-hand side.
In order to do so, we need a few auxiliary pieces of notation.
Define y = Ψ|∇ f |2 and z = Ψ ft. It is clear that y 12 (y − αz) = Ψ
3
2 F|∇ f |
t when t , 0,
which yields
−2tF
C 1
2
Ψ
3
2
ρ
|∇ f | + 2t
2
n
(
aα
(
Ψ|∇ f |2 − Ψ ft
)2 − nk1αΨ2|∇ f |2 − n2α4b k¯2Ψ2
)
≥ 2t
2
n
(
aα(y − z)2 − nk1αy − n
2α
4b
k¯2Ψ2 −
nC 1
2
ρ
y
1
2 (y − αz)
)
.
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Let us observe that
(y − z)2 = 1
α2
(y − αz)2 + (α − 1)
2
α2
y2 +
2(α − 1)
α2
y(y − αz)
and plug this into the previous estimate. Regrouping the terms and applying
the inequality κ1v2 − κ2v ≥ − κ
2
2
4κ1
valid for κ1, κ2 > 0 and v ∈ R, we obtain
−2tF
C 1
2
Ψ
3
2
ρ
|∇ f | + 2t
2
n
(
aα
(
Ψ|∇ f |2 − Ψ ft
)2 − nk1αΨ2|∇ f |2 − n2α4b k¯2Ψ2
)
≥ 2t
2
n
(
a
α
(y − αz)2 − n
2k21α
3
4a(α − 1)2 −
n2d2α
8aρ2(α − 1) (y − αz) −
n2α
4b
k¯2Ψ2
)
.
Because t(y − αz) = ΨF by definition, (2.4.6) now implies
0 ≥ 2a
nα
(ΨF)2 +
(
−nd2t1
ρ2
(
α
a(α − 1) + 1 + ρ
√
k¯ +
ρ2
τ
+ ρ2k¯
)
− 1
)
(ΨF)
− nk
2
1α
3
2a(α − 1)2 t
2
1 −
αn
2b
t21k¯
2Ψ2
≥ 2a
nα
(ΨF)2 +
(
−d3t1
ρ2
(
α
a(α − 1) +
ρ2
τ
+ ρ2k¯
)
− 1
)
(ΨF)
− nk
2
1α
3
2a(α − 1)2 t
2
1 −
αn
2b
t21k¯
2Ψ2
at (x1, t1) with d3 = 4nd2. The expression in the last two lines is a polynomial in
ΨF of degree 2. Consequently, in accordance with the quadratic formula,
ΨF ≤ nα
2a
(
d3t1
ρ2
(
α
a(α − 1) +
ρ2
τ
+ ρ2k¯
)
+ 1 +
k1α
α − 1 t1 +
√
a
b
t1k¯Ψ
)
at (x1, t1). We will now use this conclusion to obtain a bound on F(x, τ) for an
appropriate range of x ∈ M.
Recall that Ψ(x, τ) = 1 whenever dist(x, x0, τ) <
ρ
2 . Besides, (x1, t1) is a maxi-
mum point for ΨF in the set {(x, t) ∈ M × [0, τ] | dist(x, x0, t) ≤ ρ}. Hence
F(x, τ) = (ΨF)(x, τ) ≤ (ΨF)(x1, t1)
≤ nαd3τ
2aρ2
(
α
a(α − 1) +
ρ2
τ
+ ρ2k¯
)
+
nα
2a
+
nk1α2
2a(α − 1) τ +
ατnk¯
2
√
1
ab
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for all x ∈ M such that dist(x, x0, τ) < ρ2 . Since τ ∈ (0,T ] was chosen arbitrarily,
this formula implies
(
|∇ f |2 − α ft
)
(x, t) ≤ αd4
aρ2
(
α
a(α − 1) +
ρ2
t
+ ρ2k¯
)
+
nk1α2
2a(α − 1) +
αnk¯
2
√
1
ab
, (x, t) ∈ B ρ
2 ,T
,
with d4 = max {nd3, n} as long as t , 0. If we set a = 12α , note that b = 1α − a, and
define the constant C′ appropriately, estimate (2.4.3) will follow by a straight-
forward computation.
Remark The value 12α for the parameter a in the proof of the theorem might
not be optimal. It is possible that a different a will lead to a sharper estimate.
Let us now consider the case where the manifold M is compact. We will
present a global estimate on u(x, t) demanding that the Ricci curvature of M be
nonnegative. A related inequality for (2.2.1)–(2.2.2) may be found in [16].
Theorem 17 Suppose the manifold M is compact and
(
M, g(x, t)
)
t∈[0,T ] is a solution to
the Ricci flow (2.2.1). Assume that 0 ≤ Ric(x, t) ≤ kg(x, t) for some k > 0 and all
(x, t) ∈ M × [0,T ]. Consider a smooth positive function u : M × [0,T ] → R satisfying
the heat equation (2.2.2). The estimate
|∇u|2
u2
− ut
u
≤ kn + n
2t
(2.4.7)
holds for all (x, t) ∈ M × (0,T ].
PROOF. As before, we write f instead of log u. It will be convenient for us
to denote F1 = t
(
|∇ f |2 − ft
)
. Fix τ ∈ (0,T ] and choose a point (x0, t0) ∈ M × [0, τ]
where F1 attains its maximum on M × [0, τ]. Our first step is to show that
F1(x0, t0) ≤ t0kn + n2 . (2.4.8)
36
The assertion of the theorem will follow therefrom.
If t0 = 0, then F1(x, t0) is equal to 0 for every x ∈ M and estimate (2.4.8)
becomes evident. Consequently, we can assume t0 > 0 without loss of generality.
Lemma 15 and our conditions on the Ricci curvature of M imply the inequality(
∆ − ∂
∂t
)
F1 ≥ −2∇ f∇F1 + 2an
F21
t0
− F1
t0
− t0n
2(1 − a) k
2
for all a ∈ (0, 1) at the point (x0, t0). Now recall that F1 attains its maximum at
(x0, t0). This tells us that ∆F1(x0, t0) ≤ 0, ∂∂tF1(x0, t0) ≥ 0, and ∇F1(x0, t0) = 0. In
consequence, the estimate
2a
n
F21
t0
− F1
t0
− t0n
2(1 − a) k
2 ≤ 0
holds at (x0, t0), and the quadratic formula yields
F1(x0, t0) ≤ n4a
1 +
√
1 +
4at20
1 − a k
2
 .
The expression in the right-hand side is minimized in a ∈ (0, 1) when a is equal
to 1+kt01+2kt0 . Plugging this value of a into the above inequality, we arrive at (2.4.8).
Only a simple argument is now needed to complete the proof. The fact that
(x0, t0) is a maximum point for F1 on M × [0, τ] enables us to conclude that
F1(x, τ) ≤ F1(x0, t0) ≤ t0kn + n2 ≤ τkn +
n
2
for all x ∈ M. Therefore, the estimate
|∇u|2
u2
− ut
u
≤ kn + n
2τ
holds at (x, τ). Because the number τ ∈ (0,T ] can be chosen arbitrarily, the asser-
tion of the theorem follows.
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2.5 Harnack inequalities
The last part of this chapter will consist of two Harnack inequalities for (2.2.1)–
(2.2.2). These may be viewed as applications of Theorems 16 and 17; cf., for
example, [32, Chapter IV]. One can find other Harnack inequalities for (2.2.1)–
(2.2.2) in the papers [16, 28]. We first introduce a piece of notation. Given x1, x2 ∈
M and t1, t2 ∈ (0,T ) satisfying t1 < t2, define
Γ(x1, t1, x2, t2) = inf
t2∫
t1
∣∣∣∣∣ ddtγ(t)
∣∣∣∣∣2 dt.
The infimum is taken over the set Θ(x1, t1, x2, t2) of all the smooth paths γ :
[t1, t2] → M that connect x1 to x2. We remind the reader that the norm | · | de-
pends on t. Let us now present a lemma. It will be the key to proving of our
results.
Lemma 18 Suppose
(
M, g(x, t)
)
t∈[0,T ] is a complete solution to the Ricci flow (2.2.1). Let
u : M × [0,T ] → R be a smooth positive function satisfying the heat equation (2.2.2).
Define f = log u and assume that
∂ f
∂t
≥ 1
A1
(
|∇ f |2 − A2 − A3t
)
, x ∈ M, t ∈ (0,T ],
for some A1, A2, A3 > 0. Then the inequality
u(x2, t2) ≥ u(x1, t1)
(
t2
t1
)− A3A1
exp
(
−A1
4
Γ(x1, t1, x2, t2) − A2A1 (t2 − t1)
)
holds for all (x1, t1) ∈ M × (0,T ) and (x2, t2) ∈ M × (0,T ) such that t1 < t2.
PROOF. The method we use is rather traditional; see, for example, [32,
Chapter IV] and [10]. Consider a path γ(t) ∈ Θ(x1, t1, x2, t2). We begin by com-
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puting
d
dt
f (γ(t), t) = ∇ f (γ(t), t) d
dt
γ(t) +
∂
∂s
f (γ(t), s)|s=t
≥ −|∇ f (γ(t), t)|
∣∣∣∣∣ ddtγ(t)
∣∣∣∣∣ + 1A1
(
|∇ f (γ(t), t)|2 − A2 − A3t
)
≥ −A1
4
∣∣∣∣∣ ddtγ(t)
∣∣∣∣∣2 − 1A1
(
A2 +
A3
t
)
, t ∈ [t1, t2].
The last step is a consequence of the inequality κ1v2−κ2v ≥ − κ
2
2
4κ1
valid for κ1, κ2 > 0
and v ∈ R. The above implies
f (x2, t2) − f (x1, t1) =
t2∫
t1
d
dt
f (γ(t), t) dt
≥ −A1
4
t2∫
t1
∣∣∣∣∣ ddtγ(t)
∣∣∣∣∣2 dt − A2A1 (t2 − t1) − A3A1 ln t2t1 .
The assertion of the lemma follows by exponentiating.
We are ready to formulate our Harnack inequalities for (2.2.1)–(2.2.2). The
first one applies on noncompact manifolds. The second one does not, but it
provides a more explicit estimate.
Theorem 19 Let
(
M, g(x, t)
)
t∈[0,T ] be a complete solution to the Ricci flow (2.2.1). As-
sume that −k1g(x, t) ≤ Ric(x, t) ≤ k2g(x, t) for some k1, k2 > 0 and all (x, t) ∈ M× [0,T ].
Suppose a smooth positive function u : M×[0,T ]→ R satisfies the heat equation (2.2.2).
Given α > 1, the estimate
u(x2, t2) ≥ u(x1, t1)
(
t2
t1
)−C′α
exp
(
−α
4
Γ(x1, t1, x2, t2) −
(
C′αmax {k1, k2} + nk1α
2
α − 1
)
(t2 − t1)
)
holds for all (x1, t1) ∈ M × (0,T ) and (x2, t2) ∈ M × (0,T ) such that t1 < t2. The constant
C′ comes from Theorem 16.
PROOF. Letting ρ go to infinity in (2.4.3), we conclude that
ut
u
≥ 1
α
( |∇u|2
u2
− C
′α2
t
−
(
C′α2 max {k1, k2} + nk1α
3
α − 1
))
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on M × (0,T ]. The desired assertion is now a consequence of Lemma 18.
Theorem 20 Suppose M is compact and
(
M, g(x, t)
)
t∈[0,T ] is a solution to the Ricci
flow (2.2.1). Assume that 0 ≤ Ric(x, t) ≤ kg(x, t) for some k > 0 and all (x, t) ∈
M × [0,T ]. Consider a smooth positive function u : M × [0,T ]→ R satisfying the heat
equation (2.2.2). The estimate
u(x2, t2) ≥ u(x1, t1)
(
t2
t1
)− n2
exp
(
−1
4
Γ(x1, t1, x2, t2) − kn(t2 − t1)
)
holds for all (x1, t1) ∈ M × (0,T ) and (x2, t2) ∈ M × (0,T ) as long as t1 < t2.
PROOF. Theorem 17 implies
ut
u
≥ |∇u|
2
u2
− kn − n
2t
, x ∈ M, t ∈ (0,T ].
One may now use Lemma 18 to complete the proof.
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CHAPTER 3
BOUNDS ON THE HEAT KERNEL
3.1 Introduction
Determining bounds for the heat operator on manifolds has been a topic of in-
terest, as it had proven to have many applications. D. Aronson made use of a
parabolic Harnack inequality to bound the fundamental solution for a general
second-order parabolic operator [2]. Later, in their celebrated paper [25], P. Li
and S.-T. Yau derived gradient estimates for positive solutions to the heat equa-
tion on closed manifolds with bounded Ricci curvature, from which they ob-
tained Harnack inequalities. Further these inequalities were used to get upper
and lower bounds on the heat kernel. They considered manifolds with bound-
aries, satisfying Dirichlet and Neumann boundary conditions, the heat kernel
bounds extending to the boundary when the latter was convex. Later, J. Wang
derived in [34] a global version of gradient estimates when the boundary is
nonconvex, and he obtained both upper and lower bounds for the heat kernel
satisfying Neumann conditions.
In geometric analysis, heat kernel estimates, together with Sobolev imbed-
ding theorems, have been proven useful in the study of Ricci flows, especially
in the case with surgeries. Since Sobolev imbeddings and inequalities relate the
integrability (in some Lp sense) of the derivative of a function to the integrabil-
ity of the function itself, they become useful when looking at partial differential
equations. They also have proven useful in characterizing the space where the
function is defined (for a detailed discussion see, for example, [31]).
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In [16], C. Guenther studied the fundamental solution of the linear parabolic
operator L(u) = (∆ − ∂
∂t − h)u, on compact n-dimensional manifolds with time
dependent metric, where h is a smooth space-time function. She proved the
uniqueness, positivity, the adjoint property and the semigroup property of this
operator, which thus behaves like the usual heat kernel. As a particular case
(h = 0), she obtained the existence and properties of the heat kernel under the
Ricci flow.
G. Perelman gave a proof in [29] of the pseudolocality theorem, which states
that Euclidean looking regions in closed manifolds evolving by Ricci flow re-
main localized, under some curvature assumptions. In order to prove this, he
obtained a differential Li-Yau-Hamilton type inequality for the fundamental so-
lution of the conjugate heat equation ∆u + ∂
∂t − Ru = 0, where R is the scalar
curvature on the manifold. Later S.-Y. Hsu obtained in [23], by a variation of the
method introduced by P. Li, S.-T. Yau and J. Wang, a gradient estimate for the
solution of the conjugate heat equation on closed manifolds under Ricci flow,
and as a consequence, bounds for its fundamental solution.
Q. Zhang also considered in [35] the conjugate heat equation introduced by
Perelman, but after a time reversal: ∆u − ∂
∂t − Ru = 0, and the metric evolving
under forward Ricci flow ∂
∂tg(x, t) = 2 Ric(x, t). He considered a complete man-
ifold, with Ric(g(t)) ≥ k and the injectivity radius i > 0. He obtained un upper
bound on the fundamental solution of this equation using the Nash method,
without any gradient estimate, and his result depends on the best constants in
the Sobolev imbedding theorem. Let’s just mention that our heat kernel equals
the fundamental solution in Q. Zhang’s paper (since G(x, t; y, s) satisfies the con-
jugate heat equation in the (y, s) variables) and our result is an improvement,
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since there are no conditions on the Ricci curvature or the injectivity radius.
Recently, Q. Zhang and X. Cao characterized in [11] the Type I singularity
model of the Ricci flow by means of upper and lower bounds of the fundamental
solution of the conjugate heat equation.
In this paper, we obtain a bound on the heat kernel, depending on the best
constants in a Sobolev imbedding theorem. We state the Sobolev imbedding
theorems and the constants that the result will depend on in section (3.2), while
the proof is given in section (3.4). We will conclude the paper with the special
case, when the scalar curvature is positive at the initial time (and hence, since
the Ricci flow preserves the positivity of the scalar curvature, throughout the
manifold at all given times).
We should add that the bound we get is not sharp, and that a long term goal
is to get estimates similar to the ones of Li-Yau. This, however, has proved to
be much more difficult, due to the changing nature of the metric. Hope comes
from the fact that similar gradient estimates on the solution of the heat equation
have been found by the author, together with X. Cao and A. Pulemotov, using
similar methods (see [6]).
3.2 Setup
We consider an n-dimensional manifold without boundary M, which is com-
pact, connected, oriented and smooth.
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For T > 0, let
(
M, g(x, t)
)
, t ∈ [0,T ] be a solution to the Ricci flow
∂
∂t
g(x, t) = −2 Ric(x, t), x ∈ M, t ∈ [0,T ] (3.2.1)
The interval that we consider [0,T ] is a subset of the interval of short-time
existence, hence we won’t deal with blow-ups.
We say that a smooth positive function u : M × [0,T ] → R satisfies the heat
equation if the following holds(
∆ − ∂
∂t
)
u(x, t) = 0 .
Here, ∆ stands for the Laplacian given by g(x, t). We will use ∇ and | · | to
denote the gradient and the norm with respect to g(x, t), respectively. We em-
phasize that ∆, ∇, and | · | all depend on t ∈ [0,T ]. XY denotes the scalar product
of the vectors X and Y with respect to the metric g(x, t).
We will denote the heat kernel, i.e. the fundamental solution of the heat
operator
(
∆ − ∂
∂t
)
by G(x, t; y, s). Let’s recall that the fundamental solution of an
operator L is a smooth function G(x, t; y, s) : M × [0,T ] × M × [0,T ] → R, with
s < t, which satisfies two properties:
(i) L(G) = 0 in (x, t) for (x, t) , (y, s) ,
(ii) limt→sG(., t; y, s) = δy for every y, where δy is the Dirac delta function.
Guenther proved the existence and studied the properties of the fundamen-
tal solution for the operator L(u) =
(
∆ − ∂
∂t − h(x, t)
)
u on a compact manifold
whose metric evolves under the Ricci flow (h(x, t) is a smooth function) [16, The-
orem 2.1]. In particular, if h(x, t) = 0 we get the existence of the heat kernel.
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During the computations, we will sometimes drop the arguments (x, t; y, s),
as it will be clear with respect to which variables we are considering the measure
over which we are integrating.
Our proof relies on two Sobolev imbedding theorems, which are stated be-
low. Since the manifold is compact, there will be no assumption on the injectiv-
ity radius or on the Ricci curvature.
In [22], Hebey and Vaugon (improving a result by Aubin [4]) proved the
following:
Theorem 21 Let Mn be a compact Riemannian manifold. If 1 ≤ q ≤ n, then for any
q′ ∈ [1, q] and for any r > 1, there exists a positive constant B = B(g, n) such that for
any ψ ∈ W1,q(M) (the Sobolev space of weakly differentiable functions) the following is
true:
||ψ||rp ≤ K(n, q)r||∇ψ||rq + B||ψ||rq′ .
Here K(n, q) is the best constant in the Sobolev imbedding (inequality) in Rn and
p = (nq)/(n − q).
Along the Ricci flow, Zhang proved the following uniform Sobolev inequal-
ity in [36]:
Theorem 22 Let Mn be a compact Riemannian manifold, with n ≥ 3 and let(
M, g(t)
)
t∈[0,T ] be a solution to the Ricci flow (3.2.1). Let A and B be positive numbers
such that for (M, g(0)) the following Sobolev inequality holds: for any v ∈ W1,2(M, g(0)),
∫
M
|v| 2nn−2 dµg(0)

n−2
n
≤ A
∫
M
|∇v|2 dµg(0) + B
∫
M
v2 dµg(0) .
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Then there exist positive functions A(t), B(t) depending only on the initial metric
g(0), A, B, and t such that, for all v ∈ W1,2(M, g(t)), t > 0, the following holds

∫
M
|v| 2nn−2 dµg(t)

n−2
n
≤ A(t)
∫
M
(
|∇v|2 + 1
4
Rv2
)
dµg(t) + B(t)
∫
M
v2 dµg(t) .
Here R is the scalar curvature with respect to g(t). Moreover, if R(x, 0) > 0, then
A(t) and B(t) are independent of t.
3.3 Main result
The main result of this chapter can be stated as follows:
Theorem 23 Let Mn be a closed Riemannian manifold, with n ≥ 3 and let(
M, g(x, t)
)
, t ∈ [0,T ] be a solution to the Ricci flow (3.2.1). Let G(x, t; y, s) be the
heat kernel, i.e. fundamental solution for the heat equation (2.2.2). Then there exists a
positive number Cn, which depends only on the dimension n of the manifold such that:
G(x, t; y, s) ≤ Cn
s+t
2∫
s
(
m0−cnτ
m0
)−2 e 2n H(τ)
A(τ) dτ

n
4
 t∫
s+t
2
e− 2n H(τ)
A(τ) dτ

n
4
,
for 0 ≤ s < t ≤ T ; here H(t) =
t∫
s
[
B(τ)
A(τ) − 34 · 1m0−cnτ
]
dτ, 1/m0 = inft=0 R - the infimum
of the scalar curvature, taken at time 0, and A(t) and B(t) are positive functions, which
depend on the best constant in the Sobolev imbedding theorem.
One can notice that there are no curvature assumptions, just like in [35] and
in [23], where the conjugate heat equation was analysed.
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The estimate may not seem natural, but in a special case, when the scalar
curvature R(x, 0) > 0 (and thus R(x, t) > 0 for any t ∈ [0,T ]), one obtains a similar
result to the one in the fixed metric case. Let’s recall that J. Wang obtained in
[34] that the heat kernel on an n-dimensional compact Riemannian manifold M,
with fixed metric, is bounded from above by C(S )(t − s)−n/2, where C(S ) is the
Neumann Sobolev constant of M, coming from a Sobolev imbedding theorem.
Our corollary exibits a similar bound:
Corollary 24 Under the same assumptions as in theorem (23), together with the condi-
tion that the scalar curvature R(x, t) be (strictly) positive at t = 0, there exists a positive
number C˜n, which depends only on the dimension n of the manifold and on the best
constant in the Sobolev imbedding theorem in Rn, such that:
G(x, t; y, s) ≤ C˜n · 1
(t − s) n2 , for 0 ≤ s < t ≤ T .
The exact expression of C˜n will be shown in the proof. C˜n differs from C(S )
(as it appears in [34]).
3.4 Proof
We assume without loss of generality that s = 0. By the semigroup property
of the heat kernel [16, Theorem 2.6] and the Cauchy-Bunyakovsky-Schwarz in-
equality we have that:
G(x, t; y, 0) =
∫
M
G
(
x, t; z,
t
2
)
G
(
z,
t
2
; y, 0
)
dµ(z, t2 )
≤

∫
M
G2
(
x, t; z,
t
2
)
dµ(z, t2 )

1/2 
∫
M
G2
(
z,
t
2
; y, 0
)
dµ(z, t2 )

1/2
.
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The key of the proof consists in determining upper bounds for the following
two quantities:
α(t) =
∫
M
G2(x, t; y, s)dµ(x,t) (for s fixed),
β(s) =
∫
M
G2(x, t; y, s)dµ(y,s) (for t fixed).
Once we have these bounds, the conclusion follows immediately. The strat-
egy to get these bounds consists in finding an ordinary differential inequality
for each of the two quantities.
First let’s recall that, by definition, G satisfies the heat equation in the (x, t)
coordinates
∆xG(x, t; y, s) − ∂tG(x, t; y, s) = 0 ,
whereas in the (y, s) it satisfies the conjugate heat equation
∆yG(x, t; y, s) + ∂sG(x, t; y, s) − R(y, s)G(x, t; y, s) = 0 ,
here R(y, s) being the scalar curvature, measured with respect to the metric g(s).
We will first deduce a bound on α(t), by finding an inequality involving α′(t)
and α(t). Note that we will treat G as being a function of (x, t), the (y, s) part is
fixed.
Since ddt (dµ) = −Rdµ (due to the Ricci flow), one has:
α′(t) =
∫
M
(
2 G ·Gt −G2R
)
dµ(x,t) = 2
∫
M
G (∆G) dµ(x,t) −
∫
M
G2R dµ(x,t) =
− 2
∫
M
|∇G|2 dµ(x,t) −
∫
M
G2R dµ(x,t) ≤ −
∫
M
[|∇G|2 + RG2] dµ(x,t) . (3.4.1)
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The difficult part will be to estimate
∫
M
|∇G|2dµ. The way we proceed is to
use the Sobolev imbedding theorem, which gives a relation between
∫
M
|∇G|2dµ
and
∫
M
G2dµ, and the Ho¨lder inequality to bound the term involving G2n/(n−2):
∫
M
G2 dµ(x,t) ≤

∫
M
G
2n
n−2 dµ(x,t)

n−2
n+2

∫
M
G dµ(x,t)

4
n+2
. (3.4.2)
By theorem (21), for r = 2, q = q′ = 2 and p = 2n/(n − 2) one gets that at time
t = 0, the following inequality holds for any v ∈ W1,2(M, g(0)) and for some B > 0:

∫
M
|v| 2nn−2 dµg(0)

n−2
n
≤ K(n, 2)2
∫
M
|∇v|2 dµg(0) + B
∫
M
v2 dµg(0) ,
where K(n, 2) - the best constant in the Sobolev imbedding in R.
From this, by theorem 22 it follows that at any time t > 0 within the in-
terval of existence of the solution to the Ricci flow [0,T ] one has that for all
v ∈ W1,2(M, g(t)):

∫
M
|v| 2nn−2 dµg(t)

n−2
n
≤ A(t)
∫
M
(
|∇v|2 + 1
4
Rv2
)
dµg(t) + B(t)
∫
M
v2 dµg(t) ,
where A(t) is a positive function depending on g(0) and K(n, 2)2, while B(t) is
also a positive function, depending on g(0) and B.
Since G(x, t; ., .) ∈ W1,2(M, g(t)) (it is even smooth), then the above holds, so
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one can relate the RHS of (3.4.2) to the Sobolev inequality:
∫
M
G2 dµ(x,t) ≤

∫
M
G
2n
n−2 dµ(x,t)

n−2
n+2

∫
M
G dµ(x,t)

4
n+2
≤
≤
A(t)
∫
M
(
|∇G|2 + 1
4
RG2
)
dµ(x,t) + B(t)
∫
M
G2 dµ(x,t)

n
n+2

∫
M
G dµ(x,t)

4
n+2
. (3.4.3)
We need to estimate the term J(t) :=
∫
M
G(x, t; y, s) dµ(x,t). By the definition of
the fundamental solution, we have that:
∫
M
G(x, t; y, s)dµ(y,s) = 1, but that’s not
true if one integrates in (x, t). We will obtain a differential inequality for J(t) and
the estimate will follow therefrom.
J′(t) =
∫
M
Gt(x, t; y, s) dµ(x,t) +
∫
M
G(x, t; y, s)
d
dt
dµ(x,t)
=
∫
M
∆xG(x, t; y, s) dµ(x,t) −
∫
M
G(x, t; y, s)R(x, t) dµ(x,t)
= −
∫
M
G(x, t; y, s)R(x, t) dµ(x,t) ,
the first term being 0, since the manifold is compact, without boundary.
The scalar curvature satisfies the following differential inequality (see [15]):
∂R
∂t
− ∆R − 2
n
R2 ≥ 0 .
Since the solutions of the ODE dρdt =
2
nρ
2 are ρ(t) = nnρ(0)−1−2t , by the maximum
principle we get a bound on the scalar curvature, for s ≤ τ ≤ t:
R(z, τ) ≥ n
n(inft=0 R)−1 − 2τ =
1
(inft=0 R)−1 − 2nτ
:=
1
m0 − cnτ
(here and later, if inft=0 R ≥ 0, then the above is regarded as zero).
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Using this lower bound for R (for τ ∈ (s, t]), we find:
J′(τ) ≤ − 1
m0 − cnτ J(τ) .
After integrating the above from s to t, while noting that by J(s) one under-
stands:
J(s) = lim
t→s
∫
M
G(x, t; y, s) dµ(x,t) =
∫
M
lim
t→s G(x, t; y, s) dµ(x,t) =
∫
M
δy(x) dµ(x,s) = 1 ,
one obtains:
J(t) ≤
(
m0 − cnt
m0 − cns
) n
2
:= (χt,s)
n
2 .
Hence
∫
M
G(x, t; y, s) dµ(x,t) ≤ (χt,s)) n2 and (3.4.3) becomes:
∫
M
G2 dµ(x,t) ≤ (χt,s) 2nn+2
A(t)
∫
M
(
|∇G|2 + 1
4
RG2
)
dµ(x,t) + B(t)
∫
M
G2 dµ(x,t)

n
n+2
.
From this it follows immediately that:
∫
M
|∇G|2 dµ(x,t) ≥ 1
χ2t,sA(t)

∫
M
G2 dµ(x,t)

n+2
n
− B(t)
A(t)
∫
M
G2 dµ(x,t) − 14
∫
M
RG2 dµ(x,t) .
Combining this with the inequality from (3.4.1), one obtains the following
differential inequality for α(t):
α′(t) ≤ − 1
χ2t,sA(t)
α(t)
n+2
n +
B(t)
A(t)
α(t) − 3
4
∫
M
RG2dµ(x,t) .
Note that the above is true for any τ ∈ (s, t]. For the following computation,
we will consider t fixed as well. Recall that for τ ∈ (s, t], R(·, τ) ≥ 1m0−cnτ . Denoting
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with:
h(τ) :=
B(τ)
A(τ)
− 3
4
· 1
m0 − cnτ ,
we get:
α′(τ) ≤ − 1
χ2τ,sA(τ)
α(τ)
n+2
n + h(τ)α(τ) .
Let H(τ) be an antiderivative of h(τ). By the integrating factor method, one
finds:
(
e−H(τ)α(τ)
)′ ≤ − 1
χ2(τ)A(τ)
(
e−H(τ)α(τ)
) n+2
n e
2
nH(τ) .
Since the above is true for any τ ∈ (s, t], by integrating from s to t and taking into
account that
lim
τ↘s
α(τ) =
∫
M
lim
τ↘s
G2(x, τ; y, s) dµ(x, τ) =
∫
M
δ2y(x) dµ(x, s) = 0 ,
one obtains the first necessary bound:
α(t) ≤ Cne
H(t)( t∫
s
e
2
n H(τ)
χ2(τ)A(τ)dτ
) n
2
,
where Cn =
(
2
n
) n
2 .
The next step is to estimate β(s) =
∫
M
G2(x, t; y, s) dµ(y,s), for which the compu-
tation is different, due to the assymetry of the equation. As stated above, the
second entries of G satisfy the conjugated equation:
∆yG(x, t; y, s) + ∂sG(x, t; y, s) − RG(x, t; y, s) = 0 .
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Proceeding just as in the α(t) case, we get the following:
β′(s) =
∫
M
(
2GGs − RG2
)
dµ(y,s) = 2
∫
M
G(−∆G + RG) dµ(y,s) −
∫
M
RG2 dµ(y,s)
= −2
∫
M
G(∆G) dµ(y,s) +
∫
M
RG2 dµ(y,s) = 2
∫
M
|∇G|2 dµ(y,s) +
∫
M
RG2 dµ(y,s)
≥
∫
M
|∇G|2 dµ(y,s) +
∫
M
RG2 dµ(y,s) .
Hence
β′(s) ≥
∫
M
(|∇G|2 + RG2) dµ(y,s) .
But this time, by the property of the heat kernel:
J˜(s) :=
∫
M
G(x, t; y, s) dµ(y,s) = 1 ,
so by applying Ho¨lder (as for α(t)) and relating it to the Sobolev inequality,
we find: ∫
M
G2 dµ(y,s) ≤
A(s)
∫
M
(
|∇G|2 + 1
4
RG2
)
dµ(y,s) + B(s)
∫
M
G2 dµ(y,s)

n
n+2

∫
M
G dµ(y,s)

4
n+2
=
A(s)
∫
M
(
|∇G|2 + 1
4
RG2
)
dµ(y,s) + B(s)
∫
M
G2 dµ(y,s)

n
n+2
.
Following the same steps as for α(t), one finds
β′(s) ≥ 1
A(s)
β(s)
n+2
n − h(s)β(s)
(h(s) denotes, as before, B(s)A(s) − 34 · 1m0−cns ).
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The above is true for any τ ∈ [s, t). We will apply again the integrating factor
method, with H(τ) being the same antiderivative of h(τ) as above. For τ ∈ [s, t),
the following holds:
(
eH(τ)β(τ)
)′ ≥ 1
A(τ)
(
eH(τ)β(τ)
) n+2
n e−
2
nH(τ) .
Integrating between s and t, and taking into account that
lim
τ↗t
β(τ) =
∫
M
lim
τ↗t
G2(x, t; y, τ) dµ(y, τ) =
∫
M
δ2y(x) dµ(y, t) = 0 ,
we get the second desired bound:
β(s) ≤ Cne
−H(s)( t∫
s
e− 2n H(τ)
A(τ) dτ
)n/2 .
From the estimates of α and β we obtain the following:
α
( t
2
)
=
∫
M
G2
(
z,
t
2
; y, 0
)
dµ(z, t2 ) ≤
CneH(
t
2 ) t/2∫
0
(
m0−cnτ
m0
)−2 e 2n H(τ)
A(τ) dτ
 n2
,
β
( t
2
)
=
∫
M
G2
(
x, t; z,
t
2
)
dµ(z, t2 ) ≤
Cne−H(
t
2 ) t∫
t/2
e− 2n H(τ)
A(τ) dτ
n/2
.
Here, we may choose H
(
t
2
)
=
t/2∫
0
[
B(τ)
A(τ) − 34 · 1m0−cnτ
]
dτ, since the relation is true
for any antiderivative of h(τ) = B(τ)A(τ) − 34 · 1m0−cnτ .
The conclusion follows from multiplying the relations above.
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3.5 Special case: positive scalar curvature
In the special case when R(x, t) > 0, one gets that J′(τ) ≤ 0, which means that
J(τ) is decreasing, so J(τ) ≤ J(s) = 1, thus leading to the differential inequality
for α(t) to be:
α′(t) ≤ − 1
A(t)
α(t)
n+2
n +
B(t)
A(t)
α(t) .
And from this the bound for α(t) becomes:
α(t) ≤ Cne
H(t)( t∫
s
e
2
n H(τ)
A(τ) dτ
) n
2
,
where H(τ) is the antiderivative of B(τ)A(τ) such that H(s) , 0 and H(t) , 0.
Similarly, one obtaines for β(s):
β′(s) ≥ 1
A(s)
β(s)
n+2
n − B(s)
A(s)
α(s) ,
and from this:
β(s) ≤ Cne
−H(s)( t∫
s
e− 2n H(τ)
A(τ) dτ
)n/2 ,
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where H(τ) is the same antiderivative of B(τ)A(τ) as above.
By (22), in the case of R(x, 0) > 0, the two functions A(t) and B(t) are constants,
let’s call them A and B. Recall that A is in fact K(n, 2)2, where K(n, 2) is the best
constant in the Sobolev imbedding and  > 0.
One has that H(t) = BA t. Using this, we obtain:
G(x, t; y, s) ≤ Cn
s+t
2∫
s
e
2
n H(τ)
A(τ) dτ

n
4
 t∫
s+t
2
e− 2n H(τ)
A(τ) dτ

n
4
=
Cn[
n2
4B2
(
1 − e− 2BnA t−s2
)2] n4 .
But, by Taylor expansion, the last expression is bounded by
Cn[
n2
4B2
(
1 − e− 2BnA t−s2
)2] n4 ≤ C˜n(t − s) n2 ,
where C˜n = Cn · (2A) n2 =
(
4
n
) n
2 · (K(n, 2))n.
Combining the two, the desired corollary follows.
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CHAPTER 4
APPLICATION: TYPE III κ-SOLUTION TO THE RICCI FLOW
4.1 Introduction
In this chapter we will try to use the gradient estimates and the bounds for the
heat kernel on a more specific type of solution to the Ricci flow. More precisely,
we will analyze type III κ-solutions to the Ricci flow.
We will begin by defining the different concepts used. In [17] Hamilton in-
troduced a classification of solutions to the Ricci flow, in terms of the maximum
interval of existence (i.e. until the curvature blows up). We consider a manifold
M, which is compact or complete with bounded curvature, and let [0,T ] be the
interval of existence for the Ricci flow 3.2.1, for T > 0. Note that either T = ∞
(solution goes on forever) or |Rm | is unbounded as t approaces T (the curvature
blows up). The starting point of the interval can be a negative number too, but
for simplicity let’s assume it is 0. Let M(t) = sup{|Rm(x, t)|}, where the supremum
is taken over all points x of the manifold at time t.
A maximal solution is one and only one of the following three types:
• Type I: T < ∞ and sup(T − t)M(t) < ∞.
• Type II(a): T < ∞ and sup(T − t)M(t) = ∞.
• Type II(b): T = ∞ and sup tM(t) = ∞.
• Type III: T = ∞ and sup tM(t) < ∞.
We will focus on solutions of type III, hence the solution is defined on [0,∞)
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and at any time t > 0, |Rm | < ct for some positive constant t. This implies that all
curvatures will be bounded by ct multiplied by a dimensional constant.
Moreover, we will assume the solution is a κ-solution, or it is κ-non-collapsed
on all scales. This is a concept introduced by Perelman in his proof of the
Poincare´ conjecture and was used to analyze the blow-ups. He proved that
the rescaling limits at singularities of the Ricci flow are κ-solutions. The defi-
nition is as follows: For x0 ∈ M, define P(x0, t0, r,−r2) to be the parabolic ball
{(x, t)|d(x, x0, t) < r, t0 − r2 < t < t0}. The manifold is κ-non-collapsed on all scales
if for any r > 0, if |Rm | ≤ r−2 on the parabolic ball, then |B(x0, r, t0)|t0 ≥ κrn. Here
|B(x0, r, t0)|t0 denotes the volume of the geodesic ball centered at x0 with radius r
at time t0, which is measured with respect to the metric g(t0).
We will analyze dilation limits of type III solutions. We let (M, g(t)) for t ∈
[0,∞) be a non-flat, type III κ-solutions to the Ricci flow. Consider a sequence of
points {xk} ⊂ M, a sequence of times tk → ∞ and a sequence of rescaled metrics
gk(x, s) := 1tk g(x, stk) around xk (s ∈ [1, 3] - the choice of the compact interval is
purely random, it can be any compact interval with positive endpoints). Note
that any gk is again a Ricci flow solution, in the “new” time variable s.
It is known, by a compactness theorem of Hamilton [20] that such a sequence
will converge in the C∞loc topology to a manifold, which is also a Ricci flow solu-
tion (in the time variable s), (M∞, g∞(x, s)). In order for the theorem to hold, two
conditions need to be satisfied:
• the sectional curvature to be uniformly bounded by above - this is true,
since |Rm | < ct ;
• the injectivity radius to be bounded from below - this is again true, since
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we deal with κ-solutions.
It is interesting to understand what kind of Ricci flow solution is
(M∞, g∞(x, s)). We believe that this should be a non-flat gradient expanding Ricci
soliton. The reason for that is the following result by Cao and Zhang [11]:
Theorem 25 (X. Cao and Q. S. Zhang [11]) Let (M, g(t)), t ∈ (−∞, 0] be a non-flat,
type I κ-solution to the Ricci flow. Then there is a sequence of points {qk} ⊂ M, a
sequence of times tk → −∞ and a sequence of rescaled metrics
gk(x, s) = |tk|−1g(x, tk − s|tk|)
around qk such that (M, gk, qk) converge to a non-flat gradient shrinking Ricci soliton
in C∞loc topology.
Type I solution can be regarded as a mirrored type III solution (in type I
|Rm | < c|−t| , for t ∈ (−∞, 0), while in type III |Rm | < ct , for t ∈ (0,∞)), hence one
may expect a similar approach between the two.
The essential step of the proof of theorem 25 was the following heat kernel
estimate
a
tn/2
≤ G(x0, 0; x0,−t) ≤ btn/2
which follows from a Perelman type Harnack inequality for the conjugate heat
equation ∆u + ut − Ru = 0. Note that a, b are positive numbers depending only
on the dimension of the manifold, κ and the bound for the curvature tensor.
Hence in order to attack the problem, we need to prove a Harnack inequality
for the heat equation under type III Ricci flow and to find bounds on the heat
kernel.
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4.2 Harnack inequality
By using theorem 16 and replacing k1 = k2 = ct for c > 0 we obtain the following
theorem:
Theorem 26 Let
(
M, g(x, t)
)
t∈[0,∞) be a complete type III maximal solution to the Ricci
flow (1.2.1) (which implies − ct g(x, t) ≤ Ric(x, t) ≤ ct g(x, t) for some c > 0 and all
(x, t) ∈ Bρ,T ). Consider a smooth positive function u : M × [0,∞) → R solving the heat
equation ∆u − ut = 0. There exists a constant C, that depends only on the dimension of
M and c, which satisfies the estimate
|∇u|2
u2
− αut
u
≤ Cα
3
α − 1
(
α
ρ2
+
1
t
)
(4.2.1)
for all α > 1 and all (x, t) ∈ B ρ
2 ,T
with t , 0.
By letting ρ→ ∞ in the above theorem, the following corollary follows:
Corollary 27 Let
(
M, g(x, t)
)
t∈[0,∞) be a complete type III maximal solution to the Ricci
flow and assume that it has no boundary. Then there exists a constant C, that depends
only on the dimension of M and c, which satisfies the estimate
|∇u|2
u2
− αut
u
≤ Cα
3
t(α − 1) (4.2.2)
for all α > 1.
For u being a solution to the heat equation (2.2.2), define h to be the function
such that
u = (4pit)−
n
2 eh ,
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for any t > 0. From this it follows that:
h = f +
n
2
log(4pit) ,
ht = ft +
n
2t
,
∆h = ∆ f ,
|∇h|2 = |∇ f |2 ,
∆h = |∇h|2 + ht − n2t .
By corollary 27 h satisfies the following:
|∇h|2 − αht ≤ Cα
3
t(α − 1) −
nα
2t
. (4.2.3)
We can now obtain a Perelman-type Harnack inequality:
Corollary 28 For any smooth curve γ(t) in M the following holds
− d
dt
h(γ(t), t) ≤ 1
2
|γ˙|2 − Cˆ
2t
.
PROOF. Taking α = 2 in (4.2.3) we obtain
ht − 12 |∇h|
2 ≥ Cˆ
2t
.
For any curve
− d
dt
h(γ(t), t) ≤ −ht + 12 |∇h|
2 +
1
2
|γ˙|2 .
Adding the two we obtain the conclusion.
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