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Abstract
This paper introduces a second-order direction-splitting method for solving the incompressible Navier-Stokes-
Boussinesq system in a spherical shell region. The equations are solved on overset Yin-Yang grids, combined
with spherical coordinate transforms. This approach allows to avoid the singularities at the poles and keeps
the grid size relatively uniform. The temporal second order accuracy for the Navier-Stokes step is achieved
via an Artificial Compressibility (AC) scheme with bootstrapping. The spatial discretization is based on
nonuniform centered differences on the Marker-And-Cell (MAC) stencil. The entire scheme is implemented
in parallel using a domain decomposition iteration, and direction splitting approach for the local solves.
Keywords: Direction splitting; Finite difference method; Navier-Stokes; Artificial Compressibility;
Yin-Yang grid;
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1. Introduction
This article presents a new direction-splitting scheme for solving the incompressible Navier-Stokes-
Boussinesq system:
∂u
∂t
+ (u · ∇)u+∇p+ Pr∆u = gPrRaT in Ω× (0, Tf ]
∇ · u = 0 in Ω× (0, Tf ]
u = 0 on ∂Ω× (0, Tf ]
(1.1)
∂T
∂t
+ (u · ∇)T −∆T = 0 in Ω× (0, Tf ]
T = 0 on ∂Ω× (0, Tf ]
(1.2)
in a spherical shell domain that can be defined in terms of a spherical coordinate triple (r, θ, φ) as:
Ω = {(r, θ, φ) ∈ [R1, R2]× [0, pi]× [0, 2pi)} .
In the above, g is the unit gravity vector, and Pr,Ra are the Prandtl and Rayleigh numbers, respectively.
The system (1.1) models the flow of a heat conducting fluid, under the assumption that only buoyancy
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forces are significant, while (1.2) models the advection-diffusion of heat. Even though for the most part
of the discussion, we assume homogeneous Dirichlet boundary conditions on the two spherical surfaces5
r = R1, r = R2, the approach is applicable to other boundary conditions as well.
Many important geophysical and astrophysical problems, such as dynamos and ocean-atmospheric flows,
occur in a spherical shell domain. A popular approach for numerical approximations has been to make use
of the spherical transformation and solve the problem on a latitude-longitude grid. The obvious advantage
of such reformulations is the simple computational domain, which allows the use of structured grids and the10
efficient schemes developed for them. Moreover, the grid can naturally follow the geometry of the domain,
without requiring too many cells, as would possibly be in the case of a Cartesian formulation. However,
the singularity of the transformation and the grid convergence near the poles have for many years been
a difficulty in the development of accurate finite difference and pseudo-spectral schemes. As such, many
different treatments have been proposed for dealing with them.15
For example, in [1], the equations at the poles were replaced with pole equations, analogous to boundary
conditions, while in [2], redefining the singular coordinates (cylindrical) was considered. Other suggested
approaches include applying L’Hospital’s rule [3] to singular terms and switching to Cartesian formulations
about the poles [4].
On the other hand, the grid convergence has been a more serious issue. In particular, it produces a20
solution with uneven resolution, very small timesteps for explicit or IMEX schemes, and possibly causing
convergence problems for iterative solvers. Therefore, different grid systems have been suggested in the
literature that give quasi-uniform resolution and avoid the grid convergence problems. One such approach is
the ”cubed sphere” of [5], which is a grid that covers a spherical surface with six components corresponding
to six faces of a cube. Even though, the resulting grid is quasi-uniform, it still has singularities at the corner25
points of the faces and it is non-orthogonal. Some of the other suggested unstructured grids include the
isocahedral grid of [6] and non-orthogonal rhombahedral grid of [7].
We construct our numerical approximation on a set of two overlapping Yin-Yang grids as proposed by
[8]. The two latitude-longitude grids are combined with two different spherical transforms whose axes are
perpendicular to each other, cf. Fig. 1. Since both grids are structured, we can use the direction splitting30
approach with finite differences for the local approximations on each of them, and apply the idea of [9]
to obtain a scheme that scales well on parallel computers. Other advantages of this approach are that
the metric tensors are simple, the resolution is quasi-uniform, and it requires modest programming effort
for extending the code from a single latitude-longitude grid. The Yin-Yang approach has been used for
simulations of mantle convection [10], core collapse supernovae [11], atmospherical general circulation model35
[12] and visualization in spherical regions [13].
To our knowledge, the stability of the direction splitting approach has not been rigorously studied in the
context a spherical coordinate system. Therefore, we prove below that it is unconditionally stable in case of
a scalar heat equation, in a simply shaped domain (in terms of spherical coordinates). The case of the full
2
Navier-Stokes-Boussinesq system is much more involved and we cannot provide a rigorous proof at present.40
However, our numerical experience shows that the approach is still unconditionally stable if the advection
terms are omitted and if the velocity-pressure decoupling is done via the AC method proposed in [14].
The rest of the paper is organized as follows. In the next Section, we briefly recall the definition of
the Yin-Yang grid. In Sections 3 and 4, we present the numerical scheme for the advection-diffusion and
Navier-Stokes equations on a Yin grid. In Section 5, we discuss the implementation details, and in Section45
6 we present the numerical experiments.
2. Yin-Yang grid
In this section, we briefly recall the definition of the composite Yin-Yang grid following [8]. The grid
consists of two identical overlapping latitude-longitude grids whose axes are perpendicular to each other.
The Yin grid is based on a spherical transformation


x = r sin θ cosφ
y = r sin θ sinφ
z = r cos θ,
and covers the region
Ω1 :=
{
(r, θ, φ) ∈ [R1, R2]×
[
pi
4
− ε,
7pi
4
+ ε
]
×
[
pi
4
− ε,
3pi
4
+ ε
]}
,
where ε ≪ 1 is a parameter determining the overlap. The Yang grid is obtained via another spherical
transformation: 

x = −r˜ sin θ˜ cos φ˜
y = r˜ cos θ˜
z = r˜ sin θ˜ sin φ˜,
such that its axes is perpendicular to the axes of the Yin transform, and covers the region
Ω2 :=
{(
r˜, θ˜, φ˜
)
∈ [R1, R2]×
[
pi
4
− ε,
7pi
4
+ ε
]
×
[
pi
4
− ε,
3pi
4
+ ε
]}
.
The choice of the second axes should be such that the Yang grid fully covers the gap of the Yin one, and the
overlapping subregions are of the same size (see Fig. 1). Otherwise, it is identical to the Yin grid modulo
two rotations. The resulting Yin-Yang grids are quasiuniform, the coordinate transformations from (r, θ, φ)50
to (r˜, θ˜, φ˜) and its inverse, as well as the metric tensors on both grids are identical. As a consequence, the
methods and codes developed for the standard latitude-longitude grid can be applied to both grids.
3
Figure 1: Yang (left) and Yin-Yang (right) grids for CPU distribution 1× 3× 2
3. Direction-splitting discretization of the advection-diffusion equation
Since the PDEs are identical in both domains, it is sufficient to develop the numerical scheme for the Yin
domain. Then the Schwarz domain decomposition method will be used to iterate between the domains.55
We first present Douglas [15] type direction splitting scheme for the heat equation. Consider
∂tT − κ∆T = 0 in Ω1 × (0, Tf ],
T = 0 on ∂Ω1 × (0, Tf ],
(3.1)
where the Laplacian in spherical coordinates is given by
∆ = Drr +Dθθ + Dφφ,Drr :=
1
r2
∂r
(
r2∂r
)
,Dθθ :=
1
r2 sin θ
∂θ (sin θ∂θ) , and Dφφ :=
∂φφ
r2 sin2 θ
.
If the spatial derivative operators are positive and commute, the stability of the direction splitting schemes
is not hard to establish. However, Drr,Dθθ, and Dφφ do not commute with respect to the L
2 inner product:
(u, v) :=
ˆ
Ω
uvr2 sin θdΩ.
To obtain a provably unconditionally stable scheme for the heat equation, we first define the following
stabilized operators:
Dˆθθ :=
1
R21 sin θ
∂θ (sin θ∂θ) , Dˆφφ :=
∂φφ
R21 sin
2 θ1
, and ∆ˆ := Drr + Dˆθθ + Dˆφφ,
4
where θ1 =
pi
4
− ε. Then it is easy to check that Drr, Dˆθθ and Dˆφφ, supplied with zero Dirichlet boundary
conditions, commute. Moreover,
−
(
DˆθθT, T
)
≥ 0, −
(
DˆφφT, T
)
≥ 0 (3.2)
and
−
([
Dˆθθ −Dθθ
]
T, T
)
≥ 0 and −
([
Dˆφφ −Dφφ
]
T, T
)
≥ 0. (3.3)
These inequalities immediately yield that:
(
−∆ˆT, T
)
≥ (−∆T, T ) . (3.4)
Let
δT n+1 := T n+1 − T n, T n+1/2 :=
T n+1 + T n
2
and T ∗,n+1/2 :=
3T n − T n−1
2
.
Denoting the timestep by τ , we propose the following direction splitting semi-discrete scheme for the (3.1):
[
I−
τ
2
Drr
] [
I−
τ
2
Dˆθθ
] [
I−
τ
2
Dˆφφ
] δT n+1
τ
= ∆T ∗,n+1/2 −
1
2
∆ˆδT n. (3.5)
Note that this scheme is a second-order (in time) perturbation of the second-order explicit Adams-Bashforth
scheme:
δT n+1
τ
= ∆T ∗,n+1/2,
with the perturbation being given by
τ2
2
∆ˆ
δ2T n+1
τ2
+
[
τ2
4
(DrrDˆθθ +DrrDˆφφ + DˆθθDˆφφ)−
τ3
8
DrrDˆθθDˆφφ
]
δT n+1
τ
.
Theorem 3.1. The semi-discrete scheme (3.5) is unconditionally stable; more precisely, it satisfies the
following estimate:
τ
N−1∑
n=1
‖T n+1 − T n‖2
τ2
+
1
2
‖∇TN‖2 +
1
4
(
‖∂θ
(
TN − TN−1
)
‖2ω1 + ‖∂φ
(
TN − TN−1
)
‖2ω2
)
(3.6)
≤
1
2
‖∇T 1‖2 +
1
4
(
‖∂θ
(
T 1 − T 0
)
‖2ω1 + ‖∂φ
(
T 1 − T 0
)
‖2ω2
)
,
where ω1 =
(
1− r
2
R2
1
)
sin θ ≥ 0 and ω2 =
(
r2
R2
1
− 1
)
sin θ
sin2 θ1
≥ 0.
Proof 3.2. Expanding the left hand side of (3.5) we get:
[
I−
τ
2
∆ +
τ2
4
(
DrrDˆθθ +DrrDˆφφ + DˆθθDˆφφ
)
−
τ3
8
DrrDˆθθDˆφφ
]
δT n+1
τ
= ∆T ∗,n+1/2 −
1
2
∆ˆδT n. (3.7)
Rearranging all the ∆ and ∆ˆ terms, we obtain
δT n+1
τ
−
1
2
[
∆− ∆ˆ
] (
T n+1 − 2T n + T n−1
)
−∆T n+1/2
+
[
τ2
4
(
DrrDˆθθ +DrrDˆφφ + DˆθθDˆφφ
)
−
τ3
8
DrrDˆθθDˆφφ
]
δT n+1
τ
= 0. (3.8)
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Next we multiply (3.8) by a test function v = δT n+1 and integrate by parts. Then the second term gives
−
1
2
([
∆− ∆ˆ
] (
T n+1 − 2T n + T n−1
)
, T n+1 − T n
)
=
1
4
[
‖∂θ
(
T n+1 − T n
)
‖2ω1 − ‖∂θ
(
T n − T n−1
)
‖2ω1 + ‖∂θ
(
T n+1 − 2T n + T n−1
)
‖2ω1
]
(3.9)
+
1
4
[
‖∂φ
(
T n+1 − T n
)
‖2ω2 − ‖∂φ
(
T n − T n−1
)
‖2ω2 + ‖∂φ
(
T n+1 − 2T n + T n−1
)
‖2ω2
]
.
The third term is
−
(
∆T n+1/2, T n+1 − T n
)
=
1
2
(
‖∇T n+1‖2 − ‖∇T n‖2
)
. (3.10)
The remaining terms are all dissipative:
τ
4
(
DrrDˆθθδT
n+1, δT n+1
)
=
τ
4
ˆ
Ω
r2 sin θ
R21
|∂rθδT
n+1|2, (3.11)
τ
4
(
DrrDˆφφδT
n+1, δT n+1
)
=
τ
4
ˆ
Ω
r2 sin θ
R21 sin
2 θ1
|∂rφδT
n+1|2, (3.12)
τ
4
(
DˆθθDˆφφδT
n+1, δT n+1
)
=
τ
4
ˆ
Ω
r2 sin θ
R41 sin
2 θ1
|∂θφδT
n+1|2, (3.13)
and
−
τ2
8
(
DrrDˆθθDˆφφδT
n+1, δT n+1
)
=
τ2
8
ˆ
Ω
r2 sin θ
R41 sin
2 θ1
|∂rθφδT
n+1|2. (3.14)
Substituting (3.9)-(3.14) into (3.8), and summing for n = 1, . . . , N − 1 completes the proof.
The factorized scheme for (1.2) is obtained in a similar fashion and takes the following form:
[
I−
τ
2
(
Drr − u
n+1/2
r ∂r
)]
[I −
τ
2
(
Dˆθθ − u
n+1/2
θ
∂θ
r
)][
I−
τ
2
(
Dˆφφ − u
n+1/2
φ
∂φ
r sin θ
)]
δT n+1
τ
= ∆T ∗,n+1/2 −
1
2
∆ˆδT n + un+1/2 · ∇T n. (3.15)
4. Direction-splitting discretization of the Navier-Stokes system
Now we present the direction splitting scheme for the Navier-Stokes equations (1.1). Our numerical
scheme is based on the AC regularization:
∂tu1 + (u1 · ∇)u1 +∇p1 −
1
Re
∆u1 = 0
χτ∂tp1 +∇ · u1 = 0,
(4.1)
where χ = O (1) and Re is Reynolds number. It is well-known that the resulting approximation (u1, p1) is
first-order accurate in time (see [16]). The second order scheme can be constructed using the bootstrapping
6
approach of [14, 17], which requires the solution of a similar system:
∂tu2 + (u2 · ∇)u2 +∇p2 −
1
Re
∆u2 = 0
χτ∂t (p2 − p1) +∇ · u2 = 0
In the following, for the sake of brevity, we will only discuss the direction splitting implementation of the
first order approximation (4.1). The higher order correction for u2, p2 is solved identically. First, consider
the standard semi-implicit Crank-Nicholson approximation of the system for (u1, p1):
un+11 − u
n
1
τ
+ u
∗,n+1/2
2 · ∇u
n+1/2
1 +∇p
n+1/2
1 −
1
Re
∆u
n+1/2
1 = 0
χ
(
pn+11 − p
n
1
)
+∇ · u
n+1/2
1 = 0
Note that we use the second order velocity u2 as advecting velocity, which allows us to assemble a single
linear system for both steps. We can rewrite the momentum equation by eliminating pn+11 from the first
equation:
un+11 − u
n
1
τ
+ u
∗,n+1/2
2 · ∇u
n+1/2
1 +∇p
n
1 −
1
Re
∆u
n+1/2
1 −
1
2χ
∇∇·u
n+1/2
1 = 0
pn+11 = p
n
1 −
1
χ
∇ · u
n+1/2
1 .
In order to produce a factorized scheme for each velocity component, the ∇∇· operator must be approximated
by a sparse operator. In our implementation, we use the Gauss-Seidel type approximation of the ∇∇·
operator, which was originally proposed in [17] for Cartesian case:
∇∇·un+1/2 ≃


∂r
(
∂r(r2un+1/2r )
r2 +
∂θ
(
sin θu
∗,n+1/2
θ
)
r sin θ +
∂φu
∗,n+1/2
φ
r sin θ
)
∂θ
r
(
∂r(r2un+1/2r )
r2 +
∂θ
(
sin θu
n+1/2
θ
)
r sin θ +
∂φu
∗,n+1/2
φ
r sin θ
)
∂φ
r sin θ
(
∂r(r2un+1/2r )
r2 +
∂θ
(
sin θu
n+1/2
θ
)
r sin θ +
∂φu
n+1/2
φ
r sin θ
)


:=


D11 D12 D13
D21 D22 D23
D31 D32 D33

un+1/2
4.1. Equation for the r-component of the velocity60
Using the mass conservation equation ∇ · u = 0, it is possible to write the first component of the system
as follows:
∂tur + u · ∇ur −
∆ur
Re
+ ∂rp+
1
Re
2ur
r2
−
1
Re
2
r3
∂r
(
urr
2
)
−
u2θ + u
2
φ
r
= 0,
where u · ∇v = ur∂rv + uθ
∂θv
r + uφ
∂φv
r sin θ is the advection operator. Let Lrr,Lrθ and Lrφ be the differential
operators that act in each space direction:
Lrru =
1
Re
(
Drru−
2u
r2
+
2∂r
(
r2u
)
r3
)
+D11u− u
∗,n+1/2
2,r · ∂rur,Lrθu =
(
Dˆθθ
Re
− u
∗,n+1/2
2,θ ·
∂θ
r
)
u,
7
Lrφu =
(
Dˆφφ
Re
− u
∗,n+1/2
2,φ ·
∂φ
r sin θ
)
u and Lr = Lrr + Lrθ + Lrφ
The factorized scheme for the r-component takes the following form:
[
I−
τ
2
Lrθ
] [
I−
τ
2
Lrφ
] [
I−
τ
2
Lrr
] un+11,r − un1,r
τ
= Lru
∗,n+1/2
1,r + ∆ˆu
n−1/2
1,r − ∂rp
n
1 +
D12u
∗,n+1/2
1,θ +D13u
∗,n+1/2
1,φ
2χ
+
(
u
∗,n+1/2
θ
)2
+
(
u
∗,n+1/2
φ
)2
r
. (4.2)
4.2. Equation for the θ–component of the velocity
Again using ∇ · u = 0, the θ-component of the momentum equation can be expressed as:
∂tuθ + u · ∇uθ −
∆uθ
Re
+
∂θp
r
+
1
Re
uθ
r2 sin2 θ
−
2 cos θ
Re
∂θ (uθ sin θ)
r2 sin2 θ
−
2
Re
∂θur
r2
−
2 cos θ
Re
∂r
(
urr
2
)
r3 sin θ
+
uruφ + uθuφ cot θ
r
= 0.
Let Lθr,Lθθ and Lθφ be defined as follows:
Lθru =
(
Drr
Re
− u
∗,n+1/2
2,r · ∂r
)
u,Lθφu =
(
Dˆφφ
Re
− u
∗,n+1/2
2,φ ·
∂φ
r sin θ
)
u,
Lθθu =
1
Re
(
Dˆθθu−
u
r2 sin2 θ
+
2 cos θ
sin θ
∂θ (u sin θ)
)
+
u · u
∗,n+1/2
2,φ cot θ
r
+ u
∗,n+1/2
2,θ ·
∂θu
r
+
D22u
2χ
,
and Lθ = Lθr + Lθθ + Lθφ
The factorized scheme for the θ-component takes the following form:
[
I−
τ
2
Lθφ
] [
I−
τ
2
Lθr
] [
I−
τ
2
Lθθ
] un+11,θ − un1,θ
τ
= Lθu
∗,n+1/2
1,θ + ∆ˆu
n−1/2
1,θ −
∂θp
n
1
r
+
D21u
n+1/2
1,r +D23u
∗,n+1/2
1,φ
2χ
+
1
Re
(
2
r2
∂θu
n+1/2
1,r +
2 cos θ
r3 sin θ
∂r
(
u
n+1/2
1,r r
2
))
(4.3)
−
u
∗,n+1/2
r · u
∗,n+1/2
φ
r
.
4.3. Equation for the φ–component of the velocity
The φ-component of the momentum equation is given by:
∂tuφ + u · ∇uφ +
uruφ + uθuφ cot θ
r
−
∆uφ
Re
+
∂φp
r sin θ
+
1
Re
(
uφ
r2 sin2 θ
−
2 cos θ
r2 sin2 θ
∂φuθ −
2
r2 sin θ
∂φur
)
= 0
Let Lφr,Lφθ and Lφφ be defined as follows:
Lφru =
(
Drr
Re
− u
∗,n+1/2
2,r · ∂r
)
u and Lφθu =
(
Dˆθθ
Re
− u
∗,n+1/2
2,θ ·
∂θ
r
)
u
Lφφu =
1
Re
(
Dˆφφ −
1
r2 sin2 θ
)
u−
u
∗,n+1/2
φ · u
r sin θ
−
u
∗,n+1/2
2,r + u
∗,n+1/2
2,θ cot θ
r
u and Lφ = Lφr + Lφθ + Lφφ
The factorized scheme for the φ-component is then:[
I−
τ
2
Lφr
] [
I−
τ
2
Lφθ
] [
I−
τ
2
Lφφ
] un+11,φ − un1,φ
τ
= Lφu
∗,n+1/2
1,φ + ∆ˆu
n−1/2
1,φ
−
∂φp
n
1
r sin θ
+
1
Re
(
2
r2 sin θ
∂φu
n+1/2
1,r +
2 cos θ
r2 sin2 θ
∂φu
n+1/2
1,θ
)
+D31u
n+1/2
1,r +D32u
n+1/2
1,θ . (4.4)
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4.4. Pressure update
pn+11 = p
n−1
1 −
1
χ
∇·u
n+1/2
1 . (4.5)
5. The 1D implementation and parallelization
The equations (3.15), (4.2)-(4.4) are solved as a sequence of 1D equations in each space direction. For
example, solving (3.15) consists of the following steps:
ξn+1
τ
:=
1
2
∆T ∗,n+1/2 −
1
2
∆ˆδT n + un+1/2 · ∇T n
ηn+1
τ
:=
[
I−
τ
2
Dˆθθ
] [
I−
τ
2
Dˆφφ
] T n+1 − T n
τ
⇒
[
I−
τ
2
Drr
]
ηn+1 = ξn+1
ζn+1
τ
:=
[
I−
τ
2
Dˆφφ
] T n+1 − T n
τ
⇒
[
I−
τ
2
Dˆθθ
]
ζn+1 = ηn+1[
I−
τ
2
Dˆφφ
] (
T n+1 − T n
)
= ζn+1 ⇒ T n+1 =
(
T n+1 − T n
)
+ T n.
Similar strategy is applied for the Navier-Stokes approximation. Each 1D system is space approximated65
using second-order centered finite differences on a non-uniform grid. In order to ensure the inf-sup stability,
the unknowns are approximated on a MAC grid, where the velocity components are stored at the face centers
of the cells, while the scalar variables are stored at the cell centers. Moreover, it also eliminates the need for
artificial pressure boundary conditions.
To solve the system on each domain in parallel we use the approach developed in [9], where we first perform70
Cartesian domain decomposition of both computational grids using MPI, and then solve the resulting set
of tridiagonal linear systems using domain-decomposition-induced Schur complement technique. We iterate
between the grids using either Additive or Multiplicative Schwarz methods.
In the Additive Schwarz implementation, we assume that the total number of CPUs is even. Then we
split the global communicator into two equal parts, and assign each grid one of the communicators. In75
the Multiplicative Schwarz implementation, we use the global communicator to solve the problem on each
grid sequentially. We precompute and store all the necessary data needed for inter-grid communication,
such as the ranks of the neighbours, node numbers that must receive data and their coordinates. Since the
coupling between the grids is basically 2D (recall that both transformations are identical in r direction), we
use bilinear (Additive) or bi-quadratic (Multiplicative) Lagrange polynomial to interpolate the data from80
one grid to the other.
The overall solution procedure can be summarized as follows:
Algorithm 5.1. Repeat till convergence in the overlap:
For i = 1, 2
1) Obtain interpolated boundary values Tbd for ∂Ωi from Ω3−i.85
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2) Solve the temperature equation in Ωi with using extrapolated velocity values u
∗,n+1/2
2 .
3) Obtain interpolated boundary values ubd for ∂Ωi from Ω3−i.
4) Update ubd := v and solve the momentum equation in Ωi with Dirichlet boundary conditions in
θ, φ directions and with physical boundary conditions in the r direction.
5) Solve for the pressure in Ωi.90
6) Update the pressure values near the boundary from the other grid.
End for.
We shall additionally comment on two aspects of the above algorithm. After Step 3, we have also implemented
the following Conjugate Gradient Algorithm, to ensure that there is no spurious mass flux generated through
the internal (artificial) boundaries due to interpolation:95
If
∣∣∣∣∣
´
∂Ωi
ubd · n
∣∣∣∣∣ ≥ tol, then minimize the functional (ε˜≪ 1):
J (v) :=
1
2
|v − ubd|
2
ℓ2 +
1
2ε˜|∂Ωi|2
∣∣∣∣∣∣∣
ˆ
∂Ωi∩{θ,φ bdry }
v · n+
ˆ
∂Ωi∩{r bdry }
ubd · n
∣∣∣∣∣∣∣
2
,
using the Conjugate Gradient Algorithm until J (·) ≤ tol.
For tests with a manufactured solution, the above Conjugate Gradient step produced nearly identical
result, and has been omitted in the reported results in Section 6.
Without Step 6, in our tests we observed that the convergence rate was greatly reduced. It is well-known
that in a single domain formulation of the Navier-Stokes system, pressure does not need any boundary100
conditions. For multi-domain formulations, many different approach have used in the literature. For example,
the spectral element method of [18] uses boundary conditions only on velocity, while the pseudo-time AC
finite volume method of [19] also updates the pressure values near the internal boundaries.
6. Convergence and scaling tests
6.1. Time and space convergence105
Using a manufactured solution (given in Cartesian form)
u = cos(t)
(
2x2yz,−xy2z,−xyz2
)T
, p = cos(t)xyz, T = 2 cos(t)x2yz, (6.1)
we test the convergence of the solution using both versions of the scheme. For the time convergence tests,
we iterated until convergence with final time Tf = 10. For the space convergence tests, the time step is fixed
to be τ = 0.0001 and the final time is Tf = 1. The error graphs are presented in Figure 2, which confirm
the predicted second order accuracy of the scheme.
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Figure 2: Log-log plot of the errors Additive Schwartz approach. Left graph contains the temporal errors at Tf = 10, while the
right graph contains the spatial error plotted at Tf = 1
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Figure 3: Log-log plot of the errors Multiplicative Schwartz approach. Left graph contains the temporal errors at Tf = 10,
while the right graph contains the spatial error plotted at Tf = 1
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Figure 4: Parallel scalability using up to 960 CPU cores
11
6.2. Weak parallel efficiency110
Next we test the parallel efficiency of both codes. Since we are interested in solving large size problems,
we only measure the weak scalability of our codes. Scaling efficiency is computed as the ratio of the CPU-
time on the minimum number of cores for the given case (one for Additive Schwartz, two for Multiplicative
Schwartz) to the CPU-time on n cores. The scaling results are performed using the Compute Canada (see
https://www.computecanada.ca/) Graham cluster of 2.1GHz Intel E5 − 2683 v4 CPU cores, 32 cores per115
node, and each node connected via a 100 Gb/s network. The results were calculated using the real time
taken to simulate 100 time steps, averaged over 3 independent runs. The problem size is 130×130×130 grid
cells per CPU and maximum number of CPUs is 960. We ran two tests, using 1 and 5 domain decomposition
iterations. According to the Fig. 4, for large number of CPUs, both versions of the code have similar parallel
efficiency.120
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