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Résuḿe : Avec en vue la transformation de documents semi-structur´es de type
XML, nous nous intéressons au problème de l’annotation detels documents par
apprentissage statistique, à partir d’exemples de documents d´ jà annotés. Afin de
modéliser la probabilité d’une annotation connaissant un document, nous nous
plaçons dans le cadre des champs conditionnels aléatoires. Ce modèle a déjà fait
ses preuves pour l’annotation de séquences : nous l’adaptons ici aux arbres or-
donnés d’arité non bornée. Nous étudions l’expressivité du nouveau modèle ainsi
introduit en le comparant aux automates d’arbres stochastiques (ou grammaires
régulières probabilistes d’arbres). Nous présentons aus i en détail l’algorithme
de recherche de l’annotation la plus probable et l’algorithme d’inférence pour
ce modèle. Ces algorithmes sont implantés dans une librairie Tree CRF écrite
en JAVA. Ces travaux sont des préliminaires qui nous permett ont par la suite
d’étudier les applications du modèle pour la transformation de documents.
Mots-clés: Données semi-structurées, Annotation, Modèles conditionnels, Champs
conditionnels aléatoires
1 Introduction
L’explosion des sources d’information numériques rend pressant le besoin d’intégrer
des données sémantiquement riches, hétérogènes et r´par ies. Cette intégration repose
principalement sur des technologiesXML et des standards tels queXPATH, XSLT, XQUERY.
Cependant, l’écriture de requêtes et de transformationsreste du domaine du spécialiste
alors que les besoins se multiplient. Automatiser la génération de transformations ren-
drait de grands services. C’est l’objectif à long terme quenous visons, en le considérant
comme un problème d’apprentissage à partir d’exemples formés de couples (document
origine, document transformé). Dans un premier temps, nous s limitons aux trans-
formations qui préservent la structure des arbres. Cette limitation n’est pas si stricte
qu’on pourrait le penser, car la sémantique de l’alphabet d’annotation peut permettre
d’exprimer des transformations plus riches. Par exemple, on peut annoter un arbre par
des opérations de suppression ou d’ajout d’un nœud qui, unefois exécutées, modi-
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fieront sa structure. L’annotation peut ainsi être vue comme un pré-traitement pour la
transformation.
Le traitement de données structurées par des algorithmesd’apprentissage en est en-
core à ses débuts. Les efforts se sont surtout concentrésjusqu’à présent sur l’annotation
de séquences : ainsi, de nombreux travaux ont porté sur lesmodèles de Markov cachés
(HMMs, (Rabiner & Juang, 1986)) et les grammaires régulières stochastiques (Carrasco
& Oncina, 1994). Dans ces modèles dit “génératifs”, on modélise à la fois la séquence
à annoter et l’annotation. On est donc amené à résoudre un problème plus difficile que
le problème original : apprendre une probabilité jointe plutôt que d’apprendre la proba-
bilité de l’annotation sachant la séquence d’entrée. Pour répondre à cette critique, des
modèles alternatifs ont été proposés. Le problème de l’annotation a ainsi été considéré
comme un problème de classification supervisée à sortie structurée (Taskaret al., 2005;
Tsochantaridiset al., 2004). Le problème de l’annotation peut également êtreconsidéré
comme un modèle à maximum d’entropie. C’est dans ce cadre qu’ont été introduits
les champs conditionnels aléatoires (Laffertye al., 2001) qui ont principalement été
utilisés pour des séquences (Sha & Pereira, 2003; McCallum & Li, 2003; Pintoet al.,
2003).
Certains travaux récents ont pourtant commencé à aborder l’apprentissage de struc-
tures arborescentes, via des automates d’arbres stochastiques (Habrardet al., 2005) ou
des modèles de Markov arborescents. Nous pouvons également citer les travaux portant
sur les réseaux bayésiens dynamiques (Denoyer & Gallinari, 2004) pour les documents
semi-structurés : cette approche présente l’avantage depouvoir prendre également en
compte le contenu textuel des documents semi-structurés.Mai ces modèles restent
génératifs. Or, il ne nous semble pas réaliste et pertinent d’ spérer modéliser ainsi des
données semi-structurées dans un contexte de masses de donn´ es hétérogènes. Nous
avons donc choisi de nous orienter vers des modèles non génératifs.
Dans cet article, nous proposons donc d’adapter le modèle des champs conditionnels
aléatoires à l’annotation d’arbres, en prenant en comptela structure de ces arbres. Les
structures des documents semi-structurés, abstraction faite des attributs et des références,
sont en effet des arbres ordonnés d’arité non bornée. Nous proposons un modèle, appelé
Tree CRF, de champs conditionnels aléatoires adapté à ces structures. En particulier,
la structure choisie pour le graphe d’indépendances permet d’exprimer des propriétés
provenant de relations verticales (entre père et fils) maisaus i horizontales (entre frères
d’un même père). Pour rendre ce modèle opérationnel, nous détaillons les algorithmes
permettant la recherche de l’annotation la plus probable etl’inférence des paramètres
d’un Tree CRF. Ces algorithmes exploitent des techniques issues de la programmation
dynamique et des méthodes de descente gradient adaptées,afin de les rendre aussi effi-
caces que possible. La complexité des calculs est en effet connue comme problématique
dans les champs conditionnels aléatoires. Les algorithmes proposés sont implantés dans
une librairie JAVA et les premières expériences réalis´es nous laissent espérer des temps
de calcul raisonnables, c’est-à-dire, de l’ordre de grandeur de ceux obtenus sur les
séquences. Notons enfin qu’un premier modèle de champs conditionnels aléatoires pour
les arbres a été proposé par (Cohn & Blunsom, 2005). Mais ce modèle est restreint aux
arbres ordonnés d’arité bornée, et seules les propriétés verticales (issues de relations
père-fils) peuvent y être exprimées.
CRFs pour l’annotation d’arbres
La suite de l’article est organisée comme suit : en partie 2,nous exposons le modèle
des CRFs en général et son utilisation pour l’annotation de séquences en particulier. En
partie 3, nous présentons notre adaptation des CRFs pour les a bres. Pour illustrer son
expressivité, nous montrons qu’il permet de définir les mˆemes probabilités condition-
nelles qu’un automate d’arbres stochastique. Enfin, la partie 4 est consacrée à l’adapta-
tion des algorithmes classiques d’apprentissage dans les CRF au cas de notre modèle.
2 Champs conditionnels aĺeatoires
2.1 Définition des CRFs
Les champs conditionnels aléatoires (Conditional RandomFields ou CRFs) (Lafferty
et al., 2001) sont des modèles graphiques non dirigés ayant pourobjectif de définir une
distribution de probabilités sur les annotationsy étant donnée une observationx. Ils
sont définis comme suit.
Soit G = (V,E) un graphe non dirigé (appelé graphe d’indépendances) o`u V est
l’ensemble des nœuds (vertices) etE l’ensemble des arcs (edges), etX et Y deux
champs aléatoires décrivant respectivement l’observation et son annotation, de sorte
que pour chaque nœudv ∈ V il existe une variable aléatoireYv dansY . On dit que
(X,Y ) est un champ conditionnel aléatoire si chaque variable al´eatoireYv respecte la
propriété de Markov suivante :
∀v, p(Yv|X, {Yw, w 6= v}) = p(Yv|X, {Yw, (V,W ) ∈ E})
c’est-à-dire chaque variable aléatoireYv dépend uniquement deX et de ses voisins dans
le graphe d’indépendances.
D’après le théorème de Hammersley-Clifford (Hammersley & Clifford, 1971), cette
condition d’indépendancepermet d’écrire la probabilité d’une annotationy étant donnée
une observationx comme un produit de fonctions de potentielψc(yc, x) sur tous les







où C est l’ensemble des cliques deG, yc est la configuration prise par les variables
aléatoires de la cliquec dans l’observationy etZ(x) est un coefficient de normalisation







Pour les CRFs, Lafferty, McCallum et Pereira (Laffertyet al., 2001) ont proposé
de définir la forme de ces fonctions de potentiel comme l’exponentielle d’une somme
pondérée de fonctionsfk appeléesfeatures, lesλk étant les poids associés à chacune de
ces features :







Les features sont des fonctions à valeurs réelles. C’est `a travers elles que toutes les
connaissances du domaine sont intégrées dans le modèle.Dans la plupart des cas, les
features sont des fonctions binaires valant1 si un phénomène est observé,0 sinon.
Ces features prennent en paramètres les valeurs prises parles v riables aléatoires de la
clique sur laquelle elles s’appliquent (yc), ainsi que l’ensemble de l’observationx. Par
conséquent, la valeur prise par une variable aléatoire peut dépendre de toute l’observa-
tion x. Par exemple, dans le cas de l’annotation d’une séquence, le hoix de l’étiquette
associée au dernier élément de la séquence peut être lié à lavaleurdu premier élément
de cette séquence.
À ces features sont associés des poidsΛ = {λk}. Ces poids sont les paramètres du
modèle. Ils permettent d’attacher plus ou moins d’importance à certaines features, ou
même d’indiquer que le phénomène caractérisé par une feature ne doit pas se produire
(si le poids est négatif).
Un CRF est donc défini par un graphe d’indépendancesG t un ensemble def atures
fk, auxquelles sont associés des poidsλk. La probabilité conditionnelle d’une annota-


























Le premier problème associé aux CRFs est leproblème de l’annotationqui consiste
à rechercher l’annotation la plus probable selon (2.1) associée à une observation. Le se-
cond problème est celui del’inf érence ou de l’apprentissagedu CRF, qui consiste à es-
timer les paramètresΛ = {λk} qui maximisent la vraisemblance du modèle par rapport
à un échantillon d’observations annotées. Ces paramètes peuvent être appris en utili-
sant une méthode classique de maximisation de la log-vraisemblance. Les paramètres
optimaux ne pouvant pas être calculés de façon analytique, des méthodes de descente de
gradient sont utilisées. H. Wallach (Wallach, 2002) a montré que la méthode la plus per-
formante dans ce contexte est l’algorithme BFGS à mémoirelimitée (L-BFGS) (Byrd
et al., 1995).
2.2 Cas des CRFs sur les séquences
Dans la littérature, les CRFs ont pour l’instant été utilisés essentiellement dans le cas
de l’annotation de séquences.Ils ont ainsi servi dans des tâches aussi variées que l’anno-
tation syntaxique (Part-Of-Speech tagging), le Shallow Parsing (Sha & Pereira, 2003),
la reconnaissance d’entités nommées (McCallum & Li, 2003), l’extraction d’informa-
tions (Pintoet al., 2003), parmi d’autres. Dans ces travaux sur les séquences, le graphe
d’indépendances utilisé est une “first-order linear chain” (Fig. 1).
CRFs pour l’annotation d’arbres
Y1 ... Yt−1 Yt Yt+1 ... YT
FIG. 1 – First-order linear chain model











λkfk(yt−1, yt, x, t)
)
oùT est la longueur de la séquencex. Les features sont de la formefk(yt−1, yt, x, t)
car les cliques du graphe d’indépendances sont les paires de nœuds(Yt−1, Yt). On note
ici que, par souci de simplification, on ne considère que lescliques à deux noeuds dans
l’écriture des formules et algorithmes. En effet, les cliques à un noeud peuvent être
traitées de façon similaire.
L’intérêt principal de travailler avec un graphe d’indépendances aussi simple que
celui-ci est qu’il permet de mettre en oeuvre des techniquesde programmation dy-
namique pour un calcul efficace des deux tâches principalesdes CRFs que sont la re-
cherche de l’annotation la plus probable et l’apprentissage des paramètres du modèle.
Nous donnons ici un aperçu de ces deux algorithmes.
La recherche de l’annotation la plus probable consiste à trouver l’annotation̂y maxi-
misant la probabilitép(ŷ|x), étant donnée une observationx et un CRF dont les pa-
ramètresλk sont connus.
ŷ = arg max
y







λkfk(yt−1, yt, x, t)
Il est évidemment impossible de calculer naı̈vement cettevaleur pour toutes les annota-
tionsy possibles. Toutefois, la forme du graphe permet de mettre enplace l’algorithme
de Viterbi d’une façon similaire à son utilisation dans lecas des HMMs. Pour cela, on
définit le coefficientδt(yt) comme étant le “score”,ie. la somme pondérée des features
sur toute la séquence, de la meilleure annotation dex1 . . . xt oùxt est annoté paryt. Sa







λkfk(yt, yt+1, x, t+ 1)
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λkfk(yt−1, yt, x, t) = max
yT
δT (yT )
En mémorisant le chemin de Viterbi correspondant, on obtient la meilleure annotation
ŷ de l’observationx.
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La tâche d’apprentissage d’un CRF consiste, étant donnéu ensemble d’apprentis-












oùpΛ(y|x) est la probabilité de l’annotationy sachant l’observationx dans le CRF dont
les paramètres sontΛ.
L’algorithme de maximisation de la log-vraisemblance utilisé étant une descente de
gradient (L-BFGS),LΛ est calculé à chaque étape avec des paramètresΛ différents.
Il est donc nécessaire de calculer cette fonction efficacement. La partie coûteuse de
ce calcul est le coefficient de normalisationZ(x) (cf. eq. (2.2)) qui intervient dans la
probabilitép(y|x). En effet, celui-ci est la somme des probabilités non normalisées
(p(y|x) × Z(x)) pour toutes les annotations possibles dex. Une méthode de program-
mation dynamique similaire à l’algorithmeforwarddes HMMs est donc employée. Pour
cela, on définit les coefficientsforwardαt(yt). αt(yt) est la probabilité non normalisée
de toutes les annotations possibles de la séquencex1 . . . xt oùxt est annoté paryt. La
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Nous proposons maintenant d’adapter le modèle des CRFs au cas de l’annotation
d’arbres ordonnés d’arité non bornée. Ces arbres permettent en effet de modéliser les
données semi-structurées si on ne prend pas en compte les attributs et les références.
Dans de tels arbres, tout nœud peut être repéré par une position qui est une séquence
d’entiers et à tout nœud est associé un label. Par ailleurs, les fils d’un nœud sont or-
donnés et un nœud ayant un label peut avoir un nombre quelconque de fils. Par exemple,
u(l, l, l, u(l, l)) est un arbre d’arité non bornée. L’ensemble des positionsdes nœuds est
l’ensemble{ǫ, 1, 2, 3, 4, 41, 42} où ǫ désigne la racine. La racine a pour labelu et a
quatre fils, le nœud 4 a pour labelu et a deux fils. Dans la suite, étant donné un arbrey,
nous noteronsn une position,n.i soni-ème fils etyn le label du nœudn.
3.1 Caract́eristiques du mod̀ele
Nous devons, dans un premier temps, proposer un graphe d’indépe ances adapté
aux arbres. Comme nous considérons des arbres ordonnés d’arité non bornée (de type
XML), ce modèle doit permettre l’expression de récurrences verticales (en profondeur)
CRFs pour l’annotation d’arbres
Yn
Yn.i Yn.(i+1)
FIG. 2 – Modèle d’indépendances fils-frère.
et horizontales (en largeur). Dans cet objectif, nous propos ns un graphe où une clique
maximale, représentée dans la figure 2, est composée de trois nœuds : un père et deux
de ses fils consécutifs. Par exemple, les cliques maximalespouru(l, l, l, u(l, l)) sont
définies par les triplets de positions :(ǫ, 1, 2), (ǫ, 2, 3), (ǫ, 3, 4), (ǫ, 41, 42). Dans le cal-
cul de la probabilité conditionnelle d’un arbre d’annotation sachant un arbre d’entrée,
toutes les cliques maximales à trois noeuds qui respectentle schéma “père - deux fils
consécutifs” seront considérées. Par souci de simplification, nous ne considérerons dans
la suite que les features s’appliquant sur les cliques maximles à tois noeuds dans les
formules et l’expression des algorithmes. La prise en considération des features sur les
cliques à un noeud et à deux noeuds dans les formules et algorithmes est aisée.
Du graphe d’indépendances que nous venons de définir, nousdéduisons que les fea-
tures d’un Tree CRF sont de la formefk
(
yn, yn.i, yn.(i+1), x, (n, n.i, n.(i+ 1))
)
. Elles
prennent en paramètre un triplet de positions (celle du père n et celles de ses deux
fils consécutifsn.i etn.(i + 1)), les étiquettes dans l’annotationy de ce triplet de po-
sitions et l’arbre observéx dans sa totalité. Nous simplifierons l’écriture d’une fea-
ture en oubliant le triplet de positions. Une feature sera donc écrite sous la forme
fk
(
yn, yn.i, yn.(i+1), x). On peut noter qu’une clique maximale est repérée par la donnée
des positionsn etn.i. À ces features sont associés des poids que l’on noteraλk. Dans




λkfk(yn, yn.i, yn.(i+1), x))
où Λ est le vecteur de poids etFn,n.i le vecteur de features. Pour simplifier les for-
mules, on dira queΛFn,n.i = 0 si n.i est le dernier fils den (ie. il n’existe donc pas de
nœudn.(i+ 1)).
Maintenant que nous avons défini le graphe d’indépendances de notre modèle ainsi
que les features utilisées, nous pouvons écrire la formule d calcul de la probabilité







oùC est l’ensemble des cliques deG.
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La section 4 décrit précisément les adaptations algorithmiques nécessaires pour les
tâches d’annotation et d’apprentissage. Mais dans un premie temps, nous allons com-
parer l’expressivité de nos Tree CRFs à celle des automates d’arbres stochastiques.
3.2 Comparaison des Tree CRFs et des Automates d’Arbres Sto-
chastiques
Dans l’introduction des CRFs sur les séquences, les auteurs (Lafferty et al., 2001)
montraient qu’il est possible de représenter un HMM sous laforme d’un CRF. De la
même manière, nous allons montrer ici comment représentr u automate d’arbres sto-
chastique à l’aide d’un Tree CRF afin de donner une idée de l’expressivité du modèle
que nous avons défini.
Comme il n’existe pas de définition consensuelle des automates d’arbres stochas-
tiques dans le cas des arbres d’arité non bornée, nous nousrestreignons ici au cas des
arbres d’arité bornée. Pour simplifier les notations, nous considérons des automates sur
les arbres d’arité0 ou2. C’est, bien sûr, sur le problème de l’annotation que noussou-
haitons comparer les automates stochastiques et les Tree CRFs. Une annotation d’un
arbrex par un automate stochastique est un arbrey de même structure sur l’alphabet
des états qui correspond à un calcul de l’automate d’arbrestochastique. La recherche de
l’annotation la plus probable n’a de sens que s’il existe plusie rs calculs de l’automate.
Les automates envisagés ici sont donc stochastiques et nondéterministes. On peut no-
ter également que nous utilisons des automates d’arbres asc ndants. En renversant les
règles, on peut les considérer sous un point de vue génératif, ce qui correspond à des
grammaires régulières stochastiques d’arbres.
Un automateA d’arbres stochastique est un quintuplet(Σ, Q,∆, p,final) où Σ =
Σ0∪Σ2 est un ensemble fini de symboles de fonction d’arité 0 ou 2,Q est un ensemble
fini d’états,∆ est un ensemble de règles de la forme :a → q où a ∈ Σ0 et q ∈ Q ou
g(q1, q2) → q où g ∈ Σ2 et q, q1, q2 ∈ Q, p : ∆ → [0, 1] est la fonction qui associe
à toute règle un réel dans[0, 1], et la fonctionfinal : Q → [0, 1] associe à chaque état
sa probabilité d’être final. On dit qu’un automate d’arbres stochastique est normalisé si,
pour toutq ∈ Q, la somme des probabilités des transitions arrivant surq vaut1, et si la
somme des probabilités des états finaux vaut1.
Le calcul de la probabilité conditionnelle d’une annotationy sachant une observation





oùpA(y, x) est la probabilité du calcul réussiy sur l’arbrex obtenue en multipliant les
poids de toutes les règles utilisées dans le calculy et la probabilité de l’état en racine
dey d’être terminal.
CRFs pour l’annotation d’arbres
Nous allons maintenant représenter un automate d’arbres stochastique avec un Tree
CRF. Premièrement, l’alphabetY des labels du Tree CRF correspond à l’ensemble
d’étatsQ de l’automate. Chaque transition de l’automate est représnt e par une feature
dans le Tree CRF. Pour chaque règle de la formea→ q, on crée une feature à un noeud
fa→q de la forme :
fa→q(yn, x) =
{
1 si xn = a etyn = q
0 sinon
Pour chaque règle de la formeg(q1, q2) → q, on crée une feature à trois noeuds
fg(q1,q2)→q de la forme :
fg(q1,q2)→q(yn, yni, yn(i+1), x) =
{
1 si xn = g, yn = q, yni = q1 etyn(i+1) = q2
0 sinon
À chacune des features ainsi créées, on associe comme poids le logarithme de la
probabilité de la règle correspondante dans l’automate.Toutefois, créer uniquement
les features correspondant aux règles de l’automate ne suffit pas. En effet, dans un
automate d’arbres stochastique, les transitions non définies sont en fait des transitions
dont la probabilité est nulle. Elles doivent donc être transposées comme telles. Notre
Tree CRF est ainsi complété par des features pour chaque transition de probabilité nulle.
On associe à ces features le poidslog(0) = −∞.
Enfin, la dernière composante de l’automate à représenter st la probabilité d’un état




1 si yn = q etn est la racine
0 sinon
Le poids associé à cette feature est aussi le logarithme dela probabilité de cet état
d’être final. De la même façon que pour les transitions, siun étatq a une probabilité
nulle d’être final, il faut créer une featureffinal(q) et lui donner comme poids−∞.
Le Tree CRF ainsi défini permet d’obtenir la même distribution de probabilité condi-










SoientA un automate stochastique etcrfA le Tree CRF obtenu par la construction
précédente. Pour chaque clique, seule la feature correspndant à la règle qui s’applique
vaut1, et à la racine s’applique la feature correspondant à la probabilité de l’état d’être










regle exp(λregle) est le produit sur toutes les règles utilisées dans le calcul y de
l’exponentielle du poids associé à la règle. Or on a choisi λfinal(q) = log(final(q)) et
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k exp(λkfk). Pour tout calcul réussi, nous avons montré l’égalité
entrepA(y, x) et le produit sur toutes les cliques. Pour touty ne correspondant pas un
calcul réussi,pA(y, x) = 0, et, avec le choix des poids pour les transitions non définies,








y pA(y, x), et doncZ(x) =
∑
y pA(y, x). On en déduit donc que la probabilité
définie par le Tree CRFcrfA est la même que celle de l’automateA :
pcrfA(y|x) = pA(y|x) (3.2)
Pour les arbres d’arité fixée, les probabilités conditionnelles pouvant être définies
par des automates d’arbres probabilistes peuvent être définies par des Tree CRFs. La
réciproque est fausse car on peut exprimer dans les features des propriétés non régulières
sur les arbres d’entrée. Cette étude doit être étendue aux arbres ordonnés d’arité non
bornée bien qu’il n’existe pas de définition consensuelled’automates d’arbres stochas-
tiques dans ce cas.
4 Algorithmes pour les Tree CRFs
Cette section se concentre sur l’adaptation des algorithmes de programmation dy-
namique pour les tâches d’annotation et d’apprentissage des paramètres dans les Tree
CRFs. De la même façon que pour les CRFs sur les séquences,les algorithmes em-
ployés s’inspirent d’algorithmes classiques. Nous commencerons par décrire l’adapta-
tion de l’algorithme de Viterbi à nos Tree CRFs. Puis nous présenterons un algorithme
permettant des calculs efficaces lors de la phase d’apprentissage.
4.1 Recherche de la meilleure annotation d’un arbre
La recherche de l’annotation la plus probable consiste à trouver l’annotation̂y qui
maximisep(ŷ|x) étant donnée une observationx et un Tree CRF dont on connaı̂t les
paramètres. Nous voulons donc trouver :
ŷ = arg max
y
p(y|x)
De la formule (3.1), on déduit :







Calculer ce score pour chaque annotationy possible étant trop coûteux, on utilise l’al-
gorithme de Viterbi. Pour cela, on définitδn(yn) comme étant le “score” de la meilleure
CRFs pour l’annotation d’arbres
annotation du sous-arbre partant du nœudn, où le nœudn est annoté paryn. On appelle


















oùm est le nombre de fils du nœudn.
Toutefois, dans des arbres d’arité supérieure à 2 et toutparticulièrement pour les
arbres d’arité non bornée, la présente définition deδn(yn) ne suffit pas à obtenir un
algorithme efficace. En effet, son calcul nécessite de trouver n maximum pour toutes
les combinaisons d’annotations possibles pour les fils du nœd n, ce qui fait, en no-
tantY l’alphabet des étiquettes et‖Y‖ sa taille,‖Y‖m si n a m fils. En plus de la
programmation dynamique en profondeur déjà présente, nous introduisons donc une
programmation dynamique en largeur avec le coefficientδ′n,k(yn, yn.k) qui s’inspire du
δ utilisé dans le cas des CRFs sur les séquences. On le définit comme le score de la
meilleure annotation du sous-arbre partant den, où on n’a gardé que lesk premiers fils


















δn(yn) peut alors se réécrire de la façon suivante :
δn(yn) =
{




Il suffit alors de recherchermaxyǫδǫ(yǫ), et de retrouver le chemin de Viterbi corres-
pondant pour obtenir la meilleure annotationŷ.
4.2 Apprentissage des param̀etres du mod̀ele
Comme pour les CRFs sur les séquences, la phase d’apprentissage d’un Tree CRF
consiste à trouver les paramètresΛ qui maximisent la log-vraisemblance du modèle par
rapport à un ensemble d’apprentissageS. On utilise une formule de log-vraisemblance




p̃(x, y) log pΛ(y|x) (4.1)
où p̃(x, y) est la fréquence d’apparition du couple(x, y) dansS.















La fonction de log-vraisemblance ainsi obtenue est concave, ce qui signifie qu’il est
possible de trouver un maximum global qui correspond aux paramètres pour lesquels
la dérivée s’annule. Il est toutefois impossible de calculer analytiquement cette dérivée
par rapport à l’ensemble des paramètres du modèle. On utilise donc une méthode de
descente de gradient (L-BFGS) pour laquelle il est nécessair de calculer les dérivées




















= Ep̃(x,y)[fk] − EpΛ(y|x)[fk] (4.3)
oùEp̃(x,y)[fk] est l’espérance de la featurefk par rapport à la distribution empirique
p̃(x, y) etEpΛ(y|x)[fk] est l’espérance defk par rapport à la distribution du Tree CRF.
Si le calcul deEp̃(x,y)[fk] est assez immédiat, le calcul deEpΛ(y|x)[fk] quant à lui pose
un problème en raison de la somme sur toutes les annotationsy possibles.
Les deux difficultés lors de la phase d’apprentissage des paramètres sont donc le cal-
cul du coefficient de normalisationZ(x) qui intervient dans le calcul depΛ(y|x), et le
calcul des dérivées partielles par rapport à chaque paramèt e du Tree CRF. Pour effec-
tuer ces calculs de manière efficace, nous avons mis en œuvreune méthode de program-
mation dynamique s’inspirant de l’algorithmeInside-Outsideutilisé dans les gram-
maires algébriques probabilistes (Probabilistic Context Free Grammars ou PCFGs) pour
la récursion en profondeur et de l’algorithme Forward-Backward des HMMs pour la
récursion en largeur. Ces deux algorithmes fondateurs sont décrits en détails dans (Man-
ning & Schütze, 1999).
Nous abordons tout d’abord le problème du calcul deZ(x). Pour cela, on définit le
coefficientinsideβn(yn) comme la somme des probabilités non normalisées de toutes
















Comme pour l’adaptation de l’algorithme de Viterbi décrite précédemment, cette for-
mule ne suffit pas dans le cas des arbres d’arité supérieureà 2, n raison de la somme sur
toutes les combinaisons d’étiquettes possibles pour les fils du nœudn. Nous introdui-
sons donc de la programmation dynamique en largeur en nous inspira t des coefficients
backwardutilisés dans les HMMs. Nous appelons ce coefficientβ′n,k(yn.k).
On définitβ′n,k(yn.k) comme la probabilité non normalisée du sous-arbre partant de
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En utilisant le coefficient ainsi défini, il est possible de calculer efficacementZ(x) de





La complexité du calcul deZ(x) est enO(|x| × ‖Y‖3). Elle est donc linéaire par
rapport à la taille de l’arbre d’entrée. Elle est cubique par rapport à la taille de l’alphabet
des étiquettes, il faudra donc veiller à choisir des alphabets de taille raisonnable.
Le problème de la complexité du calcul des dérivées partielles deLΛ peut être résolu
de deux façons différentes. La première consiste à approximer ce calcul. En effet, il est
possible d’obtenir une valeur approchée de la dérivée partielle enλk en faisant varier






oùΛ+ est le vecteur des paramètres du modèle oùλk a été remplacé parλk + ǫ etΛ−
est le vecteur des paramètres du modèle oùλk a été remplacé parλk − ǫ. C’est cette
méthode qui est implantée actuellement.
L’autre méthode possible est de calculer la valeur exacte de ces dérivées partielles en
utilisant une technique de programmation dynamique. Elle aété utilisée par (Lafferty
et al., 2001) dans le cas des CRFs sur les séquences à l’aide des coefficientsforward et
backward. Nous l’adaptons ici au cas des arbres. La difficulté réside dans le calcul de
l’espérance d’une featurefk par rapport au modèle.
Nous définissons donc le coefficientoutsideαn(yn) qui correspond à la somme des
probabilités non normalisées de toutes les annotations ps ibles du complémentaire du

































Pour la programmation dynamique en largeur, on introduit leco fficientβ′′n,k(yn.k)


































sinon (n = n′.i)
On peut remarquer que d’après les définitions des coefficientsinsideetoutsidedéfinis
précédemment,αn(yn)βn(yn) représente la somme des probabilités non normalisées
des annotationsy pour lesquelles le nœudn est annoté paryn. Si l’on étend le raison-
nement, la formule (4.5) correspond à la somme des probabilités non normalisées des
annotationsy où les nœudsn, ni et n(i + 1) sont annotés paryn, yni et yn(i+1). Ces
deux remarques servent d’intuition pour la reformulation de l’espérance d’une feature
par rapport au Tree CRF.

















P (yn, yni, yn(i+1))
Z(x)
(4.6)
Ceci nous permet de calculer efficacement la dérivée partielle de la fonction de log-
vraisemblance à l’aide des formules (4.3) et (4.6).
4.3 Implantation
Il existe déjà une librairie, le “CRF Project”1, implantant en JAVA les CRFs pour
l’annotation de séquences. Toutefois, à ce jour, aucune librairie n’offre la possibilité
d’effectuer de l’annotation d’arbres avec des CRFs. Nous avons donc mis en œuvre
l’implantation d’une librairie Tree CRF en JAVA. Celle-ci utilise les algorithmes décrits
précédemment afin de proposer un outil rapide pour :
– calculer la probabilité conditionnelle d’une annotation y sachant un arbrex.
– trouver l’annotation̂y la plus probable étant donné un arbrex t un Tree CRF dont
on connaı̂t les paramètres.
– apprendre les paramètres d’un Tree CRF étant donné un échantillon d’observations
annotées. L’algorithme d’apprentissage utilisé est la descente de gradient L-BFGS
fournie par le “RISO Project”2.
Dans l’implantation de cette librairie, il est nécessairede faire attention à deux points
essentiels. Dans un premier temps, les valeurs des coefficients insidedécrits plus haut
sont mémorisées dans des matrices de taille|x| × ‖Y‖. Il est donc essentiel d’opti-
miser le temps d’accès à ces matrices. Pour cela, nous noussommes inspirés de la
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Il est aussi nécessaire de veiller à limiter la complexit´e des features. En effet, au
sein d’une feature, il est possible d’effectuer des calculspotentiellement coûteux sur
l’observationx, comme d’évaluer la taille du sous-arbre ou de tester la pr´esence d’un
nœud dansx, etc. Afin d’éviter d’effectuer ces calculs à chaque appelde a feature,
ceux-ci sont pré-calculés lors du chargement en mémoirede l’arbrex.
5 Conclusion
Dans cet article, nous avons proposé une adaptation des CRF, un modèle qui a fait
ses preuves pour l’annotation de séquences, au cas de l’annotatio d’arbres ordonnés
d’arité non bornée : les Tree CRFs. Nous avons donné un aperçu d l’expressivité de ce
modèle en le comparant aux automates d’arbres stochastique . Les Tres CRFs se com-
portent vis-à-vis de ces automates de la même façon que les CRFs sur les séquences se
comportent vis-à-vis des HMMs. Enfin, nous avons décrit les algorithmes de recherche
de l’annotation la plus probable et d’apprentissage des paramètres du modèle. L’im-
plantation actuelle nous a permis de tester ces algorithmeset leurs performances sur
des données artificielles de petite taille. Ce travail préiminaire doit donc être poursuivi
pour être validé sur des données semi-structurées de grande taille. Il doit également être
confronté à diverses tâches.
Nous pourrons tout d’abord nous confronter à diverses tâches d’extraction d’infor-
mations à partir de données semi-structurées de type XMLou HTML. Nous pensons
que la souplesse apportée par la façon de définir des features nous permettra d’ob-
tenir des résultats au moins comparables à ceux obtenus par les systèmes existants
dans le domaine pour les tâches d’extraction classique (extraction d’un ou plusieurs
champs). Nous estimons que l’intérêt principal des Tree CRFs sera de pouvoir traiter
des problèmes d’extraction pour lesquels la sortie est elle-même semi-structurée.
Nous pourrons aussi tester notre modèle sur les tâches de transformation de docu-
ments semi-structurés. Pour cela, nous devrons définir une sémantique à notre alphabet
d’annotations indiquant à chaque nœud l’opération de transformation à effectuer. De
cette manière, la transformation s’effectuera en deux parties, la première consistant en
l’annotation de l’arbre à l’aide du Tree CRF, la seconde effctuant les transformations
indiquées par les annotations des nœuds.
Enfin, nous avons montré comment il est possible de représent r un automate d’arbres
stochastique par un Tree CRF. Une des difficultés posée parles champs conditionnels
aléatoires réside dans le choix des features. Une perspective de notre travail est la com-
binaison des approches : utiliser des techniques d’inférece grammaticale pour générer
les features (les règles de l’automate) puis utiliser les agorithmes présentés ici pour
apprendre les paramètres du Tree CRF.
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