One of the long-term goals in evolutionary robotics is to be able to automatically synthesize controllers for real autonomous robots based only on a task specification. While a number of studies have shown the applicability of evolutionary robotics techniques for the synthesis of behavioral control, researchers have consistently been faced with a number of issues preventing the widespread adoption of evolutionary robotics for engineering purposes. In this article, we review and discuss the open issues in evolutionary robotics. First, we analyze the benefits and challenges of simulation-based evolution and subsequent deployment of controllers versus evolution on real robotic hardware. Second, we discuss specific evolutionary computation issues that have plagued evolutionary robotics: (1) the bootstrap problem, (2) deception, and (3) the role of genomic encoding and genotype-phenotype mapping in the evolution of controllers for complex tasks. Finally, we address the absence of standard research practices in the field. We also discuss promising avenues of research. Our underlying motivation is the reduction of the current gap between evolutionary robotics and mainstream robotics, and the establishment of evolutionary robotics as a canonical approach for the engineering of autonomous robots.
Introduction
Evolutionary algorithms (EAs) have been the subject of significant progress since the introduction of the concept of evolutionary search by Turing (1950) . Early pioneering work includes Barricelli's seminal contributions and computational experiments since 1953 on symbiogenesis (see Barricelli, 1962; Fogel, 2006) , and the studies by Fraser (1957) on the effects of selection in epistatic systems. Afterwards, the introduction of genetic algorithms by Holland (1962) as a computational abstraction of Darwin's theory of evolution promised to transfer the adaptation capabilities of natural organisms to different types of artificial agents, including autonomous robots. The envisioned possibilities inspired a new field of research, now called evolutionary robotics (ER) (Nolfi and Floreano, 2000) .
ER aims to automatically synthesize robotic body plans and control software by means of evolutionary computation (Floreano and Keller, 2010) . The field has diverged in two directions: one concerned with cognitive science (Harvey et al., 2005) and biology (Auerbach and Bongard, 2014; Elfwing and Doya, 2014; , the other focused on using ER techniques for engineering purposes. Our interest lies in the second category, in which the long-term goal is to obtain a process capable of automatically designing and maintaining an efficient robotic system given only a specification of the task (Doncieux et al., 2011) . Specifically, we focus on artificial evolution of control systems to govern the behavior of robots. In this respect, the use of evolutionary principles has been largely argued as necessary to replace inefficient preprogrammed approaches; see Harvey et al. (1997) ; Leger (2000) ; Lipson and Pollack (2000) ; Nolfi and Floreano (2000) ; Quinn et al. (2003) for examples.
In ER, the experimenter often relies on a self-organization process (Nolfi, 1998) in which evaluation and optimization of controllers are holistic, thereby eliminating the need for manual and detailed specification of the desired behavior (Doncieux et al., 2011) . Traditional approaches consist of optimizing a population of genomes in genotype space. Each genome encodes a number of parameters of the robots' control system, the phenotype. For example, if the control system is an artificial neural network, the connection weights can be represented at genome level in a real-valued vector, while finite state machine-based controllers can be described by automaton-based representations (König et al., 2009) . Optimization of genomes is based on Darwin's theory of evolution, namely, blind variations and survival of the fittest, as embodied in neoDarwinian synthesis (Gould, 2002) . The mapping from genotype to phenotype can capture different properties of the developmental process of natural organisms, and the phenotype can abstract various degrees of biological realism (Stanley and Miikkulainen, 2003) . ER thus draws inspiration from biological principles at multiple levels.
After two decades of research in ER, controllers have been successfully evolved for robots with varied functionality, from terrestrial robots to flying robots (Floreano et al., 2005) . Although there has been significant progress in the field, it is arguably on a scale that still precludes the widespread adoption of ER techniques (Silva et al., 2014b) . Evolved controllers are in most cases not yet competitive with human-designed solutions (Doncieux et al., 2011) and have only proven capable of solving relatively simple tasks such as obstacle avoidance, gait learning, and search tasks (Nelson et al., 2009) . In effect, a number of critical issues currently prevent ER from becoming a viable mainstream approach for engineers. In our view, the most relevant issues are: (1) the reality gap (Jakobi, 1997) , which occurs when controllers evolved in simulation become ineffective once transferred to the physical robot, (2) the prohibitively long time necessary to evolve controllers directly on real robots (Matarić and Cliff, 1996) , (3) the bootstrap problem when solutions to complex tasks are sought (Nelson et al., 2009) , (4) deception (Whitley, 1991) , (5) the design of genomic encodings and of the genotype-phenotype mappings that enable the evolution of complex behaviors (Meyer et al., 1998) , and (6) the absence of standard research practices in the field (Doncieux et al., 2011) . Importantly, while issues such as the bootstrap problem and deception are inherent to the evolutionary computation approach, other issues such as the reality gap and the time-consuming nature of evolving controllers on real robots are specific to ER. In addition, the differences between ER and more traditional domains mean that there is currently a lack of theory and formal methods that can be applied to ER. Consider, for instance, the analysis of fitness landscapes. In traditional domains, multiple methods can be used to elucidate the properties of the search space and of fitness landscapes. In ER, however, search spaces and corresponding fitness landscapes are challenging to characterize. Search spaces are generally rugged to an extreme degree, may have varying numbers of dimensions, and may potentially be nonstatic. In this way, full characterization of search spaces and of fitness landscapes is often an intractable problem (Nelson et al., 2009) .
ER has the potential to cast the performance of EAs in a new perspective by focusing on its unique dimensions. For example, while traditional EAs are driven by a fitness function, an alternative class of methods has recently emerged in ER: because the goal is to find a suitable robot behavior, 1 the evolutionary process can also be driven by the search for novel behaviors, which potentially avoids bootstrapping issues and deception (Lehman and Stanley, 2011a; Mouret and Doncieux, 2012) . For example, to evolve controllers for maze-navigating robots, the fitness function can be defined based on how close the robot is to the goal at the end of an evaluation (Lehman and Stanley, 2011a) . If a maze has no deceptive obstacles, this fitness function creates a monotonic gradient for the search to follow. However, mazes with obstacles that prevent a direct route may create local optima in the fitness landscape and deceive traditional fitness schemes. In this context, if the behavior of a maze navigator is characterized by its final position, searching for novel behaviors has the potential to avoid deception.
The key goal of this article is to highlight the open issues in ER. We review key contributions to the field, discuss the current challenges and limitations, and propose a number of research avenues for the development of ER as an engineering tool. While the automatic synthesis of complete robotic systems remains a long-term research goal, ER has the potential to become a canonical approach in mainstream robotics provided that the current issues faced by researchers in the field can be addressed. We expect that our review and discussion may help researchers focus on addressing these issues in ER.
This article is organized as follows. Section 2 reviews and analyzes the problem of the reality gap and the prohibitive amount of time required to evolve controllers directly in real robotic hardware. Section 3 discusses current approaches to overcome the bootstrap problem and deception. Section 4 examines the importance of genomic encoding and of genotype-phenotype mapping when scaling ER techniques to complex tasks. Section 5 argues for the adoption of revised robotics engineering and experimental science practices in order to accelerate progress in the field. Finally, Section 6 concludes the article and summarizes our contribution.
Evolving Controllers in Simulation and in the Real World
In the early years of ER, contributions such as that of Harvey et al. (1993) and of Floreano and Mondada (1994) laid the foundation for a number of important studies that followed. In particular, after Floreano and Mondada's study on the evolution of controllers on real hardware, a number of contributions focused on developing algorithms that explicitly conduct evolution online, and using the robot's typically limited computational resources, that is, onboard. The goal of the approach is to enable robots to operate in a self-contained manner (Bredeche et al., 2009) , without relying on external entities for assessment of performance or additional computing power. To that end, the main components of the EA (evaluation, selection, and reproduction) are carried out autonomously by the robots without any external supervision. The main advantage of online evolution is that if the environmental conditions or task requirements change, the robots can modify their behavior to cope with the new circumstances. However, given their trial-and-error nature, EAs typically require the evaluation of a large number of candidate solutions to the task. Combined with the fact that each evaluation can take a significant amount of time on real robots, the approach still remains infeasible (Silva et al., 2014b ).
An alternative approach is to synthesize controllers offline, in simulation, and then transfer them to real robots postevolution to avoid the time-consuming nature of performing all evaluations on real robotic hardware. A central issue with the simulate-andtransfer approach is the reality gap (Jakobi, 1997) . Controllers evolved in simulation can become ineffective once transferred to the physical robot because of their exploitation of features of the simulated world that are different or do not exist at all in the real world. Differences between simulation and the real world can vary, from inaccurate sensor modeling to simulation-only artifacts due to simplifications, abstractions, idealizations, and discreteness of physics implementations. For example, if a simulation employs an ideal sensor setting with no noise, an EA can synthesize a controller whose behavior is based on a very narrow range of sensor values. If the controller is then transferred to a physical robot with sensor value variations due to issues such as electronic or mechanical limitations, the physical robot is unlikely to behave as in the simulation. Overall, the difficulty of accurately simulating physical systems is well known in robotics (Matarić and Cliff, 1996) . In ER, the reality gap is a frequent phenomenon and one of the main impediments for progress (Koos et al., 2013) .
Crossing the Reality Gap
A number of approaches have been introduced to cross the reality gap (see Figure 1) . Miglino et al. (1995) proposed three complementary approaches: (1) using samples from the real robots' sensors, (2) introducing a conservative form of noise in simulated sensors and actuators, and (3) continuing evolution for a few generations in real hardware if a decrease in performance is observed when controllers are transferred. Using samples from real sensors increases the accuracy of simulations by using a more realistic sensor model, which in turn can decrease the difference between the sensory input experienced in simulation and in reality. Noise can be applied to promote the evolution of robust controllers that can better tolerate variations in the sensory inputs during task execution. Finally, if the performance of the controller decreases after transfer, continuing evolution on real hardware can potentially enable the synthesis of a well-adapted controller in a timely manner.
Figure 1: A chronogram of selected studies addressing the issue of the reality gap (top half) and online evolution (bottom half). Although one of the goals of online evolution is to confine the evolutionary process to real robotic hardware, experiments reported in recent studies have been conducted mainly in simulation.
After the study by Miglino and colleagues, sensor sampling and conservative noise methods have become widespread, but continuing evolution in real hardware has not been frequently used, despite promising results (Nolfi et al., 1994) . From 1996 to 2001 a number of pioneering studies (Floreano and Mondada, 1996b; Floreano and Urzelai, 2000; 2001; Urzelai and Floreano, 2001 ) focused on how evolved Hebbian learning rules could be used to minimize the differences between simulation and the real world. In Floreano and Urzelai (2000; 2001) and Urzelai and Floreano (2001) , adaptive controllers were shown to cope well with the transfer from simulation to reality in a sequential light-switching task. Regardless of the promising results, using learning processes to bridge the reality gap has not been frequently studied in ER. Nonetheless, recent years have seen a resurgence of interest in controllers with online adaptation capabilities, as reviewed by Coleman and Blair (2012) .
Despite the widespread adoption of the sensor sampling and conservative noise approaches, none of these methods is inherently scalable. For example, as discussed by Bongard (2013) , consider that robots have to operate in an environment with irregular or asymmetric objects. The sensor sampling method would require that the objects are sampled from a large number of positions because there are multiple unique readings of the objects from the robot's vantage point. If the conservative noise method is used, the controllers have to be evaluated in a potentially large number of scenarios to ensure that the behavior evolved is robust. As the complexity of the robots increases, noise will have to be added to a greater number of sensors and actuators. Because there are additional noise sources, significantly more evaluations may be required to evolve effective controllers (Bongard, 2013) . Furthermore, the amount of noise added to each set of sensors and actuators has to be carefully determined because too much noise may conceal the essential features for solving the task, while too little noise may prevent successful transfer to real hardware. Jakobi (1997; introduced the concept of minimal simulations, in which the experimenter only implements features of the real world deemed necessary for successful evolution of controllers. All remaining features are hidden in an "envelope of noise" Evolutionary Computation Volume 24, Number 2 Sensor sampling (Miglino et al., 1995) Navigation and obstacle avoidance Wheeled Conservative noise (Miglino et al., 1995) Navigation and obstacle avoidance Wheeled Evolution and learning (Floreano and Mondada, 1996b; Floreano and Urzelai, 2000; 2001; Urzelai and Floreano, 2001) Navigation and obstacle avoidance, sequential light-switching
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Wheeled, 4-legged in order to minimize the effects of simulation-only artifacts that can prevent successful transfer of evolved control to real robotic hardware. The approach was demonstrated in three tasks. The first task was a T-maze navigation task where a wheeled robot had to choose whether to turn left or right at an intersection depending on the location of a light source in the initial corridor. The second task was a shape discrimination task, in which a gantry robot had to distinguish between two shapes and move toward one of them. The third task was a locomotion and obstacle avoidance task for an eight-legged robot. It is not clear if Jakobi's approach scales well to complex tasks, since such tasks typically involve richer robot environment interactions and therefore more features, and require that the experimenter can determine the set of relevant features and build a task-specific simulation model. For example, if the tasks considered involve a large number of robots or robots with high-resolution sensory capabilities such as vision, minimal simulations call for considerable engineering effort because the critical simulation features become more difficult to ascertain and to model (Watson et al., 2002) . Koos et al. (2013) proposed the transferability approach, a multiobjective technique in which controllers are evaluated based on their performance in simulation and on real robots. Contrarily to approaches that simply use individual fitness comparisons of reality versus simulation as a feedback to adapt the simulation model (Zagal and RuizDel-Solar, 2007) , the goal of the transferability approach is to learn the discrepancies between simulation and reality, and to constrain evolution in order to avoid behaviors that do not cross the reality gap effectively. The transferability approach relies on a surrogate model that is updated periodically by evaluating candidate solutions in real hardware. Koos et al. (2013) tested the approach in a T-maze navigation task with a differential-drive robot, and in a locomotion task with a quadruped robot. In both tasks, the transferability approach was able to find a solution to the task in relatively few generations (100 or less). However, the approach can become infeasible if several hundreds or thousands of generations are required. Moreover, the difficulty in automatically evaluating controllers in real hardware represents an additional challenge. Table 1 summarizes the tasks studied and the types of robots used in the assessment of different approaches for crossing the reality gap. Overall, Jakobi's (1997; minimal simulations and Koos et al.'s (2013) transferability approach are currently the most effective methods. Although these two approaches represent the current state of the art in formalized and engineering-oriented methods, the problem of how to effectively cross the reality gap has no generally recognized solution at this point in time. That is, while a number of different approaches have been proposed, none of them has been shown to be a general solution to the reality gap problem. The reality gap is therefore, to the extent that it currently occurs, a significant obstacle to widespread adoption of ER techniques for engineering purposes because it prevents controllers synthesized via simulation-based ER techniques from being used on real robots without additional, often ad hoc tuning. In addition, the different approaches to help cross the reality gap have not been extensively compared, and their relative advantages, disadvantages, and adequacy have thus not yet been assessed in detail.
Speeding up Evolution in Real Hardware
One way to eliminate the reality gap is to rely exclusively on real robots. The first studies on online evolution in a real, neural network driven mobile robot were performed by Floreano and Mondada (1994; 1996a) . In their studies, the authors successfully evolved navigation and homing behaviors for a Khepera robot. Evolution was based on an online generational EA, but with the actual computation being performed on a workstation because of the limitations of the robot hardware. The synthesis of successful controllers required up to ten days of continuous evolution on real robots, thus indicating that the evaluation time is a key aspect in real-robot experiments. Even the evolution of controllers for a standard navigation and obstacle avoidance task required approximately 2.71 days (population of 80 genomes, 100 generations, 39 minutes per generation).
Since online evolution proved to be prohibitively challenging, researchers have focused on the problems posed by evolving controllers directly on physical robots (Matarić and Cliff, 1996) . Several established methods exist to reduce the number of evaluations required or cut short an individual evaluation. Examples include early stopping algorithms (Bongard, 2011) and racing techniques (Haasdijk et al., 2011) . However, one of the goals of ER is to realize robots capable of operating in noisy or dynamic environments (Bongard, 2009) , and of executing multiple tasks in parallel or in sequence (Nolfi, 2002) . As a result, there are several scenarios in which a proper estimate of controller performance cannot be made in a small amount of time (e.g., a few seconds) (Matarić and Cliff, 1996) , thus making the evaluation time in real hardware a practical challenge.
To address the time-consuming nature of online evolution, different approaches have been introduced (see Figure 1) . A pioneering approach called embodied evolution was introduced by Watson et al. (1999; . In embodied evolution, the EA is distributed across a group of robots. The use of multirobot systems is motivated by an anticipated speed-up of evolution due to the inherent parallelism in such systems. The exchange of genetic information between robots is a form of knowledge transfer that offers a substrate for speeding up the evolutionary process and for collective problem solving (Bredeche et al., 2012; Silva et al., 2015b) . Following Watson et al.'s studies on embodied evolution, a number of algorithms for online evolution in multirobot systems were introduced. Examples include an approach for self-assembling of robots by Bianco and Nolfi (2004) , the combination of embodied evolution and reinforcement learning by Wischmann et al. (2007) , (μ + 1)-online by Haasdijk et al. (2010) , mEDEA by Bredeche et al. (2012) , odNEAT by Silva et al. (2012; 2015d) , and MONEE by Noskov et al. (2013) . Table 2 : Summary of online evolution approaches introduced since Watson et al. (1999; developed embodied evolution.
Approach
Tasks Real robot Embodied evolution (Watson et al., 1999; Phototaxis Yes
Embodied evolution with self-assembly (Bianco and Nolfi, 2004) Open-ended survival No
Embodied evolution with reinforcement learning (Wischmann et al., 2007) Predator vs. prey pursuit No (μ + 1)-online (Haasdijk et al., 2010) Navigation and obstacle avoidance No mEDEA (Bredeche et al., 2012) Dynamic phototaxis Yes odNEAT (Silva et al., 2015d; Aggregation, dynamic phototaxis, navigation, and obstacle avoidance No MONEE (Noskov et al., 2013) 
Concurrent foraging No
Since embodied evolution was introduced, different tasks and types of robots have been used in online evolution studies (see in Table 2 ). Despite the progress, few studies on online evolution have been conducted on real robots (Koos et al., 2013; Nelson et al., 2009) . Researchers have evaluated their proposed algorithms mainly through online evolution in simulation. As a result, even though new algorithms have been introduced and online evolution approaches have matured, the state of the art has not yet reached the point at which robots can adapt online in a timely manner (e.g., within minutes or hours), and the class of tasks addressed has not increased in complexity (Silva et al., 2014b; 2015a) .
Combining Offline Evolution and Online Evolution
The ER studies reviewed in the previous section show an antagonistic relationship between offline evolution and online evolution. An interesting view is that offline evolution and online evolution can complement one another, that is, the benefits of each approach can be exploited to effectively bypass each other's limitations. The availability of relatively fast, generic, and open-source physics engines, such as ODE and Bullet, 2 enable the development of simulations in which offline evolution can be used as an initialization procedure: approximate solutions are synthesized and transferred to real robots. Alternatively, minimal simulation-based approaches could be used but they would potentially require a larger engineering effort to construct an appropriate simulation environment (see Section 2.1). After the deployment of controllers, online evolution can serve as a refinement procedure that adapts solutions evolved offline to cope with differences between simulation and the real world (see Figure 2) and to changing or unforeseen circumstances. To enable controllers to be further optimized online, the highest-performing controllers of offline evolution could be specified, for instance, as the initial population of the online EA or defined as a functional module of the new controllers (Silva et al., 2014a) . In this methodology, the key decision is therefore which behavioral competences should be evolved offline and which should be evolved online.
As an example of the combination of offline evolution and online evolution, consider the case of multirobot exploration of unknown or dynamic environments, a field Figure 2: Simplified illustration of how a 1D fitness landscape can vary in simulation and in real robotic hardware (search spaces in ER typically have tens, hundreds, or even thousands of dimensions). The fitness of solutions found in simulation typically does not match the one obtained when controllers are transferred to a real robot, resulting in suboptimal performance. This difference in performance is known as the reality gap, and it occurs either because controllers in simulation exploited unrealistic phenomena that are not present in the real world, or because the modeling of the sensors, actuators, and environment is not sufficiently accurate.
of research with a number of practical applications (de Hoog et al., 2010) . Suppose a group of robots has to explore a large environment, retrieve scattered objects, and transport them to a base station. Two fundamental competences need to be evolved: (1) navigation and obstacle avoidance, an essential feature for autonomous robots operating in real-world environments, and (2) fine sensorimotor coordination to perform successful retrieval of objects. Offline evolution can be used to synthesize controllers that simultaneously avoid collisions with obstacles such as walls, and effectively search for and approach the target objects. Because fine sensorimotor coordination is an interaction difficult to model accurately in simulation (Silva et al., 2014b) , such behavioral competence could be evolved on the real robots by building on top of the controllers synthesized offline. As a result of this combined offline-online evolution, the reality gap would potentially be reduced and the online evolutionary process would be accelerated because partial solutions to the task are already available.
An alternative approach is the onboard combination of simulation-based evolution and online evolution. In this scenario, each robot maintains (1) a model of the environment and of other robots, and (2) a simulator in which candidate solutions are tested. The highest-performing solutions are then used by the robot, and any differences regarding the expected performance levels lead to the adaptation of the components of the internal model (O'Dowd et al., 2011) , such as (1) robot-robot correspondence, that is, physical aspects of the robots such as their morphology, (2) robot-environment correspondence, that is, minimization of differences exhibited in the interactions between a robot and the environment, including sensor readings and actuation values, and (3) environment-environment correspondence of the features of the environment. The result is a self-improving, self-contained system that can synthesize, evaluate, and deploy solutions. In effect, a number of studies have been conducted in this direction Evolutionary Computation Volume 24, Number 2 using simulation-based experiments (Bongard and Lipson, 2004; De Nardi and Holland, 2008) , and real robots (Bongard et al., 2006; Bongard, 2009; O'Dowd et al., 2011) .
To combine simulation-based evolution and online evolution on real robots, notable approaches have been introduced by Bongard et al. (2006) ; Bongard (2009), and O'Dowd et al. (2011) . The Bongard studies introduced an approach that employs three EAs: (1) the first algorithm optimizes a population of physical simulators in order to more accurately model the real environment; (2) the second algorithm optimizes exploratory behaviors for the real robot to execute in order to collect new training data for the first EA; and (3) the third EA then uses the best simulator to evolve locomotion behaviors for a real quadruped robot. Besides increasing the number of successful controllers, the combination of the three EAs yields an important advantage: enabling the robot to recover from unanticipated situations such as physical damage to one of its legs (Bongard et al., 2006) .
O'Dowd et al. (2011) introduced a conceptually similar approach based on two EAs. The first EA is distributed across a population of robots, as with a physically embodied island model (Tanese, 1989) . Each robot optimizes a simulation model of the environment, which can be transmitted to nearby robots. The second EA is private to each robot and is used to optimize the controllers. The action flow of the approach is composed of five steps repeated periodically: (1) optimizing a population of solutions using the embedded simulator, (2) transferring the best controller to the real robot, (3) assessing the performance of such controller, (4) transmitting simulator genomes and real-robot fitness scores to other robots, and (5) optimizing the current population of genomes. O'Dowd et al.'s approach was assessed in a foraging task in which robots had to search for food items and then deposit them at a nest site marked by a light source. A key result of the study was that the environment-environment correspondence achieved via the embedded simulator was able to cope well with changes in the real environment, namely, when the light source was moved from one end of the environment to the other. Bongard et al. (2006) , Bongard (2009), and O'Dowd et al. (2011) have introduced new perspectives on how to cross the reality gap and speed up evolution of controllers on real robots. In the future, Moore's law may continue to contribute to an increase in computational power and consequently to the improvement of onboard simulation capabilities. The potential gain in performance will, however, depend on how EAs will scale with task complexity. Future work on onboard simulation and evolution can also benefit from assessing how multiple collaborating robots can accelerate the modeling process and consequently the synthesis of suitable behaviors. Robots could, for instance, exchange information about the environment, as in O'Dowd's approach, and about each other's bodies, or create collective models, thereby potentially reducing the time necessary for model search and for controller synthesis.
The Bootstrap Problem and Deception
A number of authors have reported that EAs can generate simple and efficient solutions seldom found when using classic engineering methods (e.g., Doncieux and Meyer, 2003; Floreano and Mondada, 1994; Lipson and Pollack, 2000) . In this context, one of the main advantages of EAs is their ability to optimize robot controllers given only a fitness function based on a high-level description of the task to be solved. However, as pointed out by Mouret and Doncieux (2009a) , a significant portion of successful ER studies using such fitness functions omit discussion of initial unsuccessful attempts to evolve more complex behaviors. The reason is that during the evolutionary synthesis of controllers, search may get stalled because of two issues: the bootstrap problem and deception.
The bootstrap problem (Gomez and Miikkulainen, 1997) occurs when the task is too demanding for the fitness function to apply any meaningful selection pressure on a randomly generated population of initial candidate solutions. All individuals in the early stages of evolution may perform equally poorly, causing evolution to drift in an uninteresting region of the search space. Deception (Whitley, 1991) occurs when the fitness function fails to build a gradient that leads to a global optimum and instead drives evolution toward local optima. As a result, the evolutionary algorithm may converge prematurely to a suboptimal solution, that is, it may stagnate.
Contrary to the ER-specific issues discussed in Section 2, the bootstrap problem and deception are inherent to the evolutionary approach in general. These problems are particularly problematic in ER because fitness plateaus are common (Smith et al., 2001) and deception often manifests itself if some degree of behavior adaptation is required during task execution . The more complex the task, the more susceptible evolution is to bootstrapping issues and being trapped in local optima (Lehman and Stanley, 2011a; Zaera et al., 1996) .
Assisting the Evolutionary Process with Human Knowledge
From an engineering perspective, one solution to address the bootstrap problem and deception is to directly assist the evolutionary process (Mouret and Doncieux, 2008) . In this context, three approaches have been widely adopted: (1) incremental evolution, in which a task is decomposed into different components in a top-down fashion, (2) behavioral decomposition, in which the decomposition is performed in a bottom-up manner, and (3) semi-interactive human-in-the-loop approaches.
Incremental Evolution
In incremental evolution, a task is decomposed into different components that are easier to solve individually. There are several ways to apply incremental evolution (Mouret and Doncieux, 2008) , such as dividing the task into subtasks or making the task progressively more difficult through environmental complexification (Christensen and Dorigo, 2006) .
In typical incremental evolution approaches, the experimenter performs a manual switch between the execution of each component of the evolutionary setup, for instance, different subtasks or increasingly complex environments. If the switch from one component to the next is made too early, solutions found for the first component may not be suitable. If the switch is triggered too late, solutions may overfit the current component, and the global task therefore becomes even more difficult to solve. In addition, the order in which the different components are evolved can have a significant impact on the performance of the evolutionary process; see Bongard (2009) and Bongard (2008) for examples. To minimize these biases, Mouret and Doncieux (2008) proposed to define the components of the global tasks independently in a multiobjective context, a scheme that removes the aforementioned adverse aspects of incremental approaches. The multiobjective approach was assessed in a combined obstacle avoidance and lightswitching task that required eight subtasks to be solved. The only requirement was for the experimenter to specify the subcomponents of the global task. However, as shown by Christensen and Dorigo (2006) in a combined phototaxis and hole avoidance task, if the components of the task are highly integrated, such specification can be difficult or even impossible to perform.
Behavioral Decomposition
In behavioral decomposition, the robot controller is divided into subcontrollers, and each subcontroller is either preprogrammed or evolved separately to solve a different subtask. The final controller is then composed by combining the subcontrollers in a bottom-up fashion via a second evolutionary process. The behavioral decomposition approach has been used to synthesize, for example, homeostatic-inspired GasNet controllers (Moioli et al., 2008) , genetic programming-based controllers (Lee, 1999) , hierarchical or multilayer ANN-based controllers (Duarte et al., 2012; Larsen and Hansen, 2005; Togelius, 2004) , and hybrid controllers in which evolved ANNs and preprogrammed behaviors are combined (Duarte et al., 2014a; . Nonetheless, as in incremental evolution, successful behavioral decomposition requires detailed knowledge of the task because multiple evolutionary setups have to be defined and configured, and it is prone to the introduction of potentially negative biases by the experimenter.
Human in the Loop
A different approach to assist the evolutionary process consists of introducing a human in the loop to create a semi-interactive evolutionary process. The key idea is to enable users to guide evolution away from local optima by indicating intermediate states that the robot must go through during a task. A gradient is then created to guide evolution through the states, the assumption being that successfully reaching certain intermediate states should make a good stepping stone to controllers that will reach more advanced intermediate states. Celis et al. (2013) investigated this idea in a deceptive object homing task, where a robot has to go around an obstacle in order to reach its goal. The human expert helps evolution by adding waypoints to promote solutions that maneuver the robot around the obstacle. Aside from the formal definition provided by Celis et al., similar concepts have previously been used in an ad hoc manner (see Bongard et al., 2012; Bongard and Hornby, 2013; Risi and Stanley, 2012a; Woolley and Stanley, 2014 , and the examples therein). While semi-interactive approaches are appealing because the human user can, for instance, intervene to make his or her preferences or knowledge explicit, there are multiple open questions regarding how such approaches could be applied in complex tasks. If the complexity of the tasks for which solutions are sought increases, additional human intervention may be required and the approach will potentially face the issue of human fatigue (Takagi, 2001) .
The bootstrap problem and deception are two general issues in the field of ER, and no approach to minimize them has been considered predominant. A growing trend, as reviewed in this section, is to exploit human knowledge to address the problems of the evolutionary approaches. There are multiple reasons why such methodology represents a valuable design tool, one of the most important being that the experimenter can influence how human expertise and evolution are united to more easily overcome each other's limitations. For instance, in challenging tasks, evolution may be seeded with building blocks such as pre-evolved or manually designed behaviors to enable a higher-level bootstrap process (Silva et al., 2014a) . Although such a combined approach may lead to an effective synergy, it reduces ER's potential for automation in the design of robotic systems.
Promoting Diversity
In standard ER experiments, a fitness function is used both to define the goal and to guide the evolutionary search toward the goal. In this respect, the bootstrap problem and deception are typically related to finding suitable evolutionary dynamics. For example, Figure 3 : In traditional EAs, genotypic representations of candidate solutions are translated into phenotypes whose fitness is assessed. In ER, the behavior of the robot can also be characterized during task execution, which enables evolution to be guided by the search for novel behaviors instead of fitness. Adapted from Mouret and Doncieux (2012) . a fitness function may accurately describe features of the desired solutions but fail to build a suitable performance gradient connecting the intermediate controllers of the evolutionary process to a final solution.
A common approach to mitigate the bootstrap problem and deception is to employ a diversity maintenance technique. The key idea is that encouraging diversity may enable an EA to avoid being deceived by exploring multiple different paths through the search space. Diversity in evolutionary computation and ER studies is typically encouraged through metrics or selection mechanisms that operate at genotypic level (Lehman and Stanley, 2011a; Mouret and Doncieux, 2012) . Canonical examples include promoting diversity in the space of genotypes, the age of genotypes, or the fitness of genotypes . Although genotypic diversity methods facilitate exploration, they can still be deceived in ER tasks if genotypic differences are not correlated with behavioral differences (Lehman and Stanley, 2011a; .
Novelty Search and Behavioral Diversity
In ER experiments, controllers can be scored based on a characterization of their behavior during evaluation, and not only based on a traditional fitness function (see Figure 3) . In a maze navigation task, the behavior could, for example, be characterized by (1) the final position of the corresponding robot in the environment, which amounts to a characterization of length 2, or (2) n equally spaced samples of the robot's (x, y) position taken during an evaluation, in which case the resulting behavioral characterization is the vector (x 1 , y 1 , x 2 , y 2 , . . . , x n , y n ) (Lehman and Stanley, 2011a) .
Based on this insight, Lehman and Stanley (2008; 2011a) introduced novelty search, in which the idea is to maximize the novelty of behaviors instead of their fitness, that is, to explicitly search for novel behaviors as a means to bootstrap evolution and to circumvent convergence to local optima. Specifically, the novelty search algorithm uses an archive to characterize the distribution of novel behaviors that are found throughout evolution. The algorithm operates by (1) computing the novelty score of a behavior by Evolutionary Computation Volume 24, Number 2 measuring the distance to the k-nearest neighbors, where k is a fixed parameter that is determined experimentally, and (2) adding the behavior to the archive stochastically or if it is significantly novel, that is, if the novelty score is above some minimal threshold. Because behaviors from more sparse regions of the behavioral search space receive higher novelty scores, the gradient of search is always toward what is novel, with no explicit objective. This new perspective on how to guide the evolutionary process triggered a significant body of work and added a new dimension not only to ER Doncieux and Mouret, 2014; Mouret and Doncieux, 2012; Mouret and Clune, 2015; Pugh et al., 2015) but to evolutionary computation in general (Goldsby and Cheng, 2010; Liapis et al., 2013; Naredo and Trujillo, 2013) .
Given its diverse nature, novelty search has been shown to be unaffected by deception and less prone to bootstrapping issues than fitness-based evolution in a number of tasks, including maze navigation and biped locomotion with variable difficulty (Lehman, 2012; Lehman and Stanley, 2011a; 2011c; , cognitive learning, memory, and communication tasks (Lehman and Miikkulainen, 2014) , and collective robotics tasks such as aggregation and resource sharing . Inspired by novelty search, different studies have introduced behavioral diversity-based methods that explicitly reward the novelty or the diversity of behaviors (Mouret and Doncieux, 2012) . Novelty search and behavioral diversity methods are, however, significantly dependent on the behavior characterization, as shown by Kistemaker and Whiteson (2011) , and can be challenging to apply when such a metric is not easy to define. That is, although the aforementioned methods operate independently of fitness, their effectiveness typically depends on a similar form of human knowledge. In addition, if the behavior space is vast, novelty search may not scale well (Doncieux and Mouret, 2014) .
Reconciling Exploration and Exploitation Procedures
One way to potentially minimize the bootstrap problem and avoid deception is to direct the evolutionary process toward increasing exploration or exploitation of the search space. From the exploration-exploitation perspective, methods such as novelty search are an exploration procedure in the sense that they encourage a more expansive search, and fitness-based algorithms are an exploitation procedure as they typically focus on increasingly narrow regions of the search space. 3 Different approaches have been introduced to reconcile exploration and exploitation procedures. One is the combination of the novelty score and the fitness score using a weighted sum, as studied by Cuccu and Gomez (2011) in the deceptive tartarus task. Even though the study showed that combining the novelty and fitness scores may lead to better performance, the weights assigned to each score must be fine-tuned because different weighting values can cause significant variations in the results (Cuccu and Gomez, 2011) . A second approach is minimal criteria novelty search (MCNS) by Lehman and Stanley (2010) . MCNS is an extension of novelty search in which individuals must meet one or more domain-dependent fitness criteria to be selected for reproduction. The practical motivation behind MCNS is to reduce the size of behavior spaces to enable a more tractable search for suitable behaviors. The results of Lehman and Stanley's MCNS study on two maze navigation tasks support the hypothesis that reducing the behavior space during a search for novelty can often increase the efficiency of the search process. Although MCNS is an interesting method because it restricts the search for novelty to viable regions of the behavior space, its performance is contingent on a number of aspects, including (1) choosing the minimal criteria should be done carefully because of the restrictions each criterion puts on the search space, and (2) if no individuals at all are found that meet the minimal criteria, including in the initial population, there is no selection pressure and the evolutionary search enters a random drift ).
An alternative approach consists of Pareto-based multiobjective EAs (MOEAs) that simultaneously optimize behavioral diversity and fitness (Mouret and Doncieux, 2009b; Mouret, 2011) . The multiobjective approach automates the exploration and exploitation phases based on the trade-offs between the behavioral diversity objective and the fitness objective. Throughout the search, fitness is maximized to the detriment of behavioral diversity at one extreme of the nondominated Pareto front, while behavioral diversity is maximized at the expense of fitness at the opposite front. The continuum between the two extremes is therefore composed of multiple trade-offs between performance and diversity. Importantly, while behavioral diversity and fitness are often conflicting objectives, using both objectives enables the search to move in multiple nondominated directions instead of in a single direction, which allows more easily bypassing of local optima (Knowles et al., 2001) .
Recent results have demonstrated the potential of MOEAs (Mouret and Doncieux, 2012) . As shown by Mouret (2011) in a deceptive maze navigation task, the multiobjective approach can fine-tune behaviors more effectively than pure novelty search. In an extensive study, showed that as the task difficulty increases, methods that combine novelty and fitness in a multiobjective manner typically outperform methods that rely, for instance, on novelty search or on fitness-based search alone. Note that the multiobjective formulations described previously combine behavioral diversity and fitness at a global level. A different formulation is novelty search with local competition (NSLC) (Lehman and Stanley, 2011b) . In NSLC the fitness objective is changed from being a global measure to being one relative to a controller's neighborhood of behaviorally similar individuals. In practice, when the novelty score of a controller is computed, the number of nearest neighbors with lower fitness is also counted. This number is assigned as the local competition objective for that individual, which measures a controller's performance with respect to its behavioral niche. In this way, the two objectives become the novelty score and the local competitiveness score.
In the context of evolution of robot body plans for virtual walking creatures, Lehman and Stanley (2011b) have shown that NSLC can effectively maintain and exploit a diversity of individuals at the expense of absolute performance. NSLC has since been used as the basis of a number of recent algorithms such as the behavioral repertoire algorithm (Cully and Mouret, 2013) , which employs NSLC to collect a variety of different, high-performing behaviors throughout evolution instead of a single general behavior, and the transferability-based behavioral repertoire algorithm , which combines NSLC with the transferability approach (Koos et al., 2013) discussed in Section 2.1. The working principles of NSLC have also inspired the MAP-elites algorithm Mouret and Clune, 2015) , which constructs a behaviorperformance map. Given a behavior characterization with N dimensions, the MAP-elites algorithm transforms the behavior space into discrete bins according to a user-defined granularity level and then tries to find the highest-performing individual for each point in the discretized space. However, as discussed by Pugh et al. (2015) , the behavior characterization must be constrained to a low number of dimensions because the total number of bins increases exponentially with the dimensionality of the behavior Evolutionary Computation Volume 24, Number 2 characterization. Instead of a single controller, the complete behavior-performance map constructed by MAP-elites is deployed on a real robot. During task execution, if performance drops below a user-defined threshold because of, for instance, physical damage to the robot's body or changes in the environmental conditions, the robot can iteratively select a promising behavior from the map, test it, and measure its performance until a suitable behavior is chosen.
Future research in the multiobjective combination of behavioral diversity and fitness may be an important stepping stone for leveraging ER's potential. However, defining effective behavior characterizations (Kistemaker and Whiteson, 2011) and fitness functions (Floreano and Urzelai, 2000) is usually the product of extensive trial-and-error experimentation. Thus, one important question in ER is to what extent such measures can be made generic and to what extent the amount of human input necessary can be minimized (Doncieux and Mouret, 2014) . Several studies have been conducted on this topic. Klyubin et al. (2005a; 2005b) ; Prokopenko et al. (2006) , Capdepuy et al. (2007) , and Sperati et al. (2008) have studied task-independent fitness functions based on information-theoretic measures such as Shannon's entropy and mutual information. Gomez (2009) , Mouret and Doncieux (2012) , and , on the other hand, have introduced different generic behavior characterizations for behavioral diversity-based algorithms. Complementarily, Gomes et al. (2014) have developed a method for the extraction of relevant behavior features based on formal descriptions provided by the experimenter. Overall, these contributions indicate that even though ER is historically considered an empirical endeavor, a theoretical foundation for the field could be developed (Bongard, 2013) . The progressive introduction of task-independent fitness functions and behavior characterizations enables researchers to continue to pursue the goal of using ER as an automatic engineering tool for the synthesis of robot controllers.
The Role of Genomic Encoding in the Evolution of Complex Controllers
A wide variety of EAs have been used in ER studies, for example, neuroevolution Yao, 1999) , the optimization of artificial neural networks (ANNs) using EAs. ANNs are typically used as robotic controllers in ER (Nelson et al., 2009) because of their relatively smooth search space and their ability to represent general and adaptive solutions and tolerate noisy input from the robots' sensors . Despite the widespread adoption of ANNs, however, there is no consensus on which type of neuroevolution algorithms are appropriate for particular classes of tasks. The idea of using EAs to automate the design of neural networks dates back to at least 1989 (Angeline et al., 1994; Boers and Kuiper, 1992; Gruau, 1992; Harp et al., 1989; Kitano, 1990) . Since then, neuroevolution has been successfully applied to control tasks in distinct domains Stanley and Miikkulainen, 2002; Yao, 1999) . However, in some respects, ER studies have neglected some of the advantages of EAs and the effects of a number of key interacting components. One particularly important component is the role of genomic encoding and of genotype-phenotype mapping, both of which have largely been left unstudied. The majority of ER studies employ direct encoding (Nelson et al., 2009) , in which genotypes directly specify a phenotype. Even though direct encodings have been used with important results for controllers of relatively small size or with few parameters , they are limited in their ability to evolve complex, large-scale controllers Meyer et al., 1998) . Because each parameter of the controller has to be encoded and optimized separately, the size of the search space grows exponentially with the linear increase of controller size (Yao, 1999) , which in turn leads to scalability issues. In effect, when ER emerged as a field of research, direct encodings were soon identified as one of the potential limitations for scaling evolutionary techniques to complex tasks Meyer et al., 1998) .
Evolving Complex Controllers with Indirect Encodings
Indirect encodings, also called generative or developmental encodings, enable representational efficiency in EAs by incorporating concepts from evolutionary developmental biology. The indirect encoding process is inspired by genetic reuse that allows for structures to be represented compactly in DNA (Stanley and Miikkulainen, 2003) . For example, while there are 20,000 to 25,000 human protein-coding genes (Southan, 2004) , adult humans are composed of roughly 100 trillions of cells (Stix, 2006) , and the cerebral cortex alone has approximately 19 × 10 9 neurons (Herculano-Houzel, 2009) and 6.7 × 10 13 synapses (Murre and Sturdy, 1995) . In contrast with direct encodings, indirect encodings are more compact, as the same gene can be reused multiple times to construct different parts of the phenotype. That is, indirect encodings allow solutions to be represented as patterns of parameters rather than requiring each parameter to be represented individually (Bentley and Kumar, 1999; Bongard, 2002; Risi, 2012; Seys and Beer, 2007; Stanley and Miikkulainen, 2003) . In this way, evolution can search in a low-dimensional space and generate arbitrarily larger controllers.
Development is a prominent feature of biological organisms that enables the largescale nervous systems underlying intelligence. Outside ER, several researchers have studied how to apply developmental processes to indirect encoding-based algorithms (Gruau, 1992; Kitano, 1990; Mattiussi and Floreano, 2007; Stanley and Miikkulainen, 2003; Suchorzewski, 2011) . HyperNEAT by Stanley et al. (2009) and the variants that followed the original algorithm (D'Ambrosio et al., 2014; Risi and Stanley, 2012a; 2012b) are powerful approaches to controller synthesis that employ an evolved generative encoding called compositional pattern producing network (CPPN) (Stanley, 2007) . CPPNs constitute a versatile generative encoding that has been used to synthesize different types of controllers , such as open-loop and closed-loop central pattern generators (Ijspeert, 2008) , single-unit pattern generators (Morse et al., 2013) , and artificial neural networks. This section focuses on the optimization of artificial neural networks because they are the prevalent control paradigm in evolutionary robotics (Nelson et al., 2009) .
Formally, CPPNs are compositions of functions that encode the weight patterns of an ANN (see Figure 4) . In conceptual terms, CPPNs are a variant of ANNs. The main difference between the two types of networks is that CPPNs rely on multiple different activation functions, which are composed to produce a pattern when CPPNs are queried over some input geometry (e.g., a two-dimensional coordinate space). Each activation function in CPPNs represents a specific regularity such as symmetry, repetition, or repetition with variation (Stanley, 2007) . For instance, a periodic function such as sine creates repetition, while a Gaussian function enables left-right symmetry.
In HyperNEAT, CPPNs produce connectivity patterns by interpreting spatial patterns generated within a hypercube as connectivity patterns in a lower-dimensional space. Neurons exist at locations, and one CPPN uses the coordinates of pairs of neurons to compute the connection weights for the entire network, as illustrated in For each query, the CPPN takes as input the positions of two neurons, and outputs the weight of the connection between them. As a result, CPPNs can produce regular patterns of connections. From Risi and Stanley (2012a) .
exploit the neural topography and not just the topology, and is able to automatically find the geometric aspects of a task (Clune et al., 2011; Stanley et al., 2009) . Such exploitation of neural topography is based on a key concept from developmental biology that enables the evolution of regular neural structures: the fate of phenotypic components is a function of their geometric locations. In addition, the fact that CPPNs are evolved encodings approximates nature where the mapping from genotype to phenotype itself is also subject to evolution.
In ER domains, HyperNEAT yields important advantages over other algorithms. Given its ability to discover the task geometry, HyperNEAT has been shown capable of (1) correlating the internal geometry of the ANN with the placement of robot sensors and actuators and of generalizing the learned geometric principles to create functional larger-scale ANNs with additional inputs and outputs (D'Ambrosio and Stanley, 2007; Stanley et al., 2009) ; (2) representing homogeneous and heterogeneous controllers for large groups of robots as a function of the control policy geometry, that is, the relation between the role of the robots and their position in the group (D'Ambrosio et al., 2010; D'Ambrosio and Stanley, 2013) ; and (3) evolving high-performing controllers for simulated quadruped robots by exploiting regularities such as four-way symmetry, wherein all legs of the robots continuously move in unison with both front-back symmetry and left-right symmetry (Clune et al., 2009a; . HyperNEAT's performance in the evolution of gaits for four-legged robots is particularly noteworthy because using other approaches, researchers typically need to manually identify the underlying task regularities and then force the encoding to exploit them (Clune et al., 2011; Gauci and Stanley, 2008; Stanley et al., 2009) .
Even though HyperNEAT is able to exploit task geometry, its performance decreases on tasks that contain irregularities (Clune, 2010; Clune et al., 2011) . For example, in the evolution of gaits for quadruped robots, if robots have faulty joints, then HyperNEAT's ability to evolve coordinated behaviors is limited. As the number of faulty joints increases, HyperNEAT's performance continuously decreases and becomes statistically indistinguishable from that of its direct encoding counterpart NEAT (Stanley and Miikkulainen, 2002) , which is both blind to task geometry and susceptible to task dimensionality (800 parameters to be optimized) (Clune et al., 2011) .
Hybridizing Encodings
Clune et al. (2011) proposed a hybridization of indirect and direct encodings, an algorithm called switch-HybrID, to address HyperNEAT's ineffectiveness when irregularity is required. Switch-HybrID first evolves with HyperNEAT and then switches to NEAT (Stanley and Miikkulainen, 2002) after a fixed, predefined number of generations. When the switch is made, each HyperNEAT ANN is translated to a NEAT genome. The evolutionary process then continues with NEAT until the end of the experiment. In Clune et al. (2011) , switch-HybrID was shown to outperform HyperNEAT in three tasks: two diagnostic tasks called the target weights problem and the bit-mirroring problem, in which the degree of regularity can be varied, and gait learning for quadruped robots with and without faulty joints. The key idea is that because switch-HybrID is able to make subtle adjustments to otherwise regular patterns, it can account for irregularities, including faulty joints in quadruped robots (Clune et al., 2011) .
The success of switch-HybrID suggests that indirect encodings may be more effective not as stand-alone algorithms but in combination with a refining process that adjusts regular patterns in irregular ways. However, a key disadvantage of switchHybrID is that the switch from HyperNEAT to NEAT is only made after a number of generations defined by the experimenter elapse. Similarly to devising optimal stopping criteria for EAs based on, for example, search space exploration, objective convergence, or population convergence (Aytug and Koehler, 2000; Goel and Stander, 2010; Jain et al., 2001) , defining an appropriate switch point is a nontrivial task that requires domainspecific knowledge. In addition, the switch-point criterion limits the applicability of switch-HybrID in more open-ended domains, such as when controllers are evolved online and must adapt to changing environmental conditions.
As an alternative to switch-HybrID, Silva et al. (2015c) introduced the R-HybrID algorithm in which ANN-based controllers are partially indirectly encoded and partially directly encoded. Specifically, genomes are composed of a direct encoding part, similar to NEAT, and an indirect encoding part, that is, a CPPN. Which parts of a given ANN are indirectly encoded via a CPPN or directly encoded is under evolutionary control. In this way, the evolutionary process has the potential to search for solutions across multiple ratios of indirect versus direct encoding, and to automatically find an appropriate encoding combination to solve the current task. R-HybrID was shown to (1) outperform both NEAT and switch-HybrID, and to provide results comparable to HyperNEAT in the evolution of regular, large-scale controllers for a high-dimensional visual discrimination task (Stanley et al., 2009 ) that requires geometric principles to be evolved; and (2) to typically outperform HyperNEAT, NEAT, and switch-HybrID in the coupled inverted pendulum task (Hamann et al., 2011) , a benchmark for modular robotics scenarios, and in a task inspired by the AX-CPT working memory test (Servan-Schreiber et al., 1996) that requires accumulating neural structure for cognitive behavior to emerge (Lehman and Miikkulainen, 2014; Ollion et al., 2012) .
Even though R-HybrID and switch-HybrID have provided important insights on the effects of combining indirect and direct encodings, other refinement processes may also be important. One additional interesting possibility is the use of lifetime-learning Evolutionary Computation Volume 24, Number 2 algorithms (Niv et al., 2002; Silva et al., 2014c; Soltoggio et al., 2008) to complement the refinement provided by direct encoding methods. The key motivation is that refining indirect encodings with a direct encoding alone may ultimately lead to the same scaling challenges that all direct encodings face in high-dimensional tasks. In this way, having a learning algorithm to complement the indirect and direct encodings may be important, especially as controllers such as ANNs scale closer to the size of biological brains.
Effective Robotics Engineering and Experimental Science Practices
The issues discussed throughout this article are currently the main technical challenges in the field. Being a relatively young field of research, ER also faces the problem of positioning itself with respect to related fields. ER is partly a flavor of robotics engineering and partly an experimental science, and has not yet been able to become a canonical approach in mainstream robotics. In our view, one fundamental issue preventing the development of ER is the absence of widely adopted research practices in the field. For example, whereas there is an almost unanimous use of computer simulations in ER, there is not a prevalent simulation platform. In mainstream robotics, open-source platforms such as ROS (Quigley et al., 2009 ) and MOOS (Newman, 2008) have presented a solution for this problem, and accelerated innovation by facilitating, for instance, the design of new software toolboxes for programming robot controllers (Beetz et al., 2010) and control units for autonomous robots such as quadcopters (Achtelik et al., 2011; Lindsey et al., 2012) , personal and assistive robots (Jain and Kemp, 2010; Meeussen et al., 2010) , and water surface crafts (Curcio et al., 2005) . In ER, research groups typically develop their own tools (Bredeche et al., 2013; Duarte et al., 2014c; Hugues and Bredeche, 2006; Mouret and Doncieux, 2010) or adapt existing platforms (Gerkey et al., 2003; Michel, 2004; Pinciroli et al., 2012) to their needs, which makes it difficult to conduct accurate reproductions of experiments or comparisons of results by independent researchers. Although the source code of the experiments can be distributed online, such software packages are typically not well documented, have a small user base, lack user support, and yield a significant learning curve because of their intricate details and configurability (Doncieux et al., 2011) .
Besides the absence of standard simulation platforms, ER also suffers from the lack of benchmarks and test-beds. Typical benchmarks in mainstream robotics include RoboCup (Kitano et al., 1998) and the DARPA grand challenge (Seetharaman et al., 2006) , among others (del Pobil, 2006) that are of limited applicability in ER (Hamann et al., 2011) . Even though there are multiple so-called common tasks in ER, such as simple navigation, navigation and obstacle avoidance, phototaxis, and gait learning in the case of legged robots (Nelson et al., 2009) , there is no standard implementation of these tasks, including specification of the type and size of the environments in which robots operate. Consequently, it is currently not possible for researchers to assess an algorithm on a set of benchmark or task instances. Such instances would be valuable not only for proofs of concept showing that a given algorithm has enough potential to be further investigated but also to studies that analyze the strengths and limitations of a technique, how it fares against other algorithms, and its success and failure rates on a large number of different tasks.
For the state of the art in ER to advance, standard simulation platforms and benchmarks are important. Once those are established, the rigorous comparison of performance levels of different algorithms will require a greater emphasis on the experimental analysis of algorithms (see Johnson, 2002 for a discussion on formal comparison methods). These methods may be based on, for example, task difficulty metrics and machine intelligence quotient definitions, which although not necessarily ER-specific may contribute to quantify progress in the field.
Discussion and Conclusions
ER emerged in the 1990s as a promising alternative to classic artificial intelligence for the synthesis of robust control systems for robots Harvey et al., 1993; Husbands et al., 1997) . As the field has moved from one-off successes toward consistent results, and researchers have attempted to progress from basic robot behaviors to increasingly complex ones, a number of issues have manifested themselves and impeded the widespread adoption of ER techniques for engineering purposes.
In this article, we have reviewed the current open issues in ER. We have discussed two types of issues: ER-specific issues and general issues related to evolutionary computation. In terms of ER-specific issues, we have discussed (1) the reality gap effect that occurs when controllers are evolved in simulation and then deployed on real robots, (2) the time-consuming evolution of controllers on real hardware, and (3) the lack of standard research practices in the field. Regarding general evolutionary computation issues, and their impact in ER, we have discussed (1) the bootstrap problem, (2) deception, and (3) the importance of genomic encoding and genotype-phenotype mapping.
Overall, while there are not yet indisputable solutions to the current issues, some approaches with encouraging results have been introduced. To address the reality gap and the long time required to evolve controllers directly on real robots, the onboard combination of simulation-based evolution and online evolution (Bongard et al., 2006; Bongard, 2009; O'Dowd et al., 2011) stands out as the most promising approach. Specifically, because the utility of the simulation model is evaluated as a function of the online performance of the physical robot, controller evaluation and optimization can be conducted with increasing fidelity at a rate faster than real time. Regarding the bootstrap problem and deception, searching for solutions based on behavioral diversity methods (Lehman and Stanley, 2011a; Mouret and Doncieux, 2012) has been shown to be a path forward. Given the critical importance of how the search is guided (Doncieux and Mouret, 2014) , multiobjective approaches are proving to be an effective way to combine behavioral diversity-based search and fitness-based search because of their ability to automatically direct evolution toward increasing exploration or exploitation of the search space. Because defining effective behavior characterizations and fitness functions typically requires a substantial amount of experimentation and human knowledge, developing generic metrics (Capdepuy et al., 2007; Gomes et al., 2014; Gomez, 2009; Klyubin et al., 2005a; 2005b; Mouret and Doncieux, 2012; Prokopenko et al., 2006; Sperati et al., 2008 ) so as to minimize the amount of human input necessary may prove important for future progress. Similarly, devising algorithms that can automatically find an appropriate genomic encoding and genotype to phenotype mapping to solve a given task (Silva et al., 2015c ) is a potential way to facilitate the evolution of robot controllers for more complex tasks. It should not, however, be ignored how fundamentally challenging it is to devise a process capable of automatically evolving solutions given only an arbitrary task specification. Certain classes of tasks may therefore be challenging for future evolutionary techniques, in which case the use of human knowledge may be a viable option. In this respect, evolution may, for instance, be helped by being seeded with pre-evolved or manually designed abilities (Silva et al., 2014b) , such as sophisticated vision apparatus or cognitive behaviors like memory, learning, and high-level reasoning, in order to help expand the space of addressable tasks.
ER is currently not a mainstream topic in robotics (Stanley, 2011) . If we, ER practitioners, manage to address the open issues and devise algorithms capable of automatically evolving effective controllers for different types of robots, there is the potential to revolutionize how control systems are synthesized. In addition, although this article has focused on the open issues regarding the synthesis of control systems for robots, it should be stated as a concluding remark that Darwinian evolution is a powerful design process able to simultaneously optimize bodies and brains. In this respect, ER has different strengths when compared with traditional robotics and yields a higher potential, for instance, to solve tasks that require synthesizing controllers for robots with unconventional morphologies, such as four-legged and eight-legged robots (Bongard et al., 2006; , and to coevolve control and morphology simultaneously (Lipson and Pollack, 2000) .
