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Reconnaissance d'objets par indexation geometrique etendue.Bart Lamiroy & Patrick GrosEquipe MOVIGravir { Imag & Inria Rhône-Alpes655, avenue de l'Europe38330 Montbonnot Saint Martin, FRANCEe-mail : Bart.Lamiroy@imag.fr1 Introduction.Plusieurs travaux traitent deja du probleme de la reconnaissance. Certains utilisent le pa-radigme de prediction { verication. Leur ecacite depend en general de l'implementationdu parcours d'arbre qui est inherent a ce probleme. Lamdan et Wolfson [7] introduisaient lespremiers la notion de Geometric Hashing ou l'indexation geometrique. Cette methode repose,comme celles de la classe precedente, sur l'hypothese d'un mouvement rigide entre l'imageinconnue et son modele. Par contre, la recherche arborescente est reduite a une indexationpar tables de hachage, ce qui reduit considerablement la complexite du probleme.Pour s'aranchir de la contrainte de rigidite, d'autres auteurs ont essaye d'implementer dessystemes bases sur des criteres plus topologiques [6]. Ils sont malheureusement tres sensiblesau bruit. D'autres methodes, comme celles basees sur des approches stochastiques, ont l'incon-venient d'être tres fortement liees a la modelisation initiale du probleme, et par consequent,manquent d'une exibilite indispensable.Notre methode se rapproche plus du Geometric Hashing. Par contre cette derniere resoutuniquement le probleme de l'indexation, et non pas celui de la mise en correspondance. Nousnous proposons de faire les deux simultanement, permettant ainsi de retrouver rapidementun (ou des) modele(s) dans une image inconnue et de donner des informations quantita-tives quant a la position des primitives qui ont participe a la reconnaissance et leur mise encorrespondance avec celles du modele trouve.2 Principes generauxNotre approche s'appuie principalement sur les travaux decrits dans [5] et est reprise en plusdetaille dans [8]. Nous nous servons d'un algorithme de mise en correspondance de primitivespour determiner le modele qui correspond le mieux a une image inconnue. Nous esquisseronsrapidement cet algorithme, et nous reviendrons sur la partie indexation et la complexite dansla section suivante. 1
Certaines similarites avec [9] pourraient être remarquees. Nous montrerons dans la conclusionqu'il y a une dierence d'approche entre ces deux methodes.2.1 Mise en correspondance de 2 images.L'hypothese generale qui regit cet algorithme consiste a dire que le mouvement apparententre deux images qui representent un même objet, peut être approche par une similitudequand la dierence de point de vue n'est pas tres grande [5].Pour l'exploiter dans une methode de mise en correspondance, il sut de calculer localement,pour chacune des primitives le mouvement apparent. Un critere global permettra ensuitede selectionner la meilleure solution. En pratique nous enumerons toutes les congurationsde deux segments concourants dans chacune des images. Pour chacune d'entre elles nouscalculons le quasi-invariant [2] associe, forme par l'angle et le rapport de longueurs des deuxsegments intervenant. On peut donc considerer que les couples de congurations qui ont desquasi-invariants associes semblables forment des appariements plausibles.Chaque couple de congurations ainsi selectionne denit un mouvement apparent (exact) quiest une similitude. En votant dans l'espace des parametres de cette famille de transformationsnous trouverons un amas plus dense a l'endroit qui denit le mouvement apparent global entreles deux images. Il sut de prendre les paires de congurations qui participent a cet amaspour obtenir les appariements denitifs entre les primitives des deux images.2.2 Reconnaissance.L'algorithme decrit ci-dessus est maintenant facilement adaptable a la recherche d'un modele(parmi plusieurs) qui correspond au mieux a une image inconnue. En ayant, au prealable,stocke les quasi-invariants de chaque modele dans une table de hash bidimensionnelle dontles clefs de hashage sont les composantes de ces derniers, on peut confronter notre image acette base de modeles.L'algorithme se decompose en deux parties principales :1. On extrait les quasi-invariants de l'image. Ensuite, pour chaque invariant, nous recher-chons dans la table de hash les invariants qui lui correspondent. Ceci nous donne uneliste d'appariements plausibles entre invariants, et par consequent entre primitives. Cesprimitives n'appartiennent plus a un seul modele comme dans le cas precedent, mais aun ensemble de modeles dierents.2. Pour chaque couple faisant intervenir un modele particulier, on exprime un vote dansl'espace de transformations qui lui est propre. A la n, il sut de prendre le modelequi contient le plus grand amas de votes mutuellement consistants.3 AlgorithmeDans cette partie nous reviendrons plus en detail sur la partie indexation. Nous donneronsensuite quelques elements de la complexite de l'algorithme.2
3.1 IndexationLe contexte de reconnaissance et de mise en correspondance etant deni dans la partie pre-cedente, nous allons detailler notre facon d'indexer les quasi-invariants.Il est clair [1, 3] que des methodes d'indexation ne sont optimales que quand les cles ont unedistribution uniforme dans leur espace d'indexation. Si on considere un segment sur lequelon denit comme origine O l'une de ses extremites, la distribution des quasi-invariants (,)angle et rapport des longueurs formes par des segments aleatoires partageant l'extremite O,ne sera pas uniforme. L'uniformite de cette distribution est pourtant indispensable. Pour uneutilisation optimale de la table d'indexation et an de minimiser la perte de precision lorsdu stockage dans certaines regions, nous appliquerons une transformation sur nos invariantsinitiaux pour obtenir une repartition uniforme.L'angle , a deja les bonnes proprietes. Par contre, il est dicile de comparer deux valeursdans l'intervalle [0; 2[ puisqu'elles sont denies modulo . Il est evident, par contre, que l'onpeut toujours considerer le plus petit angle forme par les deux segments. On obtient ainsi desvaleurs dans l'intervalle [0; [. Celles-ci conservent la propriete de la distribution uniforme eteliminent la contrainte sur la comparaison.Nous pouvons resoudre le probleme de la distribution non-uniforme du rapport de longueurs de facon similaire. Au lieu de considerer la valeur  = l1l2 , qui a une repartition non-uniforme,nous pouvons utiliser 0 = ln () = ln (l1)  ln (l2) qui se comporte exactement comme nousle souhaitions.Le probleme de l'indexation etant resolu, le stockage des invariants des modeles ne poseplus de probleme. Dans chaque entree de notre table d'indexation correspondant a la dis-cretisation d'un quasi-invariant particulier, nous stockons les references des modeles (et leurcongurations qui ont engendre l'invariant).Puisque nous avons aaire a des informations visuelles reelles, les invariants calcules sontassujettis a du bruit. De plus, leur valeur n'est que quasi-invariante par rapport aux trans-formations projectives qui regissent le passage 3D-2D. Il est donc necessaire de comparer lesinvariants d'une image avec ceux des modeles a un " pres. Cet " est independant de la valeurdes invariants. Il est donc possible de denir la table d'indexation comme une grille "  ".Supposons maintenant que nous voulons comparer un invariant d'une image a ceux de labase de modeles a " pres. Nous pouvons proceder selon l'une des deux facons suivantes (l'uneoptimise le temps d'execution, l'autre, l'espace memoire utilise).{ Puisque " est connu au moment de la construction de la base de modeles, il est possibled'enregistrer plusieurs instances du même invariant dans cette base. Pour que l'invariantrecouvre la totalite la zone d'incertitude de rayon " 1 (et sachant que la granularite dela base des modeles est de " ") il nous sut de copier une instance dans chacune descases voisines. Au moment de la reconnaissance il sut de verier toutes les instancesqui se trouvent a l'endroit deni par un invariant de l'image inconnue pour connâtretous ceux qui se trouvent dans un rayon de ".1: En realite, " est un vecteur multidimensionnel, denissant une \ellipsode" d'incertitude autour de chaqueinvariant. Nous supposerons, sans perte de generalite, qu'il s'agit d'un même scalaire dans toutes les directions.Nous pourrons ainsi parler d'un \rayon" d'incertitude comme s'il s'agissait d'un cercle.3
{ Il est possible d'obtenir des resultats similaires de n'enregister qu'une seule instance dechaque invariant par modele. Au moment de la reconnaissance il sut de regarder danstoutes les cases dans un voisinage de " autour de l'invariant de l'image a reconnâtre.3.2 ComplexiteNous revenons ici sur la complexite des deux parties speciees dans la section 2.2. Dans cequi suit nous supposons que i represente la quantite d'invariants dans l'image a reconnâtre,tandis que m est le nombre de modeles presents dans la base des modeles.1. La partie liee directement a l'indexation qui correspond a la confrontation des invariantsde l'image a la base des modeles est independante de m et est lineaire en i. On peutdonc dire que cette partie est de complexite O(i). Par contre, le resulat de l'operationest une liste qui depend bien de m.2. La partie de vote est purement lineaire en nombre d'appariements trouves lors de l'etapeprecedente. Or etant donne que celui-ci est de l'ordre de O(im), la totalite de cettepartie a la même complexite.4 ResultatsNous avons eectue deux types de test. L'un utilisant des images et des modeles synthetiques,l'autre des reels. La mise en uvre du premier type etait la suivante : nous avons pris environ200 images sur une sphere de vue d'un modele CAO. Ces images ont ete traitees automati-quement an d'obtenir 34 \aspects" representatifs de l'objet. La notion d'aspect faisant icireference a des aspects visuels, et non pas a la notion topologique que l'on rencontre plussouvent dans la litterature. Ces aspects formaient la base de modeles.Nous avons obtenu un taux de reconnaissance de 100% lorsque les aspects etaient presentescomme images a reconnâtre. Lorsque nous avons presente les 200 images initiales au systeme,nous avons obtenu un taux de reconnaissance de 92,6%, la plupart des erreurs provenant d'as-pects degeneres. En guise de comparaison nous avons eectue le même test en supprimant lapartie de calcul de transformation dans le vote, le reduisant ainsi a un simple vote majoritairepour chaque modele. Le taux de reconnaissance a chute a 18,8%.En utilisant des images et des modeles reels, nous avons confronte le systeme a deux congu-rations de test dierentes : la premiere montre des images contenant des objets sous un aspectsimilaire que l'un de ceux dans la base de modeles. La seconde presente des objets inconnusou des objets connus sous un aspect inconnu. Dans le premier cas, le taux de reconnaissanceest de 94%. Dans le second cas les poids associes aux modeles ressortant du processus de votesont nettement inferieurs aux poids des modeles trouves dans le premier cas. Ceci conrmedonc bien l'ecacite et les limites de notre approche.4
Fig. 1 { Exemples d'images utilisees pour la reconnaissance.5 Discussion.Cette methode presente des avantages par rapport a la methode presentee par Lamdan etWolfson [7]. Premierement, le fait d'utiliser des congurations plus contraignantes que descongurations aleatoires de 4 points introduit un facteur topologique. Etant donne que cescongurations correspondent a des \realites" dans l'image, elles sont par construction plusdiscriminantes. Il y a toutefois un facteur encore plus important : l'utilisation des quasi-invariants et le vote de Hough qui leur est associe. Dans [4] une severe critique est emise quanta la stabilite de la methode de la transformee de Hough. La conclusion des auteurs prouve qu'apartir d'une complexite moyenne des images ou de la base de modeles la methode acquiert uncomportement completement aleatoire. Notre approche nous preserve de ce defaut par le biaisdes invariants, et dans une moindre mesure, de l'utilisation de votes plus discriminants. Lesinvariants empêchent l'algorithme de mettre en correspondance n'importe quelle combinaisonde congurations et le dirigent vers les congurations qui ont une grande probabilite d'êtreporteuses d'information pertinente. Leur utilisation reduit en même temps considerablementla complexite du probleme, ce qui contribue a sa rapidite et sa robustesse.D'autres travaux utilisant l'indexation d'invariants existent [9]. Ces methodes s'appuient prin-cipalement sur l'utilisation d'invariants projectifs pour la modelisation et la reconnaissancedes objets. Nous nous distinguons nettement de cette approche par la dierence même desinvariants utilises. En eet, des invariants projectifs requierent des congurations plus com-plexes que celles que nous utilisons. Par consequent, l'extraction d'invariants s'en trouveaectee. Ils deviennent plus sensibles au bruit dans les images et a cause de la complexitedes congurations qui interviennent, ils sont aussi plus sensibles aux occlusions dans celles-ci.Finalement, puisqu'il s'agit d'invariants projectifs, seules les classes d'objets projectivementequivalents peuvent être distinguees entre elles.Notre approche evite ces inconvenients par l'utilisation de congurations plus simples etencore plus locales. Elle devient donc plus robuste aux occlusions et au bruit. La contraintede vote assure la coherence globale de notre methode.5.1 Poursuite du travailL'inconvenient des methodes basees sur l'extraction d'invariants geometriques est le faitqu'elles soient basees sur une segmentation prealable. D'autres methodes d'indexation qui5
s'aranchissent de cette segmentation existent [10], mais elles sont moins robustes au chan-gement d'eclairage et de luminosite. Il serait interessant d'integrer les deux methodes and'obtenir un schema de reconnaissance global, utilisable dans un plus grand eventail de si-tuations.References[1] G. Bebis, M. Georgiopoulos, and N. da Vitoria Lobo. Learning geometric hashing func-tions for model-based object recognition. In Proceedings of the 5th International Confe-rence on Computer Vision, Cambridge, Massachusetts, USA, pages 543{548. IEEE, June1995.[2] T.O. Binford and T.S. Levitt. Quasi-invariants: Theory and exploitation. In Proceedingsof Darpa Image Understanding Workshop, pages 819{829, 1993.[3] L. Grewe and A.C. Kak. Interactive learning of a multiple-attribute hash table classierfor fast object recognition. Computer Vision and Image Understanding, 61(3):387{416,May 1995.[4] W.E.L. Grimson and D.P. Huttenlocher. On the sensivity of the Hough transform forobject recognition. In Proceedings of the 2nd International Conference on ComputerVision, Tampa, Florida, USA, pages 700{706, 1988.[5] P. Gros. Matching and clustering: Two steps towards object modelling in computervision. The International Journal of Robotics Research, 14(6):633{642, December 1995.[6] R. Horaud and H. Sossa. Polyhedral object recognition by indexing. Pattern Recognition,28(12):1855{1870, 1995.[7] Y. Lamdan and H.J. Wolfson. Geometric hashing: a general and ecient model-basedrecognition scheme. In Proceedings of the 2nd International Conference on ComputerVision, Tampa, Florida, USA, pages 238{249, 1988.[8] B. Lamiroy and P. Gros. Rapid object indexing and recognition using enhanced geo-metric hashing. In Proceedings of the 4th European Conference on Computer Vision,Cambridge, England, volume 1, pages 59{70, April 1996. Postscript version available atftp://ftp.imag.fr/pub/MOVI/publications/Lamiroy eccv96.ps.gz.[9] C.A. Rothwell. Object Recognition Through Invariant Indexing. Oxford Science Publi-cations, 1995.[10] C. Schmid and R. Mohr. Combining greyvalue invariants with local constraints forobject recognition. In Proceedings of the Conference on Computer Vision and Pat-tern Recognition, San Francisco, California, USA, m4 1996. Accepted for CVPR 96.ftp://ftp.imag.fr/pub/MOVI/publications/Schmid cvpr96.ps.gz.6
