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Resumo
Este projecto propõe explorar a produção e transformação da imagem através do uso de 
plataformas abertas de prototipagem electrónica e computação física. O domínio empírico 
a explorar situa-se entre a desconstrução e hacking de suportes electrónicos, digitais e analó-
gicos, como processo de investigação e criatividade, e a pesquisa de alternativas a processos 
de trabalho estabelecidos como normas de facto. A pertinência deste estudo enquadra-se na 
importância dos meios tecnológicos open source, de modelos partilhados de produção cria-
tiva e na promoção de literacia ao nível do hardware.
O desenvolvimento prático concretiza-se no design e construção de dispositivos electróni-
cos para geração e manipulação de imagem com componentes digitais e analógicas. Para o 
efeito de estudar a imagem enquanto ponto de partida ou resultado de um processo criativo, 
as construções contemplam uma componente sonora enquanto mecanismo de interpreta-
ção ou interferência nos processos de trabalho da imagem. A construção de dispositivos visa 
estudar a viabilidade de uma aprendizagem conducente à utilização deste tipo de processos 
e avaliar a sua aplicabilidade no contexto da comunicação pela imagem. As contribuições e 
limitações envolvidas serão evidentes nos resultados gerados e através da análise de expe-
riências de utilização dos dispositivos criados. Espera-se com este trabalho reunir um corpo 
documental útil à reflexão sobre a interferência tecnológica no plano da imagem e facultar 
uma base de lançamento estimulante para novos desenvolvimentos nesta área.




This project aims to explore the production and transformation of imagery through the 
use of open platforms for electronic prototyping and physical computing. The field for 
exploration encompasses the construction, hacking and deconstruction of analog and 
electronic devices, both as a means for creative research and a quest for alternatives to work 
processes established as de facto standards. This study is framed by the relevance of open 
source technologies, shared creativity and produsage models, as well as the promotion of 
hardware literacy.
Practical development is focused on modifying, designing and building electronic devices 
to generate and manipulate imagery with analog and digital components. In order to study 
the image, both as starting point and result of a creative process, the devices will resort to 
the use of sound as a channel for interference and reinterpretation of processed imagery. 
Building such devices will constitute an assessment of the learning process necessary to the 
use of the aforementioned technologies, and of their applicability in the context of image-
based communication. The implied limitations and derived contributions are discussed in 
the analysis of end-results and device usage tests. With this documented body of work we 
expect to offer a useful insight on the interference of electronic media in image creation, as 
well as provide stimulating grounds for further developments in the field. 
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A imagem é hoje contaminada por tecnologia digital em aspectos que ultrapassam as 
características funcionais dos meios em que a experimentamos (Bolter e Grusin 2000, 
45-50). As superfícies e projecções que usamos para comunicar visualmente são parte de 
um corpo histórico em transformação e objecto de permanente reflexão (Lupton e Miller 
1999, 7). Esse corpo, tão cultural quanto tecnológico, exige que esta reflexão contemple 
as tecnologias que suportam processos de comunicação visual, não sendo completa sem 
ter em consideração, por um lado, a operação cultural do utilizador sobre os meios e, por 
outro, a raiz tecnológica dessa operação (Lister et al. 2009, 320). Contudo, a literacia tecno-
lógica dada por adquirida no mundo ocidental verifica-se em grande medida ao nível do 
software e numa óptica de utilizador final, onde a possibilidade de agir e transformar pela 
tecnologia é ofuscada pela liberdade de a consumir. Desde que Alvin Toffler introduziu 
o conceito de “prosumer”1 (1980, 266; cit. por Bruns 2007, 2) observamos uma crescente 
popularidade dedicada a modelos partilhados ou colectivos de produção, especialmente 
no que diz respeito a conteúdos (Bruns 2007). Estes modelos vêm uma aplicação estrita 
1  Referimo-nos à caracterização do consumidor exigente, cujo crescente grau de conhecimento sobre produtos 
leva alguns fabricantes envolvê-lo em fases finais do design de produto, ou a integrar formas de individualização, 
por forma a cativar e fidelizar o consumo. Enquadramos esta referência numa progressão para uma integração 
efectivamente participativa em modelos de criatividade partilhada como o projecto Linux Libertine (http://
www.linuxlibertine.org). Exemplos positivos de uma aproximação comercial a esta prática são distribuidores 
como a Sparkfun (http://www.sparkfun.com) ou Dfrobot (http://www.dfrobot.com), onde embora os produtos 
(em grande parte, open hardware) não resultem de um processo aberto, a discussão e documentação são públi-
cas.
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em comunidades orientadas por princípios como Creative Commons ou Copyleft,2 e uma 
adaptação parcial em empreendimentos comerciais, com o objectivo de reduzir custos na 
obtenção de informação e conteúdos para exploração comercial.3 Comum a estes contex-
tos, é a exclusão do hardware da equação: a tecnologia e os suportes de operacionalidade 
continuam a ser dispositivos plurais na sua funcionalidade mas fechados a redefinições 
pelo utilizador, protegidos por acordos de utilização proibitivos e monitorização remota.4 
É por isso de particular interesse para este projecto a recuperação da matéria tecnológica 
como parte de processos de criação e não apenas como suporte de predefinições: recla-
mar a tecnologia como instrumento moldável e não apenas como local de trabalho (Maeda 
2000, 448). O desenvolvimento prático a que nos propomos constitui assim uma aplicação 
daquilo que Janet Murray caracteriza como um campo de ensaio para o desenvolvimento de 
sistemas e procedimentos computacionais através de exploração experimental (2011, 339). 
A utilização de open hardware viabiliza a desconstrução, aqui literal, de tecnologias que 
requerem um questionar da sua configuração formal e funcional. Embora qualquer dispo-
sitivo possa ser alvo de modificações e hacking, com maior ou menor grau de dificuldade ou 
sucesso, a documentação e discussão aberta de especificações, características de hardware 
livre, induzem um ambiente fértil e propício a explorações informadas e seguras.
Motivações
A tecnologia em geral sempre foi um interesse pessoal, desde a curiosidade pelo que fazia 
funcionar brinquedos, até um confesso fascínio pelas mutações que os meios tecnológicos 
2  São exemplo desta prática projectos como o SoundCloud (http://soundcloud.com), Free Music Archive 
(http://freemusicarchive.org/), MIT Open Courseware (http://ocw.mit.edu), Libre Graphics Research Unit 
(http://lgru.net/), Blender (http://www.blender.org), ou a popular Wikipédia (http://pt.wikipedia.org).
3  Um exemplo possível é o portal YouTube, cuja fonte de interesse reside nos conteúdos fornecidos pelos 
utilizadores. A grande popularidade dos conteúdos, cedidos gratuitamente pelos autores, permite gerar receitas 
vendendo serviços de publicidade dirigidos, optimizados por mecanismos de análise das estatísticas de utiliza-
ção do portal. Embora os utilizadores mais populares sejam monetariamente compensados, recebendo uma 
parte dos lucros gerados com a publicidade associada aos seus vídeos, esta retribuição não torna o YouTube um 
projecto sem fins lucrativos. Note-se que esta referência diz respeito a um aproveitamento de modelos colabo-
rativos no sentido de tirar partido de contribuições de uma comunidade, não facultando aos seus constituintes 
plenos direitos de fruição, modificação, reprodução e redistribuição.
4  Apontamos como exemplo a licença de utilização do programa iTunes que, associada a restrições funcionais 
do programa, impede os utilizadores de manter os conteúdos adquiridos em mais do que cinco dispositivos. Ou 
ainda o caso da eliminação remota de livros no leitor digital Kindle, por parte do distribuidor Amazon, em 2009: 
ironicamente, os livros em causa eram edições de 1984 e Animal farm, de George Orwell (Stone 2009). Embora 
argumentando que se tratava de edições fornecidas por distribuidores independentes, em incumprimento dos 
respectivos direitos de autor, a Amazon não negou contudo a implementação de mecanismos para controlo 
remoto unilateral dos conteúdos adquiridos pelos seus clientes.
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foram operando em paisagens e imaginários. Este interesse particular mantém-se ao longo 
de um percurso profissional e pessoal orientado para a produção de conteúdos dinâmicos e 
interactivos, em projectos online e intervenções localizadas. Paralelamente ao uso de compu-
tadores e software para gráficos e programação, a utilização directa de tecnologia dedicada 
sempre foi apetecível pela qualidade presencial da matéria tecnológica e pela possibilidade 
de envolvimento físico. Exemplos possíveis deste percurso são Pink Line (2000)5 e cibertexto 
(2010).6 Em Pink Line, um telefone de parede serve mensagens pré-gravadas a partir de 
um leitor de cassetes portátil oculto sob uma pilha de lenços de papel. O leitor de cassetes 
e a transmissão de som são activados pela actuação do descanso do auscultador. Em ciber-
texto, um telefone de mesa serve mensagens compostas por um computador a partir do 
número marcado pelo utilizador: um conjunto de palavras pré-gravadas compõe a mensa-
gem ouvida, cuja extensão e conteúdo são determinados pela extensão do número marcado, 
pelos algarismos escolhidos e pelas pausas efectuadas durante a marcação. 
5  Trabalho realizado para a exposição Pink Lotion, organizada pelo colectivo ZOiNA na Caldeira 213 em 
Fevereiro de 2000.
6  Projecto realizado em 2010, no âmbito da unidade curricular de Design Multimedia na Faculdade de Belas 
Artes da Universidade do Porto.
Fig. 1: Pink Line (Eustáquio, 2000).
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Em ambos os casos, o mesmo processo poderia ser controlado por recurso a um interface 
gráfico, mas a experiência teria uma natureza radicalmente diferente. Embora os projec-
tos incluam elementos dissimulados, a tecnologia envolvida imiscui-se organicamente na 
experiência de utilização. A inclusão dos meios de produção na experiência final através 
de uma operacionalidade táctil e o recurso a tecnologias complementares (ou alternativas) 
ao computador pessoal, são características da postura com que lançamos este projecto de 
exploração.7
Paralelamente, enquanto agente cultural, por natureza pioneiro e inevitavelmente interven-
tivo, é importante que o designer exerça uma prática consequente e consonante com uma 
inscrição participativa no tecido social. A adesão a modelos open source no desenvolvi-
mento de tecnologias e software, cujo enquadramento iremos desenvolver adiante, é conso-
nante com esta postura e favorece uma saudável partilha de saber neste campo de estudo 
(Shirky 2005), com a correspondente responsabilização perante a comunidade. A partilha 
aberta de processos de trabalho cumpre assim uma função pedagógica, ao disponibilizar 
o processo criativo em conjunto com os seus resultados. Num paralelo à distribuição de 
código fonte em conjunto com binários compilados, os utilizadores são deste modo equi-
pados com recursos para dar continuidade a processos, em lugar de constituir o seu fim, 
adquirindo eventualmente os conhecimentos necessários para lhes dar início. Mais do que 
a possibilidade de reclamar autoria sobre a totalidade de um processo de trabalho cria-
tivo, ao incluir neste a construção das ferramentas e suportes de distribuição, será do nosso 
interesse a riqueza imaterial resultante da sua partilha.8 Esta responsabilização assume um 
7  Note-se que esta postura não implica uma oposição ao recurso a computadores ou algum tipo de software. 
Isto seria uma impossibilidade já que os meios envolvidos na componente prática são também, em sentido 
estrito, computadores, embora comparativamente limitados.
8  Quer das ferramentas, quer da autoria.
Fig. 2: Cibertexto (Eustáquio, 2010).
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carácter interventivo ao reclamar para o designer um envolvimento na definição das suas 
próprias ferramentas, bem como no desenvolvimento activo de alternativas a soluções 
comerciais herméticas.9
Objectivos
A componente prática deste projecto consiste na produção experimental, em regime de 
laboratório, de dispositivos electrónicos para produção e conversão de imagem e som, com 
o objectivo de explorar possibilidades oferecidas ao designer por plataformas de prototi-
pagem actuais, acessíveis ao leigo em electrónica e programação. Pretendemos com estes 
dispositivos criar uma base tecnológica de ensaio que nos permita alargar progressivamente 
o âmbito de estudo, explorando processos de criação de imagem através de recombina-
ções de meios tecnológicos familiares, ou destes com outros não habitualmente conotados 
com essa prática. Tratando-se de uma exploração inicial, não começamos os desenvolvi-
mentos com resultados específicos predefinidos, mas estabelecemos um conjunto de condi-
ções operacionais para focar o estudo: utilização de recursos open source (open hardware), 
capacidade de captar e gerar som e imagem, possibilidade de interferência entre dispositi-
vos, sensibilidade a acções de utilizadores e ao meio envolvente. A aplicabilidade de uma 
plataforma tecnológica construída com base nestes pressupostos será testada em diferentes 
contextos, como a exploração estética ou visualização de dados. Nesse sentido, o desen-
volvimento de dispositivos é complementado pela criação de código para modificar a sua 
operacionalidade.
O processo de aprendizagem necessário a este desenvolvimento, bem como a leitura crítica 
dos processos e resultados, constituem assim o corpo central de uma reflexão prática sobre 
a convergência entre imagem e tecnologia, através da utilização de open hardware. 
A construção de meios tecnológicos implica um desafio acrescido, pois esta prática nunca 
foi objecto de aprendizagem formal fora do exercício da profissão de designer. Este processo 
de aprendizagem constitui assim, além de um objectivo pessoal em si mesmo, com uma 
assumida componente lúdica que desejamos aparente nas experiências criadas, um ensaio 
da viabilidade de obter a formação necessária ao projecto proposto.
9  Veja-se o caso do programa Inkscape (http://inkscape.org/), uma ferramenta de desenho vectorial open source 
com uma comunidade de utilizadores e programadores activamente envolvidos numa permanente discussão 
pública sobre o desenvolvimento do programa.
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Uma vez que não é nosso objectivo reproduzir processos já concretizados em computador 
através de programação ou emulação, iremos concentrar-nos nas especificidades dos meios 
a explorar, considerando os seus benefícios e limitações, enquadrando o projecto em defini-
ções de arte computacional apenas na medida em que aplica elementos e processos compu-
tacionais na produção experimental de conteúdos e suportes audiovisuais.
Embora contidos e predefinidos na apresentação final, os dispositivos criados formam um 
sistema modular cuja desconstrução e reconfiguração faculta uma base de trabalho adaptá-
vel a projectos de natureza diversa em áreas próximas ao design e imagem. Para esse fim a 
documentação técnica será objecto de partilha integral online numa wiki (em http://takio.
net/mdi). A narrativa processual, relatórios de construção, esquemas de circuitos, especifi-
cações e componentes, imagens documentais, toda a informação necessária para reprodu-
ção e reutilização dos dispositivos construídos e dos elementos em que se baseiam, estarão 
disponíveis para consulta nessa wiki. Esperamos que este conjunto constitua uma contri-
buição para o futuro e uma devida retribuição à comunidade alargada que, com a mesma 
postura, oferece um apoio fundamental a este projecto.
Estrutura
Enquadramento
Neste capítulo apresentamos um pequeno conjunto de obras especialmente relevantes a 
uma perspectiva histórica do contexto deste estudo e que constituíram uma inspiração ao 
seu empreendimento. Com esta recolha procuramos uma identificação mais precisa das 
questões de investigação, abordando os aspectos tecnológicos e processuais das obras, 
evidenciando problemáticas a abordar no nosso desenvolvimento prático. Orientamo-nos 
pelas motivações e objectivos anteriormente descritos, conduzindo a uma introdução às 
tecnologias consideradas para a componente prática. Não procuramos uma análise compa-
rativa ao presente estudo, mas situá-lo numa área híbrida entre as tecnologias e os produtos 
da sua fruição.
Abordagem
Aqui caracterizamos a abordagem metodológica para o desenvolvimento do projecto nas 
suas vertentes teórica e prática, enquadrando os métodos a utilizar nos objectivos lançados 
e nos pressupostos estabelecidos para os dispositivos. Segue-se a sua caracterização concep-
tual, onde descrevemos os componentes essenciais de cada dispositivo e fundamentamos a 
21
sua escolha. Com base nesta caracterização, apresentamos a plataforma de desenvolvimento 
central seleccionada para a componente computacional dos dispositivos. Apontamos as 
suas características essenciais a nível de hardware e software, bem como as razões da sua 
particular adequação ao projecto, por entendermos necessário definir a base de onde parti-
mos e assim clarificar o que constitui o desenvolvimento até aos resultados finais.
Desenvolvimento
O relatório do desenvolvimento prático começa por uma breve descrição dos procedimen-
tos e da sua organização, caracterizando o ciclo de produção e as suas etapas sucessivas, 
com referência às principais fontes de informação e recursos de aprendizagem. Uma vez 
que não pressupomos da parte do leitor conhecimentos especializados nesta área, incluímos 
em anexo um glossário para apoio à descodificação de referências técnicas encontradas na 
narrativa processual, onde descrevemos em pormenor as etapas de construção dos disposi-
tivos, os testes efectuados e a progressão de resultados.
Observações e análise
Terminamos o relatório prático com uma análise dedicada aos resultados obtidos e às expe-
riências de utilização recolhidas, onde efectuamos uma leitura crítica dos dispositivos à luz 
dos objectivos estabelecidos, considerando que no seu espírito exploratório os dispositivos 
criados constituem uma materialização entre múltiplos potenciais, o que é perceptível na 
sua modularidade e possibilidade de reprogramação e reconfiguração física.
Conclusão
Completamos este estudo relacionando os desenvolvimentos efectuados com uma análise 
dos seus resultados, extraindo e destacando as contribuições conseguidas para futuros 
desenvolvimentos no campo da imagem com recurso a open hardware. Anotamos as limi-
tações, impostas e sentidas ao longo do estudo, bem como os potenciais benefícios da sua 
eliminação, o que nos conduz directamente à continuidade desta investigação, onde lança-





Segundo Marshall McLuhan, a era electrónica é literalmente uma era da iluminação (2008, 
353). Mais do que libertar-se de uma função específica (2008, 352) ela proporciona novas 
áreas de acção e reflexão. Tecnologias como o vídeo, a computação pessoal ou a fotografia 
digital foram rapidamente adoptadas e a sua massificação operou mudanças indeléveis na 
prática do design e das artes.
As sessões inaugurais das Experiências em Arte e Tecnologia, propostas em 1966 por Billy 
Klüver e Robert Rauschenberg, são uma referência incontornável por se proporem, nas 
palavras dos próprios, a “catalisar o inevitável envolvimento activo da indústria, da tecno-
logia e das artes”, assumindo a “responsabilidade de desenvolver uma relação colaborativa 
eficaz entre artistas e engenheiros”(Klüver 1980). Quando em 1932 Bertolt Brecht já recla-
mava para a rádio características que hoje lutamos para manter presentes na internet,10 
estas experiências não serão o primeiro encontro identificável na longa relação entre arte e 
tecnologia, mas as suas repercussões são sentidas desde a intersecção com Nam June Paik 
(Wardrip-Fruin 2003, 227) até obras como Live-Taped Video Corridor de Bruce Nauman 
(Shanken 2009, 31) ou as premonições de Roy Ascott sobre um primado do “efeito especial” 
sobre a criação de significado (2008, 358).
10  “So here is a positive suggestion: change this apparatus over from distribution to communication. The radio 
would be the finest possible communication apparatus in public life, a vast network of pipes. That is to say, it 
would be if it knew how to receive as well as to transmit, how to let the listener speak as well as hear, how to 
bring him into a relationship instead of isolating him. On this principle the radio should step out of the supply 
business and organize its listeners as suppliers.” (Brecht 1964)
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1.2 Desenvolvimentos recentes
Enquanto a iniciativa de Klüver marcou um ponto de viragem ao juntar a artistas consagra-
dos uma equipa de engenheiros da Bell Labs, como colaboradores e não meros assistentes 
técnicos (Wardrip-Fruin 2003, 211), a evolução técnica desde então permite que hoje esta 
simbiose tenha lugar em projectos muitas vezes desenvolvidos por uma só pessoa. 
Um possível exemplo deste legado encontra-se em Zimoun,11 que realiza trabalhos basea-
dos em componentes industriais preparados, construindo estruturas formais depuradas 
sem grande aparato tecnológico e usando os próprios meios como protagonistas num resul-
tado totalmente transparente.
11  http://zimoun.ch/
Fig. 3: Experiments in Art and Technology: Variations V (Cage, 1965). Fotografia de Herve Gloaugen.
Fig. 4: 23 prepared DC-motors, grid (Zimoun, 2010).
25
Mais especificamente sobre desenvolvimento e integração de electrónica e programação, 
destacamos o projecto Hektor12 de Jürg Lehni e Uli Franke, que em 2002 desenvolveram 
hardware e software específicos para um mecanismo que projecta sobre paredes, com uma 
lata de spray, desenhos vectoriais lidos por um plugin para Adobe Illustrator. Este projecto 
é característico da diluição de fronteiras entre autor e construtor, entre artista e engenheiro.
Um exemplo actual desta prática é Point Cloud,13 de James Leng. Aqui as previsões meteo-
rológicas recolhidas online são traduzidas pelo movimento de uma nuvem de pontos 
suspensos no espaço, motorizados, controlados por Arduino. Um exemplo de visualização 
de dados que substitui números e iconografias familiares por uma leitura sensorial e intui-
tiva: temperatura, humidade e precipitação traduzem-se em expansão, contracção, dinâ-
mica e turbulência na estrutura. A mecânica, engenhosa na sua simplicidade, beneficia aqui 
da qualidade mais “orgânica” facultada pela possibilidade de programar comportamentos 
dinâmicos para os motores.
Este conjunto de projectos é indicador de uma tendência crescente para a exploração autó-
noma de meios tecnológicos sob diversas formas, exploração cuja relevância se evidencia na 
inscrição em programas académicos com laboratórios dedicados.14
12  http://hektor.ch/
13  http://www.flickr.com/photos/ettubrute/sets/72157629909864772/
14  Além da referência óbvia dos vários laboratórios do Massachusetts Institute of Technology, podemos obser-
var a dinâmica do Master of Digital Design da Universidade de Canberra, liderado por Mitchell Whitelaw, ou o 
Interaction Design Lab da Universidade de Potsdam, onde nasceu o software Fritzing.
Fig. 5: Hektor (Lehni, 2002).
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1.3 Suportes tecnológicos
Existe hoje um conjunto razoável de plataformas electrónicas para desenvolvimento e proto-
tipagem, que permite construir dispositivos úteis ao objecto de estudo com alguma rapidez 
e economia de meios variável. Favorecemos aquelas que apresentam dimensões reduzidas, 
pinos de entrada e saída, compatibilidade com protocolos de comunicação mais difundidos, 
memória não volátil, baixo consumo energético, software para programação, linguagem de 
programação acessível, documentação e acesso ao desenho dos circuitos e placas. Dentro 
destas características podemos encontrar as seguintes plataformas: Parallax BASICstamp, 
Parallax Propeller, Picaxe, Arduino, BeagleBoard e Raspberry Pi. Várias outras platafor-
mas poderiam ser consideradas, como a SimpleCortex, FPGA’s15 ou a LaunchPad da Texas 
Instruments. Excluímos estas e outras mais obscuras por se afastarem mais do propósito do 
nosso projecto, por apresentarem uma excessiva complexidade para iniciados, pela maior 
dificuldade de obter exemplares ou ainda pelo custo excessivo. O Raspberry Pi é o mais 
jovem do grupo e o mais próximo das capacidades de um computador doméstico moderno. 
Construído para suportar distribuições completas de Linux e operar com interfaces gráficos, 
é particularmente adequado a um ambiente escolar, oferecendo uma capacidade de proces-
samento apreciável por um custo inferior ao de outras plataformas enumeradas, menos 
capazes. Contudo, a obtenção de exemplares é ainda de extrema dificuldade e a sua utili-
zação, embora não constitua uma negação fundamental dos princípios que estabelecemos 
para este projecto, configura sem dúvida um afastamento apreciável.
15  Field-Programmable Gate Array, criado pela Xilinx (http://www.xilinx.com/products/silicon-devices/fpga/
index.htm) e disponível através de alguns outros fabricantes.
Fig. 6: Point Cloud (Leng, 2012).
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Embora não tenhamos restringido o levantamento a soluções open source ou livres, mante-
mos este requerimento para a escolha final da plataforma a utilizar. Dos casos enumerados 
apenas o Arduino, o BeagleBoard e o SimpleCortex utilizam explicitamente uma licença 
open source. O LaunchPad não especifica uma licença aberta para os produtos mas disponi-
biliza gratuitamente o software e código fonte, bem como a documentação de circuitos. O 
Raspberry Pi é da responsabilidade de uma organização filantrópica sem fins lucrativos, a 
Raspberry Pi Foundation.16 Embora o modelo de actuação seguido se aproxime de princí-
pios open source, não é claro nas páginas online do produto o tipo de licença em utilização, 






Tratando-se de um projecto de natureza exploratória com uma forte componente prática, a 
aplicação de um modelo de investigação qualitativo tradicional limitaria o potencial benefí-
cio de processos de reflexividade interna (Saldaña 2011, 34) e externa (Charmaz 2000, 528). 
No entanto, a adopção de processos informais numa óptica de análise qualitativa evidencia 
riscos para o rigor, validade, objectividade e credibilidade do estudo. Na medida em que 
a construção de dispositivos electrónicos implica uma aplicação rigorosa17 de fórmulas e 
instruções, há um conjunto de informação classificável e mensurável na base dos procedi-
mentos, como se pode verificar adiante no capítulo dedicado ao desenvolvimento prático. 
Contudo, os resultados dividem-se em dois aspectos fundamentais: as imagens produzidas 
e os objectos físicos criados. Embora possam ser alvo de análise independente, seria impru-
dente não considerar a influência mútua entre estas duas componentes no contexto da sua 
experiência enquanto resultado final. 
A matéria visual resultante constitui-se como fonte de informação a investigar e suporte de 
apresentação de resultados, no mesmo processo. Sendo o investigador também responsá-
vel18 pela produção de matéria de estudo, poderia considerar-se uma abordagem auto-etno-
gráfica, ou porventura enquadrada numa etnografia da cultura hacker. Esta abordagem não 
se configura adequada por desviar a investigação da matéria produzida para um campo, 
17  Dentro de margens de tolerância geralmente indicadas pelos fabricantes.
18  Não exclusivamente, considerando a relevância e influência dos projectos citados anteriormente.
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respectivamente, demasiado restrito19 enquanto amostragem ou demasiado vasto para o 
alcance deste estudo. 
Como solução propõe-se um modelo epistemológico baseado na construção de um processo 
de investigação informado pela condução prática e pela análise faseada dos resultados, 
contemplando a sua descrição, análise e interpretação (Wolcott 1994, 412), paralelamente 
aos desenvolvimentos tecnológicos que os originam. Esta escolha apoia-se num enquadra-
mento no modelo construtivista da Grounded Theory (Charmaz 2000, 509; Charmaz 2006, 
178), particularmente numa dinâmica de produção de significado e conhecimento não 
imune aos processos de observação (Charmaz 2000, 524). 
Não se propondo como estratégia de validação, é contudo apontada a triangulação (Saldaña 
2011, 843; Denzin e Lincoln 2000, 5) com o estudo de desenvolvimentos recentes e testes de 
utilização monitorizados como forma de aprofundar a percepção dos resultados e ampliar 
a matéria de estudo.
2.2 Caracterização conceptual
No contexto de uma exploração prática em torno de processos de tradução entre som e 
imagem, interessa-nos construir uma base de experimentação permeável a diferentes 
formulações. Assim, definimos dois dispositivos principais a construir. Um para produ-
zir imagens a partir de dados captados por um microfone, outro para inverter este fluxo 
gerando sons a partir de captura de imagem. Esta configuração prevê que os dispositivos 
possam operar de modo independente e gerar resultados combinados por interferência 
mútua ou externa. A possibilidade de programar os dispositivos aumenta o controlo sobre 
a sua variabilidade e autonomia.
A diversidade de opções disponíveis para cada função torna necessária uma apreciação das 
suas implicações ao nível do desenvolvimento e dos resultados previsíveis, além das possi-
bilidades de utilização combinada dos dois dispositivos. Resumimos em seguida as opções 
tomadas e as suas motivações, em preparação para a aplicação prática.
19  Aqui refere-se a análise de um autor específico e a possibilidade de o autor destas linhas se propor algo 
precocemente como sujeito para tal (Saldaña 2011, 167).
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2.2.1 Dispositivo 1
2.2.1.1 Captação de som
Para materializar a captação de som e a saída de vídeo é imperativo definir suportes e tecno-
logias a usar. Numa perspectiva geral podemos optar entre captação de som via linha dedi-
cada, com ligação por cabo, ou através de um microfone. Para a entrada de linha bastará 
incluir uma ficha adequada à condução de som. O uso de microfone exige considerações 
sobre o tipo a usar em função das suas características. Entre os mais comuns, os modelos de 
condensador, excluímos inicialmente os modelos de diafragma pelo seu custo e fragilidade. 
Não sendo a qualidade de captação um factor decisivo na fase inicial de experimentação, 
optamos por configurações mais robustas e facilmente aplicáveis. Modelos como o Shure 
SM58 ou equivalentes oferecem grande robustez e polivalência, mas continuam a exigir 
complementos de amplificação complexos e conversão de linha balanceada para não balan-
ceada. Investigando soluções ainda mais simples encontramos o popular microfone electret 
ou de botão (pela sua aparência e dimensão), presente em acessórios e aparelhos de baixo 
custo. Não sendo um paradigma de fidelidade, tem características dinâmicas adequadas ao 
fim em vista e contenta-se com circuitos de amplificação rudimentares. Pode ser retirado 
de aparelhos abandonados ou adquirido em quantidade por valores baixos, o que o torna 
um bom candidato a experiências mais arriscadas ou montagens com vários microfones. 
Outros métodos de captação sensíveis a manifestações sonoras poderiam ser considera-
dos, como sensores piezoeléctricos ou sensores de proximidade (ultra-sons) modificados. 
Contudo interessa-nos para já operar dentro do espectro audível e proporcionar experiên-
cias relacionáveis com o ambiente perceptível. A escolha de microfone sobre entrada de 
linha prende-se com este aspecto, pois a entrada de linha proporciona um fluxo de sinal 
limpo, ou tão limpo quanto a fonte usada, tornando o dispositivo insensível ao ambiente. 
A entrada de linha pode naturalmente aceitar a ligação de um microfone amplificado, mas 
isto contraria o seu propósito, a menos que entendamos conveniente manter o microfone 
externo ao dispositivo. As duas possibilidades podem contudo coexistir.
2.2.1.2 Produção de imagem
Várias hipóteses foram consideradas para suporte das imagens geradas: registo físico, écran, 
projecção, registo permanente ou transitório. Por registo físico entendemos uma altera-
ção de matéria tangível, na sua superfície ou massa, desde transferência sobre um plano a 
modelação tridimensional. Exemplos comuns são mecanismos de desenho e impressoras 
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3D. Écran ou projecção referem-se sobretudo a dispositivos comuns como monitores e 
projectores de vídeo. O registo permanente ou transitório qualifica o tipo de intervenção 
sobre o suporte de visualização e o tipo de experiência temporal criada: por exemplo, a 
projecção de tinta sobre pedra contra a movimentação de luz projectada sobre o mesmo 
suporte. Também relevante é a questão de geração de imagem diferida ou em tempo real.
Grelhas de luzes ou de outros componentes capazes de produzir interferência visual, como 
espelhos, foram também hipóteses consideradas mas inicialmente postas de parte por 
implicarem uma complexidade de montagem demasiado afastada do objecto de estudo.
Neste sentido procuramos determinar a solução mais pragmática para resultados imediatos, 
de onde poderíamos posteriormente evoluir para aplicações diferenciadas e mais enrique-
cedoras da experiência de utilização. Pela ampla disponibilidade e variedade de aplicações, 
optamos por usar vídeo composto como base da condução de vídeo. Trata-se de um stan-
dard suficientemente antigo para ter um grande grau de ubiquidade e acessibilidade econó-
mica, e por esse mesmo motivo oferece ainda grande resistência ao abandono por imposição 
comercial de obsolescência. É também um protocolo de comunicação que exige componen-
tes simples e isento de protecções comerciais ao nível da codificação de sinal. Além destas 
características, é uma tecnologia que permite o trabalho em tempo real ou a transmissão a 
posteriori de imagens anteriormente criadas. Possibilita também o uso de écrans, a reutili-
zação de televisões ou o recurso a projectores para outra intervenção no espaço.
Foi considerado ainda o sistema VGA, também usado para comunicação com monitores 
e projectores. A sua eliminação nesta fase prende-se com o facto de exigir codificação e 
timings demasiado exigentes para os meios previstos, além de não facilitar a reutilização de 
meios analógicos. É possível gerar interferências e criar alguma intencionalidade perceptí-
vel neste tipo de processo, mas o trabalho em sinal vídeo composto oferece maior potencial 
de controlo sobre a imagem produzida, apesar da provável limitação de trabalhar apenas 
com imagens a preto e branco. 
2.2.2 Dispositivo 2
2.2.2.1 Captação de imagem
Para a captação de imagem neste dispositivo mantivemos a opção de vídeo composto, por 
favorecer a compatibilidade técnica entre dispositivos e manter aberta a possibilidade de 
operar em tempo real. Qualquer dispositivo com este tipo de saída pode ser usado enquanto 
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fonte: uma câmara, leitor VHS/DVD, sintonizador ou conversor. Isto pode ser interessante 
para aplicar o dispositivo a imagens que já possuímos ou para testar a variabilidade de 
resultados com a mesma fonte. No entanto, interessa-nos mais a possibilidade de variar 
origens de estímulo para obter um campo de experimentação mais diversificado e imediato. 
A câmara de vídeo cumpre esta função e permite também testar repetições se a apontar-
mos a um écran que reproduza segmentos de vídeo gravado, tendo o cuidado de minimizar 
variáveis ambientais. A determinação do tipo de câmara a usar enquadra-se na escolha de 
componentes específicos, pelo que a incluímos mais adiante ao descrever a construção do 
dispositivo.
2.2.2.2 Produção de som
O uso de altifalantes para saída de som é a escolha mais simples e conveniente. É também um 
componente fácil de reutilizar a partir de dispositivos descartados e oferece uma tolerância 
razoável ao abuso, pelo que não exige especificações rigorosas para experiências iniciais. 
Em fases finais de construção poderemos optar por componentes de maior qualidade com 
características optimizadas ao dispositivo em que serão montados. Quando pertinente ou 
necessário, circuitos complementares como um crossover ou filtro específico poderão ser 
adicionados. Alternativamente, prevemos também a possibilidade de testar actuadores 
como solenóides, indutores, motores ou sintonizadores de rádio, para produção de som em 
diferentes materiais, o que pode alargar consideravelmente a gama de sonoridades possíveis 
a partir do mesmo suporte tecnológico. Embora esta possibilidade seja apelativa, deixamos 
esta exploração para uma fase posterior por implicar construções mecânicas cuja complexi-
dade, como já vimos, pode afastar-nos do foco central deste estudo.
2.2.3 Resumo
Em conclusão, a escolha de tecnologias a aplicar na formalização dos dispositivos baseia-
-se na necessidade de soluções simples, económicas e polivalentes, sem restrições legais e 
favoráveis à reutilização de material. A componente sonora serve-se de microfones electret 
e altifalantes recuperados de dispositivos abandonados. O suporte para vídeo baseia-se no 
standard de vídeo analógico composto, por ser compatível com uma grande diversidade de 
dispositivos de saída exigindo apenas dois contactos para comunicação. Em construções 
finais reservamos a possibilidade de integrar componentes de melhor qualidade e sistemas 
de som alternativos como meio de optimizar resultados. A configuração formal de monta-
gem não é predeterminada e resultará do processo de prototipagem para experiências de 
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utilização. Estas experiências visam registar e comparar, para posterior leitura crítica, os 
resultados obtidos pela utilização isolada de cada dispositivo, pela combinação destes entre 
si e com diversos ambientes e utilizadores.
2.3 Plataforma de desenvolvimento
A utilização de open hardware é particularmente cara a este estudo e cabe por isso aqui 
citar a sua definição. À data deste texto, “Open Source Hardware (OSHW) é um termo para 
artefatos tangíveis — máquinas, dispositivos ou outros objetos físicos — cujo design foi 
disponibilizado ao público de modo que qualquer um pode construir, modificar, distribuir 
e utilizar estes artefatos.”20 Esta definição é aberta e objecto de permanente discussão e rede-
finição. A sua aplicação a este estudo implica que os resultados e respectiva documentação 
são de livre utilização, modificação, partilha e distribuição.
A plataforma Arduino tem constituído um suporte de experimentação crescente em diver-
sas áreas de interesse. A sua popularidade terá sido em grande medida potenciada por Dan 
O’Sullivan e Tom Igoe na sua publicação sobre physical computing (O’Sullivan e Igoe 2004).
Optamos por Arduino pelas seguintes características:
– open source / open hardware;
– variedade de configurações disponíveis com custo acessível;
– possibilidade de programação em alto ou baixo nível de forma transparente;
– facilidade de integrar componentes electrónicos standard;
– complexidade escalável;
– possibilidade de ligação em rede e à rede web;
– uma vasta documentação e base de conhecimento partilhada.
Por aderir estritamente a standards da indústria electrónica, esta plataforma permite 
também explorar ligações a dispositivos existentes, modificados ou não, além de possibili-
tar a criação de dispositivos com ligações abertas que afectem o seu funcionamento.
20  in Definição de Open Source Hardware (OSHW) 1.0, 2012.
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2.3.1 Software
A programação dos controladores Atmel presentes nas placas Arduino é feita através da 
ligação USB. Esta facilidade deve-se à inclusão na placa de um controlador FTDI que gere 
a comunicação entre o processador Atmel e o computador. Algumas versões de placas 
Arduino não incluem este controlador, para redução de tamanho ou custos, exigindo assim 
um cabo ou adaptador FTDI.
O IDE (Integrated Development Environment) Arduino, baseado nos projectos Processing21 e 
Wiring,22 permite editar, compilar e efectuar o upload de código para chips Atmel, incluindo 
também um monitor de ligação série à placa (serial monitor) que permite enviar instruções 
e receber feedback durante a execução de código. Desenvolvido em Java, aceita código em C 
e também algumas implementações de Assembly. Tal como o Processing, suporta bibliote-
cas de código externas para acrescentar funcionalidades e possibilitar necessidades especí-
ficas de hardware. Código fonte e binários estão disponíveis para Windows, Linux e OS X.
2.3.2 Hardware
UNO é o nome do modelo actualmente mais popular entre as placas Arduino em comer-
cialização. É também a evolução directa do modelo original. A grande maioria das varian-
tes de Arduino disponíveis é de alguma forma uma variação deste modelo. Baseia-se num 
microcontrolador Atmel, o ATmega328p, juntando-lhe um pequeno conjunto de conve-
niências: ligação USB para programação e debugging, comutação automática entre alimen-
tação via USB ou terminal dedicado com protecção de voltagem para ligação de pilhas ou 
transformador AC-DC, botão de reset, sinalizadores luminosos de estado (um dos quais 
programável) e terminais de ligação analógicos e digitais, identificados, facilitando a liga-
ção directa ao microcontrolador. Estes terminais proporcionam a ligação por cabo a outros 
dispositivos e componentes, com os quais é estabelecida comunicação através de protoco-
los standard ou simplesmente através do controlo de voltagem. A disposição física destes 
terminais, habitualmente também designados como pinos, foi desenhada para facilitar o 
simples encaixe de shields: placas de circuitos que adicionam funcionalidades ou ligações 




A análise formal e funcional da placa Arduino permite-nos identificar os componen-
tes fundamentais ao seu funcionamento e, tratando-se de open hardware distribuído sob 
uma licença Creative Commons Atribuição - CompartilhaIgual, temos a possibilidade de 
modificar o hardware para configurações diferentes. Retirando as facilidades adicionadas 
que enumeramos anteriormente, vemos que o núcleo funcional se resume a um circuito 
integrado da família ATmega. Em torno deste circuito encontramos ligações, fontes de 
alimentação e indicadores de estado. Se prescindirmos destes indicadores e fizermos liga-
ções directas, resta-nos apenas alimentar o circuito. Consultando a ficha de especificações 
correspondente, vemos que é necessário regular a voltagem de alimentação com alguns 
condensadores e utilizar um cristal de 16 MHz como relógio para o processador integrado. 
Se programarmos o chip presente numa placa Arduino e o retirarmos, temos então uma 
configuração de reduzidas dimensões e baixo custo para montagem permanente num 
dispositivo específico. Note-se que apenas versões com chip PDIP permitem isto, já que 
o chip é encaixado num suporte e não soldado directamente à placa, como acontece com 
versões SMD ou SOIC.
Esta síntese formal evidencia as vantagens oferecidas pelo Arduino: estabilidade de funcio-
namento, facilidade de programação, conveniência na ligação a componentes e dispositivos, 
flexibilidade de alimentação.23





Os objectos construídos resultam de ciclos de desenvolvimento prático, informado pela 
revisão de literatura técnica e estudo de casos: projectos que utilizam o mesmo tipo de 
recursos ou produzem resultados análogos aos pretendidos. A relevância de um projecto 
enquanto caso de estudo pode situar-se na sua gestalt ou num aspecto técnico particular 
como um componente interno (motor, sensor, circuito integrado).
Podemos descrever o arco de desenvolvimento em três etapas, cada uma delas composta 
por ciclos com momentos distintos.
3.1.1 Etapas de desenvolvimento
Numa fase preliminar é recolhida a informação e os meios técnicos fundamentais para 
captação e emissão de dados inteligíveis nos formatos determinados: som e imagem.
A primeira fase de construção une os elementos necessários a um primeiro protótipo 
funcional capaz de veicular o fluxo de dados de um formato para outro da forma mais 
simples possível, estabelecendo um canal de comunicação e uma primeira relação causal.
A segunda fase procura descodificar os dados e multiplicar planos de conversão que permi-
tam mais recombinações. Por exemplo, isolar frequências sonoras ou sinais de sincroni-
zação vídeo. Este é o período mais exploratório do processo, desenvolvido em ciclos mais 
rápidos e mais sujeito a tentativa e erro dentro de parâmetros preestabelecidos. Por exemplo, 
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a determinação dos valores mais adequados ao funcionamento de um dado componente, 
ou o tipo de resultados obtidos com o desvio desses valores. Nesta fase há mais investi-
mento na experimentação, a construção é modular e algo precária, de forma a permitir um 
equilíbrio entre modificações rápidas e a possibilidade de ensaiar utilizações espontâneas. 
É também um objectivo nesta fase a progressiva substituição de módulos adquiridos por 
circuitos desenhados especificamente para o efeito. Isto serve a economia de meios e a flexi-
bilidade de aplicações futuras pelo aprofundar de conhecimentos sobre a tecnologia.
Numa terceira fase final é definida a lista de componentes definitiva para cada dispositivo, 
a parametrização inicial para o seu funcionamento e os aspectos operacionais que poderão 
ser afectados durante o uso, e finalmente a configuração final da montagem, informada por 
análise de ensaios de utilização. Aqui a construção deverá ser capaz de suportar condições 
ambientais e de utilização previsíveis sem prejuízo da sua integridade e funcionalidade.
3.1.2 Ciclo de produção
Cada módulo construído ou funcionalidade adicionada exige um processo de pesquisa, 
construção, testes, verificação, análise e documentação. Este ciclo desenvolve-se do seguinte 
modo:
1 – Identificação do problema
Clarificação do objectivo operacional e resultado a atingir.
2 – Recolha de informação necessária
Consulta de bibliografia técnica e científica especializada; workshops e trabalho prático no 
campo, em hackerspaces e laboratórios locais; online, em comunidades e wikis. Selecção de 
métodos de pesquisa, identificação de boas práticas e processos de experimentação. 
3 – Formulação de hipótese
Identificação de soluções possíveis para as necessidades técnicas determinadas no ponto 1 
com base na pesquisa e recolha efectuada no ponto 2. Triagem da informação e descrição da 
experiência a realizar, listagem de componentes e representação esquemática da construção.
4 – Testes
Aplicação dos conhecimentos e materiais adquiridos de acordo com a informação reco-
lhida, construção, experimentação, adaptação de parâmetros. Sempre que pertinente, o 
teste deve ser efectuado também por terceiros para enriquecimento da análise.
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5 – Análise de resultados
Descrição dos resultados, análise comparativa com resultados pretendidos, relacionamento 
com problema identificado e objectivo estabelecido, balanço do desenvolvimento.
Tratando-se de um componente a integrar um dispositivo ou de um circuito a integrar num 
conjunto, segue-se nova repetição deste ciclo. Caso se trate de um dispositivo principal, este 
é o momento de efectuar uma reflexão mais aprofundada sobre os resultados e procurar a 
realização de testes mais alargados e inquisitivos.
3.1.3 Documentação
Embora seja especialmente importante a documentação da fase final dos ciclos de produ-
ção por permitir uma reflexão enquadrada nas questões gerais da investigação, é não menos 
importante a documentação técnica de cada momento: o registo dos problemas identifi-
cados, o levantamento das fontes de informação, a justificação das escolhas tomadas para 
formulação de uma hipótese, os esquemas técnicos elaborados, os componentes usados, os 
seus canais de aquisição, os desvios e alterações necessários, a indicação dos processos de 
análise seguidos e finalmente o registo resultante dos testes efectuados. Esta documentação 
faz-se através de apontamentos escritos, desenhos esquemáticos, listas de endereços (físi-
cos e online), listas de componentes e respectivas fichas técnicas, e fotografias ou gravações 
vídeo da construção, montagem e utilização de dispositivos.
No contexto prático, este corpo documental faculta uma observação cronologicamente 
inversa e proporciona a identificação de fragilidades no processo ou optimizações possíveis.
3.2 Fontes de informação
O trabalho de laboratório em electrónica exige uma base de conhecimentos fundamentais, 
a começar pelos princípios básicos da electricidade e física, indispensáveis a uma utilização 
informada e segura dos componentes e ferramentas necessários. A aquisição destes conhe-
cimentos é um processo extenso e exige uma orientação para os objectivos estabelecidos, 
pelo que estruturamos uma aprendizagem baseada em três pilares: bibliografia de referên-
cia, recolha de fontes online e exploração prática de dispositivos.
A aprendizagem ground-up, que começa pelas leis fundamentais da física e explica os prin-
cípios e fenómenos que mais tarde aplicamos e observamos, inicia-se num plano teórico. 
Aplicações práticas limitam-se aqui a pequenas experiências de carácter demonstrativo 
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como medições e testes de componentes. O estudo de bibliografia de referência nesta área 
constituiu a base de conhecimento essencial ao trabalho de laboratório. Adicionalmente, 
recorremos a publicações dedicadas a processos de carácter mais didáctico ou dirigidas 
especialmente à reparação de aparelhos.
Para melhor articular a investigação e a aplicação de conhecimentos, o recurso a publica-
ções de referência foi complementado por amplas pesquisas online, orientadas a uma tipo-
logia próxima à dos dispositivos a construir, e pela consulta de relatórios de construção 
e artigos instrucionais: aqui, a selecção de melhores práticas foi determinada pelo cruza-
mento de dados entre diferentes fontes e comparação de resultados. Os relatórios de cons-
trução publicados online, dedicados a projectos de natureza análoga, oferecem informações 
especialmente úteis como erros a evitar, métodos alternativos de construção e formas não 
convencionais de utilizar componentes. 
A exploração de dispositivos permite estudar técnicas de montagem, reconhecer grupos 
funcionais, identificar componentes nas suas diferentes formas, observar a sua aplicação 
para diferentes fins, determinar parâmetros comuns de funcionamento e analisar desenhos 
de circuitos. Podemos assim traçar em sentido inverso a lógica que conduziu à constru-
ção do dispositivo. Este processo foi ilustrado na análise da placa Arduino Uno, com o 
fim de identificar os componentes básicos essenciais à replicação do seu funcionamento. 
Adicionalmente, a desmontagem de dispositivos é também uma fonte de materiais para o 
desenvolvimento prático.
Acrescentamos a este método a frequência de vários workshops no Laboratório de Criação 
Digital,24 onde tomamos contacto com um espaço activo e plenamente equipado. Neste 
ambiente cruzámos experiências com outros investigadores, comparando percursos e 
partilhando projectos. Adquirimos conhecimentos específicos em áreas como electrónica 
elementar, robótica, visão por computador e aplicação de micro-controladores.
3.3 Dispositivo 1
A primeira montagem deste dispositivo estuda possibilidades de ligação entre a captação 
de som e a produção de sinal vídeo. Para esta construção tentamos limitar ao máximo a 
ocorrência de dificuldades a nível de construção para eliminar incógnitas. Por esse motivo 
24  Sediado em Guimarães, o Laboratório de Criação Digital (http://lcd.guimaraes2012.pt) é uma iniciativa 
do colectivo Audiência Zero (http://www.audienciazero.org) no contexto da Capital Europeia da Cultura 2012.
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foi aplicado um shield de prototipagem sobre a placa Arduino, no qual se montou um sensor 
sonoro DFrobot e um circuito adequado à biblioteca TVout. O sensor sonoro é composto 
por um pequeno microfone e um amplificador operacional baseado no circuito integrado 
LM358. O circuito para saída de vídeo, documentado na página web da biblioteca TVout, 
consiste em duas resistências de 1 K e 470 R, ligadas respectivamente aos pinos 9 e 7 do 
Arduino e a uma ficha RCA. Esta ficha RCA é depois ligada a uma televisão para visualiza-
ção dos resultados.
O primeiro sketch executado para teste foi o disponibilizado com a própria biblioteca TVout. 
Exemplifica a utilização de texto, bitmaps, movimento, desenho de formas geométricas e 
animação de vectores. Esta biblioteca permite uma resolução de 128 por 96 píxeis a 1 bit, ou 
seja, cada píxel é uma unidade binária e pode apenas ser ligado ou desligado, produzindo 
imagens a preto e branco. A produção de imagens a cores exige tempos de processamento e 
sincronização acima das capacidades do processador do Arduino, pelo que para esse efeito 
é necessário hardware adicional que será objecto de exploração mais adiante.
A documentação da biblioteca é exaustiva e documenta todas as funções disponíveis: além 
das possibilidades gerais já referidas permite ainda o posicionamento de cursor para origem 
de coordenadas, manipulação individual de píxeis, desenho de colunas verticais e horizon-
tais, deslocação da imagem no plano do ecrã e geração de tons. Esta função para geração de 
tons é contudo limitada na medida em que a sua utilização facilmente interfere nos tempos 
de sincronização do sinal vídeo, podendo provocar instabilidade na imagem ou mesmo 
erros fatais na execução de código, problema com que voltamos a deparar-nos no segundo 
dispositivo. Aqui as interferências observadas não revelaram potencial estético para apro-
veitamento neste estudo, já que se traduzem geralmente pela ausência de imagem ou conge-
lamento do processador.
Fig. 7: Esquema do circuito TVout, sensor áudio DFrobot.
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Além de desenho e texto, podemos ainda usar bitmaps. Uma vez que estamos a trabalhar 
com imagens a preto e branco sem escala de cinzentos, é importante considerar que as 
imagens pretendidas possam precisar de ser optimizadas para esse fim. A utilização de 
imagens favorece a manipulação de gráficos elaborados com recurso a menos código para 
execução, mas exige mais espaço de armazenamento para cada imagem a usar. É no entanto 
possível recorrer a chips de memória SRAM ou ROM para leitura e escrita de dados adicio-
nais. Para armazenar um bitmap na memória do programa é primeiro necessário convertê-
-la para Csource: da conversão resulta um array que se armazena num ficheiro .c, anexado 
ao sketch pretendido. O posicionamento da imagem no ecrã faz-se invocando a função 
bitmap() nas coordenadas pretendidas, certificando que aquela cabe nas dimensões do ecrã 
já que a tentativa de desenhar píxeis fora dos limites do ecrã resulta invariavelmente num 
erro de funcionamento.
Para suporte da saída de vídeo testamos também o shield Tellymate. Apresenta uma grande 
tolerância a dispositivos compatíveis e parâmetros de configuração, mas mostra-se algo 
limitado por permitir apenas trabalhar com uma grelha de 38 por 25 caracteres. Estes são 
desenhados numa grelha de 8 por 9 píxeis, produzindo assim uma resolução efectiva de 304 
por 225 píxeis. Embora os caracteres possam ser redesenhados em alfabetos gráficos, ofere-
cendo assim uma pequena gama de recursos tipográficos, não é possível trabalhar directa-
mente ao píxel em tempo real. A sua conveniência reside sobretudo no facto de conter um 
Fig. 8: Montagem em protoshield.
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processador próprio, libertando o Arduino para a execução de outro código. Presta-se à 
utilização como monitor para debugging, bastando para isso enviar valores via comunicação 
série, e poderia neste contexto ser abordado numa reinterpretação da composição tipográ-
fica com tipos de chumbo ao explorar utilizações não previstas, como composições gráficas. 
Tem um custo acessível mas é ainda assim exponencialmente mais dispendioso que duas 
resistências e uma ficha RCA: cerca de 23 euros contra menos de 50 cêntimos. Pela maior 
conveniência e flexibilidade, adoptamos o circuito simplificado e a biblioteca TVout. Além 
das vantagens associadas à manipulação de gráficos, esta solução oferece a construção mais 
simples e compacta, sem exigir circuitos integrados adicionais.
Uma vez estabilizada a saída de vídeo, testamos a captação de som. Para obter dados utilizá-
veis, é indispensável que o hardware faculte uma captação com boa relação sinal-ruído, com 
ganho suficiente e sem distorção. Para o primeiro teste usamos o sensor DFrobot descrito 
anteriormente. Este acessório é fabricado especificamente para uso com Arduino e plata-
formas similares, oferecendo uma saída amplificada com controlo de volume, dentro de 
valores óptimos para um circuito de 5 V. Baseia-se em dois componentes fundamentais: 
um amplificador operacional LM358, configurado para amplificação de 100 vezes, e um 
potenciómetro de 5 K para regulação do sinal de saída. É complementado apenas por algu-
mas resistências e condensadores para regulação da corrente e configuração de parâmetros 
operacionais do circuito integrado. O microfone incluído favorece alguma direccionalidade, 
apresentando um comportamento consistente com um padrão polar cardióide. A amplifica-
ção é indispensável dado que a voltagem da saída directa do microfone não é suficiente para 
reconhecimento pelo processador, e o controle de volume de saída permite adequar o grau 
de amplificação às condições ambientais. O volume de saída não deve confundir-se com 
variação de ganho no estádio de amplificação, que neste dispositivo é fixo.
A alimentação de 5 V para o módulo é fornecida pelo próprio Arduino, ao qual os dados de 
captação são devolvidos por um cabo ligado a um dos pinos analógicos (0 a 5). Estes dados 
consistem numa voltagem de 0 a 5 V que o processador converte num valor inteiro entre 0 
e 1023. Este intervalo, correspondente aos 8 bits em que opera o processador, define a reso-
lução que podemos explorar no código.
Tratando-se de um circuito bastante simples, foram testadas variações deste sistema com 
circuitos integrados alternativos: o LM324 e o LM386. Ambos são amplificadores opera-
cionais, com algumas diferenças na sua configuração e aplicação. O LM324 destaca-se 
por oferecer quatro circuitos de amplificação independentes no mesmo chip, enquanto o 
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LM386 oferece apenas um com mais possibilidades de configuração, permitindo embora 
um circuito adicional extremamente simples. Esta primeira construção de um pequeno 
dispositivo, desde o seu planeamento até a concretização material e testes, proporciona a 
primeira oportunidade de confrontar teoria e prática, permitindo descobrir desafios não 
previstos e testar um primeiro ciclo completo de desenvolvimento.
3.3.1 Amplificador operacional com LM324
Seguindo a metodologia estabelecida, começamos por recolher informação sobre o chip 
a partir da sua ficha de especificações e em exemplos de aplicação documentados online, 
reunindo em seguida os componentes acessórios exigidos ao bom funcionamento do dispo-
sitivo. Escolhemos a versão PDIP por se adequar ao trabalho em breadboard e facilitar a 
montagem posterior numa placa definitiva. Começamos por testar o circuito em bread-
board com um potenciómetro de 100 R para ajustar o ganho na amplificação. Foi decidido 
usar nesta montagem um ganho de 200 vezes, um valor elevado, para captar sons mais 
distantes ou de baixa amplitude. Feita esta regulação, montamos definitivamente o circuito 
numa pequena placa onde mantivemos um trimmer de 10 R para regulação do volume de 
saída e adicionamos pinos para encaixe em breadboard ou outra placa. O funcionamento 
revelou-se aquém do desejado: a amplificação mostra-se excessiva, produzindo saturação 
e distorção com níveis de entrada mais elevados, e algum ruído que advém muito prova-
velmente de uma montagem precária com ligações demasiado próximas no lado inferior 
da placa. Embora tenhamos garantido a ausência de curto-circuitos ou pontos de contacto 
indesejados, mantendo os cabos isolados nas sobreposições e testando exaustivamente a 
continuidade25 entre cada ponto de ligação com o multímetro, atribuímos à montagem uma 
25  Em electrónica, há continuidade quando existe ligação física e condutividade entre dois pontos de um circuito.
Fig. 9: Construção de amplificador operacional com IC LM324.
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influência negativa no som produzido. Esta conclusão resulta da comparação com os resul-
tados obtidos em breadboard e após verificação das ligações, do teste de cada componente 
em funcionamento, da medição de corrente e voltagem nos pontos de entrada e saída. Com 
as lições aprendidas, tentamos uma segunda versão com outro circuito e uma montagem 
diferente.
3.3.2 Amplificador operacional com LM386
Aqui optamos por um circuito compacto com um ganho mais moderado de 100 vezes, 
também fixo. Novamente depois de consultar a ficha de especificações do circuito inte-
grado e investigar casos de utilização, excluímos o potenciómetro de regulação do volume 
de saída, que pode ser adicionado em linha, para simplificar o circuito e ganhar espaço. 
Incluímos terminais para encaixar um microfone ou ligar cabos conforme necessário. 
Afastamos fisicamente os pontos de entrada e saída, e usamos outra estratégia de monta-
gem dos componentes, que descrevemos em seguida. A placa usada, idêntica à do exercício 
anterior, tem furos já ligados entre si em grupos de três. Antes isolamos todas as ligações, 
cortando-as com incisões de lâmina, para depois estabelecer pontes entre os componentes 
conforme o esquema preparado. Desta vez dispusemos os componentes de forma a tirar 
partido dessas ligações, cortando apenas as indesejadas, e minimizando a necessidade de 
criar novas pontes. Quando isso foi necessário, usamos os terminais dos próprios compo-
nentes em vez de os cortar rente, eliminando apenas o excesso depois deste processo. Isto 
reduz drasticamente a massa de solda necessária e a proximidade entre ligações. Graças 
ao circuito mais simples, ao ganho reduzido e a uma montagem mais sã, verificamos uma 
amplificação limpa e progressiva, sem distorção e com ruído muito reduzido.
Fig. 10: Construção de amplificador operacional com IC LM386.
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3.3.3 Visualizações
Uma vez constituída uma base de trabalho estável com captação de som e saída de vídeo 
funcionais, passamos à análise dos dados em processamento e ao estudo das possibilidades 
de conversão. Tendo presentes as funções disponíveis na biblioteca TVout, podemos come-
çar a utilizá-las de forma a tirar partido dos dados colhidos pelo microfone. O primeiro 
processo trata de ilustrar estes dados de forma linear, para analisar em que medida a compo-
nente visual pode evidenciar relações de causalidade. Neste exercício é desenhado um 
círculo no centro do ecrã, cujo raio é directamente proporcional ao nível de som recebido.
Esta visualização permite já quantificar o som recebido e observar a sua ausência. O pulsar 
do círculo reflecte imediatamente os estímulos sonoros produzidos em intensidade e dura-
ção. Algum ruído é visível em flutuações do círculo nas suas dimensões menores, sendo 
necessário identificar o que corresponde a sons normalmente ignorados (ruído de fundo, 
ressonâncias) ou a interferências no circuito, externas ou consequentes do design do próprio 
dispositivo. Note-se que numa fase de prototipagem não esperamos atingir condições de 
alta fidelidade, especialmente tendo em conta o carácter rudimentar da tecnologia usada. 
Contudo, analisando o resultado do teste desta visualização, outro problema é identificado: 
os sons mais breves são muitas vezes ignorados, não produzindo efeito na visualização. Para 
diagnosticar este problema, desenvolvemos outra forma de visualização, que permite obser-
var a captação num intervalo de tempo.
Fig. 11: Primeiro sketch para visualização do nível de entrada de som.
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Esta visualização percorre o eixo horizontal ao longo do tempo, representando no eixo 
vertical a intensidade de som captado. Mantivemos a linha horizontal sempre presente 
como indicador de avanço do tempo, uma vez que a sua ausência quando não houvesse 
som captado deixaria em dúvida a própria execução de código. O registo temporal faci-
lita a identificação de discrepâncias entre o som percebido e a sua tradução visual, além 
de proporcionar uma ilustração mais progressiva de variações na intensidade. A resolu-
ção gráfica limitada com que trabalhamos, 128 píxeis horizontais, é escassa para traduzir 
som em tempo real com grande precisão, especialmente quando o código não está ainda 
a armazenar informação adicional que possamos ampliar. Tal como num osciloscópio, ao 
reduzir o tempo que o marcador demora a percorrer a totalidade do ecrã, aumentamos um 
pouco a fidelidade de amostragem mas reduzimos naturalmente o intervalo de análise e o 
tempo disponível para efectuá-la, já que cada novo varrimento do ecrã apaga o registo ante-
rior. Ainda assim, esta forma de visualização permite-nos observar que a amostragem do 
som captado está a ser feita em intervalos correspondentes à repetição do código (loop), 
perdendo informação entre amostragens. Por este motivo, eventos sonoros ocorridos entre 
amostragens são captados pelo microfone e transmitidos ao Arduino mas não são regista-
dos pelo processador e, consequentemente, não são traduzidos numa representação visual. 
É importante notar que eventos sonoros de muito curta duração poderiam ser captados e 
interpretados pelo código mas ver a sua efectiva representação frustrada pela resolução do 
ecrã. A distinção entre estas dois casos faz-se pela análise de dados em memória. Ao compa-
rar os dados recolhidos com o registo do som, podemos identificar o que foi perdido na 
captação pelo processador ou na resolução gráfica das imagens geradas.
Fig. 12: Sketch de visualização com registo de amplitude no tempo.
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Para superar este problema, testamos a aplicação de um algoritmo para processamento do 
som captado durante o máximo de tempo possível dentro de cada ciclo de execução do 
código. Neste caso, o algoritmo de cálculo RMS (do inglês root mean square, ou valor eficaz) 
que calcula a raíz quadrada da média dos quadrados das amostras armazenadas. Em cada 
ciclo de código haverá inevitavelmente algum tempo no qual não está a ser captado som 
porque se está a proceder à sua análise, ou à execução de outro código. Contudo, dentro 
dos tempos necessários à geração de vídeo com 30 frames por segundo, tentamos com este 
algoritmo maximizar o tempo de amostragem de som em cada ciclo e trabalhar sobre valo-
res mais representativos do som capturado. Em lugar de fazer apenas uma amostragem, o 
programa detém-se no registo de 100 amostras que são depois processadas pelo algoritmo 
RMS. Deste modo, poderemos ter picos menos acentuados ao trabalhar com médias mas 
reduzimos drasticamente a possibilidade de não registar eventos ocorridos.
Na tentativa de obter mais dados para modelar a criação de imagem, testamos também a 
aplicação de transformações de Fourier (Fast Fourier Transformation) para obter níveis de 
entrada correspondentes a frequências específicas. Existem já implementações deste código 
para Arduino mas o seu estado é próximo da prova de conceito, não oferecendo ainda muita 
aplicabilidade pela limitada capacidade de processamento do Arduino e por haver dema-
siado ruído para que o resultado possa gerar valores realmente diferenciadores em cada 
frequência.
Nesta altura já definimos para este dispositivo uma construção estável e uma base de código 
para evoluir. No entanto esta materialização é pouco favorável à utilização fora do contexto 
de laboratório pois implica a ligação física a um periférico de saída e não inspira formas de 
manipulação ou relacionamento com o espaço. Passamos então à montagem de um protó-
tipo portátil e autónomo, que permita utilizações espontâneas em diferentes locais. Para 
cumprir estas características é necessário que o protótipo contenha um ecrã próprio, de 
dimensão apropriada à manipulação, e fonte de alimentação interna.
Para esse fim aplicamos um ecrã LCD de 3,5 polegadas com entrada de vídeo analógica 
e alimentação de 12 V, comercializado para instalação em automóveis como monitor de 
câmaras de recuo. Uma vez que o Arduino apenas fornece 5 V para dispositivos externos, 
recorremos a uma comum pilha de 9 V para alimentar o Arduino e o ecrã. Esta solução foi 
possível porque apesar de o ecrã exigir 12 V, encontramos um modelo específico de pilha 
classificada como debitando 9 V que na prática debita 10,8 V quando plenamente carre-
gada, o suficiente para alimentar o conjunto durante cerca de vinte minutos de utilização.
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Para tornar o dispositivo mais compacto, substituímos o Arduino Uno por um Nano, que 
oferece características funcionais próximas num formato consideravelmente mais reduzido. 
Inclui uma porta micro USB, que facilita o debugging e upload de novos programas, e foi 
mantido numa pequena breadboard autocolante para facilitar alterações aos circuitos. Para 
simplificar a construção, eliminamos as fichas e cabos de ligação cativos do ecrã, soldando 
ligações directas.
Por fim, este conjunto foi montado numa caixa acrílica encontrada, cuja tampa oferece um 
encaixe perfeito ao ecrã, no verso do qual foi aplicada a breadboard com o Arduino. A caixa 
oferece um suporte fechado e sólido, cuja abertura proporciona excelente acessibilidade ao 
interior para reprogramação e modificações. Nesta primeira montagem, dado que a caixa é 
translúcida e permite observar o monitor no interior, apenas adicionamos um orifício para 
o microfone e um botão pulsador ligado ao Arduino para alternar entre os modos de visua-
lização previstos no código.
Em seguida, programamos alguns modos de visualização diferenciados, como ponto de 
partida para a exploração de capacidades de processamento e possibilidades de desenho. 
Estas visualizações servem também o propósito de oferecer aos utilizadores, nos testes a 
realizar, diferentes respostas aos estímulos produzidos sobre o dispositivo. No capítulo 
dedicado às observações e análise, apresentamos uma descrição do funcionamento de cada 
programa operacional à data dos testes de utilização.
Fig. 13: Montagem do primeiro protótipo do dispositivo 1.
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3.4 Dispositivo 2
Tal como no primeiro dispositivo, começamos com uma montagem simplificada para esta-
belecer comunicação e causalidade entre vídeo captado e som produzido.
O IDE Arduino inclui já código e exemplos básicos para geração de tons, pelo que optamos 
por usar essa solução imediata para os primeiros testes. Esta configuração requer apenas 
um altifalante, preferencialmente com uma impedância nominal de 8 Ohm, ligado a um 
pino digital do Arduino e protegido de voltagem excessiva por uma resistência de 100 R. 
Observamos por experiência que retirar esta resistência permite distorção e possíveis danos 
permanentes no altifalante.
Nesta montagem corremos diferentes sketches de geração de tons, começando pelo exemplo 
fornecido no próprio IDE Arduino (toneMelody)26 e terminando com o projecto PlayTune 
de Len Shustek. Neste caso usamos o programa Miditones, do mesmo autor, para converter 
para Csource um ficheiro MIDI e assim adquirir mais uma forma de utilizar composições a 
partir de um formato standard.
Testamos também o Wave Shield da Adafruit. Trata-se de uma placa que permite a leitura 
e reprodução de ficheiros de som no formato WAV (mono, 22 kHz, 12 bit), a partir de um 
26  Código criado por Tom Igoe, em Janeiro de 2010.
Fig. 14: Primeiro protótipo do dispositivo 1.
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cartão SD. Mantemos este shield como uma opção a considerar apesar de exigir o uso de 
uma biblioteca de código algo lenta e pesada, além da limitação óbvia a um conjunto de 
sonoridades predefinidas que tornariam o resultado final algo próximo de um sampler.
Validado um primeiro sistema de geração de som, passamos à captura de imagem, antes de 
trabalhar a sua combinação.
A aquisição de vídeo exige uma montagem mais elaborada e hardware específico. 
Investigando opções já existentes, encontramos apenas duas: o Eye Shield de David Chatting 
e, baseado neste, o Video Experimenter Shield de Michael Krumpus. Ambos são construí-
dos em torno de um circuito integrado LM1881, designado como “video sync separa-
tor”. Este circuito isola do sinal vídeo os dados de sincronização, permitindo interpretar 
apenas os sinais correspondentes à constituição da imagem captada, e digitaliza o sinal, 
cuja sincronização é demasiado rápida para os tempos de leitura dos pinos analógicos do 
Arduino, podendo assim usar-se os pinos digitais para comunicação. Ambos os shields têm 
também em comum a característica de captar vídeo a cores – contudo, o Arduino apenas 
tem capacidade de processamento para interpretar sinais a preto e branco. Embora Chatting 
disponibilize ainda os esquemas de montagem do seu dispositivo, duas características dife-
renciadoras ditaram a escolha de qual utilizar: o Video Experimenter está disponível para 
aquisição, montado ou em kit, o que possibilita a sua utilização como plataforma de referên-
cia, e inclui também circuito para saída de vídeo que permite monitorização sem latência 
relevante. Esta monitorização, embora não seja necessária para o dispositivo final, é extre-
mamente útil durante a construção e debugging. É importante também referir que os autores 
disponibilizam livremente os esquemas e código base para estes circuitos, permitindo a sua 
reprodução, o que permite construir posteriormente versões modificadas e mais económi-
cas, apenas com os componentes relevantes.
Fig. 15: Exemplo de circuito para saída de som.
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Para levar vídeo ao Arduino, além deste hardware, precisamos de uma câmara. Começamos 
por usar uma câmara JVC Everio GZ-MG555, apenas por estar imediatamente disponível. 
Ligando a câmara ao conjunto Arduino + Video Experimenter Shield, corremos um dos 
sketches de exemplo distribuídos com o shield (video capture) e ligamos à saída de vídeo do 
shield o ecrã LCD do dispositivo 1 para monitorização. O conjunto funcionou como espe-
rado, mas esta configuração está longe da ideal para um dispositivo fácil de usar.
Entre as numerosas opções possíveis, optamos por testar câmaras normalmente utiliza-
das em sistemas de vigilância. Além de económicas são compactas, o que deixa em aberto 
mais possibilidades de montagem. Alguns modelos incluem iluminação infravermelhos, 
permitindo a utilização em ambientes sem iluminação visível ao olho humano. Têm 
geralmente ganho automático (equivalente digital a controlo de exposição), favorecendo 
um funcionamento optimizado em ambientes diversos. Dependem de alimentação externa 
e por isso encontramos modelos com requerimentos variáveis. Finalmente, têm uma quali-
dade de imagem relativamente baixa mas uma vez que vamos apenas processar as imagens 
Fig. 16: Eye Shield (imagem por Alex Healing) e Video Experimenter Shield.
Fig. 17: Primeira montagem do circuito de aquisição de vídeo.
53
a preto e branco numa resolução de 128 por 96 píxeis, esse factor não é especialmente 
prejudicial.
Encontramos câmaras deste tipo nas lojas online mais conhecidas e optamos pelos modelos 
mais básicos e económicos, uma vez que iremos eliminar peças desnecessárias à utilização 
enquanto componente de outro dispositivo.
Estabilizada a configuração de componentes, voltamos ao código para estudar o potencial 
da aquisição de vídeo, com o objectivo específico de recolher dados aplicáveis à geração 
de som. Começamos por usar os vários exemplos fornecidos com o Video Experimenter 
Shield, que essencialmente facultam o acesso básico às suas funcionalidades. Em conjunto 
com uma versão modificada (pelo autor do shield) da biblioteca TVout estes sketches permi-
tem a captura de vídeo em tempo real, a detecção de zonas de maior contraste lumínico, a 
sobreposição à imagem capturada da imagem interpretada pelo Arduino ou outros gráficos 
gerados (visível através da saída vídeo incluída) e a descodificação de legendas incluídas no 
teletexto em transmissões de televisão. Após análise dos exemplos foi escolhido o método 
de detecção de contraste, por permitir trabalhar com área, coordenadas e movimento. Ao 
detectar a zona de maior (ou menor, modificando o código) luminosidade no campo regis-
tado, obtemos a área definida pelo quadrilátero regular que a contém, as coordenadas dos 
seus vértices e a deslocação no plano do ecrã. Estes parâmetros oferecem um conjunto de 
variáveis para utilizar como parâmetros para a geração de som.
À semelhança do sucedido com o primeiro dispositivo, atingimos nesta fase a necessidade 
de uma montagem mais propícia a testes de utilização. Reunidos os componentes e definida 
a base de código, procuramos uma construção sólida, rápida, económica e modificável. 
Escolhemos reutilizar uma embalagem de cartão canelado, proveniente de um electrodo-
méstico, com dimensões adequadas aos componentes a montar. No interior foram coloca-
dos alguns suportes, fabricados também em cartão, que permitem encaixar as principais 
peças ou usar outras formas de fixação não definitiva ou destrutiva como braçadeiras de 
plástico. Adicionamos uma pequena breadboard para gerir modificações e ligações adicio-
nais. Nesta montagem incluímos o ecrã LCD para monitorização do vídeo a partir do qual 
geramos som, apesar de este não estar previsto para o dispositivo final: cumpre aqui apenas 
o papel de monitorização aquando da execução de código. Para a saída de som utilizamos 
um altifalante blindado, proveniente de uma televisão avariada, que oferece a vantagem de 
reduzir interferências electromagnéticas entre este e os restantes componentes.
54
Observando o conjunto montado, podemos constatar que falta apenas o microfone aos 
ingredientes do primeiro dispositivo. Uma vez adicionado, conseguimos uma base de expe-
rimentação para ambos, bastando para isso programar o Arduino com o código corres-
pondente. Tendo já uma montagem anterior do dispositivo 1, garantimos também a 
possibilidade de testar interacções entre os dois.
Montamos na caixa os componentes de forma a manter facilmente acessíveis alguns elemen-
tos como a porta USB para programação e a tomada de alimentação. Deste modo limitamos 
a intervenção no interior a modificações estruturais. Para tornar o dispositivo mais portátil 
e fácil de manipular, incluímos alimentação própria através de duas pilhas de 9 V. Embora 
fosse possível ligar as pilhas em paralelo para prolongar a sua longevidade e aumentar o 
débito de corrente disponível, preferimos mantê-las separadas, usando uma para alimen-
tar apenas o ecrã e outra para o Arduino e restantes componentes. Isto permite alimentar o 
ecrã enquanto usamos o Arduino com alimentação via USB, ou usar um transformador de 
corrente alterna para o ecrã, evitando o desgaste de pilhas.
Fig. 18: Construção do primeiro protótipo do dispositivo 2.
Fig. 19: Primeiro protótipo do dispositivo 2.
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No exterior colocamos mais alguns controladores que reproduzem a funcionalidade de 
componentes no interior, apenas facilitando o seu acesso. Um botão (branco) para cortar a 
alimentação das pilhas, um botão pulsador (azul) para reset do Arduino, um botão pulsador 
(azul) para mudar entre modos de visualização equivalente ao do primeiro dispositivo, um 
potenciómetro (botão rotativo) para ajustar o volume de saída de som no altifalante, e final-
mente um botão de três posições (preto) para alternar entre os modos de funcionamento 
do Video Experimenter: saída de vídeo gerado pelo Arduino (para dispositivo 1) ou saída 
do vídeo registado a partir da captação da câmara (dispositivo 2). Considerámos também 
incluir uma entrada de linha para usar microfones externos ou som gravado. Deixámos esta 
possibilidade de lado nesta fase por ser de maior interesse o desenvolvimento de um dispo-
sitivo capaz de gerar resultados relevantes em ambientes sujeitos a interferências.
Atingida uma montagem estável, dedicámo-nos a explorar ligações no código entre os 
dados obtidos pela captação de vídeo e a geração de som. Optamos por gerar sons a partir 
do próprio Arduino, por ser o método mais consistente com a utilização directa do suporte 
tecnológico. Usando um dos pinos PWM (pulse width modulation, ou modulação da largura 
de pulso) da placa, podemos usar este método de modulação da corrente eléctrica para esti-
mular actuadores como altifalantes ou elementos piezo, também conhecidos como besou-
ros. Na montagem ligamos então o altifalante ao pino 11 do arduino, introduzindo uma 
resistência de 100 R no pólo positivo para protecção contra excesso de corrente, prevenindo 
assim danos físicos ao altifalante. Para activar o altifalante usamos a função tone(), que 
compila a frequência pretendida de modo a gerar a modulação adequada no pino de saída. 
Tendo um valor de frequência como variável, estabelecemos uma correspondência entre 
Fig. 20: Vista dos controladores externos.
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este e a coordenada horizontal do centro da maior área de luminosidade detectada. Esta 
associação permite assim variar a frequência do tom entre 8 e 1024 Hz, correspondendo a 
uma coordenada entre 1 e 128 píxeis no ecrã.
Observamos nos primeiros testes que a geração de tons pelo Arduino interfere severamente 
nas rotinas de geração de vídeo, devido à utilização concorrente dos temporizadores exis-
tentes no processador. O resultado desta interferência é uma maior lentidão na captura 
de imagem, perdendo assim fidelidade na captura de movimento e variabilidade instan-
tânea na geração de som. Para reduzir este efeito, criamos um intervalo de quatro píxeis 
na análise da imagem capturada, o que significa que ao percorrer o ecrã píxel por píxel, 
da esquerda para a direita em cada coluna e de cima para baixo em cada linha, apenas um 
em cada quatro píxeis é analisado para detecção de luminosidade. Este intervalo permite 
recuperar velocidade de análise reduzindo o recurso aos temporizadores do processador, 
trazendo o benefício adicional de contornar a actuação sobre zonas de luminosidade dema-
siado pequenas. Conseguimos assim um melhor controlo sobre intervalos de silêncio entre 
a geração de tons. 
A ligação de outras variáveis a parâmetros do som gerado, em programações seguintes, 
permitirá adicionar complexidade e controlo sobre os resultados obtidos. Contudo, e apesar 
da grande curiosidade sobre as possibilidades imediatamente aparentes, este estado de 
desenvolvimento constitui um momento favorável ao fecho do ciclo de produção, permi-
tindo já a utilização dos dispositivos no enquadramento da sua caracterização conceptual. 
Após um resumo funcional dos dispositivos, preparamos testes de utilização para posterior 
análise, que elaboramos no capítulo seguinte.
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Observações e análise
Nesta análise começamos por resumir as características operacionais dos dispositivos cons-
truídos. Em seguida, apresentamos um breve apontamento de resultados obtidos com um 
grupo de teste em diferentes cenários. Numa leitura crítica destas experiências, observamos 
como reflectem o potencial dos meios envolvidos para diferentes formulações processuais 
e respondem às questões de investigação colocadas. Por fim, abordamos as ramificações 
práticas imediatas.
4.1 Máquinas para fazer coisas
No capítulo anterior, acompanhamos em detalhe o processo de construção dos disposi-
tivos,  em direcção ao que foi definido na sua caracterização conceptual. Ao longo deste 
processo, desenvolvemos também a programação das suas propriedades operacionais. 
Descrevemos em seguida os modos de operação criados e usados em testes.
4.1.1 Primeiro dispositivo
Para o primeiro dispositivo, desenvolvemos programas para vários modos de visualização 
do som captado. Os primeiros programas, como vimos, cumprem o propósito de testar 
o dispositivo e estabelecer relações causais entre estímulo e resultado. Em programações 
seguintes aplicamos técnicas adicionais, como a utilização de bitmaps, e iniciamos uma 
exploração livre do potencial estético e de actuação. Todos os programas que descrevemos 
em seguida executam uma forma de visualização da intensidade do som captado e estão 
limitados à utilização de preto e branco numa grelha de 128 por 96 píxeis. Todo o código 
criado está disponível para download na wiki dedicada a este projecto.
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Programa 1
Este modo aplica o nível instantâneo de entrada de som ao diâmetro de um círculo, centrado 
no ecrã. O círculo assume o diâmetro de um píxel na ausência de som, sinalizando apenas a 
sua presença. A sua dimensão aumenta proporcionalmente ao nível de entrada, correspon-
dendo a dimensão máxima aos limites do ecrã. 
Programa 2
Este programa reproduz uma visualização amplamente usada em programas de edição de 
som, marcando o tempo decorrido no eixo horizontal e o nível sonoro no eixo vertical. O 
tempo é representado pelo deslocamento horizontal do registo, da direita para a esquerda. 
O nível de entrada é indicado, em cada amostragem, pela extensão de uma linha vertical 
com largura de um píxel. Também aqui a ausência de som é denotada, por um píxel em cada 
amostragem, resultando o silêncio prolongado numa linha horizontal estática cuja presença 
reflecte a continuidade do processamento.
Fig. 21: Exemplos do programa 1.
Fig. 22: Exemplos do programa 2.
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Programa 3
Uma variação do programa anterior, onde substituímos a simulação de uma janela que 
percorre um registo contínuo, pelo varrimento horizontal sucessivo do ecrã. Aqui intro-
duzimos uma coluna vertical que se desloca para a direita em cada amostragem, deixando 
atrás de si a anotação do som captado e eliminando o registo anterior em cada passagem. É 
aplicado um factor de multiplicação de dez vezes sobre o valor captado, de forma a reflectir 
estímulos menos intensos. O marcador de amostragem indica o decorrer do tempo mesmo 
quando não é assinalada a captação de som.
Programa 4
Neste programa, usamos uma figura facial cuja boca abre proporcionalmente ao nível de 
som captado. Valores acima de dois terços do intervalo de captação activam um registo 
expressivo adicional, visível na figura seguinte, destinado a estimular maior dinâmica na 
utilização. 
Fig. 23: Exemplos do programa 3.
Fig. 24: Exemplos do programa 4.
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Programa 5
A intensidade do som captado é aqui representada pelo número de píxeis iluminados no 
ecrã. Os píxeis são posicionados aleatoriamente e descem a uma velocidade fixa, deixando 
o ecrã vazio na ausência de som.
Programa 6
Este programa desenha blocos rectangulares cuja área é proporcional à intensidade de som 
captado. O posicionamento é aleatório, bem como a relação entre os lados. Na sobreposição 
de rectângulos, os píxeis são invertidos. Em cada amostragem, a área de desenho é deslo-
cada um píxel em direcção aleatória, eliminando os píxeis que excedem os limites do ecrã. 
Os píxeis activos são eliminados na ausência de som captado.
Programa 7
Este programa introduz algumas alterações ao anterior. A área de desenho não é deslocada 
e a eliminação de píxeis é feita à razão de um por cada amostragem, num ponto aleató-
rio. Resulta daqui uma acumulação de registos cuja variabilidade é progressivamente mais 
Fig. 25: Exemplos do programa 5.
Fig. 26: Exemplos do programa 6.
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granular e, portanto, menos evidente. A aparência geométrica é gradualmente substituida 
por uma textura onde as formas originais se diluem.
Programa 8
Neste programa testamos funções para desenho de bitmaps no ecrã, prevendo a utilização 
futura de imagens armazenadas e a possibilidade de armazenar imagens geradas durante a 
utilização.
4.1.2 Segundo dispositivo
Como vimos anteriormente, aplicamos no segundo dispositivo a detecção da maior área 
de contraste lumínico na imagem captada, com uma dimensão mínima de 4 por 4 píxeis, 
associando a coordenada do centro dessa área a uma gama de frequências sonoras. Assim 
é gerado um tom diferente em função da posição, no ecrã, da área de maior luminosidade. 
Esta posição pode ser afectada por variações no campo visual registado, ou pela movimen-
tação do dispositivo no espaço. O tom produzido por modulação de largura de pulso é 
Fig. 27: Exemplos do programa 7.
Fig. 28: Exemplos do programa 8.
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monofónico e varia entre 8 e 1024 Hz, correspondendo respectivamente a coordenadas 
entre 1 e 128 píxeis. 
4.2 Coisas feitas com máquinas
Dedicamo-nos agora a algumas anotações sobre testes de utilização dos dispositivos. 
Procuramos diversificar experiências e comparar perspectivas sobre os dispositivos e a 
sua utilização, variando utilizador e lugar.27 Dividimos o grupo em duas partes que tenta-
mos manter equivalentes na sua diversidade. O primeiro subgrupo começou pelo primeiro 
dispositivo, experimentando em seguida o segundo, passando finalmente à experiência 
conjunta de ambos. O segundo subgrupo começou pelo segundo dispositivo, passando 
depois ao primeiro e por fim ao conjunto. Planeamos esta inversão para identificar os efei-
tos da experiência de cada dispositivo sobre a descoberta do seguinte.
Confirmamos que, ao abordar um dispositivo ou sistema desconhecido, os participantes 
começam por explorar características, improvisar actividades e avaliar a resposta às expec-
tativas geradas (Ribas 2011, 226). Esta postura de teste começa por um levantamento das 
propriedades físicas do dispositivo, tentando intuir funções a partir da sua forma geral 
e elementos particulares como botões ou ecrãs. É nesta altura que surgem as primeiras 
perguntas, especialmente sobre a funcionalidade: o que é, o que faz, para que serve. 
Observamos que o tipo de construção usada, com recurso a embalagens e botões reutili-
zados, inspira um estado de dúvida e conduz os utilizadores a estruturar a abordagem em 
faseamento, sistematização (repetição) e verificação. Primeiro os controladores disponíveis 
27  Em anexo a este documento, incluímos uma caracterização deste grupo e um registo das anotações efectua-
das durante os testes.
Fig. 29: Exemplos de monitorização no segundo dispositivo.
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são experimentados um a um, na tentativa de identificar funções específicas e efeitos sobre 
os resultados. Depois a experimentação é sistematizada em combinações e sequências de 
acções, na procura de instrumentalizar o dispositivo e detectar padrões de comportamento. 
Por fim, o próprio dispositivo é usado enquanto controlador, variando parâmetros com 
o seu deslocamento no espaço. A verificação é uma constante em cada passo, na leitura 
comparativa de acções desempenhadas e reacções obtidas. Nesta fase, a actuação do utiliza-
dor tem já um objectivo específico em vista, testando a previsibilidade dos resultados. Uma 
vez conseguido um grau satisfatório de domínio, a auto-confiança do utilizador manifesta-
-se em desafios aos limites operacionais do dispositivo.
4.2.1 Primeiro dispositivo
Pela escassez de controladores e semelhança com máquinas fotográficas, a activação e 
manipulação deste dispositivo não apresentou obstáculos iniciais. Contudo, devido a esta 
semelhança, muitos sujeitos esperaram que o dispositivo apresentasse funcionalidades 
equivalentes. Outros observaram de imediato a ausência de lente, questionando a função 
do orifício dedicado ao microfone, apesar de ser notório que se trata de um protótipo.
O primeiro programa, activo ao ligar a máquina, revela a sensibilidade ao som e as primeiras 
experiências deliberadas envolvem o uso da voz. Nesta altura os sujeitos estão envolvidos 
em questões sobre o teste ou em silêncio. Neste caso, é o som ambiente que revela a opera-
cionalidade do dispositivo. Enquanto alguns procuram o posicionamento do microfone, 
isto não é uma preocupação para outros utilizadores, que dirigem a sua acção ao próprio 
ecrã como se este tivesse a dupla função de receptor e emissor: a produção de estímulos 
submete-se à dinâmica visual gerada com os programas. Estes revelam-se mais populares 
Fig. 30: Exemplos de investigação das propriedades dos dispositivos.
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na medida da sua imprevisibilidade, já que esta característica oferece maior resistência aos 
estímulos destinados a testar a repetibilidade de efeitos. Alguns utilizadores usam também 
deliberadamente o silêncio como forma de verificar a fidelidade dos resultados, procurando 
a eventualidade de ruído interno ao dispositivo.
Durante o teste, alguns sujeitos manifestaram-se curiosos sobre a possibilidade de conse-
guir registos permanentes, capturas directas dos visuais gerados. Esta função poderá ser 
conseguida no futuro, armazenando capturas do ecrã em memória não volátil.
Os sujeitos que testaram previamente o segundo dispositivo afirmaram obter uma maior 
diversidade de resultados com o primeiro, revelando mais abertamente alguma dificul-
dade ou inibição em produzir estímulos apropriados a alguns dos programas, recorrendo 
por vezes a peças musicais ou finalmente cedendo a sua intervenção ao som ambiente, ao 
segundo dispositivo ou à intervenção de terceiros.
4.2.2 Segundo dispositivo
O segundo dispositivo revelou-se mais intrigante e problemático. A construção em cartão 
distancia-o de referências familiares e os botões acessíveis não oferecem indícios sobre a 
sua funcionalidade a utilizadores menos familiarizados com dispositivos experimentais. 
Enquanto a anotação do botão destinado a ligar o dispositivo foi eficaz na grande maioria 
dos testes, os restantes exigiram explicações, embora não sendo estritamente necessários à 
funcionalidade essencial.28 A inscrição “tuning” presente no potenciómetro de controlo de 
28  Para uma descrição funcional dos botões presentes no exterior do segundo dispositivo, consultar o capítulo 
dedicado ao seu desenvolvimento prático.
Fig. 31: Exemplos de utilização do primeiro dispositivo.
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volume29 remete para a captação de rádio, o que sugere a alguns utilizadores o propósito 
dos orifícios para o altifalante. Ao activar o dispositivo e iniciar a produção de som, estes 
equívocos são eliminados mesmo para aqueles que não observaram a inscrição no botão de 
volume ou a furação para o altifalante.
Inicialmente mantivemos o ecrã desligado, entretendo a expectativa de captar sinal de 
rádio. Este engano é esclarecido no instante em que é percebida a alteração do volume de 
som ao rodar o botão, dividindo-se neste ponto o grupo de teste. Os utilizadores menos 
familiarizados com meios tecnológicos não reconhecem outros elementos presentes, como 
a câmara. Neste caso a experiência de utilização é mais passiva, superficial e breve. No outro 
extremo do grupo, composto por sujeitos mais jovens ou experientes na análise de meios 
tecnológicos, verificamos uma exploração mais cuidada de cada pormenor do dispositivo. 
Aqui é notada a presença de uma câmara e questionada a sua função. O orifício adjacente à 
câmara, por analogia com o primeiro dispositivo, sugere também a existência de microfone. 
Explicamos nesta altura a dupla personalidade do aparelho e a razão de haver componentes 
inactivos.
As primeiras acções sobre o dispositivo envolvem o uso das mãos frente à câmara e peque-
nos movimentos do dispositivo. Apesar de ser percebida a sensibilidade óptica do disposi-
tivo, em alguns casos o efeito gerado é associado às propriedades da fonte de estímulo, não 
sendo presente a ideia de uma imagem representativa. A ausência de monitorização implica 
o desconhecimento da distância focal em utilização, pelo que a relação percebida do dispo-
sitivo com o espaço é independente daquilo que a câmara possa ou não captar, podendo 
caracterizar-se como um cone difuso, com um eixo central e limites indefinidos.
29  Esta inscrição deve-se à reutilização de um manípulo retirado de um rádio avariado.
Fig. 32: Utilização do segundo dispositivo com ecrã inactivo.
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Esta percepção é drasticamente alterada com a activação do ecrã, onde se pode observar a 
imagem analisada em cada amostragem para produção de som. A correspondência entre 
imagem e campo visual registado conduz a uma instrumentalização do dispositivo. Nesta 
fase os sujeitos exteriorizam a tecnologia e focam a sua actividade na exploração sistemati-
zada do seu funcionamento, investigando a sua dinâmica, previsibilidade e mesmo procu-
rando uma afinação como se de um instrumento musical se tratasse. Mantém-se no entanto 
um agrado pela expressividade gestual na utilização do dispositivo, que leva boa parte 
dos sujeitos a percorrer alguma distância na procura de espaços favoráveis ao resultado 
pretendido.
O recurso ao primeiro dispositivo como fonte de estímulo foi um acto instintivo para os 
sujeitos que já o tinham testado. Discutimos em seguida os resultados desta combinação.
Fig. 33: Activação do ecrã no segundo dispositivo.
Fig. 34: Experimentação expansiva pela leitura de espaços e superfícies.
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4.2.3 Utilização conjunta
O funcionamento dos dois dispositivos prevê uma capacidade de interferência mútua, 
objecto da fase final da experimentação. Nos momentos anteriores, foi observado um maior 
investimento nos resultados visuais, impressão reforçada pela activação do ecrã no segundo 
dispositivo e pela observação de como se reconfigurou a sua experiência. Curiosamente, em 
ambos os subgrupos, a utilização conjunta levou a maioria dos sujeitos a focar a sua acti-
vidade na procura de resultados sonoros, instrumentalizando para esse fim a produção de 
imagens no primeiro dispositivo. Foram extraídos resultados mais diversos por aqueles que 
variaram o posicionamento relativo dos dois dispositivos e complementaram a interferên-
cia mútua destes com estímulos externos deliberados. A combinação inicia-se geralmente 
pela procura de um posicionamento óptimo para a interacção exclusivamente entre dispo-
sitivos, testando a sua capacidade de diálogo. Depois de observado este comportamento são 
introduzidos factores externos como sons adicionais ou luzes. Paralelamente, são experi-
mentados diferentes resultados mudando o programa em execução no primeiro dispositivo.
O programa 1 foi especialmente útil a manipulações mais previsíveis. Deslocando o círculo 
no espaço os utilizadores conseguiram posicioná-lo de forma a gerar o tom pretendido. 
Por outro lado, o programa 7, pela sua saturação textural, não se mostrou particularmente 
adequado à leitura pontual feita pelo segundo dispositivo até ser afastado o suficiente para 
ser usado como o programa 1. Entre estes extremos, o programa 5 foi aquele em que a maio-
ria dos sujeitos se deteve mais tempo. A razão indicada foi o maior equilíbrio entre a actua-
ção do utilizador e a dos próprios dispositivos, favorecendo um processo descrito como 
colaborativo entre utilizadores e máquinas. Houve apenas uma ocorrência espontânea de 
utilização simultânea dos dois dispositivos por utilizadores diferentes, com o sujeito 7.




Os programas desenvolvidos para o primeiro dispositivo são primordialmente denotativos 
do processo que executam, apresentando uma resposta linear e progressiva. Enquanto os 
primeiros se limitam em grande medida a esta função, ao avançar para programas seguin-
tes observamos que é dedicado mais tempo à sua exploração por parte dos utilizadores. No 
caso do segundo dispositivo, a riqueza tonal limitada conduz à procura de fontes de estí-
mulo capazes de gerar ritmos e sequências.
Sendo todos os programas activados e conduzidos pelos dados captados, estando portanto 
limitados a reagir à presença de dados contidos nos parâmetros que o dispositivo conse-
gue interpretar,30 serão as propriedades estéticas e dinâmicas dos resultados, em conjunto 
com as possibilidades oferecidas de intervenção sobre estes, a determinar a variação de 
empenho na exploração de cada diferente programa ou dispositivo. Podemos apontar o 
carácter evocativo e até nostálgico do preto e branco, o potencial recreativo da figura facial 
que remedeia um discurso ou da aleatoriedade acrescentada no sexto programa, ou ainda 
as propriedades instrumentais do segundo dispositivo. Contudo, a análise dos resultados 
produzidos pela utilização dos dispositivos não será completa sem considerarmos a influên-
cia das suas propriedades materiais, como veremos em seguida.
4.3.2 Experiência objectual
O design de dispositivos para fabrico e consumo em massa obedece a um conjunto de espe-
cificações precisas, definidas segundo funcionalidades previstas. Enquanto serve propósi-
tos económicos, esta prática visa garantir estabilidade e uniformidade de funcionamento. 
Sem prejuízo de aspectos diferenciadores e questões de usabilidade, a configuração física 
contempla, em grande medida, paradigmas tranquilizadores que sinalizam funções. Neste 
sentido, aceitamos que a apresentação física de um novo dispositivo comunica algo sobre as 
suas propriedades operacionais, por analogia com dispositivos semelhantes, ainda que esta 
analogia possa ser, deliberadamente ou não, enganosa. Como vimos inicialmente, a confi-
guração física desenvolvida afasta-se de um contexto comercial, servindo prioridades de 
ordem prática: construção rápida, de baixo custo e facilmente modificável. A usabilidade 
30  A gama de frequências a que o microfone do primeiro dispositivo é sensível, 10 Hz a 20.000 Hz, ou o 
mínimo de 0,1 lux exigidos pelo sensor da câmara no segundo dispositivo.
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ou caracterização funcional, do ponto de vista de design de produto, não foram por esse 
motivo uma prioridade. Inversamente, planeamos utilizar protótipos como forma de inves-
tigar possíveis reconfigurações futuras dos dispositivos, em função das experiências obser-
vadas. Esta intenção, bem como o carácter experimental das construções, não pode nem 
pretende isentar os dispositivos das suas propriedades físicas, ou do papel destas na expe-
riência geral.
O primeiro dispositivo sugere pistas sobre o seu funcionamento, como vimos, por ser simi-
lar a uma máquina fotográfica. O botão para mudança de programa sugere o accionamento 
de um obturador, impressão reforçada pelo posicionamento do ecrã. Esta semelhança 
condiciona a forma de manusear o dispositivo e a interpretação da sua experiência: por 
um lado, ao esperar que um dispositivo tenha um determinado comportamento ou função, 
agimos sobre ele de forma correspondente, reduzindo uma predisposição experimental. Por 
outro, a curiosidade desperta pelos resultados e a escala do objecto conduzem a uma utiliza-
ção individual, introspectiva, orientada para o próprio utilizador: este interpreta a resposta 
da máquina como uma participação no diálogo que conduz.
O segundo dispositivo não comunica uma funcionalidade evidente (com excepção do botão 
de volume, como vimos anteriormente), causa dúvida e hesitação, obrigando o utilizador 
a uma improvisação exploratória. Uma vez ultrapassada esta barreira e entendido o proce-
dimento envolvido, observamos que a manipulação física do dispositivo é mais expansiva 
e diversificada, já que a forma do aparelho é suficientemente genérica para não ditar regras 
neste aspecto.31 O alargamento do espaço de experimentação ocorreu de forma espontânea 
por iniciativa dos utilizadores, aproximando a experiência de um processo performativo. 
Neste contexto, o utilizador age não exclusivamente para fruição individual, demonstrando 
satisfação quando a sua actuação é bem recebida por outros observadores.32 
31  O posicionamento de elementos essenciais como a câmara, o ecrã e os botões exercem obviamente algum 
condicionamento sobre a manipulação. Outras disposições seriam possíveis no mesmo contentor, em particular 
a colocação da câmara no mesmo plano do ecrã, virada para o lado oposto. Salientamos que a escolha da con-
figuração usada foi antes de mais ditada pela organização interna dos componentes. Tivemos como primeiros 
objectivos evitar interferências indesejadas, viabilizar a introdução de novos componentes, o que sucedeu em 
várias ocasiões, e a sua substituição por outros. O planeamento da utilização do aparelho contemplou a sua 
usabilidade apenas na medida em que deveria respeitar normas de segurança elementares e possibilitar a sua 
manipulação sem prejuízo do seu funcionamento.
32  Outras formas de intervenção seriam possíveis dadas as características dos dispositivos. A superfície de 
cartão permitiria efectuar registos, como a marcação dos tons obtidos num eixo horizontal adjacente ao ecrã, 
mas nenhum utilizador tomou a liberdade de actuar de forma permanente sobre o dispositivo, embora essa pos-
sibilidade tenha sido mencionada pelo sujeito 3.
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Este contraste, entre um dispositivo introspectivo que apela à intuição e outro expansivo 
que convida à exploração, revela a camada adicional de complexidade trazida pelas proprie-
dades físicas dos dispositivos à interpretação da sua experiência e à leitura dos resultados 
audiovisuais. 
4.3.3 Interpretações
Considerando os dispositivos no seu estado de desenvolvimento actual, concluímos que o 
primeiro apresenta mais potencial ao nível do seu comportamento, enquanto no segundo 
o protagonismo é assumido pelas suas qualidades materiais. Esta diferenciação é salientada 
por uma maior aceitação de glitches.33 Enquanto o primeiro dispositivo é percebido como 
tendo uma configuração deliberada, gerando a expectativa de um funcionamento optimi-
zado, a construção improvisada do segundo potencia a aceitação destes factores, entendi-
dos pelos utilizadores como característicos do aparelho e não estritamente como eventos 
disruptivos indesejados.34 É importante notar que a instrumentalização do glitch ocorre 
apenas depois de activado o ecrã no segundo dispositivo, já que antes deste momento é 
mais difícil identificar a sua ocorrência (graças à sua maior evidência quando visualizado, 
bem como à natureza do som gerado). Ainda assim é interessante observar como constitui 
um ponto de interesse acrescido na manipulação do dispositivo, tendo alguns utilizadores 
procurado deliberadamente registos para causar a sua ocorrência. 
A utilização conjunta dos dispositivos é de especial relevância por amplificar factores como 
o contraste entre os dois, a intervenção do utilizador ao modelar a sua interferência mútua 
e a leitura que este faz do seu papel neste processo. Ao colocar os dispositivos frente a 
frente, e por sua vez estes frente a um utilizador, observamos uma inversão do carácter atri-
buído anteriormente aos dispositivos. Quando utilizados isoladamente, o primeiro dispo-
sitivo é visto pelos utilizadores como mais passivo, exigindo uma acção dirigida ou um 
33  Referimo-nos a glitches puros, resultados de anomalias momentâneas de funcionamento causadas por flutu-
ações de corrente em circuitos, e não a glitches encenados, conforme a caracterização de Moradi (2004, 9-11).
34  Segundo Carvalhais, “Sometimes it is because of glitches that repetitive, monotonous or totally predictable 
processes come to surprise us. It is not when the system behaves properly but rather when it misbehaves that 
our attention is refocused in it. Because digital technologies are acousmatic, and because their code is normally 
not shared with the audience, their operation (on stage or in the studio) tends to become far more opaque. That 
is, unless they glitch.” (2011, 322). A qualidade analógica dos dispositivos será um factor adicional de aceitação, 
por alusão a dispositivos onde a sua ocorrência é, mais do que compreensível, expectável. Referimo-nos a apa-
relhos como uma televisão analógica, onde uma correspondência exacta entre o ecrã e a totalidade do plano da 
imagem fornecida não é a norma, ou um leitor de vídeo analógico, onde deformações momentâneas da imagem 
não são inesperadas. Importa também notar que, embora os dispositivos construídos incluam uma componente 
digital, isto não é aparente para alguns utilizadores, que os caracterizam como essencialmente analógicos.
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ambiente estimulante, enquanto o segundo é descrito como mais activo, capaz de actuar 
com menos intervenção por parte do utilizador, particularmente em exteriores movimenta-
dos. Inversamente, ao actuar um sobre o outro, o primeiro dispositivo é caracterizado pelos 
utilizadores como aquele que actua sobre o segundo, tornando-se então o primeiro activo e 
o segundo, passivo. Esta leitura é sem dúvida influenciada pelo posicionamento mais recor-
rente na utilização conjunta, que consiste inicialmente em colocar o ecrã do primeiro dispo-
sitivo frente à câmara do segundo. Num paralelo ao ponto de vista do utilizador, o segundo 
dispositivo “vê” o primeiro e reage, o primeiro conduz o segundo. Embora isto não seja 
visualmente evidente, a mesma lógica é aplicável à componente sonora: os tons gerados 
pelo segundo dispositivo conduzem os resultados visuais do primeiro, que o “ouve”, que 
não actua sem esse ou outro estímulo sonoro. Contudo este lado do processo não foi tão 
evidenciado pelos sujeitos dos testes conduzidos, revelando assim maior atenção à compo-
nente visual das experiências: no ciclo de interferência mútua, o som gerado é entendido 
como uma confirmação de funcionamento e a instrumentalização desloca-se para a mani-
pulação do primeiro dispositivo, sendo adicionados estímulos sonoros aos obtidos com o 
segundo. Embora este fenómeno não se deva estritamente a propriedades físicas intrínse-
cas aos dispositivos individuais, resulta de um cenário onde os objectos e a sua utilização 
influenciam e reformulam a leitura dos procedimentos envolvidos.
4.4 Considerações
4.4.1 Analogias computacionais
Nesta exploração de alternativas a processos convencionados de trabalho, não nos dedi-
camos especificamente à pesquisa de dispositivos e processos computacionais. Contudo, a 
tecnologia utilizada aproxima-nos desta definição ao assumir algumas das suas característi-
cas, justificando assim esta consideração.
Podemos definir uma placa Arduino, formalmente, como um computador. Possui um 
processador, que contém um sistema operativo de base, permitindo a instalação e execução 
de programas.35 Tem baías de expansão que permitem acrescentar periféricos de entrada 
e saída, ou acessórios com funcionalidades acrescidas. Embora distante dos dispositivos 
35  Actualmente, apenas permite a execução de um programa, em ciclo permanente. A alteração do código 
executado exige a reprogramação da memória de programa do processador, tarefa que um Arduino isolado não 
tem autonomia para efectuar. Contudo, um programa que alterna entre modos de funcionamento distintos pode 
simular a execução de diferentes programas.
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computacionais que povoam hoje o nosso quotidiano, o Arduino reinterpreta o espírito que 
originou produtos como o Apple 1.36 Na medida em que os dispositivos construídos neste 
projecto se servem das propriedades computacionais das placas Arduino, programadas com 
código criado para objectivos funcionais específicos,37 incluem uma componente procedi-
mental: apresentam a capacidade de representar e executar comportamentos condicionais 
(Murray 2012, 51), sendo esta capacidade presente em cada instante da utilização do dispo-
sitivo (Carvalhais 2011, 448).
Podemos também reconhecer uma componente participativa nos dispositivos, em duas 
perspectivas. A primeira concerne à propriedade interactiva proporcionada pelas reac-
ções a estímulos externos,38 que nos conduz a uma inscrição participativa dos meios 
num contexto social. A segunda diz respeito à participação activa de utilizadores em 
meios computacionais, ao propor a construção experimental como um processo aberto e 
partilhado. Como observamos anteriormente, alguns sujeitos do grupo de teste caracte-
rizaram os dispositivos como essencialmente analógicos, o que poderia questionar a sua 
qualidade computacional. Esta observação incide particularmente sobre características dos 
dados captados e dos resultados devolvidos, por comparação a dispositivos familiares como 
televisões com cinescópio e rádios portáteis. Enquanto estes aparelhos podem reproduzir 
fielmente versões lineares dos resultados audiovisuais observados, aparentando desempe-
nhar uma função equivalente, não possuem características que lhes permitissem gerar esses 
resultados segundo os mesmo processos. Adicionalmente, as razões de ordem técnica e 
prática que orientaram a escolha dos meios técnicos usados poderiam igualmente ter sido 
razões de ordem estética. Nesta óptica, a opção por sequências lineares de gráficos de 8 bits, 
geradas por um circuito analógico e interpretadas por um conversor,39 teria certamente o 
efeito inverso: um procedimento não computacional que poderia ser apercebido como tal,40 
36  Referimo-nos especificamente a grupos como o Homebrew Computer Club de S. Francisco (Gauntlett 2011, 
171) e à cultura de nicho circundante, exemplificada em publicações como Juiced.gs: http://juiced.gs/index/v1/
37  Geração de som e vídeo, processos de conversão e interactividade.
38  Embora os dispositivos possam ser abandonados a uma interacção autónoma com o espaço envolvente, 
destacamos aqui a sensibilidade à intervenção deliberada de utilizadores e à riqueza interpretativa acrescida da 
experiência interactiva humano-máquina.
39  Por exemplo, um conversor digital-analógico como os utilizados em televisões modernas para interpretar 
sinais de vídeo analógico.
40  “Although one could discuss whether or not it is possible to identify true computational art forms, as Ste-
ven Holtzman defines them — art forms that one could not even imagine to have been developed without the 
‘calculative capabilities of computers’ (1994, 241) and the expressive possibilities that they open — one can also 
accept that sometimes what we come to identify as being characteristic computer aesthetics do not result from 
an excess but rather from a certain lack of capabilities.” (Carvalhais 2011, 327)
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unicamente pelas suas propriedades estéticas, características de computadores populares 
como o Commodore 64.41
4.4.2 Instrumentos expressivos
Os testes de utilização conduzidos permitiram observar o potencial expressivo dos disposi-
tivos e as formas de instrumentalização improvisadas pelos utilizadores. Segundo Murray, o 
grau de escolha e controlo oferecidos por um dispositivo ou interface determinam a possi-
bilidade de desenvolver técnica e habilidade na sua utilização (2012, 306). Contudo, um 
dispositivo previsível e repetitivo conduz mais rapidamente a um domínio das suas caracte-
rísticas operacionais, enquanto uma maior variabilidade de resultados favorece um repor-
tório de interacções mais alargado ao prolongar a exploração por parte do utilizador. Neste 
sentido, entre acção e gratificação, encontramos expressividade na utilização dos dispo-
sitivos enquanto estes proporcionam doses suficientes de previsibilidade e surpresa. Este 
potencial expressivo está assim mais relacionado com as propriedades do modelo de inte-
racção proposto pelo dispositivo e pela sua configuração física, do que pela sua intensidade 
de processamento (Wardrip-Fruin 2006, 14-15; cit. por Ribas 2011, 215). Enquanto os utili-
zadores são motivados pela obtenção de controlo sobre a operação dos dispositivos e por 
respostas estimulantes às suas acções (Murray 2012, 338), observamos que a integração de 
glitches na utilização do segundo dispositivo constituiu um factor adicional de interesse ao 
complementar intencionalidade do utilizador com a ocasional intrusão benigna por parte 
do aparelho. Finalmente, as propriedades materiais dos dispositivos conferem qualidades 
expressivas aos objectos em si mesmos, contribuindo para interpretações que começam a 
formar-se antes mesmo da sua utilização.
4.4.3 Ferramentas convivais
A convivial society should be designed to allow all its members the most auto-
nomous action by means of tools least controlled by others. People feel joy, as 
opposed to mere pleasure, to the extent that their activities are creative; while 
the growth of tools beyond a certain point increases regimentation, depen-




A crescente capacidade de processamento dos computadores, a sua capacidade de emular 
funcionalidades de outros dispositivos, a sua mutação para dispositivos portáteis, a ligação 
em rede tornada permanente, são factores que abrem terreno fértil para experimentação e 
partilha. Apesar disso, vemos que estas tecnologias são disponibilizadas em configurações 
cada vez mais fechadas e individualizadas. Conquanto seja maximizada a possibilidade de 
partilhar conteúdos produzidos pelos utilizadores, é minimizada a capacidade de partilhar 
conteúdos adquiridos. Esta inibição implica uma opção retirada aos utilizadores e autores. 
Como exemplo, embora os ecossistemas de aplicações móveis permitam a distribuição de 
aplicações gratuitas, não facultam aos utilizadores finais a partilha entre si dessas aplica-
ções, ainda que essa seja a vontade dos seus autores. Os recursos de partilha incidem sobre 
conteúdos e não sobre os meios em si, quer se trate da aplicação ou do dispositivo em que 
esta opera.
A visão presciente de Illich (2001, 20) sobre o desenvolvimento de instrumentos para a cria-
tividade, por oposição a ferramentas para trabalho e consumo, lança bases para modelos 
de actuação que encontram ecos em projectos como a Free Software Foundation,42 a distri-
buição de Linux Ubuntu43 ou a Mozilla Foundation.44 Organizações sem fins lucrativos que, 
com fins diversos, têm em comum modelos de operação sustentáveis, dentro de princípios 
proactivamente orientados para o benefício da comunidade.45 David Gauntlett identifica o 
que podemos considerar três condições gerais para a formação de ferramentas e processos 
conviviais: proporcionar um enquadramento participativo, manter uma postura agnóstica 
quanto ao conteúdo e nutrir um espírito de comunidade (2011, 89-95).46 Acrescentaríamos 
a estas condições uma adaptação da definição essencial de software livre, reconhecendo 




45  Um exemplo extraído da definição de software livre acessível a partir do sítio da Free Software Founda-
tion: “the users have the freedom to run, copy, distribute, study, change and improve the software. With these 
freedoms, the users (both individually and collectively) control the program and what it does for them” (Free 
Software Foundation 2012).
46  As condições que referimos são apontadas por Gauntlett como características do portal YouTube: “a 
platform which offers a framework for participation, but which is open to a very wide variety of uses and con-
tributions, and basically agnostic about the content, which means it has been adopted by a wide range of users 
for a diverse array of purposes. People use YouTube to communicate and connect, to share knowledge and skills, 
and to entertain. They use the community features of the site to support each other and engage in debates, and to 
generate the characteristics of a ‘gift economy’”(2011, 95)(Itálicos do original).
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dispositivos desenvolvidos. Neste espírito, publicamos numa wiki47 o enquadramento deste 
projecto, bem como um relatório da construção dos dispositivos, onde especificamos uma 
licença Creative Commons Atribuição - CompartilhaIgual.48 A mesma licença é aplicada ao 
código criado e aos próprios dispositivos. 
A partilha do código criado para a sua programação, bem como do seu processo de cons-
trução, equipara-se à disponibilização do código-fonte em software livre, ao fornecer os 
conhecimentos necessários à utilização, modificação, reprodução e redistribuição dos 
dispositivos. Abrimos a wiki a participações exteriores como forma de integrar este processo 
num espírito de comunidade alargado, composto por uma vasta rede de sítios similares. 
Esta abertura é indispensável a um fluxo de reciprocidade, propício à partilha de conheci-
mento. Escolhemos por isso uma wiki em lugar de um blogue, por exemplo, por favorecer 
intervenções directas sobre o conteúdo e um desenvolvimento não linear dos relatórios de 
construção. O apelo à participação não se esgota assim na utilização dos dispositivos ou 
nas suas propriedades interactivas, estendendo-se à abertura do seu processo de criação e 
à desmistificação das suas características operacionais. A componente computacional, ao 
permitir reprogramar os dispositivos para diferentes processos operacionais, oferece uma 
base tecnológica agnóstica quanto aos conteúdos audiovisuais trabalhados, na medida em 
que as propriedades físicas em jogo não condicionem a sua contextualização.
O desenvolvimento prático de dispositivos experimentais constitui então um convite ao 
envolvimento de utilizadores na génese de novos dispositivos e não apenas à sua utilização 
enquanto produtos acabados. Neste sentido, podemos arriscar a sugestão de dispositivos 
computacionais enquanto agentes benignos de reprogramação social, actuando para trans-
formar consumidores em agentes culturais activos, gerando assim um valor de utilização 







Neste projecto, propusemos uma exploração prática de dispositivos electrónicos enquanto 
exercício de recuperação da matéria tecnológica como parte integrante de processos cria-
tivos em torno da imagem. Paralelamente ao interesse pessoal na aquisição de capacidades 
para produção de meios tecnológicos, enquadramos este ensaio numa procura de ferra-
mentas abertas para modelos de criatividade partilhada, enquanto alternativas a disposi-
tivos e software em cuja evolução o designer não tem uma possibilidade de intervenção 
efectiva. Recorremos essencialmente a hardware e software livre, assumindo o compro-
misso de disponibilizar a documentação e os resultados deste estudo nos mesmos termos, 
não limitando a sua utilização, modificação, reprodução ou distribuição. Procuramos com 
esta postura contribuir para a promoção de uma cultura de exigência e literacia tecnoló-
gica, ao nível do hardware, num campo onde estes meios constituem um foco de influência 
significativo. Assim, este projecto constitui também um teste à viabilidade da aprendizagem 
técnica necessária.
Definimos, para os dispositivos a construir, um conjunto de condições operacionais a 
cumprir, para que constituíssem uma plataforma de experimentação e um recurso criativo. 
Para além da capacidade de gerar e processar imagem, actuando assim sobre utilizador e 
ambiente, deveriam também aceitar interferência do mesmo utilizador e ambiente, permi-
tindo então trabalhar formas de interacção e gerar interpretações pelos utilizadores. Como 
forma de mediar essa interferência e permitir uma acção variável de ambiente e utiliza-
dor, optamos pela inclusão de canais sonoros. Podendo as imagens criadas servir diferentes 
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propósitos, entre a exploração estética e a representação visual de dados, adicionamos ao 
desenvolvimento dos dispositivos a criação de código para modificar a sua operacionali-
dade, explorando uma componente computacional.
Recolhemos um conjunto de obras próximas do âmbito deste estudo, que consideramos 
abordagens exemplares às problemáticas envolvidas. Vimos como a aproximação progres-
siva entre arte, engenharia e electrónica produz um campo fértil de criação e expressivi-
dade, objecto de permanente expansão e reflexão. Observamos em desenvolvimentos 
recentes uma diluição progressiva da distinção entre engenheiro e artista, num paralelo 
à convergência entre designers e programadores. Através destes exemplos confirmamos 
que a integração da matéria tecnológica em processos criativos introduz novas camadas 
de complexidade que reforçam a relevância e necessidade do estudo prático destes meios. 
Efectuamos também um levantamento de plataformas de prototipagem com características 
técnicas adequadas, seleccionando o Arduino pela sua inscrição na definição open source, 
pela acessibilidade e modularidade, facilidade de programação e conformidade a normas 
da indústria, além de uma extensa comunidade de utilizadores envolvidos em projectos de 
natureza diversa.
Definido o âmbito da exploração e a matéria a utilizar, iniciamos a abordagem procu-
rando uma estratégia metodológica para conduzir o desenvolvimento prático e subse-
quente análise. Dada a natureza do projecto, consideramos a necessidade de contemplar 
o estudo, não apenas dos suportes tecnológicos e dos produtos audiovisuais, mas também 
da sua influência mútua em contextos de utilização. Com base no modelo construtivista de 
Grounded Theory (Charmaz 2000) estruturamos um ciclo de descrição, análise e interpreta-
ção, paralelamente aos desenvolvimentos práticos, potenciando processos de reflexividade 
interna e externa. Para uma visão mais alargada sobre os resultados, complementamos este 
procedimento com testes de utilização. Neste enquadramento avançamos a caracterização 
conceptual dos dispositivos a construir, onde formulamos uma articulação entre o traba-
lho no plano da imagem e o som como elemento de remediação e interferência. Definimos 
dois dispositivos complementares, um para gerar imagens a partir de som captado e outro 
para inverter este processo, gerando som a partir de imagens captadas, permitindo assim 
múltiplas configurações de interacção. Cada dispositivo poderá operar a partir de estí-
mulos ambientais, acções deliberadas de utilizadores, ou combinações destes factores. Da 
mesma forma, ambos poderão receber estes estímulos enquanto interferem um sobre o 
outro. Finalmente, em condições óptimas, os dois dispositivos poderão agir um sobre o 
outro sem interferências externas, ambientais ou humanas. Com base nestas propriedades, 
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seleccionamos componentes apropriados ao trabalho sobre Arduino. Deixamos em aberto 
a configuração física dos aparelhos finais, delegando a sua evolução formal a imperativos de 
ordem técnica e utilitária.
Tendo presentes os objectivos do estudo, os meios técnicos a usar, a abordagem metodo-
lógica a seguir e a caracterização conceptual dos dispositivos a construir, estruturamos as 
etapas de desenvolvimento e processos de documentação a aplicar, passando à concretiza-
ção. Ao longo deste processo descrevemos, em cada ciclo de desenvolvimento e para cada 
dispositivo: a informação recolhida, as opções consideradas, a hipótese a aplicar em cons-
trução, os primeiros testes efectuados a componentes, as primeiras montagens funcionais, 
desafios e limitações encontradas, melhoramentos necessários, técnicas de construção e 
observação do resultado. Entre os obstáculos e sucessos ao longo do caminho, encontramos 
construções que permitem a passagem ao desenvolvimento de código para programar o 
funcionamento dos dispositivos e aplicar procedimentos de conversão entre imagem e som.
Com esta plataforma em mãos, procedemos a testes de utilização com um grupo diver-
sificado de nove participantes. As utilizações revelaram perspectivas adicionais sobre os 
dispositivos, evidenciando a influência das suas propriedades físicas sobre a natureza e 
desenrolar da sua experiência. Embora haja variações significativas entre utilizações por 
diferentes sujeitos, devidas em grande medida a factores subjectivos como a sua personali-
dade, familiaridade com os meios envolvidos ou receptividade a dispositivos experimentais, 
observamos fenómenos recorrentes como a utilização passiva e introspectiva do primeiro 
dispositivo, a utilização mais expansiva e prolongada do segundo, a inversão deste carác-
ter quando utilizados em conjunto, a instrumentalização do segundo quando activada a 
monitorização da imagem captada e a utilização do primeiro como agente sobre o segundo. 
Os registos de maior entusiasmo ocorreram também nas utilizações conjuntas, surgindo a 
questão de se tratar de dois dispositivos ou de apenas um, em duas partes. Neste processo 
de teste e observação constatamos como os dispositivos medeiam os utilizadores e são por 
eles mediados, num ciclo de interferência múltipla cuja direccionalidade, para muitos sujei-
tos do teste, é incerta.
Encontramos assim uma resposta positiva à viabilidade de utilizar open hardware para 
construir plataformas de carácter experimental com componentes procedimentais e audio-
visuais, desenvolvendo em tempo útil dispositivos apropriados a essa função. Contribuímos 
com a produção de ferramentas cuja expressividade não é dependente da sua capacidade 
de processamento, envolvendo os utilizadores num diálogo activo sobre o desenvolvimento 
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futuro dos dispositivos experimentados. Determinamos o seu potencial enquanto base 
de experimentação e suporte de análise, observando como as suas configurações físicas 
acrescentam valor e complexidade a experiências de interacção. Encontramos também, na 
receptividade e curiosidade manifestadas pelos sujeitos de teste abordados, pontes para 
a expansão de uma literacia ao nível do hardware capaz de converter consumidores em 
criadores activos e interventivos, ou no mínimo mais conhecedores e exigentes quanto às 
experiências que lhes são proporcionadas. É especialmente gratificante a perspectiva de 
potenciar estes resultados com base em hardware livre e tecnologias consideradas obsole-
tas, numa época em que o ciclo de consumo supera o da evolução tecnológica.
Limitações
As primeiras limitações reconhecidas são impostas pelas escolhas tomadas a nível de meios 
técnicos: a geração de tons por modulação de largura de pulso, as dimensões dos ecrãs 
usados ou a utilização exclusiva de preto e branco nas imagens trabalhadas. Estas limita-
ções constituem no entanto um desafio criativo, cujo potencial exploramos ao longo dos 
desenvolvimentos.
A principal limitação a um desenvolvimento mais profundo deste projecto será porven-
tura o desafio colocado pela incursão em novos terrenos: a aprendizagem de electró-
nica e a programação de hardware. A montagem de circuitos electrónicos funcionais 
implica o conhecimento de um conjunto de leis essenciais da física, recursos de cálculo, 
familiaridade com as propriedades dos componentes, organização metódica e um nível 
razoável de destreza e precisão manual. Embora não tenhamos desenvolvido um processo 
de aprendizagem autónomo, graças à generosidade de diversos membros de comunidades 
online e à equipa do Laboratório de Criação Digital de Guimarães, o grau de proficiência 
técnica que detemos nesta altura é seguramente limitado ou, pelo menos, relativo. Se este 
factor não é já sentido como impeditivo ao desenvolvimento de um bom número de projec-
tos diversos, uma maior desenvoltura irá seguramente favorecer ciclos de desenvolvimento 
mais rápidos e soluções técnicas estáveis com menos iterações. O debugging de dispositivos 
não é algo que se possa transportar directamente de conceitos aplicados em programação e 
implica considerar, além da utilização correcta dos componentes em margens de segurança, 
possibilidades como componentes defeituosos, especificações erradas e fenómenos físicos 
imprevistos, como interferências ou campos electromagnéticos.
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A componente audiovisual dos dispositivos teria beneficiado de desenvolvimentos adicio-
nais de programação, contemplando programas para enriquecimento de modos de visuali-
zação ou geração de som, utilizando mais parâmetros, dentro das limitações da tecnologia 
usada. Teria sido particularmente interessante aprofundar a capacidade de interacção autó-
noma entre dispositivos, favorecendo a ocorrência de diálogos. Adicionalmente, a necessi-
dade de ajustar a detecção de contraste, verificada em alguns dos cenários onde usamos o 
segundo dispositivo, poderia ser superada pelo recurso a um controlador externo ou pelo 
desenvolvimento de código para automação desse ajuste, através de componentes adicio-
nais. Estas funcionalidades fazem parte de desenvolvimentos futuros, que discutimos em 
seguida.
Continuidade
Numa vertente prática, prevemos no futuro imediato abordar as limitações observadas com 
uma exploração continuada dos dispositivos construídos, desenvolvendo outros modos 
para visualização de som e sonorização das imagens captadas, introduzindo nesta equa-
ção uma componente semântica. A inversão dos procedimentos face aos dados captados 
constitui outra experiência a conduzir, testando dispositivos sensíveis ao silêncio e à ausên-
cia de luz. A construção de configurações físicas alternativas é também um objectivo: por 
exemplo, substituindo o ecrã do primeiro dispositivo por uma tela de grandes dimensões 
para leitura pelo segundo dispositivo, contrariando assim a inversão de instrumentalização 
verificada. Ou ainda, versões com mais parâmetros controlados por botões externos, com 
o fim de avaliar como a complexidade do interface de controlo afectaria a gestualidade na 
utilização. Embora a componente computacional destes dispositivos seja propícia à cria-
ção rápida de diferentes modelos de interacção, temos interesse em testar dispositivos sem 
esta componente, capazes de trabalhar matéria audiovisual em processos semelhantes. Esta 
linha de investigação persegue o conceito de materialização de código, pesquisando dispo-
sitivos com características procedimentais sem elementos geralmente necessários a disposi-
tivos computacionais: uma interpretação literal de hard-coding. Mantemos aqui o recurso a 
soluções tecnológicas livres e abertas, com especial ênfase na utilização directa de compo-
nentes electrónicos, ou eléctricos, em detrimento de produtos e módulos complexos.
Relativamente à utilização de dispositivos, iremos manter a prática de testes e observações, 
com mais sujeitos, para verificar a consistência de eventos recorrentes e alargar a varia-
ção de metodologias de teste. Isto permitirá uma análise mais sólida e melhores recursos 
para validação das interpretações. Ainda no contexto de utilização partilhada, um percurso 
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surgido no decorrer deste estudo, que pode igualmente beneficiar de uma componente 
prática, consiste na integração de dispositivos em contextos performativos. Ao longo dos 
testes observamos em alguns sujeitos o despertar de uma gestualidade ou musicalidade 
espontânea, que iremos continuar a investigar entregando versões futuras dos dispositivos 
a ensaios de diversas formas de expressão artística. A documentação aberta de desenvolvi-
mentos práticos futuros continuará a ter lugar na wiki criada para este projecto (em http://
takio.net/mdi), ou em suportes a esta ligados.
Em continuidade, mantemos a necessidade de aprofundar uma reflexão sobre o desenvol-
vimento de experiências estéticas e suportes comunicativos apoiados na convergência de 
dispositivos físicos e processos computacionais, no sentido de identificar padrões de criati-
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Apresentamos em seguida um breve glossário de termos usados neste documento, como 
apoio à sua consulta. Não pretendendo constituir um glossário enciclopédico da área de 
estudo, omitimos a explicação de termos como hardware e software, assumindo uma fami-
liaridade do leitor com estes termos.
AC — Alternating current, ou corrente alterna. Define um fluxo de corrente eléctrica cuja 
direcção é periodicamente invertida. Esta inversão ocorre num padrão sinusoidal com uma 
frequência de 50Hz (norma europeia).
Amplificador operacional — Tipo de amplificador diferencial, que amplifica a voltagem 
de entrada. Caracteriza-se por uma entrada diferencial e uma saída única. A sua parame-
trização é feita pela adição de componentes externos. Habitualmente disponibilizado como 
circuito integrado.
Array (computação) — Lista ordenada de valores ou atributos, corresponde à alocação de 
dados em memória. Pode ser unidimensional (lista simples) ou multidimensional (lista de 
listas). Em alguns contextos pode ser utilizada como uma variável.
Assembly — Notação na qual cada declaração corresponde directamente a uma instru-
ção do código de máquina específico do processador ou dispositivo a programar. Oferece 
um apoio mnemónico ao código de máquina (binário), tornando-o humanamente legí-
vel. Normalmente caracterizado como linguagem de baixo nível, por se aproximar mais 
do código de máquina do que de uma sintaxe análoga à de uma língua humana familiar. 
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A conversão de Assembly para código de máquina é executada por um assembler. Sendo 
um processo de tradução quase directa, é mais rápido e eficaz do que a compilação de uma 
linguagem de programação de alto nível, proporcionando assim maior optimização dos 
recursos do dispositivo. Por outro lado, a utilização de Assembly requer o conhecimento das 
instruções admitidas pela plataforma ou dispositivo a programar.
Atmel — Fabricante industrial de semicondutores. Produtor da gama ATmega, na qual é 
baseada a plataforma Arduino.
Biblioteca — Em programação, designa um ficheiro ou conjunto de ficheiros de código 
que adiciona funcionalidades a um ambiente de programação, como por exemplo funções 
adicionais de cálculo, a possibilidade de comunicação entre dispositivos ou compatibilidade 
com sistemas proprietários.
Breadboard ou protoboard — Designa um tipo específico de placa de prototipagem. 
Caracteriza-se por uma estrutura de plástico com uma grelha perfurada, que contém carris 
de metal com grampos. Os carris prendem os pinos introduzidos na estrutura de plástico 
e estabelecem ligações de condutividade entre estes, permitindo montagens rápidas e não 
permanentes de circuitos. A grelha de furação segue um distanciamento normalizado de 
2,54 milímetros, para compatibilidade com circuitos integrados destinados a montagens 
permanentes. Observamos aplicações esporádicas do termo “protoplaca” para designar este 
artigo.
Cardióide (microfone) — Tipo específico de microfone cujo padrão polar de captação 
se aproxima da forma cardióide (assim designada pela sua semelhança com a representa-
ção gráfica simplificada de um coração), apresentando sensibilidade predominantemente 
frontal.
Circuito integrado — Componente que integra no seu interior vários outros componen-
tes, acessíveis através de pinos exteriores. Estes pinos são soldados a placas de circuitos, 
cumprindo assim funções de montagem e contacto. Oferece uma utilização adaptável a 
vários fins e parametrizável por ligação a componentes externos. Um exemplo típico de 
circuito integrado é o 555, que desempenha funções de temporização cujos parâmetros são 
definidos pela corrente fornecida e pela ligação de resistências e condensadores.
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Condensador — Componente que armazena energia num campo eléctrico. O tipo mais 
comum de condensador é composto por dois terminais ligados a folhas de metal, separadas 
por uma película isoladora.
Continuidade — Existência de condutividade entre dois pontos de um circuito ou dois 
extremos de um cabo.
Cristal — Tipo de oscilador, que gera um sinal eléctrico com uma frequência precisa. Este 
sinal é gerado pela vibração mecânica de um cristal de material piezoeléctrico.
Crossover —  Circuito que contém um ou mais filtros, separando gamas de frequência 
sonora e conduzindo-as para diferentes canais. É usado no fabrico de colunas de som com 
duas ou mais vias, conduzindo as frequências mais apropriadas a cada altifalante, mode-
lando assim a cobertura do espectro audível. Este circuito é geralmente uma combinação de 
filtros passa alto, passa baixo e passa banda.
Csource — Texto incluído num ficheiro, contendo dados ou instruções para execução na 
linguagem de programação C.
Datasheet — Ficha de especificações de um componente ou dispositivo, documento que 
descreve as suas propriedades físicas, características operacionais, parâmetros e aplicações.
DC — Direct current ou corrente contínua. Define um fluxo de corrente eléctrica cuja pola-
ridade se mantém constante, inversamente ao que sucede na corrente alterna.
Debugging — Prática de identificação de erros num programa, pela análise do código e da 
sua execução. Em português é por vezes utilizado o termo depuração.
Díodo — Componente bipolar de condutividade assimétrica, permitindo a passagem de 
corrente num sentido e atenuando ou impedindo a condutividade no sentido inverso. 
DIP — Dual in-line package. Tipo de circuito integrado, que apresenta duas filas paralelas 
com igual número de pinos, espaçados em 2,54 milímetros.
Electret (microfone) — O nome tem origem em electrostatic e magnet. Designa um tipo 
de microfone cuja operação se baseia na carga electrostática permanente de um elemento 
dieléctrico (um isolante polarizado pela aplicação de um campo eléctrico).
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Filtro passa alto — Circuito que atenua frequências abaixo de um valor determinado, 
permitindo a passagem inalterada das frequências acima desse valor. 
Filtro passa baixo — Circuito que atenua frequências acima de um valor determinado, 
permitindo a passagem inalterada das frequências abaixo desse valor. 
Filtro passa faixa — Circuito que permite a passagem de frequências entre dois valores 
determinados, atenuando as frequências superiores ao valor mais alto ou inferiores ao valor 
mais baixo.
Frequência — Número de ciclos de um sinal num espaço de tempo. A unidade de medida 
é o Hertz (Hz).
FTDI — Future Technology Devices International. Empresa especializada na produção de 
dispositivos para compatibilização do protocolo USB (Universal Serial Bus) com comunica-
ções série em protocolos mais antigos como o RS-232. A sigla desta companhia tornou-se 
sinónimo do seu principal produto, o chip FTDI, bem como da sua funcionalidade principal.
GPL — General Public License. Licença livre para publicação de software, aplicada também 
a outro tipo de produções como música e publicações escritas.
Header — Carril de pinos, macho ou fêmea, para encaixe de contactos eléctricos.
Hertz — Unidade de medida de frequência. Um Hertz corresponde a um ciclo por segundo.
IDE — Integrated Development Environment. Software, geralmente para programação, que 
inclui em alguns casos funcionalidades necessárias para comunicação directa com hard-
ware específico.
Impedância — Designa o conceito geral de oposição a um fluxo, numa frequência especí-
fica. Aplicada em campos como a informática, electrónica, acústica e electroquímica. 
Indutor — Componente passivo que armazena energia num campo electromagnético. 
Enquanto qualquer condutor tem um grau de indutância, um indutor potencia este efeito. 
Um exemplo típico de indutor consiste numa bobine de condutor unifilar enrolada em 
torno de um núcleo de ferrite.
LED — Light emitting diode. Tipo de díodo que dissipa energia emitindo luz.
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MIDI — Musical Instrument Digital Interface. Protocolo usado na comunicação entre 
instrumentos musicais, controladores, computadores e outros dispositivos relacionados. 
Este protocolo inclui as normas e parâmetros de comunicação, bem como a especificação 
de ligações físicas (cabos e ligadores) específicas.
Multímetro — Instrumento que efectua a medição de diversas unidades e propriedades, 
como voltagem, amperagem e resistência.
Padrão polar (acústica) — Padrão que define as características de sensibilidade sonora de 
um microfone. Este padrão desenha-se numa esfera imaginária cujo centro é o elemento 
de captação e cujos pólos estão alinhados com a frente e a retaguarda do microfone. O 
gráfico produzido pela secção dessa esfera, num plano que contém o eixo definido pelos 
pólos, representa essas características. Omnidireccional, cardióide e direccional são alguns 
padrões comuns.
PDIP — Plastic Dual In-Line Package. O mesmo que DIP, com invólucro plástico.
Piezo — Usado como sensor, consiste num elemento cuja deformação física produz varia-
ção numa corrente eléctrica, permitindo a medição de pressão ou aceleração. Inversamente, 
a aplicação de corrente a este elemento permite usar a sua deformação como actuador 
sonoro, semelhante ao comportamento de um altifalante.
Potenciómetro — Divisor variável de voltagem. Apresenta tipicamente três contactos. 
Quando apenas dois contactos são utilizados, actua como resistência variável ou reóstato.
Pulsador — Tipo de botão que permite a passagem de corrente (normalmente aberto) ou 
impede a sua passagem (normalmente fechado) apenas quando pressionado.
PWM — Pulse width modulation ou modulação de largura de pulso. Método de variação de 
corrente por intervalos com uma frequência e duração determinados.
RCA — Tipo de ligador para cabos e painéis, usado primordialmente em ligações áudio. 
Também chamado Phono ou Cinch. A sigla tem origem na companhia que introduziu esta 
norma, a Radio Corporation of America.
Regulador de voltagem — Dispositivo que rectifica um sinal eléctrico variável recebido e 
produz um sinal estável de voltagem constante.
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Relé — Interruptor de actuação eléctrica. Utiliza o efeito electromagnético para permitir 
a um circuito de baixa voltagem abrir e fechar outro circuito de voltagem mais elevada, 
mantendo os dois circuitos isolados.
Resistência ou resístor — Componente bidireccional (sem polaridade) que se opõe ao 
fluxo de corrente, efectuando dissipação térmica. Pode ser variável ou ter um factor de 
resistência fixo.
RMS — Root mean square, ou valor quadrático médio, ou valor eficaz. Trata-se de um valor 
estatístico que representa a ordem de magnitude de uma variável. Assim chamado por ser 
determinado pelo cálculo da raíz quadrada da média aritmética dos quadrados dos valores 
amostrados.
ROM — Read-only memory. Tipo de armazenamento de dados não volátil, usado em 
computadores e outros suportes digitais. Designa uma classe de dados cuja edição, depois 
de gravados, é impossível (pelas características físicas do suporte) ou deliberadamente difi-
cultada, por razões de segurança ou operacionalidade.
Sampler — No contexto musical designa um instrumento, mecânico ou electrónico, que 
grava e reproduz fragmentos de som, modificando a sua frequência fundamental ou tom.
Shield — No contexto da plataforma Arduino, designa uma placa de circuitos com pinos 
posicionados para encaixe numa placa Arduino. Pode incluir componentes e circuitos para 
funcionalidades específicas, ou apenas furação e trilhos para montagem de componentes. 
Sketch — Em programação, particularmente no contexto de programas como Processing 
ou Arduino, designa um ficheiro ou grupo de ficheiros de texto, contendo código para 
compilação e execução por um processador.
SMD — Surface-mount device. Designa componentes e circuitos integrados cujos terminais 
são soldados a contactos sobre uma placa. Por não exigirem furação, permitem menor espa-
çamento entre contactos e, por conseguinte, dimensões mais reduzidas.
SOIC — Small-outline integrated circuit. Tipo de circuito integrado que apresenta dimen-
sões inferiores aos DIP e contactos destinados a montagem sobre placas, sem recurso a 
furação. São também, por este motivo, SMD’s. Esta designação compreende um número 
de variações apreciável, que pode causar confusão na identificação de componentes para 
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aquisição. O fabricante National Semiconductor oferece um excelente guia de formatos em 
http://www.national.com/packaging/parts/.
Solenóide — Designa uma bobine de fio condutor que produz um campo magnético 
uniforme e controlado. É também a designação comum de um actuador que usa este princí-
pio, adicionando à bobine um núcleo metálico cujo deslocamento é controlado pelo campo 
magnético gerado.
SRAM — Static random-access memory. Tipo de semicondutor para armazenamento está-
tico de memória volátil.
Trimmer — Potenciómetro de dimensões reduzidas. Normalmente não prevê a manipula-
ção directa ou o encaixe de manípulo, incluindo em seu lugar uma ranhura para encaixe de 
uma chave. Usado em aplicações que não requerem operação pelo utilizador, como calibra-
ção em fases finais de fabrico ou manutenção.
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Anexo 1: Grupo de teste
1. Grupo e procedimento
O grupo de teste foi composto por nove sujeitos, com idades compreendidas entre os dez 
e os sessenta e um anos de idade. O grau de intimidade dos sujeitos com meios tecnológi-
cos varia entre contactos superficiais de carácter utilitário e relações de profunda familiari-
dade quotidiana. Sendo portáteis e independentes da rede eléctrica, os dispositivos foram 
testados em horários diurnos e nocturnos, em residências particulares, exteriores urbanos 
e rurais. Cada sujeito foi abordado em separado, procurando evitar a contaminação da sua 
experiência pela observação de testes prévios, o que ainda assim ocorreu com os sujeitos 
identificados pelos números cinco, seis e nove. Os sujeitos um e dois tiveram uma exposição 
mais prolongada ao funcionamento dos dispositivos anteriormente aos testes mas nunca 
os experimentaram em primeira mão antes do teste formal. Os dispositivos foram forne-
cidos com instruções variáveis sobre a sua utilização, sendo encorajada uma descoberta 
autónoma e livre. Quando necessário, na utilização do primeiro dispositivo, foram dadas 
indicações no sentido de explicar a exclusão operacional de elementos comuns ao segundo. 
Informações adicionais sobre ambos os dispositivos foram fornecidas apenas como resposta 
a questões levantadas pelos sujeitos, ou quando esta informação foi necessária para estimu-
lar uma utilização mais desinibida (sujeitos cinco, sete e nove).
Uma vez que alguns sujeitos começaram pela utilização do primeiro dispositivo e outros 
começaram pelo segundo, para evitar ambiguidade entre “primeiro” e “segundo” quanto aos 
dispositivos ou à sua sequência de utilização, convencionamos para estas anotações o uso de 
D1 para o primeiro dispositivo construído e D2 para o segundo.
100
Iniciamos cada teste com uma recolha de dados estatísticos e uma explicação sumária sobre 
o funcionamento de cada dispositivo, determinando apenas qual dos dois iria ser utilizado 
em primeiro lugar. Solicitamos ao participante a verbalização do seu processo de análise, 
descrevendo o que observava e sentia. Procuramos, sempre que possível, deixar ao critério 
do participante a iniciativa de combinar os dois dispositivos. Durante o teste assumimos 
uma postura ausente, evitando a condução do teste e apenas respondendo a perguntas colo-
cadas pelo participante. Efectuamos registos fotográficos e em vídeo, complementados por 
anotações escritas de eventos mais significativos.
2. Informações gerais sobre os participantes
Recolhemos um pequeno conjunto de dados estatísticos sobre os participantes, que apre-
sentamos em seguida, para caracterização dos sujeitos e identificação de padrões nas expe-
riências de utilização. Além da idade, género, profissão e escolaridade, inquirimos cada 
participante sobre a frequência com que utiliza, numa escala de um a cinco, cada um dos 
seguintes dispositivos ou tecnologias: televisão, rádio, computador de secretária ou portátil, 
smartphone, tablet, e finalmente a internet (aqui numa apreciação indiferenciada, contem-
plando correio electrónico e funções laborais). Utilizamos estes dados como base para uma 
caracterização inicial da familiaridade dos participantes com as tecnologias envolvidas.
Tabela 1: Dados recolhidos sobre os participantes.
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3. Observações
Apresentamos em seguida transcrições de notas escritas realizadas durante as experiências 
de utilização, onde resumimos o grau de conhecimento prévio sobre os dispositivos, os even-
tos mais significativos ocorridos e as contribuições posteriores dadas pelos participantes.
3.1 Sujeito 1
Conhecimento prévio por observação. Dispositivo inicial: D1. Exterior, quinta rural isolada, 
dia e noite (duas fases).
Duas fases de teste, diurno e nocturno. Conhecimento prévio por observação dos disposi-
tivos conduz a instrumentalização mais rápida. Pouca motivação para utilização conjunta, 
pousa os dispositivos numa mesa, apontando a câmara de D2 ao ecrã de D1. Preferência 
pela utilização em ambientes nocturnos ou pouco iluminados, por favorecerem resultados 
mais controláveis. No teste nocturno manifesta mais interesse em tirar partido da ilumi-
nação artificial existente, por não ter este recurso durante o dia, abandonando mais rapi-
damente a interacção conjunta já testada anteriormente. Consideravelmente mais tempo 
investido em D2, em ambas as fases.
Contribuições: necessidade de variar mais parâmetros no dispositivo 2 e de calibrar a sensi-
bilidade da câmara. Percepção do dispositivo 2 como sendo essencialmente sensível à luz.
Fig. 36: Registos de utilização pelo sujeito 1.
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3.2 Sujeito 2
Conhecimento prévio por observação. Dispositivo inicial: D1. Exterior, quinta rural isolada, 
dia.
Investigação sistematizada de todos os elementos de controlo, questionando a sua função. 
Utilização predominante da voz com D1. Maior adaptação de acções ao programa em 
execução, em lugar de testar o mesmo estímulo com todos os programas. Procura de corres-
pondência exacta entre imagem de dispositivo 1 e registo monitorizado em D2.
3.3 Sujeito 3
Sem conhecimento prévio. Dispositivo inicial: D1. Interior doméstico, iluminação artificial, 
noite.
Algum tempo para descobrir câmara. Interruptor de modo D9/VI não dá feedback 
explícito. Testa como as condições de luminosidade influenciam utilização. Inversão de 
Fig. 37: Registos de utilização pelo sujeito 2.
Fig. 38: Registos de utilização pelo sujeito 3.
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instrumentalização ao activar ecrã em D2: manipulação de D1 como actuador. Substitui 
D1 pelo ecrã de um telemóvel. Percorre o espaço circundante para gerar sons. Desliga luz 
ambiente, prefere o programa 4 por permitir precisão na geração de sons. Muito mais tempo 
investido em D2. Possibilidade: projecção em grande escala da imagem gerada por D1, para 
contrariar inversão na instrumentalização.
Contribuições: D2 precisa de calibração para tirar partido das imagens produzidas por D1. 
Preferência manifestada por leitura do ambiente ou de outros dispositivos, em detrimento 
de expressividade individual. Sugerida a projecção em grande escala da monitorização 
visual por D2.
3.4 Sujeito 4
Sem conhecimento prévio. Dispositivo inicial: D1. Exterior, parque urbano, jardim arbori-
zado, dia.
Sol intenso, foi difícil calibrar D2 para este ambiente. Sujeito usa D2 para ler texturas e 
objectos circundantes. Procura diversidade de estímulos por manipulação do objecto, só 
depois usa as mãos frente à câmara. D1 usado inicialmente com voz mas usado mais inten-
sivamente com sons gerados em actuação sobre o ambiente (partir galhos, arrastar os pés 
em folhas secas, sacudir arbustos). Não inverte instrumentalização e não usa feedback loop, 
usa ambiente para activar D2 e este para estimular D1, num fluxo linear. Utilização gestual 
intensiva.
Contribuições: D1 pede diferentes estímulos, solicita adequação ao tipo de visualização. 
Gostaria de experimentar versões que trabalhassem com cores. Inquiriu sobre a possibi-
lidade de interpretação semântica dos estímulos orais. Preferência por programas 1 e 4, 
Fig. 39: Registos de utilização pelo sujeito 4.
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programas 2 e 3 mais “boring”. “This is what a lamp sounds like, this is what a trash can 
sounds like”.
3.5 Sujeito 5
Sem conhecimento prévio. Dispositivo inicial: D2. Interior doméstico, iluminação exterior 
natural, dia.
Exploração cuidada, lenta e progressiva. Aponta o dispositivo 2 a outras pessoas, diz “este é 
o teu som”. Não procura outro estímulo para D2 para além da voz. Manifesta alguma deso-
rientação na articulação dos dois dispositivos, acabando por usar D2 frente a D1, usando as 
imagens para gerar sons. Pousa D1 numa mesa próxima, movimenta D2 orientado para D1. 
Depois movimenta os dois, na mesma disposição.
Contribuições: prefere utilização do conjunto, resultados mais interessantes e maiores desa-
fios à utilização. Prefere D1, por maior afinidade à imagem, comparativamente a ensaios 
sobre som.
Fig. 40: Registos de utilização pelo sujeito 5.
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3.6 Sujeito 6
Conhecimento prévio superficial. Dispositivo inicial: D2. Interior doméstico, iluminação 
artificial, noite.
D2: tendo observado teste anterior, activa de imediato o ecrã. Percorre o espaço procurando 
enquadramentos e testa interpretação da imagem pelo dispositivo. Procura imagens repre-
sentativas, não instrumentaliza a informação visual de forma abstracta. Atinge domínio 
sobre resultados possíveis. Usa D1 como instrumento performativo, declamando poesia 
épica em tom enfático. Manifesta pouco envolvimento com os resultados visuais. Manifesta 
reacção negativa à interferência mútua dos dispositivos, prefere relação individual com 
cada dispositivo, controle directo e exclusivo.
Contribuições: manifesta menor interesse em D1, imagens não estimulam interacção. 
Descreve interpretação do conjunto como um puzzle.
3.7 Sujeito 7
Fig. 41: Registos de utilização pelo sujeito 6.
Fig. 42: Registos de utilização pelo sujeito 7.
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Sem conhecimento prévio. Dispositivo inicial: D1. Exterior urbano, rua movimentada, 
noite.
D1 actua imediatamente com ruído urbano, estímulos do utilizador são menos evidentes 
mas ainda perceptíveis. Ruído constante da cidade não é tão revelador da reacção do dispo-
sitivo, atribui mais interesse ao que resulta de intencionalidade. Programas 2 e 3 menos 
interessantes, programa 5 adequado ao som do lugar. D2: perguntas sobre função de cada 
controlador, activa ecrã sozinho. Procura informação visual no céu sem sucesso. Usa sobre-
tudo luzes de lojas. Resultados mais interessantes com luzes de carros que passam, dispo-
sitivo estacionário tira partido do movimento da rua. Tendo passado D1 a outra pessoa, 
junta-se a ela para experiência conjunta, descobrindo assim interacão entre dispositivos, 
varia programas em D1 para procurar resultados diferentes.
Contribuições: mais interesse na utilização de D2, gostaria de obter sons diferentes, variar 
tipo de sonoridade, controlar mais do que o volume. 
3.8 Sujeito 8
Sem conhecimento prévio. Dispositivo inicial: D2. Interior doméstico, iluminação artificial, 
noite.
Deslocamento amplo no espaço em busca de resultados diferentes, maior gestualidade. 
Instrumentalização independente do carácter figurativo da imagem monitorizada. Desliga 
D2 para utilizar D1, procura condições sem interferência externa. Estímulo oral e utiliza-
ção das mãos, estala os dedos e bate palmas. Na utilização conjunta, manipulação simultâ-
nea sem pousar nenhum dispositivo. Uso sequencial de D1 frente a D2, captando com D2 a 
imagem gerada por D1. Depois, uso em paralelo: apreciação dos dois ecrãs em simultâneo, 
Fig. 43: Registos de utilização pelo sujeito 8.
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orientando os dois dispositivos na mesma direcção. Por fim, pousa os dois dispositivos com 
D2 a reproduzir na monitorização a imagem de D1.
Contribuições: voltou por iniciativa própria à utilização de D2 depois da conclusão do teste, 
manifestou curiosidade sobre o que haveria por descobrir, utilização recreativa na procura 
de uma gratificação evidente.
3.9 Sujeito 9
Conhecimento prévio superficial. Dispositivo inicial: D2. Interior doméstico, iluminação 
artificial, noite.
Manifesta maior inibição na utilização dos dispositivos, declarando incerteza sobre o objec-
tivo da sua participação no teste. Esclarecemos os objectivos, colocamos ênfase na expe-
riência da máquina por oposição a um teste do participante. Tendo observado experiência 
do sujeito 8, reproduziu comportamentos, com menor amplitude gestual, permaneceu no 
mesmo lugar orientando o dispositivo em diferentes direcções. Utiliza estímulos orais com 
D1 e pede a intervenção de terceiros neste estímulo. Não utiliza D2 para interferir sobre D1.
Fig. 44: Registos de utilização pelo sujeito 9.
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Anexo 2: Ligações adicionais
1. Projectos de referência e fontes de informação
AS220 Labs: Drawbot 
< http://www.as220.org/labs/blog/drawbot >



















Martenot, Maurice: Ondes Martenot 
< http://www.thomasbloch.net/en_ondes-martenot.html >
Martins, Guilherme: Paperduino 
< http://lab.guilhermemartins.net/2009/05/06/paperduino-prints >
Marvin Minsky e Claude Shannon: The ultimate machine 
< http://www.kk.org/thetechnium/archives/2008/03/the_unspeakable.php >
 < http://www.youtube.com/watch?v=cZ34RDn34Ws >
Milkymist
< http://milkymist.org/3/ >












Richardson, Matt: Descriptive camera 
< http://mattrichardson.com/Descriptive-Camera >
Roy, Niklas: Lumenoise 
< http://www.niklasroy.com/project/116 >
Silver, Jay e Eric Rosenbaum: Drawdio 
< http://web.media.mit.edu/~silver/drawdio >
Silver, Jay e Eric Rosenbaum: MakeyMakey 
< http://makeymakey.com >
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Wittchow, Oliver: Nanoloop 
< http://www.nanoloop.com >
2. Fontes de recursos técnicos e instrucionais
Afrotech 
< http://www.afrotechmods.com >
All about circuits 
< http://www.allaboutcircuits.com >

























































Libelium / Cooking hacks 
< http://www.cooking-hacks.com >
Make 
< http://www.makershed.com >
Mauser 
< http://www.mauser.pt >
Modern Device 
< http://shop.moderndevice.com >
RS components 
< http://www.rs-components.com/index.html >
Seeed 
< http://www.seeedstudio.com >
Sparkfun 
< http://www.sparkfun.com >
