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Abstract: A new method of model matching control for linear and nonlinear discrete time systems is presented in this paper. The 
method is very simple and useful not only for linear but also for nonlinear systems. If there is no uncertainty like a model error, 
this method gives a closed loop system whose characteristic is exactly the same with the one of the desired model. To 
cope with the real applications, integral action is easily introduced with some other free parameters. This result is also 
extended for systems with time lag and multivariable systems. 
 









































































)()()()( kuzRkyzP              (1) 
ここに )(zP はシフトオペレータｚのｎ次モニック
多項式、 )(zR はｚのｍ次安定多項式、ｋは時間ス





ku d   
)()( kyzB   (2) 
と仮定し、これを用いたシステム(1)の閉ループ系
が規範モデルの特性と一致するように、ｚの多項






)()()()( kuzRkyzP dddd                     (3) 
を定める．ただし、 )(),( zRzP dd はそれぞれｎd次、
ｍd次の安定多項式であり、相対次数の条件 
mnmn dd                             (4) 
を満たすものとする． 
2) 必要ならば積分機能を設定する． 
 ,....2,1,0,)1()(  zzD              (5) 
3) モニック安定多項式T(z)を定める．その次数は 
 12   mnn d             (6) 
とする． 
4) 次式を満たすQ(z), S(z)を求める． 
 )()()()()()( zSzPzDzQzPzT d         (7) 
 1)(deg  mnnnzQ d   
 1)(deg   nmnnzS d  
5) 求める多項式を以下のように定める． 
 (1) ),()()( 1 zDzAzA   
)()()()(1 zRzQzKGzA               (10a) 
 (2) )()()()()()()( zPzTzPzDzQzSzB d (10b) 
 (3) )()()( zRzTzC d                    (10c) 
ここに、 1)()(deg)(deg  nzRzQzG であり、さら
に 2)(deg 1  nzA となるようにＫを定める．すな








)()()()()()}()()({ kyzBkuzCkuzAzDzKG d   
(10a)1をもちいて 
)()()()()()()}()({ 1 kyzBkuzCkuzDzAzKG d   



























 )()()()( kuzRkyzP ddd                     (12) 
となるように制御入力 )(ku を求めることである．
すなわち、(1)、(3)を書き換えた二つの恒等式 
 0)()()()(  kuzRkyzP  
 0)()()()(  kuzRkyzP ddd  
が等価であること、従って、 
 )()()()()()()()( kuzRkyzPkuzRkyzP ddd   (13) 
が成立するように )(ku を求めればよい．これより、 
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ku d  (15) 
 )()()( zRzKGzA                        (16a) 
 )()()( zPzPzB d                       (16b) 
 )()( zRzC d                            (16c) 
が求まる．ただしこれは 11  dd mmnn の場
合であり、 1)(deg  nzG 、 2)(deg  nzA とする
ことにより、実現可能な制御入力（ＭＭＣ）が得
られる．これを一般化し、さらに補償要素の導入
を可 能 にす るた め に は、 モ ニッ ク多 項式
)(),(),( zDzQzT を用いて 
 )}()()()(){()( kuzRkyzPzDzQ   
    ) } .()()()(){( kuzRkyzPzT ddd        (17) 
と表す．これよりＭＭＣは 
 )()()({)()()()( zPzDzQkuzRzDzQ   






2 rzrzRpzpzzP   
dddd rzRpzzP  )(,)( 1  
を考え、 dzzD )( とする．このとき 2)( zzT  , 
1)( zQ  とおくことができ、(18)は 
)())(( 21 kurzrdz   
)()}())({( 221
2 kypzzpzpzdz d  
)(2 kuzr dd  
)(})(){( 212
2
1 kydpzdppzdpp d   
























































































































   (21) 




















































ddj jkur      (22) 
と置き、これから )(ku を求めればよい．ここで重





ある．この場合は 00 r であればよい． 00 r の場
合はむだ時間を含む場合であり、下記の別の項目
として延べる．結論として、ＭＭＣ入力の導出の





)1()()1()()1( 2121  kurkurkypkypky  
 )()()1( kurkypky ddddd   
とする． dzzD )( とするとき、 zzT )( , 1)( zQ  
とおけばよい． )(zT の次数の例題１との違いは、
システム表現によるものである．このとき(22)は 
)()1()()1(){( 121 kurkypkypkydz   
)}()()1({)}1(2 kurkypkyzkur ddd   
となり、（例題１）と同じ制御入力 )(ku が求まる．







0),,()()1(  ruyfkruky k           (23) 
),...)2(),1(),...,1(),((),(  kukukykyfuyf k  
であり、右辺第一項のみが重要である．また、規
範モデルは 
 ),()1( , ddkdd uyfky            (24) 
 ),(, ddkd uyf  
),...)1(),(),...,1(),((  kukukykyf dddd  
とする．補償を考慮しない最も簡単な場合は 
),()()1( uyfkruky k  
),()1( , dkd uyfky      (25) 
より、 
 ),(),(1)( , uyfuyfr
ku kdkd              (26) 
がＭＭＣとして求まる．これを制御入力として
(23)に用いると、閉ループ系は 















 ),()()1()()( uyfkrukyzDzQ k  
 ),()1()( , dkd uyfkyzT     (30) 
が一つの方法である．ここに )(),(),( zTzDzQ はす
べてモニック多項式であり、 













0),,()1()1(  ruyfkruky k         (32) 
),...)3(),2(),...,1(),((),(  kukukykyfuyf k  
を考える．これは 
),()()2( 1 uyfkruky k                 (33) 
と同じである．これに提案するモデルマッチング
法を適用すると、制御入力 )(ku に未来の出力
)1( ky が含まれ、実行不可能となる．なぜなら 
),(1 uyf k  
),...)2(),1(),...,(),1((  kukukykyf   (34) 
であり、右辺に )1( ky を含むからである．この問
題を解決するために、この )1( ky に(32)を代入し
て、(33)の代わりに 
),()()2( uyfkruky k                  (35) 
),...)2(),1(),...,1(),((),(  kukukykyfuyf k  
を扱えばよい．mステップのむだ時間を含む場合
も、システム、および規範モデルは 
 ),()()1( uyfkrumky k               (36) 
 ),()1( , ddkdd uyfmky                 (37) 
と表されているとして一般性を失わない．このと
きＭＭＣの設計手法は 
 ),()()1()()( uyfkrumkyzDzQ k  
       ),()1()( , dkd uyfmkyzT    (38) 
となるが、同じ次数のモニック多項式である
)()( zDzQ と )(zT は、最初の m+1項を等しくしなけ










mm tztztzzT           (40) 
とすることにより、因果律を満たした制御入力が
得られる．また、 
mm ttq  .....1 11                     (41) 
と選ぶことにより、 
)1)(......()()(  zzzDzQ m                (42) 
となって、積分機能を持たせることができる． 
（例題３）m＝1の場合で、 21
2)( tztzzT  、 
21
2)()( qzqzzDzQ  とおくと 
)()()1()()( 2211 kytqkytqkru   
    )2()1( 21  kruqkruq  
    ),(),(),( 2211 uyfquyfquyf kkk    
  ),(),(),( 2,21,1, dkddkddkd uyftuyftuyf    
となり、 11 tq   が必要となる．このとき 
)2()1()()()( 2122  kruqkrutkytqkru  
),(),(),( 2211 uyfquyftuyf kkk    
),(),(),( 2,21,1, dkddkddkd uyftuyftuyf    
(＊) 
である．このとき、 
12 1 tq   
とすれば、積分機能を持つことを示す．そのため
に、 1)( kud のステップ応答において、閉ループ
系は安定であり、すべての信号は有界なとき、そ
の定常状態における値を 
 ,)(,)2()1()( ykyukukuku   
,),(),(),( 21 fuyfuyfuyf kkk    
ddkddkddkd fuyfuyfuyf   ),(),(),( 2,1,,  
とおくと、上の(＊)から 
fqtytqurqt )1()()1( 212221   
dftt )1( 21   
となる．従って、 
12 1 tq   
のときは 
dd yttfttytt )1()1()1( 212121   
となり、 01 21  tt であれば 















),()()1( uyfRuy kkk                   (43) 
で表す． kfuy ,, は n次元ベクトルであり、Rは n
次正方行列とする．また規範モデルを 
 ),()1( , ddkdd k uyfy                    (44) 
とする。Rが正則なとき、スカラーの場合と同様
に 
 ),()()1( uyfRuy kkk   
       ),()1( , dkdk uyfy          (45) 
から、ＭＭＣは 
 ),(),()( ,1 uyfuyfRu kdkdk             (46) 
と求まる．これは補償要素を全く含まない場合で
あり、これを考慮するときは、 
 ),()()1()()( uyfRuyDQ kkkzz   
       ),()1()( , dkdkz uyfyT       (47) 
から )(ku を求めればよい．例えば、 )(,)( zz TIQ   
Iz , ID )()( dzz  のときは 
  )1()((),()( 1   kkdk k RuyuyfRu  
        ),()),( ,1 dkdk uyfuyf      (48) 
となる．また、システムでなくシステムモデル 
 ),(ˆ)(ˆ)1( uyfuRy kkk                   (49) 
で対処する場合には 
  )1(ˆ)((),(ˆˆ)( 1   kkdk k uRyuyfRu  













ii utusur  
3,2,1),,(,  if ki uy       (51) 
を考える．これはまた 
)2()1()()1(  kkkk TuSuRuy  






[Case 1] 3),,( 321  rrrR rankrank : 
 この場合は Rが正則であるので、４．１の結果
が適用される． 
[Case 2] 2),,( 321  rrrR rankrank : 
 このとき一般性を失うことなく 2),( 21 rrrank
を仮定すると、 13 rr c 2rd を満たすスカラーc, d 
が存在する．そこで、新しい変数 
)()()()( 2134 kdykcykyky               (53) 
を導入すると、 
 ),()2()1()1( ,4214 uyuquq k
TT fkkky    (54) 
   2131 sssq dc  , 2132 tttq dc  ,  




























































































































   (55) 
あるいは、等価であるが 
 ),()()()()1( ,11111 uyfuTuSuRy kkkkk   (56) 
と表される．ここに記号の置き換えは自明である
ので、省略する． 
[Case 2-1] 3),,( 1211  qrrR rankrank : 
 このときシステムは内部に１ステップのむだ時
間を含み、 1R が正則であるので、[Case 1] と同様
にＭＭＣを決定することができる． 
[Case 2-2] 2),,( 1211  qrrR rankrank : 
このとき、 2),( 21 rrrank を仮定しているので、
21111 rrq dc  を満たす 11, dc が存在する．すると
(54)を導いたと同様に、新しい変数を導入して 
),()2()1()1( ,5435 uyuquq k








[Case 3] 1),,( 321  rrrR rankrank : 






























































































































   (57) 
となる。これはまた、入力変数の先頭行列のラン
クにより分類される． 











[Case 4] 0),,( 321  rrrR rankrank : 








 )(sin29.0)1(06.0)(5.0)1( kykykyky   
       ))1(4.0)(7.0(8.0  kuku  
 )(sin29.0)1(06.0)(5.0)1(ˆ kykykyky   
       )1(4.0)(7.0  kuku  
システムとそのモデルとはゲインの違いを与えて
いる．また、規範モデルは 
 )1(14.0)(9.0)1(  kykyky ddd  
       )1(09.0)(15.0  kuku dd  
とする．ここで、 dzzD )( とし、 2)( zzT  , )(zQ  
1 としたときのＭＭＣは 
 )1(sin29.0)2(06.0)1(5.0)()(  kykykykydz
   )1(9.0)()2(4.0)1(7.0  kykyzkuku  
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)2(09.0)1(15.0)2(14.0  kukuky dd  
を )(ku で表すことにより求まる．実際には 
 )1(sin29.0)2(06.0)1(5.0)()1( 1   kykykykydz
   )1(9.0)()2(4.0)1(7.0  kykykuku  









場合が Fig.2、Fig.3、Fig.4 である。ｄ＝0.5 では、
オフセットがほぼ半減し、ｄ＝1 では完全に 0と


































Fig.1 Step response with d=0 
 
Fig.2 Step response with d=0.5 
 
Fig.3 Step response with d=1 
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