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Abstract We introduce a ltering methodology based on locality sensitive hashing (LSH) and
whitening transformation to reduce candidate tuples which encrypted vector databases (EVDBs)
must compute similarity between for query processing. LSH is a hashing methodology which is
ecient for estimating similarities between two vectors. It hashes a vector space using randomly
chosen vectors. We can lter vectors which are less similar to the querying vectors by recording
which hashed space each vector belongs to. However, if vectors in EVDBs are found locally,
then most vectors are in a same hashed space and so the lter will not work. Since we can
treat those cases using whitening transformation to distribute the vectors broadly, our proposal
ltering methodology will work eectively on any vector space. We also show that the server's












Computer Security Symposium 2013






















































































ベクトルデータベースを EVDB(Keye; V aluee)
と書く．Keyeはキー属性に対応する暗号化キー
属性であり V aluee は暗号化された値属性であ
る．暗号化前のベクトルデータベースにおける
キー属性値 k 2 Key に対応する暗号化キー属
性の値 ke 2 Keye は，キーベクトルに対する暗
号化アルゴリズム Enck を用いて ke = Enck(k)
となる．各値属性値 v 2 V alue を暗号化した
ve 2 V aluee は，暗号化アルゴリズム Encv を








トル q と閾値  をデータベースサーバに送
ろうとした場合，実際には問合せベクトル用の
暗号化アルゴリズム Encq を用いた暗号化問合
せベクトル qe = Encq(q) と閾値  が送信さ
れることになる．データベースサーバは，条件
sim(ke;qe)  を満足するタプル (ke; ve)の集
合を計算し問合せ結果として利用者に返信する．
この問合せ処理において，データベースサーバ
は k, q及び v を ke, qe 及び ve から計算できな
いことが保証されている．最後に，問合せ結果
としてタプル (ke; ve) の集合を受け取った利用
者は，キーベクトル用の復号アルゴリズム Deck
と値用の復号アルゴリズム Decv を用いて，平
文のキーベクトルと値をそれぞれ k = Deck(ke)
及び v = Decv(ve) により取得する．
この一連のプロトコルを実行するために，デー
タベース所有者は Enck, Encq, Encv, Deck 及


























LSH には様々な種類が提案されている [5, 2,
6] が，本論文ではコサイン類似度の計算に適し
ている Charikar の手法 [2] を採用する．この




8<:1; v  bi  00; otherwise
と定義される．v と bi は同じ次元のベクトル
でなければ成らない．この m 個のハッシュ関
数を用いて，ベクトル v に対する LSH の値
lsh(v) はそれぞれのハッシュ関数の値からなる
タプルとして定義される．すなわち，
lsh(v) = (h1(v);h2(v);    ; hm(v)) : (1)
二つのベクトル u，vに対する LSH値 lsh(u)，
lsh(v)の間には，次のような関係がある．Pr[lsh(u) =
lsh(v)]  1 (u;v)=. Pr[lsh(u) = lsh(v)]は
lsh(u)，lsh(v) の中でいくつ同じハッシュ値が






cos(u;v)  cos ((1  Pr[lsh(u) = lsh(v)]))
(2)
と近似的に求めることができる．



































(v   )(v   )T  (3)
 はベクトル v の平均ベクトルである．次に，
この共分散行列  を  =  1 と分解する．






たベクトル vw は vw =W Tk (v ) である．こ
のようにして計算される白色化ベクトルに対す
る共分散行列は．E(vwvTw) = E(W Tk (v )(v 
)TWk) = E(






































に，この共分散行列  を  =  1 と分解
し，式 (4) にて紹介した白色化行列 Wk を計
算する．この白色化行列を用いて，拡張された
キーベクトル用の暗号化アルゴリズム Enck(k)








 1ke + ) と定める．
データベース所有者は，暗号化前のベクトル
データベース V DB を上記アルゴリズムを用
いて暗号化ベクトルデータベース EVDB へと
変換し公開する．併せて，データベースの利用
者に Encq，Deck，Decv 及び  を通知する．
この拡張されたアルゴリズムを用いた問合せ
は次のようなる．ある利用者が問合せベクトル
q に閾値  で類似しているキーベクトルを持




いたので，k  q   を考えれば良い．この問
合せは暗号化ベクトルデータベース用に変換さ
れ，ke  qe       Encq(q) を満足する暗
号化キーベクトル ke = Enck(k) の探索とな
る．qe = Encq(q) であるから，利用者はこの




条件式 ke  qe      Encq(q) は，本来の条








LSH 値 lsh(ke) を計算する．そして，それぞ
れのタプルにその LSH 値を追加する．そのた









化問合せベクトル qe と閾値  を受け取る
ことになる．閾値は上で説明したように  =
  Encq(q) となる．次に，サーバはこの問
合せベクトルに対する LSH 値 hq = lsh(qe) を
計算する．この LSH 値を用いて，サーバは次
の条件を満足する Slsh の部分集合 Scand  Slsh
を求める．その条件とは，Scand に含まれるす
べての LSH 値 h 2 Scand が，
cos ((1  Pr[h = hq]))   (5)
を満たすことである．式 (2) より，暗号化問合










Scand に含まれている LSH 属性値を持つタプ





験を行った．ここでは，IPP 法 [7] を適用した
暗号化ベクトルデータベースを用いた．この暗－982－
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(a) n = 10000
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(b) n = 100000









2.7 で実装し，Intel RCoreTMi7-860 Processor
(8M Cache, 2.80 GHz), 8GB RAM で OS が
Ubuntu 12.04 LTS である計算機上で実行した．









いる．min. と max. のグラフは，その部分空
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ちらの場合も最小数は 1 であった．図 1 によ
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(b) 問合せ幅と再現率の比較 (m = 256)




は含まれていない．総タプル数が n = 10000及
び n = 100000 のどちらの場合でも，LSH にお
ける基準ベクトルの個数 m が小さい方が問合
せ処理時間は少なかった．しかし，図 3 と比較
すれば，小さい m の場合は，LSH が本来問合
せ結果に含まれるべきタプルを多く取り除いて
しまっていることから，問合せ処理時間が短縮
されたと考えられる．n = 10000 の場合では，























(a) n = 10000













(b) n = 100000
図 4: 問合せ処理時間 (sec).
が短い時間で問合せを処理できている．縦軸が
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