The focus of this work is on the analysis of transmit beamforming schemes with a low-rate feedback link in wireless sensor/relay networks, where nodes in the network need to implement beamforming in a distributed manner.
I. INTRODUCTION
The problem of distributed beamforming arises quite naturally in wireless sensor/relay networks. In a sensor network, sensors make estimates of a common phenomenon and reach a consensus using a local message passing algorithm. In a relay network, a source node intends to communicate with the destination node by passing the message to all relay nodes. In both settings, sensor/relay nodes then serve as distributed transmitters and seek to convey a common message to the intended receiver. To preserve energy in this stage, transmit beamforming has emerged as a promising scheme due to its potential array gain and low-complexity. However, perfect channel state information (CSI) at the transmitter is required by conventional transmit beamforming schemes to generate beamforming coefficients and achieve phase alignment at the receiver end. This requirement and the distributed nature of wireless sensor/relay networks make it difficult to implement transmit beamforming schemes in practice.
With these issues in mind, one may be tempted to design transmit beamforming schemes that estimate the channel coefficients directly and provide the estimate to the transmitter end. However, the overhead required for channel estimation becomes prohibitively large for a densely populated sensor/relay network, since all channel gains between each transmitter and the receiver need to be measured. Furthermore, sensor/relay nodes may not even be able to estimate the channel due to hardware limitations. These constraints limit us to the setting of non-coherent communications, where both the transmitters and receiver have no knowledge of channel realizations.
Within the class of non-coherent communication strategies, training-based schemes are attractive due to their low-complexity and near-optimal performance. In general, these schemes are separated into the training stage and the communication stage. In the training stage 1 , the phases for all transmitters are aligned such that the received signals from all transmitters add coherently at the receiver. The message is sent in the communication stage, after phase alignment have been achieved at the receiver to provide full array gain. Since the communication stage is straightforward once we have achieved phase alignment, the focus of this work is on the design of energy efficient training schemes. Note that in the training stage, it is nearly impossible to achieve phase alignment without at least partial channel knowledge at the transmitter. As a consequence, there has been increasing interest in the design of efficient schemes that achieve phase alignment in the presence of a low-rate feedback link [1] , [2] . The low-rate feedback link conveys some form of partial channel knowledge from the receiver to the transmitters. It is hence of interest to investigate the impact of this feedback link on the analysis and design of efficient training schemes.
Specifically, our goal is to provide a framework for systematically analyzing the performance of a general set of training schemes with feedback.
To illustrate the advantages of our framework, we focus on the analysis of a recently proposed training scheme for distributed beamforming [1] . The proposed scheme is a simple adaptive algorithm using one bit of feedback information, and is attractive in practice since it is simple to implement. Naturally, one would expect a tradeoff in energy consumption due to slow convergence or other issues. Surprisingly, this scheme converges rapidly and utilizes energy efficiently. Furthermore, the scheme adjusts its phases for all sensors simultaneously for each time slot to achieve phase alignment. This reduces the overhead significantly compared with direct channel estimation between each sensor/relay node and the destination node. In fact, the convergence time of the scheme scales linearly with the number of sensor/relay nodes. Although the scheme has many desirable features, the fundamental reasons behind the effectiveness of the scheme are still unclear. In [1] , analysis on the convergence and linear scalability of the scheme has been provided through approximations based on the Central Limit Theorem. A discrete version of the problem has been solved in [2] by considering a simplified model with binary channel and signaling. In this work, we seek to provide a more comprehensive analysis on the fast convergence and linear scalability of the scheme, two of its most desirable properties, based on the framework we establish.
We organize the paper as follows. In Section II, we introduce the system model and the received signal magnitude function, which is used as our metric to measure the beamforming array gain throughout the paper. In Section III, we describe the adaptive distributed beamforming scheme proposed in [1] . Furthermore, we establish an equivalence between the distributed beamforming scheme and a local random search algorithm. Based on this observation, we obtain a general framework for systematically analyzing the adaptive distributed beamforming scheme that provides insights into a necessary condition for the convergence of the scheme. These insights lead us to investigate the properties of the received signal magnitude function in Section IV. As a consequence of these properties, we provide intuitive arguments on the fast convergence of the equivalent local random search algorithm. We further use these properties to prove the convergence of the local random search algorithm in probability and in mean. Simulations are provided to illustrate the conclusions of our analysis. In Section V, we study the scaling law for the algorithm and
show that the time required for the algorithm to converge in mean scales linearly with the number of sensor/relay nodes. We also provide numerical results that validate our analysis. Finally, we conclude the paper in Section VI and suggest directions for future research.
II. SYSTEM SETUP
We consider the problem of distributed beamforming, where n s transmitters seek to beamform a common message to one receiver in a distributed manner. We assume that each transmitter and receiver is equipped with one antenna, and that the distributed multi-antenna (MISO) channel experiences frequency-flat, slow fading. That is, the channel coefficients {h i } ns i=1 vary randomly but remain fixed throughout the transmission. The discrete-time, complex baseband model is given by
where s[t] ∈ C is the transmitted common message, y[t] ∈ C is the received signal, and
corresponds to the additive white Gaussian noise. For transmitter i, we denote the channel fading gains by h i = a i e φi ∈ C and beamforming coefficients by 
where
is the total phase for sensor i. Note that we use Mag(·) as the metric to measure array gain provided by a beamforming scheme. This can be justified since in our setting, the array gain in received SNR directly translates into an array gain in the received magnitude function. 2 The details of the training scheme are introduced in the following section. To remove redundancy, we term the training scheme as an adaptive distributed beamforming scheme with the understanding that this scheme is applied at the training stage and utilizes a one-bit perfect feedback link.
III. ADAPTIVE DISTRIBUTED BEAMFORMING SCHEME
In this section, we introduce the adaptive distributed beamforming scheme proposed in [1] and establish its equivalence with a local random search algorithm. Random search algorithms are well studied in the literature [3] , [4] , [5] as methods to maximize an unknown function via random sampling. This equivalence allows for a systematic study of the convergence of the distributed beamforming scheme.
A. Description of the Distributed Algorithm
Letθ i [t] denote the total phase that transmitter i uses to transmit at time t, and θ i [t] be the total phase that transmitter i keeps at time t after observing the feedback bit from the receiver. We now describe the adaptive training scheme as follows.
Adaptive Distributed Beamforming Scheme:
•
Step zero: Initialize. Referring to (1) and noting that the ith transmitter controls its beamforming phase
we can initialize the algorithm by setting ψ i [0] = 0, and hence θ i [0] = φ i for transmitter i.
Step one: Update and Transmit. In this step, we randomly perturb the total phase θ i 
We have the following update equation:θ
The transmitters then useθ[t] to transmit training symbols to the receiver.
Step two: Compare and Select. After receiving the training symbols, the receiver measures the received signal magnitude 3 and compares it with the signal magnitude received in the previous time slot. If the newly received signal magnitude is larger, the receiver feeds back a "keep" beacon to transmitters. Otherwise, a "discard"
beacon is sent to transmitters. Note that the beacon is a broadcast from the receiver to all transmitters.
Clearly, this feedback scheme only requires one bit of feedback information per time step. When a "keep"
is received at the transmitters, each transmitter selects and keeps its newly updated total phase. Otherwise, the old phase is selected and the new phase discarded. This selection process is determined by whether the random perturbation increases or decreases the array gain for the adaptive distributed beamforming scheme.
Specifically, the evolutions of θ[t] andθ[t] are given by
B. Equivalence with Random Search Algorithms
The simple adaptive algorithm introduced in the previous section is equivalent to a local random search algorithm,
where an unknown function is maximized via local random sampling. To establish this equivalence, we first consider the following problem: Due to the non-coherent nature of our communication system, the channel realization is not known at both the transmitter and receiver ends. As a consequence, the function Mag(·) is not known at both the transmitters and the receiver. An estimate of the received signal magnitude function at the receiver is essentially a sample of the unknown function Mag(·). Thus, from the receiver point-of-view, the problem of phase alignment for distributed beamforming can be considered under the setting of Problem 1, a global maximization problem. This allows us to study distributed beamforming schemes in a more systematic manner.
To solve the maximization in Problem 1, one may be tempted to use a gradient-based algorithm. Since it is possible for Mag(·) to possess local maxima, conventional gradient-ascent methods will fail in general. Moreover, acquiring the gradient of the function f may not even be possible. Hence, random search techniques [3] , [4] , [5] are more appropriate in this setting. Most of these algorithms can be considered under the framework of a conceptual algorithm introduced in [3] .
Conceptual Algorithm:
Step zero: Initialize the algorithm by choosing θ[0] ∈ Θ.
Step one: Generate a random perturbation δ[t] from the sample space (R n , B, µ t ), where B is a Borel set on R n and µ t is a probability measure that could be time-varying.
Step two: Update the search point by
, where the map D satisfies the condition
In this conceptual algorithm, we require only function evaluations and have control over the probability measure µ t , which is used to sample the function. The adaptive distributed beamforming algorithm can hence be regarded as a special case of this conceptual algorithm by setting n = n s (4)
where µ is uniform on [−δ 0 , δ 0 ] ns . Note that (6) is the same as the evolution described by (2) and (3).
Since the probability measure µ t is non-zero only within a local hypercube with sides 2δ 0 centered around θ[t−1], the adaptive distributed beamforming scheme can be regarded as a local random search algorithm. It is clear that we can use this framework to study more general adaptive distributed beamforming schemes. For example, the sampling probability measure may be time-varying and with a support that spans the entire space Θ. We can also study distributed beamforming schemes with more than one bit of feedback information. It is also interesting to note the connection between this local random search algorithm and simulated annealing [6] . Simulated annealing is a generic probabilistic algorithm that approximates the global optimal solution of a given function in a large search space. The algorithm uses a time-varying parameter T to control the acceptance probability, i.e., the probability that the current state of the algorithm transitions to a new state. If we let T → 0 and assume that the current state is only allowed to move to neighboring states, the simulated annealing procedure reduces to the local random search algorithm. In this work, we focus on the analysis of the local random search algorithm to illustrate the advantages of our framework.
A local random search algorithm does not necessarily converge in general. For example, if the unknown function possesses local maxima, the sequence {θ[t]} ∞ t=0 is likely to be trapped in local maxima if δ 0 is not large enough. This phenomenon is illustrated in Fig. 1 , where the local perturbation is too small for the sequence to leave the neighborhood of a local maximum. Thus, a necessary condition for the convergence of local random search algorithms for arbitrary δ 0 is that there is no local maximum point for Mag(·). Since it is still unclear whether IV. CONVERGENCE OF THE DISTRIBUTED BEAMFORMING SCHEME
A. Properties of Received Signal Magnitude Function
The Proof: To facilitate analysis, we introduce a change of variables
(1) can be rewritten as
where x i 2 = 1 for all i = 1, · · · , n s . The maximization of Mag(·) can be rewritten as:
In the following, we will show that all local maxima of this objective function correspond to complete phase alignment for all transmitters. That is, all local maximum points are global maximum points.
By relaxing the equality constraints to inequality constraints, the optimization problem in (7) is equivalent to 
T is a constant vector depending on {x * j } j =k . Obviously, the above function can be improved by appropriately perturbing x * k according to the signs of c R and c I . This contradicts with the fact that x * is a maximum. Thus, all constraints are active if x * is a maximum point. This shows that the optimization problems (7) and (8) are equivalent.
Focusing on the optimization problem with relaxed constraints, the Lagrangian of (8) reads
where Theorem, all local maxima satisfy
Let x * be a local maximum and λ * be the corresponding Lagrange multiplier. If λ * i = 0, Eqn. (9) implies that w = 0 since 4 a i > 0. In this case, Mag (x * ) = 0 and this contradicts the fact that x * is a local maximum, since we can always improve Mag(·) by letting x * i = [ξ 0] T , ξ ≤ 1, and x j = 0 for all j = i. This leads to λ i > 0 for all i. We hence have
The optimal solutions described by (12) and (13), however, also satisfy
and hence are global maxima. This completes our proof.
Proposition 1 implies that the local random search algorithm cannot be trapped in a suboptimal local maximum since all local maxima are global maxima. Furthermore, it also suggests that the necessary condition for the convergence of random search algorithms is satisfied. While it is intuitively clear that the local random search algorithm should converge according to Proposition 1, it is to be noted that the condition is only necessary and may not be sufficient. We will provide a rigorous proof of the convergence of the local random search algorithm later. Now, we explore an additional property of Mag(·) that explains the efficiency of the algorithm.
Another interesting property of Mag(·) is that it is invariant under a common phase shift to all transmitters. That is,
where e is a n s × 1 vector and all of its elements are one, and θ c is a common phase shift that can depend on
. One possible choice for the common phase shift is to let θ c (θ 1 , · · · , θ ns ) be such that the imaginary part within the modulus function is canceled, i.e.,
Note that in the shifted θ ′ domain, the global maxima occur only when θ ′ i = 0 or 2π for all i. The shift-invariant property results in multiple global maxima for the function Mag(·). In fact, all global maxima form a one-dimensional "ridge" since if θ * is a global maximum,θ withθ i = θ * i + θ c is also a global maximum. This property hints on the rapid convergence of the local random search algorithm since converging to any of these global maximum points is adequate.
We conclude this section by summarizing these two important properties of Mag(·) as follows: 1) all local maxima are global maxima, and 2) a common shift to its arguments does not change its value.
B. Proof of Convergence
Intuitively, Property 1 guarantees the convergence of any local random search algorithm. We adopt convergence in probability as our notion of convergence. To define this, we introduce the ǫ-convergence region
where θ * is the optimal total phase and satisfies Mag(θ
generated by a random search algorithm is said to be convergent in probability if, given ǫ > 0,
In other words, Mag(θ[t]) converges to Mag(θ * ) in probability.
For the proof of convergence, we derive a proposition stating that for any θ outside of R ǫ , there is a non-zero probability of improving Mag(·) by applying a local perturbation to θ.
Proposition 2:
For any given θ ∈ Θ \ R ǫ and δ 0 > 0, there correspond γ > 0 and 0 < η ≤ 1 such that for all θ / ∈ R ǫ and all δ 0 > 0, there exists a point θ u ∈ S θ and a constant γ(θ) > 0 such that
where the set S θ is a hypercube of length 2δ 0 centered around θ given by
The continuity of Mag(·) implies that there exists σ(θ u ) > 0 such that for all ξ ∈ T := {ω ∈ Θ : ω ≤ σ(θ u )},
we have
Combining (15) and (16), we arrive at a lower bound
Referring to (4) for the definition of µ, the above lower bound leads to
Note that µ(T ) is a function of θ, since θ u is a function of θ. We complete the proof of the proposition by letting
Since before the sequence reaches the ǫ-convergence region, there is always a non-zero probability of improving Mag(·) for each time step, the convergence of the sequence is to be expected. A simple deterministic analogue is the convergence of a monotonically non-decreasing function. The probabilistic nature of the algorithm complicates the proof. This will become clear in the proof of our next theorem.
Theorem 1: For the function Mag(·) defined in (1), let {θ[t]}
∞ t=1 be a sequence generated by the local random search algorithm described in Eqn. (4)- (6) . Then the resulting sequence converges in probability, i.e., for any given
Proof: By Proposition 2, we know that given any time t
Since Θ is compact and Mag(·) is continuous, there always exists a positive integer p such that
The probability that the sequence lies in R ǫ after p time steps is hence lower bounded by 
The lower bound is still valid if we let the sequence progress ℓ time steps further, i.e.,
We complete the proof by letting m → ∞.
Theorem 1 states that the local random search algorithm in (4)- (6) converges in probability, and hence also provides a proof of convergence for the adaptive distributed beamforming algorithm in (2)- (3). In fact, Theorem 1 also implies the convergence of the sequence {Mag(θ[t])} ∞ t=0 in probability. Since the sequence is non-negative and monotonically non-decreasing, we conclude that {Mag(θ[t])} ∞ t=0 also converges in mean by the Monotone Convergence Theorem [7] . The evolution of the sequences generated by the local random search algorithm is illustrated in Fig. 2 . Various initial points were generated randomly from a uniform distribution over Θ. Only three sample paths of the sequence are included in the figure since similar behaviors were observed for other sample paths. For each iteration, the random perturbation δ i for the ith transmitter is a uniform random variable over [−δ 0 , δ 0 ], where δ 0 = π/30. Note that we use the same channel coefficients to generate these sequences since the focus here is on the effect of different initial points. In particular, the channel coefficients are randomly generated from i.i.d. CN (0, 1) in the beginning of the simulation, and remain fixed afterwards.
From the figure, we observe the rapid convergence of the local random search algorithm, irrespective of where it is initialized. We emphasize again that the fast convergence results follow from the two important properties for the function Mag(·) as discussed in Section IV-A. Property 1 guarantees the convergence of the local search algorithm; Property 2 results in multiple global maxima for the function Mag(·) and hence the fast convergence of the algorithm. The simulations provide a partial validation of our proof since we would expect the convergence to fail from some initial points if there were non-optimal local maxima for Mag(·). It is to be noted that the convergence of the local random search algorithm only shows that the algorithm is a feasible solution to Problem 1 but not that it is the most efficient scheme in terms of the number of function evaluations. In other words, the analysis does not suggest that the algorithm requires the fewest number of function evaluations among all random search algorithms that converge. However, the algorithm does have a desirable scaling property, i.e., the time required for the algorithm to converge in mean scales linearly with the number of transmitters. This is the topic of the following section.
V. SCALING LAW
Due to the random nature of the local random search algorithm, we showed in Section IV-B that the local random search algorithm converges in probability. For the analysis of the scaling law, we require an alternative definition of convergence.
Definition 2:
The sequence {θ[t]} is said to be convergent in mean if for any given ǫ > 0 there exists t N ≥ 0 such that
) for all t, we can rewrite (17) as
In this section, our goal is then to find the time required for the local random search algorithm to converge in mean, starting from any initial point. In other words, we are interested in finding the hitting time 5 of the random search algorithm, and determining its behavior as a function of the number of transmitters. Specifically, we derive an upper bound on the hitting time of the local random search algorithm as a function of n s . Note that the study of the hitting time makes sense only if the sequence indeed converges in mean, which we established in Section IV-B.
To facilitate analysis, we define and lower bound the increment function of Mag(·) at time τ as
where ( 
Recall from Section IV-A that θ * i = 0 or 2π for all i in the shifted domain. It is also important to note that for all
. Now let us lower bound
] in each of these three different sets. To simplify notations, we omit the time dependency in the following discussions.
A. Lower bound on
We can lower bound the conditional expectation of I i as
where (a) follows from (27), and (b) from the fact that the integrand in (28) as a function of θ i attains its minimum at θ i = π for all i ∈ A 1 .
B. Lower bound on
Similarly, if i ∈ A 2 , it is clear that δ i < 0 implies (27). We then obtain the lower bound of the conditional
where (a) follows from the fact that the integrand in (31) as a function of θ i attains its minimum at θ i = π.
C. Lower bound on
where the last inequality follows since sin x − x cos x is a increasing function of x for all x ≤ π.
where the second inequality follows since − sin x − (2π − x) cos x is a decreasing function of x for all π ≤ x ≤ 2π.
Now for all τ and i
where c 1 is independent of n s , i.e., the number of transmitters. Recall that for all θ[τ − 1] / ∈ R ǫ , there exists at
Referring to (19)-(23), we obtain where the last inequality follows by choosing k 0 = √ P maxi{ai} c1
. According to (18), this implies that the hitting time for the local random search algorithm is at most k 0 n s , from any initial point. Hence, the hitting time for the algorithm scales linearly with the number of transmitters.
Although ǫ-convergence region is useful in defining convergence in an absolute sense in theory, the definition of convergence in a relative sense is more widely adopted in practice. In our simulations, we use this definition and say that the sequence converges to the α fraction of the global maxima if Mag(θ[t]) ≥ αMag(θ * ). We assume that channel coefficients are i.i.d. complex Gaussian variables CN (0, 1), and use the origin as our initial point. We set δ 0 = π/90 for all our simulations. αMag(θ * ). From Fig. 4 , we observe the same linear scaling behavior for the average convergence time. We expect this property for the average convergence time can be shown in a similar manner as in (19)-(41).
VI. CONCLUDING REMARKS AND FUTURE WORK
In this work, we have studied the convergence and scaling law of a recently proposed [1] adaptive distributed beamforming scheme for sensor/relay networks. We first established an equivalence between the distributed scheme and a local random search algorithm. The equivalence provided insights into the convergence of the distributed beamforming scheme, and led us to investigate the fundamental properties for the received signal magnitude function Mag(·). We found two important properties of the function that contribute to the rapid convergence of the algorithm.
First, all local maxima are global maxima. This prevents any local random search algorithm from being trapped in non-optimal local maximum points. The second property is that Mag(·) is invariant under a common shift to its arguments. This property results in multiple global maximum points for the function and hence the rapid convergence of the algorithm. Based on these properties, we have shown the convergence of the algorithm, both in probability and in mean. We further provided an upper bound on the hitting time of the algorithm, and demonstrated that the hitting time scales linearly with the number of sensor/relay nodes. This linear scaling is desirable, especially when the sensor/relay network is densely populated. We have also provided simulations that validate our analysis.
It is important to note that the effectiveness of the adaptive distributed beamforming scheme highly depends on the properties of the function Mag(·). While maximizing Mag(·) is equivalent to maximizing the received SNR if there is no error in obtaining the common message, we may need to consider a more complicated function when there are errors in the common message. In this case, the new metric function to consider may not possess the same desirable properties as Mag(·). For example, there may be local maxima for the new metric function. Much work needs to be done to understand how our results can be applied in this more sophisticated scenario. One thing that is clear, however, is that we will need to develop new algorithms that exploit the global structure of the new metric function since local algorithms can be trapped in local maxima. In this scenario, we believe that it will be useful to formulate the problem in our framework using the equivalence we established since it connects the problem to a well-studied field of global optimization algorithms. This is a topic for future research.
