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Abstract
This work deals with Direct Numerical Simulations (DNS) and
Large Eddy Simulations (LES) of turbulent gravity currents, per-
formed by means of a Discontinuous Galerkin (DG) Finite Element
method. In particular, a DG-LES approach in which the filter oper-
ation is built in the numerical discretization has been employed, sim-
ilarly to VMS approaches. Numerical simulations of non-Boussinesq
lock-exchange benchmark problems show that, in the DNS case, the
proposed method allows to correctly reproduce relevant features of
variable density flows with gravity. Moreover LES results highlight
the excessively high dissipation of the Smagorinsky model with re-
spect to the Germano dynamic procedure, providing a first indica-
tion of the superiority of dynamic models in the context of gravity
currents.
2
1 Introduction
Gravity currents are frequently encountered in geophysical flows,
when a heavier fluid propagates into a lighter one in a predominantly
horizontal direction because of the difference in hydrostatic pressure
at the boundary between the two fluids. In atmospheric gravity cur-
rents, such as thunderstorm outflows, density difference is typically
caused by the temperature difference between the cold front and
the warmer surrounding air. In oceanic flows, density difference is
caused by salinity and temperature gradients, while in pyroclastic
flows the density difference is due to the presence of suspended par-
ticles in the flow. The evolution of gravity currents is also very
important for some engineering applications, such as the accidental
leakage of industrial gases, see e.g. [24].
In gravity currents, the density difference between the lighter
and heavier fluid can range from very small to very large. In case of
small density differences, density variations in the momentum equa-
tion can be neglected in the inertia term, but retained in the buoy-
ancy term. This approximation is called Boussinesq approximation,
see e.g. [21], and is sufficiently accurate for density differences up to
a few percent. In most experimental and computational studies of
gravity currents reported in the literature, the Boussinesq approxi-
mation has been employed. However, in several of the above listed
phenomena non-Boussinesq effects become important.
In the present work, we validate the Large Eddy Simulation
model recently proposed in [1] for application to the study of tur-
bulent gravity currents. This model is based on a high order, Dis-
continuous Galerkin finite element discretization. Such a numerical
framework allows to generalize the concept of LES filter as a pro-
jection onto the polynomial space related to the discretization, thus
making it possible to apply it to arbitrary unstructured meshes. Fur-
thermore, we model gravity currents via the Navier-Stokes equations
for a compressible fluid in the limit of very low Mach number, thus
allowing for the simulation of both Boussinesq and non-Boussinesq
gravity currents. We remark that, even if some LES studies of
Boussinesq gravity currents have already been presented in the lit-
erature, see e.g. [5], [25], [26], to the best of our knowledge there are
almost no published results in the non-Boussinesq case. We first pro-
vide an assessment of the ability of our DG-LES model to reproduce
the incompressible results obtained in [8]. The benchmark which
has been taken into consideration is the canonical lock-exchange
test case. This benchmark appears to be particularly interesting
because it has been widely investigated both experimentally and
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numerically and, moreover, it provides a quite complex flow evolu-
tion (with the presence of shear driven mixing and internal waves)
while being specified by simple and unambiguous forcing, initial and
boundary conditions, see e.g. the discussion in [26]. We consider
the lock-exchange benchmark in the non-Boussinesq regime, carry-
ing out first simulations where all the turbulent scales of motion
are correctly captured by the computational grid (Direct Numeri-
cal Simulations). We then present results of simulations at higher
Reynolds number (Large Eddy Simulations) obtained with the clas-
sic Smagorinsky model and with the Germano dynamic model. The
numerical results reported in section 5 show that the method pro-
posed in [1] is able to reproduce correctly all the relevant features
of this important benchmark.
The paper is organized as follows. In section 2, the general model
problem is introduced. Section 3 is devoted to the description of the
turbulence models that have been applied. The space and time dis-
cretizations employed and their link with the proposed turbulence
modeling approaches are presented in section 4. The results of the
numerical simulations are presented in section 5, while some con-
clusions and perspectives for future work are discussed in section
6.
2 The model problem
We consider the compressible Navier–Stokes equations, which can
be written in dimensional form (denoted by the superscript “*”),
employing the Einstein notation, as:
∂∗t ρ
∗ + ∂∗xj (ρ
∗u∗j ) = 0, (1a)
∂∗t (ρ
∗u∗i ) + ∂
∗
xj (ρ
∗u∗iu
∗
j ) + ∂
∗
xip
∗ − ∂∗xjσ∗ij
= ρ∗f∗i , (1b)
∂∗t (ρ
∗e∗) + ∂x∗j (ρ
∗h∗u∗j )− ∂∗xj (u∗iσ∗ij) + ∂∗xjq∗j
= ρ∗f∗j u
∗
j , (1c)
where ρ∗, u∗ and e∗ denote density, velocity and specific total energy,
respectively, p∗ is the pressure, f∗ is a prescribed forcing (in the
present investigation the gravity forcing is considered and we have
f∗ = (0, 0,−g∗)), h∗ is the specific enthalpy, defined by ρ∗h∗ =
ρ∗e∗ + p∗, and σ∗ and q∗ are the diffusive momentum and heat
fluxes. Equation (1) must be complemented with the state equation
p∗ = ρ∗R∗T ∗, (2)
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Physical Reference Fundamental
quantities physical physical
quantities quantities
Length Lr -
Density ρr -
Velocity Vr -
Temperature Tr -
Pressure pr ρrV
2
r
Gas constant Rr V
2
r /Tr
Time tr Lr/Vr
Internal energy er V
2
r
Dynamic viscosity µr ρrLrVr
Thermal conductivity λr ρrV
3
r Lr/Tr
Specific heat (const. vol.) cv,r V
2
r /Tr
Specific heat (const. press.) cp,r V
2
r /Tr
Table 1: Reference physical quantities
where T ∗ is the temperature and R∗ is the ideal gas constant. The
temperature can then be expressed in terms of the prognostic vari-
ables introducing the specific internal energy e∗i , so that
e∗ = e∗i +
1
2
u∗ku
∗
k, T
∗ =
e∗i
c∗v
, (3)
where c∗v is the specific heat at constant volume. Finally, the model
is closed with the constitutive equations for the diffusive fluxes:
σ∗ij = µ
∗Sd,∗ij , q∗i = −
µ∗c∗p
Pr
∂∗xiT
∗, (4)
where S∗ij = ∂∗xju∗i + ∂∗xiu∗j and Sd,∗ij = S∗ij −
1
3
S∗kkδij , c∗p = R∗ + c∗v
is the specific heat at constant pressure, Pr denotes the Prandtl
number, and the dynamic viscosity µ∗ is assumed to depend only
on temperature T ∗ according to the power law
µ∗(T ∗) = µ∗0
(
T ∗
T ∗0
)α
(5)
following Sutherland’s hypothesis (see e.g. [28]). The dimensionless
form of the problem is obtained assuming four reference quantities:
ρr, Lr, Vr and Tr. All the other reference quantities are derived
from these fundamental ones by means of dimensional considerations
(see Table 1). Because of the fact that the number of the reference
quantities is the same as the number of fundamental dimensions,
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the form of the dimensional and non-dimensional equations is the
same:
∂tρ+ ∂j(ρuj) = 0, (6a)
∂t(ρui) + ∂j(ρuiuj) + ∂ip− ∂jσij = ρfi, (6b)
∂t(ρe) + ∂j(ρhuj)− ∂j(uiσij)
+ ∂jqj = ρfjuj , , (6c)
where f = (0, 0,−1/Fr2). Fr is the Froude number, which is re-
lated to the non-dimensional gravity acceleration by the following
equation:
g =
g∗
gr
=
g∗Lr
V 2r
=
1
Fr2
. (7)
Some other important quantities and equations in non-dimensional
form are derived in the following. The non-dimensional form of the
gas constant is given by:
R =
R∗
Rr
=
R∗Tr
V 2r
=
1
γMa2
, (8)
where Ma is the Mach number and γ the ratio between specific
heats. The non-dimensional specific heat at constant volume is:
cv =
c∗v
cv,r
=
c∗vTr
V 2r
=
R∗Tr
(γ − 1)V 2r
=
1
γ(γ − 1)Ma2 . (9)
Using equations (8) and (9) we obtain for the specific heat at con-
stant pressure:
cp = R+ cv =
1
γMa2
+
1
γ(γ − 1)Ma2 =
1
(γ − 1)Ma2 . (10)
The non-dimensional form of the state equation is obtained starting
from (2). Expressing the dimensional quantities as a function of the
non-dimensional and reference ones we have:
ρrV
2
r p = ρrρ
V 2r
Tr
RTrT, (11)
dividing by ρrV
2
r and using equation (8) we obtain:
p = ρRT =
ρT
γMa2
. (12)
Starting from the dimensional equation (3), the non-dimensional
internal energy is obtained as:
ei =
T
(γ − 1)γMa2 , (13)
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while the total energy is:
e = ei +
1
2
ukuk. (14)
The dynamic viscosity µ is given by:
µ =
µ∗
µr
=
µ∗0
ρrLrVr
(
TrT
T ∗0
)α
=
1
Re
Tα, (15)
where the last equality holds because we set T d0 = Tr. In [8] the
non-dimensional dynamic viscosity is:
µ =
ρ
Re
(16)
Since in our simulations the pressure field is substantially constant
during the computation, this dependency upon density can be re-
produced by retaining the Sutherland law (15) and by setting the
parameter α = −1. Alternatively equation (16) can be directy em-
ployed. The thermal conductivity λ is:
λ =
µcp
Pr
. (17)
The non-dimensional constitutive equations for the diffusive fluxes
are:
σij = µSdij , qi = −λ∂iT, (18)
with Sij = ∂jui + ∂iuj and Sdij = Sij −
1
3
Skkδij .
3 The LES model
We will present here a compact description of the LES models em-
ployed in this paper. We refer to [27] for a general introduction to
LES modelling and to [1] for a more complete description of these
and other LES models. As it is well known, the key ingredient of
a LES model is the filtering operator. In the approach proposed
in [1], the filter operator is embedded in the spatial DG discretiza-
tion. The details of this realization of the filter operator will be
given in section 4. Here, we only anticipate that the filtering oper-
ator is denoted by · and that it is associated with the spatial scale
∆. The spatial scale depends on the local element size and is as a
consequence a piecewise constant function in space.
As customary in LES of compressible flows, see e.g. [17], we in-
troduce also the Favre filtering operator ·˜ which is defined implicitly
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by the Favre decomposition. Given a generic function f, the Favre
decomposition is defined as:
ρf = ρf˜ (19)
This decomposition is introduced for velocity, total energy, internal
energy, enthalpy and temperature, yielding the equations
ρui = ρu˜i, (20a)
ρe = ρe˜ = ρe˜i +
1
2
(
ρu˜ku˜k + τkk
)
, (20b)
ρei = ρe˜i =
1
γ(γ − 1)Ma2 ρT˜ , (20c)
ρh = ρh˜ = ρe˜+ p, (20d)
ρT = ρT˜ = γMa2p, (20e)
where the last equality in (20b) holds because of equation (14) while
the last equalities in equations (20c) and (20e) follow from the state
equation written in the usual form (eq. (12)) and in the internal
energy form (eq. (13)) respectively. Notice that τkk in equation
(20b) is the trace of the subgrid stress tensor which is defined as:
τij = ρuiuj − ρu˜iu˜j . (21)
We introduce also the filtered counterpart of the diffusive fluxes:
σ˜ij = µS˜dij , q˜i = −λ∂iT˜ , (22)
with S˜ij = ∂j u˜i + ∂iu˜j and S˜dij = S˜ij −
1
3
S˜kkδij . Given these defini-
tions, the filter operator is applied to the non-dimensional form of
the Navier-Stokes equations (6), thus obtaining:
∂tρ+ ∂j(ρu˜j) = 0 (23a)
∂t (ρu˜i) + ∂j (ρu˜iu˜j) + ∂ip− ∂j σ˜ij
= −∂jτij − ∂jsgsij + ρfi (23b)
∂t (ρe˜) + ∂j
(
ρh˜u˜j
)
− ∂j (u˜iσ˜ij) + ∂j q˜j
= −∂j (ρhuj)sgs + ∂jφsgsj
− ∂jθsgsj + ρfj u˜j , (23c)
where
sgsij = σij − σ˜ij , (ρhui)sgs = ρhui − ρh˜u˜i,
φsgsj = uiσij − u˜iσ˜ij , θsgsi = qi − q˜i.
(24)
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Following [1], we also make the the assumptions σij ≈ σ˜ij and qi ≈
q˜i. Furthermore, the term ∂jφ
sgs
j is considered to be negligible, as
well as sgsij and θ
sgs
j . The treatment of the subgrid enthalpy flux
(ρhui)
sgs is explained in the following. We notice that, by employing
equations (14), (13) and (20e) we obtain:
ρh˜ =
1
(γ − 1)Ma2 ρT˜ +
1
2
(ρu˜ku˜k + τkk) . (25)
Introducing the subgrid heat and turbulent diffusion fluxes:
Qsgsi = ρuiT − ρu˜iT˜ = ρ
(
u˜iT − u˜iT˜
)
, (26a)
J sgsi = ρuiukuk − ρu˜iu˜ku˜k = ρu˜iukuk − ρu˜iu˜ku˜k, (26b)
we have:
(ρhui)
sgs =
1
(γ − 1)Ma2Q
sgs
i +
1
2
(J sgsi − τkku˜i) . (27)
Introducing the generalized central moments τ(ui, uj , uk) [18] with:
τ(ui, uj , uk) =ρu˜iujuk − u˜iτjk − u˜jτik − u˜kτij
− ρu˜iu˜j u˜k, (28a)
Jsgsi in eq. (26b) can be rewritten as:
J sgsi = τ(ui, uk, uk) + 2u˜kτik + u˜iτkk. (29)
The filtered equations (23) become:
∂tρ+ ∂j(ρu˜j) = 0 (30a)
∂t (ρu˜i) + ∂j (ρu˜iu˜j) + ∂ip− ∂j σ˜ij
= −∂jτij + ρfi (30b)
∂t (ρe˜) + ∂j
(
ρh˜u˜j
)
− ∂j (u˜iσ˜ij) + ∂j q˜j
= − 1
(γ − 1)Ma2∂jQ
sgs
j −
1
2
∂j
(
J sgsj − τkku˜j
)
(30c)
+ ρfj u˜j .
The term τij in the momentum equation (30b) and Q
sgs
j and J
sgs
j
in energy conservation equation (30c) are subgrid terms and need
modeling. In the present work both the classic Smagorinsky model
and the Germano dynamic procedure [20] have been employed.
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In Smagorinsky-type subgrid models, the deviatoric part of the
subgrid stress tensor τij in (30) is modelled by a scalar turbulent
viscosity νsgs:
τij − 1
3
τkkδij = −ρνsgsS˜dij , (31a)
νsgs = C2S∆
2|S˜|, (31b)
where CS = 0.1 is the Smagorinsky constant, |S˜|2 = 1
2
S˜ijS˜ij and ∆
is the filter scale. The isotropic part of the subgrid stress tensor can
be modelled as in [1]:
τkk = CIρ∆
2|S˜|2. (32)
The subgrid temperature flux is set proportional to the resolved
temperature gradient:
Qsgsi = −
1
Prsgs
ρνsgs∂iT˜ , (33)
where Prsgs is a subgrid Prandtl number. Finally the term τ(ui, uj , uk)
in the subgrid turbulent diffusion flux J sgsj is neglected by analogy
with RANS leading to [1]:
J sgsi ≈ 2u˜kτik + u˜iτkk. (34)
In the Germano dynamic model [20], the terms CS and CI in
the Smagorinsky model are no more chosen a priori for the whole
domain, but are computed dynamically as functions of the resolved
field. The deviatoric part of the stress tensor is the same as in the
Smagorinsky model:
τij − 1
3
τkkδij = −ρCS∆2|S˜|S˜dij . (35)
The coefficient CS is dynamically computed by introducing a test
filter operator ·ˆ. This operator is linked to the numerical discretiza-
tion and will be precisely defined in the next section; here it will
suffice to point out that, as the filter operator ·, the test filter is
associated to a spatial scale ∆̂ (larger than the spatial scale ∆ as-
sociated to ·). A Favre filter denoted with ·˘ is associated to the test
filter through the following Favre decomposition:
ρ̂f = ρ̂f˘ . (36)
If the test filter ·ˆ is applied to the momentum equation (30b) we
obtain:
∂t (ρ̂u˘i) + ∂j (ρ̂u˘iu˘j) + ∂ip̂− ∂j σ̂ij
= −∂j (τ̂ij + Lij) , (37a)
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where
Lij = ρ̂u˜iu˜j − ρ̂˘˜ui ˘˜uj . (38)
is the Leonard stress tensor. We now assume that the deviatoric
part of the Leonard stress tensor can be modelled using an eddy
viscosity model:
τ̂dij + Ldij = −ρ̂∆̂2| ˘˜S|CS ˘˜Sdrs. (39)
Substituting (35) for τdij and using a least square approach we obtain
for the Smagorinsky constant CS the following expression:
CS =
LdijRij
RklRkl , (40)
where
Rkl = ̂ρ∆2|S˜|S˜dkl − ρ̂∆̂2| ˘˜S| ˘˜Sdkl. (41)
The same dynamic procedure is applied also to the isotropic com-
ponent of the subgrid stress tensor:
τkk = CIρ∆
2|S˜|2, (42)
where the CI coefficient is determined by
CI =
Lkk
ρ̂∆̂2| ˘˜S|2 − ̂ρ∆2|S˜|2
. (43)
A similar approach is proposed also for the subgrid terms in the
energy equation. For the subgrid heat flux we obtain:
Qsgsi = −ρ∆2|S˜|CQ∂iT˜ . (44)
After having applied a dynamic procedure we have:
CQ =
LQi RQi
RQkRQk
, (45)
with
RQi = ̂ρ∆2|S˜|∂iT˜ − ρ̂∆̂2| ˘˜S|∂i ˘˜T . (46)
and
LQi = ρ̂u˜iT˜ − ρ̂˘˜ui ˘˜T , (47)
where LQi is the temperature Leonard flux. Considering the sub-
grid turbulent diffusion flux, contrary to what is done in the classic
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Smagorinsky model, the term τ(ui, uk, uk) is approximated as a sub-
grid energy flux which, in turn, can be modelled as a function of the
gradient of the resolved kinetic energy:
τ(ui, uk, uk) = −ρ∆2|S˜|CJ∂i
(
1
2
u˜ku˜k
)
. (48)
The value of the coefficient CJ is then determined as:
CJ =
LJi RJi
RJkRJk
, (49)
where
RJi =
̂
ρ∆2|S˜|∂i
(
1
2
u˜ku˜k
)
− ρ̂∆̂2| ˘˜S|∂i
(
1
2
˘˜uk ˘˜uk
)
. (50)
and LJi is the kinetic energy Leonard flux defined as:
LJi = ρ̂u˜iu˜ku˜k − ρ̂˘˜ui ˘˜uk ˘˜uk. (51)
It is important to point out that all the dynamic coefficients are
averaged over each element in order to avoid numerical instabilities;
moreover, since the dynamic model allows backscattering, a clipping
procedure analogous to the one introduced in [1] is applied to ensure
that the total dissipation, resulting from both the viscous and the
subgrid stresses, is positive.
4 Numerical method
The equations introduced in section 2, together with the subgrid
scale models of section 3, are spatially discretized by the Discontin-
uous Galerkin finite elements method. The DG approach is anal-
ogous to that described in [22]. In particular the Local Discon-
tinuous Galerkin (LDG) method is chosen for the approximation
of the second order viscous terms (see [3], [4], [10], [11]). In the
LDG method, the non-dimensional system of Navier-Stokes equa-
tions (30) is rewritten introducing an auxiliary variable G, so that
∂tU+∇ · Fc(U) = ∇ · Fv(U,G)
− ∇ · Fsgs(U,G) + S (52)
G − ∇ϕ = 0,
where U = [ρ , ρu˜T , ρe˜]T are the prognostic variables, ϕ = [u˜T , T˜ ]T
are the variables whose gradients enter the viscous fluxes (22), as
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well as the turbulent ones and S represents the source terms. The
fluxes in (52) are written in the following compact form:
Fc =
 ρu˜ρu˜⊗ u˜+ pI
ρh˜u˜
 ,
Fv =
 0σ˜
u˜T σ˜ − q˜

and
Fsgs =
 0τ
1
(γ−1)Ma2Q
sgs + 12 (J
sgs − τkku˜)
 ,
S =
 0ρf
ρf · u˜
 .
Here, τ , Qsgs and Jsgs are given by (31), (33) and (34), respec-
tively, for the Smagorinsky model while they are given by (35), (44)
and (29) together with (48) for the dynamic model.
To define the space discretization, a tessellation Th of Ω into
tetrahedral elements K such that Ω =
⋃
K∈Th K and K ∩K ′ = ∅ is
introduced and the finite element space is defined as:
Vh =
{
vh ∈ L2(Ω) : vh|K ∈ Pq(K), ∀K ∈ Th
}
, (53)
where q is a nonnegative integer and Pq(K) denotes the space of
polynomial functions of total degree at most q on K. For each
element, the outward unit normal on ∂K will be denoted by n∂K .
Given d the dimension of the problem the numerical solution is now
defined as (Uh,Gh) ∈ ( (Vh)(2+d) , (Vh)4×d ) such that, ∀K ∈ Th,
∀vh ∈ Vh, ∀rh ∈ (Vh)d,
d
dt
∫
K
Uhvh dx−
∫
K
F(Uh,Gh) · ∇vh dx (54a)
+
∫
∂K
F∗(Uh,Gh) · n∂Kvh dσ =
∫
K
Svh dx,
∫
K
Gh · rh dx+
∫
K
ϕh∇ · rh dx (54b)
−
∫
∂K
ϕ∗n∂K · rh dσ = 0,
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where Uh = [ρh , ρhuh , ρheh]
T , ϕh = [uh , Th]
T , F = Fc−Fv +Fsgs,
and F∗, ϕ∗ denote the so-called numerical fluxes. The numerical
fluxes are responsible for the coupling among different elements.
In this work we have tested a) the Rusanov flux, b) a modified
version of the Rusanov flux appropriate for low Mach number flows,
employing the velocity of the fluid as upwinding velocity c) the
exact Godunov Riemann solver (implemented as in [23]). In order
to avoid some numerical difficulties in simulations with small density
differences (see the discussion in section 5.3), the last one has been
extensively employed in the simulations for F∗. The centered flux is
employed for ϕ∗. On each element, the unknowns are expressed in
terms of an orthogonal polynomial basis, yielding what is commonly
called a modal DG formulation. All the integrals are evaluated
using quadrature formulae from [14], which are exact for polynomial
orders up to 2q. This results in a diagonal mass matrix in the
time derivative term of (54) and simplifies the computation of L2
projections to be introduced shortly in connection with the LES
filters.
In the following the filter operators · and ·̂, introduced in sec-
tion 3, will be explicitly defined in the context of the DG finite
elements method. In particular the filters operators are defined in
terms of an L2 projection, as suggested e.g. in [12], [13], [15]. Given
a subspace V ⊂ L2(Ω), let ΠV : L2(Ω) → V be the associated pro-
jector defined by∫
Ω
ΠVu v dx =
∫
Ω
u v dx, ∀u, v ∈ V,
where the integrals are evaluated with the same quadrature rule
used in (54). For v ∈ L2(Ω), the filter · is now defined by
v = ΠVhv. (55)
Notice that the application of this filter is built in the discretization
process and equivalent to it. Therefore, once the discretization of
equations (52) has been performed, only · filtered quantities are
computed by the model. To define the test filter, we then introduce
V̂h =
{
vh ∈ L2(Ω) : vh|K ∈ Pq̂(K), ∀K ∈ Th
}
, (56)
where 0 ≤ q̂ < q, and we let, for v ∈ L2(Ω),
v̂ = ΠV̂hv. (57)
By our previous identification of the · filter and the discretization,
the quantities ρ, ρu˜ and ρe˜ can be identified with ρh, ρhuh and ρheh,
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respectively. Therefore, they belong to Vh, for which an orthogo-
nal basis is employed by the numerical method. As a result, the
computation of ρ̂h, ρ̂huh and ρ̂heh is straightforward and reduces to
zeroing the last coefficients in the local expansion. Assuming that
the analytic solution is defined in some infinite dimensional subspace
of L2, heuristically, Vh ⊂ L2 is associated to the scales which are
represented by the model, while V̂h ⊂ Vh ⊂ L2 is associated to the
spatial scales well resolved by the numerical approximation.
The filtering operations (55) and (57) are realized by imposing
pointwise the conditions (20), (21) and (22). The Leonard stress ten-
sors (38), (47) and (51) are computed using (57) with the quadrature
rules given in [14]. Notice that the filters defined by L2 projections
do not commute with differential operators. However, in this work
we neglect the commutation errors.
The spatial scales ∆ and ∆̂ associated with the two filters (55)
and (57) can be computed by dividing the element diameter by the
cubic root (or the square root in two dimensions) of the number of
degrees of freedom of Pq(K), for ∆, and Pq̂(K), for ∆̂; the filter
scales are, as a consequence, piecewise constant functions in space.
Finally, time integration was performed by a 4 stage explicit Runge-
Kutta method.
All the computations were performed using the implementation
of the above described method provided in the finite element library
FEMilaro [16]. This tool exploits modern FORTRAN/MPI features,
aims at providing a flexible environment for the development and
testing of new finite element formulations and is publicly available
under GPL license.
5 The lock exchange benchmark
The lock-exchange configuration used to assess the capability of the
DG-LES model is represented in Figure 1. The domain length is
L = 32 and its height is H = 1. A membrane at x0 = 14 initially
divides the rectangular container into two compartments. In our
case, the two chambers are filled with the same fluid at different
densities on the two sides of the membrane (higher density on the left
and lower density on the right). Upon the removal of the membrane,
the dense front moves rightward along the lower boundary, while the
light front propagates leftward along the upper boundary.
The quantities chosen as reference physical quantities for nondi-
mensionalization of the compressible NS equations are the height
of the channel H∗, the larger of the two fluid densities ρ∗1 and the
buoyancy velocity u∗b =
√
g′∗H∗. Notice that g′∗ is the reduced
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gravity, which is computed as:
g′∗ = g∗
ρ∗1 − ρ∗2
ρ∗1
, (58)
where g∗ denotes the gravity acceleration and ρ∗2 the lower density.
Some relationships exist between the nondimensional numbers Fr
and Ma and the characteristic quantities of the test case. For the
Froude number Fr, the following equation is valid:
1
Fr2
=
g∗H∗
u∗b
2 =
g∗
g∗ ρ
∗
1−ρ∗2
ρ∗1
=
1
1− γr , (59)
where γr = ρ2/ρ1 is the ratio between densities. If we write the
definition of the Mach number as the ratio between the characteristic
velocity (i.e., the buoyancy velocity) and the sound speed we obtain:
Ma2 =
u∗b
2
γp∗
ρ∗1
=
g∗H∗(ρ∗1 − ρ∗2)
γp∗
. (60)
If we write the dimensional pressure p∗ = ppr = pρ∗1u∗b
2 as the prod-
uct of the nondimensional pressure multiplied by the reference pres-
sure and we simplify, we obtain for the Mach number the following
relationship:
Ma =
1√
γp
, (61)
where γ is the ratio between the specific heats. Concerning the
initial conditions, even though the DG finite element method would
be able to manage a discontinuous initial datum, in order to better
reproduce the results obtained in literature, the initial density profile
is smoothed out as in [8]:
ρ0(x) =
γr + 1
2
− 1− γr
2
erf
(
x− x0√
Re
)
, (62)
where x denotes the horizontal coordinate. Since we are considering
the compressible Navier-Stokes equations, it is necessary to specify
the initial conditions also for pressure and temperature. The ini-
tial pressure value at the top of the domain is computed by using
equation (61) as ptopin = 1/(γMa
2). The initial pressure value in the
whole domain is then computed assuming an hydrostatic pressure
profile:
pin = p
top
in + ρ(x)(1− z)/Fr2, (63)
where z denotes the vertical coordinate. The initial datum for tem-
perature is derived starting from density and pressure and using the
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Figure 1: Schematic representation of the initial datum for the lock-exchange
configuration.
equation of state. Since our aim is to reproduce incompressible re-
sults, a Mach number of 0.008 has been chosen. In order to achieve
effective comparisons with [8], two-dimensional simulations with slip
boundary conditions have been performed. The performance of our
model has been evaluated by comparing density contours and, more
quantitatively, different kinds of energy budgets. In particular, we
have computed the time evolution of the normalized potential, ki-
netic and dissipated energies integrated over the whole domain. The
potential energy is:
Ep(t) =
∫
Ω
1
Fr2
ρzdV. (64)
The kinetic energy is:
Ek(t) =
∫
Ω
1
2
ρuiuidV, (65)
while the time evolution of the dissipated energy is computed by
solving the following equation:
dEd
dt
=
∫
Ω
{
µ
[
1
2
(∂jui + ∂iuj)
2 − 2
3
(∇ · u)2
]}
dV. (66)
As proposed in [8] the quantity Eamb is computed as:
Eamb =
1
1− γr
∫
Ω
γrzdV. (67)
From the initial potential energy, by subtracting Eamb, we obtain
Eap0 (defined in [8] as initial available potential energy):
Eap0 = Ep0 − Eamb (68)
and the available potential energy at a generic time t:
Eap (t) = Ep(t)− Eamb. (69)
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We then normalize each contribution to the overall energy budget
with Eap0 and we obtain the normalized potential energy E
n
p (t) =
Eap (t)/E
a
p0, the normalized kinetic energy E
n
k (t) = Ek(t)/E
a
p0 and
the normalized dissipated energy End (t) = Ed(t)/E
a
p0. The second
energy budget taken into consideration provides the evaluation of
the energies dissipated by the dense and the light front separately,
as suggested in [8]. The energy dissipated by the light front is com-
puted using the following equation:
dElightd (t)
dt
=
∫ x0
0
∫ 1
0
µ
[
1
2
(∂jui + ∂iuj)
2 − 2
3
(∇ · u)2
]}
dzdx, (70)
while the energy dissipated by the dense front is:
dEdensed (t)
dt
=
∫ L
x0
∫ 1
0
µ
[
1
2
(∂jui + ∂iuj)
2 − 2
3
(∇ · u)2
]}
dzdx. (71)
where x0 is the abscissa of the initial discontinuity.
5.1 Direct Numerical Simulations
For the fully resolved simulations, a grid composed by approximately
37000 elements has been employed. The polynomial degree has been
set equal to 4, while the polynomial degree associated to the test fil-
ter operation was taken to be 2. Notice that, with these choices, the
total number of degrees of freedom is of the same order of magnitude
as that in [8].
In Figure 2 we compare the density contours obtained from our
compressible NS simulations with the corresponding density con-
tours obtained in [8], for density ratios γr = 0.2, 0.7, at t = 10 and
for Re = 4000. For both density ratios the results are quite similar,
both in terms of the position of the front and of the number and
appearance of the Kelvin-Helmoltz billows. In particular, consider-
ing the lower density ratio γr = 0.2 (Figures 2(c)-2(d)) we notice
that, as in [8], the dense front presents a considerably lower height
and that, by t = 10, it has propagated further with respect to the
light front. Moreover, by decreasing the density ratio, we observe
that the vortical structures appear to be confined to the region near
the dense front. According to the explanation in [8], this is because
across the dense current the velocity difference and the shear are
larger, which has destabilizing effect.
In the case of γr = 0.2 we notice however some discrepancies be-
tween our results and those of [8]. The length of the area of the den-
sity current interested by the presence of Kelvin-Helmoltz billows is
more extended in our case: the first vortex is located approximately
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at x = 13 in our simulation (see Figure 2(c)) while its position
is x = 15 in [8] (Figure 2(d)). Another important feature which
is correctly reproduced by the DG simulations is the behaviour of
the density current in the presence of constant dynamic viscosity
(see Figure 3). In this situation the formation of vortexes is lim-
ited to a smaller region close to the dense front (as highlighted in
[8]). Considering energy budgets, in Figure 4 we present the time
evolution of the normalized potential energy Enp (t), the normalized
kinetic energy Enk (t) and the normalized dissipated energy E
n
d (t) up
to t = 10, for Re = 4000 and density ratio γr = 0.4. We notice that
the time evolution of the different energy budgets reported in [8]
(dashed lines) is very well captured by the DG simulation (contin-
uous lines). In Figure 5 we show the time evolution of the energies
dissipated by the light and the dense front, respectively. Both in
[8] (dashed lines) and in DG our simulation (continuous lines), the
dense front (red lines) is more dissipative with respect to the light
front (blue lines). However, a slight underestimation of the energy
dissipated by the dense front is present in the DG simulation.
5.2 Large Eddy Simulations
Besides simulations at DNS resolution, also some Large Eddy Sim-
ulation experiments have been carried out in the lock-exchange
test-case, using a density ratio γr = 0.7 and Reynolds number
Re = 40000. These experiments have been performed employing
the same computational grid and the same polynomial degree as in
the DNS at Re = 4000. Both the classic Smagorinsky model and
the Germano dynamic model have been considered, together with
an under-resolved DNS obtained without employing any model. For
this case, the simulation could be completed without having to add
any artificial diffusion.
In Figure 6 we show the dissipated energy as a function of time
for the different models. We notice that the Smagorinsky model
(red line) presents a much more dissipative behaviour with respect
to the no-model (blue line) and the dynamic model (green line) sim-
ulations. This behaviour of the Smagorinsky model is confirmed by
the vorticity field at a fixed instant of time t = 15 (see Figure 7). The
vorticity field provided by the Smagorinsky model (Figure 7(b)) is
smoother and characterized by less vortical structures and lower vor-
ticity peak values. As regard as the comparison between no-model
and dynamic model we notice that, even if the dissipated energy
does not evidence significant differences (as can be easily seen in
Figure 6 observing the green and blue lines), a careful examination
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(a)
(b)
(c)
(d)
Figure 2: Density contours at t = 10 for Re = 4000 (DNS) (a) DG simulation,
γr = 0.7 (b)[8], γr = 0.7 (c) DG simulation, γr = 0.2 (d) [8], γr = 0.2
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Figure 3: Density contours at t = 10 for γr = 0.2 and Re = 4000 (DNS) with
constant dynamic viscosity µ = 1/Re.
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Figure 4: Time evolution of the normalized potential energy Enp (green), nor-
malized kinetic energy Enk (red) and normalized dissipated energy E
n
d (blue) for
γr = 0.4 and Re = 4000 (DNS). Continuous lines: DG simulation. Dashed lines:
[8] simulation.
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Figure 5: Time evolution of the energies dissipated by the dense (red) and
light (blue) fronts for γr = 0.4 and Re = 4000 (DNS). Continuous lines: DG
simulation. Dashed lines: [8] simulation.
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Figure 6: Time evolution of the normalized energies dissipated using no model
(blue), the Smagorinsky model (red), the dynamic model (green) for γr = 0.7
and Re = 40000 (LES).
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of Figure 7 allows to observe that the vorticity field obtained with
the dynamic model (Figure 7(c)) presents finer structures and higher
vorticity peak values with respect to the no model case (Figure 7(a)),
suggesting that backscatter probably plays a quite important role
when employing the dynamic model. This fact is confirmed also
by considering the values of the dynamic constant Cs at the same
instant t = 15 represented in Figure 8: there are indeed many ele-
ments where Cs assumes negative values (indicated in blue) smaller
than −0.02, with peak negative values of −0.08. These values are
not negligible if compared to the value assumed by the Smagorinsky
constant in the static Smagorinsky model which is Cs = 0.1.
Notice that approximately 13500 CPU hours have been necessary
to carry out the DNS at Re = 4000 till t = 15 and that the same
number of CPU hours has been employed for the under-resolved
DNS at Re = 40000. On the other hand, the Large Eddy Simu-
lations at Re = 40000 with the Smagorinsky model and with the
dynamic procedure have required 20000 and 22000 CPU hours, re-
spectively.
5.3 Impact of the numerical flux choice
In this section some results obtained with the Rusanov numerical
flux, a modified version of the Rusanov flux (where the upwinding
velocity is set equal to the velocity of the fluid) and the exact Go-
dunov Riemann solver (implemented as in [23]) will be presented.
In particular, in Figure 9 we have the density profiles of a Boussi-
nesq simulation for Re = 44721 and γr = 0.96, at t = 5. We notice
that the profile obtained with the Rusanov flux (Figure 9(a)) is
highly inaccurate both for the incorrect reproduction of the shape
and number of turbulent structures and for the presence of spurious
oscillations. These spurious features are instead absent in the pro-
files obtained with the exact Godunov Riemann solver and with the
modified version of the Rusanov flux (Figures 9(b) and 9(c)). This
behaviour is probably due to the fact that, when dealing with low
Mach number flows, the upwinding velocity in the Rusanov flux is
equal to the sound velocity, which is very different from the velocity
of the fluid in this regime. As a consequence, upwinding is per-
formed with a wrong velocity. This difficulty is indeed overcame by
employing the exact solver or simply by substituting the upwinding
velocity with the velocity of the fluid. This explanation appears to
be consistent with the accurate results obtained by upwind-based,
semi-Lagrangian schemes in the simulation of variable density flows
with small density differences, see e.g. [9], [30].
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(a)
(b)
(c)
Figure 7: Vorticity field obtained for γr = 0.7 and Re = 40000 (LES) at t = 15.
Red: positive values. Blue: negative values. (a) No model, value range [−63, 77].
(b) Smagorinsky model, value range [−42, 54]. (c) Dynamic model, value range
[−74, 85].
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Figure 8: Dynamic constant Cs for γr = 0.7 and Re = 40000 (LES) at t = 15.
Value range [−0.08, 0.1]. Red: positive values. Blue: negative values.
(a)
(b)
(c)
Figure 9: Density for Re = 44721 and γr = 0.96 at time t = 5. (a) Rusanov
flux. (b) Godunov exact Riemann solver. (c) Modified Rusanov flux (upwinding
velocity equal to the velocity of the fluid)
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6 Conclusions and future perspectives
In this paper, we have assessed the capability of a DG-LES model
for the numerical simulation of turbulent gravity currents in the
non-Boussinesq regime. The results obtained by application of the
DG-LES method proposed in [1] have been compared with those pre-
sented in [8] in the incompressible case. The quality of our results
with respect to [8] has been first assessed using density contours at a
fixed instant of time and for different density ratios γr. The density
contours obtained with our DG simulations appears to be qualita-
tively similar to the ones in [8] even though some discrepancies are
present, especially for the lower density ratio γr = 0.2.
From a more quantitative viewpoint, two different energy bud-
gets have been considered. First of all, normalized values of poten-
tial, kinetic and dissipated energies as a function of time have been
compared with the trends reported in [8], finding very good agree-
ment. The temporal evolution of the energy dissipated separately
by the light and dense fronts has also been computed. Also in this
case, we have quite good agreement with the results in [8], with a
good prediction of the more dissipative nature of the dense front
with respect to the light one. There is however a slight underesti-
mation of the energy dissipated by the dense front. We can conclude
that our approach is able to reproduce quite well the incompressible
results of [8] in the low Mach number regime. Some preliminary
LES results have also been presented. Even if these results have not
been compared to corresponding DNS results, we can infer that the
classic Smagorinsky model is probably too dissipative for the accu-
rate simulation of turbulent gravity currents. On the other hand
the results obtained with the dynamic model seem to indicate that
backscatter plays a quite important role. Concerning the impact of
the numerical flux choice, we can conclude that the generally used
Rusanov flux may not be the best option for variable density low
Mach number regime.
From the physical point of view, the next planned step is to carry
out Large Eddy Simulations employing also more advanced models,
like the anisotropic dynamic model proposed in [2] and the novel
proposals in [19] for compressible, variable density flows. Moreover,
we have planned also to compute additional diagnostics, like the
available potential energy ([31], [29]), in order to better discrimi-
nate the performances of the different models, as already done in
[25], [7] and [6]. From the computational point of view, we are aware
that employing an explicit time integration method in presence of
low Mach numbers leads to computational inefficiency; the imple-
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mentation of an implicit time integration method will be probably
necessary in order to perform also 3D simulations. Furthermore, a
deeper investigation of the influence of the numerical flux on the
solutions in variable density low-Mach number would be required to
better understand some of the results presented in this paper.
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