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We present a theoretical description for circuits consisting of weak anharmonic qubits coupled to
cavity multimodes. We obtain a unitary transformation that diagonalizes harmonic sector of the
circuit. Weak anharmonicity does not alter the normal mode basis, however it can modify energy
levels. We study two examples of a transmon and two transmons coupled to bus resonator, and we
determine dressed frequencies and Kerr nonlinearities in closed form formulas. Our results are valid
for arbitrary frequency detuning and coupling within and beyond dispersive regime.
Quantum computing is rapidly progressing toward
practical technology [1–4]. One of the leading architec-
tures for a quantum processor is superconducting cir-
cuit made of Josephson junction (JJ) nonlinear oscilla-
tors [5]. JJ’s make the quantum analog of classical bits,
i.e. qubits. They are driven by microwave pulses [6] and
inter-qubit interactions are made possible by coupling in-
dividual qubits to a common microwave cavity [7]. State
of the art qubit circuits have up to tens of qubits and
the key milestone of next few years research is to demon-
strate proper tolerance against noise and errors in scaling
up the number of qubits [8, 9].
As the number of qubits grows it becomes more dif-
ficult to control quantum states with high precision.
Achieving high fidelity control not only requires im-
provements in the device fabrication [10], but also calls
for rectifying theoretical estimation [11, 12]. Currently
some well known models in quantum optics are used
to describe superconducting circuits, such as multilevel
Jaynes-Cumming model and its generalizations [13]. Su-
perconducting circuit theory should gain ability in going
beyond the regimes admissible by current models and be-
come safely extendible to massive qubit lattices [14, 15].
Recently a formalism has been introduced to consis-
tently quantize weakly anharmonic JJs coupled to cavity
modes [16]. These circuits will be of our interest in here
too. The so called black box quantization divides the cir-
cuits into two sectors: the harmonic sector and the an-
harmonic one. The latter has been indicated in Fig.(1)
by (red) curly crosses of JJs, and the remaining LC cir-
cuits make the harmonic sector. In the lack of nonlinear-
ity JJs and cavity modes can be treated on equal foot-
ing, therefore they are lumped into effective impedances
seen by the anharmonic sector. Identifying these effec-
tive impedances is, however, of the central importance in
this quantization, for which Nigg et.al. in Ref. [16] em-
ploy a pole-decomposition technique, which simplifies the
harmonic sector into a Foster-equivalent LC circuits [17].
Numerical evaluation of the impedances takes place in
iterative feedbacks between experiment and theory. The
circuit is then quantized to properly include anharmon-
icy. So far this formalism has successfully described the-
oretical issues, such as in cut-off free coupling to a multi-
mode cavity [18], inductively shunted transmon [19], and
dispersive interaction rates [20].
FIG. 1: N weakly anharmonic qubits (blue boxes) coupled to
a multimode cavity. Curly (red) crosses indicate anharmonic-
ity and the coupled LC circuits make the harmonic sector.
Motivated by black box quantization, here we deter-
mine a normal mode basis, from which one can obtain all
of the seemingly-independent effective impedances theo-
retically. We study the two examples of one or two of the
weakly anharmonic transmons coupled to resonator. We
determine physical parameters in closed form formulas,
which will remain valid at arbitrary coupling strengths
and bare frequencies. The large domain of validity can be
otherwise reproduced by a combination of various models
each of which only valid within a limited domain. There-
fore black box quantization is natural and indispensable
quantizastion method for such circuits.
A transmon coupled to a resonator case. – In a
Cooper pair box (CPB) made of a transmon coupled
to single-mode resonator, canonical variables are charges
and phases, i.e. (qi, φi) with i being t (transmon) or r
(resonator) [21]. Interaction takes place by gate capaci-
tor Cg that capacitively couples transmon to the center
conductor of resonator. With the transmon charge be-
ing exposed to the resonator voltage Vr = qr/Cr, the
dipole interaction is Hint = βVrqt, with Cr/t being res-
onator/transmon capacitances and β ≡ Cg/Ct. Keeping
β  1 is essential in order to keep qubit coherence time
sufficiently long [22]. The Hamiltonian is
H = Hhar +Hanhar, Hanhar = − EC
3Z2t ~2
φ4t
Hhar =
∑
i=r,t
q2i
2Ci
+
φ2i
2Li
+Hint (1)
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2with characteristic linear impedances Zi =
√
Li/Ci
and harmonic frequencies ωi = 1/
√
LiCi, EC being
total capacitive energy of transmon (including JJ and
shunt capacitances as well as any capacitive coupling
between transmon and voltage sources), and ~ the re-
duced Planck constant. We define canonical variables
(Qi, Xi) ≡ (qiLi1/2, φiLi−1/2). In this basis the charge
and phase vectors are Q = (Qt, Qr) and X = (Xt, Xr),
respectively and the harmonic part of Eq. (1) is trans-
formed into
Hhar =
1
2
QTMQ+
1
2
XTX; M =
[
ω2t g
√
4ωtωr
g
√
4ωtωr ω
2
r
]
,
(2)
with g ≡ βωr
√
Zr/4Zt.
This Hamiltonian can be diagonalized by unitarily
transforming Q and X into new canonical variable Q
and X , i.e. Qi =
∑
j SijQj and Xi =
∑
j TijXj . Given
that the variables in the new and the old frames must
satisfy the Poisson brackets of canonical coordinates, i.e.
{Qi,Xj} = {Qi, Xj} = δij , one can find that T = S
(see Supplementary Material I). The only term in Eq.
(2) that should be diagonalized is QTMQ, which in the
new basis must look like QTΩQ with Ω being a diag-
onal matrix, Ωtt = ω¯
2
t , Ωrr = ω¯
2
r and zero otherwise.
This brings up the important conclusion that the unitary
transformation S is indeed the matrix made of columns
of normalized eigenvectors of M.
The transformation of harmonic sector to a ba-
sis with uncoupled harmonic oscillators determines
the following frequencies for the linear transmon and
resonator: ω¯t = K
2
− and ω¯r = K
2
+, respec-
tively, with K± ≡ 2− 14
(
ω2t + ω
2
r ±∆Σs−1
) 1
4 and s ≡
(1 + 16 (g/∆)
2
ωrωt/Σ
2)−1/2, Σ ≡ ωr + ωt and ∆ ≡
ωr − ωt. As discussed above, the unitary transforma-
tion S is the columns of normalized eigenvectors, which
are (±√(1∓ s)/2,√(1± s)/2)T associate to the eigen-
values K2±. (These solutions can be confirmed for ana-
logue quantum circuits using Bogoliubov transformations
[23], for details see Supplementary Material VIII.)
After diagonalizing the harmonic sector classically and
obtaining the normal mode basis, the anharmonic sec-
tor can be transformed into the same basis. Given that
S matrix transforms phases between the two basis, i.e.
Xt = −
√
(1 + s)/2Xt +
√
(1− s)/2Xr, and that anhar-
monicity depends on X4t one can see that all sort of in-
teractions is possible, e.g. CmXmr X 4−mt with coupling
strengths Cm(s) and m = 0, 1, 2, 3, 4.
The quantization of Qj , Xj with j = t, r can take
place by redefining them in terms of ladder operators:
Qˆj =
√
~/2ωj(aˆ†j + aˆj) and Xˆj = i
√
~ωj/2(aˆ†j − aˆj),
with aˆj =
∑
nj
√
nj + 1 |nj〉 〈nj + 1| making transitions
between the energy eigenbasis |nj〉 [21]. Rewriting the
new phase variables in terms of the ladder operators αˆk
defined in the normal mode basis, one can obtain the fol-
lowing Bogoliubov transformation between old and new
bases: aˆ†t − aˆt = Utt(αˆ†t − αˆt) + Utr(αˆ†r − αˆr), with
Utt = −[(1 + s)ω¯t/2ωt] 12 and Utr = [(1− s)ω¯r/2ωt] 12 .
The Hamiltonian of anharmonic sector in Eq. (1)
can be represented in quantum theory by Hanhar. =
−(δ/12)(aˆ†t − aˆt)4 with the anharmonic coefficient δ ≡
EC . In the new basis this will be transformed to
− δ12 (Utt(αˆ†t − αˆt) +Utr(αˆ†r − αˆr))4, which can be used to
define self-Kerr coefficients χi using the following general
form: −(1/12)(χ1/4t (αˆ†t − αˆt) +χ1/4r (αˆ†r − αˆr))4 [24]. No-
tice that anharmonicity is not diagonal in the new basis,
however we can simplify the anharmonic Hamiltonian by
ignoring irrelevant terms to the first order anharmonicity
and applying secular approximation. This reformulates
the Hamiltonian to
H =
∑
i=t,r
ω¯iαˆ
†
i αˆi −
χi
2
[(
αˆ†i αˆi
)2
+ αˆ†i αˆi +
1
2
]
−2χrt
(
αˆ†t αˆt +
1
2
)(
αˆ†rαˆr +
1
2
)
, (3)
in which the cross-Kerr is defined χrt ≡ √χrχt. One
can see in Eq. (3) that transforming JJ nonlinearity into
the normal mode basis introduces weak interaction be-
tween transmon and resonator with strength being the
cross-Kerr coefficient and is linearly proportional to an-
harmonicity.
Let us define dressed frequency ω˜i to be the coefficient
of αˆ†i αˆi. By summing similar terms one can obtain the
following closed form formula for the transmon and res-
onator dressed frequencies:
ω˜t = K
2
− −
χt
2
− χrt, ω˜r = K2+ −
χr
2
− χrt (4)
χt = δ(1 + s)
2
K4−/4ω
2
t , χr = δ(1− s)2K4+/4ω2t (5)
which is valid at arbitrary value of g/∆. This leads to the
energy levels Entnr '
∑
i=t,r ω˜ini−(χ2i /2)n2i −2χrtntnr.
In dispersive regime, in which detuning frequency be-
tween transmon and resonator is much stronger than the
coupling strength, i.e. g/∆  1, Eqs. (4) and (5)
can be expanded in all orders of g/∆. This will result
in the self-Kerr coefficients χt = δ[1 − 4(g/∆)2ωr(ω2r +
ω2q )/ωqΣ
2] and χr = 16δ (g/∆)
4
ω4r/Σ
4. The transmon
and resonator dressed frequencies will become ω˜t ≈ ωt −
2ωrg/∆Σ, ω˜r ≈ ωr + 2g2ωt/∆Σ. These expression are
in agreement with the non-Rotatating Wave Approxima-
tion (non-RWA) results recently taken in the second order
perturbation theory [25]. In circuits with g  ∆  Σ,
RWA can simplify the Kerr coefficients. By applying
the approximation, one gets χRWAt ≈ δ[1 − 2(g/∆)2],
χRWAr ≈ δ (g/∆)4, χRWArt ≈ δ (g/∆)2, and dressed fre-
quencies: ω˜RWAt ≈ ωt − δ/2 − g2/∆ − δg2/∆2, ω˜RWAr ≈
ωr + g
2/∆− δg2/∆2, which confirm the original pertur-
bative Lamb and AC-Stark shifts reported by J. Koch,
et.al. in Ref. [26] and observed in [27].
Fig(2a) shows dressed resonator and transmon fre-
quencies with respect to frequency detuning ∆ and com-
pares exact (solid) frequencies of Eq. (4) with perturba-
tive (dotted) frequencies. In these circuit parameters the
3��������
��������
ω �
ω �~� �
���� ���� ���� � �
���
���
���
Δ[���]
[���
]
ω�
����
� ��� � �
�
Δ ��/�� �����
�- δ�ω�
� �� ��
���
��-�
��-�
��-�
��-�
��-�
ω�[���]
χ ��[��
�]
FIG. 2: Exact (solid) and perturbative (dashed) results for
(a) dressed frequencies (b) cross Kerr in circuit with ωt =
6.5GHz, ωr = ∆ + ωt, g = 0.3GHz, and δ = 0.15GHz. (b
Inset) Dressed frequency detuning at the resonant point ∆ =
0 from Jayns-Cumming model (JC) and exact model (solid).
mismatch between RWA and non-RWA results are negli-
gible in the logarithmic scales. Far away from the disper-
sive regime and near resonance ∆ ≈ 0, where perturba-
tive theory diverges, multilevel Jayns-Cumming model
[13] seems to be a reliable model [28]. At zero detun-
ing limit the degeneracy of the two harmonic frequencies
are lifted by 2g due to atom-photon coupling [29]. In-
terestingly our results of Eq. (4) naturally gives rise to
the frequency detuning ∆˜rt = 2g(1−δ/4ωr)+O(g2) with
∆˜rt ≡ ω˜r−ω˜t. This not only meets our expectations, but
also provides correction in the degeneracy lifting value
due to the presence of anharmonicity. In Fig. (2b inset)
we show ∆˜rt/2g, which is 1 in Jaynes-Cumming model;
however Eq. (4) shows that in the small g  ωr limit it
is 1− δ/4ωr and in large g it is nonlinear in g.
Fig. (2b) plots exact cross Kerr coefficient defiened be-
low Eq. (5) and compares it with perturbative (dashed)
results. At the resonant point, i.e. ωr ≈ ωt, pertur-
bation theory diverges as expected, however our results
shows that the divergence is not physical . Interestingly
at resonant point cross Kerr coefficient is the universal
value δ/4+O(g2) no matter how much are transmon and
resonator bare frequencies.
N -atoms coupled to M resonator. – As shown in Fig.
(1) N weakly-anharmonic transmon modes individually
interact with M cavity harmonic modes. Such a circuit in
applicable for measuring entanglement scaling, sensing,
quantum computation, etc.
There are 2(N + M) canonical variables for charge
and phase degrees of freedom: Q = (Q1, · · · , QN+M )T
and X = (X1, · · · , XN+M )T . The generalized har-
monic Hamiltonian is Hhar. =
1
2
∑N+M
i=1 ω
2
iQ
2
i +
1
2X
2
i +∑N
i=1
∑N+M
j=N+1 gij
√
4ωiωjQiQj , which can be reformu-
lated into Hhar. =
1
2Q
TMQ + 12X
TX, with general-
ized (N + M) × (N + M) matrix M. Defining in-
dices t = {1, 2, · · · , N} for transmon subspace and
r = {N + 1, · · · ,M} for resonator subspace, there are
the following nonzero arrays at Mrr = ω
2
r , Mtt = ω
2
a,
Mtr = Mrt = gt
√
4ωtωr, and zero otherwise.
All we need is to diagonalize this harmonic sector. For
this aim we define a new frame in which the Hamilto-
nian becomes 12
∑
i ω¯iQ2i +X 2i using the following unitary
transformations Qi =
∑
j SijQj and Xi =
∑
j TijXj . As
discussed in previous section the unitary transformation
of these canonical variables satisfy T = S, noticing that
S is the matrix of normalized eigenvectors of M with
columns being eigenvectors (see Supplementary Material
I).
Using the definition of ladder operators similar to what
proposed above Eq. (3) one can obtain Bogoliubov trans-
formation between ladder operators in non-diagonal and
diagonal harmonic bases
aˆ†i − aˆi =
N+M∑
j=1
Uij
(
αˆ†j − αˆj
)
, Uij ≡
√
ω¯j
ωi
Sij (6)
The anharmonic Hamiltonian is Hnonhar. =∑N
i=1(δi/12)(aˆi − aˆ†i )4 which should be transformed to
the new basis using Eq. (6). For explicit evaluation
of the anharmonic terms in the transformed basis
see Supplementary Material VII. In the following we
consider another example of two interacting transmons
coupled to a resonator.
Example: Two transmons coupled to a resonator.–
This circuit is used in recent experiments specially for
making 2 qubit gates, which is a challenging research in
quantum computation [30, 31]. Let us denote transmons
and resonator bare frequencies ωi with i = 1, 2, 3, respec-
tively; however sometimes we use index r instead of 3 to
emphasize on the resonator. Interactions take place with
the strength couplings g1, g2 between the transmons and
the resonator. The 3× 3 matrix M is
M =
 ω21 0 g1√4ω1ω30 ω22 g2√4ω2ω3
g1
√
4ω1ω3 g2
√
4ω2ω3 ω
2
3
 (7)
Finding the eigenvalues of this matrix is cumbersome;
however, within a certain domain of parameters, which
is wide enough to cover the circuits of interest (see be-
low Eq. (8)), we can find eigenvalues analytically. The
cubic equation that determines eigenvalues of Eq. (7)
is λ3 + bλ2 + cλ + d = 0 with λ being eigenvalues, b ≡
−∑i=1,2,3 ω2i , c ≡ ω21ω22 +ω21ω23 +ω22ω23−∑i=1,2 4g2i ωiω3,
and d ≡ 4g22ω21ω2ω3 +4g21ω1ω22ω3−ω21ω22ω23 . Let us define
4new variables θ ≡ λ+b/3 which help eliminate quadratic
term. The new equation looks like θ3 − fθ + h = 0 with
f ≡ b2/3− c and h ≡ (2b3 − 9bc+ 27d) /27. We find the
eigenvalues λ of the matrix M in Eq. (7) and given that
ω¯k =
√
λk,
ω¯2k = 2
√
f
3
cos
cos−1
(
−h2
(
3
f
) 3
2
)
− 2pi(k − 1)
3
− b
3
(8)
with k = 1, 2, 3. Notice that proper relabelling of in-
dices might be required to identify what frequencies are
those of transmons and of the resonator. The argument
of cos−1 function must stay between 1 and -1, which en-
forces the following condition h2/4 − f3/27 < 0 to be
satisfied (see Supplementary Material II for further de-
tails). Given that frequencies are at least an order of
magnitude larger that interaction, the condition is triv-
ially satisfied and from Eq. (8) three real-values dressed
frequencies can be expected.
The anharmonic sector should be transformed into this
normal mode basis. The transformation matrix is the
columns of normalized eigenvectors of Eq. (7), whose
explicit form can be found in Supplementary Material III.
In the new basis we keep only secular terms and terms
with preserve excitation number. In the first order of δ
the circuit Hamiltonian becomes
H =
∑
i=1,2,3
ω˜iαˆ
†
i αˆi
−
∑
i=1,2,3
{
χi
2
(
αˆ†i αˆi
)2
+ 2
∑
k>i
χik
(
αˆ†i αˆi
)(
αˆ†kαˆk
)
+
∑
k>i
Jik + ∑
l 6=i,k
Liklαˆ†l αˆl
(αˆiαˆ†k + αˆ†i αˆk)
+
∑
k 6=i
Kik
[(
αˆ†i αˆi
)
αˆiαˆ
†
k + αˆ
†
i αˆk
(
αˆ†i αˆi
)]}
(9)
with self-Kerr χi =
∑
j=1,2 δjU
4
ji and cross-Kerr χik =∑
j=1,2 δjU
2
jiU
2
jk and Uij being define in Eq. (6). One can
easily evaluate all self and cross Kerr cofactors and check
that in general there is no simple relation between cross
Kerr and self-Kerr coefficients. The dressed frequency of
transmons and resonator are
ω˜i = ω¯i − χi
2
−
∑
j(6=i)
χij . (10)
Let us make further elaboration on the second two
lines in Eq. (9). The term with the coupling J in-
dicating direct anharmonic interaction between two os-
cillators. K and L couplings both are multiplied by
(αˆ†i αˆi), therefore the coupling strengths are in fact nlLikl
and niKik with n being integer quantum numbers; thus
they introduce the contribution of higher excitations in
anharmonic interaction. Explicit definitions of these
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FIG. 3: Perturbative (dotted) and exact (solid) Dressed
frequencies in circuit with bare frequencies (dashed) of 2
transmons ω1 = 3GHz and ω2 = αω1, and a resonator
ωr = ω1 + ∆r1, couplings g1/2 = 0.1GHz, and anharmonicity
δ1/2 = 0.1GHz. (a) α = 0.86. (b) Resonant transmons α = 1.
couplings can be found in Supplementary Material IV,
which shows they are linearly proportional to the an-
harmonicity δ. Block-diagonalization of this Hamilto-
nian —using for example Schrieffer-Wolff [32] (see also
Supplementary Material V for a brief overview)— indi-
cates that computational states carry the contribution
of these interactions in the second order of δ. There-
fore all these couplings can be safely disregarded for the
evaluation of dressed frequencies in the leading order
of δ. The energy eigenvalue in the first order of δ is
En1n2n3 '
∑
i=1,2,3 niω˜i − (χi/2)n2i − 2
∑
k>i χiknink.
Consider a circuit with transmon bare frequencies ω1
and ω2 = αω1, and the resonator frequency ωr = ω1 +
∆r1. Fig. (3a) shows dressed frequencies for ω1 = 3GHz
and α = 0.86 obtained from perturbation theory (dotted)
and Eq. (8) (solid). For the perturbative results we used
the approach explained in [33] and references therein. In
the dispersive regime both approaches give rise to almost
similar results. However, near the resonance ∆r1 ≈ 0
black box quantization results in finite dressed frequen-
cies, while perturbation theory diverges. For α < 1 by
expanding Eq. (8) in the limit of g/ω1 < (1 − α2)/3
√
6
dressed frequencies can be obtained in different orders of
g. In absence of anharmonicity one can find the following
detuning of dressed frequencies: ∆˜r1 ≈ 2g + O(g3) and
∆˜12 ≈ ∆12 − g+ [(1 + α)−1 + (1 + α)/2]g2/∆12 +O(g3).
Resonant transmons are studied in Fig. (3b), where
5there is no difference between transmon bare frequencies
α = 1, therefore perturbation theory is not applicable.
However Eq. (8) determines the following finite values for
dressed frequencies: ω, [(ω2 + ω2r ±∆Σr−1)/2]1/2 with
r−2 ≡ 1 + 32g2ωωr/∆2r1Σ2r1. At the extreme resonance
with both transmons and the bus resonator having the
same bare frequencies, i.e. ∆12 = ∆r1 = 0, detuning
between the dressed frequencies turn out to be ∆˜r1 ≈
∆˜12 ≈
√
2g. In supplementary Material VI we derive
these results using a direct diagonalization.
Before conclusion let us further comment on the black
box quantization. Originally [16] introduced the effec-
tive impedances by which one can find the normal mode
basis of the harmonic circuit. However, theoretically
these impedances have been left undetermined and eval-
uating them requires feedback from experiment in the
model. Here, instead we introduced a unitary transfor-
mation that diagonalizes linear LC circuits. For a trans-
mon coupled to a resonator, one can find that Zeffq =
ω˜q(1 + s)Zt/2ωq and Z
eff
r = ω˜r(1− s)Zt/2ωq. The ra-
tio of the two impedances is Zeffr /Z
eff
q = (ω˜r/ω˜q)(1 −
s)/(1 + s). This ratio in the dispersive regime becomes
∼ (g/∆)2 + O(g3). Consequently within the dispersive
limit the resonator characteristic impedance is much less
than the characteristic impedance associate with trans-
mon.
We studied a consistent quantization method for su-
perconducting quantum circuits consisting of weakly-
anharmonic transmons coupled to multimode cavities.
First we introduced a classical transformation that diago-
nalizes the interacting harmonic circuit. Once the normal
mode basis is identified we quantize the complete circuit
Hamiltonian including all anharmonic terms and further
simplify it by ignoring nonsecular terms. For the two
examples of fundamental importance in quantum com-
putation, i.e. a single transmon coupled to a resonator
and two interacting transmons via a bus resonator, we
found closed form formula for dressed frequencies and
Kerr coefficients. Our results remain valid and exact for
all coupling strengths and detuning frequencies. This
gives a complete description of the the circuit that oth-
erwise could only be partially achieved by bringing to-
gether various models each of which valid within limited
domain of parameters. This indicates that the black box
quantization is a powerful and consistent formalism for
studying the physics beyond dispersive regime and scal-
ing up the number of qubits.
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Supplemental Materials: Exact
quantization of superconducting circuits
In this supplementary material, we present the de-
tails and the derivations of results in the main text. We
present the detailed fully quantum mechanical approach
to double check our results with a secondary method and
come across the same results.
I. UNITARY TRANSFORMATION OF
CANONICAL VARIABLES
Consider two N dimensional vectors of canonical vari-
ables q = (q1, q2, · · · , qN ) and p = (p1, p2, · · · , pN ).
These variables satisfy the Poisson bracket relation
{qi, pj} = δij with i, j = 1, 2, · · · , N and the definition of
{f, g} = ∑Ni=1(∂f/∂qi)(∂g/∂pi)− (∂f/∂pi)(∂g/∂qi).
Let us consider the following unitary transformations
takes place on these variables: Qi =
∑N
j=1 Sijqj and
Pi =
∑N
j=1 Tijpj . In order to have the two new vari-
ables Q and P to be canonical variables they must sat-
isfy similar Poisson bracket relation as those of old vari-
ables: {Qi, Pj} = δij . This indicates that {Qi, Pj} =∑N
k=1(∂Qi/∂qk)(∂Pj/∂pk) − (∂Qi/∂pk)(∂Pj/∂qk). One
can easily simplify these relations into:
∑N
k=1 SikTjk =
δij . Because of the unitarity of the transformation ma-
trices S and T one can see that
∑N
k=1 SikS
†
kj = δij . For
real matrices we have S†kj = Sjk, thus T = S.
II. CONSTRAINTS WITHIN EXACT
FORMULA FOR 2 TRANSMON CIRCUIT
Another condition that can be concluded from Eq. (8)
in the main text is the following:
2
√
f
3
cos
cos−1
(
−h2
(
3
f
) 3
2
)
− 2pi(k − 1)
3
− b
3
≥ 0
(S11)
By definition we have always b ≤ 0, therefore the con-
dition can be checked in the cases where cos function is
negative, therefore we need to check the following condi-
tion: −2√f/3+|b|/3 ≥ 0, which can be further simplified
to b2/3 > c. Substituting the definitions will introduce
the following condition to hold:
ω41 +ω
4
2 +ω
4
3 ≥ ω21ω22 +ω21ω23 +ω22ω23−4g21ω1ω2−4g22ω2ω3
We take first three terms from right side to the left,
then simplify left side to arrive at the following condition:
(ω21−ω22)2+(ω22−ω23)2+(ω23−ω21)2 ≥ −4g21ω1ω2−4g22ω2ω3
which trivially holds valid without imposing any limita-
tions on parameters.
III. UNITARY TRANSFORMATION FOR 2
TRANSMONS COUPLED TO RESONATOR
The unitary transformation to diagonal basis in the
harmonic sector is carried out by the matrix of normal-
ized eigenstates with columns being eigenvectors, which
is
S =
 V1γ12N1 V1γ22N2 V1γ32N3V2γ11
N1
V2γ21
N2
V2γ31
N3
γ11γ12
N1
γ21γ22
N2
γ31γ32
N3
 (S12)
with Vi ≡ gi
√
4ωrωi, γij = ω¯
2
i − ω2j , and Ni =√
V 22 γ
2
i1 + V
2
1 γ
2
i2 + γ
2
i1γ
2
i2.
IV. ADDITIONAL INTERACTION TERMS
In the circuit made of two transmons coupled to a
shared resonator, the anharmonic part of Hamiltonian
can be simplifed to Eq. (9). Below are detailed interac-
tion couplings in terms of bare parameters:
Jik =
∑
j=1,2
δj
[
1
3
U3jiUjk + U
3
jkUji +
2
3
(UjiUjkUj3)
2
Uj1Uj2
]
,
Kik =
∑
j=1,2
δjU
3
jiUjk, Sikl =
4
3
∑
j=1,2
δj
(UjiUjkUj3)
2
UjiUjk
,
(S13)
7V. BLOCK DIAGONALIZATION
Let us consider the the Hamiltonians of two harmonic
oscillators (labeled as 1, 2) coupled to a resonator (la-
beled as 3):
H = H0 + Hint, H0 ≡
∑
i=1,2,3
ωiαˆ
†
i αˆi,
Hint ≡
∑
k=1,2
gk
(
αˆ3αˆ
†
k + αˆ
†
3αˆk
)
The unperturbed part H0 in the eigenbasis of itself id
diagonal, however Hint is not. In general we may not be
able to find a tranformation to fully diagonal matrix, but
instead we can separate out a subset of states from the
rest of the states. The Schrieffer-Wolff transformation
is one way to block diagonalize the interacting Hamil-
tonian into low energy and high energy sectors. This
usually takes place by transforming the Hamiltonian by
the anti-hermitian operator expS in the following way:
HBD = exp (−S)H expS, which can be expanded into
HBD =
∑
n=0[H,S]n/n! with [H,S]n+1 = [[H,S]n, S]
and [H,S]0 = H. One can in principle assume a ge-
ometric series expansion of the transformation matrix:
S =
∑
i=0()
iSi; however given that the zeroth or order
of HBD is HBD0 = [H0, S0] = H0 therefore S0 must be
diagonal too which is in fact inconsistent with the defi-
nition of S to be anti-hermitian and block-off-diagonal,
therefore always S0 = 0. In the first order the Hamil-
tonian is already given by Hint which can be made of
block-diagonal (bd) and block-off-diagonal (bod) matri-
ces Hint = H
bd
int + H
bod
int . Therefore HBD1 = [H0, S1] =
−Hbodint . In the second order: HBD2 = [H0, S2] +
[Hint, S1] + (1/2)[[H0, S1], S1], and so on. Putting all
together one can find the effective Hamiltonian up to the
second order HBD = H0 +H
bd
int + (1/2)[H
bod
int , S1].
Using the relations above for the Hamiltonian of Eq.
(S14) in which the interaction is block-off-diagonal one
can use the following ansatz
S1 = −
∑
k=1,2
gk
(
αˆ3αˆ′
†
k − αˆ†3αˆ′k
)
. (S14)
with αˆ′k ≡
∑∞
n=0
√
n+ 1(ω3 − ωk)−1|n〉〈n + 1| being
the modified ladder operator for k-th transmon, given
that the normal ladder operator for the same transmon
is αˆk ≡
∑∞
n=0
√
n+ 1|n〉〈n+ 1| .
One can explicitly determine the effective Hamiltonian
up to the second order of perturbation theory becomes
HBD = H0 −
∑
i,j=1,2;(i6=j)
gigj
2
(
αˆiαˆ′
†
j + αˆ
†
i αˆ
′
j
)
(S15)
VI. RESONANT TRANSMONS
In a circuit with two transmons in resonance ω1 =
ω2 ≡ ω and homogeneous coupling and anharmonicity
g1 = g2 ≡ g and δ1 = δ2 ≡ δ the harmonic Hamil-
tonian is Hhar. =
1
2ω
2(Q21 + Q
2
2) +
1
2ω
2
rQ
2
r +
1
2 (X
2
1 +
X22 + X
2
r ) + g
√
4ωωr(Q1 + Q2)Q3. Defining the vectors
Q = (Q1, Q2, Qr)
T and P = (P1, P2, Pr)
T , this Hamilto-
nian can be rewritten as Hhar. =
1
2Q
TMQ+ 12X
TX with
the matrix M being
M =
 ω2 0 V0 ω2 V
V V ω2r
 (S16)
with V ≡ g√4ωωr. Because the off diagonal elements
are identical, it is easy to find the eigenvalues, which are
ω,
√
ω2 + ω2r ±
√
(ω2 − ω2r)2 + 8V 2
2
At the exterm resonance with ωr = ω the eigenenergies
will become
ω, ω
√
1± 2
√
2g
ω
In the limit of small coupling g  ω this can be sim-
plified to
ω, ω ±
√
2g
VII. ANAHARMONICITY
Consider the following Bogoliubov transformations for
transmon ladder operator:
aˆn =
∑
m
Anmαˆm +Bnmαˆ
†
m (S17)
and using the relation between transmon charge num-
ber and phase and the ladder operator aˆn =
√
ωn
2 qˆn +
i
√
1
2ωn
pˆn, and its conjugate as well as similar in the
transformed basis αˆn =
√
ω˜n
2 Qˆn + i
√
1
2ω˜n
Pˆn, one can
find
Anm =
(√
ωn
8ω˜m
+
√
ω˜m
8ωn
)
Snm,
Bnm =
(√
ωn
8ω˜m
−
√
ω˜m
8ωn
)
Snm
in which ω˜ is the frequency in the transformed basis.
The anharmonicity in Hamiltonian will be
− δi12
(
ai − a†i
)4
. The operator part can be Bogoli-
ubov transformed to the new basis, keeping terms with
as many creations as annihilations, ignoring frequencies:
8(
an − a†n
)4
=
6
3∑
m=1
(Anm −Bnm)4
[(
αˆ†mαˆm
)2
+ αˆ†mαˆm
]
+6
∑
m<k
(Anm −Bnm)2 (Ank −Bnk)2
[
αˆ2mαˆ
†2
k + αˆ
†2
m αˆ
2
k + 4αˆ
†
mαˆmαˆ
†
kαˆk + 2αˆ
†
mαˆm + 2αˆ
†
kαˆk
]
+4
∑
m 6=k
(Anm −Bnm)3 (Ank −Bnk)
(
αˆ2mαˆ
†
mαˆ
†
k + αˆ
†2
m αˆmαˆk + 2αˆ
†
mαˆmαˆmαˆ
†
k + 2αˆ
†
mαˆmαˆ
†
mαˆk + αˆmαˆ
†
k + αˆ
†
mαˆk
)
+8
∑
m 6=k 6=l
(Anm −Bnm)2 (Ank −Bnk) (Anl −Bnl)
(
αˆ2mαˆ
†
l αˆ
†
k + αˆ
†2
m αˆlαˆk + 2αˆ
†
mαˆmαˆlαˆ
†
k + 2αˆ
†
mαˆmαˆ
†
l αˆk + αˆlαˆ
†
k + αˆ
†
l αˆk
)
VIII. BOGOLIUBOV TRANSFORMATION FOR
HAMILTONIAN DIAGONALIZATION
In this section we use quantum Hamiltonian of a trans-
mon coupled to a resonator is H = 4Ecn−EJ cosφ+Hres.
Separating the harmonic sector and the anharmonic sec-
tor, and using Bogoliubov transformation we diagonalize
the interacting harmonic sector into a diagonal quantum
harmonic Hamiltonian. We find all Bogoliubov transfor-
mation coefficients, which turns out to be similar to the
results we took from semiclassical analysis.
Given that charge number operator is proportional
to ladder operators n ∼ 2− 14 (a+ a†) and phase is the
conjugate variable φ ∼ 2 14 (a− a†), and the resonator
Hamiltonian is Hres = ωrb
†b, the circuit Hamiltonian
can be written as H = ωqa
†a − δ12
(
a− a†)4 + ωrb†b +
g
(
a+ a†
) (
b+ b†
)
with harmonic part being Hhar =
ωqa
†a+ ωrb†b+ g
(
a+ a†
) (
b+ b†
)
.
We would like to Bogoliubov-transform the Hamilto-
nian into a diagonal Hamiltonian H:
H = ω˜qα†α+ ω˜rβ†β− 1
12
(
χ
1
4
q
(
α− α†)+ χ 14r (β − β†))4
We use a technique widely used in second quantized
QFT, which is to Bogoliubov-transofmation creation and
annihilation operators
aˆ = Aαˆ+Bβˆ+Cα†+Dβ†, bˆ = Eαˆ+Fβˆ+Gα†+Hβ†
Eight equations are needed to determines coefficients;
four by enforcing that transformed Hamiltonian preserves
eigenvalues, which is equivalent to equating Hho and Hho
and setting coefficients of αˆαˆ, βˆβˆ, αˆβˆ and αˆβˆ†to zero, re-
spectively:
ωqAC
∗ + ωrEG∗ + g (A+ C∗) (E +G∗) = 0 (S18)
ωqBD
∗ + ωrFH∗ + g (B +D∗) (F +H∗) = 0 (S19)
ωq (BC
∗ +AD∗) + ωr (FG∗ + EH∗) (S20)
+g [(A+ C∗) (F +H∗) + (B +D∗) (E +G∗)] = 0
ωq (DC
∗ +AB∗) + ωr (HG∗ + EF ∗) (S21)
+g [(A+ C∗) (F +H∗) + (B +D∗) (E +G∗)] = 0
The other four are determined by enforcing commutation
relations, i.e. [a, a†] = [b, b†] = 1 and [a, b] = [a, b†] = 0,
respectively, given that [α, α†] = [β, β†] = 1 and zero
otherwise:
|A|2 + |B|2 − |C|2 − |D|2 = 1, (S22)
|E|2 + |F |2 − |G|2 − |H|2 = 1, (S23)
AG+BH − CE −DF = 0, (S24)
AE∗ +BF ∗ − CG∗ −DH∗ = 0. (S25)
For simplicity we assume coefficients are real-valued,
but the equations are difficult to be analytically solved.
A practical simplification can be achieved by defining new
variables
A± ≡ A± C, B± ≡ B ±D, E± ≡ E ±G, F± ≡ F ±H
which reformulates equations given above to the follow-
ings:
ωq
(
A2+ −A2−
)
+ ωr
(
E2+ − E2−
)
+ 4gE+A+ = 0,
ωq
(
B2+ −B2−
)
+ ωr
(
F 2+ − F 2−
)
+ 4gF+B+ = 0,
ωq (A+B+ −A−B−) + ωr (E+F+ − E−F−)
+2g (A+F+ +B+E+) = 0,
ωqA−B− + ωrE−F− = 0,
A−A+ +B+B− = 1,
E−E+ + F+F− = 1,
A−E+ +B−F+ = 0,
A+E− +B+F− = 0.
Given that one may solve the Bogoliubov coefficient
equtions, we can determine new frequencies in H:
ω¯r =
ωq
2
(
B2+ +B
2
−
)
+
ωr
2
(
F 2+ + F
2
−
)
+ 2gB+F+
ω¯q =
ωq
2
(
A2+ +A
2
−
)
+
ωr
2
(
E2+ + E
2
−
)
+ 2gA+E+
One can easily prove that F+F− = A+A−, which sim-
plifies equations and helps to find the following two im-
portant equalities:
E2+ =
ωrA+ (1−A−A+)
ωqA−
, E2− =
ωqA− (1−A−A+)
ωrA+
9Substituting them in Eq. (S26) we find one equation
between A±:[
ω2qA−
(
A3+ −A−
)
+ ω2rA
2
+ (1−A+A−)
]2
−16ωrωqg2A5+A− (1−A−A+) = 0 (S26)
This is one of the main equations we need to solve.
Another one can be determined taking some non-trivial
steps listed below: We use Eq. (S26), substitute B±
from Eqs. (S26,S26), multiply two side in E+F
2
−F+ and
simplify it, magically the final equation is again a second
equation that relation A±:
(1−A−A+)A+A−
(
ω2r
2ωq
− ωq
2
)2
− (2A−A+ − 1)2 = 0 (S27)
Now we solve these two equations together. To do so
we first define x = A+A− and substitute in Eq. (S27):
a(1−x)x−(2x−1)2 = 0 with a ≡ ∆2Σ24g2ωrωq and Σ = ωr+ωq
and ∆ = ωr − ωq. Exact real-valued solution is
A−A+ =
1
2
+
1
2
s, s−1 ≡
√
1 +
16g2ωrωq
∆2Σ2
and substituting in Eq. (S26) determines exact real-
valued A±:
A− = 2−
3
4ω
− 12
q
√
1 + s
(
ω2q + ω
2
r −∆Σs−1
) 1
4
A+ = 2
− 14ω
1
2
q
√
1 + s
(
ω2q + ω
2
r −∆Σs−1
)− 14
E− = −2− 34ω−
1
2
r
√
1− s (ω2q + ω2r −∆Σs−1) 14
E+ = −2− 14ω
1
2
r
√
1− s (ω2q + ω2r −∆Σs−1)− 14
F− = 2−
3
4ω
− 12
r
√
1 + s
(
ω2q + ω
2
r + ∆Σs
−1) 14
F+ = 2
− 14ω
1
2
r
√
1 + s
(
ω2q + ω
2
r + ∆Σs
−1)− 14
B− = 2−
3
4ω
− 12
q
√
1− s (ω2q + ω2r + ∆Σs−1) 14
B+ = 2
− 14ω
1
2
q
√
1− s (ω2q + ω2r + ∆Σs−1)− 14
In order to find F± yet we need to simplify Eq. (S26)
by multiplying on both sides on F−F+ and rewriting B±
in terms of A±, E± and F± as shown in Eqs. (S26,S26):(
F−
F+
)2
=
1
2
ω2q + ω
2
r + ∆Σs
−1
ω2r
Defining
K± ≡ 2− 14
(
ω2q + ω
2
r ±∆Σs−1
) 1
4
then
A =
√
1 + s
23/2
(√
ωq
K−
+
K−√
ωq
)
,
B =
√
1− s
23/2
(√
ωq
K+
+
K+√
ωq
)
,
C =
√
1 + s
23/2
(√
ωq
K−
− K−√
ωq
)
D =
√
1− s
23/2
(√
ωq
K+
− K+√
ωq
)
E =
−√1− s
23/2
(√
ωr
K−
+
K−√
ωr
)
,
F =
√
1 + s
23/2
(√
ωr
K+
+
K+√
ωr
)
,
G =
−√1− s
23/2
(√
ωr
K−
− K−√
ωr
)
H =
√
1 + s
23/2
(√
ωr
K+
− K+√
ωr
)
We can expand the functions in terms of small coupling
g to any order. Below are results up to the fourth order:
Substituting in definition of new frequencies one finds:
ω˜r = (2s)
− 12
√(
ω2q + ω
2
r
)
s+ ∆Σ
ω˜q = (2s)
− 12
√(
ω2q + ω
2
r
)
s−∆Σ
In the weak interaction limit these frequecies turn into
Lamb and Stark shifts. Below we evaluate them up to
fourth order:
ω˜r = ωr +
2ωqg
2
∆Σ
− 2g
4ω2q
(
5ω2r − ω2q
)
ωr∆3Σ3
+O
(
g5
)
ω˜q = ωq − 2g
2ωr
∆Σ
− 2g
4ω2r
(
ω2r − 5ω2q
)
ωq∆3Σ3
+O
(
g5
)
Anharmonicity can be easily derived using the follow-
ing relation:
(
a− a†)4 = 6 (A− C)4 ((α†α)2 + α†α)
+6 (B −D)4
((
β†β
)2
+ β†β
)
+12 (A− C)2 (B −D)2 (2α†αβ†β + α†α+ β†β)
