Introduction
This online supplement to Bierens (2014) contains the omitted proofs. Throughout I will use the same notations as in Bierens (2014) , as follows. The indicator function is denoted by I(.), and N and N 0 denote the sets of positive and nonnegative integers, respectively. The partial derivative to a parameter with index k will be denoted by ∇ k , and ∇ k,m denotes the second partial derivatives to parameters with indices k and m. To distinguish infinite dimensional parameters from finite dimensional ones, the former are displayed in bold face. Following Billingsley (1968) , I will use the double-arrow "⇒" to indicate weak convergence of sequences of random function in the metric space C[0, 1] of continuous real functions on [0, 1] , endowed with the metric sup 0≤u≤1 |f (u) − g(u)|, and following van der Vaart (1998) , the wiggling arrow "Ã" indicates weak convergence of a sequence of random elements in a Hilbert space. Finally, the operator π n applied to an infinite sequence δ = {δ m } ∞ m=1 replaces all the δ m 's for m > n by zeros.
Proof of Lemma 2.1
Consider first the case that X is a single random variable, and β 0 6 = 0, and suppose that there exist a distribution function H on [0, 1] and coefficients α * , β * such that H 0 (G(α 0 + β 0 X)) = H(G(α * + β * X)) a.s. Obviously, this is only possible if β * 6 = 0, with the same sign as β 0 . Next, denote Z = α * + β * X and suppose that the distribution of Z has support R. Then H(G(z)) = H 0 (G(α 0 − cα * + c.z)) for all z ∈ R, where c = β 0 /β * > 0. For 0 < u 1 < u 2 < 1, let z 1 = G −1 (u 1 ), z 2 = G −1 (u 2 ). Then under the quantile conditions H(u 1 ) = H 0 (u 1 ) = u 1 , H(u 2 ) = H 0 (u 2 ) = u 2 , H(u 1 ) = H 0 (G(α 0 − cα * + c.z 1 )) = H 0 (u 1 ) = H 0 (G(z 1 )), H(u 2 ) = H 0 (G(α 0 − cα * + c.z 2 )) = H 0 (u 2 ) = H 0 (G(z 2 )), hence by the strict monotonicity of H 0 (G(z)), α 0 − cα * + c.z 1 = z 1 , α 0 − cα * + c.z 2 = z 2 , which implies c = β 0 /β * = 1 and α 0 = α * .
Consider now the case X = (X 1 , X 0 2 ) 0 ∈ R q , q ≥ 2, where X 2 ∈ R q−1 . Let us assume again that there exist an absolutely conditional distribution function H and parameters α * and β * = ¡ β * ,1 , β 0 * ,2 ¢ 0 ∈ R p−1 such that
Moreover, suppose that the conditional distribution of X 1 given X 2 has support R, and that β 0,1 6 = 0. It follows from the previous argument and the quantile restrictions that conditional on X 2 , β * ,1 = β 0,1 and α * + β 0 * ,2 X 2 = α 0 + β 0 0,2 X 2 a.s. (2.1)
Assuming that E[X 0 2 X 2 ] < ∞, so that E[X 2 ] is defined and Var(X 2 ) is finite, (2.1) implies that (β * ,2 − β 0,2 ) 0 (X 2 − E [X 2 ]) = 0 a.s., hence (β * ,2 − β 0,2 ) 0 Var (X 2 ) (β * ,2 − β 0,2 ) = 0 Therefore, if Var(X 2 ) is nonsingular then β * ,2 = β 0,2 so that by (2.1), α * = α 0 . The lemma follows now from the fact that the nonsingularity of Var(X 2 ) is implied by the nonsingularity of Var(X) .
Proof of Lemma 4.1
It follows from the mean value theorem and the choice of G as the logistic distribution function that |G((1, X 0 )θ 1 ) − G((1, X 0 )θ 2 )| ≤ |(1, X 0 )(θ 1 − θ 2 )| sup 
⎞ ⎠
The lemma under review follows now from the continuity of H (u|δ 1 ) in u.
Proof of Theorem 4.1
Let α > 0 be arbitrary. Then by condition (i) there exists an n 0 (α) ∈ N such that Q(ξ n 0 (α) ) ≥ Q(ξ 0 ) − α, hence for n N ≥ n 0 (α),
where R N (α) =¯b Q N (ξ n 0 (α) ) − Q(ξ n 0 (α) )¯a .s.
→ 0.
The latter follows from Kolmogorov's strong law of large numbers. Denote Ξ c (ε) = {ξ ∈ Ξ c : d(ξ, ξ 0 ) ≥ ε}, so that the result of Theorem 4.1 reads:
lim
If Ξ c (ε) = ∅ then trivially, Pr[ b ξ N ∈ Ξ c (ε)] = 0. Therefore, assume that Ξ c (ε) 6 = ∅. Then Ξ c (ε) is compact. Next, observe that for each ξ ∈ Ξ c (ε), sup ξ * ∈Ξ: d(ξ * ,ξ)<η f (Z, ξ * )−f (Z, ξ) is a.s. non-negative and monotonic increasing in η ∈ (0, ∞), hence if E[f (Z, ξ)] > −∞ then by condition (d) and (e) and the dominated convergence theorem,
In the case E[f (Z, ξ)] = −∞ it follows from condition (e) and the monotone convergence theorem that
so that also in this case there exists an η(ξ, α) > 0 such that (4.2) holds. By the compactness of Ξ c (ε) there exist a finite number of elements ξ 1 , ..., ξ K of Ξ c (ε) such that
Hence, denoting g(z, ξ|α) = sup
it follows from (4.2) that
where
Note that by conditions (e) and (j), E[|g(Z, ξ i |α)|] < ∞ for i = 1, 2, .., K, so that the convergence result involved follows from Kolmogorov's strong law of large numbers. Combining (4.1) and (4.3), it follows now that
Finally, let Ξ c be an arbitrary compact subset of Ξ containing ξ 0 in its interior.
follows from the first part of Theorem 4.1.
Proof of Theorem 4.2
The case in Assumption 4.2(a) follows trivially from Theorem 4.1. In the case of Assumption 4.2(b), denote
It follows now similar to the proof of Theorem 4.1 that
Combined with Theorem 4.1, the latter implies that
6. Proof of Lemma 5.1 I will prove Lemma 5.1 via the following sub-lemmas. In each sub-lemma, m = 0, 1, ...,`, and for each m, C m ∈ (0, ∞) is a generic constant depending on m and the norm ||δ|| m .
Moreover,
etcetera, and more generally,
for m = 0, 1, 2, ....,`, where ω k,m ∈ N 0 . Since obviously ||δ|| k ≤ ||δ|| m for 0 ≤ k ≤ m it follows therefore from (6.2) and (6.3) that
which proves Lemma 5.1(a).
Proof. It follows from (6.1) that for i ∈ N,
Moreover, it follows from (6.3) that
so that
The result involved now follows straightforwardly from Lemma 5.1(a), (6.2), (6.4) and (6.5).
Lemma 5.1(c).
Proof. It follows straightforwardly from (6.5) that
It follows therefore similar to the proof of Lemma 5.1(b) that the result of Lemma 5.1(c) holds.
Proof. It follows trivially from (6.1) that
and therefore by (6.1),
These inequalities together with the result of Lemma 5.1(a) prove Lemma 5.1(d).
Proof. This result follows straightforwardly from (6.5) and a similar argument as in the proof of Lemma 5.1(d).
Proof. Using (6.6), this result follows similar to the proof of Lemma 5.1(d).
Proof of Lemma 6.1
Recall that by the first-order condition it follows that for k ≤ n,
Moreover, it follows from Assumptions 6.1(c) and 6.2 that for any fixed K ≤ n, and n → ∞,
This implies that there exists a sequence K n converging to infinity with n such that also lim n→∞ P n (K n ) → 1. To see this, denote P n (K) = inf m≥n P m (K) and note that for each K, P n (K) ↑ 1 monotonically as n → ∞, and for each n, P n (K) is non-increasing in K. For m ≥ 1, let n m be the smallest n ≥ m for which
Replacing m by a subsequence m n of n and denoting K n = K m n ,n it follows that
.1 now follows straightforwardly from the latter result.
Proof of Lemma 6.2
Recall that
where n = n N and
It follows from Assumptions 6.4 and 6.5 that
because by Schwarz inequality and Assumption 6.5,
Therefore, it suffices to show that e Z N converges weakly to a zero mean Gaussian process
It is well-known (see for example Billingsley 1968 ) that e Z N ⇒ Z holds if and only if e Z N (u) is tight and the finite distributions of e Z N (u) converge to the corresponding finite distributions of Z(u). As to the latter, we need to show that for arbitrary points
This is easy to verify for the case M = 2:
here the latter follows from the standard central limit theorem, with
Tightness is a generalization of the notion of stochastic boundedness to random functions, and since convergence in distribution implies stochastic boundedness, it follows similarly that tightness is a necessary condition for weak convergence. In particular, e Z N is tight if for an arbitrary ε ∈ (0, 1) there exists a compact set
As to the tightness of e Z N (u), it suffices to show that for arbitrary ε > 0,
as then condition (8.3) of Theorem 8.2 in Billingsley (1968) holds. 2 This follows easily from the fact that by (8.1) and the mean value theorem,
so that by Assumptions 6.4 and 6.5,
Note that condition (8.2) of Theorem 8.2 in Billingsley (1968) follows from (8.3).
Finally, using the Cauchy-Schwarz and Liapounov inequalities and (8.1) it follows that
where the latter inequality follows from Assumption 6.5.
Proof of Lemma 6.4 (Corrections)
Equation (A.4) in the printed version of the paper is incorrect. It should be:
Similarly, the next equation after (A.4) should be
Proof of Theorem 6.2: Continuation
To complete the proof of Theorem 6.2, it needs to be shown that
0 du, with a k,n (u) defined in the proof of Lemma 6.4. Moreover, recall from Lemma 6.4 and its proof that
Also, recall from the proof of Lemma 6.4 that, with B k,n partitioned for k > n as
To prove (10.1), it will be shown first that
It is easy to verify that
where C * k−n,n−p is the matrix of the last k − n rows of C k,n−p , i.e.,
Then for some constant c > 0 and a sufficiently large n,
where the second inequality is due to the easy inequality
Thus, lim n→∞ sup k≥n µ k,n = 0, which proves (10.2). By a similar argument it can be shown that
where b
(1)
is defined in Lemma 6.3. It follows now from (10.2), (10.3) and Theorem B.1 that
0 (a n,n (u) − a n (u))du = 0, which implies (10.1). This completes the proof of Theorem 6.2.
Proof of Lemma 6.5
First, note that
Then with η k (u) = 2 −k √ 2 cos(kπu), and
where the latter inequality follows from Schwarz inequality. Note that by Assumption 6.5,
Therefore, it suffices to show that
By Assumption 6.9 the latter can be made arbitrarily small. It follows now straightforwardly that
12. Proof of Theorem 6.5
Recall that for fixed s ∈ N,
where the o p (1) is uniform in u ∈ [0, 1]. The latter equality follows from the fact that by (12.1),
Using the notations κ s (u), δ s and ω s (u) in Theorem 6.5 we can write
It is now easy to verify from (12.1) that b Φ s (u) is tight and converges weakly to a zero-mean Gaussian process e Φ s (u), similar to Lemma 6.2, with covariance function
13. Proof of Theorem 6.6
and recall that
where the o(1) term is uniform in u ∈ [0, 1]. The latter follows from ). According to Van der Vaart and Wellner (1996, Ch. 1.8) 
Since by (12.1) N P i∈I ³ b δ n N ,i − δ 0,i´2 converges in distribution to a quadratic form of zero-mean jointly normal random variables, (13.4) holds, hence b T N (u) is asymptotically finite-dimensional. Then it follows from Lemma 1.8.1 in VW that b T N (u) is asymptotically tight if for each m ∈ N,
is asymptotically tight, which also holds by (12.1). Moreover, by Lemma 1.8.2 in VW, b T N (u) is then asymptotically measurable. It follows now from Prohorov's theorem [van der Vaart (1998, Th.18 .12(ii))] that there exists a subsequence N j and a tight random element e T ∈ L 2 0 (0, 1) such that
Next, consider the following sequence of random variables:
Since by the continuous mapping theorem,
Hence,
The latter follows from the condition that h 0 (u) is uniformly continuous and positive on [0, 1], so that
, it follows from (13.6) that
say. To prove that e T (u) is zero-mean Gaussian, let
be an arbitrary function in L 2 0 (0, 1), and let for s ∈ N,
It follows from (12.1), (13.1), (13.5) and the continuous mapping theorem that, with n N j ≥ s and
0 (0, 1) with probability 1 it can be written as
Therefore, by Lemma 1.8.3 in VW, the ε m 's are zero-mean jointly normal with Var((ε 1 , ..., ε s ) 0 ) = Λ s for all s ∈ N, so that e T (u) is zero-mean Gaussian process, and so is the process e Ω(u) in (13.7). Finally, note that by Theorem 1.8.4 in VW we can only replace N j by N itself if for all f ∈ L 2 0 (0, 1),
, which by (13.1) and (13.8) is equivalent to
14. Proof of Lemma 7.1
For the SNP Logit model in log-likelihood form without penalty function the function f (Z, ξ) takes the form
With ∇ k indicating the derivative to the k-th parameter, the first derivatives of f (Z, ξ) are
for k = 1, ...., p, where
for m ∈ N, where
It follows from (14.1) that for k = 1, 2, ..., p, 14.5) so that with
By Lemma 5.1 there exists a constant C > 0 such that
Moreover, note that for some constant C,
where the second inequality is due (14.7). At this point I will now use Assumption 2.3, which together with part (d) of Assumption 2.1 implies that
Hence, there exist constants C > 0 and d > 0 such that
It follows now straightforwardly that
Next, it will be shown that, without the need for Assumption 2.3, (14.12) and that there exists a constant C > 0 such that for all m ∈ N,
It follows then straightforwardly from (14.3), (14.12) and (14.13), similar to (14.11), that there exist constants C > 0 and d > 0 such that
To prove (14.12), observe from the easy equality
Adding these two expressions up and taking absolute values yield
which implies (14.12). Similarly, it is not hard to verify from (14.15) that there exists a constant C > 0 such that (14.13) holds for all m ∈ N.
Part (b)
Part (b) of Lemma 7.1 follows trivially from (14.1), (14.3) and
Part (c)
It follows from (14.1) and (14.3) that in general
so that by Assumption 2.3 and its implication (14.8),
15. Proof of Lemma 7.2
Part (a)
The second derivatives 5 k,m f (Z, ξ) for k, m = 1, 2, ..., p are
Using the function φ(u|δ) in (14.2) and the fact that for the logistic distribution function G(x), G 0 (x) = G(x)(1 − G(x)) and G 00 (x) = G(x)(1 − G(x))(1 − 2G(x)), we can write
Recall from (14.10) that there exist constants C > 0 and d > 0 such that
Moreover, note that
Therefore, by (14.8) and the mean value theorem, with mean value θ * ,
for some constant C.
Furthermore, by Lemma 5.1 and the mean value theorem, with C a generic constant,¯G
where the latter follows from
due to Lemma 5.1 and the choice`= 2 in Assumption 7.1, 3 and
It follows now easily that for k, m = 1, 2, .., p, and some constant C > 0,
if ||ξ − ξ 0 || 1 is sufficiently small. Next, observe that for k = 1, ..., p and m ∈ N,
The inequality (15.3) is one of the reasons why`= 2 is needed in Assumption 7.1.
which can be written as (15.5) where ψ m (u|δ) is defined in (14.4).
To prove that for k = 1, 2, ..., p and m ∈ N,
if ||ξ − ξ 0 || 1 is sufficiently small, it suffices to show that for some constant C, (15.8) as all the other inequalities involved have already been derived. It follows straightforwardly from (14.16) and (14.17) that (15.14) so that
and by the mean value theorem,
It follows then easily that
To prove (15.12)-(15.14), observe from (14.15) that for k 6 = m,
(15.16)
The results (15.12)-(15.14) follow now straightforwardly from (15.16) and (15.17). Combining (15.4), (15.6) and (15.15), part (a) of Lemma 7.2 follows.
Part (b)
Part (b) of Lemma 7.2 follows trivially from (15.1), (15.5) and (15.11).
Part (c)
Using the function φ(u|δ 0 ) in (14.2), the notation (14.6), and the fact that for the logistic distribution function G(x), G 0 (x) = G(x)(1 − G(x)) and G 00 (x) = G(x)(1 − G(x))(1 − 2G(x)), it is not hard to verify that for k, m = 1, 2, ..., p,
Hence, the matrix B p,p takes the form B p,p = −B p where
which is a.s. finite.
To prove that B p is nonsingular, suppose that there exists a nonzero vector Recall from (14.1) that for k = 1, 2, .., p,
is not hard to verify that for k = 1, ..., p and m ∈ N, (15.18) and for k, m ∈ N,
whereas by (14.1) and (14.3),
for k = 1, ..., p and m ∈ N, and
where V n is defined in Theorem 6.2. To show that V n is nonsingular, suppose first that V p+1 is singular. Since it has already been verified that V p is nonsingular, singularity of V p+1 implies that
for some γ ∈ R p , hence
Next, write U X = G(α 0 + β 0,1 X 1 + β 0 0,2 X 2 ) and e X 0 γ = γ 1 + γ 2 X 1 + γ 0 3 X 2 , and recall from Assumption 2.1 that X 1 has support R, conditional on X 2 . Therefore, we may take the partial derivatives to X 1 :
Thus, the singularity of V p+1 implies that for all u ∈ [0, 1], 
(the latter result is the other reason why we need`= 2 in Assumption 7.1) so that − u) , which is impossible. Consequently, V p+1 is nonsingular. Along the same lines it can be shown that for all m ∈ N the variance matrix of (5 1 f (Z, ξ 0 ), ..., 5 p f (Z, ξ 0 ), 5 p+m f (Z, ξ 0 )) 0 is nonsingular. Next, suppose that for some m ∈ N, V p+m is nonsingular but V p+m+1 is singular, so that 5 p+m+1 f (Z, ξ 0 ) is a.s. a linear combination of (5 1 f (Z, ξ 0 ), ..., 5 p+m f (Z, ξ 0 )) 0 :
for some γ ∈ R p and a nonzero vector λ = (λ 1 , ..., λ m ) 0 ∈ R m , so that
Note that if λ = 0 then the variance matrix of (5 1 f (Z, ξ 0 ), ..., 5 p f (Z, ξ 0 ), 5 p+m+1 f (Z, ξ 0 )) 0 is singular, which is not true. Replacing the operator 5 1 in (15.20) by (5 m+1 − P m k=1 λ k 5 k ) it follows now similar to the previous case that the singularity of V p+m+1 implies
h(u|δ 0 ) ¶ which contradicts Assumption 7.2. Thus, V p+m+1 is nonsingular. By induction it follows now that V n is nonsingular for all n ∈ N, and so is B n,n = −V n .
