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Abstract. This paper introduces an approach to find motifs in time
series that are subjectively interesting. That is, the aim is to find motifs
that are surprising given an informative background distribution, which
may for example correspond to the prior knowledge of a user of the tool.
We quantify this surprisal using information theory, and more partic-
ularly the FORSIED framework. The resulting interestingness function
according to which motifs are ranked is then subjective in the statistical
sense, enabling us to find subsequence patterns (i.e., motifs and outliers)
that are more truly interesting. Although finding the best motif appears
intractable, we develop relaxations and a branch-and-bound approach
that is implemented in a constraint programming solver. As shown in
experiments on synthetic data and two real-world data sets this enables
us to mine interesting patterns in small or mid-sized time series.
1 Introduction
Prior work on time series motif detection tends to evaluate a motif’s interest-
ingness by assessing its significance against some objectively chosen prior distri-
bution for the time series. In this paper, we introduce an approach to identify
motifs that are subjectively interesting, in comparison to a prior distribution.
More particularly, given a time series, we are interested in detecting (re-
curring) subsequences that are highly informative to a user. Here, ‘informative’
refers to the patterns providing most insight, i.e., patterns strongly contrasting
with the user’s background knowledge, which are thus surprising and subjectively
interesting; while ‘recurring’ means that we are looking for a set of subsequences
that bear significant similarity to each other and they altogether can constitute a
motif. Alternatively, detecting non-recurring subsequences that are subjectively
interesting is also useful, as these subsequences constitute outliers.
To achieve such a subjective interestingness measure for motifs and outliers,
we define these subsequence patterns as local probabilistic models that we can
incorporate into a background distribution. The subjective interestingness is then
equal to the amount of information (in the formal information theoretic sense)
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contained in a local model, in comparison with the background distribution. In
turn, the background distribution is a maximum entropy model for the data
given a set of constraints, such as expected mean, variance, and co-variance
between neighbouring points in the time-series. A wide variety of constraints
would be possible, which can also contain the prior knowledge of a user, making
the information content of the local models dependent on such prior knowledge.
Hence, this score indeed quantifies interestingness subjectively.
To find the most informative motifs and outliers efficiently, we develop relax-
ations with bounds on this relaxed form, and propose a search method imple-
mented in a constraint programming solver. Together with a pruning technique,
this enables us to mine subsequence patterns relatively efficiently.
Our specific contributions are:
– Novel definitions of motifs and outliers as probabilistic patterns. [Section 2]
– A quantification of their Subjective Interestingness (SI), based on how much
information a user gains when observing this pattern. [Section 2]
– We propose a relaxation of the exact setting and an algorithm to efficiently
mine the most informative recurring pattern to a user. [Section 3]
– We empirically evaluate this algorithm on one synthetic data and two real-
world data, to investigate its ability to encode the user’s prior beliefs and
identify informative subsequence patterns. [Section 4]
2 Motif templates and their Subjective Interestingness
Basic definitions. We denote a time series as Xˆ , (Xˆ1, . . . , Xˆn)′ ∈ Rn, i.e.,
an ordered collection of n real numbers Xˆi ∈ R, where i ∈ [n] = [1, . . . , n]. We
write Sˆi,m for Xˆ for the subsequence of length m ≤ n starting from position i.
That is, Sˆi,m = Xˆi, . . . , Xˆi+m−1. And we write T = {Tˆ1, . . . , Tˆ|T|} for a set of
subsequences, i.e., Tˆi = Sˆj,m, all of equal length m, of cardinality |T|.
Definition 1 (Motif). A motif is a set T with |T| ≥ 2 of ‘similar’ subsequences.
The criterion by which we judge ‘similarity’ is explained below shortly below.
Definition 2 (Outlier). An outlier is a subsequence Sˆi,m of a time-series for
which that time-series does not contain ‘similar’ non-overlapping subsequences.
Our general aim is to find subjectively interesting ‘motifs’. However, what
one typically means is not actually a set of subsequences that are similar, but
a general subsequence pattern that is re-occurring in a time-series. To avoid
working with a set of subsequences, one can use a single exemplar. Here we
introduce a probabilistic local model as the target object, the motif template:
Definition 3 (Motif template). A motif template θ is a description of local
model that describes the shape of a motif.
More concretely, we propose a model where we capture the mean and variance
statistics of subsequences. We call this template a mean-variance motif template:
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Definition 4 (Mean-variance motif template). A mean-variance motif tem-
plate θ is a tuple θ = (µ, σ), where µ is a vector of means and σ a vector of
variances, both of cardinality m. The parameters µ, σ are used to define a multi-
variate Gaussian distribution N (µ,Σ) where Σ is the diagonal matrix with the
values of σ as the main diagonal and zero elsewhere.
In this paper, we take µ, σ as the maximum likelihood parameters over a
set of subsequences T. We denote the motif template learned from a set of
subsequences T as θT = (µT, σT). Examples are given in Figs 1 and 2.
FORSIED. The FORSIED framework [1,2] stipulates in abstract terms how
methods can be derived to mine subjectively interesting patterns. The basic
procedure is that a background distribution P is defined over the space of all
possible data sets Ω, which here would be all possible realizations of a time series
X. Since X ∈ Rn, the background distribution is a probability density hence we
denote it as p(X) instead. It was argued that a good choice for the background
distribution is the maximum entropy distribution subject to constraints, and
these constraints should be defined to capture the user’s prior beliefs.
Subjective Interestingness. Then, given the type of patterns that we want to
mine (here motifs), we need to derive the Information Content (IC) of such pat-
terns and define their Description Length (DL). The Subjective Interestingness
(SI) of a pattern can then be computed as SI = IC/DL [2].
Description Length. We deem motifs of varying length are beyond the scope
of this paper, and as we will see, the IC already brings a balance between the
number of instances and the accuracy with which a motif template describes
the instances. Hence, the DL can be assumed to be a constant and the SI is
proportional to the IC: SI ∝ IC.
Incorporating a motif template into the background distribution. The
background distributions p for all prior belief types discussed in this paper are
essentially multivariate Gaussian distributions each of which is parametrized by a
n-dimensional mean vector µ and a n×n covariance matrix Σ. As mentioned, the
motif template can also be described by a multivariate Gaussian distribution,
T ∼ N (µT,ΣT). Once a motif template along with its subsequence instances
are identified and showed to the user, the user’s belief state changes, and the
background distribution needs to be updated. To do this, we simply set the
blocks of µ and Σ corresponding to the subsequence instances equal to µT and
ΣT, and the off-diagonal elements of Σ corresponding to instances equal to 0.
Information Content. We define the IC of a motif T as the amount of infor-
mation gained by it being communicated, which is equivalent to the Kullback-
Leibler divergence between the initial background distribution p(X) and the
updated background distribution pT(X):
IC(T) = − log p(T) = log pT(Xˆ)− log p(Xˆ). (1)
Finding the most subjectively interesting motif template. Now we can
formalize our goal of finding the most interesting motif template in a time series
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as an optimization problem with the following objective:
Objective 1: argmax
T
log pT(Xˆ)− log p(Xˆ).
We propose a relaxed version of Objective 1 which only depends on the
probability of subsequences in T. This objective is similar to Objective 1, but is
more straightforward to optimize efficiently.
Objective 2: argmax
T
∑
Tˆ∈T
log pT(Tˆ)−
∑
Tˆ∈T
log p(Tˆ).
3 How to find the most informative motif template
Let us denote the optimal motif by T∗ and let the set I = {i1, i2, . . . , ic} index the
instances of T∗ in Xˆ, where c is the number of instances in T∗. As all the instances
are assumed to be of the same length l, we have T∗ = {Sˆi1,l, Sˆi2,l, . . . , Sˆic,l}. The
problem of finding all the instances in T∗ is actually to identify all the elements in
I. In this work, we adopted a greedy search algorithm to approximately solve this
problem. The general idea is to first seed I by finding a small set of k instances
similar wrt to Objective 2 and then greedily grow that set using Objective 1.
The algorithm consists of three major steps:
1. Model the user’s prior belief by the original background distribution p0;
2. Seed by finding a small set of instances which optimizes Objective 2 ;
3. Grow that set by adding an instance which optimizes Objective 1, and iterate.
The original background distribution. We wish to define constraints and
compute a maximal entropy distribution such that these constraints are pre-
served in expectation. For the original background distribution p0, we consider
three kinds of constraints. They respectively express the user’s prior knowledge
about the mean and the variance of each data point, as well as the first order
difference in X. Notice these expectation values can be anything, here we equate
them to the empirical values. The solution of the maximal entropy distribution
with these three constraints is a multivariate Gaussian distribution p0(X) with
a mean vector µ0 and covariance matrix Σ0. µ0 and Σ0 can be derived by apply-
ing the Lagrange multiplier method. Also, we further improve the computation
efficiency by using the property that maximizing the entropy and maximizing
the likelihood are the dual of each other in the class of exponential form distri-
butions. The computation details and results are omitted here for brevity.
Finding an initial template set T0 with k instances. The search starts
by finding k non-overlapping optimal instances for T0. Let I0 denote index set
for T0. We choose to optimize Objective 2, and the problem of finding the most
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subjectively interesting T0 can be formulated as
Problem 1 argmax
T0
∑
T∈T0
log pT0(T)−
∑
T∈T0
log p0(T) ≡
argmax
I0
∑
i∈I0
logN (Sˆi,l|µT0 ,ΣT0)−
∑
i∈I0
logN (Sˆi,l|µ(i:i+l−1)0 ,Σ(i:i+l−1,i:i+l−1)0 )
(2)
where µT0 =
1
k
∑
i∈I0
Sˆi,l, ΣT0 = diag(
1
k − 1
∑
i∈I0
(Sˆ
(1)
i,l − µ(1)T0 )2,
1
k − 1
∑
i∈I0
(Sˆ
(2)
i,l − µ(2)T0 )2, . . . ,
1
k − 1
∑
i∈I0
(Sˆ
(l)
i,l − µ(l)T0))(2)))
Note the superscript of a symbol is used to denote the corresponding entry in a
vector or matrix. Using the expression for the multivariate Gaussian distribution
and ΣT0 ’s being a diagonal matrix, we can write Eqs. (2) as
∑
i∈I0
logN (Sˆi,l|µT0 ,ΣT0)−
∑
i∈I0
logN (Sˆi,l|µ(i:i+l−1)0 ,Σ(i:i+l−1,i:i+l−1)0 )
= −k ∗ l
2
log(2pi) +
k ∗ l
2
∗ {log k + log(k − 1)}
−k
2
∑
h∈[l]
log
{ ∑
i,j∈I0
i<j
(Sˆ
(h)
i,l − Sˆ(h)j,l )2
}
︸ ︷︷ ︸
I
−1
2
(k − 1) ∗ l
−
∑
i∈I0
logN (Sˆi,l|µ(i:i+l−1)0 ,Σ(i:i+l−1,i:i+l−1)0 )︸ ︷︷ ︸
II
(3)
Note the parts related to the choice of instances in T0 are underbraced and
numbered respectively as I and II. Term I makes the search for optimal in-
stances very computationally demanding, reaching O(nkk2). We thus consider
optimizing a relaxed objective of Problem 1 based on bounding the term I.
Applying Jensen’s inequality results in a summation form taken from all the in-
stance pairs. This allows us to convert Problem 1 to be the search for a submatrix
with maximum sum, mitigating the k2 factor of the original time complexity.
Also, we measure the potential of each candidate and prune the search space so
that the search goes through only those highly potential candidates.
Greedily searching for a new instance. The algorithm then continues to
search for a new subsequence which optimizes Objective 1, until the probability
of the time series decreases, i.e. pj(Xˆ) − pj−1(Xˆ) <= 0. During this step, we
also apply a heuristic to prune subsequences which pose little potential, which
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Table 1: Run-time to search the initial template set, with pruning factor 99%.
n l Time(s) n l Time(s) n l Time(s)
1800 100 9.96 3600 100 50.12 7200 100 369.92
7200 25 328.09 7200 50 350.65 7200 100 369.92
0 5000 10000 15000Time
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(a) a synthetic time series
0 50 100 150 200 250
-4
-2
0
2
(b) Motif 1
0 50 100 150 200 250
-2
0
2
(c) Motif 2
Fig. 1: The algorithm correctly retrieves the two patterns in the synthetic data.
significantly reduces the search space and thus speeds up the computations.
Remark 1. Although the three basic steps described above are for finding a single
motif template (i.e. the most informative one to the user), our analysis is not
finished with that. A new search for another motif template is started by running
step 2 and step 3 again based on an updated background distribution, the one
that has already incorporated the user’s knowledge of the previous template.
4 Experiments
Data. Synthetic data was generated by embedding two instances from the UCR
Trace Data (length 275) of different classes twelve times into a time series of
length 15,000, separated by Gaussian noise. The ECG data set is recording
#205 in the MIT-BIH Arrhythmia DataBase [7]. We chose a part of 20 seconds
(7200 samples) to experiment on that includes normal heartbeats and ventricular
tachycardia beats. The Belgian Power Load data set (from the Open Power
System Data [8]) covers the year 2007 and is resampled at hourly resolution, for
a total length of 24 ∗ 365 = 8760.
Pruning and Scalability. In all experiments we used 99% pruning, as even with
such heavy pruning the optimal motif template was still found. Table 1 shows
that that the length of the motif template does not influence the computational
cost that much, but the influence of the time-series length is more than quadratic.
Synthetic data. We verified whether our method could correctly find the em-
bedded motifs in the synthetic data, the result of which is shown in Fig. 1.
ECG time-series. We analyzed the ECG data using a motif template length
of 100, corresponding to a duration of 0.28s. In this fairly short recording (see
Fig. 2a), our algorithm identified three motifs. The first two motifs correspond
to normal heartbeats (highlighted with red and green, templates shown in 2b
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Fig. 2: Three motif templates identified in the 20-second ECG recording.
and 2c). We see their shapes mostly coincide, with a horizontal shift. Another
motif identified by the algorithm lies in the area of ventricular tachycardia (pink
sections). The instances do not cover all the ventricular tachycardia heart beats,
but the small error bars in Fig. 2d indicate that these instances are uncannily
similar to each other, and the reason why other ventricular tachycardia subse-
quences lose the membership for this motif set is their smaller similarity.
Belgium Power Load Data. We analyzed this data searching for motifs of
length 24 (one day). The first motif found covers many weekdays, except for
Fridays, during winter time. The second motif corresponds to many days between
Monday to Thursday as well, but during hot seasons. Interestingly, days in July
appear to be different from either. Actually, part of these days (i.e. Monday to
Thursday in the last two weeks of July) constitute the third motif. The fourth
motif covers many Sundays from middle of April to the beginning of October.
5 Related work
A considerable body of literature has been devoted to techniques to discover
recurring patterns in time series. There exist several challenging issues in this
pattern discovery problem, including scalability [9,12], the detection of motifs
with various lengths [10,6], multi-dimensional time-series [11], and handling dis-
tortions [3]. All existing methods are objective, in the sense that they not con-
sider a user’s beliefs or expectations and thus operate regardless of context. The
novelty of our algorithm is in modeling and using the user’s beliefs, and inserting
the subjective informativeness into the targeted patterns.
Most related in spirit are algorithms that involve user interaction elements.
An efficient method to visually mine patterns in time series is VizTree [4]. This
algorithm involves the usage SAX, a symbolic representation of time series which
is invariant to time shifting [5]. VizTree allows users to visually evaluate and
inspect subsequence patterns. However, VizTree uses a predefined length of the
motif to be found. For example, GrammarViz3 [10] allows discovery of variable-
length motifs in an interactive setting.
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6 Discussion
We propose a new methodology for motif and outlier discovery and a concrete
implementation for a specific type of motifs and outliers where the interesting-
ness score can incorporate prior beliefs, and hence they are subjectively interest-
ing. We develop a relaxation of this interestingness score with bounds that can
be optimized relatively efficiently using constraint programming. An empirical
evaluation demonstrates the potential of the proposed approach.
For future work, it would be useful to develop a motif template that incorpo-
rates a form of time warping. Secondly, the length of the subsequences considered
is currently a parameter, and could be optimized as well. To make this possible,
further speedup techniques should be developed, such as early abandoning.
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