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Introduction
My research focuses on understanding how people make decisions and what mecha-
nism of decision-making is best for a decision maker. Good decision-making requires
good information. However, information is dispersed among different parties. In
many economic situations the decision maker does not have the relevant information
and therefore needs to rely on the help by an expert. In this dissertation, I inves-
tigate novel aspects of two well-known decision-making protocols: To benefit from
the expert’s information, the decision maker can either ask him to report what he
knows (communication), or she can simply let the expert make the decision himself
(delegation).
Communication
In practice, decision-making is often based on both soft and hard information. While
soft information can be misreported without any cost, hard information cannot be
misrepresented. A decision maker may then be expected to prefer hard over soft
information. Then a natural question arises: Whether and why does a receiver still
solicit soft information from a sender who is known to be biased if the receiver already
has access to some hard information? This is the main question addressed in Chapter
1 “Checking Cheap Talk” (joint with Ian Ball).
We consider a sender-receiver game in which the sender tries to persuade a receiver
to purchase a good that has multiple attributes. The sender observes all the attributes
and costlessly transmits a message to the receiver, who selects some (but not all)
attributes to check and then chooses whether to buy. An important feature of our
model is that the sender always prefers the receiver to buy the good independently
of the quality, which makes credible communication between the two parties a` la
Crawford and Sobel (1982) impossible. However, we show that even though the sender
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has state-independent preferences, the sender strictly benefits from the ability to
communicate. Indeed, one interpretation of the verification here is that it serves as a
substitute for the missing preference alignment. If the sender has commitment power,
she can further increase her utility by committing to randomize between various
messages. However, we find that if the receiver can partially observe the state, cheap
talk can do as well as Bayesian persuasion in some cases. We also observe that the
receiver’s verification has an ambiguous effect on the sender’s utility unless the sender
has commitment power.
Delegation
As an alternative decision-making protocol, delegation is adopted in many situations.
Quite frequently, not only is decision-making delegated, but also information acqui-
sition. However, two concerns of the decision maker arise: first, the decision maker
is afraid of the expert’s bias; second, the decision maker wants to encourage effort
on information acquisition. This creates a trade-off for the decision maker when de-
ciding how much discretion to give the expert if she can only specify the admissible
set from which the expert can freely choose decisions but cannot provide monetary
incentives. Then it is natural to ask what is the principal’s optimal delegation set
in this situation. This question is addressed in Chapter 2 “Biased and Uninformed:
Delegating to Encourage Information Acquisition” (joint with Ian Ball).
We consider a game where the principal first specifies a decision set and then
the agent chooses how much effort to exert to learn the payoff-relevant state. After
learning the state with some probability, the agent takes a decision from the decision
set prescribed by the principal. We find that the principal’s optimal delegation set
features a cap to restrict the agent’s bias and may have a hole around “safe” decisions
in order to encourage information acquisition. Interestingly, unlike in standard dele-
gation models, the principal’s payoff is maximized when the agent’s bias is nonzero.
In other words, the agent’s bias can help the principal, as the principal can punish
the agent without harming herself if the agent does not acquire information.
Communication vs. Delegation
In many situations, the motives of the expert may not be transparent to the decision
maker. Also, the interactions between the decision maker and the expert are often
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repeated. In a long-run relationship, the expert may have an incentive to “look good,”
i.e., have reputational concerns. In such situations, if the decision maker can choose
the decision-making protocol, should she keep control and solicit information from
the expert or delegate the decision-making to the expert? I answer this question in
Chapter 3 “Reputational Cheap Talk vs. Reputational Delegation.”
I consider a two-period repeated game. In each period, the uninformed principal
first decides whether to delegate the decision-making to the informed agent who is
either good (not biased) or bad (biased). If she does, the agent takes an action
himself. If she does not, the agent sends a cheap talk message to the principal who
then takes an action. I find that in the second period, the principal is better off
by keeping control instead of delegating to the agent. The first-period game can be
transformed into a costly signaling game. The agent’s behavior not only affects his
current utility but also signals his type which affects his future utility. It turns out
that the optimal authority allocation in the first period depends on a prior cut-off.
If the prior about the agent being good is above this cut-off, the principal prefers
delegation over communication. Otherwise, communication dominates delegation.
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Chapter 1
Checking Cheap Talk
1.1 Introduction
Less informed agents often turn to biased experts for guidance. Even when the
expert’s private information is important for the agent’s preferences, the expert’s own
preferences may be independent of this private information if the bias is sufficiently
strong. For example, a salesperson wants a shopper to buy her product, no matter
its true quality; a prosecutor wants a judge to convict the defendant, without regard
to the defendant’s actual guilt or innocence; a politician wants a voter’s support,
regardless of whether her proposal would actually benefit the voter. This level of
bias makes credible cheap talk communication impossible. Indeed, the sender will
send whichever message that induces the highest probability of the receiver taking
the sender-preferred action.
However, in practice, the receiver can often gather additional information after
receiving the sender’s message. For instance, the shopper can inspect some attributes
of the product, the judge can check some evidence submitted by the prosecutor, and
the voter can do some research on the proposal. Then a natural question to ask
is whether and why does an agent still solicit information from an expert who is
known to be biased if the agent can partially observe the state of the world? In other
words, (why) does an agent bother to listen to the biased expert for soft information
(cheap talk messages) if the agent can get access to some hard information (through
verification)?
In this paper, we show that with strategic partial verification, cheap talk messages
by an extremely biased sender can be credible and strictly benefit both the sender
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and the receiver. The vital channel of influence is that the sender’s message can
influence which information the receiver seeks to acquire. The salesperson can point
the shopper to the best attributes of the good; the prosecutor can guide the judge to
inspect the strongest evidence against the defendant; the politician can highlight the
merits of her proposal to the public.
It is well known in economic theory that if the sender is too biased, no information
can be credibly communicated. To facilitate informative communication, our novel
idea is to use partial verification as a remedy to the extreme conflict of interests
between the two parties. In other words, the verification serves as a substitute for
the missing preference alignment so that with the help of hard information, soft
information from the sender becomes credible and strictly benefits both the sender
and the receiver.
We obtain this result in a simple sender-receiver game. The receiver chooses
between two actions and the sender has a strict, state-independent preference for one
action over the other. The state is a vector of N binary attributes (i.e., either good or
bad), drawn from a symmetric common prior. The sender observes the state and then
sends a message to the receiver. After seeing the message, the receiver chooses some
(but not all) components of the state to costlessly verify and then decides whether
to buy the product at an exogenous price or not. We interpret the restriction on
verification as a time or cognitive constraint, as in Glazer and Rubinstein (2004). For
instance, a shopper may not bother to become an expert on all the tech specs of a
smartphone; the judge may have to complete the case in a certain amount of time;
the voter may only glance at a news article before voting.
The main insights can be captured by the case where the receiver can only check
one attribute, which is our baseline model in Section 1.2 and 1.3. We construct a
natural family of symmetric equilibria, called top equilibria. Under a top-k equi-
librium, the sender points to the k best components of the state, without indicating
their relative positions. Ties are broken by uniform randomization. The receiver then
uniformly selects one of these recommended attributes to check, and buys if and only
if that attribute is good. For any 1 ≤ k ≤ N , we provide the sufficient and necessary
condition for the existence of the top-k equilibrium, which requires the price below
an upper bound. In Section 1.4, we extend the setting to the case where the receiver
can check multiple attributes and we show that the same equilibria exist. Naturally,
“checking one attribute” is simply a special case of “checking multiple attributes.”
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We discuss other equilibria in Appendix 1.7.4.
This family of equilibria has an intuitive structure. The probability of purchase
is strictly decreasing in k because for smaller k, the relative quality of the checked
attributes is higher and the probability of good attributes being checked is decreasing
as the sender points to more and more attributes. However, the range of prices at
which the equilibria can be sustained is increasing in k. For larger k, the checked
attributes are more representative of the overall quality, which makes the receiver
more optimistic and therefore more willing to pay a higher price. Moreover, the
expected utility of the receiver upon buying is also increasing in k. As k increases,
seeing a good attribute becomes a rarer but stronger signal about the quality of the
product. This features an interesting trade-off between how often a good signal is
observed and how strong that signal can be.
Since the sender tries to persuade an initially uninformed receiver, we compare
the sender’s utility under these equilibria with her utility under alternative com-
munication structures. Specifically, we consider two information structures for the
receiver—no verification and partial verification—and three communication proto-
cols for the sender—no communication, cheap talk, and Bayesian persuasion. This
gives six pairs of an information structure and a communication protocol.
We find that, even though the sender has state-independent preferences, for a
range of prices, the sender strictly benefits from the ability to communicate. To il-
lustrate this, suppose that without any information the receiver will not buy. With
state-independent preferences, the sender’s only objective is to maximize the prob-
ability of buying. If the receiver can randomly pick one attribute to check without
talking to the sender, he will buy only if he sees a good attribute, which may in-
crease the probability of buying to some extent. However, in our top-1 equilibrium,
in which the receiver checks the recommended attribute after receiving the sender’s
message, the probability of buying significantly increases to a higher level so that all
the non-zero types can sell the good with probability one. Intuitively, under partial
verification without communication, seeing a good signal is purely random. But if the
sender can communicate with the receiver (although the message is cheap talk), she
can guide the receiver to the good attributes. Hence, we can think of the cheap talk
message as a belief-coordinating device that guides the receiver to the good signals
and this is incentive compatible for the sender due to the verification by the receiver.
We also find that if the sender has commitment power, as in Kamenica and
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Gentzkow (2011), then she can further increase her utility by committing to ran-
domize between various messages that induce different buying probabilities. This
essentially smooths the discreteness in the equilibria arising from the sender’s incen-
tive constraints. In light of the Bayesian persuasion literature, it is not surprising
that the sender can benefit from commitment. However, we show that cheap talk
can do as well as Bayesian persuasion in some cases. This happens with prices such
that the receiver is exactly indifferent between checking the recommended attributes
and checking the unrecommended ones. Since the commitment power substantially
enlarges the sender’s set of communication strategies, if the receiver strictly prefers to
follow the sender’s recommendation when the message is cheap talk, then with com-
mitment the sender can gradually adjust the signal structure to increase her utility
until the receiver is indifferent between obedience and disobedience. However, if the
receiver is already indifferent when the sender cannot commit, then the sender can
only replicate the cheap talk equilibrium when she can commit.
Finally, we observe that the receiver’s ability to partially verify the state has an
ambiguous effect on the sender’s utility unless the sender has commitment power, in
which case verification can only restrict the set of posteriors the sender can induce.
If the sender cannot commit so that the message is cheap talk, depending on the
prior, the sender may or may not benefit from verification. Specifically, when the
receiver decides to buy with his prior, then verification hurts the sender since the
receiver will buy with probability less than one, as indicated in our top equilibria.
However, if the receiver does not buy without any information a priori, then the
sender benefits from verification since seeing a good signal makes the receiver more
optimistic about the product. On the other hand, if the sender can commit to a
signal structure, verification can only hurt the sender since it imposes restrictions on
the sender’s strategy set, whereas without verification the sender has full control over
the receiver’s information structure by Bayesian persuasion.
Related Literature
Crawford and Sobel (1982) introduced cheap talk games where the sender’s messages
are costless, unrestricted, and unverifiable. They showed that informative equilibria
exist as long as the sender is not too biased. In many settings of interest, however, the
sender prefers that the receiver take a particular action, no matter the state. With
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this level of bias, the sender cannot use cheap talk messages to credibly communicate
information about the state, and hence the unique equilibrium is “babbling.” If various
assumptions about the cheap talk setting are relaxed, then there can be an informative
equilibrium. For instance, messages can be credible if their cost depends on the state,
as in Spence’s (1973) classical signaling model or, more recently, in Kartik’s (2009)
model of cheap talk with lying costs.
Another approach, commonly referred to as “persuasion games” beginning with
Milgrom (1981) and Grossman (1981), is to restrict the sender’s strategy set to allow
for information to be concealed but not misreported. This can be thought of as a
reduced form approach to incorporate verification or evidence.
We take a different approach. The sender’s strategy set is unrestricted and there is
no exogenous lying cost. Instead, the receiver, after seeing the sender’s message, can
verify part (but not all) of the state. Instead of exogenously restricting the sender’s
messages, the receiver’s actions, through verification, discipline the messages that
the sender chooses to send in equilibrium, much in the spirit of Crawford and Sobel
(1982). Indeed, one interpretation of verification is that it adds another dimension to
the receiver’s action space in a way that preferences are sufficiently aligned to support
an informative equilibrium.
The advantage, relative to persuasion games, is that we can study the receiver’s
strategic decision about which information to verify. In each of the top-k equilib-
ria, the binding deviation often involves checking one of the attributes that is not
recommended. This captures an important strategic consideration that is absent in
the models of persuasion. If the relevant attributes for the receiver’s decision are the
highest attributes, then an equilibrium can be sustained. Depending on the param-
eters of the environment, in other cases, the receiver would rather make his decision
on the basis of the worst attributes. This introduces a new role for cheap talk. It is
not about telling the receiver whether the product is of high quality, but rather which
attributes are of high quality, so that the receiver can make his decision on the basis
of those attributes.
There have been numerous extensions of cheap talk in various dimensions. The
most relevant strand is the sequence of papers on multi-dimensional cheap talk (e.g.,
Battaglini, 2002; Levy and Razin, 2007; Ambrus and Takahashi, 2008). It is worth
stressing the comparison with Chakraborty and Harbaugh (2007, 2010). What is
important here is to distinguish the information structure from the preference struc-
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ture. Our paper features a multi-dimensional information structure, but the prefer-
ence structure is one-dimensional. Their papers can be seen as a complementary way
to generate influential equilibria when the sender has state-independent preferences.
Our baseline model is rooted in Glazer and Rubinstein (2004) who study a mech-
anism design problem that minimizes the probability of the decision maker taking
wrong action given that the information provider is biased in favor of one alternative
of the decision maker. We depart from them in the following ways: On one hand,
we assume away the commitment of the receiver, i.e., we study the existence and
properties of a class of equilibria of the communication game rather than an optimal
mechanism design problem. Although Glazer and Rubinstein (2004) show that the
resulting optimal mechanism can be supported as an equilibrium outcome, i.e., com-
mitment is not needed for the optimality of the mechanism. However, the converse
is not true. In other words, in other equilibria of the game without commitment,
the optimal mechanism with commitment may not be obtained. And what we are
investigating belongs to the general group of equilibria which does not necessarily
correspond to the optimal mechanism considered in Glazer and Rubinstein (2004).
On the other hand, they take a mechanism design approach and focus on receiver-
preferred equilibrium. Consequently, their focus is on extracting information from an
informed sender rather than persuading an uninformed receiver. However, we are fo-
cused on a class of equilibria, and particularly the equilibrium that is sender-optimal.
And we gain novel insights on whether and how the sender benefits from cheap talk,
verification and commitment.
A recent extension of Glazer and Rubinstein (2004) is Carroll and Egorov (2017)
who consider a similar setting (i.e., a receiver can verify only one dimension of a
sender’s multi-dimensional information) but focus on the range of sender’s payoff
functions that can support full information extraction, which is also a receiver-optimal
mechanism design problem.
Another recent paper by Lipnowski and Ravid (2017) complements our work on
how the sender benefits from commitment and cheap talk when the sender’s prefer-
ences are state-independent. However, in their setting the receiver has no access to
hard information, i.e., there is no verification.
The remainder of this paper is organized as follows. In Section 1.2, we present
the baseline model in which the receiver can only check one attribute. In Section 1.3,
we analyze the equilibrium and convey the main insights of this paper in this simple
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setting. We extend the environment to the general case where the receiver can check
any number of attributes in Section 1.4. Some remarks about our model are made
in Section 1.5. We conclude in Section 1.6. The proofs are relegated to Appendices
1.7.1, 1.7.2 and 1.7.3. We discuss other extensions in Appendices 1.7.4 and 1.7.5.
1.2 Model
There are two players, a sender (she) and a receiver (he). The state has N ≥ 2 binary
attributes. Formally, the state θ ∈ Θ := {0, 1}N is drawn from a symmetric prior pi ∈
∆(Θ) with full support. Specifically, we assume that θ1, . . . , θN are exchangeable. The
natural interpretation is that the state captures the (binary) quality of a product along
N dimensions. Alternatively, the components can be interpreted as the outcomes of
binary product tests, which are independently and identically distributed conditional
on the (unobserved) product quality. The i-th component θi equals 1 or 0 according
to whether the i-th attribute is good or bad. The sender’s utility is 1 if the receiver
buys and zero otherwise. Let |θ|:= θ1 + · · ·+ θN .1 The receiver’s utility from buying
when the state is θ is v(θ) − P where v : Θ → R is a symmetric function such that
v(θ) = v(θ′) if |θ|= |θ′| and v(θ) > v(θ′) if |θ|> |θ′|, and P is the price of the good,
which is exogenously given.2 If the receiver does not buy, his utility is normalized to
0.
The timing is as follows. The sender observes the state realization and sends a
message to the receiver. The receiver sees the message, updates his beliefs by Bayes’
rule, and then costlessly checks one attribute of the state.3 The receiver then decides
whether to buy the product.
To complete the description of the model, we define strategies for both players.
A message strategy for the sender is a function m: Θ→ ∆(M) that maps each state
1We use |·| to denote the sum of the components of a vector. Therefore, |θB |=
∑
i∈B
θi for any
B ⊂ {1, . . . , N}. And we will refer to |θ| as the quality of the good below.
2We believe the exogenous price is an innocuous assumption since our main focus is on the
strategic interaction between the sender and the receiver rather than how the price arises. We can
think of it as the prevailing price in a perfectly competitive market.
3We assume the receiver has limited time or cognitive capacity for processing information as in
Glazer and Rubinstein (2004) so that the receiver can check the attributes without any cost within
his checking capacity but it is prohibitively costly to check attributes beyond his checking capacity.
Our results still hold if the verification cost is sufficiently small, which will be discussed in Section
1.5.2.
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realization to a distribution over a finite message spaceM. For any message A ∈M,
let m(A|θ) denote the probability that m(θ) assigns to A. Let [N ] := {1, . . . , N}. A
strategy for the receiver is a pair (c, b) specifying a checking strategy c:M→ ∆([N ])
with ci being the probability that the receiver checks attribute i and a buying strategy
b = (b0, b1):M → [0, 1]N × [0, 1]N specifying the probability of buying upon seeing
a bad attribute and a good attribute. Specifically, b0i (respectively, b
1
i ) denotes the
probability that the receiver buys after checking attribute i and seeing that it is bad
(respectively, good).
The payoffs of the sender and the receiver from this combination of strategies
(m, c, b) are
uS(m; c, b) =
∑
θ,A,i
ci(A)(θib
1
i (A) + (1− θi)b0i (A))m(A|θ)pi(θ),
uR(m; c, b) =
∑
θ,A,i
(v(θ)− P )ci(A)(θib1i (A) + (1− θi)b0i (A))m(A|θ)pi(θ)
respectively, where each sum is taken over all θ ∈ Θ, A ∈M, and i ∈ {1, . . . , N}.
The solution concept is perfect Bayesian equilibrium.
1.3 Equilibrium Analysis: Checking One Attribute
1.3.1 Existence
First notice that, in a game of cheap talk without verification, no communication could
be sustained in equilibrium. As all the cheap talk games, the babbling equilibrium
always exists in which the sender sends messages that are independent of her type and
the receiver just ignores the sender’s message. With the state-independent preferences
of the sender, this would be the only equilibrium. The reason is that no matter how
coarse the messages are, the sender would always find it advantageous to send the
message that induces the highest probability of buying. Thus in equilibrium, the
receiver’s behavior would be independent of the messages.
However, by introducing partial state verification, there can be a lot of non-
babbling equilibria. We would focus on a particular family of equilibria in which
the sender is playing a specific message strategy, called the top-k strategy, where k
is a parameter in [N ]. Under this strategy, the sender effectively “points” to the k
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highest attributes of the realized state vector, without indicating any ordering among
those k attributes. If there is a tie, the sender will break it uniformly. For example,
suppose that N = 3, k = 2, and θ = (1, 0, 0). Then the sender claims “Attribute 1
and 2 are my two highest attributes” with probability 1/2 and “Attribute 1 and 3 are
my two highest attributes” with probability 1/2. So the message space is M = Pk,
where Pk is the set of k-element subsets of [N ]. The top-k message strategy, denoted
mk : {0, 1}N → ∆(Pk), is formally defined as follows. First let
Tk(θ) = argmaxI∈Pk |θI |.
For any θ ∈ {0, 1}N ,
mk(A | θ) =
1/|Tk(θ)| if A ∈ Tk(θ),0 otherwise.
It will be convenient here and below to use the notation a ∧ b := min{a, b}.4 Notice
that Tk(θ) = {I ∈ Pk | |θI |= k ∧ |θ|}. Therefore, for any A ∈ Pk, we have
mk(A | θ) =

1/
(
N−|θ|
k−|θ|
)
if |θA|= k ∧ |θ|= |θ|,
1/
(|θ|
k
)
if |θA|= k ∧ |θ|= k,
0 otherwise.
where
(
b
a
)
is the number of combinations without repetitions of a elements from b
elements.
We would like to exclude trivial equilibria in which no trade occurs. The following
definition is in order:
Definition. A perfect Bayesian equilibrium is called top-k equilibrium if the sender
is playing the top-k strategy and the probability of trading is positive.
Given the sender’s top-k strategy, it is not hard to conjecture that in a top-k
equilibrium, the receiver’s strategy is evenly pick one attribute from those that are
recommended to check and buy if and only if the result of verification is 1. Clearly,
the sender is incentive compatible to honestly communicate since she is maximizing
4To simplify the notations below, we will assume the wedge operator “∧” has higher precedence
than addition, so, e.g., a ∧ b+ c = min{a, b}+ c.
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the probability of buying by playing top-k strategy given the receiver’s strategy. But
we need to make sure the strategy specified is a best response for the receiver. The
following theorem gives the sufficient and necessary condition for the existence of a
top-k equilibrium. Let S¯ba (S
b
a) denote the sum of a attributes chosen uniformly from
b of the top (bottom) attributes.5
Theorem 1.1. Let k ∈ [N ]. There exists a top-k equilibrium if and only if
P ≤ E[v(θ) | (S¯k1 , SN−k1 ) = (1, 0)].
The theorem states that there exists a top-k equilibrium if and only if the price
is sufficiently low. In that case, the checking and buying strategies specified above
together with the top-k strategy constitute an equilibrium. Intuitively, top-k equi-
libria can be sustained if the price is low enough such that the receiver will actually
check the recommended attributes. If the price is too high, the receiver would rather
deviate to the unrecommended attributes. But then the sender would have pointed
to the worst attributes in the first place, knowing the receiver will not check them,
and the equilibrium breaks down.
To better understand this theorem, we start with top-1 equilibrium to elaborate.
It can be shown that when k = 1, the sufficient and necessary condition above can
equivalently be expressed as
E[(v(θ)− P )1(θ 6= 0)] ≥ E[(v(θ)− P )θ1].
For necessity, suppose there exists an equilibrium of the desired form at the given
price P . That is, the sender uniformly points to her highest attribute and the receiver
checks the recommended attribute and buys if and only if the result of verification is
1. Then, on the equilibrium path, the receiver will buy if and only if θ 6= 0. Moreover,
the receiver must get a weakly higher payoff from obedience than from the following
deviation: check attribute 1 and buy if and only if θ1 = 1. But this requirement is
precisely the inequality above since the receiver’s payoff from buying is v(θ)− P .
For sufficiency, suppose the price P satisfies the condition. Given the receiver’s
strategy, the sender clearly has no profitable deviation. It remains to check that the
receiver has no profitable deviation. Specifically, we need to show two kinds of devia-
tion are not profitable for the receiver: first, the receiver ignores the sender’s message
5To determine these top and bottom attributes, ties are broken uniformly. To simplify the
notations below, set S¯ba = S¯
b
b and S
b
a = S
b
b for a > b.
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and checks a random attribute and then buys if and only if that attribute is good;
second, the receiver checks an unrecommended attribute based on the sender’s mes-
sage and buys if and only if it is good. By the necessity above, it is clear that the first
deviation is not profitable. The difficulty lies in the second deviation since checking
different unrecommended attributes induces different beliefs of the receiver. When
the number of attributes is large, the second deviation can be very overwhelming to
deal with.
To solve this problem, we will prove something slightly stronger than needed: even
if the receiver could check the recommended attribute i and one other attribute j 6= i
of his choosing, his optimal strategy would still be to buy if and only if θi = 1. For-
mally, we are proving optimality in the larger class of strategies that are measurable
with respect to (θi, θj) for some j. In other words, we consider a hypothetical game
in which the receiver can check not only one recommended attribute but also one
unrecommended attribute, which gives the receiver a more general information parti-
tion structure than any information partition structure in the original game. And we
show the optimality under this finer information partition structure for the receiver.
Now consider a general top-k equilibrium. Recall that S¯k1 (S
N−k
1 ) records the
result of verification from checking the recommended (unrecommended) attributes.
Notice that when the sender uniformly points to k highest attributes, the support of
(S¯k1 , S
N−k
1 ) is contained in the set
S = {(0, 0), (1, 0), (1, 1)}.
Then there is a threshold (a, b) ∈ S such that it is a best response to buy if and only
if (S¯k1 , S
N−k
1 ) ≥ (a, b). If b = 0, then this buying strategy is measurable with respect
to S¯k1 and hence the receiver need only check recommended attributes. If b = 1,
then this buying strategy is measurable with respect to SN−k1 and hence the receiver
need only check the unrecommended attributes. Therefore, Theorem 1.1 essentially
indicates that top-k equilibria can be supported if the buying threshold is low enough
so that the receiver will actually only check the recommended attributes. Otherwise,
the receiver would rather deviate to the unrecommended attributes.6
It is worth noting that among the family of top-k equilibria, top-1 equilibrium
is the sender’s most preferred equilibrium since the highest probability of buying is
6See more discussions in Section 1.4 after we present the more general result Theorem 1.2.
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achieved in this equilibrium. In effect, all the non-zero types manage to sell the good
with probability one if the top-1 equilibrium is sustainable.
1.3.2 Parametrization
In order to bring about the novel insights, we parametrize the model by taking v(θ) =
|θ| and imposing a specific strictly positive prior pi = (pi0 , . . . , piN ) over |θ|, i.e., Pr(|θ|=
i) = pi
i
for i = 0, . . . , N . Because θ1, . . . , θN are assumed exchangeable, the probability
distribution of the vector θ is pinned down by pi. Specifically, Pr(θ = θˆ) = pi|θˆ|/
(N
| ˆθ|
)
for θˆ ∈ {0, 1}N . Then Theorem 1.1 reduces to the following proposition:
Proposition 1.1. Let v(θ) = |θ|. There exists a top-1 equilibrium if and only if
P ≤ NE(|θ|)−E(|θ|2)
N(1−pi0 )−E(|θ|)
.
For any given strictly positive prior pi, we can find the upper bound of the price by
Proposition 1.1 to sustain a top-1 equilibrium when v(θ) = |θ|. To make things more
interesting, we further assume that E(|θ|) < P . Therefore, the receiver will not buy
in the ex ante stage with the prior belief. However, the price is not necessarily below
the upper bound dictated by Proposition 1.1 when it is above the ex ante expectation
of |θ|. The requirement E(|θ|) < NE(|θ|)−E(|θ|2)
N(1−pi0 )−E(|θ|)
implies pi0 >
Var(|θ|)
NE(|θ|) .
7
We consider two benchmarks to which we compare top-1 equilibrium with respect
to the probability of buying.
Benchmark 1.1. There is only cheap talk communication but no verification.
Benchmark 1.2. There is no communication but the receiver can randomly pick one
attribute to verify.
Under Benchmark 1.1, as we discussed before, there is only the babbling equilib-
rium and the receiver will ignore the sender’s message and take an action based on
his prior belief, which implies he will not buy by the assumption E(|θ|) < P .
Under Benchmark 1.2, note that the receiver would be determined to purchase
the good only if the result of verification is 1. To see why, suppose the receiver
checks attribute i with some probability qi ∈ [0, 1] such that
N∑
i=1
qi = 1. If he finds
the result of verification is 0, his expectation over all the attributes is E[|θ|| θi = 0] <
7Note that neither Theorem 1.1 nor Proposition 1.1 relies on this requirement.
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P .8 Thus the receiver will not buy. Therefore, the probability of buying is at most
N∑
i=1
qi ·
(
N∑
j=1
pij(
N−1
j−1 )
(Nj )
)
= E(|θ|)
N
.9
Compared to these two benchmarks, the probability of buying in top-1 equilibrium
is strictly higher than either of them.10 This comparison is summarized in Figure 1.1.
It is clear that even though the sender has state-independent preferences, for a range
0
1
Cheap talk only
Partial verification onlyE(|θ|)
N
Cheap talk and partial verification1− pi0
Figure 1.1. Probability of Trading
of prices, the sender strictly benefits from the ability to communicate. The underlying
idea is simple. We can think of the cheap talk messages as a belief-coordinating device
which guides the receiver to the good attributes. The receiver finds it optimal to follow
the sender’s recommendation in equilibrium and therefore he sees a good attribute
more often than if he randomly picks one attribute to check and sees a “1.”
1.3.3 Comparative Statics
For the following comparative statics results, we will keep N and pi fixed.
8To see this, note that E[|θ|| θi = 0] ≤ E(|θ|) (see Lemma 1.5 in Appendix 1.7.3 for the formal
proof) and by the assumption that E(|θ|) < P , the desired inequality is attained.
9Since E(|θ|) ≤ E[|θ|| θi = 1] (see Lemma 1.5 in Appendix 1.7.3 for the formal proof), under
the assumption E(|θ|) < P , the price P can be higher than E[|θ|| θi = 1] so that the probability of
buying can be zero even if the receiver finds the result of verification is 1.
10It is straightforward to see that E(|θ|) = ∑Ni=0 i · pii = ∑Ni=1 i · pii < ∑Ni=1N · pii = N(1 − pi0).
Therefore, we have E(|θ|)N < 1− pi0 .
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Equilibrium Parameter k
First, we study how the equilibrium existence depends on the equilibrium parameter
k. Define the price threshold by
P¯k = E[v(θ) | (S¯k1 , ¯S
N−k
1 ) = (1, 0)].
This is the highest price at which there exists a top-k equilibrium when the receiver
can only check one attribute.
Proposition 1.2. The price threshold P¯k is strictly increasing in k.
This means that the set of prices at which the top-k equilibrium can be sustained is
increasing in k. The intuition is that as k increases, the sample of the top-k attributes
is moderated so that seeing ones becomes a better signal of quality. Therefore, a
positive signal from this sample can induce purchase at higher prices.
Next, we study the comparative statics of the equilibrium buying probability and
the expected utility of the receiver upon buying. Let Zk be an indicator function for
whether the receiver buys. Clearly, the equilibrium buying probability is
E[Zk] = E[k∧|θ|]k .
Proposition 1.3. The equilibrium buying probability E[Zk] is decreasing in k but the
conditional expected utility of the receiver E[v(θ) | Zk = 1] is increasing in k.
Concerning the equilibrium buying probability, as k increases, it is more and
more difficult to see a good attribute for the receiver when he uniformly picks one
recommended attribute to check. For example, the type (1,0,0) can sell the good
with probability one in the top-1 equilibrium whereas the receiver will check her first
attribute with probability 1/2 in the top-2 equilibrium. Concerning the conditional
expected utility of the receiver, intuitively, if the sender points to one attribute and
the receiver indeed sees a “1,” he will not take it as a big deal since he suspects that
the sender may only have a single “1.” However, if the sender points to ten attributes
and claims they are good, when the receiver sees a “1,” he would reasonably believe
the sender may have quite a few ones and therefore he can easily see a “1” when he
randomly checks a recommended attribute. In other words, seeing a “1” becomes a
rarer but stronger signal as k increases.
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Proposition 1.3 implies that if the sender can select which top-k equilibrium is
played, she will choose the one with the smallest k. However, she can achieve equilibria
with smaller and smaller k only as the price goes down by Proposition 1.2. At some
point, the price is low enough so that the receiver will buy without communication.
The relative position of this threshold E[v(θ)] and the thresholds P¯k depends on the
distribution.
Full Taxonomy
We have already seen that in terms of the probability of trading, the top-1 equilibrium
is the sender’s most preferred equilibrium. And the sender can strictly benefit from
cheap talk even though the preferences of the two parties are misaligned. Then a
natural question arises: what if a top-1 equilibrium is not sustainable because the
price is too high? For example, the price is just between the price threshold of top-1
equilibrium and top-2 equilibrium so that the top-1 strategy fails to be an equilibrium.
Then could the sender do better than in a top-2 equilibrium? The answer is yes.
The idea is to give the sender commitment power. Here we relate to the Bayesian
persuasion literature where the sender can commit to a signal structure. We will show
that the sender can strictly benefit from commitment under partial verification. This
may not be surprising given the insights of the Bayesian persuasion literature, e.g.,
Kamenica and Gentzkow (2011). However, we will also show that in some cases, the
sender does not benefit from commitment and cheap talk can do as well as Bayesian
persuasion.
Altogether, we consider two information structures for the receiver: no verification
and partial verification (V) and three communication protocols for the sender: no
communication (NC), cheap talk (CT), and Bayesian persuasion (BP). This gives six
ways to pair an information structure with a communication protocol, which we label
as NC, NCV, CT, CTV, BP and BPV, respectively. It is natural to compare the
sender’s payoff in her corresponding most-preferred equilibrium in each of these six
settings. We have completed the full taxonomy. It is summarized in the following
proposition.
Proposition 1.4. The ranking of trading probability in the sender-optimal equilibrium
of different settings is as follows:
NC ≤ CT ≤ BP and NCV ≤ CTV ≤ BPV ≤ BP.
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This proposition shows that no communication is weakly worse than cheap talk which
is in turn weakly worse than Bayesian persuasion. This is not surprising because
the sender has more and more control over the receiver’s information structure and
therefore she can induce higher and higher probability of buying. This is also true
when we introduce verification. Since under Bayesian persuasion, the sender has
full control over the receiver’s information structure, she always achieves the highest
probability of trading. These are the only relationships that hold in general. Any
two pairs that are not related by the inequalities above have ambiguous relationships.
For example, there are examples where the sender’s payoff is higher under NC than
NCV and also examples where the sender’s payoff is higher under NCV than NC.
Numerical Example. Let N = 3, v(θ) = |θ| and |θ| follows a Binomial distribution
with Bernoulli parameter q where 0 < q < 1, i.e., |θ|∼Binomial(N, q). Note that the
(ex ante) expected quality E(|θ|) is simply Nq = 3q. By Theorem 1.1, we can pin
down P¯1 and P¯2 for each prior indexed by q, which are
2
2−q and
1+3q
1+q
, respectively. If
there is no communication but the receiver can randomly pick one attribute to check,
E[|θ| | θi = 0] = 2q and E[|θ| | θi = 1] = 2q + 1 for i = 1, 2, 3 are the expected quality
upon seeing “0” and “1,” respectively. We plot P¯1, P¯2 and the expectations in Figure
1.2.
1
1
2
3
q
P¯
0
P¯1
P¯2
E[|θ||θi = 0]
E[|θ|]
E[|θ||θi = 1]
Figure 1.2. Price Cutoffs
To illustrate the potential gains from commitment power, we will restrict attention
to prices P ∈ (P¯1, P¯2]. For this range of prices, we see that without communication,
if the receiver randomly selects an attribute to check, he will buy if and only if it is
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good. For prices southeast of the red line, the receiver would buy even if he could not
verify, and hence verification makes the sender worse off under no communication or
cheap talk. For prices northwest of the red line, the receiver would not buy if he could
not verify, and hence verification makes the sender better off under no communication
or cheap talk.
Since we are more interested in the effect of the communication structure, taking
verification as given, we will see an example where we have the strict inequalities
NCV<CTV<BPV<BP. See Figure 1.3.
0.5 1
1
q
Buying Prob
0
NCV
CTV(Top-2)
BPV with Pˆ
CTV(Top-1)/BPV with P¯1
BP with Pˆ
BP with P¯1
Figure 1.3. Communication Structures under Verification
We fix the price at Pˆ which is strictly between P¯1 and P¯2, specifically, Pˆ = 1 + q.
With this price, in the verification without communication setting (NCV), the buying
probability is simply q corresponding to the blue line since the receiver will buy if
and only if the result of verification is 1. In the cheap talk with verification setting
(CTV), it jumps to the orange line since now only top-2 equilibrium is sustainable.
When the sender has commitment power, namely, in the Bayesian persuasion with
verification setting (BPV), the buying probability jumps to the green line. How? The
commitment power substantially enlarges the sender’s set of communication strate-
gies. Specifically, the sender will always point to exactly one attribute, but she will
mix between pointing to the highest attribute and the second highest attribute. The
mixing probability will be computed by the receiver’s indifference condition: the re-
ceiver will be indifferent between (i) checking the indicated attribute and buying if
and only if it is good; and (ii) checking a random attribute and buying if and only
if it is good. Note that at the price Pˆ , the receiver strictly prefers obedience to dis-
obedience in the top-2 equilibrium. However, under BPV, the sender can gradually
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adjust the signal structure to increase the buying probability and hence decrease the
receiver’s utility until the receiver is exactly indifferent.
Without surprise, in pure Bayesian persuasion setting, the sender’s hands are
not tied any more. She can induce an even higher buying probability. Specifically,
the equilibrium of the BP setting will have a monotonicity property: if |θ| is larger
than some marginal number, the sender will recommend the receiver to buy; if it
is lower than the marginal number, the sender will recommend the receiver not to
buy; and if it is equal to the marginal number, the sender will mix between the two
recommendations. The marginal number and mixing probability will be pinned down
by the condition that the receiver is indifferent between buying and not buying when
the sender recommends she buy. It turns out that at Pˆ the marginal number is 0,
which implies, now the zero type gets some chance to sell. Therefore, the buying
probability is higher than any communication protocol with verification setting.
Another interesting thing is that, if we reduce the price from Pˆ to P¯1, the buying
probability curves under BPV trace out the pink region and the buying probability
curves under BP trace out the dark pink region, respectively. Under BPV, when
the price varies from Pˆ to P¯1, the sender puts more and more weight on the highest
attribute and hence the buying probability rises. When the price drops to P¯1, the
sender cannot benefit from commitment any more under verification (CTV does as
well as BPV). Under BP, when the price tends to P¯1, the sender will tell the receiver
to buy if her type is not 0 and also more and more often when her type is 0 according
to the outcome of her randomization device. And hence the buying probability rises.
1.4 Extension: Checking Multiple Attributes
Assuming that the receiver can only check one attribute provides a simple illustration
of the main insights we want to bring up. However, the analysis can be generalized.
In this section, we will allow the receiver to costlessly and simultaneously check any
number of attributes after seeing the sender’s message.11 Of course, it is still partial
verification, i.e., n < N where n denotes the receiver’s information (or checking)
capacity.
11It turns out that the results are not affected if the receiver sequentially checks the attributes
that he chose. See Corollary 1.4.1.
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1.4.1 Existence
To define the receiver’s strategy in this general setting, let Pn denote the family of
subsets of {1, . . . , N} of size at most n. Here Pn consists of all attribute sets that the
receiver can check. A strategy for the receiver is a pair (c, b) consisting of a checking
strategy c :M→ ∆(Pn) and a buying strategy
b :M×
⋃
B∈Pn
{0, 1}B → [0, 1].
A checking strategy specifies the set of attributes the receiver checks after each mes-
sage. It maps each message from the sender to a distribution over subsets of attributes.
Let c(B|A) denote the probability that, upon receiving the message A, the receiver
checks exactly the attributes in B. The checking strategy specifies the possibly ran-
dom set of attributes the receiver checks upon receiving the sender’s message. The
realizations of these checked attributes are summarized by a function y : B → {0, 1}.
And b(A, y) is the probability that the receiver buys the good upon receiving message
A, checking exactly the attributes i ∈ B, and observing θi = y(i) for each i ∈ B.12
Since n = 1 is taken as a special case of what we will discuss in this section, the
family of equilibria we will focus on is still the top-k equilibria. We reproduce the
sender’s top-k strategy and the definition of top-k equilibrium here:
Definition. The top-k message strategy, denoted mk : {0, 1}N → ∆(Pk), is formally
defined as follows: For any A ∈ Pk,
mk(A | θ) =

1/
(
N−|θ|
k−|θ|
)
if |θA|= k ∧ |θ|= |θ|,
1/
(|θ|
k
)
if |θA|= k ∧ |θ|= k,
0 otherwise.
Definition. A perfect Bayesian equilibrium is called top-k equilibrium if the sender
is playing the top-k strategy and the probability of trading is positive.
Now we define a strategy for the receiver. If he can check all the attributes
recommended by the sender, he does so (and does not check any others). If he cannot
check all the recommended attributes, then he checks n of them. He buys if the
12We will use the function notation y(i) and the vector notation yi interchangeably throughout.
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number of ones he sees exceeds some threshold. We give the sufficient and necessary
condition of the existence of top-k equilibrium that holds in general.
Theorem 1.2. Suppose n ≤ N − 2. For each k = 1, . . . , N , there exists a top-k
equilibrium if and only if
P ≤ E[v(θ) | (S¯kn, ¯S
N−k
n ) = (n ∧ k, 0)].
If n = N − 1, it goes through except the “only if” statement holds for all but finitely
many prices.13
First note that by taking n = 1 Theorem 1.2 reduces to Theorem 1.1.
The theorem states that there exists a top-k equilibrium if and only if the price
is sufficiently low. In that case, the checking and buying strategies specified above
together with the top-k strategy constitute an equilibrium. In partibular, if the top-k
equilibrium can be sustained for some k < n, then the receiver need not even check
n of the attributes. He can base his decision on only k of them. Of course this is not
a best response for the receiver in general. The intuition is that if the receiver would
gain from checking unrecommended attributes, then he would check as many of the
unrecommended attributes as possible. But then the sender would have an incentive
to deviate and point to lower attributes, and the equilibrium would break down.
The formal proof of this theorem is relegated to the Appendix. Here we would
like to sketch the basic idea of the proof. For simplicity and intuition, let n < k and
n < N − k so that the receiver’s information capacity is lower than the number of
(un)recommended attributes. It seems quite overwhelming because we need to take
care of quite a lot of possible deviations and different deviations induce different beliefs
of the receiver. Here the idea we are using is that, since the receiver’s buying strategy
is based on an information partition structure induced from the checking decision and
message received, we construct a hypothetical game in which the receiver can check
not only n recommended attributes but also n unrecommended attributes. That is,
the receiver is given a more general information partition structure and it is finer than
any information partition structure in the original game. Then if we can show the
receiver’s buying strategy is optimal in this hypothetical game, we can conclude the
receiver’s buying strategy is also optimal in the original game, if it is still attainable.
13Specifically, when n = N − 1 and k ≤ N − 2, we can also construct top-k equilibrium if
P = E[v(θ) | (S¯kn, SN−kn ) = (n ∧ k, j)] for some j = 1, . . . , N − k − 1.
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In other words, we enlarge the strategy space of the receiver, and if we can show the
optimality of the receiver’s buying strategy in this larger set, we can conclude it is
still optimal in the smaller set if it is still attainable. Therefore, we will effectively
prove something stronger than needed (we allow for more possible deviations in the
hypothetical game than we need to take care of in the original game).
The key observation is that, given the sender’s top-k strategy, the support of
(S¯kn, S
N−k
n ) is contained in the set
S = {(0, 0), (1, 0), . . . , (n, 0), (n, 1), . . . , (n, n)}
on which the product order is total.14 If the receiver could check n of the recommended
attributes and n of the unrecommended attributes, then there is a threshold (a, b) ∈ S
such that it is a best response to buy if and only if (S¯kn, ¯
SN−kn ) ≥ (a, b). If b = 0,
then this buying strategy is measurable with respect to S¯kn and hence the receiver
need only check recommended attributes. Alternatively, if b > 0, then this buying
strategy is measurable with respect to
¯
SN−kn and hence the receiver need only check
the unrecommended attributes. This is the heart of Theorem 1.2.
Essentially, top-k equilibria can be sustained if the buying threshold is low enough
so that the receiver will actually only check the recommended attributes. If the
buying threshold is too high, the receiver would rather deviate to the unrecommended
attributes. But then the sender would have pointed to the worst attributes in the first
place, knowing the receiver will not check them, and the equilibrium breaks down.
It is not hard to observe that the receiver does not benefit from sequential verifi-
cation.
Theorem 1.2 still holds if the receiver can check the attributes sequentially rather
than simultaneously.
1.4.2 Comparative Statics
Compared to n = 1, not all the previous comparative statics results can be carried
over to 1 < n < N . We will discuss the reasons and give counter-examples. We still
keep N and pi fixed.
First, recall that the receiver’s buying strategy is a cutoff strategy. That is, he
will buy if the number of ones he sees exceeds some threshold. The threshold s¯∗ for
recommended attributes is defined by
14Recall that the product order means (a, b) ≥ (a′, b′) if and only if a ≥ a′ and b ≥ b′.
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s¯∗(P, k, n) = (n ∧ k + 1) ∧min
{
s ∈ {0, . . . , n ∧ k} | E[v(θ) | S¯kn = s] ≥ P
}
.
Analogously, the threshold s∗ for unrecommended attributes is defined by
¯
s∗(P, k, n) = (n ∧ (N − k) + 1) ∧min
{
s ∈ {0, . . . , n ∧ (N − k)} | E[v(θ) |
¯
SN−kn =
s] ≥ P
}
.
The following proposition gives how the buying thresholds depend on the price P ,
the equilibrium parameter k, and the receiver’s information capacity n.
Proposition 1.5. Both thresholds s¯∗(P, k, n) and
¯
s∗(P, k, n) are weakly increasing in
P and n but weakly decreasing in k.
The comparative statics in P and n are straightforward. If the price is higher, the
receiver demands a more favorable signal of quality in order to buy the good. If the
sample is larger, more successes are required to provide the same signal of quality.
Increasing k pushes the sample of recommended attributes closer to random but also
pushes the sample of unrecommended attributes away from random. In each case, the
sample is made lower relative to the population as a whole, and hence fewer successes
are needed to induce purchase.
Next, we study the comparative statics of equilibrium existence. Define the price
threshold by
P ∗(k, n) = E[v(θ) | (S¯kn, ¯S
N−k
n ) = (n ∧ k, 0)].
This is the highest price at which there exists a top-k equilibrium when the receiver’s
information capacity is n.
Proposition 1.6. For any fixed n, the price threshold P ∗(k, n) is strictly increasing
in k.
The intuition is similar to the previous result. As the sender points to more and
more high attributes, the receiver’s sample of recommended attributes becomes more
and more representative and he is more optimistic when seeing ones and therefore
would like to pay a higher price.
This result is a generalization of Proposition 1.2. However, we do not necessarily
have monotonicity in n. Following the equilibrium is more informative as n increases,
but so is deviating. We can construct a counter-example by taking N = 3, v(θ) = |θ|
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P ∗(k, n) n = 1 n = 2
k = 1 1.2 ↘ 1
k = 2 1.5 ↗ 2
Table 1.1. Price Threshold P ∗(k, n)
and |θ|∼Binomial(3, 1/3). By Theorem 1.2, we can calculate the corresponding price
thresholds. See Table 1.1. When fixing k and varying n, there is no unambiguous
monotonicity in n.
At last, with respect to equilibrium buying probability and the receiver’s expected
utility upon buying, we lose the preceding nice comparative statics results in Propo-
sition 1.3 for the more general case 1 < n < N . The fundamental reason is that the
buying threshold can change when the receiver can check more than one attribute.
When n = 1, the only equilibrium buying threshold is one.
For intuition, let’s focus on the case where n < k and v(θ) = |θ|. So after the
sender recommends the k highest attributes, the receiver randomly and uniformly
selects n of these k attributes to check. He will buy if and only if at least s¯∗ of these
n attributes are good. If n = 1, then we must have s¯∗ = 1. That is, the receiver will
check a single attribute and buy if and only if it is good. When n > 1, however, we
may have s¯∗ > 1. For example, if n = 3 and s¯∗ = 2, the receiver will check three
attributes and buy if and only if at least two of them are good. Recall that s¯∗(P, k) is
weakly decreasing in k (see Proposition 1.5).15 If k is lower, then the receiver knows
that the sample of attributes he is observing is more upwardly biased, so he demands
to see more high attributes in order to be willing to buy. Also notice that no matter
the value of n, if the sender points to the k highest attributes, then the average quality
of these recommended attributes is weakly decreasing in k. For example, the average
quality of the two highest attributes is weakly greater than the average quality of the
four highest attributes.
Let’s look at a simple case where N = 4, n = 2 and we can compare k = 2 with
k = 3. We could get a simple failure of monotonicity as follows. For P low enough,
we might have s¯∗(P, 2) = s¯∗(P, 3) = 1. That is, regardless of whether the sender
15In general, the value of s¯∗ is also determined by the receiver’s information capacity n. For fixed
n, we denote it by s¯∗(P, k) as a shorthand.
26
points to the two or three highest attributes, the receiver will check n = 2 of them
and buy if and only if at least one of those attributes is good. It follows that for
this range of prices, the top-2 equilibrium induces a higher buying probability and
a lower expected quality conditional on buying. But when P increases beyond some
threshold, say to some P ′, we might have s¯∗(P ′, 2) = 2 and s¯∗(P ′, 3) = 1. This means
that in the top-2 equilibrium, the receiver will only buy if both attributes he checks
are good, but in the top-3 equilibrium, the receiver will buy if at least one of the two
attributes he checks is good. In this region, where s¯∗(P ′, 3) < s¯∗(P ′, 2), the buying
probability may be higher and expected quality conditional on buying lower in the
top-3 equilibrium than in the top-2 equilibrium. This phenomenon cannot happen
when n = 1 because in that case either s¯∗ = n = 1 or else the receiver always buys.
More concretely, consider the following numerical example: Let N = 4, n = 2,
v(θ) = |θ|, |θ|∼Binomial(N, q) where q = 0.3 and P ∈ [0.6, 1.3]. We plot the change
of the equilibrium buying probability E[Zk] and the expected quality upon buying
E[|θ|| Zk = 1] as the price P varies between 0.6 and 1.3 in Figure 1.4a and Figure
1.4b, respectively. Specifically, when 0.6 < P < 1 the buying probability is higher
and expected quality conditional on buying lower in the top-2 equilibrium than in
the top-3 equilibrium but the relationships are reversed when 1 < P < 1.3.
P
E[Zk]
1.31
0
0.6
k = 2
k = 3
(a) Equilibrium Buying Probability
P
E[|θ||Zk = 1]
1.31
0
0.6
k = 2
k = 3
(b) Expected Quality upon Buying
Figure 1.4. Equilibrium Buying Probability and Conditional Expected Quality
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1.5 Discussion
1.5.1 Sender- and Receiver-Optimal Equilibrium
Even though the state space Θ is finite and the payoff-relevant component of the
receiver’s action is binary, allowing for (payoff-irrelevant) partial verification means
that the analysis must be performed on functions from Θ to A := ∆([N ])× [0, 1]N ×
[0, 1]N . Such functions form quite a large space, and this fact, together with the
structure of the incentive constraints, makes it so difficult to characterize all equilibria.
In the core of the paper, we have identified a natural class of equilibria, the top
equilibria, which capture what is often observed in practice. And our comparison
across different combinations of information structure and communication protocol is
also confined within this family of symmetric equilibria.
Depending on the price and the payoff functions, not all top strategy profiles will
be equilibria. It is easy to check that the values of k for which the top-k strategy
profile is an equilibrium will take the form of an interval of consecutive integers.
Among these values of k, let kS denote the sender’s favorite top equilibrium and
let kR denote the receiver’s favorite top equilibrium. Clearly, kS will simply be the
smallest value of k, so kS ≤ kR. It can be shown that the top-kR equilibrium is
the receiver’s most-preferred equilibrium among all possible equilibria (see Appendix
1.7.4).
The top-kS equilibrium is by definition the sender’s most-preferred equilibrium
among all top equilibria, but it is not necessarily the sender’s most-preferred equilib-
rium among all equilibria. In other words, there are other, less natural equilibria,
that can increase the buying probability further, and therefore make the sender even
better off. Indeed, we can give an example of an asymmetric equilibrium that strictly
increases the buying probability above the buying probability under the top-kS equi-
librium (see Appendix 1.7.4).
Then one natural question to ask is whether the sender-optimal symmetric equilib-
rium is a top equilibrium. However, this is a hard question to answer at the moment
and we leave it to future work. On one hand, there are other symmetric equilibria
(we include the construction in Appendix 1.7.4), but we have not found another sym-
metric equilibrium that increases the buying probability above the sender-preferred
top equilibrium. On the other hand, at the current stage we are not able to construct
a formal proof to show that such an increase is impossible.
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1.5.2 Costly Verification
In the main model we have assumed the verification is costless within the receiver’s
checking capacity but becomes prohibitively costly beyond this capacity to capture the
receiver’s time or cognitive constraint as in Glazer and Rubinstein (2004). However,
we can relax this assumption and allow for a sufficiently small verification cost and
our top-k equilibria can still be sustained. We illustrate this by the following simple
setting.
Consider N = 2, v(θ) = |θ|, |θ|∼Binomial(N, q) where q = 1/2 and P = 1. In
the ex ante stage without any verification, under the prior the receiver is indifferent
between buying and not buying (note that E(|θ|) = P ) and assume he will not buy
which yields payoff 0. Suppose the receiver will incur a cost c for each attribute he
checks. Also note that if the receiver checks both attributes, he will not buy since
the expected payoff from buying is E(|θ|)− 2c− P < 0.
To see we still have the top-1 equilibrium, let m1 denote the message “Attribute
1 is my highest attribute” and m2 denote the message “Attribute 2 is my highest
attribute.” In the top-1 equilibrium, the sender with type (1, 0) sends m1 with proba-
bility 1, type (0, 1) sends m2 with probability 1 and the type (0, 0) and (1, 1) uniformly
randomize over these two messages while the receiver checks the recommended at-
tribute and buys if and only if it is good. Clearly, the sender is incentive compatible
since she already maximizes the probability of buying. To see the receiver’s strategy
is a best response, note that upon receiving m1, the receiver’s expected payoff from
checking attribute 1 is
1
4
× 0 + 3
4
(1 +
1
3
× 1− P )− c = 1− 3
4
P − c,
and his expected payoff from checking attribute 2 is
3
4
× 0 + 1
4
(1 + 1− P )− c = 1
2
− 1
4
P − c.
When P = 1, these two expected payoffs are both equal to 1/4 − c. Therefore, if
c < 1/4, the receiver strictly prefers checking exactly one attribute over checking no
attribute or both attributes. Similar argument for the case where the receiver obtains
m2. Hence, if the cost of verification is sufficiently small (c < 1/4 in this setting),
top-1 equilibrium still exists.
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In general, when the verification is costly, new issues will arise. For example,
whether the receiver checks at all and if he does how many attributes he checks may
also depend on the cost, etc. Clearly, this makes the analysis more involved and we
leave it to future work. Here, we would like to mention several papers that touch upon
related issues. Ben-Porath et al. (2014) characterize a favored-agent mechanism to
allocate an indivisible good among a group of senders where monetary transfers are
not allowed and the receiver can learn each sender’s type at a given cost. In a similar
model, Erlanson and Kleiner (2017) study optimal mechanism for the principal in
collective choice problems. They show that this mechanism can be implemented as
a weighted majority voting rule. In contrast, Mylovanov and Zapechelnyuk (2017)
study the allocation of an indivisible prize among multiple agents in a setting where
the principal learns the true value from allocating the prize ex post, namely, after the
allocation decision has been made.
1.5.3 Equilibrium Refinement
As we have already seen, the top equilibria are not even unique among the symmetric
equilibria, although we still think the top equilibria are the most natural equilibria.
Therefore, we suffer from a plethora of equilibria as other cheap talk games.
As for further equilibrium refinements, since θ has full support, each node at
which the sender selects a message is on the equilibrium path. Since for all messages
A ∈ M, we have m(A|θ) > 0 for some θ, it follows that each information set at
which the receiver chooses a set of attributes B to check is on the equilibrium path.
The subtlety arises at the information sets indexed by (y,B,A) where the receiver
chooses whether to buy the good. Such a node may be off the equilibrium path
either because c(B|A) = 0 and hence it is inconsistent with the receiver’s strategy, or
because m(A|θ) = 0 for all θ such that θB = y, and hence it is inconsistent with the
sender’s strategy. As long as a node is consistent with the sender’s strategy, there is
a natural way to update the receiver’s beliefs if he totally mixes. So it is natural to
impose either sequential equilibrium or trembling-hand perfect equilibrium. However,
even these refinements will not place any restrictions on the receiver’s beliefs at nodes
where the sender has trembled.
To be clear on this, let’s see an example. Suppose N = 3 and n = 2. For simplicity,
suppose the sender is playing the top-1 strategy. Suppose the realized type is (0, 1, 0)
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and the sender deviates by pointing to attribute 1. At first, the receiver does not
know that the sender has deviated because he believes that attribute 1 could be one
of the highest attributes. Suppose the receiver’s strategy prescribes that, following
this message (i.e., “Attribute 1 is my highest attribute”), he checks the recommended
attribute 1 and also the unrecommended attribute 2 (recall n = 2). Upon seeing that
the first attribute is 0 and the second attribute is 1, the receiver now knows that the
sender deviated. The receiver also knows the realizations of the first two attributes,
but he must form a belief about the third. To form his belief, as a rational Bayesian,
the receiver compares the probabilities of (i) θ = (0, 1, 0) and the sender deviated by
pointing to attribute 1; and (ii) θ = (0, 1, 1) and the sender deviated by pointing to
attribute 1. The relative likelihood of these two events is not pinned down because
either of them is a “tremble.” To pin down the belief, we have to take a position
on the relative likelihood of different trembles. All we can say for sure is that the
receiver knows |θ| is either 1 or 2, but the relative probability she assigns to 1 and 2
is undetermined. The conditional expectation of |θ| can be any number in [1, 2].
1.5.4 Real Cheap Talk?
Although there is no intrinsic content of the “cheap talk” message, we take the in-
tuitive interpretation that the sender announces her k highest attributes in a top-k
equilibrium. The information disclosure seems verifiable. However, this is not true
since the sender’s message does not indicate any ordering among those k attributes
and the receiver cannot outright observe the true state of the world. That is, in our
model, the sender has no evidence to present. This clarifies the difference with the
evidence game defined by Hart et al. (2017) where each type of the sender is charac-
terized by a set of verifiable statements from which the sender chooses. As different
messages are available for different types of the sender, the messages amount to evi-
dence. Nevertheless, in our model all the messages are available for all types of the
sender and hence the messages are “cheap talk.”
1.6 Conclusion
As new technologies revolutionize the collection, storage, and analysis of data, infor-
mation is becoming an increasingly important commodity. In this paper, we study
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the scope for persuasion in a static environment where a sender who is perfectly in-
formed about the state costlessly transmits a message to a receiver, who then chooses
which aspect of the state to verify. Specifically, we consider a sender-receiver game
with a multi-dimensional state. The sender observes the state and costlessly sends a
message to the receiver, who selects some components of the state to check and then
chooses a binary action. Even when the sender always prefers one action independent
of the state, we show that for a range of state-dependent preferences for the receiver,
there exists a natural family of informative equilibria. In these equilibria, the sender
indicates which attributes are highest; the receiver checks some of those attributes
and then chooses his action based on their realizations. Across the family of equilibria
we construct, the receiver faces a trade-off between the frequency of seeing a good
signal and the strength of that signal: a good signal is not representative of good
quality when it is observed too often.
We find that compared to alternative communication structures, in the equilibria
we characterize even though the sender has state-independent preferences, she can
strictly benefit from the ability to communicate. If the sender has commitment power,
as in Kamenica and Gentzkow (2011), then she can further increase her utility by
committing to randomize between various messages. This is not so surprising by the
Bayesian persuasion literature. However, we find that in some non-generic cases, the
sender cannot benefit from commitment any more and costless message (cheap talk)
can do as well as committing to a signal structure (Bayesian persuasion). Finally,
we observe that the receiver’s ability to partially verify the state has an ambiguous
effect on the sender’s utility unless the sender has commitment power, in which case
verification can only restrict the set of posteriors the sender can induce.
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1.7 Appendix
1.7.1 Proofs for Section 1.3
Theorem 1.1. Let k ∈ [N ]. There exists a top-k equilibrium if and only if
P ≤ E[v(θ) | (S¯k1 , SN−k1 ) = (1, 0)].
Proof. Let n = 1 and apply Theorem 1.2.
Proposition 1.1. Let v(θ) = |θ|. There exists a top-1 equilibrium if and only if
P ≤ NE(|θ|)−E(|θ|2)
N(1−pi0 )−E(|θ|)
.
Proof. Let v(θ) = |θ| and n = 1. By routine calculation, we have E[v(θ) | (S¯k1 , SN−k1 ) =
(1, 0)] = NE(|θ|)−E(|θ|
2)
N(1−pi0 )−E(|θ|)
. Apply Theorem 1.1.
Proposition 1.2. The price threshold P¯k is strictly increasing in k.
Proof. Let n = 1 and apply Proposition 1.6.
Proposition 1.3. The equilibrium buying probability E[Zk] is decreasing in k but the
conditional expected utility of the receiver E[v(θ) | Zk = 1] is increasing in k.
Proof. For the first statement, note that
E[Zk] =
E[k ∧ |θ|]
k
=
k∑
i=1
pi
i
· i
k
+ pi
k+1
+ · · ·+ pi
N
.
Then we have
E[Zk+1] =
k+1∑
i=1
pi
i
· i
k + 1
+ pi
k+2
+ · · ·+ pi
N
=
k∑
i=1
pi
i
· i
k + 1
+ pi
k+1
+ pi
k+2
+ · · ·+ pi
N
<
k∑
i=1
pi
i
· i
k
+ pi
k+1
+ · · ·+ pi
N
= E[Zk].
The inequality holds for any k ∈ {1, . . . , N}. Therefore, E[Zk] is decreasing in k.
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For the second statement, let v˜ : {0, . . . , N} → R such that v˜(i) = v(θ) if |θ|= i.
E[v(θ)|Zk = 1] = E[v(θ)1(Zk = 1)]
Pr(Zk = 1)
=
N∑
i=1
v˜(i) · Pr(|θ|= i) · Pr(Zk = 1 | |θ|= i)
E[Zk]
=
k∑
i=1
v˜(i) · pi
i
· i
k
+
N∑
i=k+1
v˜(i) · pi
i
· 1
k∑
i=1
pi
i
· i
k
+ pi
k+1
+ · · ·+ pi
N
=
k
k+1
k∑
i=1
v˜(i) · pi
i
· i
k
+ k
k+1
N∑
i=k+1
v˜(i) · pi
i
k
k+1
k∑
i=1
pi
i
· i
k
+ k
k+1
N∑
i=k+1
pii
.
Then we have
E[v(θ)|Zk+1 = 1] =
k+1∑
i=1
v˜(i) · pi
i
· i
k+1
+
N∑
i=k+2
v˜(i) · pi
i
· 1
E[Zk+1]
=
k∑
i=1
v˜(i) · pi
i
· i
k+1
+
N∑
i=k+1
v˜(i) · pi
i
k∑
i=1
pi
i
· i
k+1
+ pi
k+1
+ pi
k+2
+ · · ·+ pi
N
=
k
k+1
k∑
i=1
v˜(i) · pi
i
· i
k
+ k
k+1
N∑
i=k+1
v˜(i) · pi
i
+ 1
k+1
N∑
i=k+1
v˜(i) · pi
i
k
k+1
k∑
i=1
pi
i
· i
k
+ k
k+1
N∑
i=k+1
pii +
1
k+1
N∑
i=k+1
pii
.
Let
a :=
k
k + 1
k∑
i=1
v˜(i) · pi
i
· i
k
+
k
k + 1
N∑
i=k+1
v˜(i) · pi
i
, b :=
k
k + 1
k∑
i=1
pi
i
· i
k
+
k
k + 1
N∑
i=k+1
pii,
c :=
1
k + 1
N∑
i=k+1
v˜(i) · pi
i
, d :=
1
k + 1
N∑
i=k+1
pii,
e :=
k
k + 1
k∑
i=1
v˜(i) · pi
i
· i
k
, f :=
k
k + 1
k∑
i=1
pi
i
· i
k
.
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Then,
a = e+ k · c, b = f + k · d,
E[v(θ)|Zk = 1] = a
b
, E[v(θ)|Zk+1 = 1] = a+ c
b+ d
.
So we have a · (f + k · d) = b · (e+ k · c)⇔ (ad− bc)k = be− af .
Note that
be− af =
( k
k + 1
k∑
i=1
pi
i
· i
k
+
k
k + 1
N∑
i=k+1
pii
)( k
k + 1
k∑
i=1
v˜(i) · pi
i
· i
k
)
−
( k
k + 1
k∑
i=1
v˜(i) · pi
i
· i
k
+
k
k + 1
N∑
i=k+1
v˜(i) · pi
i
)( k
k + 1
k∑
i=1
pi
i
· i
k
)
= (
k
k + 1
)2
[( N∑
i=k+1
pii
)( k∑
i=1
v˜(i) · pi
i
· i
k
)
−
( N∑
i=k+1
v˜(i) · pi
i
)( k∑
i=1
pi
i
· i
k
)]
< (
k
k + 1
)2
[( N∑
i=k+1
pii
)( k∑
i=1
v˜(k + 1) · pi
i
· i
k
)
−
( N∑
i=k+1
v˜(i) · pi
i
)( k∑
i=1
pi
i
· i
k
)]
= (
k
k + 1
)2
[( N∑
i=k+1
v˜(k + 1) · pii
)( k∑
i=1
pi
i
· i
k
)
−
( N∑
i=k+1
v˜(i) · pi
i
)( k∑
i=1
pi
i
· i
k
)]
< 0.
The first inequality follows from the fact that v˜(k + 1) > v˜(i) for all i ≤ k and the
last inequality follows from the fact that v˜(k + 1) < v˜(i) for all i ≥ k + 2. Therefore,
we have
(ad−bc)k = be−af < 0⇒ ad < bc⇒ a
b
<
a+ c
b+ d
⇔ E[v(θ)|Zk = 1] < E[v(θ)|Zk+1 = 1].
The inequality holds for any k ∈ {1, . . . , N}. Therefore, E[v(θ)|Zk = 1] is increasing
in k.
Proposition 1.4. The ranking of trading probability in the sender-optimal equilibrium
of different settings is as follows:
NC ≤ CT ≤ BP and NCV ≤ CTV ≤ BPV ≤ BP.
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Proof. First, we show NC≤CT≤BP. If there is no verification, as we discussed in the
main text, the only equilibrium in the cheap talk game is the babbling equilibrium
in which the receiver ignores the sender’s message and makes a purchase decision
based on his prior belief about the sender’s type. Given the receiver’s strategy, the
sender finds it not worthwhile to convey any information in the message she sends.
This is due to the sender’s state-independent preferences in the sense that she only
aims to maximize the probability of buying. If there are two messages one of which
induces a higher probability of buying, then all types of the sender will be pooling on
that message. Therefore, cheap talk (CT) is equivalent to no communication (NC)
between the two parties. And the probability of buying in NC is equal to that in CT.
If the sender can commit to a statistical experiment (BP), one option for the
sender which is always available is an experiment that generates a single signal about
the sender’s type, i.e., there is actually no experiment. The receiver then makes a
purchase decision after observing this signal. Hence, the probability of buying is
determined by the two parties’ common prior about the sender’s type. Thus, the
probability of buying induced by this experiment is equal to that in NC or CT.
Clearly, the seller can be weakly better off by designing a non-degenerate experiment.
Therefore, the probability of buying in BP is weakly higher than NC or CT.
Second, we show NCV≤CTV≤BPV≤BP. We start with showing NCV≤CTV.
Clearly, E[v(θ) | θi = 0] ≤ E[v(θ)] ≤ E[v(θ) | θi = 1] for any i ∈ {1, . . . , N}. If
P ≤ E[v(θ) | θi = 0], NCV is trivially equal to CTV since the price is too low so
that the receiver always buys. Then consider E[v(θ) | θi = 0] < P . We further
restrict attention to prices that can sustain top-k equilibria, i.e., P ≤ P¯k. Then (i) if
E[v(θ) | θi = 1] < P ≤ P¯k, then the probability of buying in NCV is 0 but positive in
CTV; (ii) if P ≤ P¯k ≤ E[v(θ) | θi = 1] or P ≤ E[v(θ) | θi = 1] ≤ P¯k, then the receiver
will buy only if she sees a “1” in NCV and the corresponding probability of buying
is E(|θ|)/N . Recall that in CTV, the probability of buying of a top-k equilibrium is
E[Zk] =
k∑
i=1
pi
i
· i
k
+
N∑
i=k+1
pi
i
>
k∑
i=1
pi
i
· i
N
+
N∑
i=k+1
pi
i
· i
N
=
E(|θ|)
N
.
Next, we show CTV≤BPV≤BP. If the sender can commit to a signal structure,
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let bBP = (b0, . . . , bN) be the buying vector under the optimal persuasion mechanism,
where bj denotes the probability of buying conditional on |θ|= j. It can be computed
by maximizing the sender’s utility subject to the receiver’s utility constraint. And it
will be of the form bBP = (0, . . . , 0, α, 1, . . . , 1), where α ∈ (0, 1]. Then the optimal
persuasion mechanism must be split into two cases. If bBP1 = 1, then the sender can
simply tell the receiver whether to buy or not. If bBP1 < 1, however, this strategy will
not work, and the sender must instead point to an attribute and tell the receiver to
buy if and only this attribute is one. The attribute should be chosen so that it is
distributed uniformly and this behavior results in the desired buying vector.
Why this difference? The key is that the sender must find a way to achieve
his optimal buying vector without giving the receiver any valuable information. If
bBP1 < 1, then the optimal buying vector does not always require buying when there
is some good attribute.
This just comes down to whether the top-1 strategy profile is an equilibrium. If it
is, then under the optimal persuasion mechanism, the sender will always recommend
buying when there is at least one attribute. If the top-1 strategy profile is not an
equilibrium, then the sender will not always recommend buying even when there is
some positive attributes. In this case, telling the agent to buy could lead into trouble
because the receiver may be better off deviating and checking a random attribute,
secure in the knowledge that he has dodged some very bad states.
In other words, with the extra instrument of commitment, the sender can always
replicate the sender-optimal top equilibrium in CTV, and by manipulating her ran-
domization device, the sender can achieve a (weakly) better buying vector without
giving the receiver any more valuable information.
1.7.2 Proofs for Section 1.4
Theorem 1.2. Suppose n ≤ N − 2. For each k = 1, . . . , N , there exists a top-k
equilibrium if and only if
P ≤ E[v(θ) | (S¯kn, ¯S
N−k
n ) = (n ∧ k, 0)].
If n = N − 1, it goes through except the “only if” statement holds for all but finitely
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many prices.16
To make the exposition more clear, we relabel the state θ as X and therefore
v(θ) = v(|X|), and denote a specific realization of the random variable X by x.
In order to prove Theorem 1.2, a number of statistical lemmas are needed. To
simplify the arguments below, we first construct a random variable as follows. Given
a message strategy m, define anM-valued random variable M = M(m) on the same
probability space as X, with the joint distribution of (X,M) determined by pi and
m. That is, the joint probability mass function is given by f(x,A) = m(A|x)pi(x).
We will refer to M as the random message induced by m. Note, however, that the
sender’s strategy is still a function.
Next, we introduce some notations for the hypergeometric distribution. Let
HG(n,K,N) denote the hypergeometric distribution when the sample size is n, the
number of successes is K, and the total population size is N . Denote the correspond-
ing probability mass function by
p(x;n,K,N) =
(
K
x
)(
N−K
n−x
)(
N
n
) , 1 ≤ x ≤ n ∧K. (1.1)
Lemma 1.1. Let M be the random message induced by the strategy mk. Conditional
on M and |X|,
(a) The random vectors XM and X[N ]\M are independent.
(b) The components Xi for i ∈ M are exchangeable, and for any I ⊂ M , we have
|XI |∼ HG(|I|, k ∧ |X|, k).
(c) The components Xj for j ∈ [N ]\M are exchangeable, and for any J ⊂ [N ]\M ,
we have |XJ |∼ HG(|J |, |X|−k ∧ |X|, N − k).
Proof. By exchangeability, pi(x) = pi(x′) whenever |x|= |x′|. By construction, for any
A ∈ Pk,
Pr((X,M) = (x,A)) =

pi(x)/
(
N−|x|
k−|x|
)
if |x
A
|= k ∧ |x|= |x|,
pi(x)/
(|x|
k
)
if |x
A
|= k ∧ |x|= k,
0 otherwise.
16Specifically, when n = N − 1 and k ≤ N − 2, we can also construct top-k equilibrium if
P = E[v(θ) | (S¯kn, SN−kn ) = (n ∧ k, j)] for some j = 1, . . . , N − k − 1.
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Notice that this expression depends only on |x| and |x
A
|. Therefore, conditional on
the event that |X|= s and M = A, the vector (XA, X[N ]\A) is uniformly distributed
over the set
{x ∈ {0, 1}A | |x|= k ∧ s} × {y ∈ {0, 1}[N ]\A | |y|= s− k ∧ s}.
This proves (a), and parts (b) and (c) now follow from standard computations, which
are omitted.
Next, we define random variables that are equal in distribution to |XI | and |XJ |
from Lemma 1.1. For 0 ≤ a ≤ b ≤ N , define the random variables S¯ba and ¯S
b
a on
the same probability space as (X,M) as follows. Conditional on X, these random
variables are mutually independent of each other and M , with
S¯ba ∼ HG(a, b ∧ |X|, b) and ¯S
b
a ∼ HG(a, |X|−(N − b) ∧ |X|, b).
The idea is that S¯ba (¯
Sba) is equal in distribution to the sum of a attributes chosen
uniformly from b of the top (bottom) attributes.17 To simplify the notations below,
set S¯ba = S¯
b
b and ¯
Sba = ¯
Sbb for a > b.
After checking the attributes in some set B, the receiver’s information is summa-
rized by the pair (XB,M). We introduce a pair of simpler statistics. Let
T (XB,M) = (|XB∩M |, |XB\M |) and U(M) = (|B ∩M |, |B \M |). (1.2)
In particular, T and U depend on the set B of attributes that the receiver checks.
Note that the symbol | · | denotes the sum of components of vectors in T and the
cardinality of sets in U .
Lemma 1.2. Let M be the random message induced by the strategy mk. Fix a
nonempty subset B of [N ]. Given the sample (XB,M), the statistic (T, U) defined in
(1.2) is sufficient for |X|.
Proof. With p denoting the hypergeometric probability mass function (see (1.1)),
17To determine these top and bottom attributes, ties are broken uniformly.
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Lemma 1.1 gives
Pr((XB,M) = (xB, A) | |X|= s)
=
(
s
k ∧ s
)−1
p(|xB∩A|; |B ∩ A|, k ∧ s, k)p(|xB\A|; |B \ A|, s− k ∧ s,N − k).
Since this expression depends on (xB, A) only through
(T, U) = (|xB∩A|, |xB\A|, |B ∩ A|, |B \ A|),
sufficiency follows.
This statistic (T, U) satisfies an intuitive and useful monotonicity property. For
any u = (u1, u2) ∈ suppU , define the conditional support of T , given U = u, by
S(u) = {t | (t, u) ∈ supp(T, U)}.
Note that
S(u) = {(0, 0), (1, 0), . . . , (u1, 0), (u1, 1) . . . , (u1, u2)},
which is obviously totally ordered by the product order on Z2. We will use the
usual symbol ≥ to denote the product order; the meaning should be clear from the
context.18
We are interested in whether one signal realization is “more favorable” than an-
other in the spirit of Milgrom (1981).
Definition. Given realizations (t, u) and (t′, u′) in supp(T, U), we say (t, u) is more
favorable than (t′, u′), denoted (t, u) fav (t′, u′), if the conditional distribution of |X|
given (T, U) = (t, u) first-order stochastically dominates the conditional distribution
of |X| given (T, U) = (t′, u′), for any strictly positive distribution of |X|.19
Lemma 1.3. Fix a nonempty subset B of [N ]. For any (t, u), (t′, u) ∈ supp(T, U),
t > t′ implies (t, u) fav (t′, u).
Proof. Fix (t, u), (t′, u) ∈ supp(T, U) with t > t′. Let f(·|·) denote the conditional
probability mass function of (T, U) given |X|. Following the argument of Milgrom
18Recall that the product order means (a, b) ≥ (a′, b′) if and only if a ≥ a′ and b ≥ b′.
19Milgrom (1981) defines a weak and a stronger notion of favorability. Our definition lies between
the two in strength.
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(1981), it suffices to show that
f(t, u|s)f(t′, u|s′) ≥ f(t, u|s′)f(t′, u|s),
for all s > s′ with strict inequality for some s > s′.20 Divide each side by f(u|s)f(u|s′) >
0 and then plug in the expressions for f to obtain
p(t1;u1, k ∧ s, k)p(t′1;u1, k ∧ s′, k)
· p(t2;u2, s− k ∧ s,N − k)p(t′2;u2, s′ − k ∧ s′, N − k)
≥ p(t′1;u1, k ∧ s, k)p(t1;u1, k ∧ s′, k)
· p(t′2;u2, s− k ∧ s,N − k)p(t2;u2, s′ − k ∧ s′, N − k).
We will use the fact that for the hypergeometric family of distributions (parametrized
by the number of successes) has a strictly monotone likelihood ratio. Suppose s > s′.
Then k∧s ≥ k∧s′ with strict inequality if s′ < k; likewise, s−k∧s ≥ s′−k∧s′ with
strict inequality if s > k. Comparing the first two terms on each side of the inequality
and then the last two terms on each side gives the weak inequality. We claim that
the inequality is strict if s = t1 + t2 and s
′ = t′1 + t
′
2, which satisfies s > s
′ since t > t′.
Clearly, all terms on the LHS are strictly positive. We separate into cases. If t1 > t
′
1
then t′1 < u1 ∧ k and hence t′2 = 0 so s′ < k. Therefore, the product of the first two
terms is strictly greater on the left than on the right. If t2 > t
′
2, then t2 > 0 so s > k.
Therefore, the product of the last two terms is strictly greater on the left than on the
right. In either case, the inequality is strict.
With these statistical lemmas established, we now define the receiver’s strategy
as follows. If he can check all the attributes recommended by the sender, he does so
(and does not check any others). If he cannot check all the recommended attributes,
then he checks n of them. Then he buys if the number of ones he sees exceeds some
threshold. Formally, let c∗(A) be the uniform distribution over Pn∧k(A), the family
of (n∧ k)-element subsets of A, and let b∗(y,B,A) = 1{|y|≥ s¯∗} where the threshold
s¯∗ is defined by
s¯∗(P, k, n) = (n ∧ k + 1) ∧min
{
s ∈ {0, . . . , n ∧ k} | E[v(|X|) | S¯kn = s] ≥ P
}
.
20Milgrom (1981) uses a slightly different notion of favorability, but his argument can be easily
modified to apply to our definitions.
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Notice that under this strategy, the receiver buys the product when indifferent. We
also define the analogous threshold
¯
s∗ for unrecommended attributes by
¯
s∗(P, k, n) = (n∧(N−k)+1)∧min
{
s ∈ {0, . . . , n∧(N−k)} | E[v(|X|) |
¯
SN−kn = s] ≥ P
}
.
Now we turn to the proof proper.
Proof. First suppose the price inequality in the theorem statement holds, i.e., P ≤
E[v(|X|) | (S¯kn, ¯S
N−k
n ) = (n ∧ k, 0)]. We show that (mk, c∗, b∗) is a top-k equilibrium.
Suppose counterfactually that the receiver were allowed to check n∧ k recommended
attributes and also n ∧ (N − k) unrecommended attributes. By Lemmas 1.2 and
1.3, there exists a best response for the receiver that is a threshold strategy in T ,
i.e., buy if and only if T ≥ t∗ for some t∗ ∈ S(n ∧ k, n ∧ (N − k)). Since P ≤
E[v(|X|) | (S¯kn, ¯S
N−k
n ) = (n ∧ k, 0)], the threshold t∗ can be chosen so that t∗ ≥
(n ∧ k, 0). Therefore the threshold strategy is measurable with respect to n ∧ k
of the recommended attributes, and hence (c∗, b∗) achieves the same payoff as the
best response in the counterfactual game. We conclude that (c∗, b∗) remains a best
response in the actual game in which the receiver is only allowed to check n attributes
in total, and that the receiver is playing a best response to sender’s strategy.
Given the receiver’s strategy (c∗, b∗), the sender’s strategy is clearly a best response
because it maximizes the probability of purchase. Finally, (mk, c∗, b∗) is a top-k
equilibrium because, in particular, the receiver buys with probability one whenever
|X|≥ n ∧ k, which has positive probability since n < N and X has full support.
Next, suppose the price inequality in the theorem statement does not hold. Sup-
pose for a contradiction that there is a top-k equilibrium (m, c, b) with m = mk. First
assume
P 6= E[v(|X|) | (S¯kn, ¯S
N−k
n ) = (n ∧ k, j)] (1.3)
for all j = 1, . . . , n ∧ (N − k). Following the same reasoning as above, it can be
shown that under any best response, the receiver must check n ∧ (N − k) of the
unrecommended attributes and must buy if and only if t2 ≥ t∗2 for some t∗2 > 1. Since
this is a top-k equilibrium, we must have t∗2 ≤ n ∧ (N − k). But then the sender
can profitably deviate when |X|= k+ s¯∗− 1. If the sender follows the top-k strategy
and chooses A with |XA|= k, then |X[N ]\B|= s¯∗ − 1, and the receiver will never buy
the good. If instead, the sender sends a message A such that |XA|= k − 1, then
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|X[N ]\A|= s¯∗ and with positive probability, |XB\A|= s¯∗ and the receiver buys. This
contradiction completes the proof under the generic assumption (1.3).
Lastly, suppose
P = E[v(|X|) | (S¯kn, ¯S
N−k
n ) = (n ∧ k, jˆ)]
for some jˆ ≥ 1. Now the receiver’s optimal strategy is not uniquely pinned down
because the buying probability is completely free when he sees j. However, the
argument still goes through as before. If n ≥ N−k, there is a special case to consider
because there may exist (A,B) on the equilibrium path with |B \ A|= N − k − 1.
Then the receiver’s strategy is pinned down. He must buy if and only if |y| ≥
¯
s∗− 1,
at least along the equilibrium path. Suppose |X|= k + s∗ − 2 and |XA|= k − 1 and
Xi = 0 for the unique attribute i 6∈ A ∪ B. On the equilibrium path, the receiver
will never buy. By sending message A instead, the receiver will buy with positive
probability. This completes the proof.
Theorem 1.2 still holds if the receiver can check the attributes sequentially rather
than simultaneously.
Proof. Clearly if the inequality is satisfied, the buyer is doing as well as she can. If
it is violated, sequential checking must have the same result in the particular cases
shown, and hence there is no benefit.
Proposition 1.5. Both thresholds s¯∗(P, k, n) and
¯
s∗(P, k, n) are weakly increasing in
P and n but weakly decreasing in k.
Proof. Recall
s¯∗(P, k, n) = (n ∧ k + 1) ∧ min
{
s ∈ {0, . . . , n ∧ k} | E[v(|X|) | S¯kn = s] ≥ P
}
,
and
¯
s∗(P, k, n) = (n∧(N−k)+1)∧min
{
s ∈ {0, . . . , n∧(N−k)} | E[v(|X|) |
¯
SN−kn = s] ≥ P
}
.
As P increases, the minima are taken over smaller sets and hence increase. For the
comparative statics in n and k, it suffices to check that both conditional expectations
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in these definitions are weakly decreasing in n and weakly increasing in k. To simplify
notation, let f¯n,k(·|·) denote the conditional probability mass function of S¯kn given |X|.
To show that E[v(|X|)|S¯kn = s] is decreasing in n, it suffices to check that for all t and
s > s′, we have
f¯n,k(t|s)f¯n′,k(t|s′) ≤ f¯n,k(t|s′)f¯n′,k(t|s)
for all k and n > n′. To show that E[v(|X|) | S¯kn = s] is decreasing in k, it suffices to
check that for all t and s > s′, we have
f¯n,k(t|s)f¯n,k′(t|s′) ≥ f¯n,k(t|s′)f¯n,k′(t|s)
for all n and k > k′. To establish the comparative statics in
¯
s∗(P, k, n), we sim-
ply prove the equivalent inequalities with
¯
f in place of f¯ , where
¯
f(·|·) denotes the
conditional probability mass function of
¯
SN−kn given |X|. These inequalities can all
be verified from the standard properties of the hypergeometric distribution listed in
Appendix 1.7.3.
Proposition 1.6. For any fixed n, the price threshold P ∗(k, n) is strictly increasing
in k.
Proof. Fix n. For any k, let
f¯(k|s) = Pr(S¯kn = n ∧ k | |X|= s),
¯
f(k|s) = Pr(
¯
SN−kn = 0 | |X|= s).
By conditional independence,
f¯(k|s)
¯
f(k|s) = Pr((S¯kn, ¯S
N−k
n ) = (n ∧ k, 0) | |X|= s).
We need to show that for all k > k′, we have
f¯(k|s)
¯
f(k′|s′) ≥ f¯(k′|s)
¯
f(k|s′),
for all s > s′, with strict inequality for some s > s′ (which may depend on k). For
strictness simply take s = k and s′ = k′. Then the LHS is unity but the RHS is
strictly less than unity since
¯
f(k|s′) < 1. For the weak property, it suffices to check
the monotone likelihood ratio property (MLRP) separately for f¯ and
¯
f . We begin
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with f¯ . By definition,
f¯(k|s) = p(n ∧ k;n ∧ k, k ∧ s, k) =
(
k∧s
n∧k
)(
k
n∧k
) .
For convenience, we will work with s and s− 1 and k and k − 1. It suffices to prove
the result when the terms are positive.
If s ≥ k, then the result is trivial, so we may assume s < k and and hence
s− 1 < k − 1. Hence,
f¯(k|s)f¯(k − 1|s− 1)
f¯(k|s− 1)f¯(k − 1|s) =
(
s
n∧k
)(
s−1
n∧(n−1)
)(
s−1
n∧k
)(
s
n∧(k−1)
)
=
(s− 1− n ∧ k)! (w − n ∧ (k − 1))!
(s− n ∧ k)! (s− 1− n ∧ (k − 1))! ,
=
s− n ∧ (k − 1)
s− n ∧ k
> 1.
Now we give the similar proof for
¯
f . By definition,
¯
f(k|s) = p(0;n ∧ (N − k), s− k ∧ s,N − k) =
(
N−k−(s−k∧s)
n∧(N−k)
)(
N−k
n∧(N−k)
) .
The result is trivial if s ≤ k, so we may assume s > k. Hence,
¯
f(k|s)
¯
f(k − 1|s− 1)
¯
f(k|s− 1)
¯
f(k − 1|s) =
(
N−s
n∧(N−k)
)(
N−s+1
n∧(N−k+1)
)(
N−s+1
n∧(N−k)
)(
N−s
n∧(N−k+1)
)
=
(N − s+ 1− n ∧ (N − k))! (N − s− n ∧ (N − k + 1))!
(N − s− n ∧ (N − k))! (N − s+ 1− n ∧ (N − k + 1))!
=
N − s+ 1− n ∧ (N − k)
N − s+ 1− n ∧ (N − k + 1)
> 1.
This completes the proof.
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1.7.3 Statistical Background
Exchangeability
A vector of random variables X = (Xi)i∈I (with finite index set I) is called exchange-
able if
(Xi)i∈I =d (Xτ(i))i∈I
for any permutation τ on I.
Lemma 1.4. Suppose X = (Xi)i∈I is exchangeable. Then for any k ∈ I,
Cov(Xk,
∑
i∈I Xi) ≥ 0.
Proof. By exchangeability, Cov(Xk,
∑
i∈I Xi) is independent of k. Therefore,
0 ≤ Var(
∑
i∈I
Xi) =
∑
j∈I
Cov(Xj,
∑
i∈I
Xi) = |I|Cov(Xk,
∑
i∈I
Xi)
for any k ∈ I, as needed.
When the components of X are binary, Lemma 1.4 implies that observing a high
realization of one component can only increase the expected value of the sum
∑
i∈I Xi.
Lemma 1.5. Suppose X = (Xi)i∈I ∈ {0, 1}I is exchangeable and
0 < Pr(X1 = 1) < 1.
Then for any k ∈ I,
E[
∑
i∈I
Xi | Xk = 0] ≤ E[
∑
i∈I
Xi] ≤ E[
∑
i∈I
Xi | Xk = 1].
Proof. By exchangeability, Pr(Xk = 1) does not depend on k. Denote this common
value by q. By assumption, q ∈ (0, 1). By Lemma 1.4,
qE[
∑
i∈I
Xi] = E[Xk] · E[
∑
i∈I
Xi]
≤ E[Xk ·
∑
i∈I
Xi]
= qE[
∑
i∈I
Xi | Xk = 1],
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where the outer equalities hold because Xk ∈ {0, 1}. Then we have E[
∑
i∈I Xi] ≤
E[
∑
i∈I Xi | Xk = 1] since q ∈ (0, 1). Therefore,
E[
∑
i∈I
Xi] = (1− q)E[
∑
i∈I
Xi | Xk = 0] + qE[
∑
i∈I
Xi | Xk = 1]
≥ (1− q)E[
∑
i∈I
Xi | Xk = 0] + qE[
∑
i∈I
Xi]
which implies
E[
∑
i∈I
Xi]− qE[
∑
i∈I
Xi] ≥ (1− q)E[
∑
i∈I
Xi | Xk = 0],
so
(1− q)E[
∑
i∈I
Xi] ≥ (1− q)E[
∑
i∈I
Xi | Xk = 0].
Then we have E[
∑
i∈I Xi | Xk = 0] ≤ E[
∑
i∈I Xi] since q ∈ (0, 1). This completes
the proof.
Hypergeometric Distribution
We now check that the hypergeometric distribution satisfies the needed monotone
likelihood ratio properties (MLRP). We are interested in the hypergeometric proba-
bility mass function
p(x;n,K,N) =
(
K
x
)(
N−K
n−x
)(
N
n
) , 1 ≤ x ≤ n ∧K.
We claim that the hypergeometric distribution satisfies the MLRP with respect to n
and K and the reverse MLRP with respect to N . In words, no matter your prior over
one of the parameters, observing a larger realization of X will always cause you to
update your beliefs in the direction of larger n, larger K, but smaller N . To see this,
we will use the shorthand f(x|n) when K and N are to be held fixed, and likewise
for f(x|K) and f(x|N).
We begin with K. We need to show that for all x > x′ and K > K ′,
f(x|K)f(x′|K ′) ≥ f(x′|K)f(x|K ′).
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It suffices to verify this for x′ = x− 1. Suppose x′ = x− j. For each i = 0, . . . , j − 1,
we have
f(x− i|K)f(x− i− 1|K ′) ≥ f(x− i− 1|K)f(x− i|K ′).
Taking the product of these j inequalities gives a telescoping product. All terms
except those involving x and x′ = x − j cancel and we are left with the desired
inequality
f(x|K)f(x′|K ′) ≥ f(x′|K)f(x|K ′).
In each case the support shifts in the desired direction so that if f(x|K) = 0, then
either x is above the support in which case f(x|K ′) = 0, or x is below the support in
which case f(x′|K) = 0. Therefore, it suffices to verify the desired inequality when
all terms are positive. Thus, it suffices to check the following three inequalities:
f(x|K)f(x− 1|K ′)
f(x|K; )f(x− 1|K) ≥ 1,
f(x|n)f(x− 1|n′)
f(x|n′)f(x− 1|n) ≥ 1,
f(x|N)f(x− 1|N ′)
f(x|N ′)f(x− 1|N) ≤ 1.
We now prove these in turn. In each case, we can simplify the ratio by noting that the
only terms that do not cancel are the factorials involving both x and the parameter
of interest.
For the MLRP in K, we have
f(x|K)f(x− 1|K ′)
f(x− 1|K)f(x|K ′)
=
(K − x+ 1)! (N −K − n+ x− 1)! (K ′ − x)! (N −K ′ − n+ x)!
(K − x)! (N −K − n+ x)! (K ′ − x+ 1)! (N −K ′ − n+ x− 1)!
=
K − x+ 1
K ′ − x+ 1
N −K ′ − n+ x
N −K − n+ x
> 1,
assuming all terms appearing in this expression are positive.
48
For the MLRP in n, we have
f(x|n)f(x− 1|n′)
f(x− 1|n)f(x|n′)
=
(n− x+ 1)! (N −K − n+ x− 1)! (n′ − x)! (N −K − n′ + x)!
(n− x)! (N −K − n+ x)! (n′ − x+ 1)! (N −K − n′ + x− 1)!
=
n− x+ 1
n′ − x+ 1
N −K − n′ + x
N −K − n+ x
> 1.
For the MLRP in N , we have a simpler expression:
f(x|N)f(x− 1|N ′)
f(x− 1|N)f(x|N ′)
=
(N −K − n+ x− 1)! (N ′ −K − n+ x)!
(N −K − n+ x)! (N ′ −K − n+ x− 1)!
=
N ′ −K − n+ x
N −K − n+ x
< 1.
This completes the proof. But for much of the analysis we do in the paper, we
are actually interested in a different relationship between the parameters. Before we
showed that seeing a higher outcome is more indicative of a higher value of K. But
if we see the same outcome, a lower value of n is more indicative of a higher value of
K.
We will use the following MLRP of the hypergeometric distribution.
Lemma 1.6. For all 0 ≤ K ′ < K ≤ N , the extended-real-valued likelihood ratio
p(x;M,K,N)
p(x;M,K ′, N)
=
(
K
x
)(
N−K
M−x
)(
K′
x
)(
N−K′
M−x
)
is increasing in x over the range [(K ′+M−N)+,M ∧K], where either the numerator
or denominator is positive.
Proof. Within this range, the likelihood ratio is zero if x < (K+M−N)+ and infinite
if x > M ∧K ′, so we restrict attention to the range
[(K +M −N)+,M ∧K ′].
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For integers x such that (K +M −N)+ + 1 ≤M ∧K ′, some algebra gives
p(x;M,K,N)
p(x;M,K ′, N)
/
p(x− 1;M,K,N)
p(x− 1;M,K ′, N) =
K − x+ 1
K ′ − x+ 1 ·
N −K ′ −M + x
N −K −M + x > 1,
so the proof is complete.
1.7.4 Other Equilibria
Receiver-Optimal Equilibrium
Since payoffs depend only on the state and whether the product is purchased. There-
fore, the payoff-relevant outcome is the buying function b: Θ→ [0, 1], where b(θ) is the
probability of buying given that the realized state is θ. By symmetry, payoffs depend
only on |θ|, not θ. Therefore, we can focus on the buying vector b = (b0, . . . , bN), where
bj denotes the probability of buying conditional on |θ|= j, which can be computed
from the buying function:
bj =
(
N
j
)−1 ∑
θ:|θ|=j
b(θ). (1.4)
Let v˜ : {0, . . . , N} → R such that v˜(i) = v(θ) if |θ|= i. The payoffs from a buying
vector b, under the state distribution pi, are
uS(b, pi) =
N∑
j=0
pijbj, uR(b, pi) =
N∑
j=0
pijbj(v˜(j)− P ).
Ideally we would like to characterize which buying vectors b can be induced by
some equilibrium. A full characterization is not possible with our current methods,
but we can obtain bounds on the equilibrium buying vectors by imposing the incentive
constraints for the sender and the receiver.
Recall that the receiver can always choose an attribute to check randomly and can
then buy if this randomly chosen attribute is good. This results in the buying vector
b¯ = (0, 1/N, 2/N, . . . , 1). Let u¯ = uR(b¯, pi). The receiver can also choose to never buy,
yielding a utility of 0. A fundamental constraint on any equilibrium buying vector is
that the receiver’s utility must be at least u¯+. Of course this is a fairly crude lower
bound. The sender’s messages in equilibrium may reveal valuable information to the
receiver that make new, more profitable deviations available.
50
The sender’s incentive constraints prove much more useful. We can establish
the following bound by considering a particular class of symmetric deviations by the
sender. Namely, any type can uniformly mimic the types that have the same number
of good attributes, plus one more.
Lemma 1.7. If a buying vector b in [0, 1]N+1 is induced by an equilibrium, then
bj−1 ≥ (j − 1)bj/j for each j ∈ [N ].
Proof. Fix an equilibrium f , and let b denote the associated buying function. The
buying vector is given in (1.4). Fix j ∈ [N ], and consider some state θ with |θ|= j.
We can think of the state θ in two equivalent ways. As a vector, we have θ =
(θ1, . . . , θN), where θi equals 1 if the i-th attribute is good and 0 if the i-th attribute is
bad. Alternatively, we can think of θ as a subset of [N ], where i ∈ θ if and only if the
i-th attribute is good. In the following argument, we take the latter interpretation.
In the main text, we consider an abstract message space and define strategies in
the standard way. That is, the sender chooses a map from states to messages, and
the receiver chooses a map from messages to actions. This is a useful way to describe
particular equilibria. For the following argument, it is helpful to apply some insights
from the revelation principle of mechanism design.
Consider an equilibrium. By identifying each equilibrium message with the action
it induces the receiver to take, we can represent an equilibrium by a stochastic map-
ping from states to actions. Intuitively, consider any arbitrary equilibrium. Then we
can simply pool all the messages that induce the same action for the receiver, and
then relabel each message by its induced action. Therefore, if (c, b0, b1) is an action
profile of the receiver that is chosen with positive density in equilibrium, then we can
regard (c, b0, b1) as a message sent by the sender in equilibrium as well.
By the sender’s incentive constraint,
b(θ) =
∑
i∈θ
cib
1
i +
∑
i∈[N ]\θ
cib
0
i .
For each ` ∈ θ, the sender’s incentive compatibility constraint at θ \{`} can send this
message (c, b0, b1) and the receiver will then buy with probability∑
i∈θ\{`}
cib
1
i +
∑
i∈[N ]\(θ\{`})
cib
0
i = b(θ)− c`(b1` − b0`).
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The sender’s incentive compatibility constraint at θ \ {`} implies that
b(θ \ {`}) ≥ b(θ)− c`(b1` − b0`).
Summing over ` ∈ θ gives∑
`∈θ
b(θ \ {`}) ≥ jb(θ)−
∑
`∈θ
c`(b
1
` − b0`) ≥ (j − 1)b(θ),
where last inequality follows from comparing the sum here with the expression for
b(θ) above, and using the nonnegativity of b0 and b1. Recall that θ was an arbitrary
state with j good attributes. Summing over all such states gives∑
θ:|θ|=j
∑
`∈θ
b(θ \ {`}) ≥ (j − 1)
∑
θ:|θ|=j
b(θ).
The sum on the left side includes every type with j−1 good attributes exactly N−j+1
times, so we have
(N − j + 1)
∑
θ′:|θ′|=j−1
b(θ′) ≥ (j − 1)
∑
θ:|θ|=j
b(θ).
That is,
(N − j + 1)
(
N
j − 1
)
bj−1 ≥ (j − 1)
(
N
j
)
bj.
Expanding the binomial coefficients and simplifying yields the desired inequality.
Combining this lemma, which follows from the sender’s incentive constraints, with
the crude bound derived above from the receiver’s constraint, we obtain the following
theorem.
Theorem 1.3. If a buying vector b in [0, 1]N+1 is induced by some equilibrium, then
bj−1 ≥ j − 1
j
bj, j = 1, . . . , N,
N∑
j=0
pijbj(v˜(j)− P ) ≥ 0 ∨
N∑
j=0
pij(j/N)(v˜(j)− P ).
Recall again that the first set of inequalities comes from the sender’s ability to
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imitate higher types and the second inequality holds because the receiver can always
deviate to the strategy of uniform checking.
Also note that the first set of inequalities is independent of the distribution pi, the
valuation function v, and the price P . Let B denote the set of vectors b ∈ [0, 1]N+1
such that
bj−1 ≥ j − 1
j
bj, j = 1, . . . , N.
Geometrically, the theorem states that any equilibrium buying vector must lie in B
and additionally lie above some (pi, v, P )-dependent hyperplane slicing through the
set B.
By maximizing
∑N
i=0 piibi over the inequalities above, we get a linear program
whose value is an upper bound on the sender’s utility in any equilibrium. With a
little trick, we can use this bound to show that the top equilibria are not Pareto
dominated by any other equilibria.
Theorem 1.4. Among all equilibria, the sender-optimal top equilibrium is strongly
Pareto optimal.
Proof. For each j = 1, . . . , N , let
ej = (0/j, 1/j, . . . , (j − 1)/j, j/j, 0, . . . , 0).
Then each vector b in B can be expressed uniquely as
b =
N∑
j=1
αjej
for some coefficients aj ∈ [0, 1] such that
N∑
j′=j
(j/j′)αj ≤ 1.
Specifically, αj = bj − jbj+1/(j + 1) for each j.
With this parametrization, maximizing the sender’s utility subject to a constraint
on receiver’s utility and vice versa is given by a collection, so this can be solved by
a greedy algorithm. So we have an exact representation of the Pareto frontier, and
this applies even to asymmetric equilibria as well.
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Specifically, suppose u¯ ≥ 0, so that the receiver is willing to buy with some positive
probability under the uniform strategy. Let kR be the smallest value of k for which
uR(ek, pi) ≥ u¯. It can be shown that the Pareto frontier of B is precisely given by
mixtures of top-k and top-k′ equilibria for consecutive k and k′ between 0 and kR,
where top-0 is interpreted as always buying. All of these are not incentive compatible
though. Let kS be the smallest value of k such that
uR(eN +N
−1eN−1 + · · ·+ (k + 1)−1ek, pi) ≥ u¯.
By construction kS ≤ kR. The top equilibria are precisely the top-k equilibria for
k between kS and kR. The top-kR equilibrium is the receiver-optimal equilibrium
(Indeed he could not do any better through commitment, by Glazer and Rubinstein
(2004)). The top-kS equilibrium is the sender’s best top equilibrium, but all these
equilibria are Pareto efficient among all the equilibria.
This theorem shows that the receiver-optimal equilibrium (optimal among all
equilibria, symmetric or asymmetric) is a top equilibrium. However, we cannot rule
out that the sender can do slightly better under some other equilibria, and indeed we
can construct asymmetric equilibria where this is the case.
Asymmetric Equilibrium
In the top-k equilibrium, the sender is pointing to the k highest attributes out of all
the N attributes. Now we let the sender point to the k highest attributes among a
prescribed subset consisting of K attributes where K ≤ N . We could allow the sender
to randomly choose K attributes first but for intuition let’s say the sender points to
the k highest attributes out of the first K attributes and ignores the remaining N−K
attributes. Recall that there is a trade-off between the frequency of seeing a good
signal and how strong that signal can be. By doing this, the sender makes a signal
stronger when K < N than K = N . We call this strategy top-k of K strategy and
use (k,K) as a shorthand. Then (k,N) corresponds to the regular top-k strategy we
characterized before.
To be clear about the intuition, let’s see an example. Suppose N = 4 and consider
two types of the sender (0, 0, 1, 0) and (0, 0, 1, 1) with Pr(θ = (0, 0, 1, 0)) = p and
Pr(θ = (0, 0, 1, 1)) = q. We claim the signal in (1, N − 1) is stronger than (1, N).
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To see why, note that in (1, N), sender (0, 0, 1, 0) will point to attribute 3 with
probability 1 and sender (0, 0, 1, 1) will point to attribute 3 with probability 1/2.
Denote the message “my highest attribute of all attributes is attribute 3” by m1 and
“my highest attribute of the first three attributes is attribute 3” by m2. And hence,
Pr(m1|θ=(0,0,1,0))
Pr(m1|θ=(0,0,1,1))
= 1
1/2
= 2. However, under (1, N − 1), both types will point to the
third attribute with probability 1. We have Pr(m2|θ=(0,0,1,0))Pr(m2|θ=(0,0,1,1))
= 1
1
= 1. Then the
receiver’s posterior is: in (1, N), Pr(θ=(0,0,1,0)|m1)Pr(θ=(0,0,1,1)|m1)
= Pr(m1|θ=(0,0,1,0))Pr(m1|θ=(0,0,1,1))
× Pr(θ=(0,0,1,0))Pr(θ=(0,0,1,1)) =
2p
q
and in (1, N − 1), Pr(θ=(0,0,1,0)|m2)Pr(θ=(0,0,1,1)|m2) =
Pr(m2|θ=(0,0,1,0))
Pr(m2|θ=(0,0,1,1))
× Pr(θ=(0,0,1,0))Pr(θ=(0,0,1,1)) =
p
q
. So the
receiver is more biased to (0, 0, 1, 1) when pointed to the highest attribute out of
the first three attributes. It turns out that for fixed k, the signal strength (k,K) is
decreasing in K and for fixed K, the signal strength (k,K) is increasing in k, so we
have a partial order.
With respect to equilibrium buying probability, top-k of K equilibrium is the
intermediate case between top-k equilibrium and top-K equilibrium. If we go back to
the numerical example we used in Section 1.3.3, we can clearly see the price threshold
and equilibrium buying probability of top-1 of 2 equilibrium are exactly between top-1
equilibrium and top-2 equilibrium.
Recall that in that numerical example, we let N = 3, n = 1, v(θ) = |θ| and
|θ|∼Bino(N, q) where 0 < q < 1. In a top-1 of 2 equilibrium, the sender ignores
one attribute and points to the highest attribute of the remaining two. The receiver
just checks the recommended attribute and buys unless both of those two attributes
are bad. Thus, the equilibrium buying probability is 1 − (1 − q)2. And we know
that the receiver’s expected utility from equilibrium strategy should be weakly larger
than that from checking a random attribute and buying if and only if that attribute
is good. Therefore, the condition for the existence of top-1 of 2 equilibrium is (1 −
(1 − q)2)(q + 2q
1−(1−q)2 − P ) ≥ q(2q + 1 − P ). So the highest price to sustain a top-1
of 2 equilibrium is P¯1,2 = 1 + q. Recall that the price threshold of top-1 and top-2
equilibrium is P¯1 =
2
2−q and P¯2 =
1+3q
1+q
, respectively. Clearly, P¯1 < P¯1,2 < P¯2 for
all 0 < q < 1. We plot the equilibrium buying probability and price thresholds in
Figure 1.5a and Figure 1.5b, respectively. It is clear that top-1 of 2 equilibrium is an
intermediate case between top-1 and top-2 equilibrium.
Hence, at P¯1,2 top-1 equilibrium is not sustainable. The sender’s most-preferred
top equilibrium is top-2 equilibrium. However, the sender is strictly better off in top-1
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of 2 equilibrium which is an asymmetric equilibrium.
1
1
q
Buying Prob
0
Top-1
Top-2
Top-1 of 2
(a) Equilibrium buying probability
1
2
q
P¯
0
1
P¯1
P¯2
P¯1,2
(b) Price thresholds
Figure 1.5. Equilibrium Buying Probability and Price Thresholds
It is worth noting that the price threshold P¯1,2 in top-1 of 2 equilibrium coincides
with the price Pˆ we used before (see Section 1.3.3). This implies we can replicate the
outcome of top-1 of 2 equilibrium by a Bayesian persuasion with verification (BPV)
setting. The intuition is as follows. It can be shown that at P¯1,2 (or Pˆ ), under BPV,
the sender points to the highest attribute with probability 2/3 and the second highest
attribute with probability 1/3. Under cheap talk, the sender will point to the highest
attribute of two preselected attributes. It turns out that they are the same. Why?
Suppose exactly one attribute is good (otherwise, the highest and second highest
attributes are indistinguishable (either both one or both zero)). Under BPV, the
sender will point to the good attribute with probability 2/3. Under cheap talk, the
sender will point to the good attribute exactly when it is one of the two preselected
attributes, which occurs with probability 2/3. Therefore, the buying probability as a
function of |θ| is the same under both equilibria.
Other Symmetric Equilibria
This section constructs a parametric family of symmetric equilibria that are not top
equilibria. We start with an example. Notice that it is sensitive to the parameters
being “just right” in order to maintain indifference, so it is more fragile than the top
equilibria. Moreover, in this example, there is a top equilibrium that induces a higher
buying probability.
Suppose N = 4 and n = 1. The attributes are i.i.d. with success probability 1/2.
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So that the probabilities of |θ|= 0, 1, 2, 3, 4 are
1/16, 1/4, 3/8, 1/4, 1/16
respectively. Set P = 7/4. Consider the equilibrium where the receiver asks the
sender to indicate the two highest attributes (unordered) and also the third-highest
attribute. The receiver will check one of the three highest attributes and buy if and
only if it is one, but he will check each of the two highest attributes with probability
c ∈ (1/3, 1/2) and he will check the third attribute with probability 1− 2c.
Next, we verify that this is an equilibrium. When the receiver checks one of the
two highest attributes, his utility is
(1/4)(1/2)(1− 7/4) + (3/8)(2− 7/4)
+ (1/4)(3− 7/4) + (1/16)(4− 7/4) = 0.453
When the receiver checks the third highest attribute, his expected utility is
(1/4)(3− 7/9) + (1/16)(4− 7/4) = 0.453.
If the receiver picks randomly, then
(1/4)(1/4)(1− 7/4) + (3/8)(1/2)(2− 7/4)
+ (1/4)(3/4)(3− 7/4) + (1/16)(4− 7/4) = 0.375.
Therefore, this constitutes an equilibrium.
Ultimately, however, this is not of much interest. We know the sender does strictly
better in a top-2 equilibrium. However, the top-1 equilibrium
2− (15/16)(7/4) = 0.359.
is not available.
Now we construct this parametric family of symmetric equilibria.
Equilibria that only provide comparative information about the attributes can
never increase the buying probability above a top equilibrium. Some absolute infor-
mation is needed. For equilibria in this family, there are two types of messages. The
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first message indicates the top
¯
k1 attributes and then the next k¯1−
¯
k1 attributes; the
receiver chooses from among the highest attributes with probability c1, and among
the next k¯1−
¯
k1 with complementary probability 1−c1. The second message indicates
the top
¯
k2 attributes and then the next k¯2 −
¯
k2 attributes; the receiver choose from
among the highest attributes with probability c2 and among the next k¯2 −
¯
k2 with
probability 1 − c2. No matter the message and the attribute checked, the receiver
buys if and only if he sees a one, except in the edge case where
¯
k1 = 0, in which case
the receiver buys upon checking the “zeroth-highest” attribute.
Types t ≥ k¯2 are indifferent about which message they send as buying is guaran-
teed either way. Among types t < k¯2, it turns out that “extreme” types (either below
¯
t or above t¯) will choose to send the first message and “moderate” types (between
¯
t
and t¯ inclusive) will choose to send the second message.
The cutoff values
¯
k1, k¯1 for the first message,
¯
k2, k¯2 for the second message, and
¯
t
and t¯ for the types must satisfy the following inequality:
0 ≤
¯
k1 <
¯
t <
¯
k2 < t¯ < t¯+ 1 < k¯1 < k¯2 ≤ N.
This implies N ≥ 6, and in order to make the first and last inequalities strict, we must
in fact have N ≥ 8. The inequalities can be explained as follows. We analyze the
inequalities from the outside in. The outermost (weak) inequalities are trivial. The
next inequalities
¯
k1 <
¯
t and k¯1 < k¯2 are needed so that the agents do not just split
between the messages as high types and low types. then the inequalities
¯
t <
¯
k2 < t¯
ensure that the quality of the attribute the receiver checks after receiving the second
message is uncertain. Finally, the inequalities t¯ + 1 < k¯1 ensures that seeing a zero
among the lower attributes of the first message does not guarantee that the type is
below
¯
t− 1.
The continuous parameters are the price P and the interior probabilities
c1, c2, pi0, . . . , piN ∈ (0, 1),
such that ∑
t
pit = 1.
Technically, c1 and c2 are equilibrium parameters, while P and (pit) are parameters
of the environment. We will see that the incentive constraints imply c1 < c2 and
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¯
t < P < t¯, but these constraints need not be included explicitly.
To simplify notation, letM = [
¯
t, t¯] and E = [0,
¯
t− 1]∪ [t¯+ 1, k¯2− 1], soM∪E =
[0, k¯2 − 1]. The types t ≥ k¯2 will always buy in any equilibrium. Now we impose the
equilibrium constraints.
• Attribute ordering:
c1/
¯
k1 ≥ (1− c1)/(k¯1 −
¯
k1), c2/
¯
k2 ≥ (1− c2)/(k¯2 −
¯
k2).
• Extreme sender:
c1 + (1− c1)(
¯
t− 1−
¯
k1)/(k¯1 −
¯
k1) ≥ c2(
¯
t− 1)/
¯
k2,
c1 + (1− c1)(t¯+ 1−
¯
k1)/(k¯1 −
¯
k1) ≥ c2 + (1− c2)(t¯+ 1−
¯
k2)/(k¯2 −
¯
k2).
• Moderate sender:
c2
¯
t/
¯
k2 ≥ c1 + (1− c1)(
¯
t−
¯
k1)/(k¯1 −
¯
k1),
c2 + (1− c2)(t¯−
¯
k2)/(k¯2 −
¯
k2) ≥ c1 + (1− c1)(t¯−
¯
k1)/(k¯1 −
¯
k1).
• Receiver: ∑
t∈E
(v˜(t)− P )pit
[
t
¯
k1
∧ 1− (t− ¯k1)+
k¯1 −
¯
k1
∧ 1
]
= 0,
∑
t∈M
(v˜(t)− P )pit
[
t
¯
k2
∧ 1− t− ¯k2
k¯2 −
¯
k2
∧ 1
]
= 0,
where v˜(t) = v(θ) such that |θ|= t. A few changes are needed in the special case
¯
k1 =
0: the initial attribute ordering constraint is trivially satisfied (which is immediate
upon expanding the product), and in the receiver’s first constraint, 0/0 must be
replaced with 1.
Of course we also want to impose the constraint that the receiver does not want
to always buy: ∑
t
(v˜(t)− P )pitt/N >
∑
t
(v˜(t)− P )pit.
And we will want to compare to the top-k equilibria for
¯
k1 < k ≤
¯
k2. We will then
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impose the inequality that receiver cannot achieve the top-(k − 1) equilibria:
∑
t
(v˜(t)− P )pit t
N
>
∑
t
(v˜(t)− P )pit t
k − 1 ∧ 1.
Finally we will compare the buying probability in the top-k equilibrium∑
t
pit
t
k
∧ 1
to the probability under the proposed equilibrium:
c1
∑
t∈E
pit
t ∧
¯
k1
¯
k1
+ (1− c1)
∑
t∈E
(t−
¯
k1)+
k¯1 −
¯
k1
∧ 1
+ c2
∑
t∈M
pit
t ∧
¯
k2
k¯2 −
¯
k2
+ (1− c2)
∑
t∈M
pit
t−
¯
k2
k¯2 −
¯
k2
∧ 1 +
∑
t≥k¯2
pit.
Formally, we will maximize this difference subject to the constraint that the top-
(k−1) strategy profile is not an equilibrium (which implies that always buying is not
an equilibrium).
Suppose k ≤
¯
k2. The gain over the top-k equilibrium is
c1
∑
t∈E
pit
[
t ∧
¯
k1
¯
k1
− t ∧ k
k
]
+ (1− c1)
∑
t∈E
pit
[
(t−
¯
k1)+
k¯1 −
¯
k1
∧ 1− t ∧ k
k
]
+c2
∑
t∈M
pit
[
t ∧
¯
k2
k¯2 −
¯
k2
− t ∧ k
k
]
+ (1− c2)
∑
t∈M
pit
[
t−
¯
k2
k¯2 −
¯
k2
∧ 1− t ∧ k
k
]
.
The key observation is that this reduces to a linear programming problem once
P is fixed. Therefore, we will iterate over values of P , and for each fixed P solve
the maximization problem. To make the inequalities weak, we will replace the strict
inequalities with weak inequalities with a small tolerance ε > 0.
For fixed P , there are N + 2 parameters. We will group the constraints according
to equalities with zero on the right side, inequalities with zero on the right side,
inequalities with ε and the RHS and one inequality with 1 on the RHS.
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1.7.5 Correlation Between the Attributes
In this section, we are interested in how the pairwise correlation of the attributes af-
fects the price threshold. Consider a conditional independence model for exchangeable
binary random variables. Since each attribute follows the same Bernoulli distribution,
suppose the common Bernoulli parameter p is random with cumulative distribution
function F whose support is [0, 1]. Given p, the binary random variables θ1, . . . , θN
are conditionally i.i.d. We have
Pr(θ = θˆ) =
∫ 1
0
ps(1− p)N−sdF (p)
where s = |θˆ|∈ {0, . . . , N}.
Furthermore, assume F is a Beta(α, β) distribution, with density
f(p) = [B(α, β)]−1pα−1(1− p)β−1
where 0 < p < 1, B(α, β) is the beta function (α > 0, β > 0) to ensure that the total
probability integrates to 1. Then we have
Pr(θ = θˆ) = B(α+s,β+N−s)
B(α,β)
.
where s = |θˆ|∈ {0, . . . , N}.
The pairwise correlation coefficient is
ρ = 1
α+β+1
which is a function of α and β. Therefore, we can vary the correlation of the attributes
by changing the value of the distribution parameters α and β.
If we assume p follows a Beta(α, β) distribution, then |θ| has a Beta-binomial(α, β)
distribution. The probability mass function is
Pr(|θ|= s) = (N
s
)B(α+s,β+N−s)
B(α,β)
where s = 0, . . . , N, and α, β > 0. In particular, we have
pi0 = Pr(θ = 0) =
B(α,β+N)
B(α,β)
.
Moreover, by standard computation, we have
E(|θ|) = Nα
α+β
and Var(|θ|) = Nαβ(α+β+N)
(α+β)2(α+β+1)
.
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Consider the special case in which v(θ) = |θ|. By Proposition 1.1, the price threshold
reduces to
P¯1 =
NE(|θ|)−E(|θ|2)
N(1−pi0 )−E(|θ|)
.
Note that E(|θ|2) = (E(|θ|))2 + Var(|θ|). Hence, we can rewrite P¯1 as a function of
only α and β. However, we are not able to have a closed form of the price threshold
as a function of the correlation coefficient ρ because of the Beta functions. We will
plot the relationship between P¯1 and α and β numerically.
In the following numerical example, let N = 10. Since the values of the two
parameters α and β control the shape of the Beta distribution, we start with the case
that the Beta density function is symmetric about 1/2, i.e., α = β. In particular,
we vary their value between 1 and 3 which corresponds to symmetric unimodal Beta
density functions. Notice that the pairwise correlation coefficient ρ is decreasing in
α and β. But as Figure 1.6a shows, as α increases, the price threshold is increasing
when the attributes become less and less correlated. Next, we fix β at 2 and increase
α from 1 to 3. The Beta density function now is left skewed, i.e., a negatively skewed
distribution. Figure 1.6b shows similar effect of the increase of α on the price threshold
as the first case. Third, we fix α at 2 and increase β from 1 to 3. But this is just the
mirror image (the reverse) of the Beta density function curve in the second case. And
this is clear as Figure 1.6c illustrates. At last, we allow for simultaneous change of α
and β. The change of the price threshold in this case is ambiguous since the effects
of the increase of α and β offset. See Figure 1.6d. Of course, ρ also decreases when
both α and β go up.
We see that when β is fixed, increasing α increases the price threshold, as the
correlation decreases. When α is fixed, increasing β decreases the price threshold, as
the correlation decreases. It seems a bit counter-intuitive that when the attributes
are less correlated, the receiver is more willing to pay a higher price. However, notice
that the difference between the effects of α and β arises from the (ex ante) expected
quality E(|θ|). Increasing α increases the (ex ante) expected quality while increasing
β decreases the (ex ante) expected quality. Different pairs of α and β can even result
in the same correlation coefficient but different values of the expected quality. So in
effect many things are changing at the same time. Intuitively, higher expected quality
and higher correlation each tend to increase the price threshold. But in our numerical
example the mean-quality and correlation effects are offsetting each other.
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αP¯1
(a) 1 < α = β < 3
α
P¯1
(b) 1 < α < 3, β = 2
β
P¯1
(c) α = 2, 1 < β < 3 (d) 1 < α < 3, 1 < β < 3
Figure 1.6. Price Threshold and Correlation
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Chapter 2
Biased and Uninformed:
Delegating to Encourage
Information Acquisition
2.1 Introduction
Organizations are arranged into different branches that control different affairs. For
example, it is impossible for a CEO to make every decision within a firm. Instead,
she must delegate more routine decisions to lower-level managers. A crucial trade-off
arises between control and information. The CEO would like to give more discretion
to the subordinate managers in order to encourage more initiatives. However, at
the same time she also has the fear that the managers may be empire builders who
implement projects that are undesirable from the organization’s point of view. At
first sight, it seems easy to solve the incentive problem by simply providing contingent
monetary transfers. But in practice, the manager’s salary does not directly depend on
some specific decisions he makes but rather depends on the whole performance of the
organization. Instead of monetary incentives, the CEO just specifies what decisions
the manager can or cannot make and allows him to take any action he wants within
some admissible set.
This common trade-off illustrates the main features of our model. We consider an
uninformed principal who delegates decision-making to an initially uninformed agent.
There is some conflict of interest between them in the sense that the principal’s ideal
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decision may differ from that of the agent. The agent can learn the payoff-relevant
state by exerting costly effort. The principal cannot seek out information herself, due
to, say, lack of time.
The timing of the game is as follows. First, the principal commits to an admissible
set within which the agent is free to choose any decision. Second, the agent decides
how much effort to exert to learn the state. At last, the agent takes an action from
the set that the principal prescribed and payoffs are realized.
The principal cannot overrule the delegation set after she commits. There is
no renegotiation between the two parties and outcome-contingent transfers are not
allowed. By ruling out contingent transfers, the principal can influence the agent’s
information acquisition decision and action choice only by the prescribed admissible
set.
The fundamental trade-off the principal faces here is between counteracting the
agent’s bias by limiting leeway for him and incentivizing the agent to acquire infor-
mation by giving discretion to him. To illustrate this, on the one hand, standard
delegation literature shows that more discretion should be given to a more aligned
agent (a.k.a “Ally Principle”). On the other hand, it is intuitive to see more discre-
tion tends to encourage effort input. For instance, a teacher who knows that he has
to award the students either “pass” or “fail” has a smaller incentive to learn about
the true performance of the students than a teacher who is allowed to award any
grade, and an administrator who knows that he has to choose an either conservative
or liberal policy has a smaller incentive to learn about what is the most appropriate
decision on behalf of the society.
The aim of this paper is to characterize the optimal delegation set given the trade-
off above. We use the canonical framework where the principal and the agent have
quadratic loss utility function and the state follows uniform distribution over the unit
interval. We find that if the cost of information acquisition is very small so that the
agent will learn the state anyhow, then by the standard delegation literature, under
uniform distribution, the optimal delegation set is an interval that shrinks as the
agent’s bias goes up.
If the information acquisition cost is not trivial, then the optimal delegation set is
either a connected interval or a disconnected set that consists of two disjoint intervals.
Specifically, the optimal delegation set is parameterized by two variables: the upper
bound and the radius of the hole around the agent’s most preferred uninformed deci-
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sion. The former restricts the agent’s expression of bias while the latter characterizes
the punishment on the agent if he does not acquire information.
In order to explicitly solve for the optimal delegation set, we use the quadratic cost
function to compute the optimal parameter values. We separate into cases according
to the form of the optimal delegation set (connected or disconnected) and whether
the agent acquires information fully. In each case, we analytically characterize the
exact values of the delegation set.
Specifically, if the principal finds it optimal to induce full information acquisition
and the optimal delegation set is a connected interval, then as the effort cost and the
bias increase, the principal must enlarge the delegation set to motivate the agent to
acquire information. In contrast, if full information acquisition is not optimal and
the optimal delegation set is still connected, then the delegation set will shrink when
the effort cost and the bias increase. For larger effort cost, the agent will acquire
information with very low probability, so the principal would like to force the agent
to take the principal’s optimal uninformed decision by reducing the upper bound
towards it. The reason that the upper bound is decreasing in the bias is clear. In
this case, the bias is relatively high. The principal would rather give the agent less
discretion as the bias increases.
If maximal effort input is optimal and the optimal delegation set is disconnected,
then as the agent becomes more biased or information becomes more costly to acquire,
the principal must distort the delegation set by more to incentivize information ac-
quisition. Now the principal has two instruments available to encourage information
acquisition: increasing the upper bound and hollowing out a larger interval around
the agent-preferred uninformed decision.
Interestingly, the agent’s bias can help the principal in the sense that the principal
can punish the agent without punishing herself if the agent does not learn the state.
Indeed, when the agent is perfectly aligned, introducing this hole will hurt the prin-
cipal since her optimal no-information decision is the same as the agent. This makes
the intuition from the classical delegation problem, which suggests that a principle
would always prefer to delegate to a less biased agent, no longer hold. We find that
the principal’s payoff is highest when the agent’s bias is nonzero.
Finally, if the optimal information acquisition is not full and the optimal delegation
set is disconnected, then as effort cost goes to infinity, the agent will learn the state
with very low probability and the principal would like the agent to take the principal’s
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best no-information decision by enlarging the hole towards it.
Related Literature
Holmstro¨m (1977, 1984) first developed the framework for the constrained delegation
problem in which an uninformed principal specifies a set of decisions from which a
perfectly informed but biased agent is allowed to freely take. He shows the existence
of a solution to this problem under very general conditions. By assuming interval
admissible set, he shows that the more aligned the agent is, the more discretion
should be awarded. In the subsequent works, one strand of the literature has gone into
finding the weakest conditions that guarantee the optimality of interval delegation.
For example, Martimort and Semenov (2006), Alonso and Matouschek (2008), and
Amador and Bagwell (2013).
Another strand of the literature focuses on characterizing the optimal delegation
set. This is first done by Melumad and Shibano (1991) under the quadratic-uniform
framework. They find the shape of the optimal delegation set crucially depends on
the relative sensitivity of the players’ ideal decision to the state: if the sensitivity
is similar a single interval is optimal, otherwise there can be gaps in the optimal
permission set. Alonso and Matouschek (2008) further confirm this insight with more
general distributions and utility functions. Although the optimal delegation set in
these papers may also feature a “hole,” it plays a different role compared to our paper.
In Melumad and Shibano (1991) and Alonso and Matouschek (2008), the “hole” is to
induce more state-sensitive decision-making by an otherwise unresponsive agent. In
our paper, the “hole” is used to incentivize information acquisition.
In the Holmstro¨m tradition models, the action choices of the agent can be con-
tracted upon and the agent is assumed to be exogenously informed of the payoff-
relevant state. Starting from Aghion and Tirole (1997), some other papers have
investigated situations in which the principal faces an initially uninformed agent who
first needs to exert effort to acquire information before making a decision. As the
seminal paper that introduced the trade-off between loss of control and loss of initia-
tive, Aghion and Tirole (1997) assume the actions of the agent cannot be contracted
upon so that the principal either keeps control or fully delegates the decision-making
to the agent. They show that in order to improve the agent’s initiatives of information
acquisition, full delegation can be optimal.
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The closest paper to us is Szalay (2005), who also studies a delegation problem
in which the agent is potentially informed in the sense that he can learn the state by
incurring an effort cost, but the principal and the agent are perfectly aligned. Since
there is no conflict of interest between the principal and the agent, the only concern
of the principal is to incentivize the agent to acquire information. To this end, he
shows that the principal can just simply force the agent to take extreme actions by
ruling out the intermediate ones. In other words, the principal creates a gap around
the prior optimal decision as a punishment if the agent does not acquire information.
This is in stark contrast to the standard insight in Holmstro¨m (1977, 1984) where it
is optimal to remove the extreme decisions for the principal who faces a biased agent
with exogenous information about the state.
Our paper takes them as benchmarks and combines them together. That is, we
consider a more general setting where the agent is biased and his information is en-
dogenous. Naturally, in the limit, our results reduce to those they got. Nevertheless,
we show that in general the principal has to restrict both the intermediate and ex-
treme actions given the new trade-off of the principal. To solve the moral hazard
problem, the principal removes a symmetric interval around the agent’s most pre-
ferred uninformed decision. To refrain the agent from taking extreme actions, the
principal removes an interval on top.
In other contexts, it has been observed that bias can be leveraged to encourage
information acquisition. Li (2001) and Gerardi and Yariv (2008) are closest to our
paper in that they point out the potential for an undesirable default option to en-
courage information acquisition. Che and Kartik (2009) and Argenziano et al. (2016)
both study endogenous information acquisition in communication games. There bias
can be helpful because it motivates the sender to better acquire information in order
to change the decision-maker’s action.1
In our setting, the principal delegates authority to the agent, so the agent directly
chooses the decision. We show that even in this context, bias can help the principal.
Crucially, the principal chooses a different delegation set. For a fixed delegation
set, increasing bias would always make the principal worse off, but by adjusting the
delegation set, the principal can do better.
1In a legal context, Bubb and Warren (2014) study optimal regulation, but the delegation setting
is different. In particular, they do not study the form of the delegation set. See also Malcomson
(2009) and Demski and Sappington (1987) for a general contract-theory approach to the problem of
encouraging information acquisition.
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Since we follow the incomplete contracting approach (as in Grossman and Hart
(1986) and Hart and Moore (1990)) in which contingent monetary transfers are ruled
out, the only incentive device the principal can use is the discretion awarded to
the agent. Another related paper by Armstrong and Vickers (2010) also features
the interaction between the delegation sets and the responses that they induce in
one variant of their main model. They study a stylized model in which there are
a finite number of available projects and the payoffs of the principal and the agent
from the project chosen by the agent are common knowledge. The agent only has
private information about what those possible projects are. They show that when the
principal can influence the likelihood of finding a project, the principal allows some
projects that are detrimental to her own interests.
Instead of an initially uninformed agent, a recent paper by Semenov (2018) con-
siders a delegation problem with a possibly informed agent, i.e., the agent knows the
state with some exogenous probability. Without the moral hazard problem that we
have, he shows how, depending on the preference alignment, a disconnected delega-
tion set may be optimal for the principal. He also briefly discusses the endogenous
information case but the focus is mainly on how the agent’s incentives to acquire
information change with the discretion he obtains.
The rest of this paper is organized as follows. Section 2.2 presents the model. Sec-
tion 2.3 characterizes the form of the optimal delegation sets. Section 2.4 shows that
the principal may prefer biased to unbiased agents. In Section 2.5, we explicitly solve
for the optimal delegation set with quadratic costs, and then analyze comparative
statics. Section 2.6 concludes. Proofs are in Section 2.7.
2.2 Model
2.2.1 Setting
There are two players: a principal and an agent. The principal controls a decision
y ∈ R. Payoffs from the decision depend a state θ, which is drawn from the uniform
distribution on [0, 1]. The principal and the agent have conflicting quadratic loss
preferences. Their utilities from decision y in state θ are
uP (y, θ) = −(y − θ)2, uA(y, θ) = −(y − θ − β)2.
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Here β is the agent’s bias. Without loss, we assume β ≥ 0.
Initially, neither player observes the state realization. But the agent can privately
experiment, at a cost, in order to learn the state. Following Szalay (2005), we assume
that the agent chooses how much effort to put into experimentation. This effort
level determines the probability that the experiment is a success. If the experiment
succeeds, the state is perfectly revealed to the agent. Otherwise, the experiment fails,
and the agent learns nothing about the state. The principal does not observe the
agent’s effort choice, the outcome of the experiment, or the state realization.
We normalize the effort level so that it coincides with the probability that the
experiment is a success. Thus, the agent chooses effort e ∈ [0, 1]. The agent’s cost
from exerting effort e is given by a twice continuously differentiable cost function
c: [0, 1)→ R
satisfying c(0) = 0, c′(0) = 0, and c′′(e) > 0 for e ∈ (0, 1). Set c(1) = lime↑1 c(e) ∈
[0,∞]. If c(1) is finite, then full information acquisition is possible.2
The principal delegates decision-making to the agent. This is equivalent to com-
mitting to a deterministic map from type reports to decisions. In particular, the prin-
cipal cannot commit to contingent transfers or stochastic mechanisms. We assume
the agent participates. These assumptions are standard in the delegation literature,
and seem reasonable for many decisions made within organizations.3
The timing is shown in Figure 2.1. First, the principal selects a compact delegation
set D ⊂ R. The agent observes the delegation set D and chooses effort e ∈ [0, 1].
With probability e, the experiment is a success. In this case, the agent privately
observes the state realization and then selects a decision from D. With probability
1− e, the experiment is a failure. In this case, the agent privately observes that the
experiment has failed and then selects a decision from D. Finally, payoffs are realized.
The principal selects a compact delegation set to maximize her expected utility.
Each choice of delegation set induces a two-stage optimization problem for the agent.
We first analyze the agent’s problem, and then turn to the principal’s.
2In particular, we do not impose Szalay’s (2005) condition that c′(e) ↑ ∞ as e ↑ 1. Therefore, we
do not rule out the corner solution e = 1 in the agent’s effort choice problem.
3For example, Alonso and Matouschek (2008) give a few justifications for these restrictions.
Transfers may be forbidden by law; the principal may not be able to observe the agent’s decision
and payoff; or it may be more economical not to commit to a complicated transfer scheme or
stochastic mechanism.
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principal selects
delegation set D
agent chooses
effort e
with prob e,
agent learns θ
agent chooses
decision y ∈ D
Figure 2.1. Timing
2.2.2 Agent’s Problem
Suppose the principal has selected a compact delegation set D. The agent first chooses
how much effort to exert and then selects a decision from D. We solve the agent’s
problem backwards, starting with his decision choice. If the experiment is a failure,
then the agent solves
max
y∈D
E[uA(y, θ)].
Here and below, all expectations are taken over the state θ. Since D is compact,
this problem has a solution. Let y∗0(D) denote the agent’s optimal decision, with the
convention that ties are broken in the principal’s favor.4 We call y∗0(D) the agent’s
uninformed decision from delegation set D.
If the experiment is a success, and the agent observes the realized state θ, then
he solves
max
y∈D
uA(y, θ).
Let y∗1(D, θ) denote the agent’s optimal decision, with ties broken in the principal’s
favor, as above. This informed decision depends on the state realization as well as
the delegation set.
To set up the agent’s effort choice problem, we introduce further notation. Denote
the agent’s expected utilities by
uA,0(D) = E[uA(y
∗
0(D), θ)], uA,1(D) = E[uA(y
∗
1(D, θ), θ)].
The subscript number indicates whether the agent observes the state. The agent’s
4The agent’s expected utility is strictly quasiconcave in his decision, so there is an unique maxi-
mizer if D is an interval. But we will need to work with delegation sets that are not intervals. This is
where tie-breaking has bite. The agent may be indifferent between two decisions, and the principal
will have a strict preference as long as β is positive. If β = 0, choose y∗0(D) arbitrarily.
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expected utility gain from observing the state is denoted by
∆A(D) = uA,1(D)− uA,0(D).
Information can only help the agent, so ∆A(D) ≥ 0 for every delegation set D.
Now the agent’s effort choice problem is
max
e∈[0,1]
uA,0(D) + e ·∆A(D)− c(e). (2.1)
Since c is strictly convex, this problem has an unique solution, which we denote by
e∗(D). The agent’s marginal benefit from exerting effort is constant and equal to the
utility gain ∆A(D). The marginal cost c
′(e) is strictly increasing. If e∗(D) < 1, the
first-order condition is
c′(e∗(D)) = ∆A(D).
2.2.3 Principal’s Problem
Now we turn to the principal’s problem. If the principal offers delegation set D, then
from the solution of the agent’s problem, we can compute the principal’s expected
utility conditional on each outcome of the experiment. Let
uP,0(D) = E[uP (y
∗
0(D), θ)], uP,1(D) = E[uP (y
∗
1(D, θ), θ)].
Recall that e∗(D) denotes the agent’s effort choice, given delegation set D. Putting
all this together, the principal’s delegation problem is
max
D
e∗(D)uP,1(D) + (1− e∗(D))uP,0(D), (2.2)
where the maximization is over all compact subsets D of R. The principal is maxi-
mizing over sets rather than points, but in a suitable topology, it can be shown that
the principal is maximizing an upper semicontinuous function over a compact set,
and hence a solution exists.
Lemma 2.1 (Existence). The principal’s problem (2.2) has a solution.
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2.3 Characterizing the Optimal Delegation Set
2.3.1 Benchmark: Delegating to an Informed Agent
Before turning to the main analysis, we first consider the classical delegation problem
with an informed agent. With our notation, that problem can be expressed as
max
D
uP,1(D), (2.3)
where the maximum is taken over all compact subsets D of R. The principal’s value
from this problem provides a convenient upper bound.
Lemma 2.2 (Informed-agent upper bound). The principal’s value from delegating
to an informed agent (2.3) is weakly greater than her value from delegating to an
initially uninformed agent (2.2).
The proof is short. Under the solution to the informed problem, the principal
must weakly benefit (in expectation) when the agent learns the state; otherwise the
principal could offer a singleton delegation set including only the agent’s uninformed
best response. When the agent is informed, the principal gets this weakly higher
informed payoff with probability one.
Recall that the optimal delegation set with an informed agent is5
D∗ =
[β, 1− β] if β ≤ 1/2,{1/2} if β > 1/2.
If β = 0, then the interests of the principal and the agent are perfectly aligned,
so the principal offers the agent complete discretion. As the bias β increases, the
principal imposes a cap of 1− β on the agent’s action in order to restrict the agent’s
bias. The agent will not choose decisions strictly smaller than β, so decisions will
come from the interval [β, 1− β].
As β increases, the cap tightens. When the bias β equals 1/2, the agent is too
conflicted for the principal to benefit at all from his private information, and the
principal offers a delegation set that results in the constant decision 1/2, no matter
5See Holmstro¨m (1977) section 2.3.2 or Alonso and Matouschek (2008) section 8.1. Technically,
it is the induced decision rule is unique, but we are following the convention of associating to each
decision rule the minimal delegation set that induces it.
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Figure 2.2. Agent’s Payoffs from Delegation Set D¯ = [β, 1− β]
the state. With costly information acquisition, the principal certainly cannot benefit
from the agent’s private information, so the solutions will coincide. Formally, this
follows from the upper bound in Lemma 2.2 since this bound can be achieved by
setting D = {1/2}. To avoid this trivial case, we assume hereafter that β < 1/2.
Returning to our setting of an initially uninformed agent, suppose the principal
selects this delegation set D¯ = [β, 1− β].
Figure 2.2 shows the agent’s expected utility gain ∆A(D¯) from learning the state.
The left panel plots the agent’s expected losses with and without information. If the
agent does not learn the state, then he matches his decision with the expectation
E[θ + β] = 1/2 + β. For β ≤ 1/4, this expectation lies inside the delegation set
[β, 1− β]. In this case, the decision is not systematically biased from his bliss point,
so his loss is simply 1/12, the expected loss due to the variance of the state. Once
the bias β crosses 1/4, this expectation lies outside the delegation set [β, 1− β], and
hence the agent’s loss increases in β. The agent’s expected loss when he does learn
the state is monotonically increasing in the bias, both because the cap 1 − β shifts
and also because the cap is effectively more restrictive as the agent’s preferred action
moves to the right.
The right panel of Figure 2.2 plots ∆A(D¯), the difference in the agent’s expected
utility with and without information. The more aligned are the interests of the agent
and the principal, the more the agent stands to gain by learning the state. If c′(1) ≤
∆A(D¯), then the agent will choose e = 1 and thus learn the state perfectly. That is,
though the agent is initially uninformed, he can acquire information so cheaply that
the principal need not change the delegation set from the classical solution [β, 1− β],
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so the principal gets the same payoff as if the agent had been initially informed.
Therefore, the delegation set D¯ achieves the upper bound in Lemma 2.2 and hence
must be optimal.
It is natural to rule this case out by imposing an Inada condition on the cost
function. We do not impose this restriction, however, because it would rule out
quadratic cost, which we study below. While the solution is not new, this case tells
us how costly information acquisition can become before it affects the delegation
problem.
If c′(1) > ∆A(D¯), then the principal cannot achieve the upper bound. That is,
the cost of information acquisition reduces the principal’s payoff. In particular, this is
always the case if the marginal cost of effort is unbounded as effort e tends to 1. If the
principal cannot achieve the informed-agent bound, then the principal is motivated to
distort the delegation set away from D¯ in order to encourage information acquisition.
In the next section we characterize the form that this distortion takes.
2.3.2 Main Characterization
How can the principal encourage the agent to exert effort to acquire information?
The agent’s return to learning the state is captured by the utility difference ∆A(D) =
uA,1(D) − uA,0(D). Thus, there are two channels available. The principal can add
new decisions to the delegation set in order to increase the agent’s informed payoff.
The principal can also reduce the agent’s no-information utility by removing from
the delegation set decisions near 1/2 + β, the agent’s most preferred choice without
information.
Once this hole around 1/2 + β is removed, all other holes should be filled in by
the standard intuition from the quadratic-uniform delegation. Interior holes do not
shift the agent’s average action but simply add further noise to the agent’s decision.
These observations give the following characterization.
An obstacle to uniqueness of the delegation set is that it is always possible to
make changes to the delegation set that do not affect the decision rule. Therefore, we
adopt the convention that all delegation sets are minimal. More explicitly, for each
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delegation set D, define the set of induced decisions by
Y ∗(D) =

{y∗0(D)} if e∗(D) = 0,
{y∗0(D)} ∪ {y∗1(D, θ) : θ ∈ [0, 1]} if 0 < e∗(D) < 1,
{y∗1(D, θ) : θ ∈ [0, 1]} if e∗(D) = 1.
It follows that Y ∗ is idempotent, i.e., Y ∗(Y ∗(D)) = Y ∗(D) for all sets D. We adopt
the convention of restricting to delegation sets D with the property that Y ∗(D) = D.
If β < 1/2, the optimal delegation set will always feature positive effort, so the second
or third case will apply.
Our problem features both bias and information acquisition, which have previ-
ously been studied separately. In the standard delegation problem with bias, interval
delegation is optimal. With information acquisition but not bias, it may be optimal
to include a hole centered at 1/2 in order to encourage information acquisition. The
characterization below shares both of these features. Below we will use the notation
Br(x) to denote the open interval centered at x with radius r.
Theorem 2.1 (Characterization). Suppose β ∈ (0, 1/2) and c′(1) > ∆A([β, 1 − β]).
Every optimal delegation set takes one of the following forms:
1. [β, y¯] for some cap y¯ in (1/2, 1/2 + β];
2. [β, y¯] \ Br(1/2 + β) for some cap y¯ in (max{1/2 + β, 1 − β}, 1 + β) and some
radius r in (0, y¯ − 1/2− β];
3. [β, y0]∪ {h} for some default decision y0 in (β, 1/2 + β) and some high point h
in (1 + y0, 2 + 2β − y0).
For the characterization, we assume that the cost of information acquisition is
high enough to make a difference in the delegation problem. That is, if the principal
offers the delegation set [β, 1− β], the agent will not fully acquire information. With
positive probability, the agent’s experiment will fail, and the agent will select the
decision in [β, 1 − β] that is closest to 1/2 + β. Therefore, the principal’s payoff is
strictly smaller than the informed-agent upper bound. Now the principal must take
into account how the delegation set affects the agent’s incentive to experiment. In
order to be optimal, a delegation set must take one of three forms,6 termed interval,
hollow, and high-point delegation, respectively.
6For some parameter values, there may be multiple delegation sets that are optimal. The theorem
says that each of these sets must take one of three forms.
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Figure 2.3. Optimal Delegation Set
Figure 2.3 illustrates interval and hollow delegation, and Figure 2.4 illustrates
hight-point delegation. Note that y∗0 and y
∗
1(θ) respectively denote the uninformed
and informed decisions the agent will actually take given an optimal delegation set
in each figure.
Interval delegation is familiar from the informed-agent delegation problem, but
now the cap depends on the cost function as well as the agent’s level of bias. Increasing
the cap has two effects that are not present when the agent is informed. On the one
hand, it increases the agent’s utility gain from learning the state, so the agent exerts
more effort. On the other hand, it shifts the agent’s uninformed decision to the right.
If the cap is below 1/2, then both of these effects benefit the principal, so she does
better by strictly increasing the cap. Thus the cap is above 1/2. In this region, the
two effects go in opposite directions, so y¯ can be either larger or smaller than the cap
1− β that is optimal when the agent is informed.
In case 2., the optimal delegation set is an interval with a hole around 1/2 + β.
Conditional on the agent learning the state, this hole makes both the principal and
the agent worse off. But by eliminating the moderate decisions that are attractive to
the agent if he is uninformed, this hole increases the agent’s effort level and makes
the principal better off. One particular possibility is that 1/2 + β + r = y¯. In this
case, the optimal delegation set consists of an interval together with a single isolated
point y¯. This is not just as a knife-edge case, as we will show below in the case of
quadratic costs.
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Figure 2.4. High-point Delegation
The final case 3. cannot be ruled out, but it requires quite extreme parameter
values. Indeed, it takes some work to construct a cost function for which the optimal
delegation set takes this form. An example is given in Section 2.7.7. In this case, the
agent sometimes takes decisions that are dominated, not only from the principal’s
perspective, but from the agent’s as well.
If the agent’s bias β goes to zero, there is no conflict of interest between the
principal and the agent. As shown in Szalay (2005, Proposition 1), the optimal
delegation set takes the form
D∗ = [0, 1] \Br(1/2),
for some r ∈ [0, 1/2]. While the ex post preferences of the principal and the agent
are perfectly aligned, only the agent bears the cost of information acquisition. To
encourage the agent to acquire information, the principal hollows out a hole around
1/2 to prevent the agent from taking safe decisions that perform reasonably well
regardless of the state. When the agent is forced to take extreme actions, he is more
motivated to acquire information.
Remark. Notice that we take advantage of the uniform distribution only when
we show the principal is better off from closing an undesired hole or making an
asymmetric hole around 1/2 + β symmetric conditional on the event that the agent
learns the state, i.e., uP,1(D
′) > uP,1(D). In fact, we can generalize the model to the
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case where the state follows a distribution such that f(θ) + βf ′(θ) > 0 where f(θ)
is the probability density function (clearly, uniform distribution over [0, 1] satisfies
this condition). To this end, let the cumulative distribution function of the state be
F (θ) and the corresponding probability density function be f(θ) which is continuously
differentiable and strictly positive for all θ ∈ [0, 1]. Following Alonso and Matouschek
(2008) define the backward bias as
T (θ) = F (θ)[(θ + β)− E[z|z ≤ θ]],
where z is a random variable distributed according to F . The backward bias char-
acterizes the agent’s weighted bias at a specific state θ conditional on the principal
believing that the state is below θ.
Given this definition, by Lemma 7 in Alonso and Matouschek (2008), we can
conclude that if the backward bias is strictly convex over the state space, then closing
a hole or making a hole symmetric is better for the principal. Therefore, Theorem 2.1
still goes through.
So far we have characterized the form of the optimal delegation set, but we cannot
directly compute the optimal set without choosing a particular functional form for the
cost function. Section 2.5 considers the natural choice of quadratic cost, and solves
for the optimal values of the parameters y¯ and r. But first, we establish comparative
statics that hold for any cost function satisfying our assumptions.
2.4 Comparative Statics in Bias and Information
Cost
This section studies how the principal’s value from delegation depends on the agent’s
bias and on the cost of information acquisition.
Theorem 2.2 (Comparative statics).
1. Fix the bias β and suppose the cost function c satisfies c′(1) > ∆A([β, 1 − β]).
If the marginal cost strictly decreases pointwise, then the principal’s value from
delegation strictly increases.
2. Suppose that for a fixed cost function c, it is optimal to induce an unbiased agent
to acquire only partial information. Then the principal’s payoff is maximized
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when the bias β is nonzero.
For the first part, we fix the bias and focus on the cost of information acquisition.
The assumption rules out the case where information acquisition is so cheap that the
principal’s value is the same as if the agent were informed of the state. If information
gets cheaper—in the sense that the marginal cost of information acquisition decreases
pointwise—then the principal’s payoff strictly increases. This conclusion follows from
the fact that under optimal delegation, the principal must get a higher payoff when
the agent is informed than when the agent is uninformed.
For the second part, we fix the cost function and consider changes in the bias
β. Intuition from the classical delegation problem suggests that bias is bad for the
principal, but it turns out that the level of bias that maximizes the principal’s value
from delegation is positive. The key to this result is that the principal chooses a
different delegation set as the agent’s bias increases. Starting at a bias level β0
and using the delegation set D that is optimal at that bias level, the principal’s
payoff will always decrease as the bias increases. But, by adjusting the delegation set
appropriately, the principal can increase her payoff.
The intuition is that including a hole around 1/2+β serves to punish the agent in
the case that he does not observe the state. When the preferences of the principal and
the agent are more aligned, a punishment for the agent is necessarily a punishment
for the principal as well. But when the preferences of the principal and the agent
diverge, the principal can better target her punishment on the agent without harming
herself. Of course, at the moment the agent is making his decision, less bias is always
better. Sometimes the first effect can dominate the second.
In our model, there is a single agent with a fixed level of bias. But imagine
instead that there is a pool of agents with different levels of bias (but the same cost
of information acquisition). According to our comparative static result, the principal’s
first choice will not be an unbiased agent. There is a strictly positive level of bias
that the principal would strictly prefer.
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2.5 Full Solution with Quadratic Costs
2.5.1 Quadratic Costs
In order to explicitly solve for the optimal delegation set, we must specify a cost
function. We assume quadratic cost
c(e) = (1/2)κe2,
where κ parameterizes the cost of information acquisition. This parametrization
satisfies the assumptions we made on the cost function, so the theorem applies. The
marginal cost of effort is simply c′(e) = κe. In particular, c′(1) = κ. With quadratic
cost, the optimal effort level in the agent’s problem (2.1) is
e∗(D) = min{1, κ−1∆A(D)}.
That is, the agent’s effort choice is increasing in the utility gain from learning the
state, and decreasing in the cost coefficient κ, with the possibility of a corner solution
e = 1.
Plugging the agent’s optimal effort level into the principal’s problem yields the
principal’s utility from delegation set D,
min{1, κ−1∆A(D)}uP,1(D) + (1−min{1, κ−1∆A(D)})uP,0(D)
= uP,0(D) + min{1, κ−1∆A(D)}∆P (D)
where ∆P (D) := uP,1(D)− uP,0(D).
To find the optimal delegation set, we separate into the cases from Theorem 2.1,
optimize over the parameters within each regime, and then compare the solutions to
find the global optimum. To determine which case we are in, we compute the optimal
values separately for each case, and then compare. Therefore, the boundaries for
different cases are given numerically.
Figure 2.5 plots the parameter space, with the bias β varying from 0 to 0.5 along
the horizontal axis, and the cost κ of information acquisition varying from 0 to 0.25
along the vertical axis. The axes themselves correspond to the benchmark cases.
The horizontal axis represents the classical delegation setting where cost vanishes.
The vertical axis represents the case where the principal and the agent have perfectly
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Figure 2.5. Parameter Space
aligned interests. The parameter space is partitioned into regions, which are discussed
in detail below.
The parameter space is assigned three colors. In the gray region (low β and κ),
the principal achieves the informed-agent upper bound. In the blue region (moderate
β and κ), the principal distorts the delegation set away from the informed-agent
delegation set in order to induce the agent to learn the state with probability one.
This is called full acquisition. In the red region (high β and κ), the principal distorts
the delegation set, but the agent still does not acquire information with probability
one. This is called partial acquisition.
First we analyze the simplest case, the gray region, and then consider the other
regimes in separate sections below. The gray region is defined by the condition
κ ≤ ∆A(β), where κ = c′(1) by construction, and ∆A(β) denotes the agent’s expected
gain from information acquisition under the informed-agent optimal delegation set, as
a function of the bias β. The graph shows that ∆A is decreasing in β. In this region,
the principal has no reason to distort the delegation set, and indeed the principal
achieves the full payoff from the informed-agent upper bound.
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2.5.2 Full Information Acquisition
Next we consider what happens as the cost κ increases, so that the agent will not
fully acquire information under the informed-agent optimal delegation set. Then we
are in the blue region, and the principal will distort the delegation set to encourage
information acquisition. In this region, the optimal delegation set D∗ 6= [β, 1−β] but
e∗(D∗) = 1.
The instruments available to the principal depend on the bias. If β ≤ 1/4, then
the agent’s no-information bliss point 1/2 +β is in [β, 1−β]. Therefore, the principal
has two tools available. The principal can provide the agent with greater flexibility by
increasing the cap y¯ above 1−β. The principal can also punish the agent for failing to
acquire information by removing decisions in a hole centered around 1/2+β. It turns
out that the principal will use both instruments, which is clear from the first-order
conditions. Increasing the radius has a third-order effect on the informed payoff but
a second-order effect on the uninformed payoff.
Solving the first-order conditions, we find that in this case,
D∗ = [β, 1− β + 2rβ] \Br(1/2 + β),
where r is positive and strictly increasing in both β and κ. In this case, the upper
interval is non-degenerate and we are on the left hand side of the dashed line in the
blue region.
If β > 1/4, then 1− β < 1/2 + β, so the agent’s no-information bliss point is not
available if given the delegation set [β, 1− β]. In this case, the principal uses a single
instrument, increasing the agent’s flexibility, by pushing y¯ above 1− β. Then we are
in the light blue region. And we have
D∗ = [β, β + (3κ)1/3].
Note that the right endpoint is higher than 1−β. Clearly, the length of this interval is
strictly increasing in the cost κ of information acquisition. Plugging in κ = (1/3)(1−
2β)3 gives 1−β. Thus, y¯ increases continuously as κ increases, starting from y¯ = 1−β
at the boundary defined by κ = (1/3)(1−2β)3. The upper limit y¯ is strictly increasing
in both β and κ. If the agent is more biased or information acquisition is more costly,
the principal must distort the delegation set by more in order to encourage the agent
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to learn the state with probability 1. But why does the principal find it optimal
to encourage maximal information acquisition? Indeed this is only true for κ small
enough, but no matter the value of β, this will be true sufficiently near the boundary.
Finally, consider the case where the upper interval is degenerate. That is,
D∗ = [β, 1/2 + β − r] ∪ {1/2 + β + r},
where r depends only on κ and is strictly increasing in κ. This case corresponds to
the dark blue region on the right hand side of the dashed line.
These results are formally summarized as follows.
Proposition 2.1 (Full information acquisition). Suppose e∗(D∗) = 1.
1. Interval: D∗ = [β, β + (3κ)1/3].
2. Hollow with upper point: D∗ = [β, 1/2 + β − r] ∪ {1/2 + β + r}, where the
radius r is independent of β and strictly increasing in κ.
3. Hollow with upper interval: D∗ = [β, 1− β+ 2rβ] \Br(1/2 + β), where the
radius r is strictly increasing in β and κ.
2.5.3 Partial Information Acquisition
When β and κ are large enough, there will no longer be full information acquisition.
Then we are in the red region. Again we can separate into cases according to whether
the delegation set features one interval or two.
Interval In the light pink region, the optimal delegation set is a single interval
[β, y¯]. In this region, the cap y¯ is strictly decreasing in both the bias β and the cost
κ. Moreover, y¯ < 1 − β, so the agent chooses to bring the cap below the optimum
level with an informed agent. This suggests that the benefits in the no-information
case outweigh the costs.
Hollow with upper point In this case,
D∗ = [β, 1/2 + β − r] ∪ {1/2 + β + r},
where r is strictly increasing in κ. And we are on the right hand side of the dashed line
in the dark red region. Many of the comparative statics in this region have ambiguous
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sign because the parameter r appears in many different places. To see this, consider
the principal’s payoff as a function of r,
UP (r) = uP,0(r) + κ
−1∆A(r)∆P (r).
Hollow with upper interval In this case,
D∗ = [β, y¯] \Br(1/2 + β) = [β, 1/2 + β − r] ∪ [1/2 + β + r, y¯],
where the second interval is non-degenerate, i.e., y¯ > 1/2 + β + r. This case cor-
responds to the red region on the left hand side of the dashed line. Now roles of r
have been separated and we have hope for monotone comparative statics. Numeri-
cal computations suggest that y¯ is strictly decreasing in β, as we might expect, but
proving this analytically is challenging because there are two first-order conditions,
both featuring high-degree polynomials.
The comparative statics in β on r are ambiguous. We can, however, give unam-
biguous comparative statics in κ: the radius r will move towards β as κ increases and
converge to β as κ→∞.
To see the comparative statics in β on y¯, consider the principal’s payoff as a
function of the cap y¯ and the radius r:
UP (y¯, r) = uP,0(r) + κ
−1∆A(y¯, r)∆P (y¯, r).
In this case, β is small enough such that 1/2 + β ∈ [β, 1 − β], so the principal
has two instruments available to encourage information acquisition: increasing the
upper bound y¯ and hollowing out an interval of radius r about 1/2 + β. Moreover,
the first-order conditions require that
y¯ = 1− β + 2rβ,
so y¯ and r must increase together, hence y¯ > 1− β and r > 0.
These results are formally summarized as follows.
Proposition 2.2 (Partial information acquisition). Suppose e∗(D∗) < 1.
1. Interval: D∗ = [β, y¯], where the cap y¯ is strictly below 1 − β, is strictly de-
creasing in β and κ, and converges to 1/2 as β → 1/2 or κ→∞.
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2. Hollow: D∗ = [β, y¯]\Br(1/2+β), where |r−β| is decreasing in κ and converges
to 0 as κ→∞.
2.6 Conclusion
In many situations, it is too costly for the principal to make all the decisions. Hence,
she may delegate some decisions to an agent. Instead of monetary incentives, the
principal simply tells the agent what he can do and then awards the agent full dis-
cretion over this delegation set. We study how the principal uses this delegation set
as the only incentive device to deal with two concerns: the agent’s bias and moral
hazard problem.
We have characterized the optimal delegation set under the canonical quadratic-
uniform framework. It features a cap to limit distortion and a hole to encourage
information acquisition. If the principal finds it optimal to induce full information
acquisition, to encourage effort input she can enlarge the delegation set by releasing
the cap on top and punish the agent more if he does not acquire information by
introducing a larger hole. In contrast, if it is optimal that the agent does not learn
the state with probability one, then the principal would like to force the agent to take
the principal-preferred no-information decision either by reducing the upper bound
or enlarging the hole towards this decision.
Interestingly, we find that the principal’s payoff is highest when the agent’s bias
is nonzero. Intuitively, the agent’s bias can help the principal in the sense that the
principal can punish the agent without hurting herself if the agent does not exert
effort. This makes a perfectly aligned agent less appealing to the principal.
In this paper, for the sake of simplicity we assume the agent observes a perfect
signal about the payoff-relevant state. One natural extension is to consider a noisy
signal whose precision is increasing in the agent’s effort. This would not affect our
results qualitatively but more technical issues need to be taken care of. Also, we
can introduce uncertainty for the principal over the agent’s bias. This makes the
principal’s choice more subtle which is interesting to investigate. We leave this and
other interesting topics to future work.
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2.7 Appendix
2.7.1 Proof of Lemma 2.1
We essentially follow the proof of Theorem 1 in Holmstro¨m (1984). We endow the
space of delegation sets with the Hausdorff metric, and then check that the principal
is maximizing an upper semicontinuous function over a compact space.
First, select a sufficiently large compact set Y ⊆ R such that we may restrict to
delegation sets included in Y without changing the supremum.7 Denote by KY the
space of nonempty compact subsets of Y , endowed with the Hausdorff metric. This
space KY is compact (Aliprantis and Border, 2006, Theorem 3.85).
It remains to check the upper semicontinuity of the principal’s objective function
UP :KY → R defined by
UP (D) = e
∗(D)uP,1(D) + (1− e∗(D))uP,0(D).
We prove that uP,1 and uP,0 are upper semicontinuous and e
∗ is continuous.
Define the correspondence Y ∗0 from KY into Y by
Y ∗0 (D) = argmax
y∈D
E[uA(y, θ)].
Similarly, define the correspondence Y ∗1 from KY × [0, 1] into Y by
Y ∗1 (D, θ) = argmax
y∈D
uA(y, θ).
Equip KY × [0, 1] with the product topology. By Berge’s theorem (Aliprantis and
Border, 2006, Theorem 17.31), these correspondences are upper hemicontinuous.8 By
7For example, take Y = [−2, 3 + 2β]. If a minimal delegation set is not included in this interval,
then after some state realization, the agent chooses a decision at least 2+β units away from his bliss
point. So after every state realization, the agent’s decision is at least 1 +β units away from his bliss
point, hence at least 1 unit away from the principal’s bliss point. Thus, the principal’s expected
loss is at least 1, which is strictly larger than the expected loss of 1/12 that the principal can secure
from the singleton delegation set {1/2}.
8The function y 7→ E[uA(y, θ)] is continuous by dominated convergence. For Y ∗0 , we apply Berge
to the correspondence ϕ0 from KY into Y defined by ϕ0(D) = D. The associated identity function
on KY is clearly continuous, so ϕ0 is continuous by Theorem 17.15 in Aliprantis and Border (2006).
For Y ∗1 , we apply Berge to the correspondence ϕ1 from KY × [0, 1] into Y defined by ϕ1(D, θ) = D.
This correspondence is continuous because it is the composition of ϕ0 with the projection map
(D, θ) 7→ D.
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our tie-breaking assumption, the utility functions uP,0 and uP,1 can be expressed as
uP,0(D) = max
y∈Y ∗0 (D)
E[uP (y, θ)] and uP,1(D) = E
[
max
y∈Y ∗1 (D,θ)
uP (y, θ)
]
.
By a variant of Berge’s theorem (Aliprantis and Border, 2006, Lemma 17.30), it
follows that uP,1 and uP,0 are upper semicontinuous.
9
Finally, we check that e∗ is continuous. Let ∆A(D) = uA,1(D) − uA,0(D). It
follows, as above, from Berge’s theorem (Aliprantis and Border, 2006, Theorem 17.31)
that ∆A is a continuous function on KY . From the agent’s effort choice first-order
condition, e∗(D) = f(∆A(D)), with the function f : R+ → [0, 1] given by
f(x) =
c′−1(x) if x < lime→1 c′(e),1 if x ≥ lime→1 c′(e).
Since c′ is continuous and strictly increasing on [0, 1) with c′(0) = 0, this function f
is well-defined and continuous. We conclude that e∗ = f ◦∆A is continuous.
2.7.2 Proof of Lemma 2.2
Let D∗ be a solution of (2.2). The delegation set {y∗(D∗)} is feasible and secures the
principal a payoff of uP,0(D
∗). Since D∗ is optimal, it follows that
uP,0(D
∗) ≤ UP (D∗) = e∗(D∗)uP,1(D∗) + (1− e∗(D∗))uP,0(D∗),
so uP,0(D
∗) ≤ uP,1(D∗), provided that e∗(D∗) > 0. If e∗(D∗) = 0, then minimality
immediately implies that D∗ = {y∗(D∗)}, so uP,0(D∗) = uP,1(D∗). Either way, we
conclude that UP (D
∗) ≤ uP,1(D∗).
2.7.3 Proof of Theorem 2.1
Suppose β ∈ (0, 1/2) and c′(1) > ∆A([β, 1 − β]). Let D∗ be an optimal delegation
set that is minimal. If the principal offers the delegation set [β, 1/2], the agent will
choose positive effort (since c′(0) = 0), and therefore the principal’s payoff will be
9For uP,0, conclude by dominated convergence that the function y 7→ E[uP (y, θ)] is continuous,
hence upper semicontinuous. For uP,1, Berge tells us that the integrand is upper semicontinuous in
(D, θ), so uP,1 is upper semicontinuous by dominated convergence.
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strictly greater than the payoff −1/12 from the singleton delegation set {1/2}. We
conclude that
uP,1(D
∗) > −1/12 ≥ uP,0(D∗) and e∗(D∗) > 0.
Since D∗ is compact, it has a minimum and a maximum. First we check that the
minimum is at most β.
Lemma 2.3 (Minimal decision). We have minD∗ ≤ β.
Proof of Lemma 2.3. Let
¯
d = minD∗. We must have
¯
d < 1 + β, for otherwise every
decision is at least 1 + β, which cannot be optimal. Suppose for a contradiction that
¯
d > β. Append the point β to the delegation set D∗. Since
¯
d < 1+β, the uninformed
action does not change. The informed action does change, and uA,1 strictly increases.
Moreover, the mean of the informed action strictly decreases, so uP,1 must strictly
increase. Therefore, ∆P and ∆A strictly increase. We conclude that UP strictly
increases, contrary to the optimality of D∗.
The next lemma says that below 1 + β, the only hole that D∗ can have is a
symmetric hole around 1/2 + β.
Lemma 2.4 (Holes). Fix decisions d1 and d2 satisfying d1 < d2 and d2 ∈ [β, 1 + β].
If [d1, d2] ∩D∗ = {d1, d2}, then (d1 + d2)/2 = 1/2 + β.
Proof of Lemma 2.4. We prove this result by contradiction. There are two cases.
First suppose 1/2 + β 6∈ (d1, d2). In particular, this implies (d1 + d2)/2 6= 1/2 + β.
“Filling in the hole,” i.e., appending (d1, d2) to D
∗ leaves the uninformed action un-
changed and strictly decreases the variance of the informed action, without increasing
its mean.10 Therefore, uP,1 and uA,1 both strictly increase (while uP,0 and uA,0 are
unchanged). Hence UP strictly increases, contrary to optimality.
Next suppose 1/2 + β ∈ (d1, d2) and (d1 + d2)/2 6= 1/2 + β. Thus, one endpoint
of (d1, d2) is strictly closer to 1/2 + β than the other. We split into two cases.
If d1 is closer, append [1+2β−d1, d2) toD∗. If d2 is closer, append (d1, 1+2β−d2] to
D∗. Either way, the variance of the informed action strictly decreases while the mean
10This is where we use the fact that d2 ≤ 1 + β. It is clear that the variance decreases. If
d1 ≥ β, then the mean is unchanged. Otherwise, the mean strictly decreases. This can be seen
geometrically by extending the state space to d1−β and observing that the mean would be unchanged
on this extended state space. Since the mean increases on [d1 − β, 0] and remains unchanged over
[d1 − β, d2 − β], it must decrease on [0, d2 − β] as claimed.
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is unchanged. The uninformed action can change, but the agent’s uninformed payoff
uA,0 does not. Because of our tie-breaking convention for the uninformed action, the
principal’s uninformed payoff uP,0 can only increase, as we now check. If d2 is closer
to 1/2+β, then the uninformed action changes from d2 to 1+2β−d2, which is closer
to 1/2. If d1 is closer, the uninformed action is unchanged. We conclude that in both
cases, uP,1 and uA,1 strictly increase, uA,0 is unchanged, and uP,0 does not decrease.
Therefore, the principal’s payoff UP strictly increases, contrary to optimality.
With these lemmas established, we now complete the proof, separating into cases
according to the value of maxD∗.
Case 1 (Interval delegation). Suppose maxD∗ ≤ 1/2 + β. Set y¯ = maxD∗. By
Lemma 2.4, holes must be centered on 1/2 + β, which is impossible in this case. We
conclude that there are no holes, so minimality implies D∗ = [β, y¯].
It remains to prove that y¯ > 1/2. Clearly y¯ 6= β, for otherwise the principal
could do strictly better by offering the singleton delegation set {1/2}. So suppose for
a contradiction that y¯ ∈ (β, 1/2]. Let UP (y) = UP ([β, y]) for y ≥ β, and similarly
parametrize all functions of the delegation set via the map y 7→ [β, y]. Optimality
implies that ∆P (y¯) ≥ 0, and it is straightforward to check that e∗′(y¯) ≥ 0 and
u′P,0(y¯) ≥ 0. Therefore,
UP
′(y¯) = e∗′(y¯)∆P (y¯) + e∗(y¯)u′P,1(y¯) + (1− e∗(y¯))u′P,0(y¯) ≥ e∗(y¯)u′P,1(y¯).
The right hand side of the inequality is strictly positive because e∗(y¯) > 0 (since
y¯ > β) and u′P,1(y¯) > 0 (since y¯ < 1− β).
Case 2 (Hollow delegation). Suppose 1/2 + β < maxD∗ ≤ 1 + β. Set y¯ =
maxD∗. By Lemma 2.4, holes must be centered on 1/2 + β, so minimality implies
D∗ = [β, y¯] \Br(1/2 + β) for some radius r ∈ [0, y¯ − 1/2− β].
It remains to prove that y¯ ∈ (1 − β, 1 + β) and r > 0. We prove these in turn.
Taking r as fixed, let UP (y) = UP ([β, y]\Br(1/2+β)) for y ≥ 1/2+β+r, and similarly
parametrize all functions of the delegation set via the map y 7→ [β, y] \ Br(1/2 + β).
Since the cap does not change the uninformed decision, we know u′P,0(y¯) = 0, so
U ′P (y¯) = e
∗′(y¯)∆P (y¯) + e∗(y¯)u′P,1(y¯). (2.7.4)
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Since the principal can secure a payoff strictly greater than −1/12 by offering the
delegation set [β, 1/2], optimality implies that ∆P (y¯) > 0 and e
∗(y¯) > 0.
Suppose for a contradiction that y¯ ≤ 1−β. Then e∗′(y¯) ≥ 0 with strict inequality
if e∗(y¯) < 1, and u′P,1(y¯) ≥ 0 with strict inequality if y¯ < 1 − β. This gives the
desired contradiction U ′P (y¯) > 0 unless e
∗(y¯) = 1 and y¯ = 1− β. In this last case, we
must have r > 0 because c′(1) > ∆A([β, 1− β]). But then, since u′P,1(1− β) = 0 and
u′A,1(1−β) > 0, the principal can strictly increase her payoff by slightly decreasing the
radius and slightly increasing the cap, while maintaining full information acquisition.
Next, suppose for a contradiction that y¯ = 1 + β. The delegation set {β, 1 + β}
can be ruled out by direct computation,11 so we may assume r < 1/2. To get
a contradiction, we prove that U ′P is strictly increasing at y¯ = 1 + β. Note that
u′P,1(1 + β) = 0, and also e
∗′(1 + β) = 0 because u′A,1(1 + β) = 0. Hence, (2.7.4) gives
U ′P (1+β) = 0, so we turn to the second derivatives. Since the first derivatives vanish,
we get
U ′′P (1 + β) = e
∗′′(1 + β)∆P (1 + β) + e∗(1 + β)u′′P,1(1 + β).
It can be checked that u′′A,1(1 + β) = 0, so e
∗′′(1 + β) = 0 and the first term vanishes.
The second term is strictly positive because u′′P,1(1+β) = 2β > 0. Therefore, U
′′
P (1+β)
is strictly positive, which gives the contradiction.
Having proved that y¯ ∈ (1− β, 1 + β), we now check that r is nonzero. Suppose
for a contradiction that r = 0. We claim that the principal can strictly increase her
payoff by slightly increasing the radius and slightly decreasing the cap, while keeping
∆A constant. Observe that increasing the radius causes a first-order increase in uP,0,
a second-order decrease in uA,0, and third-order decreases in uP,1 and uA,1. Decreasing
the cap will cause a first-order increase in uP,1 and a first-order decrease in uA,1. It
follows that for sufficiently small changes, both uP,0 and uP,1 will strictly increase,
yielding the contradiction.
11If β ∈ [1/4, 1/2), the delegation set {β, 1 + β} results in a loss strictly larger than 1/12. If
β ∈ (0, 1/4), the delegation set {β, 1 + β} results in at least a loss of
(1/3)((1/2 + β)3 − β3) + (1/3)(β3 + (1/2− β)3) = (1/3)((1/2 + β)3 + (1/2− β)3)
> (1/3)2(1/2)3 = 1/12,
where the strict inequality follows from Jensen’s inequality.
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Case 3 (High-point delegation). Suppose maxD∗ > 1 + β. Set h = maxD∗.
Let y0 = max(D
∗ \ {h}). If y0 ≤ β, then we can argue directly that the principal’s
utility is strictly less than −1/12.12 Hence y0 > β.
We will prove that h < 2 + 2β − y0 and h > 1 + y0. In the process, we will prove
that y0 < 1/2 + β, so it then follows from the lemmas that there can be no holes,
hence D∗ = [β, y0] ∪ {h}.
Since D∗ is minimal, the agent must strictly prefer h to y0 when θ = 1, so (h +
y0)/2 < 1 + β, hence h < 2 + 2β − y0. Next, observe that appending 2 + 2β − h (and
removing h) increases both players’ informed payoffs, so optimality requires that it
change the uninformed decision. In particular, this means y0 < 1/2 + β. Moreover,
2 + 2β − h < 1 + 2β − y0, so h > 1 + y0.
2.7.4 Proof of Theorem 2.2
For the comparative statics in the cost, fix the bias β, and suppose the cost function
satisfies c′(1) > ∆A([β, 1− β]). Let D∗ be an optimal delegation set.
If the agent does not choose full effort, then reducing the marginal cost pointwise
will strictly increase effort, and hence strictly increase the principal’s payoff from the
set D∗.
If the agent chooses full effort, then we separate into cases. If D∗ is an interval,
then full acquisition implies that y¯ > 1− β. If the marginal cost decreases pointwise,
then the principal can strictly improve her payoff by slightly reducing the cap y¯,
while maintaining full acquisition. If D∗ is hollow, then the principal can strictly
improve her payoff by slightly reducing the radius r, while maintaining full acquisition.
Finally, if D∗ has a high point, then the principal can slightly increase y0, while
maintaining full acquisition. This strictly increases the principal’s payoff because
∂uP,1/∂y0 = (1/4)(h− y0)2 > 0.
For the comparative statics in the bias, fix a cost function c such that it is optimal
to induce an unbiased agent to acquire only partial information. The optimal delega-
tion set is [0, 1] \Br(1/2) for some positive radius r. Let e0 be the (unbiased) agent’s
effort choice when offered the delegation set [0, 1] \ Br(1/2). By assumption, e0 < 1.
12SupposeD = {y0}∪{h} for y0 ≤ β < 1+β < h. It is easy to show that uP,1(D) ≤ uP,1({β}∪{h}).
For h ∈ (1 + β, 2 + β), the utility uP,1({β} ∪ {h}) has a single local maximum, so it suffices to check
the endpoints h = 1 + β and h = 2 + β. In both cases, the utility uP,1({β} ∪ {h}) is strictly less
than −1/12.
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For each β, let D(β) = [β, 1 + β] \Br(1/2 + β). If the principal offers the delegation
set D(β) to an agent with bias β, then the agent will still choose effort level e0.
For each bias β, let V (β) denote the principal’s expected payoff from optimal del-
egation. Let UP (D; β) denote the principal’s expected payoff from offering delegation
set D when the agent’s bias is β. We have
V (β)− V (0) ≥ UP (D(β); β)− UP (D(0); 0)
= −e0β2 + (1− e0)(r2 − (r − β)2).
The right side vanishes at β = 0, and its derivative is
−2βe0 + 2(1− e0)(r − β),
which is strictly positive for β < (1 − e0)r. So in fact we have proven that the the
principal’s payoff is increasing in the agent’s bias over the interval [0, (1−e0)r], which
is nontrivial because e0 < 1.
2.7.5 Proof of Proposition 2.1
Suppose κ > ∆A([β, 1− β]).
Let D∗ be an optimal delegation set, and suppose e∗(D∗) = 1. We prove the three
parts of the proposition separately.
Interval Suppose D∗ = [β, y¯] for some y¯ ∈ (1/2, 1/2 + β]. The agent’s condition
for the full acquisition gives
κ ≤ ∆A(D∗) = (1/3)(y¯ − β)3,
hence
y¯ ≥ β + (3κ)1/3.
Since κ > ∆A([β, 1−β]), full acquisition implies that y¯ > 1−β. Therefore, optimality
implies that the inequality y¯ ≥ β + (3κ)1/3 holds with equality (for otherwise the
principal could do strictly better by slightly reducing the cap).
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Hollow with upper point Suppose D∗ = [β, y¯] \ Br(1/2 + β) and moreover that
y¯ = 1/2 + β + r. Hence r ∈ (0, 1/2). Thus,
D∗ = [β, 1/2 + β − r] ∪ {1/2 + β + r}.
We will show that in this case, the radius r is independent of β and strictly increasing
in κ. Note that
∆A(D
∗) = (1/24)(1 + 2r(3 + 6r − 4r2)).
The agent’s full acquisition condition gives κ ≤ ∆A(D∗), and this must hold with
equality, for otherwise the principal could strictly increase her payoff by strictly de-
creasing the radius. We have
κ = (1/24)(1 + 2r(3 + 6r − 4r2)),
which defines an implicit function r(κ). Differentiating with respect to κ gives
∂r
∂κ
=
1
1/4 + r − r2 > 0.
Therefore, r is strictly increasing in κ and independent of β. The claimed comparative
statics follow.
Hollow with upper interval Suppose
D∗ = [β, y¯] \Br(1/2 + β),
for some y¯ ∈ (max{1/2+β, 1−β}, 1+β) and some r ∈ (0, y¯−1/2−β]. In particular,
we know that the solution must maximize uP,1 subject to the constraint κ = ∆A. The
first-order conditions of this problem give
y¯ = 1− β + 2rβ.
Plugging this back into ∆A, we obtain
∆A = 1/12 + r
2 − (2r3)/3 + 8/3(−1 + r)3β3.
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Hence,
κ = 1/12 + r2 − (2r3)/3 + 8/3(−1 + r)3β3,
which defines an implicit function r(κ, β). Take derivatives to get
∂r
∂κ
=
1
2r(1− r) + 8(1− r)2β3 > 0,
∂r
∂β
=
8(1− r)3β2
2r(1− r) + 8(1− r)2β3 > 0.
It follows that r is strictly increasing in κ and β.
2.7.6 Proof of Proposition 2.2
Suppose κ > ∆A([β, 1 − β]). Let D∗ be an optimal delegation set, and suppose
e∗(D∗) < 1. We prove the two parts of the proposition separately.
Interval SupposeD∗ = [β, y¯] for some y¯ ∈ (1/2, 1/2+β]. Write UP (y¯) for UP ([β, y¯]).
We have
UP = −(1/3) + y¯ − y¯2 + (9κ)−1(y¯ − β)5(y¯ + 2β),
∂UP
∂y¯
= 1− 2y¯ + (3κ)−1(y¯ − β)4(2y¯ + 3β),
∂2UP
∂y¯2
= −2 + (10/3)κ−1(y¯ − β)3(y¯ + β),
∂3UP
∂y¯3
= (20/3)κ−1(y¯ − β)2(2y¯ + β).
Uniqueness of optimal y¯ follows from the third derivative which is strictly positive.
For the comparative statics, observe that
∂2UP
∂y¯∂β
= −(5/3)κ−1(y¯ − β)3(y¯ + 3β),
∂2UP
∂y¯∂κ
= −(1/3)κ−2(y¯ − β)4(2y¯ + 3β).
Both these expressions are strictly negative.
It is clear that the optimal y¯ converges to 1/2 as β → 1/2 or κ → ∞ from the
first-order condition, ∂UP
∂y¯
= 0.
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Finally, we check that y¯ < 1− β. To see this, we will show that for y¯ ≥ 1− β,
∂UP
∂y¯
≥ 0 =⇒ ∂
2UP
∂y¯2
> 0.
Indeed, it suffices to show that
(3κ)−1(y¯ − β)3 > 1/5,
and this follows from the fact that
(3κ)−1(y¯ − β)3 ≥ 2y¯ − 1
(y¯ − β)(2y¯ + 3β) ≥
1
2y¯ + 3β
≥ 1
2 + 5β
> 1/5.
Hollow The principal’s utility from a hollow delegation set [β, y¯] \ Br(1/2 + β) is
given by
UP = uP,0 +
∆A∆P
κ
.
Now we view each expression as a function of r and let f(r) = ∆A(r)∆P (r). Fix
κ > κ′, and let r be an optimal radius at κ and let r′ be an optimal radius at κ′.
Optimality implies that
uP,0(r) + f(r)/κ ≥ uP,0(r′) + f(r′)/κ,
uP,0(r
′) + f(r′)/κ′ ≥ uP,0(r) + f(r)/κ′.
Adding these inequalities and simplifying show that f(r′) ≥ f(r), hence uP,0(r) ≥
uP,0(r
′), so |r − β|≤ |r′ − β|. From the first-order condition, we can see that r 6= r′,
so this inequality must be strict.
The final observation follows from the fact that ∆A is bounded over optimal
delegation sets, and hence ∆A/κ→ 0 as κ→∞.
2.7.7 Example: Optimality of High-point Delegation
The idea is to select a cost function so that the effort best response e∗ is very sensitive
near a particular threshold and that the effort choice near this threshold is small. Then
the optimal delegation set must induce an uninformed action that is very near 1/2
but also provide enough flexibility so that the agent’s return to information crosses
this threshold. A high-point delegation set will have the desired properties.
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We begin with a technical lemma.
Lemma 2.5. For β ∈ (1/4, 1/2), there exists a high point h ∈ (3/2, 3/2 + 2β) and a
radius ρ ∈ (0, β) satisfying
∆A([β, 1/2] ∪ {h}) > ∆A([β, 1/2 + ρ]),
∆P ([β, 1/2] ∪ {h}) > 0,
uP,1([β, 1/2] ∪ {h}) > uP,1([β, 1/2 + ρ] ∪ {1/2 + 2β − ρ}).
Proof of Lemma 2.5. Fix β ∈ (1/4, 1/2). Then this follows from observing that all
the payoffs from [β, 1/2]∪ {h} converge to the corresponding payoffs from [β, 1/2] as
h ↑ 3/2 + 2β. We have
∆P ([β, 1/2]) = (1/24)(1− 2β)2(1 + 4β) > 0
and
uP,1([β, 1/2])− uP,1([β, 1/2] ∪ {1/2 + 2β}) = (β/2)(4β − 1) > 0.
Therefore, the last inequality in the lemma holds as long as h and ρ are sufficiently
small. Fix such a ρ and then pick h sufficiently small to satisfy the top two inequalities
in the lemma.
Fix β ∈ (1/4, 1/2). To complete the example, we will find a cost function under
which [β, 1/2]∪ {h} yields higher utility to the principal than all interval and hollow
delegation sets.
First we construct the cost function. Denote the left and right hand side of the
first inequality in Lemma 2.5 by δ1 and δ0. For each ε ∈ (0, 1/2), we may select a
cost function c such that13
δ0 < c
′(ε2) < c′(ε− ε2) < δ1 < 1 < c′(ε).
Set Dh = [β, 1/2] ∪ {h} and Dρ = [β, 1/2 + ρ] ∪ {1/2 + 2β − ρ}. First, note that
UP (Dh) ≥ −1/12 + (ε− ε2)∆P (Dh),
13It is straightforward to construct a continuously differentiable derivative function with strictly
positive derivative that satisfies these bounds and also the equality c′(0) = 0. To get the cost
function itself, integrate this derivative function from 0.
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where ∆P (Dh) is positive by Lemma 2.5. We want to show that the expression on
the right hand side of this inequality is an upper bound on the principal’s utility from
interval and hollow delegation sets. Let D be such a delegation set. There are three
cases.
1. If uP,0(D) < −1/12− ρ2, then
UP (D) ≤ (1− e∗(D))uP,0(D) < −(1− ε)(1/12 + ρ2).
2. If D = [β, y¯] for some y¯ ≤ 1/2 + ρ, then ∆A(D) ≤ ∆A([β, 1/2 + ρ]) = δ0, so by
the construction of the cost function, e∗(D) ≤ ε2. Since ∆P (D) ≤ 1, we have
UP (D) ≤ −1/12 + e∗(D) ≤ −1/12 + ε2.
3. Suppose D = [β, y¯] \ Br(1/2 + β) for some cap y¯ and radius r ∈ [β − ρ, β + ρ].
Compare D to Dρ, and observe that Dρ has a smaller radius and cap closer to
1 − β (since ρ ≤ β, as guaranteed by Lemma 2.5). Hence uP,1(D) ≤ uP,1(Dρ).
Therefore,
UP (D) ≤ −1/12 + e∗(D)(uP,1(D) + 1/12)
≤ −1/12 + ε(uP,1(D) + 1/12)+
≤ −1/12 + ε(uP,1(Dρ) + 1/12)+,
where we have used the fact that ∆A(D) ≤ 1, so e∗(D) ≤ ε. By Lemma 2.5,
(uP,1(Dρ) + 1/12)+ < ∆P (Dh).
In each case, provided that ε is sufficiently small, our upper bound on UP (D) is
strictly below our lower bound on UP (Dh). Choose ε small enough such that all three
cases go through.
98
Chapter 3
Reputational Cheap Talk vs.
Reputational Delegation
3.1 Introduction
Information is crucial for decision makings. Yet it is dispersed among different parties.
It is quite often that the decision maker (henceforth, principal) does not have the
relevant information and therefore needs to rely on the help by an expert (henceforth,
agent). Investors, for example, are often less informed about the profitability of a
project than the managers. Likewise, a monopolist is often better informed about
his costs than the regulator. To benefit from the agent’s information, the principal
can either ask him to report what he knows (communication), or she can simply
let the agent make the decision himself (delegation). However, the agent behaves
in accordance with his own preferences, which are not necessarily aligned with the
principal’s. Therefore, the principal is concerned with the information distortion if
communicating with the agent, or extreme actions the agent may take if delegating
the authority to the agent.
If the agent’s preferences are common knowledge, Dessein (2002) resolves the
trade-off between the two decision making protocols and shows that delegation dom-
inates communication as long as the agent’s bias is not too large. However, when the
principal is uncertain about the agent’s preferences, at first sight it is not so straight-
forward that whether this result still applies. Compared to the no uncertainty case,
now different types of the agent may behave differently: The good agent may want
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to separate from the bad agent, which might reverse the dominance relation between
the two decision making protocols.
Beside uncertainty over the agent’s preferences, it is also natural to consider re-
peated interactions between the principal and the agent, which are pervasive in prac-
tice. In a long run relationship, the principal obtains one more device to discipline
the agent: The agent wants to “look good,” i.e., has reputational concerns. It is well
known in economic theory that the reputation of an agent provides him with implicit
commitment power and can thereby substitute for explicit contractual enforcement.
In this paper, I address the question that whether the principal should keep the
authority of decision making when the agent has reputational concerns.
I study a simple two-period model with two states and continuous actions. Only
the agent knows the payoff-relevant state in each period. The principal is not sure
about the agent’s type. The agent can be perfectly congruent with the principal (good
agent) or he can be biased (bad agent) so that he always prefers a higher action no
matter the state compared to the principal. In each period of the game, the principal
first decides whether to delegate the decision making to the agent. If she does, the
agent takes an action himself. If she does not, the agent sends a cheap talk message
to the principal who then takes an action.
In the second period there is no reputational concerns. It can be seen as the
static benchmark, i.e., the one-period version of the dynamic model. Since this is the
last stage of the game, the agent will choose his most preferred action if he has the
authority to make a decision. Whereas, if the principal keeps control, there exists
an unique informative equilibrium in which the good agent truthfully reports the
state while the bad agent always claims that he observes a high state. Intuitively,
the good agent always strongly prefers to reveal the true state since he has the same
preferences with the principal. Given the binary structure of the state (i.e., the states
are sufficiently far apart), the bad agent has no incentive to mimic the good agent’s
report when seeing a low state given his strong preferences over the high action of
the principal. In this equilibrium, the principal’s expected utility is only determined
by the prior belief about the agent’s type at the beginning of the second period.
Given the structure of this unique informative communication equilibrium, I find
that the principal is better off by keeping control instead of delegating to the agent.
This result contrasts with the one obtained by Dessein (2002) who shows that delega-
tion dominates communication whenever informative communication equilibrium is
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available. As he points out, the key to his analysis is that the agent’s bias is system-
atic and predictable. If the agent’s preferences are uncertain to the principal, noisy
communication can be optimal for the principal when she is too afraid of the agent
taking extreme actions.
Interestingly, the first-period game can be transformed into a costly signaling game
in the spirit of Spence (1973). The agent’s behavior not only (in)directly affects his
current utility but also signals his type which affects his future utility. If the principal
keeps control, the unique informative equilibrium features the same structures as
that of the second period communication game. Although the agent has reputational
considerations, he cares about the two periods equally, and thus the reputation gain
by mimicking the good agent is not sufficient to compensate the current utility loss.
Consequently, while the good agent chooses to tell the truth, the bad agent always
announces he observes the high state.
If the principal delegates control, given the continuous action space, multiple equi-
libria can arise. In particular, the bad agent’s action can also be sensitive to the state.
With full discretion to choose an action, a lower current utility can be compensated by
a higher reputation gain so that the bad agent’s action is not independent of the state
any more. This provides possibilities of delegation improving upon communication
when the agent has reputational concerns.
Specifically, I find that in the first period, if the fraction of good agent is relatively
high, delegation dominates communication while this relation is overturned when
the fraction of good agent is relatively low. Intuitively, when the principal believes
the agent is more likely to be aligned, it is less costly for the good agent to signal
his type for a higher reputation in future. Also delegation makes the agent with
authority behave more sensitively to changes in the state when making decisions.
And thus when the good agent is sufficiently populated, the principal would like to
let the agent make decisions to avoid the loss of information. However, when the
principal is pessimistic about the agent’s motives, the good agent needs to behave
more aggressively to separate from the bad agent. This reputation effect makes the
principal suffer more from the loss of control so that she would rather prefer to ask
the agent for information and keep control.
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Related Literature
This paper is motivated by the comparison between communication and delegation
initiated by Dessein (2002) in a static setting.1 I generalize this comparison to a
dynamic setting with the assumption that the principal is uncertain about the agent’s
preferences so that the agent’s reputational concerns arise naturally. Therefore, this
paper belongs to the literature on reputation and career concerns, where the agent’s
past actions determine his future opportunities and payoffs.
In my model, the agent is either engaged in a cheap talk communication game or a
delegation problem. In the communication game, the agent’s reputation is built upon
the messages he sends. These messages signal his preferences. The setting mostly
follows Morris (2001), who extends the repeated cheap talk model with reputation
studied in Sobel (1985) and Benabou and Laroque (1992) to a setting where the good
agent does not commit to tell the truth. Compared to Morris (2001), I assume the
principal cannot observe the state throughout the game while the state is publicly
observed at the end of each period in Morris (2001). Another difference in modeling
is that I assume the agent perfectly observes the state rather than a noisy signal of
the state as in Morris (2001), which simplifies the analysis without losing qualitative
generality.
The framework that I follow to build reputational concerns into the model is
different from the reputational cheap talk model studied by Ottaviani and Sørensen
(2006a,b) (and similarly, Scharfstein and Stein (1990), Prendergast and Stole (1996),
Levy (2004), Prat (2005), and Gentzkow and Shapiro (2006)), where the expert is
signaling his expertise rather than preferences, i.e., the agent is concerned to look
well informed rather than aligned with the principal.
Another related paper is Avery and Meyer (2012) who consider a two-period and
two-action model with a potentially biased agent. The bias may be either low or high.
In the baseline model where the agent’s bias and the distribution of the state are
constant across periods, they show that the principal benefits from the reputational
incentives whereas this result may be overturned in a more general model where either
1Ottaviani (2000) also compares communication with delegation in a static setting. He discusses
this issue in a number of variants of the quadratic-uniform model which is the leading example in
Crawford and Sobel (1982). The variations include noisy information, uncertain bias and possibly
naive principal, etc. Lately, Deimen and Szalay (2019) investigate the performance of communication
relative to delegation provided that the principal relies on the agent to acquire information so that
the agent’s information is endogenous rather than exogenously given.
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the agent’s bias or the state distribution varies across periods. Unlike my paper, they
mainly address the question that whether the principal is better off in a repeated
cheap talk game compared to a one-period static benchmark where the agent has no
reputational concerns.
Other work in this area has focused on different situations. Morgan and Stocken
(2003) also consider a cheap talk game where there is uncertainty about the incen-
tives of the agent. Since the setting is static, they essentially extend the seminal
work of Crawford and Sobel (1982) in which the agent is surely biased to the case
where the agent is potentially biased. As another extension of Crawford and Sobel
(1982), Golosov et al. (2014) study a finite-horizon dynamic strategic information
transmission problem with no uncertainty about the agent’s preferences and there-
fore reputational concerns are absent. Xu (2012) constructs a reputational cheap talk
model with information acquisition and mainly focuses on the effect of reputational
concerns on the agent’s information acquisition incentives. He also shows that del-
egation may reduce the good agent’s information acquisition incentives and due to
this effect communication is better for the principal than delegation.
Other than cheap talk, this paper is also related to the delegation literature.2
In particular, it contributes to the growing literature on dynamic delegation. Most
closely related is Ely and Va¨lima¨ki (2003) who construct a model where short-run
uninformed principals decide whether to hire a long-run informed agent at each period.
The principals do not know the agent’s type and they aim to hire the good agent
and fire the bad one. In each period, the agent, if hired, takes a payoff-relevant
action to signal his type like what the agent does in my model. However, they
focus on the distortionary effects of the incentive of avoiding “looking bad” but I
mainly investigate whether delegation dominates communication when the agent has
reputational considerations.
Lipnowski and Ramos (2018) also consider an infinite-horizon repeated game in
which at each period an uninformed principal chooses whether to delegate the project
adoption choice to an informed agent who knows the current project is good or bad.
They show that at the early stages the principal always lets the agent make the de-
cision and as the average quality of the adopted projects drops to some level, the
2In this paper if the principal delegates control to the agent, the agent can choose whatever
decision he prefers. This full delegation is different from the constrained delegation problem initiated
by Holmstro¨m (1977, 1984).
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principal would delegate less than before. Unlike my model, Lipnowski and Ramos
(2018) assume the agent’s bias is commonly known and hence there is no reputational
considerations, although we share the feature that the principal has no commitment
power and the delegation decision only depends on the agent’s past actions. In con-
trast, Guo and Ho¨rner (2015) assume the principal can commit to a specific decision
rule ex ante and they fully characterize the optimal contract in a dynamic setting
where an uninformed principal decides whether to provide a costly and perishable
good to the agent at each period.3
The remainder of this paper is organized as follows. Section 3.2 presents the
model. Section 3.3 first characterizes the equilibrium under each decision making
protocol, and then analyzes the optimal authority allocation of the second period
of the game. Section 3.4 analyzes the first period of the game with reputational
incentives operative and proceeds as Section 3.3. Section 3.5 concludes.
3.2 Model
There are two periods of interactions between a principal (she, P ) and an agent (he,
A). They both know that the period-t state of the world θt is equally likely to be
either 0 or 1 and that θ1 and θ2 are independent. The agent privately knows his
utility function. In contrast, the principal is uncertain about the agent’s preferences.
At the beginning of the first period, it is a common prior that the agent has the same
utility function with the principal with probability pi1 (good agent, A = “G”) and
prefers a higher action at each state with probability 1 − pi1 (bad agent, A = “B”),
where 0 < pi1 < 1. Specifically, the preferences of the principal and the good agent
are characterized by the following quadratic-loss utility functions which depend on
the action taken by either the principal or the agent and the state of the world:
U it (at, θt) = −(at − θt)2 for i = P,G and t = 1, 2
and the payoff to the bad agent is given by
UBt (at, θt) = at for t = 1, 2
3For other works on dynamic delegation, see for example, Alonso and Matouschek (2007), Guo
(2016), Bird and Frug (2017), and Li et al. (2017).
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which is taken to be the action in each period for simplicity. That is, the principal’s
flow payoff is maximized by matching the action with the state, the good agent is
perfectly aligned with the principal, but there is a conflict of interest between the bad
agent and the principal.
The two periods are equally important for both the principal and the agent, i.e.,
no discounting. The principal and the agent’s aggregate utility is given by UP1 + U
P
2
and UA1 + U
A
2 , respectively.
I assume that the state is not publicly observable throughout the game and only
the agent is perfectly informed about the state in each period. In particular, the
principal does not observe her first-period payoff before choosing her second-period
authority allocation. I restrict attention to pure strategy equilibria.
The game proceeds as follows. (i) At the beginning of the first period, the principal
decides whether or not to delegate the decision making to the agent. (ii) The agent
observes the state of the world θ1. If the principal keeps the authority, then the agent
sends a costless and unverifiable message to the principal. Given the agent’s message,
the principal takes an action. If the principal delegates control to the agent, then the
agent takes an action himself. The second period of the game repeats the first period
with a new and independent state θ2.
3.3 Second Period of the Game
I start the analysis with the second period. Since this is the last stage of the game, the
agent simply maximizes his current utility without any reputational concern. Suppose
at the beginning of the second period, the principal believes that the probability of
the agent being good is pi2, which is also referred to as the reputation of the agent.
Clearly, it is influenced by the message sent by the agent if there was communication
in the first period, or the action taken by the agent if the agent was awarded the
authority in the first period. The agent’s reputational concern arises because it will
influence the second period’s play.
3.3.1 Delegation
If the principal delegates the decision making to the agent, the good agent simply
implements aG2 = θ2 and the bad agent implements a
B
2 = 1 regardless of the state.
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The principal’s expected payoff from delegating control is
EUP2 =
1
2
(1− pi2) · [−(1− 0)2] = −1− pi2
2
. (1)
Note that the principal will find it worthwhile to delegate control only if it yields her
weakly higher payoff than she keeps control and takes an uninformed action.4 The
principal’s best uninformed decision is Eθ2 = 1/2 which yields her expected utility
−1/4.5 Hence, the principal will delegate authority only if
−1− pi2
2
≥ −1
4
,
or
pi2 ≥ 1
2
. (2)
3.3.2 Communication
I first introduce some notations. Given that I focus on pure strategy equilibria, let
σA : {0, 1} → M be the agent’s reporting strategy which assigns a message of the
message space M to each state. The principal’s strategy is a function aP2 : M → [0, 1]
which assigns an action for each message received from the agent.6
As all the cheap talk models, there is always a babbling equilibrium in which the
messages from different types of the agent are pooling together and the principal just
ignores them. However, to compare to delegation, it is reasonable to focus on the
informative equilibria of the communication game.
First, note that given the specific preference structure of the principal, i.e., quadratic-
loss utility function, the action that the principal will take is equal to the expectation
of the state conditional on the information she obtains from the agent. Since the
state is binary, the principal’s best action choice is simply the probability of state 1
conditional on the message sent by the agent. Therefore, the equilibrium action taken
by the principal will lie in the interval [0, 1]. In particular, in the babbling equilibrium
the principal will neither update her prior about the agent’s type nor about the state,
4Alternatively, we can think of it as the case where the babbling equilibrium is played when the
principal makes a decision after communicating with the agent.
5Note that E[−(1/2− θ2)2] = −(1/2)2 − E[θ22] + Eθ2 = −1/4.
6I normalize the action choice to [0, 1] since I have the applications, e.g., the decision about the
amount of investment given a fixed budget, in mind.
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so she will take action 1/2.
Informative Equilibrium
In an informative equilibrium, the messages from the agent will induce different ac-
tions of the principal. Suppose m¯ is the message that induces the highest action,
i.e., m¯ ∈ argmaxm∈M Pr(θ2 = 1|m). Since the bad agent always wants the prin-
cipal to choose a higher action independent of the state, he strictly prefers to send
message m¯ in each state. Formally, this strategy of the bad agent can be written as
σB(0) = σB(1) = m¯.
On the other hand, suppose m is the message that induces the lowest action, i.e.,
m ∈ argminm∈M Pr(θ2 = 1|m). Since the good agent has the same utility function
with the principal, his most preferred action is 0 when the state is 0 and 1 when the
state is 1. Hence, the good agent strictly prefers to send message m when the state is
0 and message m¯ when the state is 1. Formally, this strategy of the good agent can
be written as σG(0) = m and σG(1) = m¯.
Given the agent’s strategy, upon receiving m¯, the principal cannot infer the agent’s
type from the message. The principal’s belief that the agent is good when receiving
m¯ is
Pr(A = G|m¯) = pi2Pr(θ2 = 1)
pi2Pr(θ2 = 1) + (1− pi2) =
pi2
2− pi2 .
And the principal will take action
aP2 (m¯) = Pr(θ2 = 1|m¯) =
pi2Pr(θ2 = 1) + (1− pi2)Pr(θ2 = 1)
pi2Pr(θ2 = 1) + (1− pi2) =
1
2− pi2 .
In contrast, upon receiving m, the principal knows that the agent must be good. That
is, the principal has a belief that
Pr(A = G|m) = 1.
And the principal will take action
aP2 (m) = Pr(θ2 = 1|m) = 0.
To complete the description of the equilibrium, I assume that off the equilibrium path
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(i.e., upon receiving an unexpected message), the principal believes that the agent is
bad and the state is 0 for sure, which leads to action 0.
Clearly, this is the unique informative equilibrium. I summarize it in the following
proposition.
Proposition 3.1. In the second period, if the principal keeps control, there exists an
unique informative equilibrium in which σG(0) = m, σG(1) = m¯, σB(0) = σB(1) = m¯,
and aP2 (m) = 0, a
P
2 (m¯) = 1/(2− pi2).
The equilibrium stage-payoff for both types of agents are, respectively,
ΓG(pi2) =Pr(θ2 = 0)[−(aP2 (m)− 0)2] + Pr(θ2 = 1)[−(aP2 (m¯)− 1)2]
=− 1
2
(
1− pi2
2− pi2 )
2 (3)
and
ΓB(pi2) =Pr(θ2 = 0)a
P
2 (m¯) + Pr(θ2 = 1)a
P
2 (m¯)
=
1
2− pi2 . (4)
Clearly, both ΓG and ΓB are increasing in pi2 so that the agent is incentivized to build
up good reputation in the first period.
For the principal, her equilibrium stage-payoff is
ΓIIP (pi2) =Pr(m = m)Pr(θ2 = 0|m)[−(aP2 (m)− 0)2]
+ Pr(m = m)Pr(θ2 = 1|m)[−(aP2 (m)− 1)2]
+ Pr(m = m¯)Pr(θ2 = 0|m¯)[−(aP2 (m¯)− 0)2]
+ Pr(m = m¯)Pr(θ2 = 1|m¯)[−(aP2 (m¯)− 1)2]
=
1
2
pi2 · 1 · [−(0− 0)2] + 1
2
pi2 · 0 · [−(0− 1)2]
+ (
1
2
pi2 + 1− pi2)(1− 1
2− pi2 )[−(
1
2− pi2 − 0)
2]
+ (
1
2
pi2 + 1− pi2) 1
2− pi2 [−(
1
2− pi2 − 1)
2]
=− 1− pi2
2(2− pi2) . (5)
I will assume this unique informative equilibrium will be played in the second period
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when I consider the first period game. Otherwise, the agent will not care about
his reputation built up in the first period if the principal’s second period decision is
independent of the agent’s messages.
Comparative Statics
Before analyzing the principal’s authority decision, it is worth pointing out some
interesting comparative statics results about the second period game.
First, note that although the agent can be very biased, there always exists an
informative equilibrium in which the principal’s expected utility is only determined
by the prior belief about the agent’s type at the beginning of the second period (see
(5)). That is, as long as there is some uncertainty about the agent’s preferences, an
informative equilibrium is guaranteed even if the agent is very misaligned with the
principal. The intuition is that although the bad agent is very biased and prefers
extreme actions, the good agent always strongly prefers to reveal the true state and
can separate himself from the bad agent when the state is low. Given the binary
structure of the state (i.e., the states are sufficiently far apart), the bad agent has no
incentive to mimic the good agent’s report when seeing a low state. This is in stark
contrast to Crawford and Sobel (1982) who show that if the agent is too biased then
no information can be communicated in equilibrium.
Second, suppose at the beginning of the second period the principal believes that
the agent is very likely to be good, that is, pi2 is very close to 1. Recall that the
principal would like to delegate the control only if the principal is sufficiently opti-
mistic about the alignment of the agent (i.e., pi2 ≥ 1/2, see (2)). Thus, even with
an extremely biased bad agent, the principal would not like to take an uninformed
decision herself. Intuitively, although the bad agent may take some very extreme
actions, the proportion of the bad agent is very small (close to 0), so the principal
still prefers to delegate to the agent who is very likely to have the same preferences.
Moreover, at the limit, delegation and communication are doing equally well for the
principal if pi2 approaches 1—the principal’s expected payoff converges to 0 in both
cases (see (1) and (5)).
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3.3.3 Authority Allocation
We already see that if the principal communicates with the agent, there is an unique
informative equilibrium. Not as other cheap talk games, I do not suffer from a plethora
of equilibria. This significantly facilitates the comparison with delegation. Indeed, the
setting here is simpler in an important respect than the standard model of Crawford
and Sobel (1982): the state space is binary in my model while it is continuous in
Crawford and Sobel (1982).
Now I am ready to determine whether the principal delegates the authority of
decision making to the agent or not in the second period of the game.
Proposition 3.2. In the second period of the game, the principal will keep the control
and take a decision after communicating with the agent.
Proof. The principal obtains expected payoff −1−pi2
2
from delegation while her ex-
pected payoff is− 1−pi2
2(2−pi2) in the communication equilibrium. We need to show−1−pi22 ≤
− 1−pi2
2(2−pi2) . Note that if pi2 = 1, it trivially holds. To see it still holds if pi2 ∈ [0, 1), note
that
− 1− pi2
2
< − 1− pi2
2(2− pi2)
⇔ 1
2− pi2 < 1
which is true since pi2 < 1.
This proposition claims that communication is better than delegation when the
principal is uncertain about the agent’s motives. Assuming no uncertainty over the
agent’s utility function, Dessein (2002) shows that delegation is better than commu-
nication from the principal’s point of view whenever informative equilibrium in the
communication game is available. In contrast, the above proposition gives the oppo-
site result, i.e., communication is preferred over delegation whenever the principal is
uncertain about the agent’s preferences. This coincides with Ottaviani (2000) who
shows that if the agent’s bias is symmetrically distributed around 0 (so the agent is
unbiased in expectation), communication can improve upon delegation. However, I
further show that the same result still holds even if the agent is asymmetrically biased
in one direction.
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In a two-action and two-state model, Garfagnini et al. (2014) show that cheap
talk communication is equivalent to delegation when the agent’s bias is small and the
principal is uninformed about the state. Whereas, if the principal also receives a signal
about the state, cheap talk communication is preferred over delegation. They arrive
at these results based on the assumption that the agent’s bias is common knowledge.
Agastya et al. (2014) point out that if the agent is only informed of one dimension
of the state, delegation does not necessarily dominate cheap talk communication or
vice versa even when the agent’s bias is very small.
Rush et al. (2010) also consider a framework in which the bias of the agent can
only take on two possible values (which are generically not zero), the message space
is assumed to consist of two elements, and the players’ loss utility functions are linear
rather than quadratic. They find that delegation is preferred over communication
if the two types of agent are both biased upwards or downwards. Otherwise, cheap
talk communication can dominate delegation. In contrast, I obtain an unambiguous
result that communication is better for the principal than delegation in a different
setting. In my model, one type of the agent is perfectly aligned with the principal and
the message space is not restricted. Instead, the two-message equilibria are arising
endogenously given the binary state.7
3.4 First Period of the Game
Now I go back to the first period. The good agent’s payoff structure is given by
−(a1 − θ1)2 + ΓG,
7To illustrate this, I will show in my setting for any cheap talk informative equilibrium with
more than two messages, there exists a payoff-equivalent informative equilibrium in which only two
messages are sent. Suppose in an informative equilibrium the set of possible messages for the agent
is {m1,m2, . . . ,mn} with n ≥ 2. Conditional on receiving message mk, the principal will take action
Pr(θ2 = 1|mk) which is between 0 and 1. Without loss of generality, we can order the messages
such that Pr(θ2 = 1|mk) ≤ Pr(θ2 = 1|mk+1) for k = 1, . . . , n− 1 with at least one strict inequality.
Observe that the good agent’s bliss point is 0 and 1 when the state is 0 and 1, respectively. So the
good agent would prefer the lowest action when the state is 0 and the highest action when the state
is 1. Therefore, when the state is 0, he would be indifferent among any message that induces the
lowest action. Similarly, he would be indifferent among any message that induces the highest action
when the state is 1. For the bad agent, he is indifferent among any message that induces the highest
action independent of the state. Clearly, we can construct another equilibrium such that the agent
only sends m1 and mn. These equilibria are obviously payoff-equivalent.
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and the bad agent’s is
a1 + ΓB.
3.4.1 Delegation
If the principal delegates the decision making to the agent, the agent’s action not
only affects his reputation in the second period but also determines his current utility
directly (In contrast, in the communication game the agent’s message only indirectly
affects his and the principal’s current utility by influencing the principal’s belief about
the state of the world).
Recall that the bad agent always prefers a higher action no matter the state. The
good agent may be able to take some sufficiently low action to separate from the bad
agent now. Since the agent is taking action himself and only pure strategy equilibria
will be considered, with a bit abuse of notation, I use σG(θ1) and σB(θ1) to denote
the action taken by the good and bad agent for a given θ1, respectively. Moreover,
let pi2(a1) be the principal’s belief of the agent being good for a given action a1 of the
agent.
Throughout, I will assume off the equilibrium path the principal believes the agent
is surely bad. Since the agent’s expected payoff of the second period is minimized
at pi2 = 0 (monotonicity is not needed), this assumption is without loss of generality
in the sense that given any equilibrium with some off-path beliefs we can construct
another equilibrium such that the principal has the most pessimistic off-path beliefs.
To characterize the equilibrium, the following lemmas are useful.
Lemma 3.1. In any pure strategy equilibrium, if pi2(σB(0)) = 0 then σB(0) = 1, and
if pi2(σB(1)) = 0 then σB(1) = 1.
Proof. First, suppose there exists some equilibrium in which σB(0) ∈ [0, 1) and
pi2(σB(0)) = 0. Assume the principal has the most pessimistic belief off the equi-
librium path. By taking action 1 in state 0, the bad agent is strictly better off in
terms of current utility and he obtains a weakly higher reputation than taking action
σB(0), i.e., pi2(1) ≥ pi2(σB(0)) = 0. If the principal is less pessimistic when observing
action 1, the bad agent is strictly better off even in terms of reputation. Hence, we
have found a profitable deviation for the bad agent when the state is 0, which unravels
the equilibrium.
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By the same logic, it can be shown that if pi2(σB(1)) = 0 then σB(1) = 1.
Lemma 3.2. In any pure strategy equilibrium, if pi2(σG(0)) ≤ pi2(σG(1)), then
σG(0) ≤ σG(1).
Proof. I show the contrapositive. Suppose 1 ≥ σG(0) > σG(1) ≥ 0 (note that the
action space is [0, 1]). If pi2(σG(0)) ≤ pi2(σG(1)), then the good agent will deviate
to action σG(1) when the state θ1 is 0 since the action σG(1) yields the good agent
weakly higher reputation and strictly higher current utility (when the state is 0 the
good agent’s bliss point is 0), which is a contradiction.
Lemma 3.3. In any pure strategy equilibrium, σG(0) 6= σG(1).
Proof. Suppose by contradiction that σG(0) = σG(1) in some pure strategy equilib-
rium. There are four cases to be considered.
(i) pi2(σB(0)) = pi2(σB(1)) = 0. By Lemma 3.1, it implies that this case corre-
sponds to the equilibrium where σB(0) = σB(1) = 1, 0 ≤ σG(0) = σG(1) < 1, and
pi2(σG(0)) = pi2(σG(1)) = 1. Then the following incentive constraints need to be
satisfied:
− (σG(0)− 0)2 + ΓG(pi2(σG(0))) ≥ −(0− 0)2 + ΓG(0)
− (σG(1)− 1)2 + ΓG(pi2(σG(1))) ≥ −(1− 1)2 + ΓG(0)
The first inequality requires that the good agent has no incentive to deviate to action
0 when the state is 0 which induces the principal to believe the agent is surely bad,
i.e., pi2(0) = 0 (we still assume the most pessimistic belief off the equilibrium path).
If σG(0) happens to be 0, the inequality still holds since ΓG(pi2(σG(0))) = ΓG(1) >
ΓG(0). Similarly, the second inequality requires that the good agent has no incentive
to deviate to action 1 when the state is 1. However, by simple algebra there is
no σG(0) = σG(1) such that these two constraints hold simultaneously, which is a
contradiction to the assumption that σG(0) and σG(1) are the good agent’s equilibrium
strategy. To be clear about this, note that ΓG(1) = 0 and ΓG(0) = −18 . Then the two
113
inequalities can be rewritten as
− 1
2
√
2
≤ σG(0) ≤ 1
2
√
2
1− 1
2
√
2
≤ σG(0) ≤ 1 + 1
2
√
2
but 1
2
√
2
< 1 − 1
2
√
2
and therefore there is no intersection between [− 1
2
√
2
, 1
2
√
2
] and
[1− 1
2
√
2
, 1 + 1
2
√
2
].
(ii) pi2(σB(0)) > 0, pi2(σB(1)) > 0. This case corresponds to the pooling equilib-
rium where σG(0) = σG(1) = σB(0) = σB(1) and pi2(σG(0)) = pi2(σG(1)) = pi1. If this
strategy profile constitutes an equilibrium, then the following incentive constraints
for the good agent need to be satisfied:
− (σG(0)− 0)2 + ΓG(pi2(σG(0))) ≥ −(0− 0)2 + ΓG(0)
− (σG(1)− 1)2 + ΓG(pi2(σG(1))) ≥ −(1− 1)2 + ΓG(0)
where ΓG(pi2(σG(0))) = ΓG(pi2(σG(1))) = ΓG(pi1) = −12(1−pi12−pi1 )2 and ΓG(0) = −18 .
Plugging in ΓG(·), we have
−
√
1
8
− 1
2
(
1− pi1
2− pi1 )
2 ≤ σG(0) ≤
√
1
8
− 1
2
(
1− pi1
2− pi1 )
2
1−
√
1
8
− 1
2
(
1− pi1
2− pi1 )
2 ≤ σG(0) ≤ 1 +
√
1
8
− 1
2
(
1− pi1
2− pi1 )
2
Since
√
1
8
− 1
2
(1−pi1
2−pi1 )
2 ≤
√
1
8
< 1
2
, we have 1 −
√
1
8
− 1
2
(1−pi1
2−pi1 )
2 >
√
1
8
− 1
2
(1−pi1
2−pi1 )
2 so
that there is no σG(0) such that the incentive constraints for the good agent hold
simultaneously, which is a contradiction.
(iii) pi2(σB(0)) > 0, pi2(σB(1)) = 0. This case corresponds to the equilibrium
where 0 ≤ σG(0) = σG(1) = σB(0) < 1, σB(1) = 1, and pi2(σG(0)) = pi2(σG(1)) =
2pi1
1+pi1
. If this strategy profile constitutes an equilibrium, then the following incentive
constraints for the good agent need to be satisfied:
− (σG(0)− 0)2 + ΓG(pi2(σG(0))) ≥ −(0− 0)2 + ΓG(0)
− (σG(1)− 1)2 + ΓG(pi2(σG(1))) ≥ −(1− 1)2 + ΓG(0)
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where ΓG(pi2(σG(0))) = ΓG(pi2(σG(1))) = ΓG(
2pi1
1+pi1
) = −1
8
(1 − pi1)2 and ΓG(0) = −18 .
Plugging in ΓG(·), we have
−
√
1
8
− 1
8
(1− pi1)2 ≤ σG(0) ≤
√
1
8
− 1
8
(1− pi1)2
1−
√
1
8
− 1
8
(1− pi1)2 ≤ σG(0) ≤ 1 +
√
1
8
− 1
8
(1− pi1)2
Since
√
1
8
− 1
8
(1− pi1)2 ≤
√
1
8
< 1
2
, we have 1−
√
1
8
− 1
8
(1− pi1)2 >
√
1
8
− 1
8
(1− pi1)2
so that there is no σG(0) such that the incentive constraints for the good agent hold
simultaneously, which is a contradiction.
(iv) pi2(σB(0)) = 0, pi2(σB(1)) > 0. This case corresponds to the equilibrium where
0 ≤ σG(0) = σG(1) = σB(1) < 1, σB(0) = 1 and pi2(σG(0)) = pi2(σG(1)) = 2pi11+pi1 . The
argument is similar to case (iii), which is omitted.
This lemma implies that there is no pooling equilibrium.
Lemma 3.4. In any pure strategy equilibrium, if pi2(σG(0)) ≤ pi2(σG(1)), then
σG(0) 6= σB(1).
Proof. Suppose by contradiction that σG(0) = σB(1) in some equilibrium. This im-
plies that pi2(σB(1)) > 0. Hence, we need to consider two cases: (i) pi2(σB(0)) = 0
and (ii) pi2(σB(0)) > 0.
First consider the former case. By Lemma 3.1, pi2(σB(0)) = 0 implies σB(0) = 1.
Moreover, by Lemma 3.2 and 3.3, we must have σB(1) = σG(0) < σG(1), σG(1) ∈
[0, 1), pi2(σG(0)) = pi2(σB(1)) = pi1 and pi2(σG(1)) = 1. Hence, the bad agent would
like to deviate to action σG(1) when the state is 1 since it yields a higher current
utility (σB(1) < σG(1)) and also a higher reputation because pi2(σB(1)) = pi1 < 1 =
pi2(σG(1)) (recall that ΓB(pi2) is increasing in pi2), a contradiction.
For the latter case, we need to distinguish two subcases: (1) σG(0) = σB(1) =
σB(0) and (2) σG(0) = σB(1) 6= σB(0). Consider the first subcase. By Lemma 3.2
and 3.3, we know that σG(0) = σB(0) = σB(1) < σG(1). Therefore, by Bayes’ rule
pi2(σB(1)) =
pi1
2−pi1 < 1 = pi2(σG(1)). By the same argument as the former case, the
bad agent will be strictly better off by deviating to action σG(1) no matter the state,
a contradiction.
For the second subcase, pi2(σB(0)) > 0 implies that σB(0) = σG(1). Hence, by
Bayes’ rule pi2(σG(0)) = pi2(σB(1)) = pi2(σB(0)) = pi2(σG(1)) = pi1. By Lemma 3.2 and
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3.3, we must have σG(0) < σG(1) and so σB(1) < σG(1). Hence, the bad agent would
like to deviate to action σG(1) when the state is 1 since it yields the same reputation
(pi2(σB(1)) = pi2(σG(1)) = pi1) but a higher current utility because σB(1) < σG(1), a
contradiction.
Lemma 3.5. In any pure strategy equilibrium, if pi2(σG(0)) ≤ pi2(σG(1)), then
σG(0) 6= σB(0).
Proof. Suppose by contradiction that σG(0) = σB(0) in some equilibrium. This im-
plies that pi2(σB(0)) > 0. Hence, we need to consider two cases: (i) pi2(σB(1)) = 0
and (ii) pi2(σB(1)) > 0.
First consider the former case. By Lemma 3.1, pi2(σB(1)) = 0 implies σB(1) = 1.
Moreover, by Lemma 3.2 and 3.3, we must have σB(0) = σG(0) < σG(1), σG(1) ∈
[0, 1), pi2(σG(0)) = pi2(σB(0)) = pi1 and pi2(σG(1)) = 1. Hence, the bad agent would
like to deviate to action σG(1) when the state is 0 since it yields a higher current
utility (σB(0) < σG(1)) and also a higher reputation because pi2(σB(0)) = pi1 < 1 =
pi2(σG(1)) (recall that ΓB(pi2) is increasing in pi2), a contradiction.
For the latter case, by Lemma 3.4, σG(0) 6= σB(1). Thus, pi2(σB(1)) > 0 implies
that σB(1) = σG(1). By Lemma 3.2 and 3.3, we must have σG(0) < σG(1) and
so σB(0) < σB(1). Hence, by Bayes’ rule pi2(σG(0)) = pi2(σG(1)) = pi2(σB(0)) =
pi2(σB(1)) = pi1. Therefore, the bad agent would like to deviate to action σB(1) when
the state is 0 since it yields the same reputation (pi2(σB(0)) = pi2(σB(1)) = pi1) but a
higher current utility because σB(0) < σB(1), a contradiction.
Lemma 3.6. In any pure strategy equilibrium, pi2(σB(0)) > 0 or pi2(σB(1)) > 0.
Proof. Suppose by contradiction that pi2(σB(0)) = pi2(σB(1)) = 0 in some equilibrium.
It implies that σB(0) = σB(1) = 1 and pi2(σG(0)) = pi2(σG(1)) = 1. By Lemma 3.2
and 3.3, we must have 0 ≤ σG(0) < σG(1) < 1.
If there is such an equilibrium, the following incentive constraints need to be
satisfied:
σB(1) + ΓB(pi2(σB(1))) ≥ σG(1) + ΓB(pi2(σG(1)))
−(σG(1)− 1)2 + ΓG(pi2(σG(1))) ≥ −(σB(1)− 1)2 + ΓG(pi2(σB(1)))
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The first inequality requires that the bad agent has no incentive to deviate to action
σG(1) when the state is 1 and the second inequality requires that the good agent has
no incentive to deviate to action σB(1) when the state is 1. Plugging in σB(1) = 1
and pi2(·) and rearranging, we have
σG(1) ≤ 1
2
and 1− 1
2
√
2
≤ σG(1) < 1.
However, since 1
2
< 1− 1
2
√
2
the two incentive constraints cannot hold simultaneously,
which is a contradiction.
Combining all the lemmas above, the equilibrium candidates can be narrowed
down to three cases which are summarized in the following proposition.
Proposition 3.3. In the first period, if the principal delegates the decision making
to the agent, a pure strategy equilibrium must feature one of the following structures:
(i) σG(0) < σG(1) = σB(0) < σB(1) = 1;
(ii) σG(0) < σG(1) = σB(1) < σB(0) = 1;
(iii) σG(0) < σG(1) = σB(0) = σB(1).
Proof. By Lemma 3.6, in any pure strategy equilibrium, we must have pi2(σB(0)) >
0 or pi2(σB(1)) > 0. First, if pi2(σB(0)) > 0 and pi2(σB(1)) = 0, then σB(0) =
σG(0) or σB(0) = σG(1), and by Lemma 3.1 σB(1) = 1. Moreover, we must have
σB(0) = σG(1) > σG(0). To see this, note that by Lemma 3.3 σG(0) 6= σG(1) and if
σB(0) = σG(0) then we must have pi2(σG(0)) = pi2(σB(0)) = pi1 and pi2(σG(1)) = 1
(if pi2(σG(1)) < 1, it implies that σG(1) = σB(1) and therefore pi2(σB(1)) > 0, which
is a contradiction). By Lemma 3.5, if pi2(σG(0)) ≤ pi2(σG(1)), then σG(0) 6= σB(0),
a contradiction. To see σG(0) < σG(1), note that since σG(0) 6= σG(1) and σB(0) =
σG(1) < 1 = σB(1) we have pi2(σG(0)) = 1 > pi1 = pi2(σB(0)), so if σG(0) > σG(1)
the bad agent will deviate to action σG(0) when the state is 0 because σG(0) yields
a higher current utility and also a higher reputation. This proves the first possible
structure that a pure strategy equilibrium can take.
Second, if pi2(σB(0)) = 0 and pi2(σB(1)) > 0, then σB(1) = σG(0) or σB(1) = σG(1),
and by Lemma 3.1 σB(0) = 1. Moreover, we must have σB(1) = σG(1) > σG(0). To
see this, note that by Lemma 3.3 σG(0) 6= σG(1) and if σB(1) = σG(0) then we must
have pi2(σG(0)) = pi2(σB(1)) = pi1 and pi2(σG(1)) = 1 (if pi2(σG(1)) < 1, it implies
that σG(1) = σB(0) and therefore pi2(σB(0)) > 0, which is a contradiction). By
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Lemma 3.4, if pi2(σG(0)) ≤ pi2(σG(1)), then σG(0) 6= σB(1), a contradiction. To see
σG(0) < σG(1), note that since σG(0) 6= σG(1) and σB(1) = σG(1) < 1 = σB(0)
we have pi2(σG(0)) = 1 > pi1 = pi2(σB(1)), so if σG(0) > σG(1) the bad agent will
deviate to action σG(0) when the state is 1 because σG(0) yields a higher current
utility and also a higher reputation. This proves the second possible structure that a
pure strategy equilibrium can take.
Third, if pi2(σB(0)) > 0 and pi2(σB(1)) > 0, we must have σG(0) 6= σB(1). To
see this, note that if σG(0) = σB(1), by Lemma 3.3 σG(0) 6= σG(1), so we must
have pi2(σG(0)) =
pi1
2−pi1 and pi2(σG(1)) = 1 with σB(0) = σG(0), or pi2(σG(0)) =
pi2(σG(1)) = pi1 with σB(0) = σG(1). In either case, pi2(σG(0)) ≤ pi2(σG(1)) holds,
which implies σG(0) 6= σB(1) by Lemma 3.4, which is a contradiction. Moreover,
we must have σB(0) = σB(1). If not, pi2(σB(1)) > 0 implies σG(1) = σB(1) since
σG(0) 6= σB(1), and therefore σG(0) = σB(0) since pi2(σB(0)) > 0. Thus, we have
pi2(σG(0)) = pi2(σG(1)) = pi1, which implies σG(0) 6= σB(0) by Lemma 3.5, which
is a contradiction. Hence, we have σB(0) = σB(1) = σG(1) since pi2(σB(0)) > 0
and pi2(σB(1)) > 0. Last, to see σG(0) < σG(1), note that since σG(0) 6= σG(1)
and σB(0) = σB(1) = σG(1), we have pi2(σG(0)) = 1 >
pi1
2−pi1 = pi2(σG(1)), so if
σG(0) > σG(1) the bad agent will deviate to action σG(0) no matter the state because
σG(0) yields a higher current utility and also a higher reputation. This proves the
third possible structure that a pure strategy equilibrium can take.
This proposition shows that if the agent has the authority to make decisions,
the bad agent can behave sensitively to the state as the good agent does, which
provides possibilities of delegation improving upon communication when the agent
has reputational concerns. However, it is worth noting that this reputation effect
is still not strong enough to refrain the bad agent from taking high actions. In
particular, it fails to discipline the bad agent to take the principal’s desired ac-
tion in each state so that the principal cannot achieve the first-best outcome (i.e.,
(σG(0), σG(1), σB(0), σB(1)) = (0, 1, 0, 1) cannot be an equilibrium).
3.4.2 Communication
As argued before, we can without loss of generality focus on the case where the
message space consists of two elements, M = {m, m¯}. In an informative equilibrium,
assume m¯ induces a higher action. Likewise, the action that the principal will take
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when receiving message m is equal to the conditional probability she assigns to state
1. Therefore, we essentially assume Pr(θ1 = 1|m¯) > Pr(θ1 = 1|m).
Note that the expected payoff of the agent (whatever his type) in the second
period is a function of pi2, namely, the reputation of the agent at the beginning of the
second period, which in turn depends on how the principal updates her belief upon
receiving the message from the agent in the first period.
To characterize the equilibrium, the following lemmas are useful.
Lemma 3.7. Let pi2(m) denote the probability of the agent being good when the
principal receives message m. Then in any informative equilibrium, we have pi2(m) ≥
pi2(m¯).
Proof. I prove by contradiction. Suppose pi2(m) < pi2(m¯) in some equilibrium. Recall
that the bad agent always prefers a higher action no matter the state. Since Pr(θ1 =
1|m¯) > Pr(θ1 = 1|m) by assumption, the bad agent derives higher current utility from
reporting m¯. Moreover, the bad agent’s expected payoff of the second period ΓB(pi2)
is increasing in pi2. Hence, it is strictly better for the bad agent to send message m¯.
Namely, we have σB(0) = σB(1) = m¯.
The principal updates her belief by Bayes’ rule whenever possible. If the probabil-
ity is not well defined (i.e., the denominator is zero), the convention that the principal
retains her prior belief pi1 is adopted.
Now if σG(0) = σG(1) = m¯, then
pi2(m¯) = pi1 = pi2(m)
which is a contradiction.
If σG(0) 6= m¯ or σG(1) 6= m¯, then
pi2(m) = 1
which implies pi2(m¯) > 1, a contradiction.
Lemma 3.8. In any informative equilibrium, the good agent will report m when the
state is 0. That is, σG(0) = m.
Proof. By Lemma 3.7, we know that the good agent will obtain a higher reputation
by sending message m. Note that the expected payoff of the good agent in the second
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period ΓG(pi2) is increasing in pi2. Moreover, the good agent’s bliss point is 0 when
the state is 0, so given that Pr(θ1 = 1|m¯) > Pr(θ1 = 1|m), the good agent will obtain
a higher current utility from sending message m. Overall, it is strictly better for the
good agent to send message m. Namely, σG(0) = m.
Lemma 3.9. In any pure strategy informative equilibrium, the good agent will report
m¯ when the state is 1. That is, σG(1) = m¯.
Proof. By Lemma 3.8, we know that σG(0) = m in any informative equilibrium. I will
show it cannot be an equilibrium that (i) (σG(0), σG(1), σB(0), σB(1)) = (m,m, m¯,m),
(ii) (σG(0), σG(1), σB(0), σB(1)) = (m,m, m¯, m¯), and (iii) (σG(0), σG(1), σB(0), σB(1))
= (m,m,m, m¯).
I start with the first case. If (σG(0), σG(1), σB(0), σB(1)) = (m,m, m¯,m) is an
equilibrium, then it implies that Pr(θ1 = 1|m¯) = 0 and
Pr(θ1 = 1|m) =
1
2
pi1 +
1
2
(1− pi1)
pi1 +
1
2
(1− pi1) =
1
1 + pi1
> 0 = Pr(θ1 = 1|m¯),
which is a contradiction to the assumption that Pr(θ1 = 1|m¯) >Pr(θ1 = 1|m).
Consider the second case. If (σG(0), σG(1), σB(0), σB(1)) = (m,m, m¯, m¯) is an
equilibrium, it implies that
Pr(θ1 = 1|m¯) = Pr(θ1 = 1|m) = 1
2
,
which is also a contradiction to the assumption that Pr(θ1 = 1|m¯) >Pr(θ1 = 1|m).
At last, suppose (σG(0), σG(1), σB(0), σB(1)) = (m,m,m, m¯) is an equilibrium.
Then we must have
Pr(θ1 = 1|m) = pi1
1 + pi1
and Pr(θ1 = 1|m¯) = 1.
That is, the principal will take action pi1
1+pi1
upon receiving message m and action
1 when receiving message m¯. Moreover, the updated beliefs of the principal as a
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response to the messages are
pi2(m) =
2pi1
1 + pi1
and pi2(m¯) = 0.
Given the principal and the bad agent’s strategies, the good agent should have no
incentive to send message m¯ when the state θ1 is 1. That is, the following incentive
constraint for the good agent must hold:
−(aP1 (m)− 1)2 + ΓG(pi2(m)) ≥ −(aP1 (m¯)− 1)2 + ΓG(pi2(m¯)).
Hence,
−( pi1
1 + pi1
− 1)2 − 1
2
(
1− 2pi1
1+pi1
2− 2pi1
1+pi1
)2 ≥ −(1− 1)2 − 1
2
(
1− 0
2− 0)
2.
It implies that
(1 + pi1)
2[1− (1− pi1)2] ≥ 8,
which cannot be true since 0 ≤ (1 + pi1)2 ≤ 4 and 0 ≤ 1− (1− pi1)2 ≤ 1.
Combining all the lemmas above, we obtain the following unique equilibrium that
features the same structures as the communication equilibrium in the second period.
Proposition 3.4. In the first period, if the principal keeps control, there exists an
unique pure strategy informative equilibrium in which (σG(0), σG(1), σB(0), σB(1)) =
(m, m¯, m¯, m¯).
Proof. By Lemma 3.8 and 3.9, we know that σG(0) = m and σG(1) = m¯ in any pure
strategy informative equilibrium. I first verify that (σG(0), σG(1), σB(0), σB(1)) =
(m, m¯, m¯, m¯) is an equilibrium. And then I will show it cannot be an equilibrium that
(i) (σG(0), σG(1), σB(0), σB(1)) = (m, m¯,m,m), (ii) (σG(0), σG(1), σB(0), σB(1)) =
(m, m¯,m, m¯), and (iii) (σG(0), σG(1), σB(0), σB(1)) = (m, m¯, m¯,m).
To verify (σG(0), σG(1), σB(0), σB(1)) = (m, m¯, m¯, m¯) is an equilibrium, note that
given this strategy profile the principal’s best response is to take action
aP1 (m¯) = Pr(θ1 = 1|m¯) =
1
2− pi1
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when receiving message m¯ and action aP1 (m) =Pr(θ1 = 1|m) = 0 upon receiving
message m. Moreover, by Bayes’ rule, the principal believes that the agent is good
with probability
pi2(m¯) =
pi1
2− pi1
when receiving message m¯ and with probability pi2(m) = 1 upon receiving message
m.
Clearly, the good agent has no incentive to deviate when the state is 0. Hence,
we have to check the following three incentive constraints: (1) the good agent has no
incentive to send message m when the state is 1 so that
−(aP1 (m¯)− 1)2 + ΓG(pi2(m¯)) ≥ −(aP1 (m)− 1)2 + ΓG(pi2(m)),
plugging in aP1 (·) and pi2(·) and rearranging we have
(
1− pi1
2− pi1 )
2 + 2(
1− pi1
4− 3pi1 )
2 ≤ 1,
which is true since the function pi1 7→ (1−pi12−pi1 )2 + 2( 1−pi14−3pi1 )2 is decreasing in pi1 and
therefore
(
1− pi1
2− pi1 )
2 + 2(
1− pi1
4− 3pi1 )
2 ≤ 3
8
< 1.
(2) the bad agent has no incentive to send message m no matter the state so that
aP1 (m¯) + ΓB(pi2(m¯)) ≥ aP1 (m) + ΓB(pi2(m)),
plugging in aP1 (·) and pi2(·) and rearranging we have
1
2− pi1 +
2− pi1
4− 3pi1 ≥ 1
which is true since the function pi1 7→ 12−pi1 + 2−pi14−3pi1 is increasing in pi1.
Now I will show the uniqueness by ruling out the three cases listed above in
turn. I start with the first case. If (σG(0), σG(1), σB(0), σB(1)) = (m, m¯,m,m) is an
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equilibrium, then it implies that pi2(m¯) = 1 and
pi2(m) =
1
2
pi1
1
2
pi1 + (1− pi1) =
pi1
2− pi1 < 1 = pi2(m¯),
which is a contradiction to Lemma 3.7.
Consider the second case. Suppose (σG(0), σG(1), σB(0), σB(1)) = (m, m¯,m, m¯) is
an equilibrium. Given the agent’s strategy, the principal retains her prior belief of the
agent being good, i.e., pi2(m) = pi2(m¯) = pi1. Hence, the agent will obtain the same
reputation no matter which message he announces, which implies that the agent’s
expected payoff of the second period does not depend on the message. However,
recall that the bad agent prefers a higher decision no matter the state. Now the bad
agent has an incentive to deviate to message m¯ when the state is 0 since m¯ is assumed
to induce a higher action.
At last, if (σG(0), σG(1), σB(0), σB(1)) = (m, m¯, m¯,m), then we must have
pi2(m) = pi2(m¯) =
1
2
pi1
1
2
pi1 +
1
2
(1− pi1) = pi1.
However, if there is no reputational cost of sending message m¯, the bad agent will
always report m¯ no matter the state since message m¯ induces a higher action, which
is in favor of the bad agent, a contradiction.
Given the unique pure strategy informative equilibrium, the principal’s first period
expected payoff in the communication game can be derived:
ΓIP (pi1) =Pr(m = m)Pr(θ1 = 0|m)[−(aP1 (m)− 0)2]
+ Pr(m = m)Pr(θ1 = 1|m)[−(aP1 (m)− 1)2]
+ Pr(m = m¯)Pr(θ1 = 0|m¯)[−(aP1 (m¯)− 0)2]
+ Pr(m = m¯)Pr(θ1 = 1|m¯)[−(aP1 (m¯)− 1)2]
=− 1− pi1
2(2− pi1) .
3.4.3 Authority Allocation
In the first period, if the principal takes an action after communicating with the
agent, there exists an unique pure strategy informative equilibrium. However, if the
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principal delegates the decision making to the agent, three types of pure strategy
equilibrium can arise. In order to compare this two decision making protocols, it is
sufficient to focus on the principal-optimal equilibrium out of all the equilibria for
each parameter configuration.
Proposition 3.5. In the first period, there exists a prior cut-off p¯i1 such that com-
munication dominates delegation if pi1 ≤ p¯i1 and delegation dominates communication
if pi1 > p¯i1.
Proof. In the first period, if the principal keeps control, her expected payoff from the
unique pure strategy informative equilibrium is
ΓIP (pi1) = −
1− pi1
2(2− pi1) .
And recall that the principal will choose to communicate with the agent in the second
period, which yields the principal expected payoff
ΓIIP (pi2) = −
1− pi2
2(2− pi2) .
Since the agent’s reputation pi2 is determined by the first period’s play, which will
affect the principal’s expected payoff of the second period, we first calculate this payoff
from a given equilibrium in the first period. Specifically, if type (i) or (ii) delegation
equilibrium is played in the first period, the principal’s expected payoff of the second
period is
Γ˜IIP (pi1) =
1
2
pi1Γ
II
P (1) +
1
2
ΓIIP (pi1) +
1
2
(1− pi1)ΓIIP (0)
=− (1− pi1)(4− pi1)
8(2− pi1) .
If type (iii) delegation equilibrium or the unique pure strategy communication equi-
librium is played in the first period, the principal’s expected payoff of the second
period is
ΓˆIIP (pi1) =
1
2
pi1Γ
II
P (1) + [
1
2
pi1 + (1− pi1)]ΓIIP (
pi1
2− pi1 )
=− (2− pi1)(1− pi1)
2(4− 3pi1) .
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Next, I investigate each type of equilibrium that can arise if the principal chooses
delegation.
(i) σG(0) < σG(1) = σB(0) < σB(1) = 1. If this strategy profile constitutes an
equilibrium, the following incentive constraints need to hold simultaneously:
− (σG(0)− 0)2 + ΓG(pi2(σG(0))) ≥ −(0− 0)2 + ΓG(0) (6)
− (σG(1)− 1)2 + ΓG(pi2(σG(1))) ≥ −(1− 1)2 + ΓG(0) (7)
− (σG(1)− 1)2 + ΓG(pi2(σG(1))) ≥ −(σG(0)− 1)2 + ΓG(pi2(σG(0))) (8)
σB(0) + ΓB(pi2(σB(0))) ≥ 1 + ΓB(0) (9)
σB(0) + ΓB(pi2(σB(0))) ≥ σG(0) + ΓB(pi2(σG(0))) (10)
σB(1) + ΓB(pi2(σB(1))) ≥ σB(0) + ΓB(pi2(σB(0))) (11)
σB(1) + ΓB(pi2(σB(1))) ≥ σG(0) + ΓB(pi2(σG(0))) (12)
Inequality (6) requires the good agent has no incentive to deviate to action 0 which is
his bliss point at state 0 and induces the principal to believe the agent is surely bad,
i.e., pi2(0) = 0 (we assume the most pessimistic belief off the equilibrium path). If
σG(0) happens to be 0, the inequality still holds since ΓG(pi2(σG(0))) = ΓG(1) > ΓG(0).
This constraint guarantees that any action between 0 and σG(0) cannot be profitable
for the good agent since they yield a lower current utility than action 0 but the same
reputation as action 0. Clearly, it is not profitable for the agent to deviate to any
action above σG(0) at state 0 since it yields a lower current and also a lower reputation
than action σG(0). Similarly, inequality (7) and (8) require the good agent has no
incentive to deviate to action 1 and σG(0) at state 1, which ensures that it is not
profitable to deviate to any other actions since they will yield either a lower current
utility or a lower reputation, or both than action 1 or σG(0). Analogous illustration
for the bad agent’s incentive constraints (9)-(12).
Recall that ΓG(pi2) = −12(1−pi22−pi2 )2 and ΓB(pi2) = 12−pi2 . Moreover, in equilibrium we
have pi2(σG(0)) = 1, pi2(σG(1)) = pi2(σB(0)) = pi1, and pi2(σB(1)) = 0. Plugging in
and rearranging, we have
(6) and (12)⇒ 0 ≤ σG(0) ≤ 1
2
√
2
, (13)
(9) and (11)⇒ σG(1) = σB(0) = 3
2
− 1
2− pi1 . (14)
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Given (13), we have (7) implies (8) so that we can ignore (8) since −1 ≤ −(σG(0)−
1)2 ≤ −( 1
2
√
2
− 1)2 < −1
8
. Given (14), constraint (10) is equivalent to (12). Plugging
(14) into (7), we have
0 < pi1 ≤ 4
5
.
Therefore, if the prior pi1 is in (0, 4/5], any strategy profile (σG(0), σG(1), σB(0), σB(1))
satisfying (13) and (14) constitutes an equilibrium in which the principal’s expected
payoff is
− 1
2
pi1(σG(0)− 0)2 − 1
2
pi1(σG(1)− 1)2 − 1
2
(1− pi1)(σB(0)− 0)2
− 1
2
(1− pi1)(σB(1)− 1)2
=− 1
2
pi1σG(0)
2 +
8pi31 − 33pi21 + 40pi1 − 16
8(pi1 − 2)2 .
Clearly, in the principal-optimal equilibrium, σG(0) must be 0. We denote this max-
imum by
Γ
(i)
P =
8pi31 − 33pi21 + 40pi1 − 16
8(pi1 − 2)2 , 0 < pi1 ≤
4
5
.
(ii) σG(0) < σG(1) = σB(1) < σB(0) = 1. If this strategy profile constitutes an
equilibrium, the following incentive constraints need to hold simultaneously:
− (σG(0)− 0)2 + ΓG(pi2(σG(0))) ≥ −(0− 0)2 + ΓG(0)
− (σG(1)− 1)2 + ΓG(pi2(σG(1))) ≥ −(1− 1)2 + ΓG(0)
− (σG(1)− 1)2 + ΓG(pi2(σG(1))) ≥ −(σG(0)− 1)2 + ΓG(pi2(σG(0)))
σB(0) + ΓB(pi2(σB(0))) ≥ σB(1) + ΓB(pi2(σB(1)))
σB(0) + ΓB(pi2(σB(0))) ≥ σG(0) + ΓB(pi2(σG(0)))
σB(1) + ΓB(pi2(σB(1))) ≥ σB(0) + ΓB(pi2(σB(0)))
σB(1) + ΓB(pi2(σB(1))) ≥ σG(0) + ΓB(pi2(σG(0)))
Similarly, we have if the prior pi1 is in (0, 4/5], any strategy profile (σG(0), σG(1), σB(0),
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σB(1)) satisfying
0 ≤ σG(0) ≤ 1
2
√
2
σG(1) = σB(1) =
3
2
− 1
2− pi1
constitutes an equilibrium in which the principal’s expected payoff is
− 1
2
pi1(σG(0)− 0)2 − 1
2
pi1(σG(1)− 1)2 − 1
2
(1− pi1)(σB(0)− 0)2
− 1
2
(1− pi1)(σB(1)− 1)2
=− 1
2
pi1σG(0)
2 +
4pi31 − 21pi21 + 32pi1 − 16
8(pi1 − 2)2 .
Clearly, in the principal-optimal equilibrium, σG(0) must be 0. We denote this max-
imum by
Γ
(ii)
P =
4pi31 − 21pi21 + 32pi1 − 16
8(pi1 − 2)2 , 0 < pi1 ≤
4
5
.
By simple algebra, we find that Γ
(i)
P > Γ
(ii)
P for all pi1 ∈ (0, 4/5].
(iii) σG(0) < σG(1) = σB(0) = σB(1). If this strategy profile constitutes an
equilibrium, the following incentive constraints need to hold simultaneously:
− (σG(0)− 0)2 + ΓG(pi2(σG(0))) ≥ −(0− 0)2 + ΓG(0) (15)
− (σG(1)− 1)2 + ΓG(pi2(σG(1))) ≥ −(1− 1)2 + ΓG(0) (16)
− (σG(1)− 1)2 + ΓG(pi2(σG(1))) ≥ −(σG(0)− 1)2 + ΓG(pi2(σG(0))) (17)
σB(0) + ΓB(pi2(σB(0))) ≥ 1 + ΓB(0) (18)
σB(0) + ΓB(pi2(σB(0))) ≥ σG(0) + ΓB(pi2(σG(0))) (19)
Recall that ΓG(pi2) = −12(1−pi22−pi2 )2 and ΓB(pi2) = 12−pi2 . Moreover, in equilibrium we
have pi2(σG(0)) = 1, pi2(σG(1)) = pi2(σB(0)) = pi2(σB(1)) =
pi1
2−pi1 . Plugging in and
rearranging, we have
(15)⇒ 0 ≤ σG(0) ≤ 1
2
√
2
. (20)
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Given (20), we have (16) implies (17) so that we can ignore (17) since −1 ≤ −(σG(0)−
1)2 ≤ −( 1
2
√
2
− 1)2 < −1
8
, and also (18) implies (19) so that we can ignore (19) since
σG(0) + 1 < 3/2. Moreover, we can reduce (16) and (18) to
(σB(0)− 1)2 + 2( 1− pi1
4− 3pi1 )
2 ≤ 1
8
(21)
σB(0) +
2− pi1
4− 3pi1 ≥
3
2
(22)
Therefore, any strategy profile (σG(0), σG(1), σB(0), σB(1)) satisfying (20)-(22) con-
stitutes an equilibrium in which the principal’s expected payoff is
− 1
2
pi1(σG(0)− 0)2 − 1
2
pi1(σG(1)− 1)2 − 1
2
(1− pi1)(σB(0)− 0)2
− 1
2
(1− pi1)(σB(1)− 1)2
=− 1
2
pi1σG(0)
2 − 1
2
(σB(0)− 1)2 − 1
2
(1− pi1)σB(0)2.
Clearly, in the principal-optimal equilibrium, σG(0) must be 0. Define
Γ˜
(iii)
P = −
1
2
(σB(0)− 1)2 − 1
2
(1− pi1)σB(0)2
where σB(0) satisfies (21) and (22).
Note that the unconstrained maximizer of Γ˜
(iii)
P is σB(0) =
1
2−pi1 = a
P
1 (m¯). It is
straightforward to verify that if 2(4 − √2)/7 ≤ pi1 < 1, σB(0) = 12−pi1 satisfies (21)
and (22). Thus, σB(0) =
1
2−pi1 is also the constrained maximizer. The corresponding
maximum of the principal’s expected payoff at this maximizer denoted by Γ
(iii)
P is
Γ
(iii)
P = −
pi1 − 1
2(pi1 − 2) .
Therefore, the delegation game can replicate the equilibrium outcome of the communi-
cation game when 2(4−√2)/7 ≤ pi1 < 1. In particular, note that σG(0) = aP1 (m) = 0
and σB(0) = a
P
1 (m¯) =
1
2−pi1 in equilibrium. Also recall that the principal obtains the
same expected payoff of the second period, ΓˆIIP , from type (iii) equilibrium and the
communication equilibrium.
On the other hand, if pi1 <
2(4−√2)
7
, the unconstrained maximizer σB(0) =
1
2−pi1
cannot be an equilibrium strategy since it does not satisfy constraint (22) any more.
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Hence, the constrained maximum of the principal’s expected payoff would be weakly
lower in an type (iii) equilibrium of the delegation game than communication game.
However, we need to check whether type (i) equilibrium can do better than commu-
nication or not.
By standard computation, we find that Γ
(i)
P + Γ˜
II
P > Γ
I
P + Γˆ
II
P if pi
′
1 < pi1 ≤ 4/5
and Γ
(i)
P + Γ˜
II
P ≤ ΓIP + ΓˆIIP if 0 < pi1 ≤ pi′1, where pi′1 is determined by the equality
Γ
(i)
P + Γ˜
II
P = Γ
I
P + Γˆ
II
P . Moreover, it is straightforward to show pi
′
1 <
2(4−√2)
7
< 4
5
.
Combining the results above together, we can conclude in terms of the principal’s
expected payoff, if pi1 ≤ pi′1, all equilibria of the delegation game are (weakly) worse
than the equilibrium of the communication game. If pi′1 < pi1 ≤ 4/5, the principal
obtains a higher expected payoff from the type (i) delegation equilibrium and therefore
delegation is strictly better than communication. If 4/5 < pi1 < 1, the type (iii)
delegation equilibrium can replicate the communication equilibrium and therefore
delegation is as good as communication.
By defining p¯i1 in the proposition as pi
′
1, we complete the proof.
This proposition shows that the optimal authority allocation in the first period
depends on the principal’s prior belief about the agent being good. Intuitively, when
the fraction of the good agent is relatively high, it is less costly for the good agent
to signal his type for a higher reputation in future. Also delegation makes the agent
with authority behave more sensitively to the state when making decisions. And
thus when the principal believes the agent is more likely to be aligned, she would
prefer delegation over communication. However, when the fraction of the good agent
is relatively low, the good agent needs to behave more aggressively to separate from
the bad agent. This reputation effect makes the principal worse off from giving up
control so that she would rather prefer to ask the agent for information.
3.5 Conclusion
In many situations, the motives of the expert may not be transparent to the decision
maker. Also, the interactions between the decision maker and the expert are often
repeated. In a long-run relationship, the expert may have an incentive to “look good,”
i.e., have reputational concerns. In such situations, if the decision maker can choose
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the decision making protocol, should she keep control and solicit information from
the expert or delegate the decision making to the expert? I address this question in
this paper.
I consider a two-period repeated game. In each period, the uninformed principal
first decides whether to delegate the decision making to the informed agent who is
either good (not biased) or bad (biased). If she does, the agent takes an action
himself. If she does not, the agent sends a cheap talk message to the principal
who then takes an action. I find that in the second period, the principal is better
off by keeping control instead of delegating to the agent. In the first period, the
communication equilibrium features the same structures as the second period. If
the principal delegates control, the action that the agent takes not only affects his
current utility but also signals his type, which affects his future utility. The optimal
authority allocation depends on a prior cut-off. If the prior about the agent being good
is above this cut-off, the principal prefers delegation over communication. Otherwise,
communication dominates delegation from the principal’s point of view.
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