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１．はじめに 
 
国民のニーズを把握し、行政運営に活用するために
アンケート調査等の意識調査が行われている。 
本研究は、非線形判別が可能なサポートベクターマ
シン（Support Vector Machines：以下SVMと記す）の意
識調査データ分析への適用を試みるものである。２章で
SVM の概略を述べ、３章で意識調査データ分析にSVM
を用いる意義と課題を整理する。その後４章でケースス
タディを行い、５章で本研究のまとめを述べる。 
 
２．サポートベクターマシンについて1),2) 
 
SVM は、1960 年代に Vapnik らが提案した最適超平
面識別器を基礎とする二値判別手法である。最適超平面
識別器は線形分離可能な問題に対しては高い性能を示し
たが、非線形な問題に対応できないため実問題への応用
は進まなかった。しかし、最適超平面識別器は 1990 年
代に Vapnik 自身によってカーネル法と組み合わされる
ことで非線形判別が可能な SVM として拡張された。こ
の拡張により SVM は最も認識性能の優れた手法の一つ
と言われ、画像認識、手書き文字認識、テキストマイニ
ング、バイオインフォマティクス等多様な分野で利用が
広がっている。 
図－１に SVM の概念図を示す。SVM を用いたパタ
ーン識別は、２つのクラス y1、y2 に属するデータ（図
中の赤丸と青四角）を分離する識別関数 f(x)を求める問
題となる。分離可能な識別関数は無数にあるが、データ
の存在する領域の限界面H1、H2とデータを分離する超
平面間の距離 1/||w||を最大化させるような識別関数 f(x)を
求める。 
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図－１ SVM概念図 
 
３．意識調査データ分析にSVMを用いる意義1),3) 
 
SVM を意識調査データ分析に用いる理由と問題点を
以下に述べる。 
１つめの理由は未知データに対する判別能力（汎化
能力）の高さである。一般に、変数を増やすと既知デー
タに対する判別能力は向上するが、汎化能力は低下する
（次元の呪いと呼ばれる）。SVM はマージン最大化基
準に基づいて判別関数を求めることによりこの問題を克
服している。汎化能力の高さは識別結果の一般性を向上
させるものと思われる。 
２つめの理由はエラーデータへの頑健性である。
SVM は入出力がそろったデータ（教師データと呼ばれ
る）から識別関数を学習するが、教師データの中でも境
界面に近い小数のデータ（サポートベクター）のみから
学習する。サポートベクター以外のデータを取り除いて
学習しても同じ識別関数が得られる（この性質を疎性：
スパースネスという）。回答者の勘違い、記入ミス、集
計ミス等による異常値が解析結果に影響を与えにくいと
いえる。 
３つめの理由は多重共線性への対応である。意識調
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査データで得られる個人属性には収入と年齢等、互いに
高い相関（多重共線性）を持つものが含まれることが多
い。多変量解析手法を用いて分析する場合、いずれかの
説明変数を取り除かなければ解析不能となる。しかし、
SVM をはじめとしたカーネル法を用いれば多重共線性
があってもこれらのデータを解析可能である。すなわち、
これまで変数選択によって捨てていた情報を使用するこ
とが可能となる。 
４つめの理由は計算量的な効率の良さである。SVM
は入力データを非線形の多次元特徴空間に写像し、特徴
空間内で線形判別を試みる手法である。このため、デー
タ数が増えると計算量が爆発的に増大し学習が困難にな
る。これに対して SVM はカーネルトリックを用いるこ
とで計算量の増大を抑えている。また、SVM の学習は
凸二次計画問題に帰着するため、局所的最適解が大域的
最適解に一致する点も優れている。 
上に述べたとおり、SVM は優れた性質を持つ。しか
し、SVM を意識調査データ分析に適用するに当たり解
決すべき問題がある。すなわち、SVM によって得られ
る判別関数が判別の結果のみを与えるブラックボックス
であるため、各変数の判別への寄与を解釈することが困
難であるという問題である。土木計画分野における代表
的な判別手法である判別分析、数量化Ⅱ類の適用目的の
多くは判別に対する変数の寄与を把握することであり、
この問題の解決は重要である。 
筆者ら 4)は SVM を用いた交通事故分類において、主
成分分析によって変数を 3 変数まで減らし、3 次元の主
成分得点空間上で判別関数を可視化することで変数の影
響を解釈した。可視化によって問題の直感的な理解が可
能となったが、１）判別に使用した第3主成分までの累
積寄与率は 60.4％に過ぎず情報損失が多い、２）課題の
把握は可能だが具体的な対策の立案には向かない等、問
題が多い。一方、矢島ら 5)は SVM による判別関数が特
徴空間内では線形であることに着目し、特徴空間におい
て判別への寄与度を求める方法を提案している。 
 
４．ケーススタディ 
 
人々の行動や考え方に影響を与えるイベント（行事
や施策）の前後に意識調査を実施し、属性を説明変数、
行動結果や意思を判別基準として SVM を用いれば、そ
のイベントがどのような人々に影響を与え易いか、とい
う傾向が把握できる。具体的にはモビリティ・マネジメ
ントにおける施策の影響範囲の予測などのマーケティン
グ的な利用が可能だと考えられる。 
ケーススタディとして苫小牧市で実施された防災講
演参加者に対して行ったアンケート調査結果の分析を行
う。表－１に調査の概要を示す。講演の前後で参加者の
平均知識量（13 点満点）は 5.95 点から 8.90 点まで上昇
した。回答者属性を説明変数、防災知識量を分類基準と
して SVM による判別分析を行った。なお、分析結果は
発表時に示す。 
 
表―１ アンケート調査概要 
調査実施日 2005年11月29日 
調査対象 苫小牧市平成17年度 特別研修 
樽前山のことを知ろう 参加者
（苫小牧市職員） 
アンケート形式 会場アンケート調査（講演の前
後２回実施） 
調査項目 防災知識、防災意識等 
配布数 42 
有効回答 35 
有効回答率 84％ 
 
５．おわりに 
 
本研究は意識調査データ分析への SVM 適用を検討す
るものである。本研究の成果は以下の２点である。 
1) 意識調査データ分析へのSVM適用時の利点と問
題点を整理した 
2) パネルデータを用いた施策評価を提案した 
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