Introduction
Linguistic annotation of grammatical categories of languages is an up-to-date issue in modern computational linguistics. Artificial intelligence opens an opportunity to get innovative results in theoretical linguistics (acquiring new knowledge about language structure), as well as in applied linguistics (modernization of linguistic research methods, implementation of new technologies for automated language processing).
Today, due to the intensive development of computer technologies, there is a need in tagging system for the automatic analysis of electronic corpora of Turkic texts. To improve the effectiveness of comparative studies and acquisition of objective language data as a representative linguistic instrument, it is necessary to apply a standardized morphological tagging system to the corpora of texts in Turkic languages.
A working version of standardized morphological tagging of Turkic languages was accepted in 2014 during UniTurk workshop ("Unification of Grammatical Annotation Systems in the Electronic Corpora of Turkic Languages") in Kazan. The database is built on the morphemic structure of Turkic word forms and is made to reflect structuralsemantic model of Turkic languages as precisely as possible. The uniform standard of linguistic information representation opens a unique opportunity for Turkic languages to join the common information space. (Zheltov, 2015: 329) .
Problem statement
As a result, it is necessary to develop a tag system which would adequately reflect all grammatical categories of the Yakut language. The work in this area has been in progress for five years to conclude that there are some grammatical categories of the Yakut language that have not been fully reflected in the previous publications. The computer processing of text, which requires complete formalization of knowledge about language and its grammar, reveals some interesting language facts and implicit (hidden) linguistic details, not covered by the classic works by the Yakut scholars.
The computational linguistics researchers have been paying special attention to the inflectional and derivational morphology. Consequently, first it is required to describe and mark all regular inflectional and active derivational indicators of the Yakut language. Secondly, it is necessary to develop rules for the allomorph selection and sandhi rules for automatic word form analysis (morphonological processes in morphemic boundaries; phonetic processes within one word form).
Methods
The study is descriptive. To find the maximum number of inflectional allomorphs of nouns in the Sakha language, the quantitative method was used. As a result of the empirical analysis, nine tables were compiled, forming the basis for the interpretation and reflection of the grammatical categories of nouns in the Sakha language. The research results may be used for filling lacunas in the existing studies of the Sakha Language.
Discussion
For morphological annotation of grammatical categories of the Sakha language the system of tags based on the Leipzig glossing rules is used. Tags indicating parts of speech in the Sakha are presented in Table 1 . Table 1 Tags
Full term
From the point of view of the Sakha language glossing, in this article the grammatical category of nouns was considered. Such inflectional characteristics of the noun as number, case, possessiveness and personality have been carefully analyzed.
Number
In the Yakut language, the plural affix -lar is represented by 16 forms (Korkina, 1982: 125-126) . In the selection of the optimal allomorph, the key role is played by the vowel harmony rules of the Yakut language. Phonetic compatibility of morphemes also depends on assimilation rules (progressive, regressive, progressive-regressive assimilation of consonants) and accommodation. Thus, sandhi rules are developed in accordance with vowel harmony rules, rules of assimilation and accommodation, and demonstrate the sound changes at the morphemic boundaries. 
Possessiveness
In the Sakha language, the initial form of the possessiveness category is represented by 58 morphological indicators. These forms are frequently used, as they express various logical relations and connections between objects, that are often different from the concept of possession (Korkina, 1982: 129) . (Boethlingk, 1990: 278-285 
Simple declension
There are two types of declension in the Yakut language: simple and possessive (Korkina, 1982: 129-147) . In simple declension, all morphemes have 4 allomorphs each, for example: -TА (-tа/-to/-te/-tö). Table 4 Tags Description Allomorphs Morphemes 
Possessive declension
In total, simple (88) 
Personal endings of nouns
Nouns in the Yakut language can act as a predicate in sentences. In such cases, predicativity affixes are added to the word root, except the third person singular. Table 6 Tags Description Allomorphs Моrphemes 
Diminutive
Diminutiveness category is an understudied aspect in the Sakha language. Table 7 shows common diminutive affixes -čУk, -čААn, -kААn with their allomorphs. In addition to these affixes, the Yakut lexical units can consist of fossil affixes such as -уja, -čče, -ka, considered to be of little efficiency at the moment. In Table 8 , they are represented downward from the diminutive point of view. 
Derivation
Word-forming potential of nouns in the Sakha language requires a specific approach and a deep study. Without going into details, it should be noted that dozens of productive and non-productive affixes such as -һуt (-sуt, -čуt, -djуt, -njуt), -bуl (-bil, -bul, -bül), -lаŋ (-leŋ, -lоŋ, -löŋ), -ltа (-lte, -ltо, -ltö) and others take part in noun formation in the Sakha language. As an example of derivational affixes, let us consider three frequently used morphemes used to derive verbal nouns. Table 9 Tags Description Allomorphs Моrphemes
Examples of linguistic annotation of nouns
To validate the tag system developed for the linguistic annotation of the word forming potential of nouns in the Yakut language, let us analyze few examples. 
Conclusion
During the research (2014) (2015) (2016) (2017) (2018) , all grammatical categories of nouns in the Sakha language have been analyzed. Through this process, the system, consisting of the conventional symbols (tags) used to reflect the inflectional potential of nouns in the Sakha language, including 247 affixes, has been fully completed.
To enable a computer to automatically analyze texts of any complexity presented in the electronic corpora of the Sakha language, it is necessary to provide standardized tags to all grammatical categories of the Sakha language. The solution of this problem would make it possible to develop new computer programs, such as online translators, automatic text analyzers, speech synthesizers and others.
