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We calculate analytical gravitational waveforms in the time- and frequency-domain for precessing
quasi-circular binaries with spins of arbitrary magnitude, but nearly aligned with the orbital an-
gular momentum. We first derive an analytical solution to the precession equations by expanding
in the misalignment angle and using multiple scale analysis to separate timescales. We then use
uniform asymptotic expansions to analytically Fourier transform the time-domain waveform, thus
extending the stationary-phase approximation, which fails when precession is present. The result-
ing frequency-domain waveform family has a high overlap with numerical waveforms obtained by
direct integration of the post-Newtonian equations of motion and discrete Fourier transformations.
Such a waveform family lays the foundations for the accurate inclusion of spin precession effects in
analytical gravitational waveforms, and thus, it can aid in the detection and parameter estimation
of gravitational wave signals from the inspiral phase of precessing binary systems.
I. INTRODUCTION
Gravitational waves are a promising new tool for as-
trophysics, capable of bringing breakthroughs in our un-
derstanding of the Universe. Currently, an array of
ground-based interferometers are undergoing upgrades
that should lead to the first direct detection of gravi-
tational waves within this decade [1, 2]. A project for
a space-based interferometer [3] is also under way, and
could be operational in the next decade.
The likelihood of detecting gravitational waves im-
proves when reliable and efficient waveform models are
available for use in the data analysis [4]. Systems with
spins, unless they are exactly aligned or anti-aligned with
the orbital angular momentum, will undergo a secular
precession of the spins and of the orbital plane [5]. This
precession will impact the waveforms, and it is important
to take it into account to properly extract the spins of
the binary components, as well as to break degeneracies
between different system parameters [6, 7].
The purpose of this paper is to develop accurate an-
alytical waveforms for spinning and precessing compact
binary, quasi-circular inspirals. Currently, the most ac-
curate waveforms are numerical, time-domain solutions
of the PN equations [6, 7] that are then numerically
Fourier transformed. Such numerical solutions, however,
can be rather computationally expensive, especially when
a large number of templates are needed, as is the case
for spinning systems. We will here employ novel mathe-
matical techniques (multiple scale analysis and uniform
asymptotic expansions) [8] to produce analytic, Fourier-
domain, waveform families that accurately reproduce
their numerical counterparts.
A. Previous Waveforms for Spinning Binaries
Over the years, several groups have developed increas-
ingly accurate waveforms for use in gravitational wave
astrophysics. Post-Newtonian (PN), quasi-circular and
eccentric inspiral waveforms for compact binaries have
been obtained to high-order as an expansion in the or-
bital velocity [9]. The leading-order, spin-orbit and spin-
spin contributions to the dynamics appear at 1.5PN and
2PN relative order respectively [10–12]. These calcula-
tions have now been extended through 2.5PN [13–15] and
3PN order [16] out to 3.5PN order [17–20]. The spin-
orbit contributions to the gravitational wave phase and
amplitude are currently known to 3.5PN order [20–22].
Presently, there are three special cases where purely
analytic, inspiral waveform models exist for spinning bi-
naries:
(i) Aligned: Systems where the spins are co-aligned
or anti-aligned with the orbital angular momentum;
(ii) Partially Non-Spinning: Systems where one of
the compact bodies is not spinning;
(iii) Equal-mass systems. Systems with both compo-
nents spinning but with a mass ratio of unity.
For case (i), the spins stay aligned (or anti-aligned) with
the orbital angular momentum throughout the evolution
and there is no precession. The waveforms here bear
strong resemblance to non-spinning waveforms, but with
a spin-corrected chirping (see e.g. [23, 24]). For cases
(ii) and (iii), the system undergoes simple precession1,
i.e. the precession of the orbital and spin angular mo-
menta about the total angular momentum with a single
(evolving) precession frequency (see e.g. [5]).
1 For case (iii), the system undergoes simple precession if the 2PN
spin-spin corrections to the spin dynamics are neglected.
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2Cases (i) and (ii) are of particular interest since they
provide good approximations to systems that are ex-
pected to be found in Nature. Case (i) pertains to bina-
ries embedded in a gaseous environment, where the gas
torque tends to align the spin with the orbital angular
momentum [25–27]. Most studies of spin alignment have
focused on supermassive black hole mergers, but recently,
similar mechanisms have been invoked for stellar-mass
black hole mergers [28]. Case (ii) pertains to the case
when the spin angular momentum of one of the bodies is
much smaller than the other one. Population synthesis
models suggest that typical mass ratios in a binary black
hole system may be of the order of ten or so, so that the
spin of the more massive object will dominate, and the
spin of the smaller body can be neglected.
The data analysis of signals usually requires the
Fourier transform of the wave signal, and the complexity
of the latter varies strongly depending on the particu-
lar case considered. For the non-precessing case (i), the
time-domain waveforms are especially simple, and they
can easily be analytically recast in the frequency-domain
using the stationary phase approximation (SPA) [29, 30].
In the SPA, the waveform amplitude is assumed to vary
much more slowly than the phase, which then allows for a
Taylor expansion of the generalized Fourier integral [8].
For the simple precession case (ii) and (iii), the wave-
forms have far more structure because of the precession
of the orbital plane. Contrary to earlier claims [5], how-
ever, such simple-precessing waveforms are not amenable
to a formal stationary phase treatment. This is because
the mapping between time and frequency becomes multi-
valued and the SPA amplitude diverges.
Precessing waveforms have to therefore be modeled dif-
ferently in the frequency-domain. One approach is to
take the discrete Fourier transform (DFT) of the time-
domain waveform, which requires the fine sampling of
the latter at the orbital timescale, which can lead to a
large computational cost. Another approach is to take a
spin-aligned (non-precessing) waveform and transform it
to a frame that tracks some characteristic quantity (like
the total angular momentum vector) at some precession
rate [31–38]. This approach has been validated to some
degree with numerical simulations but the matches are
not perfect, as these waveforms miss some precession ef-
fects. Without an analytical treatment, one is left with
educated guesses as to how to improve on these wave-
forms. Yet another approach is to use an effective SPA,
where precession corrections to the amplitude are com-
pletely neglected and phase corrections are only partially
modeled using insight from the spin-aligned case [7, 39].
Both of these approaches are unattractive due to ei-
ther increased computational cost or increased system-
atic mismodeling error.
B. Executive Summary
The goals of the present work are the following:
(a) To develop a general formalism to perturbatively
solve the time-domain PN evolution equations and
obtain analytic time-domain waveforms for precess-
ing quasi-circular inspirals;
(b) To develop a general formalism to perturbatively
Fourier transform a precessing quasi-circular inspi-
ral, time-domain waveform.
Goal (a) will be achieved through the technique of mul-
tiple scale expansions [8], where one solves the evolu-
tion equations using the fact that torb  tprec  trr,
where torb, tprec and trr are the orbital, precession and
radiation-reaction timescales respectively. Goal (b) is
reached through the technique of uniform asymptotic ex-
pansions [8, 40], where one recasts the phase modulation
induced by precession as a sum of Bessel functions that
are then amenable to a formal SPA treatment. Both of
these techniques have proven very successful in various
areas, from quantum field theory to aerospace engineer-
ing.
Although these formalisms are general, we exemplify
them here by generalizing case (i) to accommodate sys-
tems where the spins are only partially aligned with the
orbital angular momentum. The accretion torques that
drive the spin-orbit alignment are not expected to pro-
duce perfect alignment, so it is useful to have analytic
waveforms that cover the more realistic, partial align-
ment case. Expanding the spin precession equations in
the misalignment angle leads to a system of coupled har-
monic oscillators that diagonalizes to yield two precession
frequencies ω+ and ω−. Multiple scale analysis is then
used to derive an analytic expression for the evolution
of these precession frequencies as the black holes spiral
together [8].
Spin precession alters the phasing of the waveform,
and causes the mapping between gravitational wave fre-
quency and time to become multi-valued, rendering the
standard SPA inapplicable. The SPA returns singular
results at turning points in the time-frequency mapping,
resulting in what are known as fold and cusp catastrophes
in the optical literature [41]. We show that the singular-
ities can be cured using uniform asymptotic expansions
of the phase in terms of Bessel functions [8, 40].
The final result is a family of fully analytic, approx-
imate, time and frequency domain waveforms for spin-
ning, precessing, quasi circular binaries with moderately
misaligned spins. The frequency-domain waveform fam-
ily can be constructed from the following recipe:
1. The waveform is mode-decomposed as
h˜(f) =
∑
n≥0
∑
k∈Z
∑
m={−2,2}
h˜n,k,m(f) , (1)
32. Each Fourier mode is given by Eq. (191) in terms
of the carrier phase φC, the precession phases φP,±,
the time-frequency mapping t = t(f), the mode-
decomposed, time-domain amplitudes An,k,m, and
the additional constant, amplitude, and phase
modulation corrections A0,n,k,m, A±,n,k,m, and
φ±,n,k,m respectively.
3. The carrier phase φC and its second time derivative
are given in Appendix A as a function of the orbital
frequency.
4. The precession phases and their second time deriva-
tives φP,± are given in Appendix C as a function of
the orbital frequency.
5. The time-frequency mapping t = t(f) is given as a
function of the orbital frequency in Appendix A.
6. The mode-decomposed, time-domain amplitudes
An,k,m are given as a function of the orbital fre-
quency in Appendix E.
7. The constant, amplitude, and phase modulation
corrections A0,n,k,m, A±,n,k,m, and φ±,n,k,m are
given as a function of the orbital frequency in Ap-
pendix D.
8. The orbital frequency is given in terms of the
Fourier frequency in Eqs. (193)-(194).
We prove that these new waveforms are accurate
(i.e. faithful) by comparing them to the waveforms ob-
tained by numerically solving for the orbital evolution
and discretely Fourier transforming. We find typical
matches of 0.99-0.999, maximized only over time and
phase of coalescence, when the misalignment angles do
not exceed 25◦.
The benefit of our approach is two-fold. On the one
hand, we provide ready-to-use, analytic waveforms that
are computationally inexpensive to produce. The compu-
tational cost of numerically solving for the Fourier trans-
form of spinning and precessing systems is currently a
roadblock in the data analysis of signals for advanced
ground detectors. On the other hand, an analytical treat-
ment provides insight into the physics of the problem.
Our results analytically explain why the waveforms of
spinning and precessing binaries are essentially simple
harmonic oscillators, with a carrier band and side-bands
induced by evolving precession frequencies [38]. More-
over, our results extend the recently-proposed kludge
waveforms [38] to account for amplitude and additional
phase corrections induced by precession, which cannot be
captured by educated guesses from numerical relativity
waveforms.
The general formalism presented here opens the door
to several other applications. For instance, one can ex-
tend case (ii) to include the first-order correction in the
ratio of the spins of the two bodies. In this case, our
formalism can be viewed as a systematic extension of
the simple-precessing treatment of Apostolatos, et al [5],
which allows us to compute the time-domain waveforms
to higher order in the ratio of the timescales of the prob-
lem. Moreover, our method allows for the correct analyt-
ical calculation of the Fourier-domain waveforms, which
cannot be obtained via a standard SPA treatment, con-
trary to older claims [5]. Our formalism can also be ap-
plied to other systems, such as inspiraling binary neu-
tron stars, where the magnitude of both spin angular
momenta are much smaller than the orbital one.
C. Organization and Conventions
The remainder of this paper is organized as follows:
Section II A reviews multiple scale analysis through se-
lected examples, which we use later to solve the equa-
tions of precession analytically; Section II B discusses
the SPA and uniform asymptotic expansions applied to
the Fourier transform of oscillatory functions, where the
mapping between time and frequency is multi-valued and
the standard SPA fails; Section III derives an analytic
formula for the evolution of the angular momenta in the
case of nearly aligned spins; Section IV uses the results
of the previous sections to derive an analytical gravita-
tional waveform valid for nearly aligned spins; Section V
compares our waveform to the results obtained by taking
a discrete Fourier transform of the time series.
Throughout this article we use geometric units with
G = c = 1. We also employ the following conventions:
• Three-dimensional vectors are written in boldface
and unit vectors carry a hat over them, e.g. A =
(Ax, Ay, Az), with norm |A| = A, and unit vector
Aˆ = A/A.
• Three-dimensional matrices are written in mathe-
matical boldface, e.g. M and A.
• Total time derivatives are denoted with an overhead
dot: f˙ = df/dt.
• ω is the angular frequency in a frame fixed to the
orbital plane.
• L is the Newtonian orbital angular momentum 3-
vector.
• SA is the spin angular momentum 3-vector for com-
ponent A.
• mA is the mass of component A, and we assume
m1 ≥ m2.
• µ = m1m2/M is the reduced mass.
• ν = m1m2/M2 is the symmetric mass ratio.
• χA ≡ |SA|/m2A is the dimensionless spin parameter
for component A.
• Nˆ is a unit vector pointing from the observer to
the source.
4II. TECHNIQUES FROM ASYMPTOTIC
ANALYSIS
A. A Primer on Multiple Scale Analysis
Multiple scale analysis is a powerful mathematical
formalism that serves as the theoretical foundations
of boundary-layer theory and the Wentzel-Kramers-
Brillouin (WKB) approximation. In this section, we re-
view some important features of this formalism, as they
will be essential in the solution to the precession equa-
tions. We will mostly follow and summarize the treat-
ment in Bender and Orszag [8].
Consider the non-linear oscillator ordinary differential
equation y¨ + y + y3 = 0, where y is a function of time
t, with initial conditions (y(0), y˙(0)) = (1, 0). If we at-
tempted the series solution
y(t) =
∞∑
n=0
nyn(t) , (2)
assuming   1, and matched coefficients of the same
order in , we would find the solution
y(t) = cos t+ 
[
1
32
cos 3t− 1
32
cos t− 3
8
t sin t
]
+O(2) .
(3)
Clearly, this series approximation diverges as t→∞, but
in fact, it becomes invalid much sooner, when 3t/8 ∼ 1.
As we will show below, however, the exact solution to
this differential equation remains perfectly bounded in
the t → ∞ limit; a multiple-scale expansion treatment
will allow us to find such a solution.
Let us then introduce a new variable τ = t that defines
a long time scale, as τ does not become negligible when
t ∼ 1/. In multiple scale analysis, we search for solutions
that are functions of all timescales in the problem, in
this case t and τ , treated as if they were independent
variables. This, of course, is just a mathematical trick,
since at the end of the day, we can replace τ in favor of
t to obtain a solution that is only t-dependent. We then
assume a perturbative ansatz of the form
y(t) =
∞∑
n=0
nYn(t, τ) . (4)
Taking the sum to n = 1, the non-linear oscillator equa-
tion leads to the following two evolution equations
∂2Y0
∂t2
+ Y0 = 0 , (5)
∂2Y1
∂t2
+ Y1 = −Y 30 − 2
∂2Y0
∂τ∂t
. (6)
Notice that the differential operator (the terms on the
left-hand side of both equations) is always the same, an
expected result in perturbation theory. The most general
solution to Eq. (5) is Y0 = A(τ)e
it + A∗(τ)e−it, where
the star stands for complex conjugation. Inserting this
solution into Eq. (6), we find
∂2Y1
∂t2
+ Y1 = e
it
[
−3A2A∗ − 2i∂A
∂τ
]
− e3itA3 + c.c. , (7)
where c.c. stands for the complex conjugate. The first
term of the right-hand side in Eq. (7) is a solution to
Eq. (5), and thus, it is it which induces a secular growth.
We can eliminate this secular growth by requiring that
the term inside square brackets on the right-hand side
of Eq. (7) vanishes, which then leads to a differential
equation for A(τ), whose solution is
A(τ) = R(0)eiθ(0)+3iR
2(0)τ/2 , (8)
where R(0) and θ(0) are constants of integration. Using
the initial conditions stipulated above and reassembling
the full solution, we find
y(t) = cos
[
t
(
1 +
3
8
t
)]
+O() . (9)
Notice that this solution is bounded for all t and it is
much more accurate than the series expansion in Eq. (3)
for large t.
An extra degree of complication arises when we con-
sider differential equations with implicit functional de-
pendence in the source. For example, let us consider the
oscillator ordinary differential equation
2
d2y
dt2
+ ω2(τ)y = 0 , (10)
where again τ = t and try to solve it with multiple-scale
analysis. Imposing the same expansion of the solution as
in Eq. (4), Eq. (10) becomes
∂2Y0
∂t2
+ ω2(τ)Y0 = 0 , (11)
∂2Y1
∂t2
+ ω2(τ)Y1 = −2∂
2Y0
∂t∂τ
. (12)
The solution to the zeroth-order equation is now Y0 =
A(τ)eiω(τ)t + A∗(τ)e−iω(τ)t, which when inserted into
Eq. (12) leads to
∂2Y1
∂t2
+ω2(τ)Y1 = −2ieiω(τ)t
[
∂(Aω)
∂τ
+ itAω
∂ω
∂τ
]
+ c.c. .
(13)
To eliminate secularity, we would want to set the term in-
side the square brackets on the right-hand side of Eq. (13)
to zero, but due to the explicit appearance of t, this would
force A = 0. Multiple scale analysis fails if the long time
scale is proportional to the short time scale and the fre-
quency of oscillation is not a constant.
We can force the frequency to be constant by changing
variables to T = f(t) = f(τ/), which then transforms
Eq. (10) into
d2y
dT 2
+
f ′′(t)
[f ′(t)]2
dy
dT
+
ω2(t)
[f ′(t)]2
y = 0 , (14)
5We can force the frequency oscillation to be constant by
choosing
T = f(t) =
∫ t
ω(s)ds =
1

∫ τ
ω(s)ds , (15)
which then leads to
d2y
dT 2
+ y + 
ω′(τ)
ω2(τ)
dy
dT
= 0 . (16)
Now, this equation can be solved via multiple-scale anal-
ysis. Using the expansion in Eq. (4), the above equation
leads to
∂2Y0
∂T 2
+ Y0 = 0 , (17)
∂2Y1
∂T 2
+ Y1 = − ω
′(τ)
ω2(τ)
∂Y0
∂T
− 2
ω
∂2Y0
∂τ∂T
. (18)
The solution to the zeroth-order in  is the same as that
of the non-linear oscillator, and with this, the first-order
in  equation becomes
∂2Y1
∂T 2
+ Y1 = −ieiT
[
2
ω
∂A
∂τ
+
ω′(τ)
ω2(τ)
A
]
+ c.c. . (19)
This time we can eliminate the secularly growing terms
by requiring that the terms inside square brackets in
Eq. (19) vanish, which leads to a partial differential equa-
tion for A(τ), whose solution is A(τ) = A0/
√
ω(τ). The
full solution is then
y(t) =
A0√
ω(t)
e
i

∫ t ω(s)ds + c.c. , (20)
which is the same as what one would have obtained
through the WKB physical-optics approximation. We
see then that multiple-scale analysis is a generic and
powerful technique that, in certain cases, allows us to re-
cover the WKB approximation, among others. Of course,
The above examples employed only 2 scales, but multi-
ple scale analysis is in principle valid given an arbitrary
number of scales provided they satisfy a certain scale hi-
erarchy.
B. The Stationary Phase Approximation and
Uniform Asymptotic Expansions
The leading-order gravitational wave signal from a
quasi-circular binary inspiral can be expressed in the
form
h(t) = A(t)e−iΦ(t) (21)
where the amplitude A(t) and the phase Φ(t) are slowly
evolving functions of time. The full signal is given by
a sum of such terms that form a harmonic series in
the orbital frequency. The function h(t) oscillates on
the orbital timescale, with an amplitude and frequency
that evolve on the slower spin-precession and radiation-
reaction timescales.
In gravitational wave data analysis, quantities of in-
terest (such as the likelihood function) are usually
calculated in the frequency domain, where the noise-
autocorrelation function is assumed to take a simple
form. Thus, we are faced with the task of Fourier trans-
forming the waveform in Eq. (21):
h˜(f) =
∫
A(t)e−iΦ(t)e2piift dt =
∫
A(t)eiφ(f,t) dt .
(22)
A direct numerical implementation using a fast Fourier
transform algorithm is possible, but the computational
cost can be high since the waveform needs to be sampled
at a cadence set by the orbital period.
The quadratic SPA is the standard analytic approach
to solve Eq. (22). At a given frequency f , the integral is
dominated by the contributions where the phase φ(f, t)
is a slowly-varying function of time. Away from this re-
gion, the integrand oscillates rapidly and contributes lit-
tle. Defining the stationary phase points implicitly as the
times tSPA where φ˙(f, tSPA) = 0, or equivalently,
Φ˙(tSPA) = 2pif , (23)
the Fourier phase can be expanded as
φ(f, t) = φ(f, tSPA) +
1
2
φ¨(f, tSPA)(t− tSPA)2 + . . . (24)
Given such an expansion, one can then analytically solve
the generalized Fourier integral in Eq. (22) through a
change of variables [8]
h˜SPA2(f) =
[
2
|Φ¨(tSPA)|
]1/2
A(tSPA) Γ(1/2)
ei[2piftSPA−Φ(tSPA)−σpi/4] , (25)
where σ = sign(Φ¨(tSPA)), Γ(·) is the Gamma function and
tSPA(f) is understood as a function of frequency.
Several assumptions go into the solution of Eq. (25),
which have been implicitly taken for granted in gravita-
tional wave modeling. First, one assumes that there is a
unique stationary phase time tSPA for a given frequency
f , so that the time-frequency mapping tSPA(f) is single
valued for each harmonic. Second, one assumes that the
expansion for the phase about the stationary point in
Eq. (24) can be truncated at quadratic order, and that
the amplitude A(t) can be replaced by the constant value
A(tSPA). When the mapping in Eq. (23) between fre-
quency and time yields multiple stationary points, the
full solution is given by summing up the contributions of
the form (25) for all the stationary points. But when this
mapping is not single valued, the SPA can lead to diver-
gent results, i.e. Φ¨(tSPA) can vanish and the amplitude
can diverge.
6The goal of uniform asymptotic expansions is to re-
place non-uniform expansions, like that of Eq. (25), by
a new expansion that remains valid in a domain con-
taining the singular point. A standard example is the
Airy function uniformization of a fold catastrophe [41],
which occurs when two stationary points coalesce and
φ¨(f, tSPA) = Φ¨(tSPA) = 0. At these catastrophe points,
the stationary point is defined by the last equation and
the Taylor expansion of the phase in Eq. (24) has to be
continued to higher order. At cubic order, the integral in
Eq. (22) yields an Airy function, and the cubic SPA is
h˜SPA3(f) =
[
2
|...Φ(tSPA)|
]1/3
A(tSPA)
2piAi
{
−σ[2pif − Φ˙(tSPA)]
[
2
|...Φ(tSPA)|
]1/3}
ei[2piftSPA−Φ(tSPA)] , (26)
where σ = sign[
...
Φ(tSPA)], and the amplitude and phase
are evaluated at the singular point tSPA. The expression
in Eq. (26) matches the numerical Fourier transform for
frequencies f in the neighborhood of the critical point
f = Φ˙(tSPA)/2pi where the phase is well approximated by
a cubic Taylor expansion. In many instances, there is
an overlap region where both approximations [Eqs. (25)
and (26)] are valid simultaneously. In such cases, it is
possible to construct a complete SPA waveform from a
piecewise collection of the quadratic and cubic SPAs.
A completely different uniformization is required, how-
ever, for situations where the singular points become
so dense that the Airy function and related techniques
breakdown. A good example is when the phase has an
oscillatory component, which is exactly the situation for
precessing black hole binaries. One solution is to re-
express the original waveform as the sum of simpler wave-
forms that each have a well-behaved SPA [40]. For ex-
ample, if the GW phase can be written as the sum of a
carrier phase and an oscillatory component:
Φ(t) = ΦC(t) + α(t) cosβ(t) (27)
where ΦC(t), α(t) and β(t) are monotonic functions of
time, then
h(t) = A(t)e−iΦC(t)
∞∑
n=−∞
(−i)nJn(α(t))e−inβ(t) (28)
and
h˜SPA(f) =
∞∑
n=−∞
[
2pi
|Φ¨C(tn) + nβ¨(tn)|
]1/2
A(tn)
×(−i)nJn[α(tn)]ei[2piftn−ΦC(tn)−nβ(tn)−σpi/4] , (29)
where σ = sign[Φ¨C(tn) + nβ¨(tn)]. Notice that there are
now n different stationary points tn, defined by the sta-
tionary phase condition 2pif = Φ˙C(tn) + nβ˙(tn). In
Eq. (29), we have assumed that the individual contri-
butions are non-singular: Φ¨C(tn) + nβ¨(tn) 6= 0. If a
singularity does occur in any of the terms, then the stan-
dard SPA for this term can be replaced by the Airy uni-
formization of Eq. (26). The rapid decay of the Bessel
functions with increasing order |n| means that just a few
terms are needed in the sum of Eq. (29) to obtain a good
approximation to the full Fourier transform.
To illustrate the Bessel uniformization approach, let
us consider a simple toy model that shares many of the
features of the waveforms produced by spinning black
hole binaries. Let us then consider the phase given by
Φ(t) = 2pi
[
f0(t/T ) +
1
2
f˙0(t/T )
2
+α0(t/T ) cos(ω0(t/T ) +
1
2
ω˙0(t/T )
2)
]
, (30)
and an amplitude given by a Tukey tapered cosine win-
dow
A(t) =

1
2
[
1 + cos
(
pi
(
t
Tκ − 1
))]
, t ≤ κT
1, κT < t < (1− κ)T
1
2
[
1 + cos
(
pi
(
t−T
Tκ + 1
))]
, t ≥ (1− κ)T .
(31)
The Tukey window helps suppress spectral leakage in the
numerical Fourier transform. Fig. 1 shows the amplitude
of the Fourier transform computed three different ways:
(i) using a numerical DFT; (ii) using the quadratic SPA;
and (iii) using the Bessel function uniformization of the
SPA summing up to |n| = 5. The parameters chosen
were {T = 1, f0 = 300, f˙0 = 900, ω0 = 30, ω˙0 = 30, α0 =
0.4, κ = 0.2}. The uniform asymptotic expansion pro-
vides a near perfect match to the numerical Fourier trans-
form, while the quadratic SPA diverges at turning points
of the frequency.
III. SPIN AND ORBITAL ANGULAR
MOMENTUM
In this section, we explore the evolution equations of
the spin and orbital angular momentum vectors using
techniques from multiple-scale analysis. We first develop
the formalism of multiple-scale analysis as applicable to
inspiraling binaries, and then apply it to systems where
the spin angular momentum vectors are nearly aligned
with the orbital angular momentum vector. Physically,
this corresponds to the inspiral of binary BHs or binary
NSs in a gas-rich environment, where the latter tends to
align the spin and orbital angular momenta.
Such a system allows us to make several approxima-
tions that enable a perturbative analytic solution. First,
we expand all quantities in the misalignment angle
K =
∑
n>0
K(n)(t) n (32)
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FIG. 1: The amplitude of the Fourier transform for the
toy model waveform computed using a numerical fast Fourier
transform (solid, black line); the standard quadratic SPA
(dotted, red line); and the Bessel function uniformization of
the SPA (dashed, blue line). The numerical transform and the
uniform asymptotic expansion are indistinguishable, while the
quadratic SPA diverges at turning points of the frequency.
for any vectorK, whereK(n)(t) are undetermined vector
functions and   1 is the misalignment order-counting
parameter. Second, we re-expand all quantities in a sep-
aration of timescales
K =
∑
n,m>0
K(n,m)(t) nσm , (33)
where K(n,m)(t) are undetermined vector function and
we have defined the precession order counting parameter
σ ≡ tprec
trr
 1 , (34)
with tprec and trr the precession and radiation-reaction
timescales. This last expansion is justified for binaries
in the PN (slow-motion/weak-gravity) regime, where all
three characteristic timescales of the problem separate.
The precession order counting parameter σ and the PN
one c are not independent, but rather O(σ) = O(c−3).
Henceforth, a term of O(c−2A) will be said to be of NPN
order.
A. Precession Equations
The spin and orbital angular momentum precession
equations for an compact binary system in a quasi-
circular inspiral in the center of mass frame can be writ-
ten as2
S˙1 = ΩLS1Lˆ× S1 + ΩS1S2S2 × S1, (35)
S˙2 = ΩLS2Lˆ× S2 + ΩS1S2S1 × S2, (36)
˙ˆ
L =
ΩLS1
L
S1 × Lˆ+ ΩLS2
L
S2 × Lˆ , (37)
L˙ = −1
3
a0
M
(Mω)8/3
[
1 +
N∑
n=2
an(Mω)
n/3
]
L, (38)
where we have defined
ΩLS1 =
ω2
M
[(
2 +
3m2
2m1
)
L− 3
2
(
Lˆ · S2
)]
, (39)
ΩLS2 =
ω2
M
[(
2 +
3m1
2m2
)
L− 3
2
(
Lˆ · S1
)]
, (40)
ΩS1S2 =
1
2
ω2
M
, (41)
where m1,2 are the component masses, ω = M
2(µ/L)3 is
the orbital frequency of the system, with L the magnitude
of the Newtonian orbital angular momentum L. The spin
angular momentum of the Ath binary component is SA,
while Lˆ = L/L is an orbital angular momentum unit
vector. All cross- and dot-products represent the stan-
dard (Euclidean) three-dimensional operations of vector
calculus. The quantities ai are functions of the symmet-
ric mass ratio as well as (SA · Lˆ) and (SA ·SB), and they
are explicitly given in Appendix A.
The evolution equations presented above are in princi-
ple valid to different PN orders. The evolution equation
for L (or equivalently for ω) is valid to N/2 PN order,
where here we choose N = 5, i.e. we model the evolu-
tion of L to 2.5PN order. The evolution equations for
SA and Lˆ, however, are only valid to first-subleading PN
order, i.e. leading order in spin-orbit (1.5PN) and spin-
spin (2PN) coupling. Since spin enters at 1.5PN order
in the phase, the 2.5PN order corrections that we are
leaving out in the evolution of SA would contribute at
4PN order. We are then allowed to use Newtonian ex-
pressions to map between L and ω, and the norm of SA
is conserved. Of course, one could extend the analysis
in this paper by adding corrections to ΩLS1,2 and ΩS1S2 ,
thus including sub-leading PN corrections to the evolu-
tion of SA. But to be consistent in PN order counting,
one would also have to include 4PN corrections to the
evolution of L, which are currently unknown.
Let us now pick a frame and implement the near-
alignment approximation. We choose zˆ = Jˆ(t = 0),
where J = L+ S1 + S2 is the total angular momentum.
Since J is not constant, we have to specify it at a given
2 These equations correct an error in Eq. (2.4) of [42], but they are
consistent with Eq.(4.17) in that paper, as well as with equations
in [5] and [43].
8time for the frame to be inertial. In this frame, we can
write
K = Kzzˆ +Kxxˆ+Kyyˆ, (42)
for any K = L, S1, or S2. In the near-alignment approx-
imation, the components of K in this frame can then be
expanded as
Kz =
∑
n≥0
K(2n)z (t) 
2n, (43)
Kx =
∑
n≥0
K(2n+1)x (t) 
2n+1, (44)
Ky =
∑
n≥0
K(2n+1)y (t) 
2n+1. (45)
The structure of the equations of motion ensures that
odd-powers of  in Kz, as well as the even-powers of 
in Kj , j = x or y, vanish. In this paper, we will take
these sums only up to O(), but extending these results
to higher-order is straightforward.
Before proceeding, let us make an important comment
on the near-alignment approximation. Consider a binary
system at early times, where the misalignment angle is
0. As the binary evolves, the norm of the orbital an-
gular momentum L shrinks by radiation-reaction. But
since the norm of the spin angular momentum SA is con-
served, the misalignment angle will grow. This implies
that our perturbation parameter is not a constant, but
rather an increasing function of time. Thus, just like the
PN approximation is expected to break in the late stages
of inspiral because the orbital velocity increases, the mis-
alignment approximation is also expected to break as 
increases and the series becomes asymptotic.
B. Analysis to O(0)
Let us first focus on the precession equations to
leading-order in . The x- and y-components of these
equations are trivially satisfied. The z-component of the
spin angular momentum equation requires that S
(0)
A,z be
a constant, which can be obtained by demanding that
|SA| = m2AχA, and thus
|SA| = S(0)A,z +O(2) = m2AχA . (46)
We can use this property to solve for S
(2n)
A,z at all orders,
given the lower order solutions for S
(2n−1)
A,j , j = x or y.
The z-component of the orbital angular momentum
evolution equation requires a bit more work. First, let us
define the quantity
ξ0 ≡ µM
L
(0)
z
= O(c−1) , (47)
as a new PN quantity. This parameter is exactly the
square-root of the frequency parameter often used in the
literature x = (Mω)2/3 = µ2M2L−2 only when the spins
and orbital angular momentum are aligned. Using this
parameter, we can rewrite the O(0) part of the evolution
equation for the z-component of orbital angular momen-
tum as
ξ˙0 =
1
3
a0
M
ξ90
(
1 +
N∑
n=2
anξ
n
0
)
, (48)
where the spin-dependent part of the couplings were eval-
uated at leading-order in :
Lˆ(0) = (0, 0, 1), (49)
S
(0)
A =
(
0, 0,m2AχA
)
. (50)
Since all coefficients are constants, we can directly in-
tegrate Eq. (48) by Taylor expanding (ξ˙0)
−1. After in-
verting the PN series and integrating, we obtain
ξ0(t) = ζ
[
1− a2
6
ζ2 − a
(0)
3
5
ζ3
+
5a22 − 6a(0)4
24
ζ4 +
9a2a
(0)
3 − 5a(0)5
15
ζ5 +O (c−6) ] ,
(51)
with
ζ =
[
3M
8a0(tcoal − t)
]1/8
. (52)
The notation a
(n)
i means the part of ai at O(n),
where recall that a2 is a 1PN correction that is spin-
independent. We have here kept terms up to 2.5PN or-
der, while the spin-dependent couplings are included to
leading-order in .
For convenience, let us also introduce a new quantity
ξ, which coincides with ξ0 at O(0) but differs at higher
orders. This quantity is defined via
ξ(t) = ζ
[
1− a2
6
ζ2 − a3(t = 0)
5
ζ3 +
5a22 − 6a4(t = 0)
24
ζ4
+
9a2a3(t = 0)− 5a5(t = 0)
15
ζ5 +O (c−6) ]. (53)
which extends Eq. (51) by using the full ai coefficients,
evaluated at t = 0, instead of their O(0) parts a(0)i .
Therefore, the difference between ξ and ξ0 is of O
(
2
)
,
which implies
L(0)z =
µM
ξ0
=
µM
ξ
+O (2) . (54)
With such a definition, ξ coincides with x1/2 = (Mω)1/3
when the scalar products between Lˆ, S1, and S2 are
time-independent. That is, in the near-alignment ap-
proximation, we can write
ξ = (Mω)1/3 +O(2). (55)
Henceforth, we will use ξ as our independent variable.
9C. Analysis to O(1)
Let us now look at the evolution equations to first-
order in . We can write them in matrix notation as
dW
(1)
1
dt
= −MW (1)2 − aAW (1)1 ,
dW
(1)
2
dt
= MW (1)1 − aAW (1)2 , (56)
where we have defined the vectors
W
(1)
1 =
 L
(1)
x
S
(1)
1,x
S
(1)
2,x
 , W (1)2 =
 L
(1)
y
S
(1)
1,y
S
(1)
2,y
 , (57)
and the matrices
M =
 (b+ c) −d −e−b (d+ f) −g
−c −f (e+ g)
 , A =
 1 0 00 0 0
0 0 0
 .
(58)
with
a =
1
3
a0
M
ξ(t)8
(
1 +
N∑
n=2
anξ(t)
n
)
, (59)
b =
ξ(t)6
M
[(
2 +
3m2
2m1
)
m21
M2
χ1 − 3
2
ξ(t)νχ1χ2
]
, (60)
c =
ξ(t)6
M
[(
2 +
3m1
2m2
)
m22
M2
χ2 − 3
2
ξ(t)νχ1χ2
]
, (61)
d =
ξ(t)5
M
[(
2 +
3m2
2m1
)
ν − 3
2
ξ(t)
m22
M2
χ2
]
, (62)
e =
ξ(t)5
M
[(
2 +
3m1
2m2
)
ν − 3
2
ξ(t)
m21
M2
χ1
]
, (63)
f =
1
2
ξ(t)6
M
m22
M2
χ2, g =
1
2
ξ(t)6
M
m21
M2
χ1. (64)
The solution to the system in Eq. (56) can be obtained
via a standard linear algebra approach. First, we diag-
onalize M via a similarity transformation in matrix R,
R−1MR = D, where D is the diagonal matrix
D =
 0 0 00 ωP,+ 0
0 0 ωP,−
 , (65)
with eigenvalues
ωP,± =
1
2
[
b+ c+ d+ e+ f + g
±
√
(b− c+ d− e+ f − g)2 + 4(c− f)(b− g)
]
. (66)
The transformation matrix R is given explicitly in Ap-
pendix B. The first few terms of the PN expansion of
ωP,± are
ωP,+ =
1
M
(
2ν +
3
2
m21
M2
)
ξ5
+
1
M
[(
2
m22
M2
+
3
2
ν
)
χ2 − m
2
1
M2
χ1
]
ξ6 +O (c−7) ,
(67)
ωP,− =
1
M
(
2ν +
3
2
m22
M2
)
ξ5
+
1
M
[(
2
m21
M2
+
3
2
ν
)
χ1 − m
2
2
M2
χ2
]
ξ6 +O (c−7) .
(68)
With this at hand, Eq. (56) can be transformed into
dQ
(1)
1
dt
= −DQ(1)2 − EQ(1)1 , (69)
dQ
(1)
2
dt
= DQ(1)1 − EQ(1)2 , (70)
where we have defined the transformed Wi, i.e. the eigen-
vectors or quasi-normal modes, via
Q
(1)
j ≡ R−1W (1)j =
 Q
(1)
0,j
Q
(1)
+,j
Q
(1)
−,j
 , (71)
with j = 1 or 2, and where the remainder matrix
E = R−1
(
aAR+
dR
dt
)
. (72)
The second term in the above equation is necessary be-
cause the rotation matrix R is not constant. We chose to
normalize the eigenvectors such that
L(1)x = Q
(1)
0,1 +Q
(1)
+,1 +Q
(1)
−,1, (73)
L(1)y = Q
(1)
0,2 +Q
(1)
+,2 +Q
(1)
−,2 , (74)
as explained in Appendix B.
We decouple the system in Eq. (70) by taking an extra
time-derivative to obtain
d2Q
(1)
1
dt2
= −D2Q(1)1
+
(
{D,E} − dD
dt
)
Q2 +
(
E2 − dE
dt
)
Q
(1)
1 , (75)
d2Q
(1)
2
dt2
= −D2Q(1)2
−
(
{D,E} − dD
dt
)
Q
(1)
1 +
(
E2 − dE
dt
)
Q
(1)
2 ,
(76)
where {A,B} ≡ AB+BA denotes the matrix anticommu-
tator. In what follows, we solve this system of equations
via multiple scale analysis.
1. Separation of Scales
Inspection of Eqs. (75) and (76) reveals that this is
a system of perturbed harmonic oscillators with time-
dependent frequencies. Thus, the multiple scale analysis
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methods presented in Sec. II A are well-suited to solve
this problem. As explained in that section, however, we
must first transform to a new independent variable such
that the problem becomes that of a system of perturbed
harmonic oscillators with constant frequencies.
Because the eigenvalues of the D matrix are generically
not the same, i.e. ωP,+ 6= ωP,−, we are forced to introduce
a different transformation for + and − modes. Chang-
ing variables t → φP,±(t) in the Q(1)±,1 equation, Eq. (75)
becomes
dQ
(1)
0,1
dt
= −
[
EQ(1)1
]
· P0, (77)
d2Q
(1)
+,1
dφ2P,+
= −
(
dt
dφP,+
)2
ω2P,+Q
(1)
+,1
−
(
dt
dφP,+
)2
d2φP,+
dt2
dQ
(1)
+,1
dφP,+
+
(
dt
dφP,+
)2 [(
{D,E} − dD
dt
)
Q
(1)
2
]
· P+
+
(
dt
dφP,+
)2 [(
E2 − dE
dt
)
Q
(1)
1
]
· P+, (78)
d2Q
(1)
−,1
dφ2P,−
= −
(
dt
dφP,−
)2
ω2P,−Q
(1)
−,1
−
(
dt
dφP,−
)2
d2φP,−
dt2
dQ
(1)
−,1
dφP,−
+
(
dt
dφP,−
)2 [(
{D,E} − dD
dt
)
Q
(1)
2
]
· P−
+
(
dt
dφP,−
)2 [(
E2 − dE
dt
)
Q
(1)
1
]
· P−, (79)
where we introduced the projectors
P0 =
 10
0
 , P+ =
 01
0
 , P− =
 00
1
 . (80)
We obtain similar equations for Q˙
(1)
i,2 with i = 0, +, or −.
Notice that we have not transformed the time coordinate
for the zero-frequency mode. For the above equations to
have a constant normal frequency, we must set
dφP,±
dt
= ωP,±, (81)
modulo a proportionality constant, which we choose to
be unity so that φP,± are exactly the precession angles.
With this rescaling of the independent variable, the
differential system becomes
dQ
(1)
0,1
dt
= −
[
EQ(1)1
]
· P0, (82)
d2Q
(1)
+,1
dφ2P,+
= −Q(1)+,1 −
ω˙P,+
ω2P,+
dQ
(1)
+,1
dφP,+
+
1
ω2P,+
[(
{D,E} − dD
dt
)
Q
(1)
2
]
· P+
+
1
ω2P,+
[(
E2 − dE
dt
)
Q
(1)
1
]
· P+, (83)
d2Q
(1)
−,1
dφ2P,−
= −Q(1)−,1 −
ω˙P,−
ω2P,−
dQ
(1)
−,1
dφP,−
+
1
ω2P,−
[(
{D,E} − dD
dt
)
Q
(1)
2
]
· P−
+
1
ω2P,−
[(
E2 − dE
dt
)
Q
(1)
1
]
· P−, (84)
Note that the source to these oscillators depends on t,
which must be in principle solved for through inversion
of the solution to Eq. (81). We will here leave these
expressions as implicit functions of φP,±.
Now, let us perform an expansion of the above dif-
ferential equations in powers of σ, which we recall is a
book-keeping parameters of O(tprec/trr). In terms of the
ξ variable, σ counts the powers in (ξ˙/ξ)ω−1P,± = a/ωP,±,
since ξ˙ = a ξ. The differential equations then become
dQ
(1)
0,1
dt
= −σa
[
R−1
(
AR+ ξ
∂R
∂ξ
)
Q
(1)
1
]
· P0, (85)
d2Q
(1)
+,1
dφ2P,+
= −Q(1)+,1 + σ
a
ω2P,+
[
FQ(1)2
]
· P+
+ σ2
a2
ω2P,+
{[
ξ
ωP,+
∂ωP,+
∂ξ
R−1
×
(
AR+ ξ
∂R
∂ξ
)
+G
]
Q
(1)
1
}
· P+, (86)
d2Q
(1)
−,1
dφ2P,−
= −Q(1)−,1 + σ
a
ω2P,−
[
FQ(1)2
]
· P−
+ σ2
a2
ω2P,−
{[
ξ
ωP,−
∂ωP,−
∂ξ
R−1
×
(
AR+ ξ
∂R
∂ξ
)
+G
]
Q
(1)
1
}
· P−, (87)
where we have defined the new matrices
F =
{
D,R−1
(
AR+ ξ
∂R
∂ξ
)}
, (88)
G = R−1
[
AR+ ξA
∂R
∂ξ
+ ξ
∂R
∂ξ
R−1AR
+ ξ2
∂R
∂ξ
R−1
∂R
∂ξ
−
(
ξ
a
∂a
∂ξ
+ ξR
∂R−1
∂ξ
)
×
(
AR+ ξ
∂R
∂ξ
)
− ξA∂R
∂ξ
− ξ ∂R
∂ξ
− ξ2 ∂
2R
∂ξ2
]
. (89)
We can now proceed to the separation of timescales by
introducing a new time variable τ such that τ˙ /φ˙P,± =
O(σ). In Sec. II A, we used a linear relation between τ
and t, i.e. τ = σt. Although we could do the same here,
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we find it more convenient to use the non-linear relation
dτ/dt = σa, or in angle-variables dτ/dφP,± = σa/ωP,±.
Such a non-linear mapping between τ , t, and φP± leads
to a better match with numerical solutions because it
allows for the ratio of timescales tprec/trr to vary as the
inspiral proceeds. Of course, we can solve for τ in terms
of t via
τ = σ
∫
a dt = σ
∫
1
ξ
dξ = σ log ξ . (90)
We then postulate the series ansatz
Q
(1)
j (t) =
∑
n≥0
σnQ
(1,n)
j (t, τ) =
∑
n≥0
σnQ
(1,n)
j (φP,±, τ),
(91)
where j = 1 or 2. Recall here that the first superscript
1 reminds us that these are quantities of O(), while the
second superscript labels the orders in σ. Thus, the quan-
tity Q
(m,n)
j is of bivariate O(m, σn). With this ansatz,
we convert the system of ordinary differential equations
of Eqs. (85)-(87) into a system of partial differential equa-
tions (PDEs). In doing so, we transform the differential
operators via
d
dt
=
∂
∂t
+ σa
∂
∂τ
, (92)
d2
dφ2P,±
=
∂2
∂φ2P,±
+ 2σ
a
ωP,±
∂2
∂φP,±∂τ
+ σ2
a2
ω2P,±
∂2
∂τ2
+ σ2
a2
ω2P,±
(
a˙
a
− ω˙P,±
ωP,±
)
∂
∂τ
, (93)
and re-expand all quantities in σ  1. In what follows,
we solve the resulting system of PDEs order by order in
σ.
2. Solution to O(1, σ0)
At lowest order in σ, the system of PDEs becomes
∂Q
(1,0)
0,j
∂t
= 0,
∂2Q
(1,0)
+,j
∂φ2P,+
= −Q(1,0)+,j ,
∂2Q
(1,0)
−,j
∂φ2P,−
= −Q(1,0)−,j ,
(94)
j = 1 or 2. Solving these equations and requiring that
they satisfy the original first-order differential system of
Eqs. (69-70) at leading order in σ, we find
Q
(1,0)
0,j = A
(1,0)
0,j (τ), (95)
Q
(1,0)
±,1 = A
(1,0)
±,1 (τ) cosφP,± −A(1,0)±,2 (τ) sinφP,±, (96)
Q
(1,0)
±,2 = A
(1,0)
±,2 (τ) cosφP,± +A
(1,0)
±,1 (τ) sinφP,±. (97)
with j = 1 or 2 as usual.
3. Solution to O(1, σ1)
Let us now consider the differential system at O(σ1).
The zero-frequency equations are
∂Q
(1,1)
0,j
∂t
= −a∂A
(1,0)
0,j
∂τ
− aA(1,0)0,j
− a
(
Q
(1,0)
+,j +Q
(1,0)
−,j
) [
1 +O (c−1)] , (98)
j = 1 or 2. As we saw in Sec. II A, we must require
that secular terms do not appear, which then leads to
the equation
∂A
(1,0)
0,j
∂τ
+A
(1,0)
0,j = 0, (99)
whose solution is
A
(1,0)
0,j (τ) = B
(1,0)
0,j e
−τ =
B
(1,0)
0,j
ξ
. (100)
The terms depending on Q
(1,0)
±,j in Eq. (98) will induce an
oscillatory term in Q
(1,1)
0,j .
The non-zero frequency equations at O(σ1) are
∂2Q
(1,1)
±,1
∂φ2P,±
+Q
(1,1)
±,1
=
a
ωP,±
[
2
∂Q
(1,0)
±,2
∂τ
+
1
ωP,±
[
FQ2(1,0)
]
· P±
]
,
(101)
∂2Q
(1,1)
±,2
∂φ2P,±
+Q
(1,1)
±,2
= − a
ωP,±
[
2
∂Q
(1,0)
±,1
∂τ
+
1
ωP,±
[
FQ1(1,0)
]
· P±
]
.
(102)
Expanding these equations, we find
∂2Q
(1,1)
+,1
∂φ2P,+
+Q
(1,1)
+,1 =
a
ωP,+
{
2
(
∂A
(1,0)
+,2
∂τ
cosφP,+ +
∂A
(1,0)
+,1
∂τ
sinφP,+
)
+ ω−1P,+
[
F++
(
A
(1,0)
+,2 cosφP,+ +A
(1,0)
+,1 sinφP,+
)
12
+ F+0A(1,0)0,2 + F+−
(
A
(1,0)
−,2 cosφP,− +A
(1,0)
−,1 sinφP,−
) ]}
, (103)
∂2Q
(1,1)
+,2
∂φ2P,+
+Q
(1,1)
+,2 = −
a
ωP,+
{
2
(
∂A
(1,0)
+,1
∂τ
cosφP,+ −
∂A
(1,0)
+,2
∂τ
sinφP,+
)
+ ω−1P,+
[
F++
(
A
(1,0)
+,1 cosφP,+ −A(1,0)+,2 sinφP,+
)
+ F+0A(1,0)0,1 + F+−
(
A
(1,0)
−,1 cosφP,− −A(1,0)−,2 sinφP,−
) ]}
, (104)
∂2Q
(1,1)
−,1
∂φ2P,−
+Q
(1,1)
−,1 =
a
ωP,−
{
2
(
∂A
(1,0)
−,2
∂τ
cosφP,− +
∂A
(1,0)
−,1
∂τ
sinφP,−
)
+ ω−1P,−
[
F−−
(
A
(1,0)
−,2 cosφP,− +A
(1,0)
−,1 sinφP,−
)
+ F−0A(1,0)0,2 + F−+
(
A
(1,0)
+,2 cosφP,+ +A
(1,0)
+,1 sinφP,+
) ]}
, (105)
∂2Q
(1,1)
−,2
∂φ2P,−
+Q
(1,1)
−,2 = −
a
ωP,−
{
2
(
∂A
(1,0)
−,1
∂τ
cosφP,− −
∂A
(1,0)
−,2
∂τ
sinφP,−
)
+ ω−1P,−
[
F−−
(
A
(1,0)
−,1 cosφP,− −A(1,0)−,2 sinφP,−
)
+ F−0A(1,0)0,1 + F−+
(
A
(1,0)
+,1 cosφP,+ −A(1,0)+,2 sinφP,+
) ]}
, (106)
To prevent secular terms, we must require that there are
no source terms proportional to solutions of the homoge-
neous equation. This then imposes
∂A
(1,0)
+,j
∂τ
+
1
2
ω−1P,+F++A
(1,0)
+,j = 0, (107)
∂A
(1,0)
−,j
∂τ
+
1
2
ω−1P,−F−−A
(1,0)
−,j = 0, (108)
where j = 1 or 2. The solutions to these equations are
A
(1,0)
±,j (τ) = B
(1,0)
±,j exp
[
−1
2
∫
(F±±/ωP,±)dτ
]
= B
(1,0)
±,j exp
{
−1
2
∫
[F±±/(ωP,±ξ)]dξ
}
= B
(1,0)
±,j
[
1 +O(c−1)] . (109)
where B
(1,0)
±,j are integration constants and we have used
Eq. (90). A proof of Eq. (109) is given in appendix B.
4. Precession phases
The precession angles φP,± can be computed using
Eq. (81) and (53), which leads to
φP,± =
∫
ωP,±dt =
∫
ωP,±
aξ
dξ. (110)
Care must be exercised when computing this integral be-
cause δωp = ωP,+ − ωP,− satisfies
δω2p = O(δm2)ξ10 +O(δm)ξ11 (111)
+O(δm0)ξ12 +O (δm0, ξ13) , (112)
where δm = (m1 − m2)/M is the dimensionless mass
difference. Depending on the magnitude of δm relative to
the magnitude of ξ, the PN expansion will be somewhat
different: if δm  O(c−1), δω2p ∼ ξ10; if δm  O(c−1),
δω2P ∼ ξ12. Notice that this is not a problem in the PN
treatment of non-spinning inspirals, as there δm does not
appear in the controlling factor of the approximation.
In order to address this feature of the solution, let us
separate the precession phases via φP,± = φP,m ± δφP.
The mean precession phase φP,m ≡ (φP,+ + φP,−)/2 can
be computed using standard PN methods:
φP,m =
1
2
∫
(ωP,+ + ωP,−)
dt
dξ
dξ
=
1
2
∫
b+ c+ d+ e+ f + g
aξ
dξ
= − 5
128
[
8
3
+
(
m1
m2
+
m2
m1
)]
ξ−3
[
1 +O(c−1)] .
(113)
We can expand the integrand of this expression to any
relevant PN order, and we provide higher-order PN terms
in Appendix C.
The calculation of the precession phase difference
δφP ≡ (φP,+ − φP,−)/2 must be studied in two differ-
ent cases: δm  O(c−1) and δm  O(c−1). Since the
PN parameter that controls the expansion in c−1 evolves
with time, some systems might comply with the former
case at some point in time, and to the latter case at an-
other. Thus, we find it useful to consider a third case,
i.e. when δm ∼ O(c−1). As we will see below, this will
allow us to use a uniform approximation depending only
on the value of δm.
Let us first focus on the δm  O(c−1) case. In this
case, δm can be treated as a quantity of order unity, and
13
we can carry out a standard PN expansion:
δφP,1 =
1
2
∫
(ωP,+ − ωP,−) dt
dξ
dξ
=
1
2
∫
1
aξ
[
(b− c+ d− e+ f − g)2
+ 4(c− f)(b− g)]1/2dξ
=
15
256
{
−1
3
(
m1
m2
− m2
m1
)
ξ−3
− 1
2
[
χ1 − χ2 + 2
(
m1
m2
χ1 − m2
m1
χ2
)]
ξ−2 +O(c)
}
.
(114)
Let us now concentrate on the case where δm ∼
O(c−1). In this case, we must treat δm as a quantity
of the same order as the PN parameter ξ. Doing so and
PN expanding, we find
δφP,2 =
1
2
∫
(ωP,+ − ωP,−) dt
dξ
dξ
=
1
2
∫
1
aξ
[
(b− c+ d− e+ f − g)2
+ 4(c− f)(b− g)]1/2dξ
= − 5
8192δm2ξ3
{
T0
[
32δm2 − 12(χ1 − χ2)δm ξ+
+
(
9χ21 − 50χ1χ2 + 9χ22
)
ξ2
]
+ 144χ1χ2(χ1 − χ2)ξ3
× log
[
4
δm
ξ
− 3(χ1 − χ2) + T0
ξ
]
+O(c−4)
}
,
(115)
where we have defined the quantity
T0 =
[
16δm2 − 24(χ1 − χ2)δmξ
+
(
9χ21 − 2χ1χ2 + 9χ22
)
ξ2
]1/2
. (116)
Finally, when δm  O(c−1), we expand δωp in δm,
but leave the ξ factors unexpanded:
δφP,3 =
1
2
∫
(ωP,+ − ωP,−) dt
dξ
dξ
=
1
2
∫
1
aξ
[
(b− c+ d− e+ f − g)2
+ 4(c− f)(b− g)]1/2dξ
= − 15
512T1ξ2
{
T2T3 +
20√
T1
χ21χ
2
2(χ1 − χ2)2ξ2
× log
[
1
ξ
(
T3 +
√
T1T2
)]}
+O(δm), (117)
where we have defined the quantities
T1 = 9χ
2
1 − 2χ1χ2 + 9χ22, (118)
T2 =
[
9χ21 − 2χ1χ2 + 9χ22
− 8χ1χ2(χ1 + χ2)ξ + 4χ21χ22ξ2
]1/2
, (119)
T3 = 9χ
2
1 − 2χ1χ2 + 9χ22 − 4χ1χ2(χ1 + χ2)ξ. (120)
In this way, we can reconstruct φP,± by combining φP,m
in Eq. (113) with one of the δφP in Eqs. (114), (115) and
(117), depending on the magnitude of δm. Later on,
we will use the particular implementation described in
Appendix C, where we found useful, in practice, to use
δφP = δφP,1 for δm ≥ 0.2, δφP = δφP,2 for 10−5 ≤ δm <
0.2, and δφP = δφP,3 for δm < 10
−5.
Different classes of compact binaries will, of course,
have a different natural set of δm. Neutron star bina-
ries must have δm ∈ (0, 0.375), with typical values in
δm ∼ 0.08 for which δφP = φP,2. Neutron star/black
hole binaries can have δm ∈ (0.375, 0.96), with typical
values in δm ∼ 0.75 for which δφP = φP,1. Black hole
binaries detectable by advanced ground detectors with
total mass less than 50M must have δm ∈ (0, 0.82),
with typical values in δm . 0.4 for the best gravitational
wave candidates. In this case, one may have to switch be-
tween δφP = φP,1 and δφP = φP,2. The choice δφP = φP,3
is only relevant for almost exactly equal mass, which has
a very low probability of happening.
We argue in Sec. V C that the discontinuity in the so-
lution δφP at δm = 0.2 is of no concern due to high faith-
fulness between the two approximations at the boundary.
5. Solutions to higher order in σ
Going to higher order in σ is straightforward, except
perhaps for the treatment of certain timescale mixing
that will generically occur; see e.g. Eqs. (103-106) at
higher order in σ. In order to exemplify how a higher-
order in σ calculation would proceed, let us return to
Eq. (103). This equation is that of a harmonic oscillator
with frequency ωP,+, sourced by an oscillatory term of
frequency ωP,−. Let us transform the left-hand side of
this equation from φP,+ to t:
∂2Q
(1,1)
+,1
∂φ2P,+
=
1
ω2P,+
∂2Q
(1,1)
+,1
∂t2
− 1
ω3P,+
dωP,+
dt
∂Q
(1,1)
+,1
∂t
. (121)
The last term in this equation contains a dωP,+/dt factor,
which introduces an extra factor of σ, and must therefore
be kept to O(σ2). Equation (103) then becomes
∂2Q
(1,1)
+,1
∂t2
+ ω2P,+Q
(1,1)
+,1 = a
[
F+0A(1,0)0,2
+ F+−
(
A
(1,0)
−,2 cosφP,− +A
(1,0)
−,1 sinφP,−
) ]
,
(122)
and its solution is
Q
(1,1)
+,1 = A
(1,1)
+,1 (ψP,+) cosφP,+ −A(1,1)+,2 (ψP,+) sinφP,+
− a
ωP,+ − ωP,−
[
m22χ2
m1(m1 −m2)ξ +O
(
c−2
)]
×
(
A
(1,0)
−,2 cosφP,− +A
(1,0)
−,1 sinφP,−
)
. (123)
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Notice that the above solution has a pole at ωP,+ = ωP,−,
because the terms oscillating with frequency ωP,− drive
a resonance in Eq. (122). In practice, however, this hap-
pens only when χ2 = 0 and at a single point in time.
Such a limit, therefore, must be excluded from higher-
order solutions.
We can now use this O(, σ) solution in the source to
the O(, σ2) differential equation and require that terms
oscillating at frequency ωP,+ vanish so as not to produce
secularly growing terms. This would then lead to differ-
ential equations for A
(1,1)
+,j (ψP,+), just as we obtained for
A
(1,0)
+,j (ψP,+) at O(, σ). The solution to these equations
would then lead to a solution to the precession equations
at O(, σ). We will not carry out a higher-order develop-
ment here.
D. Summary
Let us here collect all the pieces of the solution to
O(, σ) obtained in the previous subsections. Using the
initial conditions Jˆ(0) = zˆ, we can write
W
(1)
j (t = 0) =
 −S
(1)
1,k(t = 0)− S(1)2,k(t = 0)
S
(1)
1,k(t = 0)
S
(1)
2,k(t = 0)
 , (124)
where j = 1 and k = x, or j = 2 and k = y. Furthermore,
Q
(1)
j (t = 0) =
 B
(1,0)
0,j
B
(1,0)
+,j
B
(1,0)
−,j
+O(σ, c−1). (125)
and since
Q
(1)
j (t = 0) = R
−1(t = 0)W (1)j (t = 0), (126)
we find that
B
(1,0)
0,j = 0. (127)
This happens because we chose zˆ = Jˆ(t = 0). Any equiv-
alent but different choice would result in a nonvanishing
B
(1,0)
0,j .
The solution for the orbital angular momentum is then
Lz =
µM
ξ
+O (2) , (128)
Lx = 
(
B
(1,0)
+,1 cosφP,+ −B(1,0)+,2 sinφP,+
+B
(1,0)
−,1 cosφP,− −B(1,0)−,2 sinφP,−
)
+O (σ, 3) ,
(129)
Ly = 
(
B
(1,0)
+,2 cosφP,+ +B
(1,0)
+,1 sinφP,+
+B
(1,0)
−,2 cosφP,− +B
(1,0)
−,1 sinφP,−
)
+O (σ, 3) ,
(130)
where ξ is given by Eq. (53), the precession angles φP,±
are shown in Sec. III C 4 and Appendix C, and B
(1,0)
i,j are
given in Appendix B.
The z-components of the spins are simply
S1,z = m
2
1χ1 +O
(
2
)
, (131)
S2,z = m
2
2χ2 +O
(
2
)
, (132)
and the x and y-components are
S1,x = 
[
2(g − b)
b+ c− (d− e)− (f + g) + δωp (B
(1,0)
+,1 cosφP,+ −B(1,0)+,2 sinφP,+)
+
2(g − b)
b+ c− (d− e)− (f + g)− δωp (B
(1,0)
−,1 cosφP,− −B(1,0)−,2 sinφP,−)
]
+O(σ, 3), (133)
S1,y = 
[
2(g − b)
b+ c− (d− e)− (f + g) + δωp (B
(1,0)
+,2 cosφP,+ +B
(1,0)
+,1 sinφP,+)
+
2(g − b)
b+ c− (d− e)− (f + g)− δωp (B
(1,0)
−,2 cosφP,− +B
(1,0)
−,1 sinφP,−)
]
+O(σ, 3), (134)
S2,x = 
[
2(f − c)
b+ c− (d− e)− (f + g) + δωp (B
(1,0)
+,1 cosφP,+ −B(1,0)+,2 sinφP,+)
+
2(f − c)
b+ c− (d− e)− (f + g)− δωp (B
(1,0)
−,1 cosφP,− −B(1,0)−,2 sinφP,−)
]
+O(σ, 3), (135)
S2,y = 
[
2(f − c)
b+ c− (d− e)− (f + g) + δωp (B
(1,0)
+,2 cosφP,+ +B
(1,0)
+,1 sinφP,+)
+
2(f − c)
b+ c− (d− e)− (f + g)− δωp (B
(1,0)
−,2 cosφP,− +B
(1,0)
−,1 sinφP,−)
]
+O(σ, 3), (136)
where δωp = ωP,+ − ωP,−.
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E. Comparison with Simple Precession
Another physically relevant case where the equations
of precession can be solved analytically is simple preces-
sion. This occurs when one of the spins vanishes or when
the masses are equal, provided we neglect spin-spin inter-
actions. In simple precession, the orbital and spin angu-
lar momentum vectors precess around the total angular
momentum vector at exactly the same frequency.
Let us begin to study simple precession by rewriting
the evolution equations without spin-spin couplings:
˙ˆ
SA =
ω2
M
(
2 +
3mB
2mA
)
L× SˆA, (137)
˙ˆ
L =
ω2
M
[(
2 +
3m2
2m1
)
S1 +
(
2 +
3m1
2m2
)
S2
]
× Lˆ,
(138)
where L as before is the Newtonian orbital angular mo-
mentum with norm L = µM2/3ω−1/3.
If either spin vanishes or if the masses are equal, the
derivative of the total spin vector S = S1 + S2 is per-
pendicular to S. We can then rewrite the equations of
precession for S and L as
S˙ = 0, (139)
L˙ = −1
3
a0
M
ω8/3
1 +
N∑
n≥2
anω
n/3
L, (140)
˙ˆ
S =
ω2
M
(
2 +
3mV
2mNV
)
J × Sˆ, (141)
˙ˆ
L =
ω2
M
(
2 +
3mV
2mNV
)
J × Lˆ, (142)
where J = L+S is the total angular momentum vector,
the vanishing spin, if any, is labelled by the subscript V,
while the non-vanishing one is labeled by the subscript
NV. We then see that in simple precession both Sˆ and Lˆ
precess around Jˆ at a frequency
ωP,sp =
ω2
M
(
2 +
3mV
2mNV
)
J. (143)
If the spins are only slightly misaligned with the orbital
angular momentum, we have to leading order in 
J = L+ S1 + S2 =
µM
ξ
+m2NVχNV +m
2
VχV, (144)
which then leads to
MωP,sp =
(
2 +
3mV
2mNV
)[
νξ5 +
1
M2
(
m2NVχNV +m
2
VχV
)
ξ6
]
,
(145)
where recall that ω = ξ3/M and ξ was defined in Eq. (53).
Let us now return to our results for the near-alignment,
multiple-scale analysis calculation. In order to map our
results to those of simple precession, we must neglect
spin-spin interactions, which naturally vanish in the sin-
gle spin case. This implies using the following relations:
b =
ξ(t)6
M3
[(
2 +
3m2
2m1
)
m21χ1
]
, (146)
c =
ξ(t)6
M3
[(
2 +
3m1
2m2
)
m22χ2
]
, (147)
d =
ξ(t)5
M
[(
2 +
3m2
2m1
)
ν
]
, (148)
e =
ξ(t)5
M
[(
2 +
3m1
2m2
)
ν
]
, (149)
f = 0, g = 0. (150)
Thus, in the equal-mass case we have
MωP,+ =
7
8
[
ξ5 + ξ6(χ1 + χ2)
]
, (151)
MωP,− =
7
8
ξ5, (152)
B
(1,0)
+,j = −S1,j − S2,j , (153)
B
(1,0)
−,j = 0. (154)
On the other hand, in the case where one of the spins
vanishes, χV = 0, we get
MωP,+ =
(
2 +
3mV
2mNV
)(
νξ5 +
m2NV
M2
χNVξ
6
)
, (155)
MωP,− =
(
2 +
3mNV
2mV
)
νξ5, (156)
B
(1,0)
+,j = −SNV,j , (157)
B
(1,0)
−,j = 0, (158)
provided
ξ ≥ ξc ≡
3
(
m2NV −m2V
)
(4mNV + 3mV)mNVχNV
. (159)
In the complementary case, when ξ < ξc, the results are
the same modulo ωP,+ ↔ ωP,− and A(1,0)+,j ↔ A(1,0)−,j . We
see then clearly that our results in the simple precession
limit reproduce exactly the results of simple precession in
the nearly aligned limit. That is, both in the equal-mass
case or in the vanishing single spin case, ωP,+ becomes
equal to ωP,sp, while the ωP,− mode is irrelevant because
its amplitude vanishes.
An interesting transition occurs if ξc > 0: the only
evolution frequency continuously switches between ωP,+
and ωP,−. This transition only occurs if the vanishing
spin is χ2, because then mV = m2 and by the conventions
used in this paper, the numerator of Eq. (159) is positive,
i.e. m2NV − m2V = m21 − m22 > 0. The transition occurs
at a particular value in time, given by ξ = ξc. At this
time, however, ωP,+ = ωP,−, and thus, the transition is
continuous.
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IV. GRAVITATIONAL WAVES
The results of the previous sections can be used to
derive a purely analytic time-domain waveform for pre-
cessing nearly aligned binaries. In the rest of this section,
we will derive such a waveform.
A. Time-Domain Waveforms:
Standard Representation
An impinging GW will induce the following response
in an interferometer with perpendicular arms in the long
wavelength approximation:
h(t) =
∑
n≥0
[F+hn,+ + F×hn,×] , (160)
hn,+ = An,+(iL) cosnφ+ Bn,+(iL) sinnφ, (161)
hn,× = An,×(iL) cosnφ+ Bn,×(iL) sinnφ, (162)
where n ∈ N is the harmonic number, cos iL = Lˆ · Nˆ ,
and the antenna pattern functions are
F+(θN , φN , ψN ) =
1
2
(
1 + cos2 θN
)
cos 2φN cos 2ψN
− cos θN sin 2φN sin 2ψN , (163)
F×(θN , φN , ψN ) = F+(θN , φN , ψN − pi/4), (164)
with (θN , φN ) the spherical angles that label the position
of the binary in the detector frame, and ψN the polar-
ization angle defined through
tanψN =
Lˆ · zˆ − (Lˆ · Nˆ)(zˆ · Nˆ)
Nˆ · (Lˆ× zˆ) , (165)
where zˆ is the unit normal vector to the detector plane.
The time-domain GW phase can be decomposed into
a carrier phase and a precession perturbation φ = φC +
δφ [5]. Defining the reference of the orbital phase in the
orbital plane as Lˆ × Nˆ , the equation of motion for the
orbital phase is
φ˙ = φ˙C + δφ˙, φ˙C = ω, (166)
δφ˙ =
1
L
L · Nˆ
L2 −
(
L · Nˆ
)2 (L× Nˆ) · L˙ . (167)
The carrier φC is a secular, non-precessing phase, while
the perturbation δφ models the precession of the orbital
plane.
B. Time-Domain Waveforms: Fourier
Representation
Before we can Fourier transform the GW response via
uniform asymptotics, we need to first figure out the rel-
ative scale and variability of all relevant quantities. This
is important as it will tell us which quantities can be
safely left in the slowly-varying signal amplitude, and
which ones have to be promoted to the rapidly-varying
phase. The part of the amplitude that depends only on
the sky location (θN , φN ) varies on the timescale of vari-
ation of the normal to the detector. For ground-based
instruments, this is roughly tdet ∼ O(1 day), much larger
than the typical observation time of tobs ∼ O(100 s). For
space-based instruments, tdet ∼ O(1 year), which is of the
same order as the typical observation time, but bigger
than the typical precession timescale tprec ∼ O(1 month).
This implies that it is safe to leave such terms in the
slowly-varying signal amplitude.
The different phases, however, can vary on a much
shorter timescale. Using the equations of motion for φ,
one can show that
φ˙C ∼ O(c−3), φ¨C ∼ O(c−11),
δφ˙ ∼ O(c−6), δφ¨ ∼ O(c−11) , (168)
while from Eq. (165) and cos iL = Lˆ · Nˆ , one finds
ψ˙N ∼ O(c−6), ψ¨N ∼ O(c−11),
i˙L ∼ O(c−6), i¨L ∼ O(c−11). (169)
Clearly then, φ¨C, δφ¨, ψ¨N and i¨L are all of the same or-
der, and thus, they must all be promoted to the rapidly
varying signal phase. The phase φ in hn,+,× can be
put into an exponential via Euler’s formula. Similarly,
the polarization angle ψN can be included in the phase
by rewriting the antenna pattern functions and the har-
monic polarizations in Eqs. (161) and (162) via Euler’s
formula as
F+ =
1
2
(AF + iBF ) e2iψN + c.c. , (170)
F× =
1
2
(BF − iAF ) e2iψN + c.c. , (171)
hn,+ =
1
2
(An,+ − iBn,+) ein(φC+δφ) + c.c. , (172)
hn,× =
1
2
(An,× − iBn,×) ein(φC+δφ) + c.c. , (173)
where we have defined the slowly-varying amplitudes
AF = 1
2
(
1 + cos2 θN
)
cos 2φN , (174)
BF = cos θN sin 2φN . (175)
Finally, the inclination angle iL can also be included in
the signal phase if the amplitudes An,+, Bn,+, An,×, and
Bn,× are rewritten as Fourier series.
Combining all of these results, one can rewrite
Eq. (160) as
h(t) =
∑
n≥0
∑
k∈Z
∑
m=−2,2
hn,k,m(t) (176)
hn,k,m = An,k,m(θN , φN )ei(nφC+nδφ+kiL+mψN ) + c.c.,
(177)
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where the slowly-varying amplitudes An,k,m can be com-
puted from [44] and are also given explicitly at 2PN order
in Appendix E.
C. Preparing for a Uniform Asymptotic Expansion
The time-domain waveform in Eq. (177) is almost
ready for a uniform asymptotic treatment; the last step
is to convert φC + δφ + ψN + iN into a phase of the
form ΦC + α(t) cos(β(t)) as in Eq. (27). Recall that here
α(t) varies on the radiation reaction timescale, while β(t)
varies on the precession timescale.
The carrier phase can be solved for using standard
techniques as a function of the orbital frequency:
φC =
∫
ξ3
M
dt =
∫
ξ2
Ma
dξ
= φcoal − 3
5a0
ξ−5
[
1− 5a2
3
ξ2 − 5
2
a3ξ
3
− 5 (a4 − a22) ξ4 + 5 (a5 − 2a2a3) ξ5 log ξ]+O (c−1) ,
(178)
where we used dξ/dt = aξ with ξ = (Mω)1/3 +O(2) as
in the previous section; recall that the ai coefficients are
given in Appendix A, and should be evaluated at t = 0.
In our implementation, in order to isolate the effects of
spin precession, we artificially increase the order of the
above equation to 6PN; that is, we keep terms in ω˙ up
to relative O(c−5), but we also keep all induced terms
up to relative O(c−12). The resulting PN series contains
terms of relative O(c−6) and higher that will not match
the expected result from full GR; yet, they provide a
more accurate result for the integration of the truncated
ω˙ equation relative to a numerical solution. The exact
form of Eq. (178) that we used in our comparisons is
given in Appendix A.
In principle, the remaining phase terms can be rewrit-
ten in the desired form only if one first distinguishes be-
tween two complementary cases:
case 1: Nˆ2x + Nˆ
2
y ∼ O(0),
case 2: Nˆx . O(), Nˆy . O().
Assuming case (i), the equation of motion for the correc-
tion to the orbital phase is
δφ˙ = 
Nˆz
1− Nˆ2z
[
Nˆx
(
L˙
(1)
y
L
(0)
z
− L˙
(0)
z L
(1)
y
L
(0)
z
2
)
− Nˆy
(
L˙
(1)
x
L
(0)
z
− L˙
(0)
z L
(1)
x
L
(0)
z
2
)]
+O (2)
= 
Nˆz
1− Nˆ2z
d
dt
[
Nˆx
L
(1)
y
L
(0)
z
− NˆyL
(1)
x
L
(0)
z
]
+O (2) , (179)
and therefore
δφ = 
Nˆz
1− Nˆ2z
[
Nˆx
L
(1)
y
L
(0)
z
− NˆyL
(1)
x
L
(0)
z
]
+O (2) . (180)
Similarly, in case (i) the inclination phase becomes
iL = arccos
(
Nˆz
)
−  (L
(1)
x Nˆx + L
(1)
y Nˆy)
L
(0)
z
√
Nˆ2x + Nˆ
2
y
+O (2) .
(181)
and the polarization angle is
ψN = arctan
(
zˆz − NˆzNˆ · zˆ
Nˆy zˆx − Nˆxzˆy
)
+ 
{
(Nˆy zˆx − Nˆxzˆy)[Lˆ(1)x zˆx + Lˆ(1)y zˆy − (Lˆ(1)x Nˆx + Lˆ(1)y Nˆy)Nˆ · zˆ]
L
(0)
z [(Nˆy zˆx − Nˆxzˆy)2 + (zˆz − NˆzNˆ · zˆ)2]
+
(zˆz − NˆzNˆ · zˆ)[L(1)x (Nˆy zˆz − Nˆz zˆy) + L(1)y (Nˆz zˆx − Nˆxzˆz)]
L
(0)
z [(Nˆy zˆx − Nˆxzˆy)2 + (zˆz − NˆzNˆ · zˆ)2]
}
. (182)
Case (ii) leads at first to different expressions, but when
these are re-expanded in the PN approximation, assum-
ing that L
(1)
x,y/L
(0)
z  1, one recovers the above expres-
sions. Furthermore, the expansions for ψN also depend
on whether zˆ is nearly aligned with Nˆ or not. But as
before, the results obtained when they are not aligned
is recovered by re-expanding the nearly aligned result in
a PN expansion. However, we expect our result not to
yield a match to the numerical solutions as good when
Nˆ or zˆ are nearly aligned.
Using the results from Eqs. (128-130), we can express
iN , ψN and δφ in a Fourier series of the precession phases
φP,+ and φP,−. That is, we can rewrite the phase modu-
lation in Eq. (177) as
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nδφ+ kiL +mψN = A0,n,k,m + nAδφ,+ cos(φP,+ + φ
(0)
δφ,+) + nAδφ,− cos(φP,− + φ
(0)
δφ,−) + kAiL,+ cos(φP,+ + φ
(0)
iL,+
)
+ kAiL,− cos(φP,− + φ
(0)
iL,−) +mAψN ,+ cos(φP,+ + φ
(0)
ψN ,+
) +mAψN ,− cos(φP,− + φ
(0)
ψN ,−) +O(, c−1)
= A0,n,k,m +A+,n,k,m cos(φP,+ + φ+,n,k,m) +A−,n,k,m cos(φP,− + φ−,n,k,m) +O(, c−1), (183)
where the amplitudes A0,n,k,m and Aα,±, and the phases
φ
(0)
α,± are given in Appendix D, while the harmonic am-
plitudes are given by
A±,n,k,m = sign(Ac,±)
√
A2c,± +A2s,±, (184)
φ±,n,k,m = arctan
(
As,±
Ac,±
)
, (185)
Ac,± = nAδφ,± cos(φ
(0)
δφ,±) + kAiL,± cos(φ
(0)
iL,±)
+mAψN ,± cos(φ
(0)
ψN ,±), (186)
As,± = nAδφ,± sin(φ
(0)
δφ,±) + kAiL,± sin(φ
(0)
iL,±)
+mAψN ,± sin(φ
(0)
ψN ,±), (187)
This then puts the time-domain waveforms in the desired
form to carry out a uniform asymptotic expansion.
Before proceeding, let us comment on the remain-
ders of Eq. (183). In going from the left-hand side of
this equation to the right-hand side, we have neglected
terms of O() and terms of O(c−1), when Nˆ and Jˆ are
aligned. When these vectors are misaligned, the remain-
ders are actually smaller, namely of O(2). We will see
later on that the neglect of higher-order terms in c−1 is
the dominant source of discrepancy between our analytic
frequency-domain waveforms and the DFT of numerical
time-series waveforms.
D. Frequency-Domain Gravitational Waveform via
Uniform Asymptotic Expansions
We are interested in the Fourier transform of the GW
signal. Taking advantage of the linearity of the Fourier
transform, Eq. (22) can be rewritten as
h˜(f) =
∑
n≥0
∑
k∈Z
∑
m=−2,2
h˜n,k,m(t), (188)
where the Fourier harmonic components are
h˜n,k,m(f) =
∫
A∗n,k,mei(2pift−nφC−nδφ−kiL−mψN )dt
+
∫
An,k,mei(2pift+nφC+nδφ+kiL+mψN )dt,
(189)
and recall that the star denotes complex conjugation.
Our particular asymptotic uniformization requires that
we transform the above integrands via
e−i(nδφ+kiL+mψN )
= e−iA0,n,k,m
∑
{k+,k−}∈Z2
Jk+(A+,n,k,m)Jk−(A−,n,k,m)
× e−i[k+(φP,++φ+,n,k,m+pi/2)+k−(φP,−+φ−,n,k,m+pi/2)],
(190)
and similarly for the second term.
After this transformation, we can apply the SPA to
compute the integrals in Eq. (189). Since φ˙C  φ˙P,±,
we can safely neglect the second term as it will only con-
tribute to negative frequencies. We then obtain
h˜n,k,m(f) =
∑
{k+,k−}∈Z2
√
2pi
φ¨C + k+φ¨P,+ + k−φ¨P,−
A∗n,k,mJk+(A+,n,k,m)Jk−(A−,n,k,m)
× exp[i(2pift− nφC −A0,n,k,m − k+(φP,+ + φ+,n,k,m + pi/2)− k−(φP,− + φ−,n,k,m + pi/2)− pi/4],
(191)
where all time dependent functions are evaluated at t = tSPA, defined via
2pif = nφ˙C(tSPA) + k+φ˙P,+(tSPA) + k−φ˙P,−(tSPA). (192)
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We can invert the above equation to find
ξ = u− 1
24n
[k+(7 + 6δm− δm2) + k−(7− 6δm− δm2)]u3
+
1
24n
{k+[2(1− δm)2χ2 − (7 + 8δm+ δm2)χ1]
+ k−[2(1 + δm)2χ1 − (7− 8δm+ δm2)χ2]}u4 +O(u5),
(193)
where the dimensionless mass difference δm = (m1 −
m2)/M , and we have defined the reduced frequency pa-
rameter
u =
(
2piMf
n
)1/3
, (194)
and integrate dt =
∫
(dξ/dt)−1dξ to find
tSPA = tcoal − 3M
8a0
ξ−8
[
1− 4a2
3
ξ2 − 8a3
5
ξ3
+ 2
(
a22 − a4
)
ξ4 +
8
3
(2a2a3 − a5) ξ5 +O(c−6)
]
.
(195)
In our implementation, similar to Eq. (178), we chose to
artificially increase the above equation to 6PN. The exact
result can be found in Appendix A.
By inspecting the results of Sec. IV C, we can see that
A±,n,k,m ∼ O(c−1), and therefore the Bessel functions
Jk±(A±,n,k,m) will be rapidly suppressed for high values
of k±. This suggests that only a few terms may be needed
in the Bessel expansion to accurately approximate the
Fourier transform of the time-domain signal.
V. WAVEFORM COMPARISONS
In this section, we study how well the analytic
frequency-domain waveform calculated in the previous
section compares to others presented in the literature.
First, we compare the phase and amplitude of the wave-
forms against each other. Then, we use a faithfulness
measure to carry out integrated comparisons, without
maximizing over intrinsic parameters. We perform a
Monte Carlo study over a variety of systems with differ-
ent spin misalignments, positions in the sky and relative
orientation with respect to the detector plane.
A. Comparison Preliminaries
1. Waveform Models
The waveforms we compare against each other are the
following:
• DFT: The discrete Fourier transform of the
numerically-calculated, time-domain response
function, tapered by a Tukey window to remove
spectral leakage. The time-domain response is
constructed from Eq. (160), with all angular mo-
menta and phases obtained numerically by solving
the evolution equations in the time-domain.
• UAA: The fully-analytic, frequency-domain,
uniform asymptotic approximate waveform of
Sec. IV D.
• HSPA [6]: A hybrid, semi-analytic, frequency-
domain template, given by the non-precessing,
spin-aligned SPA waveform with higher harmon-
ics (un-restricted PN), where the spin couplings
are promoted a posteriori to functions of the fre-
quency and the phase is enhanced by the precession
correction δφ obtained by numerically integrating
Eq. (167). All angular momenta are obtained by
solving all evolution equations numerically in the
time-domain, and then numerically inverting them
to find S1,2 and L as a function of orbital frequency.
• Aligned SPA: A non-precessing, spin-aligned,
frequency-domain waveform, computed in the SPA
with higher harmonics (un-restricted PN).
The different waveforms described above have differ-
ent advantages and disadvantages. Perhaps the most
accurate one is the DFT family, where the only mis-
modeling systematic is induced by numerical error, from
the numerical solutions to the evolution equations and
the DFT. Unfortunately, however, this is also the most
computationally expensive family to evaluate and the one
that provides the least analytical insight. The aligned
SPA family contains the largest mis-modeling system-
atics, since it attempts to model the system as non-
precessing, but it is also the cheapest to evaluate. The
HSPA family is somewhere in between the DFT and
aligned SPA families, being computationally less expen-
sive than DFT, but containing some systematics due to
the improper use of the stationary phase approximation.
Moreover, although less expensive than DFT, the HSPA
family is more expensive to evaluate than the analytical
waveforms, since each template requires the numerical
solution and inversion of the evolution equations.
Let us make an important clarification regarding the
DFT family. In multiple scale analysis, one usually com-
pares approximations to some exact answer to determine,
for example, the region of validity and accuracy of the for-
mer. Here, however, we lack such an exact solution. The
DFT is perhaps the closest quantity to an exact Fourier
transform that we possess, but of course, it is not an exact
solution, as numerical error is non-negligible and filtering
has been employed to prevent spectral leakage. We have
checked, however, that the DFT is robust upon changes
to the Tukey filter and numerical resolution. Thus, we
here adopt the DFT as “exact” and compare the different
approximations to it.
Care must be exercised, however, when comparing an-
alytical and numerical spinning waveforms. Even when
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spins are exactly aligned with the orbital angular mo-
mentum, the analytical expansion of the carrier phase
does not match the numerical integration of Eq. (178) to
sufficiently high accuracy. Similarly, the analytic, pertur-
bative inversion of the time-frequency relation, Eq. (195),
is not sufficiently accurate relative to the numerical in-
version. Therefore, to isolate spin precession effects, we
will keep terms in Eqs. (178) and (195) up to 6PN or-
der. This is sufficient to guarantee that any discrepancies
in the compared waveforms arise due to spinning effects
only. The exact relations we use in our comparisons are
given in Appendix A.
2. Detector Models
The comparisons of response functions are, of course,
sensitive to the particular detector considered. We here
consider both a typical ground-based detector and a typ-
ical space-based detector, both in the long-wavelength
approximation.
Different detectors will operate in different frequency
bands, for different observation times, and they will lead
to different relations between the detector frame and a
fixed frame tied to the distant stars. The latter will im-
pact the functional form of the angles θN , φN , and ψN
in Eqs. (163-165): for a typical ground-based detector,
since the observation time is very short, we can approx-
imate the angles θN and φN as constant; for a typical
space-based detector, the observation time is not short,
and thus, one must properly model the time-dependence
of the angles. We here use an eLISA configuration [45],
where a LISA-type configuration trails behind Earth at
a rate of 7.5◦ per year.
The relation between the detector frame
(xˆdet, yˆdet, zˆdet) and a frame tied to the distant stars
(xˆ, yˆ, zˆ) for the space-based detector is given by
xˆdet =
(
3
4
− 1
4
cos 2ΦeLISA(t)
)
xˆ− 1
4
sin 2ΦeLISA(t)yˆ
+
√
3
2
cos ΦeLISA(t)zˆ, (196)
yˆdet = −1
4
sin 2ΦeLISA(t)xˆ+
(
3
4
+
1
4
cos 2ΦeLISA(t)
)
yˆ
+
√
3
2
sin ΦeLISA(t)zˆ, (197)
zˆdet = −
√
3
2
cos ΦeLISA(t)xˆ−
√
3
2
sin ΦeLISA(t)yˆ +
1
2
zˆ,
(198)
where the detector barycenter is located at
(cos ΦeLISA(t), sin ΦeLISA(t), 0) in the Solar Sys-
tem frame with ΦeLISA(t) = ωeLISA t and
ωeLISA = 2pi(352.5/360) yr
−1. In addition, we modify the
carrier phase by adding the so-called Doppler term [46]
φC → φC + ωR sin θN cos(ΦeLISA(t)− φN ), (199)
due to the fact that the barycenter of the detector moves
in the frame tied to the distant stars. Here, R = 1 AU,
and θN and φN are the spherical angles of Nˆ in the frame
tied to the distant stars.
3. Comparison Measures
We use two distinct comparison measures:
• Waveform Comparison. A direct waveform am-
plitude and phase comparison as a function of GW
frequency and PN expansion parameter.
• Match Comparison. An integrated overlap
waveform comparison, with white noise and with-
out maximizing over intrinsic parameters.
The waveform comparison consists of comparing the
Fourier amplitudes (and the Fourier phases) computed
with different waveform families against each other, as
a function of the dimensionless PN parameter x and the
GW frequency in Hz. The dimensionless PN parameter x
corresponding to the frequency f for harmonic n is com-
puted using the standard SPA relation x3/2 = 2piMf/n.
When comparing amplitudes and phases, we isolate
spin precession effects by normalizing or subtracting by
the controlling factors in the non-precessing case. The
Fourier amplitude of the n-th harmonic is normalized by
the amplitude pre-factor of the SPA:
A0 =
√
5piν
M2
8DL
(
2piMf
n
)−7/6
, (200)
The Fourier phase is subtracted from the non-precessing
SPA phase:
Ψ0 = 2pift(f)− nφC(f)− pi
4
, (201)
where t(f) and φC[t(f)] are obtained from the numeri-
cal inversion of nφ˙C(t) = 2pif and from the numerical
solution to the evolution equations, respectively.
The match comparison is carried out through the so-
called faithfulness:
Fh˜1,h˜2 ≡
(
h˜1 | h˜2
)
√(
h˜1 | h˜1
)(
h˜2 | h˜2
) , (202)
where h˜1,2 are different Fourier-domain waveforms with
the same physical parameters. We define the inner-
product in the usual way:(
h˜1 | h˜2
)
≡ 4<
∫ fmax
fmin
h˜1h˜
∗
2
Sn
df , (203)
where <[·] the real part operator, (fmin, fmax) are the
boundaries of the detector’s sensitivity band and Sn is
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the detector’s spectral noise density. For ground-based
detectors, we choose fmin = 10 Hz and fmax = 10
3 Hz,
with a maximum observation time of 1 hr. For space-
based detectors, we choose fmin = 10
−5 Hz and fmax = 1
Hz, with a maximum observation time of 2 yrs. In all
cases, we also terminate the comparisons if the system
reaches a separation of 6 times the total mass, i.e. the
innermost stable circular orbit of a point particle in a
Schwarzschild spacetime, prior to reaching the frequency
fmax. We here employ white noise, so Sn can be taken out
of the integral and it cancels when computing the faith-
fulness parameter. We expect the fitting factor, maxi-
mized over physical parameters, to be in general higher
when computed with colored noise than when computed
with white noise. This is because colored noise has the ef-
fect of weighing one part of the frequency spectrum more
heavily, and thus, the maximization occurs in a reduced
frequency window, leading to a higher overlap.
The faithfulness parameter exists in the interval [−1, 1]
and it indicates how well waveforms agree with each
other, with unity representing perfect agreement. The
integrations required are carried out numerically, with er-
rors of O(10−5); thus, we consider Fh˜1h˜2 = 0.9999 to be
consistent with perfect agreement. A 98% fitting factor
is sometimes argued to be “good enough” for detection
purposes, but this of course depends on the detection
tolerance chosen.
Both when using a waveform measure or a match mea-
sure, we will compare the UAA and aligned SPA models
to the DFT model. That is, we will treat the DFT model
as a reference waveform, say h˜2, and let h˜1 be the UAA,
the aligned SPA or the HSPA waveform.
The comparisons we show below should be considered
conservative because the faithfulness parameter is max-
imized only over the non-physical parameters tcoal (ap-
pearing in the Fourier phase of the analytical models
through Eq. (195)) and φcoal (appearing in the Fourier
phase of the analytical models through Eq. (178)). All
other parameters, including the physical ones, such as the
total mass and mass ratio, are kept unchanged. Higher
matches would be obtained by allowing all parameters to
vary, as is done in parameter estimation.
4. Systems Considered
Different systems will be studied when using different
comparison measures. When using the waveform mea-
sure, we will investigate the following four systems:
• System A: δm = 0.5, α0 = 57◦,
• System B: δm = 0.1, α0 = 57◦,
• System C: δm = 0.5, α0 = 23◦,
• System D: δm = 0.1, α0 = 23◦,
where α0 is the angle between the line of sight vector
Nˆ and the Newtonian orbital angular momentum vec-
tor L at t = 0. For these four systems, we choose
(χ1, χ2) = (0.89, 0.77), and initial misalignment angles
of 22◦ and 25◦. When considering space-based detectors,
we choose a total redshifted mass of M = 5 × 106M
and a total observation time of Tobs = 2 yrs. When
considering ground-based detectors, we choose a total
mass of M = 20M and a total observation time of
Tobs = 100 secs. We have also investigated other systems,
but the results presented will be representative. When
computing a UAA waveform, we use for δφP Eq. (114)
for Systems A and C, and Eq. (115) for Systems B and
D (recall that for systems with small mass differences,
different PN expansions are needed).
When using the match measure, we will perform a
Monte-Carlo study over 200 points in parameter space
for each type of detector, involving systems randomized
over all waveform parameters. The misalignment angles
will be set equal to each other, but they will be allowed
to vary between 0◦ and 90◦. All throughout, we consider
typical systems for ground-based detectors with masses
in (5, 20)M, and systems for space-based detectors with
masses in (105, 108)M and mass ratiom1/m2 ≤ 10. The
distribution of the spin magnitudes χ1 and χ2 is chosen
to be flat in [0, 1], and the distributions of unit vectors
are chosen to be flat on the sphere.
B. Match Comparison
Fig. 2 shows the median match and 1-σ deviations
between DFT-UAA waveforms (red dotted curve) and
DFT-aligned SPA waveforms (blue dashed curve), as
a function of the misalignment angle  in degrees for
ground-based systems (left panel) and space-based sys-
tems (right panel).
Several observations are due at this time. First, ob-
serve that the match for the aligned-SPA family is sig-
nificantly worse than that of the UAA family, as soon
as the system is even slightly misaligned. This is mostly
due to the fact that the spin couplings in the phase evo-
lution equation are greatly overestimated in the aligned-
SPA model. Second, observe also that even for misalign-
ment angles around 50◦ the UAA family achieves matches
around 98% for half the systems considered.This is sur-
prising given that UAA waveforms rely on an expansion
in misalignment angle. Third, observe that the lower 1-σ
match deviation for space-based systems is significantly
lower than that for ground-based systems. This is in part
because of the impact of the detector’s motion on the
waveform, and in part because typical space-based sys-
tems spend more time in the detector band than ground-
based ones, thus leading to more important phase dis-
crepancies. Fourth, observe that the median and upper
1-σ match deviations are slightly better for space-based
than for ground-based systems.
Fig. 3 shows a similar match calculation, but this time
using the HSPA family of [6]. Observe that, for ground-
based systems, these waveforms fail to provide a high
median match for misalignments  & 30◦. Observe also
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FIG. 2: Median faithfulness and 1-σ deviations between DFT-UAA waveforms (red dotted curve)and DFT-aligned SPA wave-
forms (blue dashed curve), as a function of misalignment angle  in degrees for ground-based (left panel) and space-based
systems (right panels). All waveforms satisfy cos  = Lˆ · Sˆ1 = Lˆ · Sˆ2. The solid horizontal line corresponds to a faithfulness of
98%. Observe how the UAA waveforms are systematically better than the aligned-SPA ones for misalignments  & 5◦.
FIG. 3: Median faithfulness and 1-σ quantiles between DFT-HSPA waveforms, as a function of the misalignment angle  in
degrees for ground-based (left) and space-based systems (right). All waveforms used for this plot satisfy cos  = Lˆ · Sˆ1 = Lˆ · Sˆ2.
The solid horizontal line corresponds to a faithfulness of 98%.
that similar poor behavior is observed for space-based
systems, which have a lower 1-σ deviation that dips be-
low 98% at roughly the same value of . Recall that such
poor behavior is in spite of HSPA waveforms using the
same numerical solution to the precession equations used
to compute DFT waveforms. The poor behavior is be-
cause one of the requirements of the SPA used to derive
HSPA waveforms (that the amplitude of the signal varies
much more slowly than its phase) breaks down for highly
misaligned systems. While the first time derivative of the
phase is much larger than that of the amplitude, their sec-
ond time derivatives are of the same order. One should
keep in mind when comparing HSPA waveforms to UAA
ones that the former require the numerical integration
of the equations of precession, while the latter are fully
analytic.
C. Discontinuity in the Solution to the Equations
of Precession
One concern with the waveform family developed here
is that the precession phase difference δφP is a discontin-
uous function of the mass difference δm. This quantity
satisfies δφP = δφP,1 as given by Eq. (114) if δm ≥ 0.2,
δφP = δφP,2 as given by Eq. (115) if 10
−5 ≤ δm < 0.2
and δφP = δφP,3 as given by Eq. (117) if δm < 10
−5. For-
mally then, the waveform derivatives with respect to δm
are ill-defined at the boundaries of the piecewise function.
Let us then investigate whether this discontinuity is a
problem. To do so, we compute the match at δm = 0.2
between a waveform that uses δφP,2 and one that uses
δφP,1. Fig. 4 shows cumulative distributions of faithful-
nesses for ground-based (dotted red curve) and space-
based (dashed blue curve) detections. Observe that the
match is above 0.999 for over 95% of the systems investi-
gated. This then implies that the formal discontinuity in
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the waveform derivative with respect to δm at the bound-
ary of the piecewise function should not affect parameter
estimation.
0
0.1
0.2
0.3
0.9 0.99 0.999 0.9999
N
F
ground-based
space-based
FIG. 4: Cumulative distributions of faithfulnesses between
a waveform that uses δφP,1 and one that uses δφP,2 at δm =
0.2 for a ground-based (dotted red curve) and space-based
(dashed blue curve) set of detections. Observe that for over
95% of the systems investigated, the match is higher than
0.999, implying the discontinuity would not have a serious
effect in parameter estimation.
D. Waveform Measure
Fig. 5 and 6 compare the dominant ` = 2, Fourier
waveform amplitude (left panels) and phase (right pan-
els) for Systems A through D as a function of the PN
parameter x (bottom axis) and the GW frequency in Hz
(top axis) for ground-based and space-based systems re-
spectively. The solid black curves correspond to the DFT
waveform, the red dotted curves to the UAA waveform
and the blue dashed curves to the aligned-SPA wave-
forms. For reference, the total accumulated phase of the
time-domain ` = 2 harmonic is about 850 cycles for all
ground-based systems and 2000 cycles for space-based
systems.
Let us make several observations about these figures.
First, recall that all phase quantities are here presented
relative to the carrier, non-spinning phase of the corre-
sponding system. Therefore, the ∼ O(10) oscillations
in the phase plots (right panels) occur on a precession
timescale, while in reality 850 and 2000 total GW cy-
cles have elapsed for ground-based and space-based sys-
tems respectively. Second, observe that spin precession
clearly induces modulations on the phase and amplitude
that depend sensitively on δm and α0. These modula-
tions are captured much better by the UAA family than
the aligned-SPA one. Third, observe that all approxi-
mations agree on the frequency of these modulations but
not on the amplitudes or overall trends, i.e. the troughs
and valleys do occur roughly at the same values of x for
all waveforms. Fourth, in the ground-based detectors for
system C, the Fourier amplitude of the DFT shows pe-
culiar features (e.g. at x ≈ 0.06) that are approximated
by the UAA waveform. Thus, these features are not an
artifact of the DFT, and we have checked that they are
not induced by spectral leakage. Fifth, we can observe a
spike in the DFT and UAA phase difference Ψ − Ψ0 for
space-based system A around x = 0.017 that is missed by
the aligned SPA approximation. By inspecting the cor-
responding amplitude plots, we can see that these spikes
correspond to moments when the amplitudes of the wave-
forms almost vanish, i.e. the detector is going through a
node in the waveform power distribution. We can see
that the UAA waveform reproduces this feature, and we
checked that it agrees with the DFT when it is present.
Sixth, the phase discrepancy between the aligned SPA
and DFT models does not seem to be consistent from
system to system. This is because the match is too small
for the maximization method that we used to yield trust-
worthy results for φcoal and tcoal in the aligned SPA case.
Seventh, the amplitudes are much better recovered by
the UAA for systems A and B than C and D. This is
because the precession modulation angles δφ and ψN are
worse approximations for the latter systems, as discussed
in Sec. IV C, and shown in Fig. 7.
We compare four waveform models in Fig. 7, using
ground-based system C. Three of those models are based
on a discrete Fourier transform, and the fourth one is
the UAA model. The first DFT model, DFT1, is the
one used in the rest of this section, constructed using
the full numerical solution to the equations of motion.
The second one, DFT2, is computed using the carrier
orbital phase φC(t) from Eq. (178), together with preces-
sion modulation phases ψN (t), and iL(t) computed with
the analytical solution for L(t) derived in Sec. III, and
using
δφ(t) = Nˆz arctan
(
LzNˆx − Lx
LzNˆy − Ly
)
, (204)
an approximation valid for any degree of misalignment
between Nˆ and Lˆ. The third one, DFT3, is identical
to DFT2 but for the precession modulation phases δφ(t),
ψN (t), and iL(t), using those used to derive the UAA
waveform, derived in Sec.IV C. The top panel of Fig. 7
shows that the amplitude discrepancy between the DFT1
and the DFT2 models is much smaller than between the
DFT1 and UAA models (Fig.5, third plot from the top
on the left panel), meaning that the main source of inac-
curacy is not due to the inaccuracy in L(t). The bottom
panel shows that the DFT3 amplitude is very well ap-
proximated by the UAA amplitude. The main source
of amplitude discrepancy between the DFT and UAA
models for systems C and D that can be observed in
Figs.5 and 6 is thus the Fourier decomposition derived in
Sec.IV C, which is less accurate when Nˆ and Lˆ are close
to being aligned.
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FIG. 5: Comparison of the Fourier amplitude (left) and phase (right) of the ` = 2 waveform harmonic for ground-based
systems as a function of the PN parameter x = (piMf)2/3 (bottom axis) and as a function of the frequency in Hz (the top
axis). The solid black curve corresponds to the DFT result and the dashed red curve to the UAA. The accumulated phase of
the time-domain ` = 2 harmonic for each system is 2∆φorb ∼ 850 cycles. From top to bottom, we present results for Systems
A, B, C and D.
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FIG. 6: Same as Fig. 5 for space-based systems. The accumulated phase of the ` = 2 harmonic is 2∆φorb ∼ 2000 cycles.
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FIG. 7: Comparison between DFT and UAA waveform am-
plitudes, with same parameters as the third row of Fig. 5
(ground-based system C). On the top, comparison between
the amplitudes of two DFT waveforms, one constructed with
the fully numerical solution to the equations of motion (black
solid line, the DFT waveform that we used in the rest of
this section), and the other constructed with the analytical
solution for L(t) derived in Sec. III, as well as φC(t) from
Eq. (178) (dotted red line). At the bottom, comparison be-
tween the amplitudes of a DFT waveform constructed with
the phases δφ(t), ψN (t), and iL(t) derived in Sec.IV C, as
well as φC(t) from Eq. (178) (solid black line), and the UAA
waveform (dotted red line).
VI. DISCUSSION
The coming enhancements of ground-based detectors
will allow for the first direct detection of gravitational
waves. In order to carry out efficient searches, one needs
computationally cheap and accurate waveforms. Systems
with spins will generically undergo precession, unless the
spins are perfectly aligned with the orbital angular mo-
mentum. Precession will induce a drastic modification to
the waveform, generating corrections in both the phase
and amplitude. Such modifications cannot be captured
by spin-aligned waveform families, as we demonstrate in
this paper.
Binaries in the presence of gas, however, will tend to
have spin vectors almost aligned with the orbital angu-
lar momentum vector [25, 26, 28], i.e. the misalignment
angles should be small. Motivated by this, we have con-
structed a waveform family that captures faithfully the
main features of GWs emitted by compact binaries with
small spin-orbital angular momentum misalignment an-
gles. One can think of this waveform family as a pertur-
bation of the spin-aligned family, with corrections that
model precession effects that enter both the waveform
amplitude and phase.
The waveforms calculated here are purely analytical,
constructed both in the time- and in the frequency-
domain. Such analytical waveforms have several advan-
tages. On the one hand, analytical waveforms are usu-
ally computationally more efficient to evaluate. Given
the large number of templates needed for parameter es-
timation of spinning systems, computational efficiency is
highly desirable. On the other hand, the analytic struc-
ture provides important physical insight into how each
precession effect comes into play. Such insight can then
be used to construct simpler, phenomenological wave-
forms, such as those recently constructed for binaries
where one object is not spinning [38].
The mathematical methods used to construct these
analytical waveforms had never been used in waveform
modeling, to our knowledge. These methods, however,
are very well-known in other fields, such as non-linear
optics and aerodynamics. The first method is that of
multiple scale analysis, amenable to problems with sev-
eral timescales that separate. This method allows us
to solve the precession equations analytically as an ex-
pansion in the ratio of the precession to the radiation-
reaction timescale. The second method is that of uni-
form asymptotics, which allows us to construct a single
asymptotic expansion to the solution of a given problem,
instead of a series of asymptotic expansions in different
regimes. This method is essential to cure the station-
ary phase approximation, which fails in the presence of
precession due to the coalescence of stationary points.
Many other problems would benefit from the appli-
cation of the mathematical methods implemented here.
For example, one could study compact binary inspirals,
where the spin angular momenta has a small magnitude
(relative to the orbital angular momentum) but arbitrary
orientation. This application would be complementary to
the example studied here. The resulting analytic wave-
form can be thought of as a perturbation of the non-
spinning SPA waveform. Similarly, one can study com-
pact binaries where one component has arbitrary angu-
lar momentum, but the companion has a small spin with
arbitrary orientation. This case would be intermediate
between the one studied here and the one where both bi-
nary components have small spin. The resulting analytic
waveform can be thought of as a perturbation of a sim-
ple precessing waveform. We are currently investigating
both of these cases.
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Appendix A: Frequency evolution
The PN evolution equation for the orbital frequency for
binaries on quasicircular orbits is given at 2.5PN order
by [47, 48]
ω˙ =
a0
M2
(Mω)11/3
1 + N∑
n≥2
an(Mω)
n/3
 , (A1)
a0 =
96ν
5
, (A2)
a2 = −
(
743
336
+
11ν
4
)
, (A3)
a3 = 4pi − β1.5, (A4)
a4 =
34103
18144
+
13661ν
2016
+
59ν2
18
− σ, (A5)
a5 = −
(
4159
672
+
189
8
ν
)
pi − β2.5, (A6)
β1.5 =
2∑
A=1
(
113
12
+
25µM
4m2A
)
SA · Lˆ, (A7)
σ =
1
µM3
[
247
48
S1 · S2 − 721
48
(
S1 · Lˆ
)(
S2 · Lˆ
)]
+
2∑
A=1
1
m2AM
2
[
233
96
S2A −
719
96
(
SA · Lˆ
)2]
, (A8)
β2.5 =
2∑
A=1
[(
31319
1008
− 1159
24
ν
)
+
µM
m2A
(
809
84
− 281
8
ν
)]
SA · Lˆ. (A9)
Using ξ3 = Mω, we can express the carrier phase φC
at 6PN order in terms of these couplings as
φC =
∫
ξ3
M
dt =
∫
ξ3
Mξ˙
dξ
= φcoal − ξ−5[φ0 + φ2ξ2 + φ3ξ3 + φ4ξ4 + φ5ξ5 + φ6ξ6
+ φ7ξ
7 + φ8ξ
8 + φ9ξ
9 + φ10ξ
10 + φ11ξ
11 + φ12ξ
12],
(A10)
φ0 =
3
5a0
, (A11)
φ2 = −a2
a0
, (A12)
φ3 = −3a3
2a0
, (A13)
φ4 = −3(a4 − a
2
2)
a0
, (A14)
φ5 =
3(a5 − 2a2a3)
a0
log ξ, (A15)
φ6 = − 3
a0
(2a2a4 + a
2
3 − a32), (A16)
φ7 = − 3
2a0
(2a2a5 + 2a3a4 − 3a22a3), (A17)
φ8 = − 1
a0
(2a3a5 + a
2
4 − 3a22a4 − 3a2a23 + a42)− 6 log ξ,
(A18)
φ9 = − 3
4a0
(2a4a5 − 3a22a5 − 6a2a3a4 − a33 + 4a32a3),
(A19)
φ10 = − 3
5a0
(a25 − 6a2a3a5 − 3a2a24
− 3a23a4 + 4a32a4 + 6a22a23 − a52) + 3ν log ξ, (A20)
φ11 =
1
2a0
(6a2a4a5 + 3a
2
3a5 − 4a32a5
+ 3a3a
2
4 − 12a22a3a4 − 4a2a33 + 5a42a3), (A21)
φ12 =
3
7a0
(3a2a
2
5 + 6a3a4a5 − 12a22a3a5 + a34 − 6a22a24
− 12a2a23a4 + 5a42a4 − a43 + 10a32a23 − a62). (A22)
The factors proportional to log ξ in φ8 and φ10 come from
the reabsorption of log(ω/ω0) terms from the amplitude
to the phase that would lead to an unphysical arbitrary
amplitude factor [44].
We can also find a time-orbital frequency relation using∫
dt =
∫
dξ/ξ˙:
t = tcoal − ξ−8[t0 + t2ξ2 + t3ξ3 + t4ξ4 + t5ξ5 + t6ξ6
+ t7ξ
7 + t8ξ
8 + t9ξ
9 + t10ξ
10 + t11ξ
11 + t12ξ
12],
(A23)
t0 =
3
8a0
, (A24)
t2 = − a2
2a0
, (A25)
t3 = −3a3
5a0
, (A26)
t4 = −3(a4 − a
2
2)
4a0
, (A27)
t5 = −a5 − 2a2a3
a0
, (A28)
t6 =
3
2a0
(2a2a4 + a
2
3 − a32), (A29)
t7 =
3
a0
(2a2a5 + 2a3a4 − 3a22a3), (A30)
t8 = − 3
a0
(2a3a5 + a
2
4 − 3a22a4 − 3a2a23 + a42) log ξ,
(A31)
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t9 = − 3
a0
(2a4a5 − 3a22a5 − 6a2a3a4 − a33 + 4a32a3),
(A32)
t10 = − 3
2a0
(a25 − 6a2a3a5 − 3a2a24
− 3a23a4 + 4a32a4 + 6a22a23 − a52), (A33)
t11 =
1
a0
(6a2a4a5 + 3a
2
3a5 − 4a32a5
+ 3a3a
2
4 − 12a22a3a4 − 4a2a33 + 5a42a3), (A34)
t12 =
3
4a0
(3a2a
2
5 + 6a3a4a5 − 12a22a3a5 + a34 − 6a22a24
− 12a2a23a4 + 5a42a4 − a43 + 10a32a23 − a62). (A35)
Appendix B: Transformation between angular momenta and normal modes
The transformation matrices that allow us to change between angular momenta and normal modes are given below.
R−1 is given through Qj = R−1Wj by:
Q
(1)
0,j = C0
[
L
(1)
k + S
(1)
1,k + S
(1)
2,k
]
, (B1)
Q
(1)
+,j = C+
{
[(cd+ cf + bf)(b+ d+ f − ωP,+)− (c− f)(be+ bg + cg)]L(1)k
+ [(cd+ cf + bf)(b+ d+ f − ωP,+) + (c− f)(cd+ cf + bf + de+ ef + dg)]S(1)1,k
− [(be+ bg + cg + de+ ef + dg)(b+ d+ f − ωP,+) + (c− f)(be+ bg + cg)]S(1)2,k
}
, (B2)
Q
(1)
−,j = C−
{
− [(cd+ cf + bf)(b+ d+ f − ωP,−)− (c− f)(be+ bg + cg)]L(1)k
− [(cd+ cf + bf)(b+ d+ f − ωP,−) + (c− f)(cd+ cf + bf + de+ ef + dg)]S(1)1,k
+ [(be+ bg + cg + de+ ef + dg)(b+ d+ f − ωP,−) + (c− f)(be+ bg + cg)]S(1)2,k
}
, (B3)
where Ci are arbitrary functions of time, and either j = 1 and k = x, or j = 2 and k = y. To simplify the inverse
transformation, we choose
C0 =
de+ dg + ef
(b+ c)(f + g) + be+ cd+ de+ dg + ef
, (B4)
C+ =
b+ c+ d− e− f − g + δωp
2δωp(f − c)[(b+ c)(f + g) + be+ cd+ de+ dg + ef ] , (B5)
C− =
b+ c+ d− e− f − g − δωp
2δωp(f − c)[(b+ c)(f + g) + be+ cd+ de+ dg + ef ] , (B6)
δωp = ωP,+ − ωP,−, (B7)
which gives R through Wj = RQj as
L
(1)
k = Q
(1)
0,j +Q
(1)
+,j +Q
(1)
−,j , (B8)
S
(1)
1,k =
be+ bg + cg
de+ dg + ef
Q
(1)
0,j +
2(g − b)
b+ c− (d− e)− (f + g) + δωpQ
(1)
+,j +
2(g − b)
b+ c− (d− e)− (f + g)− δωpQ
(1)
−,j , (B9)
S
(1)
2,k =
cd+ bf + cf
de+ dg + ef
Q
(1)
0,j +
2(f − c)
b+ c+ (d− e)− (f + g) + δωpQ
(1)
+,j +
2(f − c)
b+ c+ (d− e)− (f + g)− δωpQ
(1)
−,j . (B10)
The amplitudes B
(1,0)
i,j with i = + or −, and j = 1 or 2 can be computed using Eqs. (B1-B3) at t = 0, with
Q
(1)
i,j → B(1,0)i,j and L(1)k → −S1,k − S2,k. Using Sj,k(t = 0) = m2jχjSˆj,k,0, we get
B
(1,0)
+,1 = T+,1Sˆ1,x,0 + T+,2Sˆ2,x,0, (B11)
B
(1,0)
+,2 = T+,1Sˆ1,y,0 + T+,2Sˆ2,y,0, (B12)
B
(1,0)
−,1 = T−,1Sˆ1,x,0 + T−,2Sˆ2,x,0, (B13)
B
(1,0)
−,2 = T−,1Sˆ1,y,0 + T−,2Sˆ2,y,0, (B14)
T+,1 = − (T4 + T2)T5
T3
, (B15)
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T+,2 = − (T4 + T2)(T6 +m2T2)
T3
, (B16)
T−,1 =
(T4 − T2)T5
T3
, (B17)
T−,2 =
(T4 − T2)(T6 −m2T2)
T3
, (B18)
T1 = m1m2(χ1 − χ2)ξ0 +m22(1− 2χ2ξ0)−m21(1− 2χ1ξ0), (B19)
T2 =
[
4m1m2χ1χ2(M −m1χ1ξ0)(M −m2χ2ξ0)ξ20 + T 21
]1/2
, (B20)
T3 = 4(M −m1χ1ξ0)T2ξ0, (B21)
T4 = −M(m1 −m2) +
[
2m21χ1 +m1m2(χ1 + χ2)
]
ξ0 − 2m1m2χ1χ2ξ20 , (B22)
T5 = 2m
2
1χ1(M −m1χ1ξ0)ξ0, (B23)
T6 = m2
[
m21(1− 2χ1ξ0)−m1m2(χ1 − χ2)ξ0 −m22(1− 2χ2ξ0)
]
. (B24)
where ξ0 = ξ(t = 0).
To describe the time dependence of the amplitudes A
(1,0)
i,j , we solve Eq. (109). When δm = (m1−m2)/M  O(c−1),
we get
A
(1,0)
+,j (t) = B
(1,0)
+,j
[
1 +
(
m1χ1
m1 −m2 −
m2χ2
m1
)
ξ(t)
]
+O(c−2), (B25)
A
(1,0)
−,j (t) = B
(1,0)
−,j
[
1−
(
m1χ1
m2
− m2χ2
m1 −m2
)
ξ(t)
]
+O(c−2); (B26)
when δm = (m1 −m2)/M ∼ O(c−1), we get
A
(1,0)
+,j (t) = B
(1,0)
+,j
[
1 +
χ1
2δm
ξ(t)
]
+O(c−2), (B27)
A
(1,0)
−,j (t) = B
(1,0)
−,j
[
1 +
χ1 − 3χ2
4δm
ξ(t)
]
+O(c−2); (B28)
when δm = (m1 −m2)/M  O(c−1), we get
A
(1,0)
+,j (t) = B
(1,0)
+,j
{
1− 1
18
[
3T + 9χ1 + 5χ2 +
42χ1χ2
T
− (44χ1 − 36χ2)χ
2
2
T 2
]
ξ(t)
}
+O(c−2), (B29)
A
(1,0)
−,j (t) = B
(1,0)
−,j
{
1 +
1
18
[
3T − 9χ1 − 5χ2 + 42χ1χ2
T
+
(44χ1 − 36χ2)χ22
T 2
]
ξ(t)
}
+O(c−2), (B30)
T =
√
9χ21 − 2χ1χ2 + 9χ22. (B31)
Appendix C: Precession phases
In this section, we give the exact expressions for the precession phases that we used in our implementation. φP,± is
calculated from φP,± = φP,m ± δφP. We give them in terms of the ai given in appendix A, and δm = (m1 −m2)/M .
The mean precession phase we used in our implementation is
φP,m =
1
2
∫
(ωP,+ + ωP,−)
dt
dξ
dξ =
1
2
∫
b+ c+ d+ e+ f + g
aξ
dξ
= φP,m,0 + φ
(−3)
P,m ξ
−3 + φ(−2)P,m ξ−2 + φ
(−1)
P,m ξ
−1 + φ(0)P,m log ξ + φ
(1)
P,mξ + φ
(2)
P,mξ
2 + φ
(3)
P,mξ
3, (C1)
φ
(−3)
P,m = −7− δm
2
8a0
, (C2)
φ
(−2)
P,m = − 3
32a0
[(5 + 4δm− δm2)χ1 + (5− 4δm− δm2)χ2], (C3)
φ
(−1)
P,m =
3
8a0
[a2(7− δm2) + 3(1− δm2)χ1χ2], (C4)
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φ
(0)
P,m = − 3
16a0
{2a3(7− δm2) + a2[(5 + 4δm− δm2)χ1 + (5− 4δm− δm2)χ2]}, (C5)
φ
(1)
P,m =
3
16a0
{2(a22 − a4)(7− δm2)− a3[(5 + 4δm− δm2)χ1 + (5− 4δm− δm2)χ2] + 6a2(1− δm2)χ1χ2}, (C6)
φ
(2)
P,m =
3
32a0
{(4a2a3 − 2a5)(7− δm2) + (a22 − a4)[(5 + 4δm− δm2)χ1 + (5− 4δm− δm2)χ2] + 6a3(1− δm2)χ1χ2},
(C7)
φ
(3)
P,m = − 1
16a0
{(2a32 − 2a23 − 4a2a4)(7− δm2)
− (2a2a3 − a5)[(5 + 4δm− δm2)χ1 + (5− 4δm− δm2)χ2] + 6(a22 − a4)(1− δm2)χ1χ2}. (C8)
δφP for δm O(c−1) is given by
δφP,1 =
1
2
∫
(ωP,+ − ωP,−) dt
dξ
dξ =
1
2
∫ √
(b− c+ d− e+ f − g)2 + 4(c− f)(b− g)
aξ
dξ
= δφP,1,0 + δφ
(−3)
P,1 ξ
−3 + δφ(−2)
P,1 ξ
−2 + δφ(−1)
P,1 ξ
−1 + δφ(0)
P,1 log ξ + δφ
(1)
P,1ξ + δφ
(2)
P,1ξ
2 + δφ
(3)
P,1ξ
3, (C9)
δφ
(−3)
P,1 = −
3δm
4a0
, (C10)
δφ
(−2)
P,1 =
9
32a0
[(3 + 4δm+ δm2)χ1 − (3− 4δm+ δm2)χ2], (C11)
δφ
(−1)
P,1 =
9
8a0δm
[2a2δm
2 − (1− δm2)χ1χ2], (C12)
δφ
(0)
P,1 = −
9
32a0δm2
{8a3δm3 − 2a2δm2[(3 + 4δm+ δm2)χ1 − (3− 4δm+ δm2)χ2]
− (1− δm2)[(3 + 2δm+ δm2)χ1 − (3− 2δm+ δm2)χ2]χ1χ2}, (C13)
δφ
(1)
P,1 =
9
128a0δm3
{8δm5a3(χ1 − χ2) + 32δm4[a22 − a4 + a3(χ1 + χ2)] + 24δm3a3(χ1 − χ2)
− [16δm2a2 − (1 + δm)2(9− δm2)χ21 + 2(δm4 − 12δm2 + 11)χ1χ2 − (1− δm)2(9− δm2)χ22](1− δm2)χ1χ2},
(C14)
δφ
(2)
P,1 = −
9
1024a0δm4
[32δm6(a22 − a4)(χ1 − χ2) + 128δm5[a5 − 2a2a3 + (a22 − a4)(χ1 + χ2)]
+ 96δm4(a22 − a4)(χ1 − χ2) + (δm6(χ21 − χ22)(χ1 + χ2) + 2δm5(3χ21 + 2χ1χ2 + 3χ22)(χ1 + χ2)
− δm4[16a2 − 3(χ1 + χ2)2](χ1 − χ2) + 4δm3{16a3 + [8a2 − 11(χ1 + χ2)2](χ1 + χ2)}
+ δm2(48a2 − 105χ21 − 226χ1χ2 − 105χ22)(χ1 − χ2)− 2δm(45χ21 − 106χ1χ2 + 45χ22)(χ1 + χ2)
− 9(3χ21 − 10χ1χ2 + 3χ22)(χ1 − χ2))(1− δm2)χ1χ2], (C15)
δφ
(3)
P,1 =
3
128a0δm3
(8δm3(a5 − 2a2a3)[(3 + 4δm+ δm2)χ1 − (3− 4δm+ δm2)χ2] + {δm4a2(χ1 + χ2)2
+ 2δm3[2a3 + a2(χ1 + χ2)](χ1 − χ2)− 8δm2[2(a4 − a22) + a3(χ1 + χ2) + a2(χ21 + 3χ1χ2 + χ22)]
− 6δm[2a3 + 3a2(χ1 + χ2)](χ1 − χ2)− a2(9χ21 − 22χ1χ2 + 9χ22)}(1− δm2)χ1χ2). (C16)
When δm ∼ O(c−1), δφP is given by
δφP,2 =
1
2
∫
(ωP,+ − ωP,−) dt
dξ
dξ =
1
2
∫ √
(b− c+ d− e+ f − g)2 + 4(c− f)(b− g)
aξ
dξ
= δφP,2,0 +
1
Tξ3
(
δφ
(−3)
P,2 + δφ
(−2)
P,2 ξ + δφ
(−1)
P,2 ξ
2 + δφ
(0)
P,2ξ
3 + δφ
(1)
P,2ξ
4 + δφ
(2)
P,2ξ
5
)
+ δφ
(l,1)
P,2 [log ξ − log |4δm− 3(χ1 − χ2)ξ + T |]
+ δφ
(l,2)
P,2 log |12δm(χ1 − χ2)− (9χ21 − 2χ1χ2 + 9χ22)ξ − (9χ21 − 2χ1χ2 + 9χ22)1/2T |, (C17)
T = [16δm2 − 24δm(χ1 − χ2)ξ + (9χ21 − 2χ1χ2 + 9χ22)ξ2]1/2, (C18)
δφ
(−3)
P,2 = −
3
16a0
, (C19)
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δφ
(−2)
P,2 =
9
128a0δm
[(1 + 4δm+ δm2)χ1 − (1− 4δm2 + δm2)χ2], (C20)
δφ
(−1)
P,2 =
3
512a0δm2
[96a2δm
2 + 9(1 + 4δm+ δm2)χ21 − 10(5− 3δm2)χ1χ2 + 9(1− 4δm+ δm2)χ22], (C21)
δφ
(0)
P,2 =
3
16a0(9χ21 − 2χ1χ2 + 9χ22)4
{3456δm4a3(81χ61 − 567χ51χ2 + 1123χ41χ22 − 1530χ31χ32 + 1123χ21χ42 − 567χ1χ52
+ 81χ62)(χ1 + χ2)
2 + 864δm3a2(27χ
4
1 − 63χ31χ2 + 88χ21χ22 − 63χ1χ32 + 27χ42)(9χ21 − 2χ1χ2
+ 9χ22)(χ1 + χ2)
2(χ1 − χ2)− δm2a3(6561χ81 + 17496χ71χ2 + 89676χ61χ22 − 229976χ51χ32 + 355366χ41χ42
− 229976χ31χ52 + 89676χ21χ62 + 17496χ1χ72 + 6561χ82)− 6δm[6a3(9χ21 − 8χ1χ2 + 9χ22)(9χ21 − 2χ1χ2
+ 9χ22)(χ1 + χ2) + 2a2(27χ
4
1 + 225χ
3
1χ2 − 184χ21χ22 + 225χ1χ32 + 27χ42)χ1χ2 + 9(9χ21 − 2χ1χ2 + 9χ22)2(3χ21
− χ1χ2 + 3χ22)(χ1 + χ2)2](9χ21 − 2χ1χ2 + 9χ22)(χ1 − χ2)− 3[a3(9χ21 − 2χ1χ2 + 9χ22)
− 4a2(χ1 + χ2)χ1χ2](9χ21 − 2χ1χ2 + 9χ22)3}, (C22)
δφ
(1)
P,2 = −
9
32a0(9χ21 − 2χ1χ2 + 9χ22)4
{576δm3a3(243χ61 − 2781χ51χ2 + 5577χ41χ22 − 7870χ31χ32 + 5577χ21χ42
− 2781χ1χ52 + 243χ62)(χ1 + χ2)2(χ1 − χ2) + 144δm2a2(81χ61 − 567χ51χ2 + 1123χ41χ22 − 1530χ31χ32 + 1123χ21χ42
− 567χ1χ52 + 81χ62)(9χ21 − 2χ1χ2 + 9χ22)(χ1 + χ2)2 + 4δma3(27χ41 + 230χ31χ2 − 194χ21χ22 + 230χ1χ32
+ 27χ42)(9χ
2
1 − 2χ1χ2 + 9χ22)(χ1 − χ2)χ1χ2 − 4a3(9χ21 − 2χ1χ2 + 9χ22)3(χ1 + χ2)χ1χ2 + 10a2(9χ21 − 2χ1χ2
+ 9χ22)
2(χ1 − χ2)2χ21χ22 − 9(9χ41 − 13χ31χ2 + 24χ21χ22 − 13χ1χ32 + 9χ42)(9χ21 − 2χ1χ2 + 9χ22)3(χ1 + χ2)2},
(C23)
δφ
(2)
P,2 = −
15a3(χ1 − χ2)2χ21χ22
8a0(9χ21 − 2χ1χ2 + 9χ22)2
, (C24)
δφ
(l,1)
P,2 = −
9
32a0δm2
{8δm3a3 − 2δm2a2[(3 + 4δm+ δm2)χ1 − (3− 4δm+ δm2)χ2]
− [(3 + 2δm− 4δm2)χ1 − (3− 2δm− 4δm2)χ2]}, (C25)
δφ
(l,2)
P,2 = −
9
16a0(9χ21 − 2χ1χ2 + 9χ22)9/2
{32δm3a3(12393χ61 + 5238χ51χ2 − 25065χ41χ22 + 53780χ31χ32 − 25065χ21χ42
+ 5238χ1χ
5
2 + 12393χ
6
2)(χ1 − χ2)χ1χ2 − δm2[64a3(45χ21 − 34χ1χ2 + 45χ22)(9χ21 − 2χ1χ2
+ 9χ22)
2(χ1 + χ2)χ1χ2 − a2(2187χ81 + 5184χ71χ2 + 25668χ61χ22 − 61184χ51χ32 + 97250χ41χ42 − 61184χ31χ52
+ 25668χ21χ
6
2 + 5184χ1χ
7
2 + 2187χ
8
2)(9χ
2
1 − 2χ1χ2 + 9χ22)]− 12δm[a3(9χ21 − 2χ1χ2 + 9χ22)
− 3a2(3χ21 − 2χ1χ2 + 3χ22)(χ1 + χ2)](9χ21 − 2χ1χ2 + 9χ22)3(χ1 − χ2) + [a2(9χ21 − 2χ1χ2 + 9χ22)2
− 10(χ21 − χ22)χ21χ22](9χ21 − 2χ1χ2 + 9χ22)3}. (C26)
When δm O(c−1), δφP is given by
δφP,3 =
1
2
∫
(ωP,+ − ωP,−) dt
dξ
dξ =
1
2
∫ √
(b− c+ d− e+ f − g)2 + 4(c− f)(b− g)
aξ
dξ
= δφP,3,0 + δφ
(0)
P,3 +
T
ξ3
(
δφ
(−3)
P,3 + δφ
(−2)
P,3 ξ + δφ
(−1)
P,3 ξ
2 + δφ
(1)
P,3ξ
4
)
+ δφ
(l,1)
P,3 log
∣∣∣∣ 2(χ1 + χ2)− 2χ1χ2ξ − T2(χ1 + χ2)− (9χ21 − 2χ1χ2 + 9χ22)1/2
∣∣∣∣
+ δφ
(l,2)
P,3 [log ξ − log |9χ21 − 2χ1χ2 + 9χ22 − 4(χ1 + χ2)χ1χ2ξ + (9χ21 − 2χ1χ2 + 9χ22)1/2T |], (C27)
T = [(9χ21 − 2χ1χ2 + 9χ22)− 8(χ1 + χ2)χ1χ2ξ + 4χ21χ22ξ2]1/2, (C28)
δφ
(−3)
P,3 =
9δm(χ1 − χ2)
4a0(9χ21 − 2χ1χ2 + 9χ22)
, (C29)
δφ
(−2)
P,3 = −
9
32a0
− 9δm(27χ
2
1 − 26χ1χ2 + 27χ22)(χ21 − χ22)
8a0(9χ21 − 2χ1χ2 + 9χ22)2
, (C30)
δφ
(−1)
P,3 =
9(χ1 + χ2)χ1χ2
8a0(9χ21 − 2χ1χ2 + 9χ22)
− 27a2δm(χ1 − χ2)
4a0(9χ21 − 2χ1χ2 + 9χ22)
32
− 9δm(81χ
4
1 + 276χ
3
1χ2 − 170χ21χ22 + 276χ1χ32 + 81χ42)(χ1 − χ2)χ1χ2
4a0(9χ21 − 2χ1χ2 + 9χ22)3
, (C31)
δφ
(0)
P,3 = −
9a2T
16a0
+
9a3[χ1 + χ2 + 2δm(χ1 − χ2)]
32a0χ1χ2
(
T −
√
9χ21 − 2χ1χ2 + 9χ22
)
, (C32)
δφ
(1)
P,3 = −
9a3
32a0
, (C33)
δφ
(l,1)
P,3 =
9{a3[(5 + 16δm)χ1 − (5− 16δm)χ2](χ1 − χ2)− 8a2[χ1 + χ2 + δm(χ1 − χ2)]χ1χ2}
64a0χ1χ2
, (C34)
δφ
(l,2)
P,3 = −
9
16a0(9χ21 − 2χ1χ2 + 9χ22)7/2
{(9χ21 − 2χ1χ2 + 9χ22)2[a2(9χ21 − 2χ1χ2 + 9χ22)2 − 10(χ1 − χ2)2χ21χ22]
− δm[12a3(9χ21 − 2χ1χ2 + 9χ22)3(χ1 − χ2)− 36a2(9χ21 − 2χ1χ2 + 9χ22)2(3χ21 − 2χ1χ2 + 3χ22)(χ21 − χ22)
− 8(81χ41 − 840χ31χ2 + 878χ21χ22 − 840χ1χ32 + 81χ42)(χ21 − χ22)χ21χ22]}. (C35)
Note that despite appearances, δφP,3 is regular in the limits χ1 → 0 and χ2 → 0.
From ωP,m(ξ), δωP(ξ) and ξ˙, we can compute φ¨P,± = ω˙P,± = ω˙P,m ± δω˙P. We get
ω˙P,m = ω˙
{
5
24
(
7− δm2) ξ2 + 1
8
[(
5 + 4δm− δm2)χ1 + (5− 4δm− δm2)χ2] ξ3 − 7
8
(
1− δm2)χ1χ2ξ4} , (C36)
δω˙P =
ω˙
δωP
{
15δm2
16
ξ7 +
33δm
64
[(
3 + 4δm+ δm2
)
χ1 −
(
3− 4δm+ δm2)χ2] ξ8
+
9
128
[(
3 + 4δm+ δm2
)2
χ21 − 2
(
1− δm2)2 χ1χ2 + (3− 4δm+ δm2)2 χ22] ξ9
+
39
64
(
1− δm2) [(1 + δm)χ1 + (1− δm)χ2]χ1χ2ξ10 + 21
64
(1 + δm)
2
(1− δm)2 χ21χ22ξ11
}
. (C37)
Appendix D: Amplitude and Phase Modulations
Using V1 = zˆ × Nˆ and V2 = z − Nˆ(zˆ · Nˆ), the amplitudes and phases of Eq. (183) are given by
A0,n,k,m = k arccos Nˆz +m arctan
V1,z
V2,z
(D1)
Aδφ,± = sign
(
NˆxB
(1,0)
±,2 − NˆyB(1,0)±,1
) B(1,0)±,1 2 + B(1,0)±,2 2
Nˆ2x + Nˆ
2
y
1/2 Nˆz ξ
ν
, (D2)
φ
(0)
δφ,± = − arctan
(
NˆxB
(1,0)
±,1 + NˆyB
(1,0)
±,2
NˆxB
(1,0)
±,2 − NˆyB(1,0)±,1
)
, (D3)
AiL,± = −sign
(
NˆxB
(1,0)
±,1 + NˆyB
(1,0)
±,2
) [
B
(1,0)
±,1
2
+ B
(1,0)
±,2
2]1/2 ξ
ν
, (D4)
φ
(0)
iL,± = arctan
(
NˆxB
(1,0)
±,2 − NˆyB(1,0)±,1
NˆxB
(1,0)
±,1 + NˆyB
(1,0)
±,2
)
, (D5)
AψN ,± = sign
[
V1,z
(
B
(1,0)
±,1 V2,x +B
(1,0)
±,2 V2,y
)
− V2,z
(
B
(1,0)
±,1 V1,x +B
(1,0)
±,2 V1,y
)]
×
{[
V1,z
(
B
(1,0)
±,1 V2,x +B
(1,0)
±,2 V2,y
)
− V2,z
(
B
(1,0)
±,1 V1,x +B
(1,0)
±,2 V1,y
)]2
+
[
V1,z
(
B
(1,0)
±,1 V2,y −B(1,0)±,2 V2,x
)
− V2,z
(
B
(1,0)
±,1 V1,y −B(1,0)±,2 V1,x
)]2}1/2 (
V 21,z + V
2
2,z
)−1 ξ
ν
, (D6)
φ
(0)
ψN ,± = − arctan
{[
V1,z
(
B
(1,0)
±,1 V2,y −B(1,0)±,2 V2,x
)
− V2,z
(
B
(1,0)
±,1 V1,y −B(1,0)±,2 V1,x
)]
×
[
V1,z
(
B
(1,0)
±,1 V2,x +B
(1,0)
±,2 V2,y
)
− V2,z
(
B
(1,0)
±,1 V1,x +B
(1,0)
±,2 V1,y
)]−1}
. (D7)
33
Using this, we can express
A±,n,k,m = sign(Ac,±)
√
A2c,± +A2s,±, (D8)
φ±,n,k,m = arctan
(
As,±
Ac,±
)
, (D9)
Ac,± = nAδφ,± cos(φ
(0)
δφ,±) + kAiL,± cos(φ
(0)
iL,±) +mAψN ,± cos(φ
(0)
ψN ,±), (D10)
As,± = nAδφ,± sin(φ
(0)
δφ,±) + kAiL,± sin(φ
(0)
iL,±) +mAψN ,± sin(φ
(0)
ψN ,±), (D11)
Appendix E: Mode-Decomposed, Time-Domain Amplitudes
The waveforms are expressed as
h(t) =
Gµξ2
DLc2
∑
n≥0
∑
k∈Z
∑
m=−2,2
An,k,m(θN , φN )ei[nψC+nδφ+kiL+mψN ] + c.c. , (E1)
where ψC = φC − (6− 3νξ2)ξ3 log ξ.
Defining
AF = 1
2
(
1 + cos2 θN
)
cos 2φN , (E2)
BF = cos θN sin 2φN , (E3)
and using δm = (m1 − m2)/M the dimensionless mass difference, we can express the An,k,m at 2PN for n 6= 0 as
(see [44])
A1,1,2 = −A1,−1,2 = −δm(BF − iAF )
{
21
128
ξ −
(
575
6144
− 367ν
3072
)
ξ3 +
[
21pi
128
+ i
(
21 log 2
64
+
51
640
)]
ξ4
}
, (E4)
A1,2,2 = −A1,−2,2 = δm(BF − iAF )
{
3
32
ξ −
(
121
1536
− 41ν
768
)
ξ3 +
[
3pi
32
+ i
(
3 log 2
16
+
9
160
)]
ξ4
}
, (E5)
A1,3,2 = −A1,−3,2 = −δm(BF − iAF )
{
1
128
ξ −
(
79
4096
+
17ν
2048
)
ξ3 +
[
pi
128
+ i
(
log 2
64
+
7
640
)]
ξ4
}
, (E6)
A1,4,2 = −A1,−4,2 = δm(BF − iAF )
(
5
3072
− 5ν
1536
)
ξ3, (E7)
A1,5,2 = −A1,−5,2 = −δm(BF − iAF )
(
1
12288
− ν
6144
)
ξ3, (E8)
A1,1,−2 = −A1,−1,−2 = δm(BF + iAF )
{
21
128
ξ −
(
575
6144
− 367ν
3072
)
ξ3 +
[
21pi
128
+ i
(
21 log 2
64
+
51
640
)]
ξ4
}
, (E9)
A1,2,−2 = −A1,−2,−2 = δm(BF + iAF )
{
3
32
ξ −
(
121
1536
− 41ν
768
)
ξ3 +
[
3pi
32
+ i
(
3 log 2
16
+
9
160
)]
ξ4
}
, (E10)
A1,3,−2 = −A1,−3,−2 = δm(BF + iAF )
{
1
128
ξ −
(
79
4096
+
17ν
2048
)
ξ3 +
[
pi
128
+ i
(
log 2
64
+
7
640
)]
ξ4
}
, (E11)
A1,4,−2 = −A1,−4,−2 = δm(BF + iAF )
(
5
3072
− 5ν
1536
)
ξ3, (E12)
A1,5,−2 = −A1,−5,−2 = δm(BF + iAF )
(
1
12288
− ν
6144
)
ξ3, (E13)
A2,0,2 = −(AF + iBF )
[
3
4
−
(
91
48
− 15ν
16
)
ξ2 +
3pi
2
ξ3 −
(
291
256
+
8137ν
2304
− 257ν
2
256
)
ξ4
]
, (E14)
A2,1,2 = A2,−1,2 = (AF + iBF )
[
1
2
−
(
7
6
− ν
3
)
ξ2 + piξ3 −
(
365
384
+
1861ν
1152
− 103ν
2
384
)
ξ4
]
, (E15)
A2,2,2 = A2,−2,2 = −(AF + iBF )
[
1
8
−
(
7
48
+
17ν
48
)
ξ2 +
pi
4
ξ3 −
(
8581
15360
+
7247ν
9216
− 1541ν
2
3072
)
ξ4
]
, (E16)
34
A2,3,2 = A2,−3,2 = (AF + iBF )
[(
1
12
− ν
4
)
ξ2 −
(
829
3840
− 1735ν
2304
+
205ν2
768
)
ξ4
]
, (E17)
A2,4,2 = A2,−4,2 = −(AF + iBF )
[(
1
96
− ν
32
)
ξ2 −
(
55
1536
− 457ν
4608
− 29ν
2
1536
)
ξ4
]
, (E18)
A2,5,2 = A2,−5,2 = (AF + iBF )
(
1
256
− 5ν
256
+
5ν2
256
)
ξ4, (E19)
A2,6,2 = A2,−6,2 = −(AF + iBF )
(
1
3072
− 5ν
3072
+
5ν2
3072
)
ξ4, (E20)
A2,0,−2 = −(AF − iBF )
[
3
4
−
(
91
48
− 15ν
16
)
ξ2 +
3pi
2
ξ3 −
(
291
256
+
8137ν
2304
− 257ν
2
256
)
ξ4
]
, (E21)
A2,1,−2 = A2,−1,−2 = −(AF − iBF )
[
1
2
−
(
7
6
− ν
3
)
ξ2 + piξ3 −
(
365
384
+
1861ν
1152
− 103ν
2
384
)
ξ4
]
, (E22)
A2,2,−2 = A2,−2,−2 = −(AF − iBF )
[
1
8
−
(
7
48
+
17ν
48
)
ξ2 +
pi
4
ξ3 −
(
8581
15360
+
7247ν
9216
− 1541ν
2
3072
)
ξ4
]
, (E23)
A2,3,−2 = A2,−3,−2 = −(AF − iBF )
[(
1
12
− ν
4
)
ξ2 −
(
829
3840
− 1735ν
2304
+
205ν2
768
)
ξ4
]
, (E24)
A2,4,−2 = A2,−4,−2 = −(AF − iBF )
[(
1
96
− ν
32
)
ξ2 −
(
55
1536
− 457ν
4608
− 29ν
2
1536
)
ξ4
]
, (E25)
A2,5,−2 = A2,−5,−2 = −(AF − iBF )
(
1
256
− 5ν
256
+
5ν2
256
)
ξ4, (E26)
A2,6,−2 = A2,−6,−2 = −(AF − iBF )
(
1
3072
− 5ν
3072
+
5ν2
3072
)
ξ4, (E27)
A3,1,2 = −A3,−1,2 = δm(BF − iAF )
{
45
128
ξ −
(
5895
4096
− 1575ν
2048
)
ξ3 +
[
135pi
128
− i
(
135 log(3/2)
64
− 189
128
)]
ξ4
}
,
(E28)
A3,2,2 = −A3,−2,2 = −δm(BF − iAF )
{
9
32
ξ −
(
1071
1024
− 207ν
512
)
ξ3 +
[
27pi
32
+ i
(
27 log(3/2)
16
− 189
160
)]
ξ4
}
, (E29)
A3,3,2 = −A3,−3,2 = δm(BF − iAF )
{
9
128
ξ −
(
1197
8192
+
531ν
4096
)
ξ3 +
[
27pi
128
− i
(
27 log(3/2)
64
− 189
640
)]
ξ4
}
, (E30)
A3,4,2 = −A3,−4,2 = −δm(BF − iAF )
(
135
2048
− 135ν
1024
)
ξ3, (E31)
A3,5,2 = −A3,−5,2 = δm(BF − iAF )
(
81
8192
− 81ν
4096
)
ξ3, (E32)
A3,1,−2 = −A3,−1,−2 = −δm(BF + iAF )
{
45
128
ξ −
(
5895
4096
− 1575ν
2048
)
ξ3 +
[
135pi
128
− i
(
135 log(3/2)
64
− 189
128
)]
ξ4
}
,
(E33)
A3,2,−2 = −A3,−2,−2 = −δm(BF + iAF )
{
9
32
ξ −
(
1071
1024
− 207ν
512
)
ξ3 +
[
27pi
32
− i
(
27 log(3/2)
16
− 189
160
)]
ξ4
}
, (E34)
A3,3,−2 = −A3,−3,−2 = −δm(BF + iAF )
{
9
128
ξ −
(
1197
8192
+
531ν
4096
)
ξ3 +
[
27pi
128
− i
(
27 log(3/2)
64
− 189
640
)]
ξ4
}
,
(E35)
A3,4,−2 = −A3,−4,−2 = −δm(BF + iAF )
(
135
2048
− 135ν
1024
)
ξ3, (E36)
A3,5,−2 = −A3,−5,−2 = −δm(BF + iAF )
(
81
8192
− 81ν
4096
)
ξ3, (E37)
A4,0,2 = −(AF + iBF )
[(
5
12
− 5ν
4
)
ξ2 −
(
89
40
− 571ν
72
+
77ν2
24
)
ξ4
]
, (E38)
35
A4,1,2 = A4,−1,2 = (AF + iBF )
[(
1
6
− ν
2
)
ξ2 −
(
49
60
− 101ν
36
+
11ν2
12
)
ξ4
]
, (E39)
A4,2,2 = A4,−2,2 = (AF + iBF )
[(
1
6
− ν
2
)
ξ2 −
(
119
120
− 265ν
72
+
43ν2
24
)
ξ4
]
, (E40)
A4,3,2 = A4,−3,2 = −(AF + iBF )
[(
1
6
− ν
2
)
ξ2 −
(
13
15
− 55ν
18
+
7ν2
6
)
ξ4
]
, (E41)
A4,4,2 = A4,−4,2 = (AF + iBF )
[(
1
24
− ν
8
)
ξ2 −
(
31
240
− 47ν
144
− 7ν
2
48
)
ξ4
]
, (E42)
A4,5,2 = A4,−5,2 = −(AF + iBF )
(
1
20
− ν
4
+
ν2
4
)
ξ4, (E43)
A4,6,2 = A4,−6,2 = (AF + iBF )
(
1
120
− ν
24
+
ν2
24
)
ξ4, (E44)
A4,0,−2 = −(AF − iBF )
[(
5
12
− 5ν
4
)
ξ2 −
(
89
40
− 571ν
72
+
77ν2
24
)
ξ4
]
, (E45)
A4,1,−2 = A4,−1,−2 = −(AF − iBF )
[(
1
6
− ν
2
)
ξ2 −
(
49
60
− 101ν
36
+
11ν2
12
)
ξ4
]
, (E46)
A4,2,−2 = A4,−2,−2 = (AF − iBF )
[(
1
6
− ν
2
)
ξ2 −
(
119
120
− 265ν
72
+
43ν2
24
)
ξ4
]
, (E47)
A4,3,−2 = A4,−3,−2 = (AF − iBF )
[(
1
6
− ν
2
)
ξ2 −
(
13
15
− 55ν
18
+
7ν2
6
)
ξ4
]
, (E48)
A4,4,−2 = A4,−4,−2 = (AF − iBF )
[(
1
24
− ν
8
)
ξ2 −
(
31
240
− 47ν
144
− 7ν
2
48
)
ξ4
]
, (E49)
A4,5,−2 = A4,−5,−2 = (AF − iBF )
(
1
20
− ν
4
+
ν2
4
)
ξ4, (E50)
A4,6,−2 = A4,−6,−2 = (AF − iBF )
(
1
120
− ν
24
+
ν2
24
)
ξ4, (E51)
A5,1,2 = −A5,−1,2 = δm(BF − iAF )
(
4375
12288
− 4375ν
6144
)
ξ3, (E52)
A5,2,2 = −A5,−2,2 = −δm(BF − iAF )
(
625
3072
− 625ν
1536
)
ξ3, (E53)
A5,3,2 = −A5,−3,2 = −δm(BF − iAF )
(
625
8192
− 625ν
4096
)
ξ3, (E54)
A5,4,2 = −A5,−4,2 = δm(BF − iAF )
(
625
6144
− 625ν
3072
)
ξ3, (E55)
A5,5,2 = −A5,−5,2 = −δm(BF − iAF )
(
625
24576
− 625ν
12288
)
ξ3, (E56)
A5,1,−2 = −A5,−1,−2 = −δm(BF + iAF )
(
4375
12288
− 4375ν
6144
)
ξ3, (E57)
A5,2,−2 = −A5,−2,−2 = −δm(BF + iAF )
(
625
3072
− 625ν
1536
)
ξ3, (E58)
A5,3,−2 = −A5,−3,−2 = δm(BF + iAF )
(
625
8192
− 625ν
4096
)
ξ3, (E59)
A5,4,−2 = −A5,−4,−2 = δm(BF + iAF )
(
625
6144
− 625ν
3072
)
ξ3, (E60)
A5,5,−2 = −A5,−5,−2 = δm(BF + iAF )
(
625
24576
− 625ν
12288
)
ξ3, (E61)
A6,0,2 = −(AF + iBF )
(
567
1280
− 567ν
256
+
567ν2
256
)
ξ4, (E62)
36
A6,1,2 = A6,−1,2 = (AF + iBF )
(
81
640
− 81ν
128
+
81ν2
128
)
ξ4, (E63)
A6,2,2 = A6,−2,2 = (AF + iBF )
(
1377
5120
− 1377ν
1024
+
1377ν2
1024
)
ξ4, (E64)
A6,3,2 = A6,−3,2 = −(AF + iBF )
(
243
1280
− 243ν
256
+
243ν2
256
)
ξ4, (E65)
A6,4,2 = A6,−4,2 = −(AF + iBF )
(
81
2560
− 81ν
512
+
81ν2
512
)
ξ4, (E66)
A6,5,2 = A6,−5,2 = (AF + iBF )
(
81
1280
− 81ν
256
+
81ν2
256
)
ξ4, (E67)
A6,6,2 = A6,−6,2 = −(AF + iBF )
(
81
5120
− 81ν
1024
+
81ν2
1024
)
ξ4, (E68)
A6,0,−2 = −(AF − iBF )
(
567
1280
− 567ν
256
+
567ν2
256
)
ξ4, (E69)
A6,1,−2 = A6,−1,−2 = −(AF − iBF )
(
81
640
− 81ν
128
+
81ν2
128
)
ξ4, (E70)
A6,2,−2 = A6,−2,−2 = (AF − iBF )
(
1377
5120
− 1377ν
1024
+
1377ν2
1024
)
ξ4, (E71)
A6,3,−2 = A6,−3,−2 = (AF − iBF )
(
243
1280
− 243ν
256
+
243ν2
256
)
ξ4, (E72)
A6,4,−2 = A6,−4,−2 = −(AF − iBF )
(
81
2560
− 81ν
512
+
81ν2
512
)
ξ4, (E73)
A6,5,−2 = A6,−5,−2 = −(AF − iBF )
(
81
1280
− 81ν
256
+
81ν2
256
)
ξ4, (E74)
A6,6,−2 = A6,−6,−2 = −(AF − iBF )
(
81
5120
− 81ν
1024
+
81ν2
1024
)
ξ4, (E75)
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