We continue the work in Zhu et al. [Normal conditions for inference relations and injective models, Theoret. Comput. Sci. 309 (2003) 287-311]. A class of strict partial order structures (posets, for short) is said to be axiomatizable if the class of all injective preferential models from may be characterized in terms of general rules. This paper aims to obtain some characteristics of axiomatizable classes. To do this, a monadic second-order frame language is presented. The relationship between ℵ 0 -axiomatizability and second-order definability is explored. Then a notion of an admissible set is introduced. Based on this notion, we show that any preferential model, which does not contain any four-node substructure, must be a reduct of some injective model. Furthermore, we furnish a necessary and sufficient condition for the axiomatizability of classes of injective preferential models using general rules. Finally, we show that, in some sense, the class of all posets without any four-node substructure is the largest among axiomatizable classes.
Introduction
Although fruitful representation results concerning some kinds of injective preferential models have been established in the literature [1, 7, 12, 15, 20] , it is still one of difficult open problems in nonmonotonic logic that how to characterize the family of all injective inference relations in terms of proof-theoretic properties. A similar difficulty also appears in belief change [3] [4] [5] 16, 19] . The type of postulates presented in the literature seems to be unable to characterize this family. It brings up an interesting theoretical problem: what kind of injective inference relations may be characterized by postulates of existent types? The first author and his collaborators have done some tentative work on this problem in [21] . To this end, a notion of normal condition is introduced. Roughly speaking, a property is said to be normal if for any inference relation | ∼, the reduct of | ∼ to any sublanguage satisfies whenever | ∼ itself does. In other words, is preserved under reductions. We obtain some necessary conditions on injective models that make it possible for their generating inference relations to be characterized by normal conditions. This paper continues the work in [21] and explores the characteristic of classes of injective inference relations characterized by postulates of existent types. Clearly, whether a given family of inference relations can be axiomatized depends on the expressive power of rules admitted to be used. So it is necessary to provide a boundary for rules adopted in this paper. Unfortunately, normal conditions cannot play this role. Let (·) denote the property 'the inference relation .
__ may be generated by some finite model'. It is easy to check that (·) is a normal condition. But it should be evident that (·) is not a proof-theoretic property. Hence the definition of normal condition is too loose to guarantee that all normal conditions can serve as interesting logical postulates for inference relations. In a word, this notion does not meet the need of this paper.
Recently, in order to explore the logical foundations of nonmonotonic reasoning and belief change, Bochman presents a uniform logical basis and a semantic representation in which different kinds of nonmonotonic reasoning, e.g., skeptical reasoning, brave reasoning and defeasible reasoning, can be interpreted and studied [5] . In particular Bochman introduces a notion of a general rule and shows that it is impossible to characterize the class of all injective inference relations only using general rules.
General rules play a similar role in Bochman's work to the role of normal conditions in [21] . That is, both of them indicate the kinds of rules considered in [5] and [21] , respectively. But their definitions are very different in the style. The definition of general rules is based on the form of rules, whereas the definition of normal conditions depends upon the property of rules. In other words, the former focuses on the expressions of rules, and the latter cares about the properties of rules. However, each notion has its own strong point. On the one hand, since there is no restriction on the form of rules, normal conditions seem more general than general rules. So it is appropriate to explore necessary conditions in terms of normal conditions such as done in [21] . On the other hand, Bochman's method has a potential advantage. It is possible to explore necessary and sufficient conditions for the axiomatizability of classes of injective preferential models in terms of general rules, and establish a similar result to well-known Goldblatt-Thomason Theorem in modal logic (e.g., Theorem 3.19 in [2] ). So according to the aim of this paper, we will devote our attention to general rules and adopt this notion as the boundary for rules admitted in this paper.
In this paper, following [21] , a strict partial order structure is called a poset. For any class of posets, will be said to be axiomatizable if the class of all injective preferential models, which are induced by the posets in , may be characterized in terms of general rules. The main point of this work, therefore, is to characterize the axiomatizable classes of posets. Moreover, we will show that the class of all posets without four-node substructures [21] is the largest among axiomatizable classes.
The rest of the paper is organized as follows. In Section 2, some basic definitions and results related to this paper are recalled. In Section 3, we consider axiomatizable classes in finite framework and characterize these classes in terms of monadic second-order sentences. In Section 4, a notion of an admissible set is introduced and explored. We will show that any preferential model, which contains no four-node substructures, must be a reduct of some injective model. Further, a characterization theorem for axiomatizable classes is established. In Section 5, we study the relationship between filtered models and the first-order property P 4 . It will be shown that the class of all posets satisfying P 4 is the largest among axiomatizable classes. In the concluding section we present related and future work.
Preliminaries
This section will recall some related definitions and results, which have appeared in the literature.
Preferential inference relation
As usual, the formulae of classical propositional calculus are built over a set of atomic formulae denoted by plus two constants and ⊥ (the formulae true and false, respectively). If is finite we will say that the propositional language is finite. The set of all well formed formulae in will be denoted by F orm( ). A valuation is a function v : ∪ { , ⊥} → {0, 1} such that v( ) = 1 and v(⊥) = 0. In this paper, we give a valuation in Herbrand's style, that is identifying a valuation with the subset of variables where this valuation takes the value 1. We use lower case letters of the Greek alphabet to denote formulae, the letters v, n, m, v 1 , v 2 , etc. to denote valuations, and V al( ) to denote the set of all valuations for .
A nonmonotonic inference relation is a binary relation over formulae and it satisfies some Horn or non-Horn conditions defined in the style of Gentzen. Following Gabbay [10] , we use the relation symbol | ∼ to denote nonmonotonic consequence to distinguish it from monotonic logical consequences. If both and are formulae, then the sequence | ∼ is called a conditional assertion. Given an inference relation | ∼ of , as usual, the set { : | ∼ } will be denoted by C |∼ ( ). When there is no ambiguity about which consequence relation is considered we will just write C( ). The reduct of | ∼ with respect to 0 ⊆ will be denoted by | ∼ ⇓ 0 and defined as
For any set of formulae, the set of all classical consequences of will be denoted by Cn( ). If is a formula, we shall write Cn( ) instead of Cn({ }).
A consequence relation | ∼ is said to be preferential if and only if it satisfies the inference rules described below [11] 
In the following, we denote the set {LLE, RW , CM, CUT , OR, REF} by P.
Preferential models
Let S be a set and ≺ be a strict partial order over S, i.e., ≺ is transitive and irreflexive. Following [21] , the pair S, ≺ will be called a poset in this paper. 1 For any poset S, ≺ and V ⊆ S, V is said to be smooth if for any t ∈ V , either t is itself minimal in V , i.e., there is no w ∈ V such that w ≺ t, or there exists s ∈ V such that s ≺ t and s is minimal in V . The set of all minimal elements of V with respect to ≺ will be denoted by min(V ).
Following Kraus et al. [11] , a preferential model W for a language is a triple S W , l W , ≺ W , where • S W is a set of states.
• The interpretation function l W : S W → V al( ) assigns a valuation to each state.
• The relation ≺ W is a strict partial order on S satisfying the smoothness condition as follows: for any ∈ F orm ( ) 
One of important topics in the study of nonmonotonic inference relations is establishing representation theorems for them. Suppose that is a set of logic rules or postulates for inference relations (e.g., Horn or non-Horn conditions defined in the style of Gentzen) and ( ) is a class of preferential models for . A representation theorem RTH( ( ), ) usually consists of two statements described as follows:
• If an inference relation | ∼ satisfies all postulates in then | ∼ is generated by some preferential model belonging to ( ).
• For any preferential model W ∈ ( ), the relation | ∼ W satisfies all postulates in .
A number of representation theorems have been established in the literature [1, 5, 7, [11] [12] [13] 15, 20, 18] . Amongst them, Kraus et al. established the following fundamental representation result for the family of all preferential relations [11] .
A consequence relation is a preferential inference relation if and only if it is generated by some preferential model. In the rest of this paper, the above theorem will be used without being referred.
General rules and axiomatization
This subsection will review two crucial concepts in this paper. Firstly, we recall the notion of a general rule introduced in [5] . Definition 2.2 (Bochman [5] 
In the above,
is a set of conditional assertions obtained from (respectively, ) by
For any preferential model M and any general rule , we say that M satisfies or is valid in M if the relation | ∼ M satisfies . It is obvious that almost all of Horn rules introduced in the literature [1, [11] [12] [13] 15] are general rules. Two exceptions are the rules LLE and RW owing to the occurrence of the classical consequence relation ٛ in them. However, since each preferential relation satisfies all rules in the system P, these rules are insignificant for the aim of this paper. On the other hand, for any non-Horn rule of the form
it should be evident that is equivalent to the following general rule :
That is, for any preferential relation | ∼, | ∼ satisfies if and only if it satisfies . Thus every non-Horn rule corresponds to a general rule in the above manner. In this sense, we say that general rules contain non-Horn rules. Clearly, general rules are normal conditions, moreover, they are compact [21] . In other words, we have 
Proof. Straightforward.
Let be a class of posets. A preferential model W is said to be from if the frame of W belongs to . Given a language , we use IM ( ) to denote the class of all injective preferential models for whose frames are in . Definition 2.4. For any class of posets, we will say that is axiomatizable if there exists a set of general rules such that for any language , the representation theorem RTH(IM ( ), P + ) holds. Similarly, is said to be ℵ 0 -axiomatizable if RTH(IM ( ), P + ) holds for any finite language . Remark 2.1. In [21] , properties of poset are called pure-structural properties. A pure-structural property is said to be axiomatizable if for some set of normal conditions, the representation theorem RTH(IM ( ), ) holds for any language , where IM ( ) is the class of all injective models with the frames satisfying . Comparing this notion with the above definition, it is easy to see that the only essential difference between them lies in that: in addition to postulates in the system P, this paper adopts only general rules but not all normal conditions to characterize inference relations. On the other hand, in [21] , we use pure-structural properties to identify classes of posets. While in this paper, we indicate classes of posets directly. It should be evident that, as far as the aim of this paper, such difference is insignificant.
First-order translation
This subsection recalls some related definitions and results in [17] . To investigate the relationship between modal logic and first-order logic, modal logicians introduce a technology called standard translation [2] , which plays an important role in establishing the correspondence theory [2] . In [17] , in order to explore the notion of bisimulation for preferential models, we borrow this technology and introduce a first-order translation function described as follows. Definition 2.5. For any proposition language , its first-order correspondence language is the first-order language with equality consisting of a binary relation symbol R and unary relation symbols P 0 , P 1 , . . . corresponding to the proposition letters p 0 , p 1 , . . . in . Definition 2.6. Let x be a first-order variable. The translation function Tr x (·) taking propositional formulas in to first-order formulas in is defined recursively as follows:
Definition 2.7. The translation function (·) • taking conditional assertions of to first-order sentences in is defined by the following:
The function (·)
• is called first-order translation, which provides a bridge between preferential inference relation and first-order logic. Moreover, each preferential model M can interpret symbols in in a natural manner: the binary relation ≺ can be used to interpret the relation symbol R and the set p can be used to interpret the corresponding unary relation symbol P. Formally, we have the following definition: Definition 2.8. Given a preferential model M for a language , the first-order model M for the language is described as follows:
p} for each unary relation symbol P in , where p is the propositional symbol in corresponding to P.
We obtain a number of useful and interesting results concerning the above translation [17] . Here we list only ones related to this paper.
Lemma 2.2. Let M be a preferential model for a language . Then for any formula and s ∈ S M , l M (s) if and only if M Tr x ( )[s].
Proof. By induction on the complexity of .
Lemma 2.3. Let M be a preferential model. Then for any formulae and , the following are equivalent:
Proof. See Lemma 3.3 in [17] .
SGR-definability and ℵ 0 -axiomatizability
To characterize axiomatizable classes of posets, our first step is to deal with the finite case in which we only consider finite posets. Let us start with recalling the following simple observation for finite injective preferential models, which is well-known and can be found, e.g., in [7] . Proof. For any s ∈ S M , since M is finite and injective, it follows that there exists a formula such that
For each s ∈ S M , we choose such a formula and denote it by s . We set
It is easy to check that S 0 = S 0 . 
Notation. As usual, we use
∪ {Q 1 , Q 2 , . . . , Q n } to
Tr x ( )[s] if and only if
Proof. Let M * be the expansion of M to the language ∪ {q 1 , q 2 , . . . , q n } such that
Then it should be evident that M * is a finite injective preferential model such that M * = . On the other hand, it follows by Lemma 3.1 that for each Q i (1 i n), there exists a formula i of such that i M = Q i So for any s ∈ S M and i ∈ {1, 2, . . . , n}, we have Furthermore, proceeding by induction on the complexity of formulas, it is easy to show that for any formula of 
Proof. Let M * and i (1 i n) be the same as the ones in the proof of the above lemma, respectively. So for any conditional assertion | ∼ of ∪ {q 1 , q 2 , . . . , q n }, it follows by Lemmas 2.2 and 3.2 that
Then it comes from Lemma 2.3 that
Given a poset M and a language , due to the smoothness condition required by the definition of preferential models, it does not always hold that for each function f from S M to V al( ), f can act as an interpretation function. However for any finite poset, since every subset satisfies the smoothness condition trivially, we can choose interpretation functions at our pleasure. Based on this observation, in the following, we will show that the validity of general rules in finite injective models is essentially a second-order property. To do this, we need a notion of second-order translation. Prior to defining this notion, let us introduce a monadic second-order frame language considered in this paper, which is similar to one in modal logic [2] . Definition 3.1. Let be any set of proposition letters. The monadic second-order frame language over (notation:
is the monadic second-order language obtained by augmenting with a -indexed collection of monadic predicate variables, where is the first-order correspondence language of .
Roughly speaking, F ( ) is the language with equality consisting of only one binary relation symbol R and quantifiers can be applied to both individual variables and set variables. In the following, we denote this language by F instead of F ( ).
Definition 3.2.
The second-order translation function mapping general rules into second-order sentences in F is defined as
In the above, P i is a 1-placed relation symbol in the first-order correspondence language {p 1 ,p 2 ,...,p n } corresponding to the proposition letter p i (1 i n).
In other words, ( − (p 1 , p 2 , . . . , p n )) may be regarded as the monadic second-order sentence obtained from the first-order sentence
by prefixing it with the sequence of second-order quantifications ∀P 1 ∀P 2 . . . ∀P n .
In the following, for any set G of general rules, we denote the set { ( ) : ∈ G} by (G). In particular, we put
Any object in SGR is said to be a SGR sentence. For any set of SGR sentences, the set { : is a general rule such that ( ) ∈ } is denoted by −1 ( ).
Clearly, any SGR sentence may be interpreted on a given poset, and second-order quantifiers have the obvious meaning (for example, ∀P means 'for all subsets'). Thus, it makes perfect sense to consider whether a given SGR sentence holds in a poset M. 
Proof. (ii) ⇔ (iii)
Immediately follows from the simple observation that ( − ) is a second-order sentence in the language {R} and N is the reduct of M to the language {R}.
(i) ⇒ (ii) Suppose not. Then there is an expansion
Thus, it follows by Lemma 3.3 that there exist some formulas i of (1 i n) such that
Then, by Lemma 2.3, we obtain
So a contradiction comes from (i).
Thus, it follows by Lemma 2.3 that
. . , P n be an expansion of M to ∪ {P 1 , P 2 , . . . , P n } such that
Since Tr x (p i ) = P i (x) for each i ∈ {1, . . . , n}, it follows that for any conditional assertion ∈ ∪ , 
Proof. (i) ⇔ (iv) and (iv) ⇒ (ii) immediately follow from Lemma 3.4.
(ii) ⇒ (iv) For any language with power | | 2 |S N | , there exist injective models for based on N. So (iv) comes from Lemma 3.4.
(
Suppose that there exists a model M = N, l for a language such that M does not satisfy . Let be of the form
Since N is finite, there exists a large enough language 1 ⊇ and an injective interpretation function
This contradicts (ii).
Therefore for any finite injective model W , its frame completely decides whether W satisfies a given general rule. However, this does not always hold for non-injective models. In other words, any proposition of (1)- (4) in Theorem 3.1 is not always equivalent to the following:
For some preferential model M with the frame N, M satisfies . For instance, let N be any finite poset such that | min(S N )| > 1, and let N * be any preferential model with frame N such that l(s 1 ) = l(s 2 ) for any s 1 , s 2 ∈ min(S N ). It is easy to check that N * satisfies the general rule
However, if the language is nontrivial (i.e., it contains enough proposition variables), then any injective model with the frame N does not satisfy the above rule. 
Further, if we expand the language by adding a 1-placed function symbol F, and permit applying quantifiers to F, then the finiteness of M may be characterized by M fin , where Proof. We put
Let N be any finite poset such that N ( ). It is sufficient to show that N ∈ . Since N is finite, there exists an injective function l N : S N → V AL( ) for some finite language . Hence the structure N * = N, l N is an injective preferential model for . It follows from Theorem 3.1 that the relation | ∼ N * must satisfy general rules in −1 ( ( )). On the other hand, since can be ℵ 0 -axiomatized by a set of general rules, by Theorem 3.1, we get ⊆ −1 ( ( )). So | ∼ N * satisfies . Then M ≡ N * for some injective model M from . Thus, by Lemma 3.5, the model M is isomorphic to N * . Consequently, N ∈ comes from the closeness of under isomorphisms. Now we recall a notion introduced in [21] , which will play an important role in the rest of this paper. A poset N is said to be a four-node structure (P 4 , for short) if it is isomorphic to the poset M described as follows:
Following [21] , we set poset ( P 4 ) = def {M : M is a poset and M contains no four-node structures.}.
Clearly, a poset M may be regarded as a first-order model for the language = {R}. Then it is evident that M ∈ poset ( P 4 ) if and only if M p 4 .
In Section 5, we will reveal an internal relation between the class poset ( P 4 ) and filtered models defined below. More precisely, we will show that any filtered model is equivalent to some model satisfying p 4 , and vice versa. Definition 3.5 (Freund [7] ). A preferential model W is said to be filtered if whenever two states s and t of S satisfy a formula without being minimal in , there exists a state r, r ≺ s and r ≺ t, such that l(r) . The class of all injective filtered models for will be denoted by f ilter( ). Theorem 3.2 (Freund [7] ). For any preferential relation | ∼, the following are equivalent:
(i) | ∼= | ∼ W for some injective filtered model W .
(ii) | ∼ satisfies the following rule
Proof. Different proofs may be found in [7, 15, 20] . Proof. Let be SGR-defined by a set of SGR sentences. We will show that is ℵ 0 -axiomatized by −1 ( ). Let be any finite language. It is enough to prove that the representation theorem RTH(IM ( ), P + −1 ( )) holds. First it should be evident by Theorem 3.1 that for any injective model W from , W must satisfy general rules in −1 ( ). Next assume that | ∼ is a preferential inference relation of which satisfies −1 ( ). To complete proof, it suffices to show that | ∼ is generated by some injective model from . Since ⊆ poset ( P 4 ), it follows by Lemma 3.7 and Theorem 3. In order to arrive at the main result in this section, let us recall a well known result due to Freund. In [7] , Freund studies injective inference relations in detail. In particular he presents the logical condition WDR and establishes the representation result as follows. The restriction to finite languages in the above theorem is essential. Pino Pérez and Uzcátegui show that the condition WDR does not always hold for injective preferential models for infinite languages [15] . However, it is possible to eliminate this restriction if we only concern with some special kind of injective models. For instance, Pino Pérez and Uzcátegui [15] and Zhu et al. [20] provide two different semantical characteristics for the condition WDR without any restriction on languages.
Since general rules must be normal conditions, Lemma 4.20 in [21] implies the next lemma. However, in order to avoid recalling some auxiliary notions introduced in [21] , we will provide its proof directly. The following proof comes from Lemma 4.15 in [21] with some minor modifications.
Lemma 3.9. Let be a class of finite posets. If is ℵ 0 -axiomatized by a set of general rules then ⊆ poset ( P 4 ).
Proof. Assume that is ℵ 0 -axiomatized by a set of general rules. Proceeding by reduction to absurdity, suppose that there exists a finite poset N ∈ such that N / ∈ poset ( P 4 ). Then we may assume that N contains a four-node structure which consists of {s 0 , s 1 , t 0 , t 1 } endowed with the order { t 0 , s 0 , t 1 , s 1 }. Since the poset N is finite, there is a finite language , a sublanguage 0 ⊆ and an injective function f : S N → V al( ) such that:
The existence of languages , 0 and the function f meeting the above conditions is obvious. Since S N is finite, we may assume S N = {s 0 , s 1 , t 0 , t 1 , u 0 , u 1 , . . . , u k }. Let = {p 0 , p 1 , p 2 , q 0 , q 1 , . . . , q k } and 0 = − {p 2 }, and let 0, 1, . . . , k) . Then it is easy to check that , 0 and f satisfy the conditions (1) and (2) . However, the following proof does not depend on this concrete construction.
It should be evident that the pair N, f is an injective model for (denoted by W ). Since 0 is finite, we may suppose that 0 , 1 and 2 ∈ F orm( 0 ) are characteristic formulae 6 for valuations f (s 0 ) ∩ 0 (denoted by m 0 ), f (t 0 ) ∩ 0 (denoted by n 0 ) and f (t 1 ) ∩ 0 (denoted by n 1 ), respectively. 7 Therefore, by the definition of four-node structures and applying the conditions (1) and (2), it is easy to check that
Hence we have
Thus, We now obtain the main result in this section, which reveals the link between ℵ 0 -axiomatizability and SGR-definability.
Theorem 3.4 (First characterization theorem). Let be a class of finite posets, and let be closed under isomorphisms. Then can be ℵ 0 -axiomatized by a set of general rules if and only if satisfies the following conditions: (i) ⊆ poset ( P 4 ). (ii) is SGR-definable.
Proof. Immediately follows from Lemmas 3.6, 3.8 and 3.9.
Corollary 3.1. Let be the same class as one in the above theorem. Then can be ℵ 0 -axiomatized by a set of general rules if and only if the class is defined by ( ) ∪{
Proof. Straightforward.
Admissible sets and axiomatizability
In the previous section we investigated the characteristic of ℵ 0 -axiomatizability in terms of SGR-definability. This section aims at giving a logical characterization for axiomatizable classes. 6 A formula is said to be a characteristic formula for a valuation v if ∀u(u ⇔ u = v). If the language is finite then characteristic formulas always exist for any valuation. 7 Notice that m 0 , n 0 and n 1 are valuations for 0 .
P 4 and injective expansions
In this subsection, we will show that any preferential model satisfying P 4 must be a reduct of some injective model. To this end, let us first provide an auxiliary notion of an admissible set as follows. 
It is easy to check that any admissible set must be closed under the set operator ∩. Thus, an admissible set is a maximal field of sets satisfying (A − 4).
Lemma 4.1. Let N be a poset and B ⊆ ℘ (S N ). If B satisfies (A − 1)-(A − 4) then B ⊆ A for some admissible set A of N.
Proof. We set
For any increasing chain (w.r.
So it follows by Zorn's lemma that there exists a maximal element (say A) in . Then A is an admissible set of N such that B ⊆ A.
Proposition 4.2. Let N be a poset. Then N does not contain any infinite decreasing chain if and only if ℘ (S N ) is the only admissible set of N.
Proof. Straightforward. 
So the set is the least subset of ℘ (S N ) such that: (1) A ∪ {{s}} ⊆ . (2) is closed under ∩ and S N − (·).
It is easy to check that is closed under the operator ∪. Hence satisfies (A − 1)-(A − 3). Since A is an admissible set and A ⊂ , it follows by Lemma 4.1 that there exists a set K ∈ which is not smooth. On the other hand, since is the least one among sets satisfying the conditions (1) and (2), any set belonging to may be obtained from some sets in A ∪ {{s}} through finitely many times operations of ∪, ∩ and S N − (·). 8 Hence, for some n < , there exist Since the smoothness is preserved under the operator ∪, there is k m such that the set S 1k ∩S 2k ∩S 3k ∩· · ·∩S nk ∩{s} * k is non-smooth. Due to the closeness of the set A under the operators ∩ and S N − (·), it follows that
We set
To complete the proof, it is sufficient to show that the set Q satisfies (i), (ii) and (iii). Because either Q∩{s} = {s} or Q∩{s} = ∅, the set Q∩{s} is smooth trivially. Further, since Q∩{s} * k is non-smooth, we get Q ∩ {s} * k = Q ∩ (S N − {s}). 8 Let be the class of all sets which may be obtained through applying finitely many times operations of ∪, ∩ and S N − (·) over sets in A ∪ {{s}}.
It should be evident that ∈ and is the least set in . Thus, = .
From Q ⊆ S N , we obtain
Then the condition (ii) holds. Further, s ∈ Q follows from the observations that Q − {s} is non-smooth and Q is smooth. Hence the condition (i) holds.
It remains to prove that (iii) holds. From the non-smoothness of Q − {s}, there exists s 0 ∈ Q − {s} and s 0 / ∈ min(Q − {s}) such that t ≺ N s 0 for each t ∈ min(Q − {s}).
Since s 0 / ∈ min(Q − {s}), there exists an element s 1 ∈ Q − {s} such that s 1 ≺ N s 0 . It is evident that s 1 / ∈ min(Q − {s}) and t ≺ N s 1 for any t ∈ min(Q − {s}).
Repeating this procedure, we form an infinite decreasing chain in Q − {s} as follows:
Now, since Q is smooth and s i / ∈ min(Q) for any i < , this implies that s ∈ min(Q) and s ≺ N s i for each i < . Thus, (iii) holds.
Let N be a poset and x ∈ S N , and let {x i } i< be an infinite decreasing chain in N. In the following, we use the notation x ≺ N {x i } i< to mean x ≺ N x i for each i < . Proof. Let A be an admissible set of N. Suppose that there is no K ∈ A such that x ∈ K and y / ∈ K. Then {x} / ∈ A. So it follows by Lemma 4.3 that there exists a set Q ∈ A satisfying the following conditions:
(ii) There exists an infinite decreasing chain {s i } i< in Q such that:
Since there is no set K ∈ A such that x ∈ K and y / ∈ K, y ∈ Q comes from x ∈ Q. Then y ∈ Q − {x} due to x = y. Putting (2) and (ii.2) together, we obtain
(4.4.1)
Hence it follows by (ii.1) that y / ∈ min(Q − {x}). Then, since x ≺ N y and Q is smooth, we obtain t ≺ N y for some t ∈ min(Q − {x}). Furthermore, because of the transitivity of ≺ N and (4.4.1), we get t ≺ N {s i } i< . But this contradicts (ii.1). Proof. Consider the following cases. Case 1: Suppose that y ≺ N x. Hence x ≺ N y and x → y. So, by Lemma 4.4, x ∈ K and y / ∈ K for some K ∈ A. Case 2: Suppose that x ≺ N y. Similar to Case1, we have y ∈ K and x / ∈ K for some K ∈ A. Further, since A is closed under relative complements, it follows that x ∈ K ∈ A and y / ∈ K. Case 3: Suppose that x ≺ N y and y ≺ N x. By Lemma 4.5, we have either x → y or y → x. In both cases, by Lemma 4.4 and the closeness of A under relative complements, we always have x ∈ K and y / ∈ K for some K ∈ A. Lemma 4.7. Let M be any preferential model for a language . Then { : ∈ F orm( )} ⊆ A for some admissible set A.
Proof. Immediately comes from Lemma 4.1.
Next we will prove a result which will be used later on, but is of interest in itself. For each pair (x, y) ∈ , we introduce a new propositional symbol p x,y and put
By Lemma 4.7, { N * : ∈ F orm( )} ⊆ A for some admissible set A. Then it follows from Lemma 4.6 that for each pair (x, y) ∈ , we can choose and fix a set K x,y ∈ A such that x ∈ K x,y and y / ∈ K x,y . Now, we define the interpretation function l 0 as l 0 (s) = def l(s) ∪ {p x,y : s ∈ K x,y and (x, y) ∈ } for any state s ∈ S N .
Then, since l 0 (s) ∩ = l(s) for any s ∈ S N , we obtain N * = N 0⇓ . It remains to show that the condition (1) holds. Clearly, for any (x, y) / ∈ , we have l 0 (x) = l 0 (y). On the other hand, for any pair (x, y) ∈ , l 0 (x) = l 0 (y) follows from p x,y ∈ l 0 (x)l 0 (y). Hence l 0 is injective. Next we prove the following assertion by induction on the complexity of formulas:
From the definition of the function l 0 , it should be evident that for any proposition symbol p ∈ 0 , we have p N 0 ∈ A Then it follows by (A − 4) in Definition 4.1 that p N 0 is smooth. The induction steps involving sentential connectives are routine, omitted. Consequently, N 0 is an injective model for the language 0 .
Remark 4.1. Through introducing enough new proposition symbols, it is easy to show that any finite preferential model must be a reduct of some injective model [14] . However, for infinite models, it seems not very evident at least for the authors that this method can always bring us an injective expansion, and meanwhile, preserve the smoothness that is required by the definition of preferential models. So we do not think that it is trivial to verify the same conclusion in infinite case. Fortunately, a restricted result is obtained in the above, which is enough for the aim of this paper. 
Second characterization theorem
In this subsection, we will arrive at the main result of this paper. To do this, we introduce the following notion. 
Then is closed under substructures (refer to Theorem 3.2.2 in [6] ). Consider two posets M and N depicted in Fig. 1 .
It is easy to check that M ∈ and N / ∈ . We now show that the class is not closed under reductions. Let = {p, q, r} and 0 = {p, r}, and let two interpretation functions
So it follows by Lemma 3.5 that is not closed under reductions.
Lemma 4.8. Let be a class of posets. If is axiomatizable then is closed under reductions.
Proof. Suppose that is a set of general rules and is axiomatized by . Let be a propositional language, and let 0 ⊆ and M ∈ IM ( ). Hence M satisfies . Then, by Lemma 2.1, so does the reduct M ⇓ 0 . Furthermore, since is axiomatized by , there exists a model
Notation. In the rest of this paper, for any class of posets, we use f to denote the class of all finite posets belonging to . 
For any formula , we use atm( ) to denote the set of all propositional symbols occurring in . We put
Since is closed under reductions, we have
Then W does not satisfy − . On the other hand, since 0 is finite and W is injective, W comes from f . This contradicts (i).
In order to establish the main result of this paper, we need a link between finite and infinite languages. There exist at least two methods which are adequate for this task. Firstly, we may regard (countable) infinite language as the limit of an increasing chain of finite languages. Secondly, we may refer to an appropriate notion of compactness. This paper follows the latter. The next theorem is basic in first-order model theory, which is an ultraproduct version of the compactness theorem. However, another problem raises: how to use the above theorem in the context of preferential models? Fortunately, the notion of first-order translation is a bridge between preferential logic and first-order logic, and we can use this bridge to import results and ideas from first-order model theory to preferential logic [17] . Two related results are listed below. 
Proof. Immediately follows from Lemma 2.3.
So the equivalence of two preferential models may be boiled down to that they satisfy the same sentences in some fragment of a first-order language. Incidentally, a nice model-theoretical characterization for this fragment is obtained in [17] . On the other hand, the smoothness can also be expressed in first-order language. For any formula , we set x) ) and
Then we have Lemma 4.11 (Zhu [17] Proof. Straightforward.
Before stating the main result of this paper, let us recall some related definitions and results from first-order model theory. Let be any first-order language. A class K of models for is said to be an elementary class iff there exists a set T of sentences in such that K is exactly the class of all models of T. K is said to be closed under ultraproducts iff every ultraproduct D i of a family of models i ∈ K belongs to K. K is said to be closed under elementary equivalence iff 1 ∈ K and that 1 is elementary equivalent to u 2 (i.e., for any sentence in , 1 iff 2 ) imply 2 ∈ K. It is well known that for any class K of models for , K is an elementary class iff K is closed under ultraproducts and elementary equivalence [6] .
Theorem 4.3 (Second characterization theorem). Let be an elementary class of posets. Then is axiomatizable if and only if satisfies the following conditions:
The class is closed under reductions.
Proof. (⇒)
Since is axiomatizable, it follows by Definition 2.4 that is ℵ 0 -axiomatizable. For any finite language , since the model M is finite for each M ∈ IM ( ), we get IM ( ) = IM f ( ). Thus, f is also ℵ 0 -axiomatizable. So (i) and (ii) come from Theorem 3.4. On the other hand, by Lemma 4.8, the condition (iii) holds.
(⇐) From Theorem 3.4 we may assume that f is ℵ 0 -axiomatized by a set of general rules. We will prove that is also axiomatized by . Let be any language. It suffices to show that the representation theorem RTH(IM ( ), P + ) holds. By Lemma 4.9, it should be evident that the relation | ∼ M satisfies for any M ∈ IM ( ). So it remains to prove that for any preferential relation | ∼, if | ∼ satisfies then it is generated by some model in IM ( ). Suppose that | ∼ is a preferential relation of satisfying . We set
We demonstrate the following claims.
Claim 1. 9 For any i ∈ I ( ), there exists a preferential model
Clearly, i is a set of sentences of . We put 0 = def {p : p ∈ such that its corresponding relation symbol P occurs in i}.
It is obvious that the reduct | ∼ ⇓ 0 satisfies . From the finiteness of i, it follows that 0 is finite. Moreover, since f is ℵ 0 -axiomatized by , there exists a preferential model
is a model for the language 0 , in order to complete the proof of this claim, we need an expansion of M * i to the language . Thus we construct M i = S i , l i , ≺ i as follows:
• The interpretation function l i satisfies the following condition:
Since S * i , ≺ * i is a finite poset, it follows that the structure M i is smooth. Then M i is a preferential model for and its frame belongs to f . So, by the condition (i), we get M i P 4 . On the other hand, it is easy to see that M i is an expansion of M * i to the language . Hence M i i. 
Claim 2. There exists a preferential model
Consequently, since is closed under reductions, we get
So | ∼ M = | ∼. Therefore, the relation | ∼ is generated by some model in IM ( ). This completes the proof.
Remark 4.3.
From the above proof, it should be evident that the above theorem also holds for the class which is not an elementary class but is closed under ultraproducts.
Corollary 4.1. If the class is closed under reductions and ultraproducts then the following are equivalent:
Poset( P 4 ): the largest axiomatizable class
It is obvious that the property P 4 is of basic importance in the previous section. Then a natural question arises at this point. That is whether the class poset ( P 4 ) itself can be axiomatized by general rules. This section will give an affirmative answer. In fact, we will show that the class IM P 4 ( ) is equivalent to f ilter( ) in some sense, and poset ( P 4 ) can be characterized by P + DR. To do this, we need recall some notions introduced in the literature.
Based on a construction appeared in [18] , the following notion of a valuation structure is introduced in [20] .
Definition 5.1 (Zhu et al. [20] In the seminal paper [11] , Kraus et al. investigate the semantic characterization of preferential relations. In particular they introduce a method to construct a preferential model for any given preferential relation. We describe this method next.
Let | ∼ be a preferential inference relation. Following [11] , we say that the formula is not less ordinary than and write if and only if ∨ | ∼ . A valuation m is said to be normal for the formula (for short, -normal) if m C( ). Given a preferential relation | ∼, Kraus et al. construct the preferential model W as follows:
• S W = { m, : ∈ F orm( ) and m is a -normal valuation}.
• l W ( m, ) = m.
• m, ≺ W n, if and only if and m ¬ . It is well known that the above model W is a model for | ∼ (i.e., | ∼ W = | ∼) [11] . For convenience, this model W will be said to be a KLM model in the rest of this paper.
Theorem 5.1 (Zhu et al. [20] A consequence relation | ∼ is said to be cumulative iff it satisfies the rules LLE, RW, CM, CUT and REF [11] . Obviously, any preferential relation must be cumulative. The following result is well known, which is obtained independently by Freund and Pino Pérez et al. in [8, 15] , respectively. Lemma 5.1 (Freund [8] and Pérez and Uzcátegui [15] Proof. Straightforward.
We now give a trivial observation, which is useful for proving the next lemma. Let | ∼ be a preferential relation and W the KLM model for | ∼. By the definitions of valuation structures and KLM models, it is easy to check that for any valuations m and n in rang(l W ), m W n if and only if for each formula such that n C( ), we have m ¬ and there exists a formula such that m C( ) and Proof. For reduction, suppose that I (W ) contains P 4 . So we may assume that I (W ) has a substructure consisting of {m 1 , m 2 , n 1 , n 2 } endowed with the order { n 1 , m 1 , n 2 , m 2 }. Hence it follows that n 2 m 1 . Consequently, from the definitions of KLM models and valuation structures, there exists a formula 1 such that: Together with the results obtained in the literature, for any non-trivial language , the (pseudo) inclusion relations among some special subclasses of injective models may be summarized as follows:
F ( ) ⊆ I M( ).
• The class IM P 4 ( ) is the largest among axiomatizable classes of injective models classified by the properties of the frames. It includes ranked models, linear models, almost linear and quasi-linear models explored in [1, 12, 15, 20] . Moreover, IM P 4 ( ) = e f ilter( ).
• The class S( ) consists of all specific standard models for . An injective preferential model W for will be said to be a specific standard model if for any 0 ⊆ , there is an injective model W 1 for 0 such that W 1 ≡ W ⇓ 0 . The class S( ) is the largest class characterized by normal conditions, and it can be characterized by P plus the condition SWDR as follows [21] : for any (finite) language 0 ⊆ and any formulas , ∈ F orm( 0 )
• The class F ( ) consists of all standard models for a language . An injective preferential model W is said to be a standard model if for any formula , mod(C W ( )) = {l W (s) : s ∈ min( )} [7] . The class F ( ) is characterized by P + W DR [20] . So far, it is the class F ( ) that is the closest to IM( ) among injective classes with representation theorems. In particular for any finite language , we have F ( ) = I M( ), which is firstly observed by Lehmann [7] . We conclude this paper by discussing some interesting problems, which deserve to be researched. It should be pointed out that these problems are presented by one of anonymous referees.
First, it is well known that the rule Negation Rationality (NR, for short) implies DR in the injective case [9] . Then a question is: what are the links between NR and preferential models satisfying p 4 ?
Second, this paper aims to characterize the classes of posets axiomatized by general rules, then a natural problem is: how to characterize the classes of preferential models (not necessarily injective) axiomatized by general rules? The work in [21] and this paper is based on two simple observations as follows: (1) General rules are preserved under reductions but the injectivity is not an invariant of reductions. (2) If the language is finite then so is any injective model for this language.
It should be obvious that neither of these two observations may be used for non-injective models. Hence the authors do not think that the approach adopted in this paper can be applied in dealing with general case.
The final problem is: how to characterize the class of all injective preferential inferences in terms of logical conditions. This is one of difficult open problems in nonmonotonic logic [14] . In finite language case, Freund has resolved it [7] . However, in infinite case, existent work has revealed that the types of postulates, which have been used so far to classify inference relations, cannot characterize this class [5, 15, 21] . We believe that if such logical conditions exist, they must be unusual in the style. At present we cannot even image the forms of these conditions. A more general problem is: for any natural number k, how to characterize the class of all k-relations? Here a preferential relation is said to be a k-relation if it is generated by some model M such that |l −1 M (n)| k for any valuation n. In conclusion, "the issue of injectivity is thus quite complex, with a number of technical questions still unanswered in the infinite case." [14, pp. 79-80] .
