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Abstract
We consider representations of quivers over an algebraically closed field K . A dimension vector of a
quiver is called hypercritical, if there is an m-parameter family of indecomposable representations for the
dimension vector with m 2, but every family of representations for all smaller dimension vectors depends
on a single parameter. We characterise the hypercritical dimension vectors for trees via their Tits forms and
those of their decompositions and present the complete list of the hypercritical dimension vectors.
Finally, this leads to a combinatorial classification of the tame dimension vectors for trees which is also
given by the Tits forms.
© 2010 Elsevier Masson SAS. All rights reserved.
Résumé
Nous considerons des représentations des carquois sur un corps algébriquement clos K . Un vecteur des
dimensions d’un carquois est appelé hypercritique, s’il ya une famille des représentations indecomposables
pour le vecteur des dimensions paramétrée par m 2 paramètres, mais chaque famille des représentations
pour les vecteurs des dimensions plus petites depende d’un seul paramètre. Nous caractérisons les vecteurs
des dimensions hypercritiques pour les arbres par leurs formes de Tits et les formes de Tits des vecteurs des
dimensions des leurs décompositions et présentons la liste complète des vecteurs des dimensions hypercri-
tiques.
Enfin, nous obtenons une classification combinatoire des vecteurs des dimensions dociles pour les arbres
qui est aussi donnée par les formes de Tits.
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1.1. General overview
A theorem by Gabriel states that every basic finite dimensional K-algebra A over an alge-
braically closed field K is Morita equivalent to the path algebra KQ of a quiver Q modulo an
admissible ideal I , i.e. the module categories of A and KQ/I are equivalent (see [5]).
One of the problems in representation theory is to classify all finitely generated modules for a
given K-algebra where K is a field. In general, this is considered as a hard problem, because the
category of representations for a strictly wild K-algebra is at least as complicated as the category
of representations for any finite dimensional K-algebra (see [16] and [2]). In particular, there are
families of indecomposable representations depending on arbitrarily many parameters.
The category of finitely generated modules over a path algebra of a quiver without ori-
ented cycles is equivalent to the category of finite dimensional representations of the quiver.
(A finite dimensional representation of a quiver is given by a collection of finite dimensional
vector spaces, one for each vertex in the quiver (=directed graph), and K-linear maps be-
tween them, one for each arrow in the quiver. For the basic definitions on quivers and their
representations which are used here, the reader is referred to [7].) Since in the categories of fi-
nite dimensional representations of a quiver without oriented cycles the Krull–Remak–Schmidt
theorem holds, one usually restricts oneself to the classification of indecomposable representa-
tions.
There are several cases for which classifications of the representations are known, namely
when the quiver is representation finite (=Dynkin), i.e. there are only finitely many isomorphism
classes of indecomposable representations. This was done by Gabriel in 1973 (see [4]). Also
when the quiver is tame (=extended Dynkin), a complete classification of the indecomposable
representations is known due to Donovan and Freislich (1974, see [3]) and Nazarova (also 1974,
see [15]). Here, each family of indecomposable representations depends on just one parameter.
In contrast, for wild quivers in which case the path algebras are strictly wild, the families of
indecomposable representations depend on arbitrarily many parameters.
To each finite dimensional representation of a quiver, we can associate its dimension vector.
(This is just the collection of all dimensions of the vector spaces in the representation.) In 1980,
V. Kac gave a criterion saying which dimension vectors occur as dimension vectors of indecom-
posable representations for a quiver. They are exactly the positive roots for the Kac–Moody Lie
algebra corresponding to the quiver (see [11, Theorem § 1.10]). A consequence of his classifi-
cation is that all positive roots have Tits forms with values  1. But in general, it is difficult to
decide whether or not a dimension vector of a representation is a (positive) root. One method to
prove that a dimension vector is a positive root is to find a series of reflections for the dimension
vector reflecting it to a simple root or a root in the so-called fundamental domain (see [11] for
the definitions).
The general shape of the Auslander–Reiten quiver for wild quivers (containing as vertices all
isomorphism classes of indecomposable representations) is well known. There is a preprojective
component, a regular component, and a preinjective component. Whereas in the preprojective
component and in the preinjective component all representations do not have self extensions,
there are lots of representations with self extensions in the regular part.
Some representations for wild quivers can be calculated explicitly by means of so-called re-
flection functors (introduced by Bernstein, Gel’fand and Ponomarev in 1973 [1]) from simple
representations. In particular, one can explicitly calculate all preprojective and all preinjective
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tions is that they do not have any self extensions.
Although an explicit list of all (positive) roots for wild quivers is not known, one may ask
for a classification of dimension vectors of certain classes of indecomposable representations of
wild quivers. This was done for example by B.T. Jensen and X. Su in [10] for real roots of a
particular wild quiver, the extended Kronecker quiver. Also, they showed how one can construct
the corresponding representations explicitly. A classification result for the s-finite dimension
vectors, i.e. dimension vectors with only finitely many subspace representations, was given by
Magyar, Weyman and Zelevinsky in 1999 (see [14]).
Here, we classify all roots of wild connected trees, i.e. quivers without any cycles, for which
each family of (not necessarily indecomposable) representations depends (as in the tame case)
on at most one parameter. It turns out that there are infinitely many dimension vectors with this
property, but they can be cut into “building blocks” by dividing them into parts separated by
the 1-entries. Also, it is possible to construct indecomposable representations for these building
blocks by (admissible) reflections from certain known representations for representation finite
and tame quivers. Gluing them together provides us with a construction procedure for families of
indecomposable representations for all tame dimension vectors for all wild trees. It follows from
the Tits form of the dimension vectors that all representations for these dimension vectors must
have self extensions.
The classification is given, as in previous results for the s-tame and the tame dimension vectors
for stars (see [7] and [8]), in completely combinatorial terms. (In contrast to X. Su’s result in [17],
it is not supposed for the combinatorial part in the classification that the dimension vectors are
roots. Simply the values of the Tits forms of the dimension vectors and their decompositions are
sufficient to show that there are indecomposable representations with these dimension vectors.)
1.2. Main definitions and results
Let us now start with the main definitions.
A first step used for the classification is the description of the so-called hypercritical dimen-
sion vectors.
We write for two dimension vectors d′  d if each entry in d′ is smaller or equal to the
corresponding entry in d. Also, we write d′ < d if d′  d, but d′ = d.
If d is a dimension vector of a quiver Q and d′ a dimension vector of a subquiver Q′ of Q,
we can regard d′ as a dimension vector of Q which has zero entries at all vertices not in Q′. (In
this way, it is possible to compare dimension vectors of a quiver and its subquivers.)
Addition of dimension vectors is carried out component-wise.
Definition 1.1. A dimension vector d is called hypercritical if
(1) there is an m-parameter family of indecomposable representations for d with m 2, i.e., d is
a root with q(d) < 0, and
(2) for every d′ < d and every decomposition d′ = d1 + · · · + ds into positive roots d1, . . . ,ds ,
we have q(di ) 0 for all i = 1, . . . , s and q(di ) = 0 for at most one i ∈ {1, . . . , s}.
We will also consider dimension vectors having just special properties concerning their Tits
forms:
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(1) d has connected support,
(2) q(d) < 0, and
(3) q(d′) 0 for every d′ < d,
where q denotes the Tits form of the underlying quiver.
Now we can state the first theorem:
Theorem 1.3. Let K be an algebraically closed field and let d be a dimension vector of repre-
sentations of a tree. Then the following conditions are equivalent:
(A) d is hypercritical.
(B) d is combinatorially hypercritical.
If (A) or (B) in Theorem 1.3 is fulfilled, then the corresponding “reduced” dimension vector
is contained in List 1. The “reduction step” is explained in Section 3.
List 1.
(1)
4 8 12 10 8 6 4 2 1
6
(2)
2 5 8 7 6 5 4 3 2 1
4
(3)
2 4 6 8 6 4 2 1
4
(4)
1 4 7 10 8 6 4 2
5
(5)
1 2 4 6 5 4 3 2 1
3
(6)
1 2 3 4 5 4 3 2 1
2
(7)
2 4 6 4 2 1
4
2
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1 3 5 4 3 2 1
3
1
(9)
1 2 3 4 3 2 1
2
1
(10) 2 4 2 1
2
2
(11) 1 4 3 2 1
2
2
(12)
1 3
1
2
1
2 1
(13)
1
11
11
2
(14)
1
2
3
2
1
2
1
1
(15)
1
2
3
4
2
3 2
1
1
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1
2
3
4
2
3
1
1
(17)
2
4
6
3
5 4 3 2
1
1
(18)
2
4
6
3
5 4 3
1
1
(19)
2
4
6
3
5 4
1
2
(20)
1
2
3
2
1
2 1 2 3
2
2
1
1
(21)
1
2
3
4
2
3 2 1 2 3
2
2
1
1
(22)
2
4
6
3
5 4 3 2 1 2 3
2
2
1
1
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1
2
3
4
2
3 2 1 2 3 4
3
2
1
2
(24)
2
4
6
3
5 4 3 2 1 2 3 4
3
2
1
2
(25)
2
4
6
3
5 4 3 2 1 2 3 4 5 6
4
2
3
(26) 1 2 1 2 1
1
1
1
1
(27) 1 2 1
1
1
2 3
2
2
1
1
(28) 1 2 1
1
1
2 3 4
3
2
1
2
(29) 1 2 1
2
2
2 3 4 5 6
4
2
3
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dimension vectors.
Definition 1.4. A dimension vector d is called tame if
(1) there is a one parameter family of indecomposable representations for d, i.e., d is a root with
q(d) 0, and
(2) for every d′  d and every decomposition d′ = d1 + · · · + ds into positive roots d1, . . . ,ds ,
we have q(di ) 0 for all i = 1, . . . , s and q(di ) = 0 for at most one i ∈ {1, . . . , s}.
Note that the conditions in Definition 1.4 immediately imply that q(d) = 0.
As before, the corresponding combinatorial conditions can be described as follows:
Definition 1.5. A dimension vector d is called combinatorially tame if
(1) d has connected support,
(2) q(d) = 0, and
(3) q(d′) 0 for every d′  d,
where q denotes the Tits form of the underlying quiver.
Now we can state the second theorem:
Theorem 1.6. Let K be an algebraically closed field and let d be a dimension vector of repre-
sentations of a tree. Then the following conditions are equivalent:
(A) d is tame.
(B) d is combinatorially tame.
We will first show that it is equivalent for a dimension vector to be hypercritical or to be
combinatorially hypercritical. Next we will show that all dimension vectors in List 1 are com-
binatorially hypercritical. Finally, we will show that all reduced combinatorially hypercritical
dimension vectors are contained in this list.
For the tame case, no explicit list can be given, because there are infinitely many reduced tame
dimension vectors (see Section 8 for a construction of these), but one can describe the possible
“building blocks” of the tame dimension vectors. With similar arguments as in the hypercritical
case, the theorem for the tame case can be proved, but here one needs also the classification of
the hypercritical dimension vectors and of the so-called combinatorially finite dimension vectors
(see Section 8).
Since all reflections in the proofs are not at 1-entries and admissible (in the sense of Bernstein,
Gel’fand and Ponomarev, see [1]), it also possible to construct all families of indecomposable
representations for the tame dimension vectors for trees.
2. Some preparatory lemmas and proof of Theorem 1.3
In this section, some preparatory lemmas are proved which can be used for the classification
of the (combinatorially) hypercritical and (combinatorially) tame dimension vectors.
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Let Q be a quiver. Then we denote by FQ the fundamental domain and by WQ the Weyl group
for Q (see e.g. [13, Chapter I]).
Before we will state and prove some preparatory lemmas and Theorem 1.3, let us state a
theorem by V. Kac characterising those dimension vectors for which there is an indecomposable
representation. Note that the positive roots for a quiver can be characterised combinatorially
(see [11, § 2]).
In [12, Theorem C] Kac has shown the following (cf. also [13, Theorem § 1.10]):
Theorem 2.1 (Kac). Let d ∈ NQ00 be a dimension vector of representations of a quiver Q without
loops and let K be an algebraically closed field.
(a) There is an indecomposable representation over K with dimension vector d if and only if
d is a positive root for Q.
(b) If d is a real positive root, then there is a unique indecomposable representation over K with
dimension vector d.
(c) If d is an imaginary positive root, then μd(Q) = 1−q(d). (Here, μd(Q) denotes the maximal
number of parameters on which a family of indecomposable representations with dimension
vector d depends.) Furthermore, there is a unique μd(Q)-parameter family of indecompos-
able representations with dimension vector d.
We continue with the lemmas we need in order to prove Theorem 1.3.
The following lemma characterises the positivity resp. negativity of reflected simple roots in
terms of lengths of certain reflections (see [9, Theorem 5.4]). The version of the lemma which is
shown there holds for arbitrary Coxeter groups, but we need only a special case.
For τ ∈ WQ we denote by (τ) the length of the element τ . The reflection corresponding to
the simple root ei , i ∈ Q0, is denoted by si .
Lemma 2.2. Let τ ∈ WQ and ei , i ∈ Q0, be a simple root. Then:
(τsi) > (τ) ⇔ τ(ei ) > 0.
Lemma 2.3. Let d ∈ FQ and σ ∈ WQ. Then σ(d) d.
Proof. Let σ = sit ◦ · · · ◦ si1 be a reduced expression for σ where sj are the simple reflections
corresponding to the vertices j ∈ {i1, . . . , it }.
We show the claim by induction on the length t of σ .
If t = 1, then (d, ei ) 0, because d ∈ FQ. Therefore, si(d) = d− (d, ei )︸ ︷︷ ︸
0
ei  d for all i ∈ Q0,
in particular for i = i1.
Let now t > 1. Then we can write σ(d) = sit ◦ σ ′(d) with σ ′ = sit−1 ◦ · · · ◦ si1 . Let us abbre-
viate σ ′(d) by d′. We know that (σ ) > (σ ′) (because σ is reduced). But this is the same as
(σ−1) > (σ ′−1). It follows from Lemma 2.2 (with i = it and τ = σ ′−1) and si = s−1i for all
i ∈ Q0 that (σ ′)−1(eit ) > 0. Therefore, (d, (σ ′)−1(eit )) 0, because d ∈ FQ.
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σ(d) = sit
(
d′
)= d′ − (d′, eit )eit = d′ − (d, (σ ′)−1(eit ))︸ ︷︷ ︸
0
eit  d′,
because (−,−) is invariant under reflections (see [11, Lemma 1.9]). Now, d′  d by induction
hypothesis, and so σ(d) d. 
Lemma 2.4. Let d be a root of a quiver Q with q(d) = 0, where q denotes the Tits form of Q.
Then there exists an element σ ∈ WQ, such that d = σ(δ) δ where δ ∈ FQ and has Euclidean
support.
Proof. Kac has shown in [11, Proposition 1.1] that every imaginary root d can be reflected by a
sequence of reflections to a root which is contained in the fundamental domain.
Since q(d) = 0, the root d is imaginary. Let σ be an element in the Weyl group WQ such that
σ−1(d) = δ ∈ FQ. We show that the support of δ is Euclidean.
The Tits form is invariant under reflections (see [11, Lemma 1.9]), and so q(δ) = 0. This
implies that 2 · q(δ) = (δ, δ) =∑i∈Q0 δi(δ, ei ) = 0. Since δ ∈ FQ (i.e. (δ, ei ) 0 for all i ∈ Q0)
and δ  0, we get that (δ, ei ) = 0 if i ∈ supp δ.
But then, by Kac’s result [11, Lemma 1.2 and Lemma 1.3], δ has Euclidean support.
The inequality σ(δ) δ follows from Lemma 2.3. 
In general, it is not so easy to decide whether the minimal value of the Tits forms for those
dimension vectors which are smaller than a given one is obtained at a root or not. But the fol-
lowing lemma shows that in those cases, when the dimension vector is hypercritical or tame, the
minimal value is actually obtained at a root.
Lemma 2.5. Let d be a hypercritical (resp. a tame) dimension vector. Then d is also combinato-
rially hypercritical (resp. combinatorially tame).
Proof. The first and the second conditions clearly hold: As a root, d must have connected sup-
port, and the second conditions hold by definition.
We show the third conditions:
Let d′ < d and d′ = d1 + · · · + ds be its canonical decomposition. Then
2 · q(d′)= (d′,d′)=
(
s∑
i=1
di ,
s∑
i=1
di
)
=
s∑
i=1
(di ,di ) +
s∑
i,j=1
i =j
(di ,dj )
s∑
i=1
(di ,di ) 0.
The last inequality holds, since 2 · q(di ) = (di ,di ) 0 for all i = 1, . . . , s, because the di are
roots for all i = 1, . . . , s (and the condition holds for all roots < d resp.  d). The second last
inequality holds, since (di ,dj )  0 for all i, j ∈ {1, . . . , s}, i = j , because d1 + · · · + ds is the
canonical decomposition of d′. (Thus, there are no extensions between two general indecompos-
able representations of dimension vectors di and dj .)
So, q(d′) 0 for all d′ < d, even if d′ is not a root. 
The next lemmas show that all combinatorially hypercritical dimension vectors are hyper-
critical, and that the conditions for combinatorially tame dimension vectors imply some of the
conditions for a dimension vector to be tame.
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d lies in the fundamental domain of Q. In particular, d is a root.
Proof. We show even more, namely, that d lies in the fundamental domain of Q.
Since d is combinatorially hypercritical, it has connected support. Assume that (d, ei ) > 0 for
some i ∈ Q0. Let d′′ := d − ei . Then d′′ < d and
2 · q(d′′)= (d − ei ,d − ei ) = (d,d) − 2 · (d, ei )︸ ︷︷ ︸
1
+ (ei , ei )︸ ︷︷ ︸
=2
 2 · q(d) − 2 + 2
= 2 · q(d) < 0,
a contradiction to the fact that d is combinatorially hypercritical. 
Remark 2.7. Note that a direct proof as in the previous lemma does not work for the implication
that all combinatorially tame dimension vectors are roots. This would just lead to the fact that
there is some d′′ < d with q(d′′) 0, and so q(d′′) = 0, which actually happens very often (see
also Lemma 2.4).
Lemma 2.8. Let d be a combinatorially hypercritical (resp. a combinatorially tame) dimension
vector for a quiver Q. Then for any d′ < d and any decomposition d′ = d1 +· · ·+ds into positive
roots, there is at most one i ∈ {1, . . . , s} with q(di ) = 0.
Proof. Assume that there are at least two i ∈ {1, . . . , s} with q(di ) = 0, w.l.o.g. i = 1,2. By
Lemma 2.4, we know that there exist σi ∈ WQ such that di = σi(δi )  δi , where δi ∈ FQ, i =
1,2, both with Euclidean support.
We construct a dimension vector c with c < d and q(c) < 0.
Case 1. The support of δ1 and δ2 is not connected.
Let c = δ1 + δ2 + h, where hj = 1 for the vertices on the path between the two supports and
hj = 0 otherwise.
Then c < d and q(c) = q(δ1)+q(δ2)+12 −1 · (a1 +a2) 0+0+1−2 = −1, where ai > 0,
i = 1,2, are the dimensions in δi at the vertices which are the neighbours of the connecting path
between the two supports.
Case 2. The support of δ1 + δ2 is connected and strictly contains the support of δ1.
Let j ∈ Q0 be in supp(δ1 + δ2)\ supp δ1 such that there exists an arrow between j and the
support of δ1 connecting j with a vertex in supp δ1 of dimension a1 > 1. (A case by case study
shows that such a vertex j always exists.) Let c = δ1 + ej .
Then c < d and q(c) = q(δ1) + 12 − 1 · a1  0 + 1 − 2 = −1.
Case 3. The support of δ1 equals the support of δ2.
Let j ∈ Q0 be such that dj > 0 and there exists an arrow between j and the support of δ1,
and let c = δ1 + δ2 + ej . (The existence of such a j is guaranteed by the fact that the support
of d would be Euclidean, otherwise, and in that case d could not fulfill condition (2) for being
combinatorially hypercritical.)
Then c < d and q(c) = q(δ1) + q(δ2) + 12 − 1 · (a1 + a2)  0 + 0 + 1 − 2 = −1, where
ai > 0, i = 1,2, are the dimensions in δi at the vertex which is the neighbour in supp δ1 = supp δ2
of j . 
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rially hypercritical.
If a dimension vector is combinatorially hypercritical, then Lemma 2.6 ensures that it is a
root, and together with the negative Tits form we get the existence of an m-parameter family of
indecomposable representations, which is the first condition for being hypercritical.
Lemma 2.8 shows that the second condition for being hypercritical is also fulfilled if the
dimension vector is combinatorially hypercritical. 
In order to show Theorem 1.6, we need to show that all combinatorially tame dimension
vectors are indeed roots. For this, we will construct the “building blocks” for the combinatorially
tame dimension vectors and show that all of them are roots. But before we do this, we construct
the complete list of all reduced (combinatorially) hypercritical dimension vectors which helps us
to find all possible building blocks for the combinatorially tame dimension vectors.
3. General reduction steps concerning the Tits form
In order to obtain the list of all combinatorially hypercritical dimension vectors, it is useful to
have some results concerning minimal values of the Tits form (depending on certain “distribu-
tions of the dimensions” along the arms and in the central parts).
Definition 3.1. The degree of a vertex in a graph is the number of vertices adjacent to it.
A vertex is called branching vertex if its degree is bigger than 2.
First we will show that it is possible to get a lower bound for the Tits forms of the dimension
vectors if we fix the underlying graph and the dimensions at the branching vertices. Then we
will introduce so-called reduced dimension vectors. It is easy to see that, if the reduced dimen-
sion vector is not combinatorially hypercritical (resp. combinatorially tame), then the original
one cannot be combinatorially hypercritical (resp. combinatorially tame), either. All this simpli-
fies the classification of the combinatorially hypercritical and combinatorially tame dimension
vectors.
3.1. Minimising the Tits form by changing dimensions
Definition 3.2. A tree is of type An if it contains exactly two vertices of degree 1 and all other
vertices are of degree 2.
• • · · · • •
A subtree of type An of a tree which contains exactly one vertex of degree 1 in both the original
tree and itself and exactly one vertex of degree  3 in the original tree, but of degree 1 in itself
is called an arm of the tree.
A subtree of type An of a tree which contains exactly two vertices of degree 3 in the original
tree, which are of degree 1 in itself is called a central line of the tree.
The total configuration of all central lines is called the central part of the tree.
The length of a tree of type An is the number of vertices in it.
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• • • • • • •
•
Its central part consists of a single vertex, namely the branching vertex.
The next tree has four arms, three of which have lengths 2 and one of which has length 4.
•
•
•
•
•
•
•
•
Its central part consists of one central line of length 2, the graph consisting of the two branching
vertices and the edge between them.
Now we consider either central lines or arms in the quiver. For the following definition a
dimension vector of an arm with p − 1 vertices can always be thought of as a dimension vector
of a central line with p vertices where the entry in the dimension vector at one end is set to be 0.
Definition 3.4. Let d = (d0, . . . , dp) be the dimension vector of a quiver restricted to a central
line with m := d0  dp =: n. We say that the dimension jumps in d are distributed as evenly as
possible, if one of the following holds:
• If we write n − m = p · s + r with s ∈ Z and 0 r < p, then there are r dimension jumps
with dj+1 − dj = s + 1 and p − r dimension jumps with dj+1 − dj = s.
• Write n − m = p · s + r with s ∈ Z and 0 r < p and suppose there is an a < s such that
there is a restriction of the form di+1 −di  a for one position i ∈ {0, . . . , p} in d. If we write
n−m− a = (p − 1) · s˜ + r˜ with s˜ ∈ Z and 0 r˜ < p − 1, then there is one dimension jump
with dj+1 − dj = a and there are r˜ dimension jumps with dj+1 − dj = s˜ + 1 and p − 1 − r˜
dimension jumps with dj+1 − dj = s˜.
Lemma 3.5. The Tits form of a dimension vector of a tree with fixed dimensions on the central
part is minimal if and only if the dimension jumps along its arms are distributed as evenly as
possible. It follows that the combinatorially hypercritical and combinatorially tame dimension
vectors are increasing along their arms.
Proof. This is an immediate consequence of [8, Lemma 24]. 
Having got a good overview of the minimal values of the Tits forms for dimension vectors
when changing dimensions along their arms, it is natural to ask what, given the underlying quiver
and the dimensions at the branching vertices, the effects of changes on their central parts are.
Lemma 3.6. The Tits form of a dimension vector of a tree with fixed dimensions at the branching
vertices is minimal if and only if the dimensions are increasing along the central parts in steps
distributed as evenly as possible in the direction from the smaller dimension entries to the bigger
ones.
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Later, we will show that in some cases, when the dimensions are distributed as evenly as
possible, the Tits form equals −1 already, and so it is not possible to construct a smaller dimen-
sion vector with a negative Tits form when the dimensions at the branching vertices are kept.
(Otherwise, the dimensions would not be distributed as evenly as possible.)
3.2. Reduction of dimension vectors
Reduction 3.7. Given a dimension vector d of a tree, we construct its reduced dimension vec-
tor dred by deleting all double entries of dimensions along the arms and along the central lines
and shortening the graph correspondingly.
It is clear that a dimension vector cannot be combinatorially hypercritical (resp. combinatori-
ally tame), if its reduced dimension vector is not. (Suppose dred is the reduced dimension vector
of d and d′ < dred is a dimension vector with Tits form q(d′) < 0. Then we get a dimension
vector d′′ < d with q(d′′) = q(d′) < 0 by repeating the dimensions of d′ at the positions which
were deleted in d in order to obtain dred.)
3.3. Lower bounds for the Tits form
Sometimes it is easy to derive the values of the Tits form for a bigger dimension vector by
looking at parts of the dimension vector for which the Tits form is already known.
Two main constructions are useful:
• extending a dimension vector by another one;
• gluing two dimension vectors.
Definition 3.8. Given two dimension vectors d and d′ of quivers Q and Q′, we can regard (d,d′)
as a dimension vector for a new quiver Q′′ which is obtained by adding an arrow between the
union of Q and Q′. We also say that we extend the quiver Q by Q′.
Example 3.9. If we take
1
2
3
4
2
3 1
and the dimension vector of the quiver • with dimension entry 1, we obtain the dimension vec-
tor (16) from List 1 for the corresponding quiver when we add an arrow from the vertex in the
quiver • to the vertex with the 3-entry in the first quiver (or an arrow in the opposite direction).
Definition 3.10. Given two dimension vectors d and d′ of quivers Q and Q′ it may happen that
they have a common dimension entry at least two vertices. We choose one vertex in each quiver
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In this way we get a new dimension vector d′′ for a quiver Q′′ which we obtain by identifying
the corresponding (fixed) two vertices in the quivers Q and Q′ where the dimensions coincide
and keeping all the arrows.
Example 3.11. Given
2
4
6
3
5 4 3 2 1
and
1 2 3 4
3
2
1
2
we can glue them together at the vertices with the 1-entries and obtain the dimension vector (24)
from List 1. (In this particular case, it does not matter which of the 1-entries in the second
dimension vector we choose. We get the same dimension vector as a result, but in general, it may
be different.)
The following calculations are used frequently.
Lemma 3.12.
(1) If d is a dimension vector of a quiver with Tits form q(d) = a and d˜ is an extension of
the dimension vector d at a vertex with dimension n by a vertex with dimension m, then
q(d˜) = a − nm + m2. In particular, the Tits form decreases by 1 for m = 1 and n = 2 and
by 2 for m = 1 and n = 3.
(2) If d1 and d2 are two dimension vectors with Tits forms q(d1) = a and q(d2) = b having
the same dimension m at two vertices, then the “glued dimension vector” has Tits form
a + b − m2.
Remark 3.13. A dimension vector for a tame quiver is called critical if it is the minimal positive
root with Tits form equal to 0. It is well known that for a tame tree this is the case if and only if
it belongs to the following list:
1 2 1
1
1
D˜4
1 2 3 2 1
2
1
E˜6
1 2 3 4 3 2 1
2
E˜7
2 4 6 5 4 3 2 1
3
E˜8
Also, it is well known that all other positive roots with Tits form equal to 0 are positive
multiples of the above.
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(and also use the results there in order to obtain a lower bound for their Tits forms).
For some cases in which the quiver has one or two branching vertices, it is also useful to have
an explicit formula for the Tits forms in terms of dimension jumps.
Definition 3.14. Given a natural number n ∈ N0 and a positive integer p ∈ N, we say that
(a1, . . . , ap) ∈ Zp is a decomposition of n if ∑pj=1 aj = n.
Given a dimension vector d of a star, i.e. a tree with exactly one branching vertex, we denote
by (d) the corresponding tuple of compositions of n where n is the dimension at the central
vertex of the star (see [7, Section 3]). The map  assigns to each dimension vector its dimension
jumps along the arms.
Let d be a dimension vector of a star with k arms of lengths p1, . . . , pk and let (a1, . . . ,ak) be
the corresponding tuple of compositions, where ai = (ai1, . . . , ai,pi ), i = 1, . . . , k. The Tits form
of d can then be calculated as
q(d) = 1
2
(
k∑
i=1
pi∑
j=1
a2ij + (2 − k)n2
)
(see [7, Lemma 12] (where the condition that all aij be non-negative is not needed for the proof)).
Similarly, we obtain a formula for the Tits form of dimension vectors with two branching
vertices.
First we have to introduce some notation. If d is a dimension vector of a quiver which has
exactly two branching vertices, it is clearly a gluing of a dimension vector d′ of a star with
several dimension vectors d′′i , i = 1, . . . , , of quivers of type An (all at the same vertex).
(In what follows, we assume that the underlying quiver of d has two branching vertices of
degrees k and  + 1.)
We rewrite d′ and d′′i , i = 1, . . . , , in terms of their dimension jumps: Let d′ be a dimension
vector of a star with k arms of lengths p1, . . . , pk and let (a1, . . . ,ak) be the corresponding tuple
of compositions, where ai = (ai1, . . . , ai,pi ), i = 1, . . . , k, and d′′i dimension vectors of quivers of
type Ari , i = 1, . . . , , and let (bi ) = (bi1, . . . , bi,ri ) be the corresponding tuples of compositions.
We call the dimension at the glued vertex m, and get that
q(d) = q(d′)+ ∑
i=1
q
(
d′′i
)− m2
= 1
2
(
k∑
i=1
pi∑
j=1
a2ij +
∑
i=1
ri∑
j=1
b2ij + (2 − k)n2 − m2
)
. (1)
As we can see from formula (1), the Tits form does not depend on the order of the dimension
jumps along the arms and the central line, if we fix the dimensions at the two branching vertices.
4. Some combinatorially hypercritical dimension vectors
In [8] we classified the hypercritical dimension vectors for stars.
The result is as follows:
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hypercritical. Also, this is the case if and only if the corresponding reduced dimension vector is
one of the dimension vectors from cases (1)–(13) from List 1.
Here is a first step for the construction of the list of all reduced combinatorially hypercritical
dimension vectors.
Proposition 4.2. All dimension vectors in List 1 are combinatorially hypercritical.
Proof. By Theorem 4.1, we can concentrate on the dimension vectors whose underlying graphs
are not stars.
An easy calculation using Lemma 3.12 shows that the Tits form in the cases (13)–(18) and
(20)–(29) equals −1.
Using formula (1) from page 516, we get that in case (19):
q(d) = 1
2
(
3 · 22 + 2 · 32 + 42 + 2 · 12 + 12 + 32 + 2 · 22 − 62 − 2 · 42)= −1.
So we are left with the calculation of the least possible values of the Tits forms for those
dimension vectors which are smaller than those in cases (13)–(29).
Note that we can find the minimal values for the Tits form by distributing the dimension jumps
as evenly as possible.
In cases (20)–(29), it is obvious that the Tits forms for the smaller dimension vectors are non-
negative, because the dimension vectors in the list are gluings of two critical dimension vectors
at vertices with dimension 1 and the critical dimension vectors are the minimal ones for the tame
quivers with Tits form equal to 0. So, the Tits form for smaller dimension vectors will certainly
be bigger (by the second part of Lemma 3.12).
For the other cases, it is useful to have a list with the dimension vectors smaller than those in
cases (13)–(19) taking the least possible values for their Tits forms.
If a dimension vector is smaller than one from the cases (13)–(19), it has at most two branching
vertices. First of all, we may restrict ourselves to reduced dimension vectors with increasingly
ordered dimension jumps along the arms and along the central line.
Fixing the two dimensions at the branching vertices, the Tits form is not minimal whenever
the dimension vector is not increasing along its central line from the smaller dimension to the
bigger one. Given a dimension vector, the Tits form increases when one of the arms or the central
line is shortened. Also, the Tits form is independent of the order of the dimension jumps along
the arms and along the central line.
So we obtain the following list of reduced dimension vectors with increasingly ordered di-
mension jumps along their arms and their central lines which are smaller than those dimension
vectors in cases (13)–(19) and take the least possible values for their Tits forms:
List 2.
(1) 1
(2)
1 2 1
1
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1
1
(4) 1 2 3 2 1
1
(5)
1
3
5
2
4 3 2
1
1
(6)
1
3
5
2
4 3
1
1
(7)
1
3
5
2
4
2
1
In cases (1), (2), and (4) from List 2, the underlying quiver is a Dynkin quiver, thus the Tits
forms are certainly positive. Case (3) is just the critical root for D˜4, so its Tits form is zero.
Case (5) is an extension of a root of a quiver of type E8 at a vertex of dimension 2 by a vertex
of dimension 1. Using Lemma 3.12, we get that the Tits form is 0.
Also, in cases (6) and (7), the Tits form is easily calculated to be 0 via formula (1) (from
page 516).
So, all dimension vectors listed in List 1 are combinatorially hypercritical. 
Our next aim is to show that there are no other reduced combinatorially hypercritical dimen-
sion vectors. We will do this in several steps. First we will consider reduced dimension vectors
for which the underlying graph has exactly two branching points and show that the dimension
vectors from List 1 are the only ones which are possible. Then we will show that it is not possible
to construct any combinatorially hypercritical dimension vectors for graphs with more than two
branching points.
5. The combinatorially hypercritical dimension vectors for trees with exactly two
branching points
In this section, we consider dimension vectors for trees with exactly two branching points.
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trees with two branching points but the ones from List 1.
5.1. Minimal dimension 1 on the central part
Lemma 5.2. Let d be a reduced combinatorially hypercritical dimension vector for which the
minimal entry on the central line equals 1. Then d is a gluing of two critical dimension vectors
for tame quivers at a vertex of dimension 1.
Proof. Write d = d1 −1−d2. If q(d1 −1) < 0 or q(d2 −1) < 0, then d1 −1 or d2 −1 this con-
tradicts property (3) in the definition of combinatorial hypercritical dimension vectors. Therefore,
d cannot be combinatorially hypercritical.
So both q(d1 − 1)  0 and q(d2 − 1)  0. If q(d1 − 1) > 0 or q(d2 − 1) > 0, then q(d) =
q(d1 − 1) + q(d2 − 1) − 1 0. But then d is not combinatorially hypercritical.
So q(d1 − 1) = 0 and q(d2 − 1) = 0. We apply Lemma 2.4 and the result stated in Re-
mark 3.13. Now, the fact that we have to find the minimal dimension vectors with negative Tits
forms proves the lemma. 
Now we know all reduced combinatorially hypercritical dimension vectors for a tree with two
branching points which contain a 1 in the central part, and there are no other dimension vectors
but the ones already listed in List 1.
5.2. Minimal dimension  2 on the central part
We already know the reduced combinatorially hypercritical dimension vectors which contain
no 1 in the central part for which the arm lengths are (3,3) for one branching vertex and (2,2)
for the other. These are exactly the ones from cases (12) and (14) in List 1.
Quivers with arm lengths (2,2) for both branching vertices are of the shape D˜n, n  4, so
tame. Thus, there is no combinatorially hypercritical dimension vector for them (by results of
Nazarova (see [15]) and Donovan and Freislich (see [3])).
So we are left with dimension vectors for quivers with arm lengths (2,p), p  3, for one
branching vertex and (2, q), q  2, for the other.
Also, we may impose certain conditions on the dimensions in order to exclude that they are
bigger then the ones contained in List 1. Furthermore, we have to consider only those with
smallest possible Tits forms, i.e. the constraints have to be made such that the dimension jumps
are still distributed as evenly as possible.
Given a dimension vector for a quiver with two branching vertices of degrees k and , we
denote by a1, . . . ,ak−1 and b1, . . . ,b−1 the tuples of compositions corresponding to the re-
strictions of the dimension vector along its arms. The dimensions at the branching vertices are
denoted by n and m.
The following list contains necessary conditions for reduced dimension vectors with two arms
to be incomparable with the ones from List 1:
List 3.
(1) The arm lengths are (2,3) and (2,2), where min a1 = 2.
(2) The arm lengths are (2,3) and (2,2), where min a2 = 1.
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(4) The arm lengths are (2, n) and (2,2), where min a1 = 1.
In order to obtain the least possible values for the Tits forms, we may assume that the di-
mension vectors are reduced and have increasing dimensions along their central lines from the
branching vertex with the smaller dimension to the branching vertex with the bigger dimension
by steps of 1. Also, the dimension jumps along the arms have to be distributed as evenly as pos-
sible. Without loss of generality, we may assume that the dimension jumps along the arms are
ordered increasingly.
In the first two cases, we may assume that the minimal dimension entry in the central line is
smaller than 4. Otherwise, the dimension vector would be bigger than a dimension vector whose
reduced form is as in case (10) in List 1.
We have the following five cases (for (1) and (2) in List 3):
d1 :=
n3 
2 · n3 
n
2
· · · 2
1
1
,
d2 :=
n3 
2 · n3 
n
2
· · · 3
1
1
,
d3 :=
1
n−12  + 1
n
n2 
· · · 2
1
1
,
d4 :=
n−12  + 1
n
n2 
· · · 3
1
11
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d5 :=
1
2
3
1
· · · m
m2 
m2 
.
The minimal values of the Tits forms are:
•
q(d1)
1
2
(
22 + (n − 2)2 + n
2
3
+ n − n2
)
+ 12 − 2 · 1
= 1
2
(
n2
3
− 3n + 6
)
> −1
for all n ∈ N.
•
q(d2)
1
2
(
22 + (n − 2)2 + n
2
3
+ n − 3 + 22 + 12 − n2
)
+ 12 − 3 · 1
= 1
2
(
n2
3
− 3n + 6
)
> −1
for all n ∈ N.
•
q(d3)
1
2
(
n2
2
+ 12 + (n − 1)
2
2
+ n − n2
)
+ 12 − 2 · 1
= −1
4
> −1
for all n ∈ N.
•
q(d4)
1
2
(
n2
2
+ 12 + (n − 1)
2
2
+ n − 3 + 22 + 12 − n2
)
+ 12 − 3 · 1
= −1
4
> −1
for all n ∈ N.
•
q(d5)
1
2
(
2 · m
2
2
+ m − m2
)
+ 12 − 3 · 1 = 1
2
m − 2−1
2
> −1
for all m  3, and if m = 3, the dimension vector is smaller than the dimension vector in
case (14) from List 1.
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If n < 4, then n = 3, and we get a dimension vector of the shape d5 above.
If m < 4, then the dimension vector is comparable with those in cases (16) and (17) from
List 1.
So we have to consider
d6 :=
n3 
2 · n3 
n
n2 
· · · m
1
m2 
with n,m 4.
We get
q(d6)
1
2
(
n2
2
+ n
2
3
+ n − m + m
2
2
− n2
)
+ 12 − 1 · m
= 1
2
(
−n
2
6
+ n + m
2
2
− 3m + 2
)
,
which is minimal if and only if m = 4, in which case d6 is comparable with the dimension vector
in case (17) from List 1.
In case (4) from List 3 we may assume that n  4. But then the dimension vector is bigger
than one of the dimension vectors in cases (11), (15) or (16) from List 1.
This completes the proof of Proposition 5.1.
6. The combinatorially hypercritical dimension vectors for trees with more than two
branching points
Proposition 6.1. There are no reduced combinatorially hypercritical dimension vectors for trees
with more than two branching vertices.
Proof. Let d be a reduced hypercritical dimension vector with three branching points.
If the central part in d does not contain any 1-entries, then it is clearly bigger than
1
11
11
2
thus not combinatorially hypercritical.
If there is a 1 in a central line, then d can be split as d′ − 1 − d′′, where d′ − 1 and d′′ − 1
have both Tits form 0. (Clearly the Tits form of both d′ − 1 and d′′ − 1 has to be non-negative.
But if one of q(d′ − 1) or q(d′′ − 1) were positive, then q(d) 0.)
So, q(d′ − 1) = q(d′′ − 1) = 0 and we can apply Lemma 2.4 and the result stated in Re-
mark 3.13. It follows that d is bigger or equal to one of the dimension vectors with two branching
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List 1. 
This completes the proof of Proposition 6.1.
7. General reduction steps concerning indecomposability
The content of this section is the result that the combinatorial reduction step for dimension
vectors from Section 3 is compatible with the existence of indecomposable representations for
tame dimension vectors.
Clearly, by inserting isomorphisms at the edges which are deleted in the reduction step, it
is possible to construct indecomposable representations for any d for which the corresponding
reduced dimension vector dred is tame.
The other direction is not so obvious.
We have to show the following:
Proposition 7.1. If d is a root of a tree Q with q(d) = 0, then dred is also a root.
Proof. If d = dred, then there is nothing to show.
So, let d be a root of a tree Q which has at least two adjacent vertices i, j ∈ Q0 with the
same dimension entries di = dj =: n. From this we get a corresponding dimension vector d′ of
a quiver Q′, which we get by identifying the vertices i and j from Q and deleting the arrow
between i and j . Let us denote the new vertex in Q′ by i′.
Locally, the dimension vector d looks as follows:
· · ·
· · ·
...
· · ·
· · ·
...
el
n
e1
n
f1
fr
where n is the dimension at the vertices i and j , e1, . . . , el are the dimensions for the vertices
adjacent to i and different from j and f1, . . . , fr are the dimensions for the vertices adjacent to j
and different from i.
We get the following situation for the dimension vector d′:
· · ·
· · ·
...
· · ·
· · ·
...
el
n
e1 f1
fr
where n is the dimension at the vertex i′ and e1, . . . , el, f1, . . . , fr are the dimensions for the
vertices adjacent to i′.
For d, let Qˆ0 be the set of vertices in Q which have at least one neighbour of the same
dimension.
We will now construct a sequence of reflections in order to show that dred is really a root.
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dimension vector d˜ such that we get sk(d˜)k  d˜k for all reflections sk at the vertices k /∈ Qˆ0. In
particular, this implies that (d˜, ek) 0 for all k /∈ Qˆ0.
We can do the same for the dimension vector d′ and get a dimension vector d˜′ for which
sk(d˜′)k  d˜′k for all reflections sk at the vertices k /∈ {i′} ∪ Qˆ0\{i, j}. Therefore, (d˜′, ek) 0 for
all k /∈ {i′} ∪ Qˆ0\{i, j}.
Locally, the dimension vector d˜ looks now as follows:
· · ·
· · ·
...
· · ·
· · ·
...
e˜l
n
e˜1
n
f˜1
f˜r
where n is the dimension at the vertices i and j , e˜1, . . . , e˜l are the dimensions for the vertices
adjacent to i and different from j and f˜1, . . . , f˜r are the dimensions for the vertices adjacent to j
and different from i.
We get the following situation for the corresponding dimension vector d˜′:
· · ·
· · ·
...
· · ·
· · ·
...
e˜l
n
e˜1 f˜1
f˜r
where n is the dimension at the vertex i′ and e˜1, . . . , e˜l , f˜1, . . . , f˜r are the dimensions for the
vertices adjacent to i′.
Step 2. In the next step we perform three reflections at the dimension vector d˜, namely, we
calculate si ◦ sj ◦ si(d˜). Since d is a root and, therefore, also d˜ is a root, we know that the
dimension entries in the resulting dimension vector are never negative.
We get that
si ◦ sj ◦ si(d˜)k = d˜k
for all k /∈ {i, j},
si(d˜)i = −n + n +
l∑
a=1
e˜a =
l∑
a=1
e˜a,
sj ◦ si(d˜)j = −n +
l∑
a=1
e˜a +
r∑
b=1
f˜b,
and, finally,
si ◦ sj ◦ si(d˜)i = −
l∑
a=1
e˜a +
l∑
a=1
e˜a + (−n) +
l∑
a=1
e˜a +
r∑
b=1
f˜b = −n +
l∑
a=1
e˜a +
r∑
b=1
f˜b
= si ◦ sj ◦ si(d˜)j .
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at neighbouring vertices.
If we apply si′ to d˜′, then we get
si′
(
d˜′
)
k
= d˜′k
for all k = i′, and
si′
(
d˜′
)
i′ = −n +
l∑
a=1
e˜a +
r∑
b=1
f˜b = si ◦ sj ◦ si(d˜)i = si ◦ sj ◦ si(d˜)j .
The last entry is non-negative, since d˜ is a root.
Now we have two cases:
Either si′(d˜′)i′ < d˜′i′ , then we can continue with the new root si ◦ sj ◦ si(d˜) < d˜ d for which
si ◦ sj ◦ si(d˜)′ = si′(d˜′) < d˜′  d′. (We start again with Step 1.) After finitely many steps we
cannot get any smaller dimensions at the vertices in Q0 in neither Step 1 nor Step 2, since d is a
root with q(d) = 0 (see Lemma 2.4).
Or si′(d˜′)i′  d˜′i′ , then −n +∑la=1 e˜a +∑rb=1 f˜b  n, which implies that also (d˜′, ei′) 0,
and we can continue in the same way (starting again with Step 1) considering in Step 2 the finitely
many other vertices we get by identifying vertices of (a subset of) {i′} ∪ Qˆ0\{i, j}.
In this way we obtain a sequence of reflections which we can apply to dred in order to obtain a
dimension vector in the fundamental domain FQ′′ for the underlying quiver Q′′ of dred. But then
dred is a root. 
8. Combinatorially tame dimension vectors are roots and proof of Theorem 1.6
In this section we will show that the conditions for a dimension vector to be combinatorially
tame imply already that the dimension vector is tame.
First we will prove a lemma showing us what possible “building blocks” for combinatori-
ally tame dimension vectors look like. The building blocks are given by splitting the dimension
vectors at all vertices of dimension 1.
We introduce the following notion:
Definition 8.1. A dimension vector d is combinatorially finite, if
(1) q(d) > 0, and
(2) q(d′) > 0 for all d′ and d with d′  d,
where q denotes the Tits form of the underlying quiver.
Lemma 8.2. Let d be a reduced combinatorially tame dimension vector for which the minimal
entry on a central line equals 1. Then d is a gluing of a dimension vector which is combinatorially
tame with a dimension vector which is combinatorially finite with Tits form 1.
Proof. Write d = d1 − 1 − d2. Since d is combinatorially tame, both q(d1 − 1)  0 and
q(d2 − 1)  0. If both Tits forms are positive or one is bigger than 1, then q(d)  1. If there
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torially tame. So one of d1 − 1 and d2 − 1 has to be combinatorially tame and the other one has
to be combinatorially finite with Tits form 1. 
The following reduction shows that the combinatorially finite building blocks can only have
one branching vertex and that the combinatorially tame building block in a combinatorially tame
dimension vector can have at most two branching vertices.
Lemma 8.3. If d is a dimension vector of a tree with more than one branching vertex which does
not have a 1-entry on all central lines, then d is not combinatorially finite.
Proof. Clearly, d is bigger or equal to a dimension vector whose reduced form is
1 2 1
1
1 
Lemma 8.4. If d is a dimension vector of a tree with more than two branching vertices which
does not have a 1-entry on all but one central line, then it is not combinatorially tame.
Proof. Assume that d is combinatorially tame. We may cut d into smaller pieces. If there is a
1-entry on a central line, then d splits into a dimension vector which is combinatorially finite
with Tits form 1 and one with fewer branching vertices which is again combinatorially tame.
The combinatorially finite part cannot have all entries bigger than 1 along its central lines due
to Lemma 8.3. After finitely many steps we get a combinatorially tame dimension vector d′  d
which has only entries bigger than 1 at all central lines. If there are more than two central lines
with entries all bigger than 1, then d′ – and, therefore, also d – is clearly bigger or equal to a
dimension vector whose reduced form is
1
11
11
2
which gives us a contradiction. 
Now we will state further necessary conditions for a dimension vector to be combinatorially
finite with Tits form 1.
Definition 8.5. A representation (Vi,Vα)i∈Q0, α∈Q1 of a star Q = (Q0,Q1, s, t) whose arrows
are directed to the branching vertex is called a subspace representation if all maps Vα , α ∈ Q1,
are injective.
Definition 8.6. A dimension vector d is called s-finite, if there are (up to isomorphism) only
finitely many subspace representations with dimension vector d.
In 1999, P. Magyar, J. Weyman, and A. Zelevinsky classified all s-finite dimension vectors for
stars (see [14, Theorem 2.2]):
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s-finite if and only if
(1) q(d) > 0, and
(2) q(d′) > 0 for all d′ and d with (d′)(d),
where q denotes the Tits form of the underlying quiver and  the map introduced in Section 3.3.
Clearly, if a dimension vector is not s-finite, then it is not combinatorially finite. Also, combi-
natorially finiteness does not depend on the reducedness of the dimension vector.
Furthermore, P. Magyar, J. Weyman, and A. Zelevinsky listed all reduced dimension vectors
with the properties that
(1) q(d) = 1, and
(2) q(d′) > 0 for all d′ and d with (d′)(d),
where q denotes the Tits form of the underlying quiver (see [14, Theorem 2.4]).
From their list we get that any reduced combinatorially finite dimension vector whose Tits
form equals 1 and whose dimension jumps are ordered increasingly along its arms are of the
following forms:
List 4.
(1) 1
(2) 1 2 1
1
(3) 1 2 3 2 1
1
(4) 1 2 4 3 2 1
2
(5) 1 3 5 4 3 2 1
2
(6) 2 4 6 4 3 2 1
3
(7) 2 4 6 5 4 3 2 1
2
528 A. Holtmann / Bull. Sci. math. 134 (2010) 501–530(8) 1 (n2  + 1) n (n − 1) · · · 2 1
n2 
, n ∈ N
(9) 1 2 · · · (n − 1) n (n − 1) · · · 2 1
1
, n ∈ N
The condition that the dimension jumps be ordered increasingly is no restriction because we
can obtain any order of the dimension jumps along the arms by reflecting the dimension vectors
only at vertices different from the branching vertex (see e.g. [6, Lemma 26]).
Lemma 8.8. All dimension vectors in List 4 are roots.
Proof. In cases (1)–(6), the dimension vectors are just positive roots of Dynkin quivers which
can be reflected by successive reflections along the arms starting from the branching vertex to a
dimension vector whose reduced dimension vector is 1 (for the quiver •) which is clearly a root.
In case (7), we can reflect the dimension vector at the vertex with the 6-entry and at the
leftmost vertex with the 4-entry and the leftmost vertex with the 2-entry and obtain a dimension
vector whose reduced form is as in case (5).
In the other cases, the claim can be shown by induction. We reflect the dimension vectors
only at their branching vertices. An easy calculation shows that the reflected dimension vector in
case (8) is of the form
1 (n2  + 1) (n − 1) (n − 1) · · · 2 1
n2 
, n ∈ N
and in case (9) is of the form
1 2 · · · (n − 1) (n − 1) (n − 1) · · · 2 1
1
, n ∈ N.
Now, we reduce the new dimension vectors and reorder their dimension jumps along their arms,
both of which has no influence on the property of being a root or not. The new dimension vectors
have the same shapes as the original ones. After finitely many steps, we obtain the dimension
vector 1 (for the quiver •), again, which is a root. 
Remark 8.9. Note that in the series of reflections no reflection at a vertex with a 1-entry is
needed.
Next, we consider the building blocks which are combinatorially tame.
A combinatorially tame building block can have at most two branching vertices. This follows
from Lemma 8.4.
For the case of one branching vertex it was proved in [7, Theorem 2].
Theorem 8.10. Let K be an algebraically closed field and d a dimension vector of a star. Then
the following assertions are equivalent:
(A) d is tame.
(B) d is combinatorially tame.
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So we are left with the cases with two branching vertices. The dimension vectors have to be
incomparable with or smaller than the hypercritical ones. The restrictions for the incomparable
ones are given in List 3, but the smaller ones also fulfill these conditions.
The following list shows the reduced combinatorially tame dimension vectors with two
branching vertices. The other incomparable ones and smaller ones have Tits form > 0. This
can be shown by calculating the zeroes of the lower bounds for the Tits forms given in Section 5.
List 5. (The numbers are those from List 3.)
(1) d1 with n = 3,4,5,6.
(2) d2 with n = 3,4,5,6.
(3) d3 with n arbitrary.
(4) d4 with n arbitrary.
(5) d5 with m = 4.
Now we are able to show the following lemma which guarantees the existence of a family of
indecomposable representations for the combinatorially tame “building blocks”:
Lemma 8.11. All dimension vectors in List 5 are roots.
Proof. We have to consider only the cases with two branching vertices.
First we consider the cases (1) and (2). Successive reflections starting from the branching
vertex with the highest dimension along the central line and at the leftmost arms (without the 1-
entries) show that the dimension vectors can be reflected to those with n = 3. The latter two can
be reflected (by a reflection at the vertex with the 3-entry) to a dimension vector whose reduced
form is
1 2 1
1
1
In cases (3) and (4) we can show by induction that one can reflect the dimension vectors
starting from the n-entry along the central line and then at the leftmost arms (without the 1-
entries) to those from cases (1) and (2).
In case (5), we reflect the dimension vector at the vertex with the 4-entry and then at both end
vertices with the 2-entries and obtain the dimension vector with n = 3 from case (2), again. 
Lemma 8.12. All combinatorially tame dimension vectors are roots.
Proof. We know the building blocks of the combinatorially tame dimension vectors. All of them
are roots. Clearly, the condition for being a root at the vertices i with 1-entries is fulfilled, since
(d, ei ) = 2 · 1 −
∑
j adjacent to i
dj  0,
because the degree of i is at least 2 and dj  1 for all j adjacent to i. Here, we need that we do
not change the 1-entries in the dimension vectors when we reflect them. 
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Proof of Theorem 1.6. By Lemma 2.5 we know that every tame dimension vector is also com-
binatorially tame.
If a dimension vector is combinatorially tame, then Lemma 8.12 ensures that it is a root.
Together with the zero Tits form, Kac’s theorem (see Theorem 2.1) implies the existence of a
one parameter family of indecomposable representations, which is the first condition for being
tame.
Lemma 2.8 shows that the second condition for being tame is also fulfilled if the dimension
vector is combinatorially tame. 
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