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LetL be an Hermitian linear functional defined on the linear space
of Laurent polynomials. It is very well known that the Gram matrix
of the associated bilinear functional in the linear space of polynomi-
als is a Toeplitz matrix. In this contribution we analyze some linear
spectral transforms of L such that the corresponding Toeplitz ma-
trix is the result of the addition of a constant in a subdiagonal of the
initial Toeplitz matrix. We focus our attention in the analysis of the
quasi-definite character of the perturbed linear functional as well as
in the explicit expressions of the newmonic orthogonal polynomial
sequence in terms of the first one.
© 2010 Published by Elsevier Inc.
1. Introduction
Let L be a linear functional in the linear space of Laurent polynomials with complex coefficients
 = span{zk}k∈Z, satisfying cn = 〈L, zn〉 = 〈L, z−n〉 = c¯−n, n ∈ Z. L is said to be a Hermitian linear
functional. The complex numbers {cn}n∈Z are said to be themoments associatedwithL and the infinite
matrix
T =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c0 c1 · · · cn · · ·
c−1 c0 · · · cn−1 · · ·
.
.
.
.
.
.
. . .
.
.
.
c−n c−n+1 · · · c0 · · ·
.
.
.
.
.
.
.
.
.
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)
is known in the literature as a Toeplitz matrix [1].
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P = span{zk}k∈N will denote the linear space of polynomials with complex coefficients. If Tn, the
(n + 1) × (n + 1) principal leading submatrix of T, is non-singular for every n  0, then L is said to
be quasi-definite and the existence of a sequence of monic polynomials, orthogonal with respect to L,
is guaranteed. On the other hand, if det Tn > 0, for every n  0, then L is said to be positive definite
and it has the following integral representation
〈L, p(z)〉 =
∫
T
p(z)dσ(z), p ∈ P, (2)
where σ is a nontrivial positive Borel measure supported on the unit circle T = {z : |z| = 1}. In such
a case, there exists a (unique) family of polynomials {ϕn}n0, with deg ϕn = n and positive leading
coefficient, such that∫
T
ϕn(z)ϕm(z)dσ(z) = δm,n. (3)
{ϕn}n0 is said to be the sequence of orthonormal polynomials with respect to σ . Denoting by κn the
leading coefficient of ϕn(z), Φn(z) = ϕn(z)/κn is the corresponding sequence of monic orthogonal
polynomials. These polynomials satisfy the following forward and backward recurrence relations (see
[1–4])
Φn+1(z) = zΦn(z) + Φn+1(0)Φ∗n (z), n  0, (4)
Φn+1(z) =
(
1 − |Φn+1(0)|2
)
zΦn(z) + Φn+1(0)Φ∗n+1(z), n  0, (5)
whereΦ∗n (z) = znΦ¯n(z−1) is the so-called reversedpolynomial and thecomplexnumbers {Φn(0)}n1
are known as Verblunsky, Schur or reflection parameters. It is important to notice that in the positive
definite case we get |Φn(0)| < 1, n  1, and kn = 〈Φn, Φn〉L > 0, n  0.
Moreover,
kn = det Tn
det Tn−1
, n  1, k0 = c0. (6)
The nth polynomial kernel Kn(z, y) associated with {Φn}n0 is defined by
Kn(z, y) =
n∑
j=0
Φj(y)Φj(z)
kj
= Φ
∗
n+1(y)Φ∗n+1(z) − Φn+1(y)Φn+1(z)
kn+1(1 + yz) , (7)
and it satisfies the so-called reproducing property, i.e.∫
T
Kn(z, y)p(z)dσ(z) = p(y) (8)
for every polynomial p of degree at most n.
On the other hand,
Φ∗n (z) = knKn(z, 0), n  0. (9)
Furthermore, in terms of the moments, an analytic function can be defined by
F(z) = c0 + 2
∞∑
k=1
c−kzk. (10)
If L is a positive definite functional, then (10) is analytic in D and its real part is positive in D. In such
a case, (10) is called Carathéodory function, and can be represented by the Riesz–Herglotz transform
F(z) =
∫
T
w + z
w − z dσ(w),
where σ is the positivemeasure associated with L. By extension, for a quasi-definite linear functional,
we will call (10) its corresponding Carathéodory function. The measure σ can be decomposed in an
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absolutely continuous part with respect to the normalized Lebesgue measure and a singular part (see
[3]). Thus, if we denote by σ ′ the Radon–Nikodym derivative of σ , then
dσ = σ ′ dθ
2π
+ dσs, (11)
where σs is the singular part of σ . The measure σ belongs to the Szego˝ class S if∫ 2π
0
log σ ′ dθ
2π
> −∞. (12)
(12) is equivalent to
∑∞
n=0 |Φn(0)|2 < ∞.
Recently, the following perturbations of a linear functional (or its corresponding measure) have
been studied (see [5–8]),
(i) dσ˜ = |z − α|2dσ, α ∈ C, m ∈ C,
(ii) dσ˜ = dσ + mδ(z − α) + m¯δ(z − α¯−1), α ∈ C  {0}, m ∈ C,
(iii) dσ˜ = dσ|z−α|2 + mδ(z − α) + m¯δ(z − α¯−1), α ∈ C  {0}, |α| = 1, m ∈ C,
the so-called Christoffel (FC ), Uvarov (FU), and Geronimus (FG) transformations, respectively. Neces-
sary and sufficient conditions for the positive definiteness (or quasi-definiteness) of the new linear
functional have been analyzed. Special attention has been paid to the effect of such transformations on
the corresponding families of orthogonal polynomials, the relation between their Hessenbergmatrices
(the matrix representation of the multiplication operator with respect to the orthogonal polynomial
basis), and between their associated Carathéodory functions, which can be expressed in the previous
cases as
F˜(z) = A(z)F(z) + B(z)
C(z)
, (13)
where A, B, and C are polynomials in the variable z.
Perturbations (i)–(iii) are related by
(1) FC(α) ◦ FG(α,m) = I (Identity transformation),
(2) FG ◦ FC(α) = FU(α,m),
and are called linear spectral transformations. They are the unit circle analog of the perturbations
defined in [9] for measures supported on the real line. In [9], the author shows that the corre-
sponding Stieltjes functions (the real line analog of the Carathéodory functions, given by S(x) =∑∞
n=0 μnx−(n+1), where {μn}n0 are the moments associated with the measure on the real line) are
related by
S˜(x) = A(x)S(x) + B(x)
C(x)
, (14)
for some polynomials A, B, and C. Furthermore, it is shown that any transformation of the form (14), for
anypolynomialsA,B, andC, canbeobtained as aproduct of Christoffel andGeronimus transformations.
Inotherwords, transformationsof the form(14) constituteagroup,whosegeneratorsare theChristoffel
and Geronimus transformations. The analogous result for spectral transformations on the unit circle,
as will be shown on the following Section, does not hold.
There is a one to one correspondence between measures supported on the interval [−1, 1] and
measures supported on T, called the Szego˝ transformation (see [4]). Moreover, the corresponding
Stieltjes and Carathéodory functions are related by
S(x) = 2z
1 − z2 F(z), (15)
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with z = x − √x2 − 1. (15) can also be expressed as F(z) = √x2 − 1S(x), with x = (z + z−1)/2.
Furthermore, in [10], the authors show that Christoffel, Uvarov, and Geronimus transformations for
measures on [−1, 1] result in the same kind of transformations for the corresponding measures on
the unit circle, when the Szego˝ transformation is applied.
The structure of the manuscript is as follows. In Section 2 we analyze a diagonal perturbation
of a Toeplitz matrix. Necessary and sufficient conditions for the existence of a sequence of monic
orthogonal polynomials with respect to the corresponding linear functional are discussed. In Section
3, an Hermitian perturbation of a Toeplitz matrix along a subdiagonal is introduced. Thus, necessary
and sufficient conditions for thequasi-definiteness of the corresponding linear functional are stated. As
a consequence, an expression of the monic orthogonal polynomials in terms of those associated with
the first linear functional is given. Finally, in Section 4 an illustrative example of such a perturbation
when the initial linear functional is given by the normalized Lebesgue measure is shown.
2. A diagonal perturbation of the Toeplitz matrix
Recently, a perturbation in terms of themoments associatedwith the linear functionalwas studied.
In [11], the authors consider the perturbation
〈p(z), q(z)〉L˜ := 〈p(z), q(z)〉L + m
∫
T
p(z)q(z)
dz
2π iz
, (16)
with m ∈ R, p, q ∈ P, and L is a positive definite linear functional. A special case with m = 1 was
studied in [12]. It is easy to see that all of the moments associated with L˜ are equal to the moments of
L, up to for the first one, for which we get c˜0 = c0 +m. In other words, the Toeplitz matrix associated
with the new linear functional is obtained by adding a mass m to the main diagonal of the original
Toeplitz matrix. Thus, the corresponding Carathéodory function is
F˜(z) = F(z) + m, (17)
i,e., a linear spectral transformation of F(z) with A(z) = C(z) and B(z) = mC(z). Since B(z) =
(α− α¯z2)(mu + m¯u)− (1−|α|2)(mu − m¯u)z and C(z) = (z−α)(1− α¯z) are the polynomials for the
Uvarov transformation, it is clear that (17) cannot be obtained for any value ofα andmu. Therefore, (17)
is an example of a linear spectral transformation that cannot be expressed as a product of Christoffel
and Geronimus transformations.
Form > 0, it is clear that L˜ is also a positive definite linear functional, and therefore there exists a
family of orthogonal polynomialswith respect to it. The expression for these polynomialswas obtained
in [11], as follows
Proposition 1 [11]. Let L be a positive definite linear functional and denote by {Φn}n0 its corresponding
sequence of monic orthogonal polynomials. Then, {Ψn}n0, the sequence of monic polynomials orthogonal
with respect to L˜ defined by (16), is given by
Ψn(z) = Φn(z) − Ktn−1(z, 0)(m−1D−2n + Rn)−1n(0), (18)
with Kn−1(z, 0) =
[
Kn−1(z, 0), K(0,1)n−1 (z, 0), . . . , K
(0,n−1)
n−1 (z, 0)
]t
, Dn = diag
{
1
0! , . . . ,
1
(n−1)!
}
,
n(0) =
[
Φn(0), Φ
′
n(0), . . . , Φ
(n−1)
n (0)
]t
, Rn = PnPtn, and
Pn =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
ϕ0(0) ϕ1(0) · · · ϕn−1(0)
0 ϕ′1(0) · · · ϕ′n−1(0)
... 0
. . .
...
0 · · · 0 ϕ(n−1)n−1 (0)
⎞⎟⎟⎟⎟⎟⎟⎟⎠ .
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Furthermore, if Tj(p(y); 0) denotes the jth Taylor polynomial of p(y) around y = 0, it can be shown
that
Proposition 2 [11].
K
(0,j)
n−1 (z, 0) = j!
[
Φ∗n (z)
kn
T∗j (Φ∗n (z); 0) −
Φn(z)
kn
T∗j (Φn(z); 0)
]
.
From the previous Proposition, if we denote
T(Φn(z); 0) =
[
T∗0 (Φn(z); 0), T∗1 (Φn(z); 0), . . . , T∗n−1(Φn(z); 0)
]t
,
then (18) becomes
Ψn(z) = an(z)Φn(z) + bn(z)Φ∗n (z), (19)
with
an(z) = 1 + 1
kn
Tt(Φn(z); 0)D−1n (m−1D−2n + Pn−1Ptn−1)−1n(0),
bn(z) = − 1
kn
Tt
(
Φ∗n (z); 0
)
D−1n
(
m−1D−2n + Pn−1Ptn−1
)−1
n(0).
Furthermore, the corresponding measure, denoted by σ˜ , is
dσ˜ = dσ + m dθ
2π
. (20)
Denoting by ‖ · ‖σ˜ , ‖ · ‖σ , and ‖ · ‖θ the norms in the spaces L2σ˜ [0, 2π ], L2σ [0, 2π ], and L2θ [0, 2π ],
respectively, we obtain the following results, which are analogous to those obtained in [12] .
Proposition 3. If
 = lim
n→∞ ‖Φn‖2σ and ˜ = limn→∞ ‖Ψn‖2σ˜ , (21)
then
1. det T˜n m det T˜n−1.
2. m + ‖Φn‖2σ  ‖Ψn‖2σ˜  c˜0 + m.
3. m +   ˜  c˜0 + m.
4. ‖Ψn‖2σ  c˜0.
Proof
1. From (6),
det˜Tn = k˜n det˜Tn−1 = ‖Ψn‖2σ˜ det˜Tn−1.
On the other hand,
‖Ψn‖2σ˜ = ‖Ψn‖2σ + m‖Ψn‖2θ
 ‖Ψn‖2σ + m‖zn‖2θ
m‖zn‖2θ = m.
and the statement follows.
2. Applying the extremal property of the norm of the monic orthogonal polynomials,
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m + ‖Φn‖2σ m‖zn‖2θ + ‖Ψn‖2σ
m‖Ψn‖2θ + ‖Ψn‖2σ = ‖Ψn‖2σ˜
 ‖zn‖2σ˜
= c˜0 + m.
3. It follows from (ii), taking limits when n → ∞.
4. It is a straightforward consequence of
‖Ψn‖2σ + m‖Ψn‖2θ  c˜0 + m.  (22)
From (11),
dσ˜ = (σ ′ + m) dθ
2π
+ dσs,
and σ˜ ′ = σ ′ + m is the Radon–Nikodym derivative of the measure σ˜ with respect to the
normalized Lebesgue measure.
Corollary 4
1. If σ belongs to the Szego˝ class S, then σ˜ belongs to the Szego˝ class S.
2. The absolutely continuous part of σ˜ , σ˜ ′, satisfies 1
σ˜ ′ 
1
m
.
Proof
1. Applying the Szego˝’s Theorem [3,4], we get
σ˜ ∈ S ⇐⇒ ˜ > 0,
so the result follows from (iii) in previous Proposition.
2. It is immediate from
1
σ˜ ′
= 1
σ ′ + m 
1
m
.  (23)
Finally, in the positive definite case, we will show other relations between the norms of the monic
orthogonal polynomials in the following Proposition.
Proposition 5
1. ‖Ψn‖2σ˜ = ‖Φn‖2σ + m
∑n
l=0
Ψ
(l)
n (0)Φ
(l)
n (0)
l!2 .
2. ‖Ψn‖2θ  ‖Φn‖2θ .
Proof
1. From (16),
‖Ψn‖2σ˜ = 〈Ψn, Ψn〉L˜ = 〈Ψn, Φn〉L˜
=
∫
Ψn(z)Φn(z)dσ(z) + m
∫
Ψn(z)Φn(z)
dz
2π iz
= ‖Φn‖2σ + m
∫
Ψn(z)Φn(z)
dz
2π iz
= ‖Φn‖2σ + m
n∑
l=0
Ψ
(l)
n (0)
l!
Φ
(l)
n (0)
l! .
2. Using the extremal property of the norm of monic orthogonal polynomials,
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‖Ψn‖2σ˜  ‖Φn‖2σ˜
‖Ψn‖2σ + ‖Ψn‖2θ  ‖Φn‖2σ + ‖Φn‖2θ
0  ‖Ψn‖2σ − ‖Φn‖2σ  ‖Φn‖2θ − ‖Ψn‖2θ
and the result follows. 
Form < 0, we can generalize Proposition 1 and obtain necessary and sufficient conditions for the
quasi-definiteness of the linear functional L˜. Indeed,
Proposition 6. Using the notation of Proposition 1, the following statements are equivalent.
(i) L˜ is a quasi-definite linear functional.
(ii) The matrix (m−1D−2n + Rn) is nonsingular, and
0 = k0 + m, (24)
0 = kn +tn(0)m−1(m−1In + RnD2n)−1n(0), n  1. (25)
Moreover, {Ψn}n0, the family of monic polynomials orthogonal with respect to L˜, is given by (19).
Proof. (i) → (ii). Set
Ψn(z) = Φn(z) +
n−1∑
k=0
λn,kΦk(z), (26)
where, for 0  k  n − 1,
λn,k = 〈Ψn(z), Φk(z)〉L
kk
= 〈Ψn(z), Φk(z)〉L˜ − m
∫
T Ψn(y)Φk(y)
dy
2π iy
kk
,
= − m
kk
∫
T
Ψn(y)Φk(y)
dy
2π iy
.
Thus,
Ψn(z) = Φn(z) − m
∫
T
Ψn(y)Kn−1(z, y)
dy
2π iy
, (27)
= Φn(z) − m
n−1∑
l=0
Ψ
(l)
n (0)
l!
K
(0,l)
n−1 (z, 0)
l! , (28)
and K
(s,l)
n (z, y) denotes the sth (resp. lth) partial derivative of Kn(z, y) with respect to the variable z
(resp. y). In particular, for 0  s  n − 1 we get
Ψ (s)n (0) = Φ(s)n (0) − m
n−1∑
l=0
Ψ
(l)
n (0)
l!
K
(s,l)
n−1(0, 0)
l! . (29)
So, we have the following system of n linear equations and n unknowns which reads as⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 + mK
(0,0)
n−1 (0,0)
(0!)2 m
K
(0,1)
n−1 (0,0)
(1!)2 · · · m
K
(0,n−1)
n−1 (0,0)
(n−1!)2
m
K
(1,0)
n−1 (0,0)
(0!)2 1 + m
K
(1,1)
n−1 (0,0)
(1!)2 · · · m
K
(1,n−1)
n−1 (0,0)
(n−1!)2
...
...
. . .
...
m
K
(n−1,0)
n−1 (0,0)
(0!)2 m
K
(n−1,1)
n−1 (0,0)
(1!)2 · · · 1 + m
K
(n−1,n−1)
n−1 (0,0)
(n−1!)2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
n(0) = n(0), (30)
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where
n(0) =
[
Ψn(0), Ψ
′
n(0), . . . , Ψ
(n−1)
n (0)
]t
, n(0) =
[
Φn(0), Φ
′
n(0), . . . , Φ
(n−1)
n (0)
]t
.
Denoting
Rn =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
K
(0,0)
n−1 (0, 0) K
(0,1)
n−1 (0, 0) · · · K(0,n−1)n−1 (0, 0)
K
(1,0)
n−1 (0, 0) K
(1,1)
n−1 (0, 0) · · · K(1,n−1)n−1 (0, 0)
...
...
. . .
...
K
(n−1,0)
n−1 (0, 0) K
(n−1,1)
n−1 (0, 0) · · · K(n−1,n−1)n−1 (0, 0)
⎞⎟⎟⎟⎟⎟⎟⎟⎠ , (31)
and Dn = diag
{
1
0! ,
1
1! , . . . ,
1
(n−1)!
}
, (30) becomes
n(0) = m−1(m−1In + RnD2n)−1n(0). (32)
Since L˜ is quasi-definite, then {Ψn}n0 is uniquely defined, so (m−1D−2n + Rn) must be a nonsingu-
lar matrix to guarantee the existence and uniqueness of the solution of the previous linear system.
Furthermore, if
Kn−1(z, 0) =
[
Kn−1(z, 0), K(0,1)n−1 (z, 0), . . . , K
(0,n−1)
n−1 (z, 0)
]t
,
then (28) can be written
Ψn(z) = Φn(z) − mKtn−1(z, 0)D2nn(0),
= Φn(z) − Ktn−1(z, 0)
(
m−1D−2n + Rn
)−1
n(0), n  1,
which, using Proposition 2, yields (19). Moreover, (24) follows directly from (16) and
0 = 〈Ψn(z), Φn(z)〉L˜
= 〈Ψn(z), Φn(z)〉L + m 〈Ψn(z), Φn(z)〉L0
= kn + m
n−1∑
l=0
Ψ
(l)
n (0)
(l)!
Φ
(l)
n (0)
(l)!
= kn + mtn(0)D2nn(0), n  1,
so, from (32), (25) holds.
Conversely, assume (m−1D−2n + Rn) is nonsingular and define {Ψn}n0 by (18). Then, for 0  k 
n − 1,
〈Ψn(z), Φk(z)〉L˜ = 〈Ψn(z), Φk(z)〉L + m
n−1∑
l=0
Ψ
(l)
n (0)
l!
Φ
(l)
k (0)
l!
= −m
〈
n−1∑
l=0
Ψ
(l)
n (0)
l!
K
(0,l)
n−1 (z, 0)
l! , Φk(z)
〉
L
+ m
n−1∑
l=0
Ψ
(l)
n (0)
l!
Φ
(l)
k (0)
l!
= 0.
Moreover,
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〈Ψn(z), Φn(z)〉L˜ = 〈Ψn(z), Φn(z)〉L + m
n−1∑
l=0
Ψ
(l)
n (0)
l!
Φ
(l)
n (0)
l!
= kn + m
n−1∑
l=0
Ψ
(l)
n (0)
l!
Φ
(l)
n (0)
l!
= kn + mtn(0)D2nn(0) = 0,
since (25) holds. 
In the following Section, we generalize the previous perturbation, adding a mass m to any subdi-
agonal of the Toeplitz matrix.
3. A general perturbation of a Toeplitz matrix
Let L be an Hermitian linear functional defined in . Let Lj be a linear functional such that its
associated bilinear functional satisfies
〈p(z), q(z)〉Lj := 〈p(z), q(z)〉L + m
〈
zjp(z), q(z)
〉
Lθ
+ m¯
〈
p(z), zjq(z)
〉
Lθ
, (33)
wherem ∈ C, p, q ∈ P, j ∈ N, is a fixed number, and 〈·, ·〉Lθ is the bilinear functional associatedwith
the normalized Lebesgue measure on the unit circle. Assume L is a positive definite functional. Then,
in terms of the corresponding measures, the above transformation can be expressed as
dσ˜ = dσ + 2Re(mzj) dθ
2π
. (34)
From (33), notice that for every k ∈ Zwe have
c˜j = cj + m¯,
c˜−j = c−j + m,
c˜k = ck, k /∈ {j,−j},
and therefore Lj is also Hermitian. Furthermore, if Fj(z) is the Carathéodory function associated with
Lj , then
Fj(z) = F(z) + 2mzj, (35)
i.e. a linear spectral transformation of F(z).
On the other hand, T˜, the infinite Toeplitz matrix associated with Lj , is
T˜ = T + mZj + m¯
(
Zt
)j
,
where Z is the shift matrix with ones on the first lower-diagonal and zeros on the remaining entries,
and Zt is its transpose. Equivalently,
T˜ = T +
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 · · · m¯ 0 · · ·
... 0 · · · m¯ · · ·
m
...
. . .
...
. . .
0 m · · · 0 · · ·
...
...
. . .
...
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Assume that L is a positive definite linear functional and denote by {Φn}n0 its corresponding
sequence of monic orthogonal polynomials. We now proceed to determine necessary and sufficient
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conditions forLj to be a quasi-definite functional aswell as the relation between {Φn}n0 and {Ψn}n0,
the sequence of monic polynomials orthogonal with respect to Lj .
Proposition 7. The following statements are equivalent.
(i) Lj is a quasi-definite linear functional.
(ii) The matrix In + Sn is nonsingular, and
k˜n = kn + Wtn(0)(In + Sn)−1Yn(0) + m¯
Φ
(n−j)
n (0)
(n − j)! = 0, n  1, (36)
with Wn(0) = [n(0) − m¯n!C(0,n−1;n)], Yn(0) =
[
m¯
Φ
(j)
n (0)
j! , . . . , m¯
Φ
(2j−1)
n (0)
(2j−1)! , m¯
Φ
(2j)
n (0)
(2j)! + mΦ
(0)
n (0)
(0)! ,
. . . , m¯Φ
(n)
n (0)
(n)! + mΦ
(n−2j)
n (0)
(n−2j)! ,m
Φ
(n−2j+1)
n (0)
(n−2j+1)! , . . . ,m
Φ
(n−j−1)
n (0)
(n−j−1)!
]t
, n(0) = [Φn(0), Φ ′n(0), . . . ,
Φ
(n−1)
n (0)]t and
Sn =
⎛⎜⎜⎜⎝
mA(0,j−1;0,j−1) B(0,j−1;j,n−j−1) m¯C(0,j−1;n−j,n−1)
mA(j,n−j−1;0,j−1) B(j,n−j−1;j,n−j−1) m¯C(j,n−j−1;n−j,n−1)
mA(n−j,n−1;0,j−1) B(n−j,n−1;j,n−j−1) m¯C(n−j,n−1;n−j,n−1)
⎞⎟⎟⎟⎠ ,
where A, B, and C are matrices whose elements are given by
as,l = K
(s,l+j)
n−1 (0, 0)
(l)!(l + j)! ,
bs,l = mK
(s,l+j)
n−1 (0, 0)
(l)!(l + j)! + m¯
K
(s,l−j)
n−1 (0, 0)
(l)!(l − j)! ,
cs,l = K
(s,l−j)
n−1 (0, 0)
(l)!(l − j)! .
Moreover, {Ψn}n0, the corresponding sequence of monic polynomials orthogonal with respect to Lj , is
given by
Ψn(z) = An(z)Φn(z) + Bn(z)Φ∗n (z), n  1, (37)
with
An(z) = 1 + 1
kn
Wtn(0)(In + Sn)−1DnT (Φn(z); 0) + m¯
T∗n−j(Φn(z); 0)
kn
,
Bn(z) = − 1
kn
Wtn(0)(In + Sn)−1DnT (Φ∗n (z); 0) − m¯
T∗n−j(Φ∗n (z); 0)
kn
, and
T (Φn(z); 0) =
[
mT∗j (Φn(z); 0), . . . ,mT∗2j−1(Φn(z); 0),mT∗2j(Φn(z); 0) + m¯T∗0 (Φn(z); 0), . . . ,
mT∗n−1(Φn(z); 0) + m¯T∗n−2j−1(Φn(z); 0), m¯T∗n−2j(Φn(z); 0), . . . , m¯T∗n−j−1(Φn(z); 0)
]t
.
Remark 8. The case L0 (j = 0) reduces to the linear functional analyzed in the previous Section with
mass Re[m]. In such a case, k˜0 = k0 + Re[m]. On the other hand, for j  1, it follows from (33) that
k˜l = kl for 0  l  j − 1. In other words, we only need (36) for n  j. Notice that, for a given j,
the polynomials of degree n < j remain unchanged. In such a case, (36) and (37) still hold, with the
convention that the negative derivatives are zero.
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Proof. Let us write
Ψn(z) = Φn(z) +
n−1∑
k=0
λn,kΦk(z), (38)
where, for 0  k  n − 1,
λn,k = 〈Ψn(z), Φk(z)〉L
kk
= 〈Ψn(z), Φk(z)〉Lj − m
∫
T y
jΨn(y)Φk(y)
dy
2π iy
− m¯ ∫T y−jΨn(y)Φk(y) dy2π iy
kk
= − m
kk
∫
T
yjΨn(y)Φk(y)
dy
2π iy
− m¯
kk
∫
T
y−jΨn(y)Φk(y)
dy
2π iy
.
Therefore,
Ψn(z) = Φn(z) − m
∫
T
yjΨn(y)Kn−1(z, y)
dy
2π iy
− m¯
∫
T
y−jΨn(y)Kn−1(z, y)
dy
2π iy
.
Taking into account that
yjΨn(y) =
n∑
l=0
Ψ
(l)
n (0)
l! y
l+j
=
n+j∑
l=j
Ψ
(l−j)
n (0)
(l − j)! y
l,
and, for |y| = 1,
Kn−1(z, y) =
n−1∑
l=0
K
(0,l)
n−1 (z, 0)
l!
1
yl
,
we obtain
∫
T
yjΨn(y)Kn−1(z, y)
dy
2π iy
=
n−1∑
l=j
Ψ
(l−j)
n (0)
(l − j)!
K
(0,l)
n−1 (z, 0)
(l)!
=
n−j−1∑
l=0
Ψ
(l)
n (0)
(l)!
K
(0,l+j)
n−1 (z, 0)
(l + j)! .
In an analog way,
∫
T
y−jΨn(y)Kn−1(z, y)
dy
2π iy
=
n−j∑
l=0
Ψ
(l+j)
n (0)
(l + j)!
K
(0,l)
n−1 (z, 0)
(l)!
=
n∑
l=j
Ψ
(l)
n (0)
(l)!
K
(0,l−j)
n−1 (z, 0)
(l − j)! .
Thus, we get
Ψn(z) = Φn(z) − m
n−j−1∑
l=0
Ψ
(l)
n (0)
(l)!
K
(0,l+j)
n−1 (z, 0)
(l + j)! − m¯
n∑
l=j
Ψ
(l)
n (0)
(l)!
K
(0,l−j)
n−1 (z, 0)
(l − j)! , (39)
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or, equivalently,
Ψn(z) = Φn(z) − m
j−1∑
l=0
Ψ
(l)
n (0)
(l)!
K
(0,l+j)
n−1 (z, 0)
(l + j)! − m¯
n∑
l=n−j
Ψ
(l)
n (0)
(l)!
K
(0,l−j)
n−1 (z, 0)
(l − j)! ,
−
n−j−1∑
l=j
Ψ
(l)
n (0)
(l)!
⎡⎣mK(0,l+j)n−1 (z, 0)
(l + j)! + m¯
K
(0,l−j)
n−1 (z, 0)
(l − j)!
⎤⎦ . (40)
In particular, for 0  s  n, we have
Ψ (s)n (0) = Φ(s)n (0) − m
j−1∑
l=0
Ψ
(l)
n (0)
(l)!
K
(s,l+j)
n−1 (0, 0)
(l + j)! − m¯
n∑
l=n−j
Ψ
(l)
n (0)
(l)!
K
(s,l−j)
n−1 (0, 0)
(l − j)! ,
−
n−j−1∑
l=j
Ψ
(l)
n (0)
(l)!
⎡⎣mK(s,l+j)n−1 (0, 0)
(l + j)! + m¯
K
(s,l−j)
n−1 (0, 0)
(l − j)!
⎤⎦ ,
i.e. we obtain a system of n + 1 linear equations and n + 1 unknowns as follows
Ψ (s)n (0) = Φ(s)n (0) − m
j−1∑
l=0
as,lΨ
(l)
n (0) −
n−j−1∑
l=j
bs,lΨ
(l)
n (0) − m¯
n∑
l=n−j
cs,lΨ
(l)
n (0),
where
as,l = K
(s,l+j)
n−1 (0, 0)
(l)!(l + j)! ,
bs,l = mK
(s,l+j)
n−1 (0, 0)
(l)!(l + j)! + m¯
K
(s,l−j)
n−1 (0, 0)
(l)!(l − j)! ,
cs,l = K
(s,l−j)
n−1 (0, 0)
(l)!(l − j)! .
Thus, ifM(s1,s2;l1,l2) = (ms,i)s1  s  s2;l1  l  l2 and Ik is the k × k identity matrix, then
(In+1 + Sn+1)
⎛⎜⎜⎜⎜⎝
Ψ
(0)
n (0)
...
Ψ
(n)
n (0)
⎞⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎝
Φ
(0)
n (0)
...
Φ
(n)
n (0)
⎞⎟⎟⎟⎟⎠ ,
where
Sn+1 =
⎛⎜⎜⎜⎝
mA(0,j−1;0,j−1) B(0,j−1;j,n−j−1) m¯C(0,j−1;n−j,n−1)
mA(j,n−j−1;0,j−1) B(j,n−j−1;j,n−j−1) m¯C(j,n−j−1;n−j,n−1)
mA(n−j,n;0,j−1) B(n−j,n;j,n−j−1) m¯C(n−j,n;n−j,n−1)
⎞⎟⎟⎟⎠ .
Notice that the entries in the last row of the abovematrix vanish, which is consistent with the fact that
Ψ
(n)
n (0) = Φ(n)n (0) = n! Therefore, if we denote
n(0) = [Ψn(0), Ψ ′n(0), . . . , Ψ (n−1)n (0)]t,
n(0) = [Φn(0), Φ ′n(0), . . . , Φ(n−1)n (0)]t,
then the above (n + 1) × (n + 1) linear system can be reduced to a n × n linear system as follows
(In + Sn)n(0) = n(0) − m¯n!C(0,n−1;n) := Wn(0). (41)
K. Castillo et al. / Linear Algebra and its Applications 434 (2011) 1563–1579 1575
Since Lj is a quasi-definite linear functional, there exists a unique family of monic polynomials
orthogonal with respect to Lj . Therefore, the matrix In + Sn is nonsingular, according to the existence
and uniqueness of the solution of the above linear system. As a consequence, if
Kn−1(z, 0) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m
K
(0,j)
n−1 (z,0)
j!
...
m
K
(0,2j−1)
n−1 (z,0)
(2j−1)!
m
K
(0,2j)
n−1 (z,0)
(2j)! + m¯ K
(0,0)
n−1 (z,0)
(0)!
...
m
K
(0,n−1)
n−1 (z,0)
(n−1)! + m¯ K
(0,n−2j−1)
n−1 (z,0)
(n−2j−1)!
m¯
K
(0,n−2j)
n−1 (z,0)
(n−2j)!
...
m¯
K
(0,n−j−1)
n−1 (z,0)
(n−j−1)!
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (42)
then (40) becomes
Ψn(z) = Φn(z) − tn(0)DnKn−1(z, 0) − m¯K
(0,n−j)
n−1 (z, 0)
(n − j)! .
Thus, from (41) and Proposition 2, (37) holds. Furthermore,
0 = 〈Ψn(z), Φn(z)〉Lj
= 〈Ψn(z), Φn(z)〉L + m
〈
zjΨn(z), Φn(z)
〉
Lθ
+ m¯
〈
Ψn(z), z
jΦn(z)
〉
Lθ
= kn + m
n−j∑
l=0
Ψ
(l)
n (0)
(l)!
Φ
(l+j)
n (0)
(l + j)! + m¯
n∑
l=j
Ψ
(l)
n (0)
(l)!
Φ
(l−j)
n (0)
(l − j)!
= kn + tn(0)Yn(0) + m¯
Φ
(n−j)
n (0)
(n − j)! ,
so (36) follows.
For the converse, assume In + Sn is nonsingular for every n  1 and define {Ψn}n0 as in (37). We
will show that {Ψn}n0 is orthogonal with respect to Lj . Indeed, for 0  k  n − 1 and taking into
account (39), we get
〈Ψn(z), Φk(z)〉Lj = 〈Ψn(z), Φk(z)〉L + m
〈
zjΨn(z), Φk(z)
〉
Lθ
+ m¯
〈
Ψn(z), z
jΦk(z)
〉
Lθ
= 〈Φn(z), Φk(z)〉L − m
〈n−j−1∑
l=0
Ψ
(l)
n (0)
(l)!
K
(0,l+j)
n−1 (z, 0)
(l + j)! , Φk(z)
〉
L
−m¯
〈
n∑
l=j
Ψ
(l)
n (0)
(l)!
K
(0,l−j)
n−1 (z, 0)
(l − j)! , Φk(z)
〉
L
+ m
n−j−1∑
l=0
Ψ
(l)
n (0)
(l)!
Φ
(l+j)
k (0)
(l + j)!
+m¯
n∑
l=j
Ψ
(l)
n (0)
(l)!
Φ
(l−j)
k (0)
(l − j)!
= 0.
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On the other hand,
k˜n = 〈Ψn(z), Φn(z)〉Lj
= 〈Ψn(z), Φn(z)〉L + m
〈
zjΨn(z), Φn(z)
〉
Lθ
+ m¯
〈
Ψn(z), z
jΦn(z)
〉
Lθ
= kn + m
n−j∑
l=0
Ψ
(l)
n (0)
(l)!
Φ
(l+j)
n (0)
(l + j)! + m¯
n∑
l=j
Ψ
(l)
n (0)
(l)!
Φ
(l−j)
n (0)
(l − j)!
= kn + tn(0)Yn(0) + m¯
Φ
(n−j)
n (0)
(n − j)!
= 0,
since (36) is assumed. Thus, we conclude that Lj is quasi-definite. 
From the previous result, evaluating (37) in z = 0, we get
Corollary 9. The family of Verblunsky parameters associated with Lj is
Ψn(0) = An(0)Φn(0) + Bn(0), n  1. (43)
Finally, applying the Szego˝ transformation to (35), we get√
x2 − 1˜S(x) =
√
x2 − 1S(x) + 2mzj,
S˜(x) = S(x) + 2m
(
x − √x2 − 1
)j
√
x2 − 1 ,
and thus S˜(x), the Stieltjes function for the correspondingperturbedmeasureon the real line, cannot be
expressed as a linear spectral transform of S(x), since square roots appear for any value of j. Therefore,
we conclude that a perturbation on the moments of a measure supported onT does not yield a linear
spectral transformation of the corresponding Stieltjes function. Conversely, if we consider a similar
perturbation of the moments of a measure on the real line, then
S˜(x) = S(x) + m
xj+1
.
Applying the Szego˝ transformation,
F˜(z) = F(z) + m 1 − z
2
2z(x)j+1
= F(z) + 2jm 1 − z
2
z(z + z−1)j+1
= F(z) + 2jm (1 − z
2)zj
(z2 + 1)j+1 ,
which is a linear spectral transformation of F(z). In the special case when j = 0,
F˜(z) = F(z) − mz
2 − 1
z2 + 1 .
As a conclusion, the study of linear spectral transformations on the unit circle is far more complicated
than the real line case. It remains an open problem to determine the generators of the group of linear
spectral transformations defined by (13). As oppose to the real line case, they are not the Christoffel
and Geronimus transforms, as we have shown.
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4. Example
Wepresent an example of theprevious transformationwhenσ is thenormalized Lebesguemeasure
and j = 1, i.e. the transformation
〈p, q〉L1 = 〈p, q〉θ + m 〈zp, q〉θ + m¯ 〈p, zq〉θ , (44)
wherem ∈ C. Our goal is to obtain necessary and sufficient conditions for L1 to be a positive definite
(quasi-definite) functional. As a consequence, we will deduce its corresponding family of orthogonal
polynomials as well as the sequence of Verblunsky parameters. Notice that in this case, Φn(z) = zn,
n  0, as well as kn = 1, n  0. Thus, we get
K
(0,l)
n−1 (z, 0) = l!zl, 0  l  n − 1.
So,Kn−1(z, 0) =
(
mz,mz2 + m¯z0, . . . ,mzn−1 + m¯zn−3, m¯zn−2
)t
andn(0) = [0, . . . , 0]t , n  1.
On the other hand, we have
K
(s,l)
n−1(0, 0) =
⎧⎨⎩ s!l! if s = l,0 otherwise,
and, therefore,
as,l = K
(s,l+1)
n−1 (0, 0)
(l)!(l + 1)! = δs,s−1,
bs,l = mK
(s,l+1)
n−1 (0, 0)
(l)!(l + 1)! + m¯
K
(s,l−1)
n−1 (0, 0)
(l)!(l − 1)! = mδs,s−1 + m¯δs,s+1,
cs,l = K
(s,l−1)
n−1 (0, 0)
(l)!(l − 1)! = δs,s+1,
where δs,l is the Kronecker’s delta. Thus,
In + Sn =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 m¯
m 1
. . .
. . .
. . . m¯
m 1 m¯
m 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, n  2.
Notice that, for n  2, In + Sn is T˜n−1, the n × n Toeplitz matrix associated with L1. Thus, we need
to establish the conditions on m for T˜n−1 be nonsingular. Since T˜n−1 is Hermitian, their eigenvalues{λk}nk=1 are real numbers. Moreover, T˜n−1 is quasi-definite if and only if λk = 0, for every 1  k  n
(see [13]). From Theorem 2.4 in [14], the eigenvalues of T˜n−1 are
λk = 1 + 2|m| cos πk
n + 1 , k = 1, . . . , n.
Thus, L1 is a quasi-definite linear functional if and only if
|m| = −
(
2 cos
πk
n + 1
)−1
, k = 1, . . . , n, and n  1,
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or, equivalently,
πk
cos−1
(
− 1
2|m|
) /∈ N. (45)
Assuming that (45) holds, {Ψn}n0 can be obtained using (37), since all elements are known. Since
Kn−1(0, 0) = (0, m¯, 0, . . . , 0)t and Wn = [0, . . . , 0,−m¯(n − 1)!)], the sequence of Verblunsky
parameters can be computed using (43). It is not difficult to see that
Ψn(0) = −m¯2(n − 1)!n,2,
where i,j = (In + Sn)−1i,j . An explicit expression for n,2 can be obtained using the method described
in [15]. Indeed,
n,2 = (−1)
n+2mn−2
θn
where θn is the solution of the recurrence relation
θi = θi−1 − |m|2θi−2, i = 2, . . . , n.
with initial conditions θ0 = θ1 = 1. Thus,
θn =
⎛⎝2−(n+1) + 2−(n+1)√
1 − |m|2
⎞⎠((1 − √1 − |m|2)n + (1 + √1 − |m|2)n) ,
and therefore we get
Ψn(0) = (−1)
n+3mn−2m¯(n − 1)!(
2−(n+1) + 2−(n+1)√
1−|m|2
)((
1 −
√
1 − |m|2
)n
+
(
1 +
√
1 − |m|2
)n) . (46)
Finally, the following figure shows the corresponding Verblunsky coefficients for different values
of m. From (46), notice that |Ψn(0)| grows as n increases, and it grows faster for values |m| > 1. The
figure shows that using small values ofm, the first Verblunsky coefficients are small (close to zero), but
then begin to grow as n increases. Since (46) is an increasing function, we deduce that the functional
L1 defined by (44), for the values ofm shown on the figure, is quasi-definite.
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