In 30's Hassler Whitney considered and completely solved the problem (W P ) of describing the classes of graphs G having the same cycle matroid M (G) [15, 16] . A natural analog (W P ) of Whitney's problem (W P ) is to describe the classes of graphs G having the same matroid M (G), where M (G) is a matroid (on the edge set of G) distinct from M (G). For example, the corresponding problem (W P ) = (W P ) θ for the so-called bicircular matroid M θ (G) of graph G was solved in [2, 11] . We define the so-called k-circular matroid M k (G) on the edge set of graph G for any non-negative integer k so that M (G) = M 0 (G) and M θ (G) = M 1 (G). It is natural to consider the corresponding analog (W P ) k of Whitney's problem (W P ) not only for k = 0 and k = 1 but also for any integer k ≥ 2. In this paper we give a characterization of the k-circular matroid M k (G) by describing the main constituents (circuits, bases, and cocircuits) in terms of graph G and establish some important properties of the k-circular matroid. The results of this paper will be used in our further research on the problem (W P ) k . In our next paper we use these results to study a particular problem of (W P ) k on graphs uniquely defined by their k-circular matroids.
Introduction
In 30's Hassler Whitney developed a remarkable theory on the matroid isomorphism and the matroid duality of graphs [14] [15] [16] [17] . He considered a graph G and the so called cycle matroid M (G) of G (whose circuits are the edge subsets of the cycles in G) and stated the following natural problems on pairs G, M (G) :
(W P ) describe the classes of graphs having the same cycle matroid and, in particular, graphs that can be reconstructed from cycle matroid (up to the names of vertices) and (W P * ) describe the pairs of graphs whose cycle matroids are dual, i.e. describe the class of graphs closed under their cycle matroids duality. Classical Whitney's graph matroid-isomorphism theorem and Whitney's planarity criterion provide the answers to the above questions [15] [16] [17] (see also [10] ).
Naturally, Whitney's problems and interesting results along this line prompted further questions and research on possible strengthenings as well as various extensions or analogs of some Whitney's results (see, for example, [2, 5-7, 9, 11] ).
The goal of this research is twofold:
(Γ1) to introduce and consider some new matroids related with a graph G that are distinct from the cycle matroid M (G) and to establish the structural properties of those matroids in terms of G and (Γ2) to extend some of Whitney's results on problem (W P ) to this variety of graph matroids using their structural properties established in (Γ1) This paper is the first one in the series of our papers along the (Γ1) -(Γ2) line on graphs and their matroids.
Section 2 provides some basic notions, notation, and some known facts on matroids and graphs.
In Section 3 some additional notions and some auxiliary and preliminary facts on graphs are presented that will be used later. In particular, we will describe some useful properties of the function ∆(G) = |E(G)| − |V (G)| of graph G, establish the splitter theorems for graphs with no leaves and no cycle components. We also define and characterize two special subgraphs of a graph that are called the core and the kernel of a graph. These notions and results will play an essential role in the study of the so-called k-circular matroids.
In Section 4 we introduce the notion of the k-circular matroid M k (G) of a graph G, where k is a non-negative integer, and establish some properties of this matroid. In particular, we describe the main constituents of this matroid (bases, circuits, cocircuits, etc.) in graph terms.
The results of this paper provide, in particular, a proper basis for our study of the problem (W P ) k on describing the classes of graphs with the same k-circular matroids.
2 Basic notions and facts on matroids and graphs
On clutter and hereditary families
Given a partial order set (P, ), a maximal element of (P, ) is called -maximal and a minimal element of (P, ) is called -minimal.
The notions and facts described in this Section can be found in [8] . Given a finite set E, consider the poset P = (2 E , ⊆) and X ⊆ 2 E .
Let Max(X ) denote the set of ⊆-maximal elements of poset (X , ⊆) and Min(X ) denote the set of ⊆-minimal elements of poset (X , ⊆).
Let

Max
−1 (X ) = {X ⊆ E : X ⊆ Y f or some Y ∈ X } and Min −1 (X ) = {X ⊆ E : X ⊇ Y f or some Y ∈ X }.
A family X is called a clutter if Max(X ) = Min(X ), i.e. if X ⊆ Y for every X, Y ∈ X and X = Y . Obviously, Max(X ) and Min(X ) are clutters.
A family X is called hereditary if X ⊆ Y ∈ X ⇒ X ∈ X . A family X is called anti-hereditary if X ⊇ Y ∈ X ⇒ X ∈ X .
Obviously, the following is true.
Claim 2.1.1 Let X ⊆ 2 E . Then Let I ⊆ 2 E and I a hereditary family and put H = (E, I) and I = I(H). An element X of I is called an independent set of H and I is the independence family of H. 
, and H * = (E, I * ). We call H = (E, I) and H * = (E, I * ) dual hereditary families on E and put B(H * ) = B * (H), D(H * ) = D * (H), and C(H * ) = C * (H).
Accordingly, we call an independent set of H * a coindependet set of H = (E, I), a dependent set H * a codependent set of H = (E, I), a base of H * a cobase of H = (E, I), a circuit of H * a cocircuit of H = (E, I), and a loop of H * a coloop of H = (E, I).
It is easy to see that the following is true.
Claim 2.1.2 Let I ⊆ 2 E , and I is a hereditary family. Let H = (E, I) and I = I(H). Then It is also easy to prove the following.
Claim 2.1.3 Let H = (E, I) be a non-empty hereditary family of subsets of E. Then (c1) B ∈ B(H) and C ∈ C(H) ⇒ C ⊆ B or, equivalentlly, (c2) B ∈ B(H) and C * ∈ C(H) ⇒ B ∩ C * = ∅ and B * ∈ B * (H) and C ∈ C(H) ⇒ B * ∩ C = ∅.
On matroids
In this Section we describe some notions and necessary facts on matroids. Most of them can be found in [10, 12] . Given a set X ⊆ E and e ∈ E, we usually write X ∪ e instead of X ∪ {e} and X \ e instead of X \ {e}.
A matroid is a pair M = (E, I), where E is a finite non-empty set and I ⊆ 2 E such that (AI1) ∅ ∈ I, (AI2) X ⊆ Y ∈ I ⇒ X ∈ I, and (AI3) X, Y ∈ I and |X| < |Y | ⇒ ∃ y ∈ Y \ X such that X ∪ y ∈ I.
A set I ∈ I is called an independent set of M .
Notice that (AI1) and (AI2) imply that I is a hereditary family (see Section 2.1). Therefore M = (E, I) is a matroid if and only if I is a non-empty hereditary family satisfying (AI3). Thus, all notions and claims about hereditary families in Section 2.1 are valid for the matroids.
The next two claims provide criteria for a family F ⊆ 2 E to be the family of bases and the family of circuits of a matroid, respectively. Claim 2.2.1 Let B ⊆ 2 E . Then B is the family of bases of a matroid if and only if (AB1) B is a non-empty clutter and
From Claim 2.2.1 it follows that every two bases of matroid M are of the same size. Put ρ(M ) = |B| for B ∈ B(M ) and ρ * (M ) = |E| − ρ(M ). We call ρ(M ) the rank of matroid M and ρ * (M ) the corank of matroid M .
Then C is the family of circuits of a matroid if and only if (AC1) C is a clutter such that ∅ ∈ C and Figure 1 ).
We will need the following simple facts. (a1) c is a coloop of M , (a2) c ∈ B for every B ∈ B(M ), and
and e ∈ E \ B = B * , then there exists a unique circuit C = C(e, B) of M such that e ∈ C ⊆ B∪e (or, equivalently, such that C ∩B * = {e}) and similarly, if B ∈ B(M ) and e ∈ B, then there exists a unique cocircuit
(c3) for every C ∈ C(M ) (C * ∈ C(M )) there exists B ∈ B and e ∈ E \ B = B * such that C = C(e, B) (respectively, e ∈ B such that C * = C * (e, B)).
As in Section 2.1, given a matroid M = (E, I), let M * = (E, I * ) be the pair with B * (M ) = {E \ B : B ∈ B(M )}. It is easy to see that M * is a matroid and M * is the dual of M .
Given B ∈ B(M ) and e ∈ E \ B = B * , we call C(e, B) the fundamental circuit of B in M rooted at e or simply, the (B, e)-circuit in M .
Similarly, if B * ∈ B(M * ) and e ∈ E \ B * = B, we call C(e, B * ) the fundamental circuit of B * in M * rooted at e or simply, the (B * , e)-circuit in M * .
We also call C(e, B * ) the fundamental cocircuit of base B in M rooted at e, or simply, the (B, e)-cocircuit in M . Claim 2.2.5 Let M = (E, I) be a matroid and a, b ∈ E, a = b. Then the following are equivalent:
(a1) a and b belong to a circuit of M and (a2) a and b belong to a cocircuit of M .
Let M = (E, I) be a matroid, L the set of loops, and L * the set of coloops of M . Given elements a and b in E \ (L ∪ L * ) we write a ∼ b if a and b belong to a common circuit of M or, equivalently (by the above Claim), if a and b belong to a common cocircuit of M .
, of matroid M , and so N has at least two elements. Let Cmp(M ) denote the set of components of M .
A matroid M = (E, I) is called connected if |E| ≥ 2 and a ∼ b for every a, b ∈ E, i.e. matroid M = (E, I) is connected if and only if M has exactly one components and M has no loops and no coloops. We call a circuit C of a connected matroid M a non-separating circuit of M if M/C is a connected matroid. Similarly, we call a cocircuit C * of a connected matroid M a nonseparating cocircuit of M if M \ C * is a connected matroid or, equivalently, if C * is a non-separating circuit of M * .
We call a matroid M = (E, I) non-trivial if E is neither a base of M and nor a base of M * and trivial, otherwise. Obviously, M is non-trivial if and only if C(M ) = ∅ and C * (M ) = ∅.
Let M = (E, I) and M = (E , I ) be matroids. An isomorphism from M to M is a bijection ε from E to E such that A ∈ I ⇔ ε[A] ∈ I, where ε[A] = {ε(e) : e ∈ A}. Matroids M and M are isomorphic if there exists an isomorphism from M to M (or, equivalently, an isomorphism from M to M ).
On graphs
In this Section we describe some notions and necessary facts on graphs. Most of them can be found in [1, 3, 13] .
A graph G is a triple (V, E, φ) such that V and E are disjoint finite sets, V ∩ E = ∅, V = ∅, and φ : E → V 2 ∪ V . The elements of V = V (G) and E = E(G) are called vertices and edges of graph G, respectively. If φ(e) = (v, v) for some v ∈ V , then e is called a loop of G. If φ(a) = φ(b) for some a, b ∈ E, then a and b are called parallel edges of G.
Graphs G = (V, E, φ) and G = (V , E , φ ) are equal if V = V , E = E , and φ = φ (see Figure 2 ).
For graphs G 1 = (V 1 , E 1 , φ 1 ) and G 2 = (V 2 , E 2 , φ 2 ) with E 1 ∩ E 2 = ∅, let G be the graph (V, E, φ), where V = V 1 ∪ V 2 , E = E 1 ∪ E 2 , and for e ∈ E, φ(e) = φ i (e) if e ∈ E i , i = 1, 2. Then G is called the union of G 1 and G 2 , written
∪ V is an injective function, and so G ha no parallel edges. 
is a bijection.
If φ(e) = (u, v) in a graph G, then we say that vertices u and v are adjacent, edge e and vertex v are incident in G, and u, v are the end vertices of edge e in G.
A vertex in G incident to no edge is called an isolated vertex of G.
A vertex v in G is called an leaf of G if v is incident to exactly one edge of G and this edge is not a loop.
Unless stated otherwise, we assume that a graph has no isolated vertices.
Given a graph G = (V, E, φ), an element a ∈ V ∪ E, and a set A ⊆ V ∪ E, we say that a is incident to A if a is incident to an element of A. Figure 7) .
Let G = (V, E, φ) be a graph, X ⊂ V , and Y ⊆ E. Then G \ X denotes the graph G = (V , E , φ ) such that V = V \ X, E is obtained from E by deleting all edges of G incident to at least one vertex in X , and φ : E → V 2 ∪ V is the restriction of function φ on E . We say that G is obtained from G by deleting vertex set X.
Similarly, G \ Y denotes the graph G = (V , E , φ ) such that V = V , E = E \ Y , and
∪ V is the restriction of φ on E . We say that G is obtained from G by deleting edge set Y .
A graph G is a subgraph of G, written as G ⊆ s G, if G can be obtained from G by deleting some edge subset Y and some vertex subset X of G. Obviously, ⊆ s is a partial order on the set of graphs.
Given a graph G = (V, E, φ) and Y ⊆ E, let G Y denote the subgraph of G obtained from G by deleting all edges in E \ Y and all vertices of G that are incident to no edge in Y . We call G Y the subgraph of G induced by Y . We also say that
2 denote the set of graphs having exactly two vertices, say x and y, of degree 1 and all other vertices of degree 2. Then a graph P is called an (x, y)-path (or simply, a path) if P is a ⊆ s -minimal graph in G 1,1
2 . Obviously, x = y. We call vertices x and y the end-vertices of path P and put End(P ) = {x, y}.
Let G 2 denote the set of graphs with all vertices having degree two. Then a graph C is called a cycle if C is a ⊆ s -minimal graph in G 2 .
2 denote the set of graphs having exactly one vertex, say x, of degree one, exactly one vertex, say y, of degree three, and all other vertices of degree two. Then a graph
2 . We call vertex x the end-vertex of lollypop Q, put End(Q) = {x}, and also call Q an x-lollypop. In a plain language an (x, y)-path is a graph P = (V, E, φ) with V = {x = v 1 , . . . , v n = y} and E = {e 1 , . . . , e n−1 } and φ(e i ) = {v i , v i+1 } for i ∈ {1, . . . , n − 1}. A graph G is a cycle if and only if G can be obtained from an (x, y)-path by adding a new edge e incident to x and y. A graph Q is a lollypop if and only if Q is obtained from disjoint cycle C (possibly, a loop) and a path P by identifying a vertex of C and an end-vertex of P .
Let Cl(G) denote the set of subgraphs of G that are cycles. Let Ct(G) denote the set of edge sets of elements in Cl(G).
Given a graph G and edge e with the end vertices x and y, we say that graph G is obtained from by a subdivision of edge e if G = (G ∪ xP y) \ e, where xP y is a path and V (G) ∩ V (P ) = {x, y}. A graph H is a subdivision of graph G if H is obtained from G by subdivisions of some of its edges.
A k-skein, k ≥ 3, is a subdivision of a graph with two vertices and k parallel edges. A 3-skein is also called a Θ-graph (see Figure 4) .
A dumbbell is a graph obtained from two disjoint cycles C, C , and a path xP x disjoint from C and C by identifying vertex x with a vertex in C and vertex x with a vertex in C (see Figure 4) .
A butterfly is a graph obtained from two disjoint cycles C, C by identifying one vertex from C with one vertex in C (see Figure 4) .
2 denote the set of graphs having exactly two vertices of degree three and all other vertices of degree two. Then, obviously, a ⊆ s -minimal graph in G A graph G is 2-connected if |V (G)| ≥ 2, G is connected and has no loops, and one of the following holds:
e. G has at least two parallel edges) and
A multi-triangle is either K 3 or a graph obtained from K 3 by replacing some edges by parallel edges.
A graph G is 3-connected if |V (G)| ≥ 4, G has no loops and no parallel edges, and G \ v is 2-connected for every v ∈ V (G).
A graph G is multi-3-connected if G is either 3-connected or can be obtained from a 3-connected graph by replacing some of its edges by parallel edges.
We call a graph G cycle connected if |E(G)| ≥ 2 and for every two edges a and b in G there exists a cycle C in G such that a, b ∈ E(C).
A component of a graph G is a ⊆ s -maximal connected subgraph of G. Let Cmp(G) denote the set of components of G and let |Cmp(G)| = cmp(G).
A graph G is called cacti-graph if G has no isolated vertices, no leaves, and no cycle components. A connected cacti-graph is called a cactus. Let G denote the set of cactigraphs and CG denote the set of connected graphs from G , and so each member of CG is a cactus (for example, the graphs in Figures 8 and 9 and their subdivisions). Given a graph G, let G (G) denote the set of subgraphs of G that are members of G . The class G of cacti-graphs will play a special role in our further discussion. Obviously, if a graph G is in G , then every component of G is also in G . Therefore every graph that is ⊆ s -minimal in G is also ⊆ s -minimal in CG . In other words, a graph G is ⊆ s -minimal in G if and only if G is ⊆ s -minimal in CG . Below (see Claim 3.2.4) we will show that G is ⊆ s -minimal in G if and only if G is either a Θ-graph or a dumbbell or a butterfly. A subset X of vertices (of edges) in a graph G is called a vertex cut (respectively, an edge cut) of G if G \ X has more components than G. A vertex cut (an edge cut) of G consisting of one element is called a cut-vertex (respectively, a cut-egde or a bridge) of G.
It is easy to prove the following claim.
Claim 2.3.1 Let G be a graph and G a graph obtained from G by deleting all isolated vertices. Then G is cycle connected if and only if G is 2-connected.
A tree is a connected graph without cycles. A wheel W = (V, E, φ) is a simple graph obtained from a cycle C with at least three vertices by adding a new vertex x (the center of W ) and the set of edges {e v : v ∈ V (C) and φ(e v ) = {v, x}}. Claim 2.3.2 Let G be a graph with v(G) = v and e(G) = e. Suppose that G is 3-connected and has a vertex x such that d(x, G) > e − v. Then G is the wheel with center x, and so
is a cycle, and vertex x is adjacent to every vertex of G \ x. Thus, G is the wheel with center x.
Using the arguments similar to those in the above proof it is also easy to prove the following claim.
Claim 2.3.3 Let G be a graph. Suppose that G is 2-connected and has a vertex x such that
From Claims 2.3.2 and 2.3.3 we have: Claim 2.3.4 Let G be a graph with v(G) = v and e(G) = e. Suppose that G is 3-connected and not a complete graph on n vertices. Then one of the following holds:
(c1) either every vertex of G has degree at most e − v or (c2) G has exactly one vertex x of degree e − v + 1 and every other vertex has degree at most e − v.
An isomorphism from G = (V, E, φ) to G = (V , E , φ ) is a pair (ν, ε), where ν : V → V and ε : E → E are bijections such that φ(e) = {x, y} ⇔ φ (ε(e)) = {ν(x), ν(y)}. Graphs G and G are isomorphic (denoted by G ≈ G ) if there exists an isomorphism from G to G (or, equivalently, an isomorphism from G to G).
Let G = (V, E, φ) and G = (V , E , φ ) with a bijection ε : E → E . Then G and G are called strongly ε-isomorphic if there exists a bijection ν : V → V such that (ν, ε) is an isomorphism from G to G .
Without loss of generality, we may (and will) consider strongly isomorphic graphs G and G with E = E (i.e. when ε : E → E is the identity function). Namely, given two graphs G = (V, E, φ) and G = (V , E , φ ) with E = E , a strong isomorphism from G to G is a bijection ν : V → V such that φ(e) = {x, y} ⇔ φ (e) = {ν(x), ν(y)}. Graphs G = (V, E, φ) and G = (V , E , φ ) with E = E are strongly isomorphic if there exists a strong isomorphism from G to G (see Figures 5 and 6 ). It is easy to prove the following claim. Instead of ∆(G) we will write simply ∆G. Let X ⊆ E(G) and G X be the subgraph of
We start with the following simple observation.
Claim 3.1.1 Let G be a connected graph. If G has no cycle (i.e. G is a tree), then ∆G = −1. If G has exactly one cycle, then ∆G = 0. Graph G has at least two cycles if and only if ∆G ≥ 1.
It is also easy to see the following:
From Claims 3.1.1 and 3.1.2 we have: Claim 3.1.3 Let G be a graph and t(G) the number of tree components of G. Then G has a component with at least two cycles if and only if ∆G + t(G) ≥ 1.
Proof If X = E(A), then our claim is obviously true. So we assume that ∅ = X ⊂ E(A).
First, suppose that S = ∅. Since |X| < |E(A)|, we have:
Finally, suppose that S = ∅. Since X = ∅ and A is connected, there are at least |S| edges of E(A) \ X that are incident to S, and so |E(A) \ X| ≥ |S|. Then
Claim 3.1.5 Let F be a subgraph of G such that no component of F is a tree. Then ∆G X ≤ ∆F for every subset X of E(F ).
Proof (uses Claim 3.1.4)
Let X ⊆ E(F ) and Cmp(F ) be the set of components of F .
Also, since every component of F is not a tree, ∆A ≥ 0 for every A ∈ Cmp(F ) \ R. Thus,
Now we will describe a discrete analog of the classical Intermediate Value Theorem on a continuos function.
A pair D = (V, E) is called a directed graph (or simply, a digraph) if V is a non-empty finite set and E ⊆ {(x, y) : {x, y} ⊆ V and x = y}. The elements of V and E are called the vertices and 
Therefore f (z) = r, and so r ∈ R, a contradiction.
Claim 3.1.7 Let G = (V, E, φ) be a graph. If X ⊆ E and e ∈ X, then
Proof The graph G X \ e has one fewer edge than G X and either zero or one or two fewer vertices.
From Theorem 3.1.6 and Claim 3.1.7 we have, in particular: Claim 3.1.8 Let G = (V, E, φ) and ∆G = δ ≥ −1. If at least one edge in E is not a loop, then for each i ∈ {−1, . . . , δ} there exists X ⊆ E such that ∆G X = i.
Proof (uses Theorem 3.1.6 and Claim 3.1.7)
Let D = (V, E) be the digraph such that V = 2 E and if X, Z ∈ V, then (X, Z) ∈ E ⇔ X ⊂ Z and |Z \ X| = 1. Obviously, digraph D has no directed cycles and has exacly one minimal vertex p = {∅} and exactly one maximal vertex b = {E}. Therefore digraph D satisfies conditions (d1) and (d2) of Claim 3.1.6.
Let function f : V → Z be defined as follows: f (X) = ∆G X for X ⊆ E and X = ∅, and so f (E) = δ. Put f (∅) = −1.
Obviously, for e ∈ E we have: f ({e}) = −1 if e is not a loop and f ({e}) = 0 if e is a loop. Hence in both cases |f ({e}) − f (∅)| ≤ 1. Also if X ⊂ E and |X| ≥ 2, then by Claim 3.1.7, |f (X) − f (X \ e)| ≤ 1. Thus, function f : V → Z satisfies condition (d3) in Theorem 3.1.6. Therefore our claim follows from Theorem 3.1.6.
Splitter theorems for cacti-graphs
First we will remind the following known theorem which is very easy to prove.
Theorem 3.2.1 Splitter Theorem for 2-connected graphs
Let G be a 2-connected graph and G 0 a proper 2-connected subgraph of G. Then there exists a sequence (P 1 , . . . , P r ) of paths in G and a sequence (G 0 , G 1 , . . . , G r ) of 2-connected subgraphs of G such that G r = G, and
for every i ∈ {1, . . . , r}, and so G i−1 ⊂ s G i and ∆G i − ∆G i−1 = 1.
As in Section 2.3, G (CG ) is the set of graphs (respectively, connected graphs) with no isolated vertices, no leaves, and no cycle components, i.e. the set of cacti-graphs, (respectively, connected cacti-graphs). Notice that if graph G is 2-connected and it is not a cycle, then G ∈ CG .
It turns out that similar Splitter Theorems are also true for the graph classes CG and G . These theorems will be important for our further discussion.
Theorem 3.2.2 Splitter theorem for a cactus
Let G and G 0 be connected graphs. Suppose that G ∈ CG and G 0 is a subgraph of G such that either G 0 ∈ CG or G 0 is a cycle. Then there exist sequences (P 1 , . . . , P r ) and (G 0 , G 1 , . . . , G r ) of subgraphs of G such that G r = G, every G i ∈ CG , every P i is either a path or a cycle or a lollipop (see Figure 3) , and for every i ∈ {1, . . . , r}, we have:
and so
We call the sequence (
in the above theorem an ear-assembly of a graph G in G starting from G 0 and each P i an ear of this ear-assembly.
Proof of Theorem 3.2.2. We will first consider the case when G 0 ∈ CG . The case when G 0 is a cycle will follow easily from the first case.
(p1) Suppose that G 0 ∈ CG . Suppose, to the contrary, that our claim is not true. Our theorem is vacuously true if G = G 0 . Suppose that G k is a maximal subgraph of G such that our claim is true for G k , and so there exist sequences (P 1 , . . . , P k ) and (G 0 , . . . , G k ) satisfying all the conditions of our theorem. Then G k ∈ CG and G k is a proper subgraph of G (i.e. G k ⊂ s G). We will get a contradiction by showing that there exist subgraphs P k+1 and G k+1 of G such that G k ∪ P k+1 = G k+1 , G k+1 ∈ G , and pair (G k , P k+1 ) satisfies one of conditions (p),(l), (c).
Since G is connected and G k is a proper subgraph of G, there is a path xP y in G such that x ∈ V (G k ) and V (P ) ∩ V (G k ) ⊆ {x, y}. We can assume that xP y is a maximal path with the above mentioned properties.
First, suppose that
Since G ∈ CG , vertex y is not a leaf in G. Hence there exists edge e = yz in G \ (G k ∪ P ). Since xP y is a maximal path with the above mentioned properties, vertex z is in P . If z = x, then P ∪ e is a lollipop. Put P k+1 = P ∪ e and
(p2) Now suppose that G 0 is a cycle. The arguments similar to those in (p1) show that there exist subgraphs P 1 and G 1 of G such that G 0 ∪ P 1 = G 1 , G 1 ∈ CG , and pair (G 0 , P 1 ) satisfies one of conditions (p),(l), (c). Now put in (p1) G 0 := G 1 . Then by (p1), our theorem is true for G 0 := G 1 , i.e. there exists ear assembly (
In order to formulate and prove a Splitter Theorem for G , we need some preliminaries. 
Proof By Claim 3.2.4, it is sufficient to prove that G has either a Θ-graph or a dumbbell or a butterfly containing a and b.
(p1) Suppose that G has two cycles C, C such that a, b ∈ E(C ∪ C ). We can assume that {a, b} ∩ E(C) = ∅.
Suppose first that |V (C) ∩ V (C )| ≥ 2. Then in C there exists a path P such that V (C) ∩ V (P ) = End(P ) and D = C ∪ P contains both a and b. Then D is a Θ-graph in G containing a and b.
(p2) Next suppose that G has a cycle C containing exactly one of a, b, say a, and b belongs to no cycle in G. Since G is connected, there exists a path xP x such that b ∈ E(P ) and V (C) ∩ V (P ) = x. Since G ∈ G , clearly G has no leaves, and therefore P belongs to a lollypop
Since b belongs to no cycle in G, graph C ∪ L is a dumbbell containing both a and b.
(p3) Finally, suppose that neither a nor b belongs to a cycle in G. Since G is connected, there exists a path P in G containing a and b. Since G ∈ G , clearly G has no leaves, and therefore P belongs to two lollypops L and L in G. Then L∪P ∪L is a dumbbell containing a and b. Now we will formulate and prove a Splitter Theorem for graph class G .
Theorem 3.2.6 Splitter theorem for a cacti-graph
Let G, G 0 ∈ G . Suppose that G 0 is a subgraph of G. Then either G = G 0 or there exist sequences (P 1 , . . . , P r ) and (G 0 , G 1 , . . . , G r ) of subgraphs of G such that G r = G, every G i ∈ G , every P i is either a path or a cycle or a lollipop (see Figure 3 ) or a bicycle, and for every i ∈ {1, . . . , r}, we have:
Proof (uses Theorem 3.2.2) Suppose, to the contrary, that our claim is not true. Our theorem is vacuously true if G = G 0 . Suppose that G k is a maximal subgraph of G such that our claim is true for G k , and so there exist sequences (P 1 , . . . , P k ) and (G 0 , . . . , G k ) satisfying all the conditions of our theorem. Then G k ∈ G and G k is a proper subgraph of G (i.e. G k ⊂ s G). We will get a contradiction by showing that there exist subgraphs P k+1 and G k+1 of G such that
By Claim 3.2.5, A has a subgraph-bicycle B. Put P k+1 = B and G k+1 = G k ∪ P k+1 . Then G k+1 ∈ G , G k+1 ⊆ s G, and pair (G k , P k+1 ) satisfies condition (b).
(p2) Now suppose that G has no component disjoint from G k . Since G k is a proper subgraph of G, there are components A of G and A k of G k such that A k is a proper subgraph of A. Since G, G k ∈ G , also A, A k ∈ G . Therefore A, A k ∈ CG . Now our claim follows from Theorem 3.2.2 applied to A and A k .
From Splitter Theorem 3.2.6 and Claim 3.2.5 we also have the following useful specification of this theorem. 
of graph G such that a and b are edges of G i , G i ∈ G , and ∆G i = i + 1 for every i ∈ {0, . . . , r}, and so, in particular, G 0 is a bicycle.
If a and b are in different components of G, then either G = G 1 or there exists an ear-
of graph G such that a and b are edges of G i , G i ∈ G , and ∆G i = i + 1 for every i ∈ {1, . . . , r}. Corollary 3.2.8 Let G ∈ G and a, b ∈ E(G).
If a and b are in the same component of G, then for every k ∈ {1, . . . , ∆G} there exists a subgraph F of G such that a, b ∈ E(F ), F ∈ G , and ∆F = k.
If a and b are in different components of G, then for every k ∈ {2, . . . , ∆G} there exists a subgraph F of G such that a, b ∈ E(F ), F ∈ G , and ∆F = k.
Here is another characterization of bicycles.
, where ∆D i − ∆D i−1 = 1 for every i ∈ {1, . . . , r}. Therefore ∆D 0 < ∆D. Since ∆D = 1, we have: ∆D 0 < 1. Hence D 0 has a component with at most one cycle implying that
Since D ∈ G , also A ∈ G . By Claim 3.2.5, graph A contains a bicycle Q which is a subgraph of D. Since D is a ⊆ s -minimal graph in G , we have: D = Q, and so D is a bicycle.
On the core and the kernel of a graph
In this Section we will give a definition and establish some properties of the core and the kernel of graphs.
For a graph A, let R A = {X ⊆ E(A) : X = ∅ and ∆A X = ∆A}. Claim 3.3.1 Let A be a connected graph with at least one cycle. Then R A has the ⊆-minimum element (denoted by) Min(R A ).
Proof (uses Claim 3.1.4 and 3.1.5) Let A 0 = A and define recursively A s , for s ≥ 1, to be the graph obtained from A s−1 by deleting all leaves in A s−1 . Consider r ≥ 0 such that A r has no leaves. Obviously, A r is a connected graph, E(A r ) = ∅ and ∆A r = ∆A. We claim that E(A r ) is the ⊆-minimum element in R A .
Suppose, to the contrary, that E(A r ) is not the ⊆-minimum element in R A , i.e. there exists X ∈ R A such that E(A r ) \ X = ∅. Since X ∈ R A , we have: ∅ = X ⊆ E(A) and ∆A X = ∆A. Since E(A r ) \ X = ∅, there exists e ∈ E(A r ) \ X. If the graph A \ e is connected, then by Claim 3.1.4, ∆A X ≤ ∆(A \ e) < ∆A. If A \ e is not connected, then A \ e has two components. Since e ∈ E(A r ), both components of A \ e have cycles. Therefore, by Claim 3.1.5, ∆A X ≤ ∆(A \ e) < ∆A. In both cases, ∆A X < ∆A, a contradiction.
Remark 3.3.2 If a graph
A is a tree with at least two edges, then R A has no ⊆-minimum element.
Definition 3.3.3 The kernel of a graph
If A is a connected graph with at least one cycle, then let A denotes the subgraph of A induced by the edge subset Min(R A ) defined in Claim 3.3.1, and so Min(R A ) = E A . If F is a non-connected graph, then put F = ∪{ A : A ∈ Cmp(G) and ∆A ≥ 0}.
Graph G is called the kernel of graph G. If F is a forest, then the kernel of F is not defined. For a graph A, let Q A = {X ⊆ E(A) : A X has no leaves}. Claim 3.3.5 Let A be a connected graph with at least one cycle. Then Q A has the ⊆-maximum element Max(Q A ). Moreover, Max(Q A ) = Min(R A ) and C is a subgraph of A for every cycle C in A.
Proof (uses Claim 3.3.1)
Let A r be the graph defined in the proof of Claim 3.3.1. In that proof we have shown that A = A r . It is clear that A r has no leaves. Also, any subgraph of A containing E(A r ) and at least one edge in E(A) \ E(A r ) contains a leaf. Therefore, E(A r ) is a ⊆-maximal element in Q A . It is also clear that any set that is an element in Q A is a subset of E(A r ). Hence E(A r ) is the ⊆-maximum element in Q A . Let, as above, R G = {X ⊆ E(G) : X = ∅ and ∆G X = ∆G} and Q G = {X ⊆ E(G) : G X has no leaves}. Claim 3.3.6 Let G be a non-connected graph such that every component of G has at least two cycles. Then
Proof (uses Claims 3.1.2 and 3.3.5) The first equality follows easily from Claim 3.1.2. The second equality follows from Claim 3.3.5. The last equality follows from the fact that a graph has no leaf if and only if every component of the graph has no leaf.
We recall that G is the set of graphs with no isolated vertices, no leaves, and no cycle components. Given a graph G, let G (G) denote the set of subgraphs of G that are members of G .
From Claims 3.3.5 and 3.3.6 we have: Theorem 3.3.7 Description of the core of a graph Let G be a graph having a component with at least two cycles. The following are equivalent:
(a1) F is the core of G, (a2) F a unique ⊆ s -maximum element in G (G), and (a3) if G is the graph obtained from G by removing all tree components, then F is the only element in G (G) (or, equivalently, in G (G )) such that ∆F = ∆G .
Remark 3.3.8 Let G be a graph. Then (c1) if G has a tree component, then R G has no ⊆-minimum element, (c2) if G is not connected, G has no tree component, and every component of G has exactly one cycle, then again R G has no ⊆-minimum element, and (c3) if G has no tree component but G has a component with exactly one cycle and also a component with at least two cycles, then Min(R G ) exists and
Thus, Claim 3.3.6 provides a necessary and sufficient conditions for Min(R G ) = Max(Q G ).
Claim 3.3.9 Let A be a connected graph with at least one cycle and e ∈ E(A). Then (c0) e ∈ E A if and only if both end vertices of e belong to A , (c1) if e / ∈ E A , then A \ e has two components and exactly one of them is a tree and the other component contains A , (c2) if A has one cycle and e ∈ E A , then A \ e is a tree, (c3) if A has at least two cycles and e ∈ E A , then every component of A \ e contains a cycle, and (c4) if A \ e has two components and v ∈ V A , then the component of A \ e containing v is not a tree.
Proof (uses Definition 3.3.3 and Claims 3.1.4 and 3.3.1) (p0) We prove (c0). Clearly, if e ∈ E A , then both end vertices of e belong to A . Now suppose that both end vertices of e belong to A but e / ∈ E A . Then ∆( A ∪ e) = ∆ A + 1 = ∆A + 1. Since A ∪ e is a subgraph of A, by Claim 3.1.4, ∆( A ∪ e) ≤ ∆A, a contradiction.
(p1) We prove (c1). First we claim that A\e is not connected. Suppose, to the contrary, A\e is connected. Then ∆(A \ e) = ∆A − 1. By Claim 3.1.4, X ⊆ E(A \ e) ⇒ ∆A X ≤ ∆A − 1. Let D = E A . Then by Claim 3.3.1 and Definition 3.3.3, ∆A D = ∆A. Therefore E A = D ⊆ E(A \ e), and so e ∈ E A , a contradiction. Now since A is connected and A \ e is not connected, we have: A \ e has two components A 1 and A 2 , and clearly, one of them, say A 2 = A \ A 1 , has a cycle. We claim that A 1 is a tree. Indeed, if not, then again ∆(A \ e) = ∆A − 1, and as above, e ∈ E A , a contradiction.
Since A 1 is a tree and e has one end-vertex in A 1 and the other end-vertex in A 2 , we have: ∆A = ∆(A\A 1 ) = ∆(A 2 ). Therefore, by Claim 3.3.1 and Definition 3.3.3, A 2 contains E A .
(p2) We prove (c2). Since A has one cycle C, then E A = E(C), and so A \ e is a tree.
(p3) We prove (c3). If A \ e is connected, then obviouly A \ e contains a cycle. So we assume that A \ e is not connected. Then A \ e has two components, say A 1 and A 2 and e has one end-vertex in A 1 and the other end vertex in A 2 , and so e ∈ E (A \ A 1 ) . Clearly, at least one of A 1 and A 2 , say A 2 = A \ A 1 , contains a cycle. Now, suppose to the contrary that A 1 has no cycle, i.e. A 1 is a tree. Then ∆A = ∆(A \ A 1 ) = ∆(A 2 ). By Claim 3.3.1 and Definition 3.3.3, the core of A is an edge subset of A 2 . Therefore e ∈ E A , a contradiction.
(p4) Finally, we prove (c4).
First suppose that e / ∈ E A . Then by (c1), A \ e has a component D containing E A . Since A has at least one cycle, clearly D also has a cycle. Since vertex v is incident to E A , then v is in D.
Now suppose that e ∈ E A . Since A \ e has two components, by (c2), A has at least two cycles. Then, by (c3), every component of A \ e contains a cycle.
From Claim 3.3.9 (c1) and (c3) we have: Claim 3.3.10 Let A be a connected graph with at least two cycles and e ∈ E(A). Then the following are equivalent: (a1) e ∈ E A = E[A] and (a2) every component of A \ e has a cycle (or, equivalently, A \ e has no tree component).
From Claim 3.3.10 we have the following characterization of the edges in a graph belonging to the core. Theorem 3.3.11 Let G be a graph, t(G) the number of tree components of G, and Y (G) = {a ∈ E(G) : t(G \ a) > t(G)}. Suppose that G has a component with at least two cycles.
Then the following are equivalent:
Proof (uses Definition 3.3.4 and Claims 3.3.9 and 3.3.10) If G is connected, then our claim follows from Claim 3.3.10. So we assume that G is not connected.
First, we prove (a1) ⇒ (a2). Suppose that (a1) holds, i.e. e ∈ E[G]. Then by Definition 3.3.4, e ∈ E A , where A is a component of G with at least two cycles and A = [A] . Then by Claim 3.3.10, A \ e has no tree component, and so t(G \ e) = t(G). Thus, e / ∈ Y (G). Therefore (a2) holds. Now we prove (a2) ⇒ (a1). Suppose that (a2) holds, i.e. e ∈ E(G) \ Y (G). Then t(G \ e) = t(G). Let A be the component of G containing e. Since t(G \ e) = t(G), component A has at least two cycles. We claim that e ∈ E A . Suppose, not. Then by Claim 3.3.9 (c1), A \ e has a tree component, say T . Then T is a component of G \ e. Clearly, T is not a component of G because T is a subgraph of the component A of G. Therefore t(G \ e) > t(G), a contradiction. Thus, e ∈ E A = E[A], and therefore e ∈ E[G]. Therefore (a1) holds.
On the k-circular matroid of a graph
In this Section we will introduce and study the properties of the so called k-circular matroid M k (G) of a graph G, where k is a non-negative integer. We will see, in particular, that (as before) M 0 (G) is the cycle matroid of graph G and M 1 (G) is the bicircular matroid of graph G.
The results of this Section will provide, in particular, a proper basis for our study of the problem (W P ) k on describing the classes of graphs with the same k-circular matroids.
Circuits of the k-circular matroid of a graph Definition 4.1.1 Non-decreasing and submodular functions
Let E be a finite set. Consider function f :
Theorem 4.1.2 (J. Edmonds and G.-C. Rota [4] , see also [10] ) Let E be a finite set and f : 2 E → Z be a non-decreasing and submodular function. Then C(f ) = Min{C ⊆ E : C = ∅ and |C| > f (C)} is the collection of circuits of a matroid on E.
Notice that if f (X) < 0 for every X ⊆ E, then C(f ) = ∅, and therefore E is the only base of the matroid on E induced by function f .
The following is a simple strengthening of Theorem 4.1.2.
Claim 4.1.3 Let E be a finite set and f : 2 E → Z be a non-decreasing and submodular function. Then C(f ) = Min {C ⊆ E : C = ∅ and |C| = f (C) + 1}.
Proof Let U = {C ⊆ E : C = ∅ and |C| > f (C)} and V = {C ⊆ E : C = ∅ and |C| = f (C) + 1}. It is clear that V ⊆ U. We want to show that Min U = Min V.
(p1) First we prove that Min U ⊆ Min V, i.e. that every minimal element of U is also a minimal element of V. Let X ∈ Min U.
First we show that X ∈ V. Since X ∈ Min U, clearly X ∈ U, and therefore X = ∅. Let e ∈ X. By minimality of X in U, |X| − 1 = |X \ e| ≤ f (X \ e). Since f is a non-decreasing function, f (X \ e) ≤ f (X). Since X ∈ U, clearly f (X) < |X|. Now since in addition, f is an integer-valued function, we have: f (X) ≤ |X| − 1. Thus, |X| − 1 = |X \ e| ≤ f (X \ e) ≤ f (X) ≤ |X| − 1. It follows that |X| = f (X) + 1, and so X ∈ V. Now we will show that X is a minimal element of V, i.e. that X ∈ Min V. Suppose, not. Then there exists Y ⊂ X such that Y ∈ V. Since V ⊆ U, we have: Y ∈ V and Y ⊂ X. Therefore X ∈ Min U, a contradiction.
(p2) Now we will prove that Min U ⊇ Min V. Let Y ∈ Min V. Since V ⊆ U, clearly Y ∈ U. Since U is a finite family, Y must contain a subset, say Z, which is a minimal element in U. However, we have proved in (p1) that Min U ⊆ Min V, and therefore Z ∈ Min V. It follows that Y = Z ∈ Min U.
Thus, Min U = Min V.
It is easy to see that the following is true. It is easy to see that (as above) M 0 (G) is the cycle matroid of a graph G. As we will see below, matroid M 1 (G) is the bicircular matroid B(G).
From Claim 4.1.5 we have:
Claim 4.1.7 Let G = (V, E, φ) be a graph and k ≥ 0. Then
As in Section 1, G is the set of graphs with no isolated vertices, no leaves, and no cycle components, i.e. the set of cacti-graphs. (c1) C ∈ C k (G) and (c2) ∆G C = k and G C ∈ G , i.e. G C has no isolated vertices, no leaves, and every component of G C has at least two cycles.
Proof (uses Claim 4.1.7)
Obviously, a connected graph A has at least two cycles if and only if ∆A ≥ 1.
(p1) First we prove (c1) ⇒ (c2). By Claim 4.1.7, ∆G C = k. Also, if e is a pendant edge of G C , then clearly, ∆G C − ∆G C \ e ∈ {−1, 0}. Therefore ∆G C \ e ≥ ∆G C , contradicting minimality of C. Hence G C contains no leaves.
Let A be the set of components of G C . Clearly, E(A) = ∅ for every A ∈ A, C = A∈A E(A), and V (G C ) = A∈A V (A). Then
Therefore, A∈A ∆A = ∆G C ≥ 1.
. Now suppose that |A| ≥ 2 and let A ∈ A. Then the set of components of
Hence every component A of G C has at least two cycles.
(p2) Finally, we prove (c1) ⇐ (c2). Consider C ⊆ E satisfying (c2). Then ∆G C = k, where k ≥ 1. Therefore C = ∅. Hence C is an element of set V = {Z ⊆ E : Z = ∅ and ∆G Z = k}. It remains to show that C is a minimal element in V.
We first prove the following Claim. If A is a component of G C and X ⊂ E(A), then ∆G X < ∆A. Proof. If X = ∅, then ∆G X = 0 < 1 ≤ ∆A. So we assume that X = ∅.
So we assume that S = ∅. Since X = ∅ and A is connected and has no leaves, there are at least |S|+1 edges of E(A)\X that are incident to vertices in S, and so |E(A) \ X| > |S|. Then
Since Z ⊂ Y , we have: Z A ⊂ A for some A ∈ A. Now by the above Claim,
We remind that a graph R is a bicycle if and only if R is a connected graph with no leaves and ∆R = 1 (see Figure 8) .
From the definition of a bicycle, Claim 3.2.9, and Theorem 4.1.8 we have: Claim 4.1.9 C ∈ C 1 (G) if and only if G C is a bicycle (see Figure 8 ).
Remark 4.1.10 There is an essential difference between bicircular matroid M 1 (G) and k-circular matroid M k (G) for k ≥ 2. Namely, every circuit of M 1 (G) induces a connected subgraph in G. Therefore if M 1 (G) is a connected matroid, then G is a connected graph. On the other hand, if k ≥ 2, then M k (G) may have a circuit that induces a non-connected subgraph in G. Therefore for k ≥ 2 matroid M k (G) may be connected although graph G is not connected. Let G = (V, E, φ) be a graph. Let C ⊆ E and k ≥ 1. If k = 1, then C ∈ C 1 (G) if and only if G C is a bicycle. If k ≥ 2, then the following are equivalent:
(c1) C ∈ C k (G) and (c2) there exists C ∈ C k−1 (G) such that G C = G C ∪ P , where P is either a path or a cycle or a lollipop (see Figure 3) or a bicycle and P is a lollipop or a path, (c) |V (G C ) ∩ V (P )| = 1 if P is a cycle, and
Proof (uses Theorems 3.2.6 and 4.1.8 and Claim 3.2.7) If k = 1, then by Claim 4.1.9, C ∈ C 1 (G) if and only if G C is a bicycle. So we assume that k ≥ 2.
First, we prove (c1) ⇒ (c2). Let C ∈ C k (G). Then by Theorem 4.1.8, ∆G C = k and G C ∈ G . By Claim 3.2.7, graph G C contains a bicycle D. Therefore by Theorem 3.2.6, there exists a subgraph G k−1 = G C such that C ∈ C k−1 (G) and (c2) holds. Now we prove (c2) ⇒ (c1). Since (c2) holds, G C ∈ G and ∆G C = ∆G C + 1 = k. Therefore by Theorem 4.1.8, C ∈ C k (G), and so (c1) holds. Definition 4.1.12 Given two graphs G and G , we say that G and G are M k -equal and
Clearly, relation ∼ k on the set of finite graphs is an equivalence relation. The equivalence classes of this relation are called M k -equivalence classes.
Non-trivial k-circular matroids
We remind that a matroid M = (E, I) is non-trivial if E is not a base and not a cobase of M .
In this Subsection we give a criterion for a k-circular matroid of a graph to be non-trivial and, on the other hand, describe all graph representations of a trivial k-circular matroid of a graph.
Theorem 4.2.1 A criterion for matroid M k (G) to be non-trivial Let G be a graph, F (G) the union of all tree components of G, and k ≥ 1. Then the following are equivalent:
Proof (uses Theorem 4.1.8 and Claims 3.1.5 and 4.1.15)
Then by Theorem 4.1.8, ∆G C ≥ k and every component of G C has at least two cycles. Since every vertex of F (G) belongs to a tree components of G, graphs G C and F (G) have no vertex in common. Since G = G \ F (G), graph G C is a subgraph of G . Since G has no tree components, by Claim 3.1.5, k ≤ ∆G C ≤ ∆G = ∆G + cmp(F (G)).
Next we prove (a2) ⇒ (a1). Suppose that (a1) is true, i.e. k ≤ ∆G + cmp(F (G)). Since ∆G = ∆G + cmp(F (G)), we have ∆G ≥ k. Then by Claim 4.1.15, E(G ) ∈ D k (G) and therefore C k (G) = ∅. Now we prove (a1) ⇔ (a3). By definition of a non-trivial matroid, (a3) ⇒ (a1). By Claim 4.1.14, M k (G) has no loops, and therefore E(G) is not a cobase of For this reason from now on we will consider the situations when M k (G) is a non-trivial matroid.
Coloops of non-trivial k-circular matroids
Now we are going to give a graph characterization of the set of coloops for a non-trivial matroid M k (G).
We know that an element e in a matroid M is a coloop of M if and only if e belongs to no circuit of M .
Obviously, from Claim 4.2.1 we have: 
and A be the component of G containing e. If A has at most one cycle, then by Claim 4.3.2, e ∈ L * k (G). So we assume that A has at least two cycles. Since e ∈ E \ E[G], clearly e / ∈ E[A] = E A . Then, by Claim 3.3.9 (c1), graph A \ e has a tree component. We claim that e belongs to no circuit of M k (G). Suppose, to the contrary, that there exists a circuit C of M k (G) containing e. Let D be the component of G C containing e. By Theorem 4.1.8, D has no leaf. Then by Claim 3.3.5, e ∈ E(D) ⊆ E A , a contradiction. Therefore e belongs to no circuit of M k (G), and so e ∈ L * [G] such that e ∈ E(F ), F ∈ G , and ∆(F ) = k. Put E(F ) = C. Then e ∈ C and by Theorem 4.1.8, C ∈ C k (G).
Given a graph G, let t(G) be the number of tree components of G, and Y (G) = {e ∈ E(G) : t(G \ e) > t(G)}.
From Claims 3.3.11 and 4.3.3 we have the following more detailed characterization of the set of coloops of a non-trivial matroid M k (G).
Connected k-circular matroids
We recall that a matroid M = (E, I) is connected if |E| ≥ 2 and for every a, b ∈ E there exists C ∈ C(M ) such that a, b ∈ C.
In this Subsection we present a graph criterion for a k-circular matroid to be connected.
We start with the following claims.
Proof (uses Claims 2.2.3 and 4.3.3) Obviously, 
In what follows we give a characterization of a non-trivial matroid M k (G) for a cactigraph G. (a1)M 1 (G) is a non-trivial matroid and G ∈ G and
Proof (uses Theorem 3.2.7 and 3.3.7 and Claim 4.3.3) (p1) First we prove (a1) ⇒ (a2). Let A be a component of G and a, b ∈ E(G).
First suppose that a and b both belong to A. Since G ∈ G , clearly also A ∈ G . By Theorem 3.2.7, there exists a bicycle A 0 such that A 0 ⊆ s A and a, b ∈ A 0 . Since A 0 is a bicycle, A 0 ∈ C 1 (G), and therefore a ∼ b. Now suppose that a and b do not belong to the same component of G. Then no C ∈ C 1 (G) contains both a and b because G C is a bicycle, which is a connected graph. Therefore E(A) is an ∼-equivalence class of M 1 (G).
(p2) Now we prove (a2) ⇒ (a1). Let A be a component of G.
Since E(A) is an ∼-equivalence class of M 1 (G), clearly C 1 (G) = ∅, and therefore matroid M k (G) is non-trivial and the core [G] of G is defined.
Since E(A) is an ∼-equivalence class of M 1 (G) for every component A of G, we also have: every component A has at least two elements that belong to a common circuit of M 1 (G). The following are equivalent: 
From Theorems 3.3.7, 4.2.1, 4.4.5, and 4.4.9 we also have:
The results in this section will allow us to reduce our problem (W P ) k of describing the classes of graphs having the same k-circular matroid to the corresponding problem for cacti-graphs graphs, when 2 ≤ k ≤ ∆G, and for connected cacti-graphs, when k = 1. Equivalently, the theorems in this section allow us to reduce our problem (W P ) k of finding all graph representations of a given k-circular matroid, k ≥ 1, to the corresponding problem for the class of connected k-circular matroids.
Independent sets and bases of a k-circular matroid
Claim 4.5.1 Let G = (V, E, φ) and X ⊆ E. If ∆G X < k and G X has no tree component, then X ∈ I k (G).
Proof (uses Claim 3.1.5) Let X ⊆ E and ∆G X < k. If G X has no tree-component, then by Claim 3.1.5, ∆G Z ≤ ∆G X < k for every Z ⊆ X. Hence X contains no circuit of M k (G) and therefore X is an independent set of M k (G).
Claim 4.5.2 Let G be graph and k ≥ 1. Suppose that I ∈ I k (G), T is a tree component of G I or T is a vertex of G not in G I , and e is an edge in E(G) \ I incident to at least one vertex of T . Then I ∪ e ∈ I k (G).
Proof (uses Claim 4.1.8) Suppose, to the contrary, that I ∪ e / ∈ I k (G). Then there exists a unique C ∈ C k (G) such that e ∈ C ⊆ I ∪ e. If e has exactly one end-vertex in T , then the component of G C that contains e will contain a leaf, contradicting Claim 4.1.8. If both ends of e belong to T and T is the graph obtained from T by adding edge e, then is connected and has at most one cycle. Since the component A of G C containing e is a subgraph of T , clearly A also has at most one cycle contradicting Claim 4.1.8 (c2). Since M k (G) is a connected matroid, by Theorem 4.4.5 for k ≥ 2 and Theorem 4.4.9 for k = 1, matroid M k (G) is non-trivial and also graph G is a cacti-graph. Therefore graph G has no tree component.
(p1) First we prove that (c1) ⇒ (c2). Let B ∈ B k (G).
(p1.1) Our first step is to show that V (G) = V (G B ). Suppose, to the contrary, that there exists vertex v in V (G) \ V (G B ). Since G has no isolated vertices, there exists e ∈ E(G) \ B such that e is incident to v in G. Then by Lemma 4.5.2 (where T is vertex v), B ∪ e ∈ I k (G). This contradicts the maximality of B. Hence, if B ∈ B k (G), then V (G B ) = V (G).
(p1.2) Our next step is to show that G B has no tree component.
Suppose first that G B is a spanning tree. Since M k (G) is a non-trivial matroid, there exists e ∈ E(G) \ B. By maximality of B, we have: B ∪ e is a dependent set of M k (G).
Note that ∆ G (B ∪ e) = 0. Since G B ∪ e is connected, by Claim 3.1.4. we have: ∆G X ≤ ∆G B∪e = 0 < k for every X ⊆ B∪e. Therefore B∪e contains no k-circuit, a contradiction. Now suppose that G B has more than one component and one of them is a tree component, say T . Since G has no tree component, there exists e ∈ E(G) \ B such that e is incident to at least one vertex of T . Then by Lemma 4.5.2, B ∪ e ∈ I k (G), a contradiction. Therefore G B has no tree component (i.e. ∆A ≥ 0 for every component A of G B ).
(p1.3) Now we show that ∆G B = k −1. Suppose, to the contrary, that ∆G B = k −1. By Claim 4.1.15, ∆G B < k. Therefore ∆G B < k − 1. Since M k (G) is a non-trivial matroid, there exists edge e in E(G) \ B. By Claim 3.1.7, ∆G B ∪ e ≤ k − 1 < k. Since V (G B ) = V (G) and G has no tree component, clearly G B has no tree component as well. Now by Claim 4.5.1, B ∪ e ∈ I k (G). Therefore B is not a maximal independent set of M k (G), and so B is not a base of M k (G), a contradiction. Thus, ∆G B ≥ k − 1, that contradicts our assumption that ∆G B < k − 1.
(p2) Finally, we prove (c1) ⇐ (c2). Since no component of G B is a tree, by Claim 3.1.5, ∆G X ≤ ∆G B = k − 1 < k for every X ⊆ B. Therefore B contains no circuit of M k (G), and so B ∈ I k (G). Since V (G B = V (B), we have: ∆G B ∪ e > ∆G B = k − 1 for every e ∈ E(G) \ B. Then, by Claim 4.1.15, B ∪ e ∈ D k (G) for every e ∈ E(G) \ B. Therefore B is a maximal independent set of M k (G). 
Cocircuits of a k-circular matroid
In this Section we intend to describe the cocircuits of the k-circular matroid M k of a graph G as some special edge subsets of G. For example, we know that K is a cocircuit of M 0 (G) if and only if K is a minimal edge cut in G.
By Claim 2.2.4 (c3), for every cocircuit K of a matroid M there exists a base B of M and e ∈ B such that K is the fundamental cocircuit of base B in M rooted at e (or the same, a (B, e)-cocircuit in M ), i.e. K = C * (e, B) for some B ∈ B(M ) and e ∈ B. Put K(e, B) = C * (e, B). Thus, we can (and will) describe all cocircuits of matroid M k (G) by describing the (B, e)-cocircuits K(e, B) of M k (G) for all pairs (B, e), where B is a base of M k (G) and e ∈ B.
We will distinguish between three possible types of (B, e)-cocircuits K(e, B) depending on the structure of component A of G B containing edge e and on the position of edge e in A.
Definition 4.7.1 Let B ∈ B k (G), e ∈ B, and k ≥ 1. Then Let G be a graph and k ≥ 1. Suppose that (a1) M k (G) is a connected matroid, B ∈ B k (G), and e ∈ B and (a2) K(e, B) is a (B, e)-cocircuit in M k (G) of type 1 (i.e. edge e / ∈ E A , where A is a component of G B containing edge e).
Then exactly one of the two components of A \ e is a tree T and K(e, B) = K (e, B) ∪ e, where K (e, B) is the set of edges in E \ B having at least one end-vertex in V (T ).
Proof (uses Theorem 4.5.3 and Claims 2.2.4 and 3.3.9) (p1) Since e / ∈ E A , by Claim 3.3.9 (c1), exactly one of the two components of A \ e is a tree. Let T be the tree component and D the non-tree component of A \ e.
(p2) We prove that K(e, B) = K (e, B) ∪ e. By Claim 2.2.4 (c2), it is sufficient to show that u ∈ K (e, B) if and only if u ∈ E \ B and B u = (B \ e) ∪ u satisfies condition (c2) of Theorem 4.5.3.
(p2.1) First, suppose that u ∈ K (e, B).
If u has both ends in V (T ), then both D and T ∪ u have cycles, and therefore B u satisfies condition (c2) of Theorem 4.5.3.
If u has one end in T and the other end in D, then G (E(A) \ e) ∪ u is not a tree and B u satisfies condition (c2) of Theorem 4.5.3.
