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En este trabajo exploramos la existencia, robustez y magnitud del eventual aporte que puedan hacer 
diversas medidas de actividad a la tarea de predecir la inflación en Chile. Para ello nos basamos en 
algunas versiones de curvas de Phillips "backward looking", y utilizamos una base en tiempo real 
para obtener una apreciación de la capacidad predictiva que sea coherente con los niveles de 
incertidumbre que enfrentan los agentes económicos al momento de tomar sus decisiones. Nuestros 
principales resultados confirman los que muestra la literatura reciente en Estados Unidos: el aporte 
predictivo de las medidas de actividad aquí consideradas es episódico, inestable y de magnitud 
moderada. Estos resultados son robustos a la utilización de datos definitivos o en tiempo real para la 
estimación de las ecuaciones. Esto se da en un contexto en el que las cifras de actividad finales y en 
tiempo real pueden diferir significativamente y, en consecuencia, pueden llegar a generar 
proyecciones de inflación bastante distintas. 
 




In this article we explore the existence, robustness and size of the contribution that several activity 
measures make when predicting inflation in Chile. For that purpose, we use backward-looking 
Phillips curves and make use of a real-time database to get an evaluation of predictive ability 
consistent with the uncertainty faced by policy-makers when making decisions in real time. Our 
main results confirm those shown by the recent literature in the USA: the predictive contribution of 
the GDP measures considered here is episodic, unstable and of moderate size. These results are 
robust to the estimation being made with either revised or real-time data. This holds true in a 
context in which final and first vintage GDP measures are shown to differ significantly and to 
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Art￿culos recientes sobre predicci￿n de in￿ aci￿n en Estados Unidos en base a curvas
de Phillips, muestran una capacidad predictiva algo limitada que ha sido denomi-
nada por Stock y Watson (2008) como ￿epis￿dica￿ . En otras palabras, las curvas
de Phillips entendidas como modelos para predecir in￿ aci￿n en base a una o mÆs
variables de actividad, tendr￿an capacidad predictiva solo en algunos per￿odos es-
pec￿￿cos, mientras que en otros esta capacidad simplemente desaparecer￿a o no ser￿a
superior a la de algunos competidores simples. Este tipo de resultados, ciertamente
llamativos e inquietantes, han sido reportados no solo por Stock y Watson (2008)
sino que tambiØn por Rossi y Sekhposyan (2009) y Clark y McCracken (2006) entre
otros.
Las Curvas de Phillips, en sus distintas versiones, han estado presentes en el
anÆlisis econ￿mico desde muchos aæos. En particular, relaciones de esta naturaleza
forman parte central de muchos modelos macroecon￿micos en la actualidad, comen-
zando por el modelo de estimaci￿n y proyecci￿n del Banco Central de Chile, Banco
Central de Chile (2003). Los resultados de Stock y Watson (2008), Rossi y Sekh-
posyan (2009) y Clark y McCracken (2006) de alguna manera ponen en tela de juicio
el amplio uso que se le ha dado a este tipo de relaciones en la literatura econ￿mica,
aunque ciertamente el nœmero de especi￿caciones y de horizontes de predicci￿n es
su￿cientemente grande como para que en solo un art￿culo se evalœen todas las posi-
bles combinaciones, lo que deja siempre abierta la pregunta respecto de una nueva
especi￿caci￿n que potencialmente podr￿a mejorar las proyecciones de modelos pre-
decesores.
La discusi￿n en este sentido estÆ llena de sutilezas que pueden ser importantes a
la hora de juzgar la utilidad predictiva de una curva de Phillips. En primer lugar,
y como ya se ha seæalado, la variedad existente de curvas de Phillips hace prÆcti-
camente imposible la evaluaci￿n de todas ellas en un solo trabajo acadØmico. En
segundo lugar, las curvas de Phillips surgen como una relaci￿n contemporÆnea entre
variables de actividad e in￿ aci￿n, lo que en estricto rigor las convierte en modelos
de consistencia y no en modelos de proyecci￿n. Este es el caso, por ejemplo, de
la curva de Phillips neokeynesiana, que en tØrminos generales plantea una relaci￿n
contemporÆnea entre in￿ aci￿n, costos marginales, y expectativas de in￿ aci￿n. Ver
por ejemplo CØspedes, Ochoa y Soto (2005). En principio no es claro que la falla
de este tipo de modelos en una determinada dimensi￿n, necesariamente implique la
falla en la otra dimensi￿n.
1Para entender la evidencia de precaria utilidad predictiva mencionada anterior-
mente se han planteado algunas hip￿tesis. En particular para el caso de Estados
Unidos, se ha dicho que la falta de capacidad de ciertas medidas de actividad para
predecir in￿ aci￿n no necesariamente obedecer￿a a una ausencia de relacion entre me-
didas usuales de actividad e in￿ aci￿n futura, porque este resultado emp￿rico tambiØn
es consistente con una relaci￿n dØbil entre ambas variables, que de ser lineal, podr￿a
estar asociada a un parÆmetro pequeæo y probablemente inestable1.
En este sentido nos parece relevante explorar esta hip￿tesis para la relaci￿n entre
medidas usuales de actividad e in￿ aci￿n futura en Chile. As￿, en este trabajo anal-
izamos si algunas tradicionales medidas de actividad tienen capacidad para aportar
en la tarea predictiva de la in￿ aci￿n en Chile. En caso que esta respuesta sea a￿r-
mativa, tambiØn analizamos la estabilidad de esta capacidad predictiva.
En nuestro objetivo impera un sentido fundamentalmente pragmÆtico. Nuestro
interØs œltimo consiste en determinar si las medidas de actividad aca analizadas
pueden iluminar una toma de decisi￿n de pol￿tica econ￿mica, en base a un adecuado
pron￿stico de in￿ aci￿n. Para ello utilizamos una base en tiempo real del Indicador
Mensual de Actividad Econ￿mica (IMACEC) que nos entrega en cada momento del
tiempo t; la serie hist￿rica del IMACEC que se encontraba disponible en ese instante
en los Boletines Mensuales del Banco Central de Chile. Este punto es muy impor-
tante, toda vez que las cifras de actividad generalmente pasan por varias rondas de
revisiones hasta convertirse en datos de￿nitivos. Estas rondas de revisiones puede
tardar aæos y tal como se muestra en este documento, pueden llevar a importantes
modi￿caciones con respecto a las primeras seæales de actividad publicadas. Una eval-
uaci￿n de la utilidad predictiva de medidas de actividad en base a cifras revisadas
de IMACEC, en principio podr￿a ser muy poco œtil para juzgar el aporte de estas
variables en la toma de decisi￿n econ￿mica. Si la diferencia entre las primeras cifras
publicadas y las de￿nitivas fuera grande, cualquier anÆlisis de esta naturaleza llevado
a cabo con cifras de￿nitivas estar￿a contaminado por contener informaci￿n que al mo-
mento de la toma de decisiones no pertenec￿a al conjunto de informaci￿n disponible.
Por esta raz￿n le damos en este art￿culo un rol importante a las estimaciones en
tiempo real, aunque paralelamente realizamos estimaciones con cifras de￿nitivas, a
modo de evaluar las potenciales diferencias que se puedan detectar entre el anÆlisis
con cifras revisadas y en tiempo real.
Nuestros principales resultados con￿rman los mostrados por Stock y Watson
1Esta hip￿tesis fue planteada por Michael McCracken en las ￿Joint Statistical Meetings 2009￿
celebradas en Washington DC, en agosto del 2009.
2(2008), Rossi y Sekhposyan (2009) y Clark y McCracken (2006). La evidencia de
predictibilidad es epis￿dica, inestable y en general el coe￿ciente que acompaæa a las
distintas medidas de actividad es de magnitud moderada. Estos hallazgos pueden
en parte explicar algunos de los resultados obtenidos en el ejercicio fuera de muestra
que tambiØn llevamos a cabo. En este ejercicio, vemos que el aporte predictivo de las
medidas de actividad que analizamos es m￿nimo o inexistente en relaci￿n al aporte de
los rezagos de la in￿ aci￿n y otras variables ex￿genas incluidas en el anÆlisis. De estos
resultados emp￿ricos concluimos que, si bien las medidas de actividad aqu￿ utilizadas
tienen cierta capacidad para predecir in￿ aci￿n futura, esta capacidad es inestable y
limitada en relaci￿n a la inercia de la in￿ aci￿n en Chile.
Es importante enfatizar que nuestros resultados provienen de un riguroso y sim-
ple anÆlisis economØtrico de cuatro simples versiones de curvas de Phillips de tipo
backward-looking, en que la variable de actividad utilizada ingresa en cada ecuaci￿n
sin mÆs rezagos que el œltimo dato de actividad disponible. En principio no parece
sencillo generalizar nuestros resultados a otras versiones de curvas de Phillips que
incorporen tØrminos forward-looking, otras variables de actividad y/o rezagos adi-
cionales de ellas. Desde este punto de vista ser￿a interesante estudiar en el futuro que
tan extrapolables son nuestros resultados a otras especi￿caciones. Nuestra elecci￿n
de curvas de Phillips de tipo backward-looking obedece a la extensa literatura que
las ha estudiado en el œltimos tiempo, y que citamos en la siguiente secci￿n, y en
el hecho de que una instrumentaci￿n usual de tØrminos backward looking consiste
simplemente en aæadir rezagos de la variable en cuesti￿n, expresi￿n que ￿nalmente
se parece bastante a una especi￿caci￿n backward looking. Finalmente es importante
aclarar la raz￿n por la cual incorporamos solo el œltimo dato de medida de actividad
disponible sin incluir rezagos. Hacemos esto por la importancia que parece tener
en el debate econ￿mico el estado actual de la actividad econ￿mica de un pa￿s por
sobre la evoluci￿n que tenga esa actividad. En particular nos basamos en el hecho
de que una especi￿caci￿n tradicional de una regla de Taylor incluye solo al tØrmino
contemporÆneo de la brecha del producto, y no a adicionales rezagos, ver Taylor
(1993).
El resto del art￿culo se organiza de la siguiente manera. En la siguiente secci￿n
presentamos una pequeæa revisi￿n de la literatura reciente sobre predictibilidad de
in￿ aci￿n en base a curvas de Phillips. En la secci￿n 3 describimos la metodolog￿a que
hemos seguido en este trabajo. La secci￿n 4 muestra los resultados, mientras que en
la secci￿n 5 entregamos las principales conclusiones que de este art￿culo se derivan.
32 Revisi￿n de la Literatura.
Desde hace largos aæos diversos autores detectaron emp￿ricamente relaciones entre
actividad e in￿ aci￿n, que posteriormente se han popularizado bajo el nombre de cur-
vas de Phillips, en alusi￿n al trabajo de Phillips (1958). Tanto Øl como Fisher (1926)
y Samuelson y Solow (1960) documentan la existencia de una relaci￿n emp￿rica in-
versa entre alguna medida de in￿ aci￿n y la tasa de desempleo. Posteriormente son
incontables los art￿culos que debaten y argumentan a favor y en contra de la exis-
tencia, estabilidad y/o utilidad de este tipo de relaciones. Para el lector interesado
recomendamos la reseæa hist￿rica de Atkeson y Ohanian (2001) que entrega una breve
revisi￿n hist￿rica de la literatura al respecto. Similarmente, tambiØn es relevante re-
visar el art￿culo de Stock y Watson (2008) que hace un resumen de la literatura
que evalœa predicciones de in￿ aci￿n con metodolog￿a pseudo-fuera de muestra para
Estados Unidos desde el aæo 1993.
Si bien ser￿a demasiado ambicioso intentar cubrir en algunos breves pÆrrafos toda
la rica y vasta literatura que analiza y/o utiliza diversas medidas de actividad como
fundamento de la in￿ aci￿n, nos parece relevante dedicar algunas l￿neas a aquellas
contribuciones relativamente recientes que buscan espec￿￿camente utilizar curvas de
Phillips o medidas de actividad con el ￿n de predecir in￿ aci￿n.
En relaci￿n a la revisi￿n bibliogrÆ￿ca que comenzamos aqu￿, es interesante destacar
una suerte de contradicci￿n entre diversos art￿culos escritos en la œltima dØcada. En
efecto, para dar un ejemplo de la oscilaci￿n de opiniones nos referiremos primera-
mente a los art￿culos de Stock y Watson (1999) y Stock y Watson (2008). En el primer
art￿culo los autores seæalan que dentro de los mØtodos utilizados para predecir in-
￿ aci￿n, las curvas de Phillips son considerados estables y con￿ables en la generaci￿n
de pron￿sticos. De hecho en este primer art￿culo, Stock y Watson dedican parte de
su esfuerzo en evaluar la estabiliad de una determinada curva de Phillips que incluye
desempleo y rezagos de in￿ aci￿n como predictores. Si bien ellos detectan cierta in-
estabilidad en esta ecuaci￿n, ella es atribu￿da fundamentalmente a los coe￿cientes
asociados a los rezagos de la in￿ aci￿n, mientras que los coe￿cientes asociados a me-
didas de actividad econ￿mica son hallados relativamente estables. Paralelamente
ellos documentan que medidas de actividad, distintas a desempleo, pueden generar
predicciones mÆs precisas que aquellas que solo utilizan variables asociadas a empleo2.
Finalmente los autores concluyen que las curvas de Phillips son œtiles instrumentos
para predecir in￿ aci￿n. 10 aæos mÆs tarde, la historia parece ser otra, puesto que
2El periodo de anÆlisis es 1959:1-1997:9 en frecuencia mensual.
4los mismos autores en el aæo 2008 escriben un art￿culo en el que seæalan que pron￿s-
ticos basados en curvas de Phillips tienen un comportamiento ￿epis￿dico￿ , esto es,
que en algunos per￿odos son superiores a un buen benchmark univariado, pero que
en algunos otros per￿odos son simplemente superados por estos buenos benchmarks
univariados.
Si bien los resultado que nos muestran Stock y Watson en este per￿odo de 10 aæos
no estÆn en franca contradicci￿n, de alguna manera muestran un atenuamiento en el
entusiasmo inicial respecto a la utilidad de las curvas de Phillips como mØtodos de
predicci￿n.
Un resultado algo mÆs drÆstico al reciente de Stock y Watson es entregado por
Atkeson y Ohanian (2001), quienes muestran que varias especi￿caciones de curvas
de Phillips son incapaces de predecir la in￿ aci￿n de Estados Unidos un aæo hacia
adelante, en forma mÆs precisa que un simple camino aleatorio. Resultado que
rememora amargamente el devastador art￿culo de Meese y Rogo⁄(1983) en el terreno
de la literatura de predicci￿n de los tipos de cambio.
Siguiendo con este paralelo con la literatura de predicci￿n de tipos de cambio,
Clark y McCracken (2006) seæalan que existir￿a evidencia a favor de la capacidad
predictiva de las curvas de Phillips cuando esta predictibilidad es evaluada en ejerci-
cios dentro de muestra, y evidencia mixta de esta predictibilidad cuando es evaluada
con ejercicios fuera de muestra. En un intento por reconciliar estos dos resultados
un tanto contradictorios, ellos exploran dos posibles explicaciones: la inestabilidad
en los parÆmetros de la curva de Phillips y la potencia de los tests fuera de muestra.
Los autores concluyen que es la falta de poder de las pruebas fuera de muestra, en
relaci￿n a las pruebas dentro de muestra, que podr￿a explicar estos resultados. Si
bien esta falta de poder se podr￿a ver ampli￿cada por una supuesta inestabilidad
en los parÆmetros de la curva de Phillips, ellos mencionan una serie de art￿culos
sugiriendo mÆs bien estabilidad que inestabilidad en la curva de Phillips.(Ver por
ejemplo Stock y Watson (1999), Rudebusch y Svensson (1999) y Estrella y Fuhrer
(2003).
Otro resultado interesante, y que de alguna u otra forma tambiØn representa
un vaivØn en la literatura, es la contribuci￿n de Rossi y Sekhposyan (2009) quienes
encuentran que la capacidad predictiva de las curvas de Phillips desapareci￿ en torno
a la Øpoca del comienzo de la Gran Moderaci￿n, en lo que es otro resultado en la
direcci￿n opuesta a los de Stock y Watson (1999), Rudebusch y Svensson (1999) y
Estrella y Fuhrer (2003), porque da cuenta de una inestabilidad predictiva de las
5curvas de Phillips que, de acuerdo a Clark y McCracken, no es reportada en estos
œltimos art￿culos.
Para el caso de la Chile, al parecer existen pocos trabajos que estudien la ca-
pacidad predictiva de alguna variante de curva de Phillips sobre in￿ aci￿n. Nuestra
revisi￿n de la literatura nos condujo a tres trabajos: Nadal (2001), Aguirre y CØs-
pedes (2004) y Fuentes, Gredig y Larra￿n (2008). En el primer trabajo, Nadal estima
una curva de Phillips con parÆmetros variables para Chile y encuentra, en un anÆlisis
dentro de muestra, que todos los coe￿cientes son signi￿cativos.3 No obstante, es muy
llamativa la evoluci￿n que presenta Nadal del coe￿ciente asociado a la brecha de pro-
ducto. En primer lugar, el coe￿ciente parte tomando valores negativos al inicio de
la dØcada de los noventa, para luego alcanzar un mÆximo positivo en torno a 1995 y
comenzar una declinaci￿n rÆpida hacia ￿nes de la dØcada de los noventa, alcanzando
un valor cercano a cero. Este patr￿n de U invertida es muy llamativo, puesto que
muestra una trayectoria persistente que abarca valores positivos, negativos y que
￿nalmente se acerca a cero, indicando que si la brecha tuvo alguna vez importancia
en predecir la in￿ aci￿n, esta se fue perdiendo hacia el ￿nal del periodo muestral.4
Otro trabajo muy interesante es el de Aguirre y CØspedes (2004). Ellos mues-
tran que una curva de Phillips aumentada con factores dinÆmicos de acuerdo a la
metodolog￿a fuera de muestra de Stock y Watson (1998), mejora la capacidad pre-
dictiva de una curva de Phillips tradicional para horizontes de 6, 9 y 12 meses. Este
modelo aumentado tambiØn supera a un benchmark univariado en horizontes de 9 y
12 meses. Finalmente Fuentes, Gredig y Larra￿n (2008) evalœan la capacidad predic-
tiva fuera de muestra de varias curvas de Phillips en lo que ellos llaman un ejercicio
predictivo "casi" en tiempo real. Este ejercicio se diferencia de uno en tiempo real,
entre otras cosas, porque utilizan cifras revisadas de PIB y no realizan una desesta-
cionalizaci￿n en tiempo real. Con estas consideraciones, los autores encuentran que
las medidas de brecha de producto tienen capacidad predictiva para la in￿ aci￿n en
horizontes de 3 a 4 trimestres.
3Nadal tambiØn realiza un anÆlisis fuera de muestra pero solo considerando 4 proyecciones de
in￿ aci￿n. Debido al extremo pequeæo nœmero de observaciones, preferimos centrarnos en sus con-
clusiones provenientes del anÆlisis dentro de muestra.
4MorandØ y Tejada (2008) tambiØn estiman una curva de Phillips con parÆmetros variables en el
tiempo. Adicionalmente ellos descomponen la evoluci￿n de los parÆmetros de esta curva en per￿odos
de alta y baja volatilidad. Sus resultados muestran una fuerte oscilaci￿n del parÆmetro de la brecha
asociado al estado de alta inestabilidad de la econom￿a. Igualmente el parÆmetro parece presentar
una tendencia decreciente a lo largo del tiempo, al menos en per￿dos de estabilidad, lo que indicar￿a
una decreciente capacidad de la brecha de producto para predecir in￿ aci￿n.
6Vemos entonces que, si bien la literatura para Estados Unidos ha ido y venido en
tØrminos de la capacidad que medidas de brecha o de actividad tienen para predecir
in￿ aci￿n, la evidencia para Chile ha sido algo mÆs unidireccional. Los dos œltimos
art￿culos explorados dan muestras de capacidad preditictiva en horizontes de 6 meses
a un aæo y solo el art￿culo de Nadal muestra algo en la direcci￿n opuesta por la gran
inestabilidad del coe￿ciente asociado a la brecha.
Es importante destacar que estos art￿culos trabajan con cifras revisadas que
pueden distar bastante de las cifras en tiempo real. Chumacero y Gallego (2002)
muestran que la diferencia entre series revisadas de IMACEC y sus primeras seæales
puede ser notable. MÆs recientemente MorandØ y Tejada (2008) muestran impor-
tantes discrepancias entre diversas estimaciones de brecha obtenidas en tiempo real
y con cifras revisadas. De hecho, los autores seæalan que la literatura ya ha sugerido
seguir reglas de comportamiento de pol￿tica monetaria basadas en variables que sean
inmune a este tipo de incertidumbre.
De la revisi￿n de la literatura queda claro que un anÆlisis de predictibilidad en
tiempo real usando curvas de Phillips en Chile estÆ aœn pendiente. Este anÆlisis
permitir￿a evaluar la real capacidad de estas curvas para proveer de proyecciones
con￿ables de in￿ aci￿n a los tomadores de decisiones. Es precisamente esto lo que
hacemos en las siguientes secciones de este trabajo.
3 Metodolog￿a
Nuestro objetivo fundamental es evaluar la capacidad predictiva que ciertas medi-
das de actividad tienen sobre la in￿ aci￿n futura en Chile. Para ello nos basamos
en cuatro simples modelos lineales, algunos de ellos muy similares a los utilizados
por Aguirre y CØspedes (2004), Fuentes, Gredig y Larra￿n (2008) o a los modelos
de in￿ aci￿n de Stock y Watson (1999). As￿ consideraremos la siguiente familia de
7modelos:





￿1i￿t￿i + "1t+h (1)





￿2i￿t￿i + "2t+h (2)
￿t+h = ￿3￿t + ￿3 + ￿3(ln(Yt￿1) ￿ ln(Yt￿13)) +
n X
i=0
￿3i￿t￿i + "3t+h (3)





￿4i￿t￿i + "4t+h (4)
en que
￿t+h = 100[ln(Pt+h) ￿ ln(Pt+h￿12)]
denota la aproximaci￿n logar￿tmica de la in￿ aci￿n acumulada en 12 meses hasta el
mes t + h. Esta in￿ aci￿n se mide sobre el ˝ndice de Precios al Consumidor (IPC).
Por otra parte, Yt￿1 denota al ˝ndice Mensual de Actividad Econ￿mica (IMACEC)
desestacionalizado mediante el mØtodo X12-ARIMA. Yt￿1 es una medida de actividad
econ￿mica disponible en el momento t ￿ 1. Notemos que este ￿ndice se publica con
un mes de rezago respecto a la in￿ aci￿n. As￿, en Diciembre del 2009, por ejemplo, se
publica la in￿ aci￿n de Noviembre del 2009 y el IMACEC de Octubre del 2009. Esta es
la raz￿n por la cual en el lado derecho en todas las ecuaciones, aparece la in￿ aci￿n en
el instante t y la medida de actividad en el instante t￿1: En la secci￿n de resultados
mostraremos grÆ￿camente algunas estimaciones de los parÆmetros que acompaæan a
la variable de actividad en las ecuaciones (1 - 4). Hacemos esto estimando (1-4) tanto
con cifras de￿nitivas del IMACEC, como con series en tiempo real, que corresponden
a las series de IMACEC que en cada mes reporta el Bolet￿n Estad￿stico Mensual del
Banco Central de Chile.
Adicionalmente en las ecuaciones aparece ￿t que es de￿nida como la meta de
in￿ aci￿n anunciada por el Banco Central de Chile. En la medida que exista per-
fecta credibilidad, este tØrmino tambiØn puede ser entendido como una manera de
aproximar las expectativas de in￿ aci￿n5.
5En estricto rigor, antes de que Chile alcanzara una meta de in￿ aci￿n estable y constante igual
a 3%, la meta de in￿ aci￿n era variable, y en cierto per￿odo muestral correspond￿a a una meta a
Diciembre de cada aæo y no a la in￿ aci￿n acumulada en los œltimos 12 meses.
8La variable Y ￿
t￿1 representa la tendencia del IMACEC desestacionalizado en el
instante t ￿ 1. Esta tendencia es obtenida a travØs de la aplicaci￿n del ￿ltro de
Hodrick- Prescott.
Finalmente, las variables "it+h representan shocks no correlacionados con la in-
formaci￿n disponible en t.
Dependiendo del nœmero de rezagos de la in￿ aci￿n que consideremos en cada
ecuaci￿n, y de la inclusi￿n o exclusi￿n de la variable ￿t; tendremos un total de 2(n
+1) especi￿caciones asociadas a cada ecuaci￿n. En general siempre trabajaremos
con al menos el tØrmino contemporÆneo de in￿ aci￿n en el lado derecho por lo que
nuestras posibles especi￿caciones se reducen a 2n. Nuestro objetivo se centra en
determinar el tamaæo, estabilidad y signi￿cancia estad￿stica de los cuatro parÆmetros
￿i;i = 1;2;3;4: Para obtener estimaciones robustas de cada uno de estos parÆmetros,
es decir, estimaciones que no dependan de cada una de las 2n especi￿caciones posibles
para cada ecuaci￿n, aplicaremos la tradicional metodolog￿a de promedios bayesianos
(BMA, por sus siglas en inglØs de Bayesian Model Averaging) descrita, entre otros
por Brock y Durlauf (2001) y que se presenta en las pr￿ximas l￿neas.
3.1 Promedio Bayesiano de Modelos
Muchas veces un econometrista se encuentra con un gran nœmero de modelos que le
permiten responder una misma pregunta. Por ejemplo, en el caso del problema de
predicci￿n, uno podr￿a usar un modelo de series de tiempo univariado, otro multivari-
ado, un DSGE y un VAR estructural para obtener una predicci￿n de una determinada
variable. Similarmente si uno estÆ interesado en el efecto marginal de una variable
sobre otra, en principio pueden existir muchos modelos distintos que relacionen a
ambas variables y que arrojen distintas respuestas para el efecto marginal buscado.
Para acercar mÆs al lector con esta realidad, puede evocarse la popular experiencia
de muchos al intentar ajustar un modelo a ciertos datos: la inclusi￿n o exclusi￿n de
una variable a veces puede tener consecuencias dramÆticas sobre los coe￿cientes de
los otros regresores que participan del modelo.
El apronte economØtrico estÆndar para estimar el aporte marginal de una variable
sobre otra, se basa en la elecci￿n de un modelo en particular M, que es considerado
una buena aproximaci￿n del ￿modelo verdadero￿que puede o no existir. Dado un
conjunto de datos que denotamos por X y un modelo escogido M; las estimaciones
del parÆmetro ￿ de interØs se pueden obtener de manera tradicional, por ejemplo, a
9travØs del estimador de m￿nimos cuadrados ordinarios, o de mÆxima verosimilitud.
La estrategia Bayesiana anÆloga calcular￿a la densidad a posteriori del parÆmetro de
interØs ￿ y que denotamos por:
p(￿jX;M)
El problema de la incertidumbre acerca del modelo correcto se re￿ere a que el
econometrista no conoce el verdadero modelo que genera los datos. Bajo este tipo de
incertidumbre, cualquier estimaci￿n del parÆmetro de interØs ￿ estÆ condicionada a la
elecci￿n particular del modelo M: De esta manera, y a pesar de que el econometrista
estÆ realmente interesado en conocer el efecto marginal de una variable sobre otra,
que desde el punto de vista Bayesiano equivale a conocer p(￿jX), Øl œnicamente es
capaz de estimar p(￿jX;M):
Para eliminar el problema de la incertidumbre acerca del modelo, necesitamos la
de￿nici￿n de un espacio M que considere a todos los modelos posibles. Integrando
sobre todo el conjunto de modelos se puede, en principio, eliminar la dependencia
del parÆmetro ￿ con respecto a un modelo en particular Mm 2 M. Esta integraci￿n
hace posible encontrar la densidad
p(￿ j X)
que es el verdadero objeto de interØs.
Suponiendo que el conjunto de todos los modelos posibles es discreto, la integral
se transforma en una sumatoria. Para hacer esto notemos que
p(￿ j X) =
X
Mm2M
p(￿ j X;Mm)p(Mm j X)
lo que simplemente se reduce a
p(￿ j X) /
X
Mm2M
p(￿ j X;Mm)p(X j Mm)p(Mm)
donde p(X j Mm) es la llamada likelihood de los datos dado el modelo Mm 2 M,
y p(Mm) representa la densidad a priori de￿nida sobre M. BÆsicamente estos re-
sultados muestran que la densidad a posteriori del parÆmetro ￿ es un promedio
ponderado de las densidades condicionales del parÆmetro con respecto a diferentes
supuestos acerca de cual ser￿a el modelo verdadero.
10Leamer(1978) y Draper(1995) entregan expresiones para la varianza y esperanza






















de esta manera, la varianza condicional de ￿ dado X en (5) se puede descomponer
en dos componentes aditivas: una varianza intra modelos y otra entre modelos.
La implementaci￿n emp￿rica de esta metodolog￿a usualmente utiliza algunas aprox-
imaciones. La aproximaci￿n de Laplace propuesta por Volinsky et al (1997) es la
siguiente
log(p(XjMm)) ￿ l ￿ dk log(R) (6)
donde dk representa el nœmero de ￿ parametros a estimar, R representa el nœmero
de datos usados en la estimaci￿n y l denota a la log-likelihood evaluada en las esti-
maciones de los parÆmetros. (6) se denomina la aproximaci￿n basada en el Criterio
de Informaci￿n de Bayes (BIC), ver Hoeting et al (1997).
Adicionalmente, Brock y Durlauf (2001) basados en resultados de Box y Tiao
(1973) entregan condiciones bajo las cuales las varianzas y esperanzas a posteriori
de los coe￿cientes ￿ coinciden con la varianza del estimador OLS y con el estimador
OLS mismo. Esto permite usar BMA dentro de una perspectiva completamente
frecuentista, usando la aproximaci￿n BIC anterior y una prior uniforme por ejemplo.
4 Resultados Emp￿ricos
4.1 IMACEC De￿nitivo y en Tiempo Real
Las cifras de actividad como el Producto Interno Bruto (PIB) y el Indice Mensual
de Actividad Econ￿mica (IMACEC) sufren varias rondas de revisiones desde el mo-
mento en que se dan a conocer por primera vez. As￿, en general uno debiese esperar
11discrepancias entre la ￿primera seæal￿y la cifra ￿nal de una de estas variables. El
proceso total hasta llegar a la cifra ￿nal (que es la que no se someterÆ a posteriores
revisiones) puede tardar varios aæos, lo que potencialmente podr￿a ser relevante a la
hora de tomar decisiones de pol￿tica econ￿mica. En efecto, si las primeras seæales
del PIB, por ejemplo, subestimaran signi￿cativamente a la cifra ￿nal, que se cono-
cerÆ varios aæos mÆs adelante, es posible que las decisiones que puedan tomar los
agentes econ￿micos no sean ￿ptimas, debido a que estÆn siendo alimentadas con una
primera seæal sesgada. En Chile ya hay evidencia de que las diferencias entre las
cifras de￿nitivas y preliminares de actividad no han sido despreciables. Tal como se
ha seæalado anteriormente, Chumacero y Gallego (2002) muestran que la diferencia
entre series revisadas de IMACEC y sus primeras seæales pueden ser notables. MÆs
recientemente MorandØ y Tejada (2008) dan cuenta de importantes discrepancias
entre diversas estimaciones de brecha de producto obtenidas en tiempo real y con
cifras revisadas. Finalmente en Pincheira (2009) se entrega una tabla con cifras cuasi-
￿nales y preliminares para el crecimiento del PIB anual de Chile. Esta tabla muestra
que las primeras seæales han subestimado en forma importante al PIB cuasi-￿nal,
aunque esta subestimaci￿n ha deca￿do notablemente en el tiempo6.
En esta secci￿n haremos algo distinto a lo que ha hecho la literatura reciente
para Chile. Si bien nos parece importante cuanti￿car las diferencias entre cifras ￿-
nales y preliminares como lo hacen Chumacero y Gallego (2002) y en algœn sentido
Pincheira (2009), trabajaremos con el supuesto de que los agentes econ￿micos real-
izan sus anÆlisis considerando las series de actividad mÆs actualizadas disponbles en
cada momento del tiempo. Si pensamos en la serie de IMACEC mÆs actualizada
disponible en Diciembre del 2009, por ejemplo, es muy probable que el œltimo dato
sea una primera seæal, pero tambiØn es probable que el penœltimo dato de la serie
estØ en su segunda revisi￿n, y que la cifra de Diciembre del 2008 estØ en una tercera
o cuarta revisi￿n por dar un ejemplo. De la misma manera, es probable que el dato
de Diciembre del 2000 corresponda a una cifra ￿nal. As￿, los agentes econ￿micos se
encuentran con series de tiempo heterogØneas, compuestas por una combinaci￿n de
cifras ￿nales y cifras en distintas rondas de revisi￿n. Una pregunta relevante es si
esta heterogeneidad inducirÆ algœn tipo de ruido o sesgo en las variables que se de-
seen estimar, MorandØ y Tejada (2008) responden a￿rmativamente a esta pregunta
para el cÆlculo de la brecha de producto. Nosotros intentaremos evaluar diferencias
en la capacidad que distintas medidas de actividad tengan para predecir in￿ aci￿n.
6El crecimiento del PIB cuasi-￿nal corresponde a la œltima cifra de crecimiento que se publica
en una determinada base. Muchas veces la cifra cuasi-￿nal de crecimiento del PIB coincide con la
cifra ￿nal que ya no sufrirÆ ningœn tipo de revisi￿n en el futuro. Pedersen (2009) es otro reciente
trabajo que utiliza una base de IMACEC en tiempo real.
12TambiØn intentaremos evaluar las potenciales diferencias que puedan existir en los
pron￿sticos de in￿ aci￿n propiamente tales. No obstante, antes de evaluar directa-
mente las preguntas de interØs, es aconsejable evaluar grÆ￿camente si las diferencias
entre las series en tiempo real y las series de￿nitivas son de magnitud importante.
Las Figuras 1-3 nos muestran secuencias de series de tiempo que corresponden a las
diferencias entre las series disponibles en tiempo real y las series con datos de￿ni-
tivos. Las ￿guras di￿eren en el aæo base que es considerado para el cÆlculo de las
cifras de actividad. Cada grÆ￿co dentro de cada ￿gura representa la diferencia entre
el IMACEC de￿nitivo y el que estaba publicado en el Bolet￿n mensual del Banco
Central en marzo de cada aæo. Mostramos estos resultados para una submuestra del
per￿odo comprendido entre 1997 y el aæo 2009.
En la ￿gura 1 analizaremos las curvas solo hasta el mes de Diciembre del 1995.
Esto es porque a partir de Enero del 2006 no existen cifras de￿nitivas de IMACEC
en base 1986, toda vez que rondas posteriores de revisiones continuaron efectuÆndose
en base 1996. Como no queremos comparar cifras en distintas bases, consideramos
preferible centrarnos en los datos disponibles solo hasta Diciembre de 1995. La
￿gura 1 es impactante. El primer panel (correspondiente al Bolet￿n Mensual de
Marzo 1996) muestra una revisi￿n importante entre las cifras en tiempo real y las
de￿nitivas. Coherente con el resultado de Pincheira (2009), las cifras en tiempo real
subestiman signi￿cativamente a las cifras de￿nitivas, y mientras menos rondas de
revisiones tengan, mayor es la subestimaci￿n. Este mismo patr￿n se observa en el
segundo panel de la ￿gura 1. No obstante, los 2 siguientes paneles muestran que
prÆcticamente no hubo revisiones en las publicaciones de Marzo de 1998 en adelante
para las cifras anteriores a Enero de 1996. Esto indica que a Marzo de 1998 las cifras
de Diciembre de 1995 y anteriores ya eran prÆcticamente de￿nitivas.
La ￿gura 2 muestra un escenario muy distinto al de la ￿gura 1. Recordemos que
la ￿gura 2 compara series en base 1996. Por las mismas razones esbozadas en el
pÆrrafo anterior solo compararemos las cifras hasta Diciembre del 2002, fecha hasta
la cual existen cifras de￿nitivas de IMACEC en base 1996. Los 4 grÆ￿cos de la
￿gura 2 son muy distintos a los de la ￿gura 1. En primer lugar, durante los 5 aæos
de evoluci￿n que cubre la ￿gura 2, las revisiones fueron permanentes, pues todos los
grÆ￿cos muestran discrepancias entre las series de￿nitivas y en tiempo real. Segundo,
el patr￿n de revisiones de cada grÆ￿co es distinto al que muestra el primer panel de la
￿gura 1. Ahora no se aprecia una tendencia creciente en los grÆ￿cos, ni un sesgo de
subestimaci￿n del IMACEC de￿nitivo tan marcado como en la ￿gura 1. Es notable
ademÆs que las revisiones que muestra la ￿gura 2 son de tamaæo mediano y presentan
un cierto patr￿n estacional.
13Figura 1
Evoluci￿n de la Diferencia entre IMACEC Final y en Tiempo Real (IF - ITR) en
Base 1986=100

















































































































































Evoluci￿n de la Diferencia entre IMACEC Final y en Tiempo Real (IF - ITR) en
Base 1996 =100
















































































































































15La ￿gura 3 compara series en base 2003. Nos limitaremos a analizar el per￿odo
Enero 2003 - Diciembre 2006. Escogemos este per￿odo porque solo existen datos en
base 2003 desde Enero del 2003 y porque haremos el supuesto de que los œltimos
datos de￿nitivos son los de Diciembre del 2006.
Figura 3
Evoluci￿n de la Diferencia entre IMACEC Final y en Tiempo Real (IF - ITR) en
Base 2003 =100




















































































































16La Figura 3 muestra un comportamiento de las revisiones distinto al capturado
en las ￿guras 1-2. En efecto, en esta œltima ￿gura las revisiones aparecen de menor
magnitud y con un patr￿n estacional bastante menos acentuado que en el caso de la
￿gura 2.
Los resultados de las ￿guras 1-3 son muy interesantes, toda vez que con￿guran un
panorama en el que las revisiones siguen procesos muy distintos. Ellas han mostrado
una tendencia a disminuir su magnitud y sesgo en el tiempo, lo cual es totalmente
concordante con el resultado anÆlogo mostrado por Pincheira (2009) en relaci￿n al
crecimiento del PIB anual. En la medida que el proceso de revisiones permanezca con
esta tendencia a moderar su magnitud y sesgo, es indudable que la incertidumbre
proveniente del hecho de no contar con datos de￿nitivos en tiempo real, tenderÆ
a mitigarse y tal vez a desaparecer. No obstante, el mismo anÆlisis aqu￿ realizado
sugiere que esta fuente de incertidumbre, hasta hace solo algunos aæos, era de primer
orden de magnitud y aœn hoy parece ser importante7.
4.2 Evaluaci￿n Predictiva Dentro de Muestra: Datos Re-
visados
Nuestro primer ejercicio consiste en estimar las ecuaciones en (1-4) en 152 ventanas
rodantes de 71 observaciones cada una, de manera de tener una idea de la evoluci￿n
del parÆmero ￿ correspondiente a cada medida de actividad considerada. La primera
ventana toma los datos mensuales de IMACEC entre Enero de 1991 y Noviembre
1996. Este primer ejercicio se realiza con datos revisados y disponibles en la pÆgina
web del Banco Central a Diciembre del 2009. Aœn as￿ hemos procedido a desesta-
cionalizar la serie del IMACEC y a calcular la brecha de producto mediante el ￿ltro
de Hodrick y Prescott en cada ventana de estimaci￿n, cosa de evitar incorporar in-
formaci￿n futura en nuestras estimaciones. Hemos considerado que el œltimo dato
que no sufrirÆ mÆs revisiones es el correspondiente a Diciembre del 2006. Por ello
los grÆ￿cos siguientes tienen un achurado a partir de Enero del 2007, indicando que
los valores a partir de esos meses incluyen datos no de￿nitivos. Cada modelo se
estima con 8 variantes. Estas variantes consideran distintos nœmeros de rezagos de
la in￿ aci￿n (de 1 a 4 rezagos) mÆs la inclusi￿n o exclusi￿n de la variable ￿meta de
in￿ aci￿n￿ . Una estimaci￿n robusta del parÆmetro ￿ se obtiene al tomar el promedio
7Para tener otra perspectiva respecto de la magnitud actual de las revisiones, tambiØn calculamos
las diferencias entre las series en tiempo real y revisadas expresadas en variaciones a 12 meses. En
algunos meses las diferencias entre ambas series exced￿an los 200 puntos base, lo que indica que
todav￿a el tamaæo de las revisiones es relevante.
17Bayesiano sobre las 8 variantes de cada modelo considerado. Para ello se utilizan
las expresiones mostradas en las secciones anteriores basÆndonos en estimaciones
HAC de las Varianzas de los parÆmetros individuales de cada modelo de acuerdo al
mØtodo de Newey y West (1987) y Newey y West (1994). Igualmente se calculan
varianzas robustas a la incertidumbre con respecto al modelo de acuerdo al promedio
Bayesiano, y de esta forma se construyen estad￿sticos de tipo t y p-values asint￿tica-
mente normales de manera usual. La evoluci￿n del parÆmetro ￿, para horizontes de
1,3,6,9 y 12 meses, as￿ como la de sus p-values, se observa en las ￿guras 4-7.
La curva en azul representa la estimaci￿n robusta del parÆmetro ￿ asociado a la
variable de actividad que se esta usando. La l￿nea roja indica el p-value asociado al
coe￿ciente. La l￿nea recta verde marca el nivel de signi￿cancia del 10%. Esto quiere
decir que el parÆmero estimado serÆ estad￿sticamente signi￿cativo, con un nivel de
con￿anza del 90% o superior, cada vez que la l￿nea roja se encuentre por debajo de
la l￿nea verde. Vale la pena destacar el parecido entre las ￿guras 1, 2 y 4. Esto es
natural dada la similitud de las especi￿caciones.
Tal vez lo mÆs interesante de todos los grÆ￿cos es que en ellos se aprecia una sig-
ni￿cancia estad￿stica ￿epis￿dica￿del parÆmetro asociado a la variable de actividad.
En otras palabras, la signi￿cancia estad￿stica de este parÆmetro var￿a en el tiempo de
manera que per￿odos de alta signi￿cancia son sucedidos por per￿odos de baja signi￿-
cancia. Por lo demÆs esta alternancia suele darse en repetidas oportunidades durante
el per￿odo muestral. La œnica excepci￿n a esta frecuente alternancia se observa en
el modelo 3, que muestra una oscilaci￿n bastante mÆs reducida en la signi￿cancia
estad￿stica. La tabla 1 ilustra el carÆcter ￿epis￿dico￿del parÆmetro asociado a la
variable de actividad, al mostrar el porcentaje de las ventanas de estimaci￿n en las
que este parÆmetro es signi￿cativo al 10%. Vemos que este porcentaje var￿a segœn
el modelo y el horizonte de predicci￿n que se considere. En particular observamos
que la mayor frecuencia de signi￿cancia estad￿stica se concentra en el horizonte de
predicci￿n de un mes para todos los modelos. Esta frecuencia oscila entre el 57.9%
y el 84.2%. Por el contrario, la menor frecuencia de signi￿cancia se concentra en los
horizontes predictivos mÆs largos de 9 y 12 meses. En estos horizontes la variable de
actividad aparece estad￿sticamente signi￿cativa en menos de la mitad de las ventanas
rodantes de estimaci￿n. Al comparar el comportamiento de los modelos, vemos que
los resultados de las especi￿caciones 1 y 2 son muy similares. El modelo 3, en tanto,
destaca por tener la frecuencia de signi￿cancia mÆs baja en los dos primeros hori-
zontes. A su vez, el modelo 4 destaca por presentar la frecuencia de signi￿cancia mÆs
alta en proyecciones un mes hacia adelante, y las frecuencias mÆs bajas en horizontes
de 6,9 y 12 meses hacia adelante.
18Tabla 1
Porcentaje de Ventanas Rodantes en que el ParÆmetro Asociado a la Variable de
Actividad es Signi￿cativo al 10%
Datos De￿nitivos
 Modelo 1  Modelo 2  Modelo 3  Modelo 4
h=1 73.0 71.1 57.9 84.2
h=3 50.0 52.6 43.4 44.1
h=6 46.1 46.7 41.4 17.1
h=9 36.2 34.2 33.6 16.4
h=12 44.1 42.8 35.5 15.1
Finalmente tambiØn es importante referirse a la magnitud de la estimaci￿n del
parÆmetro ￿: Observamos que en general, la estimaci￿n de ￿ es de un valor moderado
o pequeæo. Si bien su valor positivo mÆs grande en todos los grÆ￿cos es de 1.34, cifra
no despreciable, el promedio de las estimaciones obtenidas en todas las ventanas
rodantes, para cada modelo y horizonte no excede el valor de 0.23. Estos nœmeros,
mÆs la inspecci￿n visual de las ￿guras 4-7 sugiere que el aporte predictivo de la
variable de actividad en las ecuaciones (1-4) es moderado e inestable.
Todo esto con￿gura un panorama en el que el coe￿ciente asociado a la variable
de actividad es en general ￿epis￿dico￿en tØrminos de signi￿cancia estad￿stica, y en
el que el estimador de este parÆmetro presenta inestabilidad y una magnitud moder-
ada. Estos resultados son coherentes con la hip￿tesis presentada en la introducci￿n,
atribuida a McCracken, y tambiØn con aquellos resultados para Estados Unidos en
los que no se encontraba mayor predictibilidad con una serie de curvas de Phillips.
En particular este resultado es muy similar al que reportan Stock y Watson (2009)
en el sentido que la predictibilidad que entregan las versiones de curvas de Phillips
hasta aqu￿ analizadas tambiØn puede denominarse como ￿epis￿dica￿ .
19Figura 4
Evoluci￿n del ParÆmetro y P-value Asociado a la Variable de Actividad en la Curva
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20Figura 5
Evoluci￿n del ParÆmetro y P-value Asociado a la Variable de Actividad en la Curva
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21Figura 6
Evoluci￿n del ParÆmetro y P-value Asociado a la Variable de Actividad en la Curva
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22Figura 7
Evoluci￿n del ParÆmetro y P-value Asociado a la Variable de Actividad en la Curva






































































































































































Gama Valor- p Significancia al 10%
234.2.1 Evaluaci￿n Predictiva Dentro de Muestra: Datos En Tiempo Real
El anÆlisis que hacemos en esta subsecci￿n es anÆlogo al de la subsecci￿n anterior, con
la œnica y gran diferencia que ahora las estimaciones y la construcci￿n de la variable
de actividad se realizan con datos en tiempo real. Esto lo hacemos para evaluar
si las variables de actividad en los modelos (1-4) son œtiles para generar buenos
pron￿sticos de in￿ aci￿n que puedan ser utilizados por aquellos agentes encargados
de tomar decisiones en tiempo real.
Al igual que en el anÆlisis con datos revisados, tambiØn vemos en las ￿guras 8-
11 una signi￿cancia estad￿stica ￿epis￿dica￿del parÆmetro asociado a la variable de
actividad. La tabla 2 es anÆloga a la tabla1 al mostrar el porcentaje de las ventanas
de estimaci￿n en las que este parÆmetro es signi￿cativo al 10%.
Tabla 2
Porcentaje de Ventanas Rodantes en que el ParÆmetro Asociado a la Variable de
Actividad es Signi￿cativo al 10%
Datos en Tiempo Real
Horizonte  Modelo 1  Modelo 2  Modelo 3  Modelo 4
h=1 65.8 65.1 73.0 73.0
h=3 65.8 63.8 44.7 56.6
h=6 63.2 60.5 39.5 39.5
h=9 53.9 55.3 38.2 35.5
h=12 48.7 50.0 40.8 28.9
Vemos que este porcentaje var￿a segœn el modelo y el horizonte de predicci￿n que
se considere en forma similar a lo que ocur￿a en el caso con datos de￿nitivos. En
particular observamos que nuevamente la mayor frecuencia de signi￿cancia estad￿s-
tica se concentra en el horizonte de predicci￿n de un mes para todos los modelos.
Esta frecuencia oscila entre el 65.1% y el 73.0%. Por otro lado, la menor frecuencia
de signi￿cancia nuevamente se concentra en los horizontes predictivos mÆs largos de
9 y 12 meses. En estos horizontes la variable de actividad aparece estad￿sticamente
signi￿cativa en a lo mÆs el 50% de las ventanas rodantes de estimaci￿n. Al comparar
el comportamiento de los modelos, tambiØn comprobamos que los resultados de las
especi￿caciones 1 y 2 son muy similares. El modelo 3, en tanto, ahora ya no destaca
por tener la frecuencia de signi￿cancia mÆs baja en los dos primeros horizontes. De
24hecho comparte el primer lugar con el modelo 4 en cuanto a frecuencia de signi￿-
cancia estad￿stica en el horizonte de un mes hacia adelante. El modelo 4 tambiØn
destaca por presentar la frecuencia de signi￿cancia mÆs baja en horizontes de 9 y 12
meses.
Figura 8
Evoluci￿n en Tiempo Real del ParÆmetro y P-value Asociado a la Variable de
Actividad en la Curva de Phillips del Modelo 1
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25Figura 9
Evoluci￿n en Tiempo Real del ParÆmetro y P-value Asociado a la Variable de
Actividad en la Curva de Phillips del Modelo 2
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26Figura 10
Evoluci￿n en Tiempo Real del ParÆmetro y P-value Asociado a la Variable de
Actividad en la Curva de Phillips del Modelo 3
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27Figura 11
Evoluci￿n del ParÆmetro y P-value Asociado a la Variable de Actividad en la Curva
de Phillips del Modelo 4
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28Con respecto a la magnitud de la estimaci￿n del parÆmetro ￿; los resultados son
tambiØn similares a los obtenidos con datos de￿nitivos. De hecho las ￿guras 8-11 dan
cuenta de un valor de estimaci￿n de ￿ pequeæo o moderado, alcanzando un mÆximo
puntual de 1.25, pero promediando a travØs de las estimaciones obtenidas en todas
las ventanas rodantes, un valor que no excede 0.30. Estos nœmeros, mÆs la inspecci￿n
visual de las ￿guras 8-11 sugiere que el aporte predictivo de la variable de actividad
en las ecuaciones (1-4) es moderado e inestable cuando la variable de actividad es
introducida con datos en tiempo real, en un resultado muy similar al obtenido con
datos ￿nales.
Hasta ahora hemos hecho una comparaci￿n de carÆcter general o global entre
los resultados asociados al parÆmetro de actividad en las ecuaciones (1-4), cuando
esta estimaci￿n se realiza con datos de￿nitivos y en tiempo real. Hemos visto varias
similitudes de carÆcter general entre estas dos estimaciones. No obstante, esto no
debe confundirse con una a￿rmaci￿n de irrelevancia con respecto a la naturaleza de
los datos con que se estiman las especi￿caciones (1-4). De hecho, tanto las estima-
ciones de ￿ como los pron￿sticos de in￿ aci￿n que se deriven de una misma ecuaci￿n,
estimada en un mismo per￿odo muestral, pero con datos en tiempo real o de￿nitivos,
pueden diferir sustancialmente. Esto se observa en las ￿guras 12-13 que muestran
que por ciertos per￿odos la estimaci￿n del parÆmetro ￿ y las proyecciones de in￿ aci￿n
a 12 meses que se derivan de las ecuaciones (1-4) parecen ser muy distintas cuando la
estimaci￿n se hace con datos en tiempo real o de￿nitivos. De hecho, las diferencias
en los pron￿sticos de in￿ aci￿n ocasionalmente han llegado a superar los 100 puntos
base y se observan con cierta frecuencia diferencias del orden de los 50 puntos base,
que si bien no son enormes, tampoco parecen ser despreciables.
En s￿ntesis, este anÆlisis sugiere que el aporte marginal de la variable de actividad
sobre el pron￿stico de in￿ aci￿n es epis￿dico, de magnitud moderada e inestable en
el tiempo. Esta conclusi￿n es robusta a la naturaleza de los datos con los que
nuestras curvas de Phillips son estimadas. No obstante, los pron￿sticos puntuales
de in￿ aci￿n, as￿ como cada estimaci￿n del parÆmetro que acompaæa a la variable
de actividad, pueden cambiar signi￿cativamente dependiendo de si la ecuaci￿n en
cuesti￿n es estimada con datos revisados o en tiempo real.
29Figura 12
Diferencia Entre las Estimaciones de ￿ en una Misma Ecuaci￿n Estimada con
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Figura 13
Diferencia Entre los Pron￿sticos de In￿ aci￿n a 12 Meses de una Misma Ecuaci￿n
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304.3 Resultados Complementarios Fuera de Muestra
Los resultados mostrados en las subsecciones anteriores corresponden a simples re-
gresiones dentro de muestra. El carÆcter ￿epis￿dico￿e inestable del estimador del
coe￿ciente asociado a la variable de actividad, as￿ como su magnitud moderada, ha-
cen presagiar que en ejercicios de predicci￿n fuera de muestra, el aporte predictivo
de nuestras medidas de actividad deber￿a ser m￿nimo. La tabla 3 con￿rma este pre-
sagio. En esta tabla se muestra el cuociente de la ra￿z del error cuadrÆtico medio de
proyecci￿n fuera de muestra de cada uno de los modelos (1-4), estimados con y sin
variable de actividad y en los 5 horizontes que hemos considerado en este trabajo:
1,3,6,9 y 12 meses hacia adelante. El ejercicio predictivo se basa en la utilizaci￿n de
las mismas ventanas rodantes de 71 observaciones que fueron usadas para el anÆlisis
dentro de muestra. Cabe seæalar que para esta etapa se consideraron especi￿caciones
con cuatro rezagos para in￿ aci￿n. En general se observa que la mayor￿a de las cifras
en la Tabla 3 son menores que 1, indicando que la inclusi￿n de la variable de ac-
tividad, en la mayor￿a de los casos, perjudica la precisi￿n predictiva de los modelos.
Esto es coherente con la inestabilidad detectada en los parÆmetros asociados a la
variable de actividad, a su carÆcter ￿epis￿dico￿ , y su tamaæo moderado.
La tabla 4 complementa esta anÆlisis comparando la Ra￿z del Error CuadrÆtico
Medio de nuestras curvas de Phillips y algunos simples modelos de series de tiempo8.
Se puede apreciar que los pron￿sticos provenientes de las curvas de Phillips son
menos precisos que los mejores de series de tiempo en todos los horizontes consider-
ados. TambiØn es interesante destacar que la precisi￿n predictiva entre los modelos
estimados con datos revisados y en tiempo real es muy pequeæa, lo cual es coher-
ente con el m￿nimo aporte que en general poseen las variables de actividad aqu￿
consideradas, cuya inclusi￿n a veces es incluso perjudicial.
8Los modelos de serie de tiempo considerados son un camino aleatorio con drift y dos modelos
SARIMA similares al airline model de Box y Jenkins (1970). Estos modelos SARIMA son descritos
con gran detalle en Pincheira y Garc￿a (2009), quienes tambiØn muestran su excelente capacidad
predictiva para la in￿ aci￿n chilena.
31Tabla 3
Cuociente de la Ra￿z del Error CuadrÆtico Medio en Proyecciones de In￿ aci￿n con
y sin Variable de Actividad
Valor Menor que 1 Favorece a la Especi￿caci￿n sin Variable de Actividad
Ejercicio Fuera de Muestra
1 3 6 9 12
sin meta 0.98 0.94 0.93 0.90 0.97
con meta 0.98 0.94 0.92 0.89 0.96
sin meta 0.97 0.95 0.94 0.90 0.96
con meta 0.97 0.95 0.94 0.90 0.94
sin meta 0.98 0.95 0.93 0.91 0.97
con meta 0.98 0.94 0.93 0.90 0.96
sin meta 0.98 0.96 0.95 0.91 0.96
con meta 0.98 0.96 0.94 0.90 0.95
sin meta 1.00 0.99 0.99 0.97 1.02
con meta 1.00 0.99 0.99 0.96 1.01
sin meta 0.98 0.99 1.00 0.97 0.97
con meta 0.98 1.00 1.01 0.96 0.96
sin meta 0.99 0.97 0.96 0.95 1.01
con meta 0.99 0.97 0.96 0.95 1.00
sin meta 0.99 0.97 0.97 0.96 1.01















Ra￿z del Error CuadrÆtico Medio en Proyecciones de In￿ aci￿n
Ejercicio Fuera de Muestra entre Noviembre 1997 y Junio 2009
1 3 6 9 12
RW-Drift 0.48 1.04 1.75 2.20 2.53
AIRLINE-Drift 0.35 0.90 1.50 1.81 2.00
AIRLINE-Drift-AR 0.34 0.90 1.51 1.82 2.01
Phillips 1 con Actividad Definitiva 0.44 1.00 1.79 2.39 2.48
Phillips 1 con Actividad en Tiempo Real 0.44 1.01 1.81 2.40 2.43
Phillips 2 con Actividad Definitiva 0.44 0.99 1.78 2.37 2.47
Phillips 2 con Actividad en Tiempo Real 0.44 1.00 1.81 2.39 2.44
Phillips 3 con Actividad Definitiva 0.45 1.00 1.72 2.24 2.49
Phillips 3 con Actividad en Tiempo Real 0.44 1.01 1.75 2.24 2.38
Phillips 4 con Actividad Definitiva 0.47 0.99 1.78 2.17 2.25
Phillips 4 con Actividad en Tiempo Real 0.47 0.99 1.79 2.17 2.23
Horizonte
Nos parece interesante destacar dos observaciones adicionales en relaci￿n a ejer-
cicios de inferencia estad￿stica. Primero, pensamos que la aplicaci￿n de tests de
32habilidad predictiva del tipo Diebold y Mariano (1995), West (1996) y Giacomini
y White (2006) no son un gran aporte para nuestro ￿n porque bÆsicamente hemos
visto que los modelos (1-4) entregan errores cuadrÆtico medio en general menores
cuando son estimados sin variable de actividad, lo que nos garantiza que estos tests
no pueden rechazar la hip￿tesis nula de igualdad de habilidad predictiva en favor
de los modelos que incluyen variables de actividad. Es decir, en el peor caso, la
hip￿tesis nula no se puede rechazar. Si bien es cierto hay unos pocos casos en que
las variables de actividad reducen la ra￿z del error cuadrÆtico medio, la disminuci￿n
nunca es superior al 2%. Incluso si reducciones de este tamaæo tuvieran signi￿cancia
estad￿stica, ser￿a dif￿cil sostener su signi￿cancia econ￿mica, lo cual nos hace desistir
de implementar ejercicios de inferencia que a priori no se cree que puedan aportar
signi￿cativamente a las conclusiones de este trabajo.
Segundo, y tal como se discute en Clark y West (2006), Clark y West (2007)
y Pincheira (2006), esta comparaci￿n de errores cuadrÆtico medio en principio no
necesariamente implicar￿an que las variables de actividad no tuvieran un aporte que
hacer a la predicci￿n de in￿ aci￿n. Esto se debe a que la comparaci￿n de errores
cuadrÆtico medio entre modelos anidados en general favorece al modelo con menos
parÆmetros a estimar. No obstante, nosotros no solo hemos hecho un cÆlculo de error
cuadrÆtico medio, sino que tambiØn hemos visto en regresiones dentro de muestra
el inestable y moderado aporte predictivo de las variables de actividad. En s￿ntesis,
ambos anÆlisis, dentro y fuera de muestra, son coincidentes en mostrar un bajo aporte
de las variables de actividad para predecir in￿ aci￿n, al menos en el contexto de los
modelos (1-4) aqui utilizados.
4.4 Comparaci￿n con el Resto de la Literatura
Nuestros resultados indican que la capacidad predictiva de las curvas de Phillips que
aqu￿ han sido analizadas es limitada. Por lo demÆs, el coe￿ciente que acompaæa a las
variables de actividad es inestable, en general tiene un orden de magnitud moderado
y presenta signi￿cancia estad￿stica ￿epis￿dica￿ . En este sentido, nuestros resultados
son ampliamente concordantes con los de Nadal (2001).
No obstante, la poca predictibilidad encontrada contrasta con los resultados de
CØspedes y Aguirre (2004) y de Fuentes et. al. (2008). Para reconciliar resultados
distintos debemos buscar las diferencias entre los trabajos en con￿ icto. Parte de las
diferencias se encuentran en los per￿odos de anÆlisis, en especi￿caciones de curvas de
Phillips algo distintas y en cÆlculos de variables de actividad o brecha algo distintas.
Tal vez sea simplemente en estas diferencias que se expliquen los distintos resultados.
33No obstante, deseamos destacar tambiØn otros aspectos que diferencian a los trabajos
y que pensamos pueden jugar un rol en explicar distintos resultados.
Nuestro punto fundamental es que en este art￿culo hemos dado un privilegio a
especi￿caciones predictivas coherentes con ejercicios en tiempo real. En cambio,
muchos trabajos en la literatura realizan ejercicios que se diferencian en aspectos
importantes de uno en tiempo real. Entre estos aspectos se destacan el trabajar
con series ￿ltradas utilizando toda la muestra. Obviamente esto favorece resultados
de predictibilidad porque cualquier variable que estØ ￿ltrada con el uso de toda la
muestra, es una funci￿n de todos los datos disponibles. As￿ el valor de la serie ￿ltrada
en el instante t, contiene informaci￿n del instante t+h;h > 0, en la medida que t+h
estØ en la muestra considerada. Cualquier anÆlisis de predictibilidad que utilice estas
metodolog￿as tendrÆ un sesgo err￿neo a concluir en favor de una capacidad predictiva,
aunque esta no exista. Un segundo aspecto relevante dice relaci￿n a la utilizaci￿n de
datos revisados en oposici￿n a datos en tiempo real. Finalmente, el œltimo aspecto
a considerar se re￿ere a que muchos art￿culos en la literatura no incorporan el hecho
de que las variables de actividad se conocen con bastante rezago con respecto a la
in￿ aci￿n. Por ejemplo, la in￿ aci￿n del tercer trimestre se conoce en Octubre de cada
aæo, fecha en la que solo se dispone de informaci￿n del PIB del segundo semestre
(una primera seæal) e informaci￿n del IMACEC de Agosto. Esto hace que ecuaciones
del tipo






tengan sentido solo en un nivel te￿rico pero no prÆctico, puesto que en el instante t
nunca se conocerÆn simultÆneamente la brecha contemporÆnea y la œltima cifra de
in￿ aci￿n.
Pensamos que las diferencias de especi￿cac￿n entre las distintas curvas de Phillips
mÆs estas œltimas diferencias que hemos comentado pueden dar cuenta, al menos
parcialmente, de los diferentes resultados obtenidos en este art￿culo y en los del resto
de la literatura chilena aqu￿ revisada.
5 Resumen y Conclusiones
En este trabajo hemos considerado cuatro familias de curvas de Phillips ￿backward
looking￿para Chile en frecuencia mensual, y hemos evaluado la capacidad que ellas
tienen para predecir in￿ aci￿n en horizontes de 1,3,6,9 y 12 meses. Todas las es-
peci￿caciones que hemos considerado incluyen una variable de actividad que aparece
34rezagada con respecto al œltimo dato de in￿ aci￿n disponible, con el ￿n de emular la
disponibilidad de informaci￿n en tiempo real. Esto se hace as￿ porque los datos de
IMACEC utilizados para construir nuestra variable de actividad son publicados con
un mes de rezago con respecto al dato de in￿ aci￿n. El anÆlisis de predictibilidad se
hace tanto con cifras revisadas como con cifras disponibles en tiempo real, lo que nos
permite no solo evaluar la relaci￿n predictiva de tipo econ￿mico, sino que tambiØn
la utilidad que tienen estas curvas de Phillips para generar proyecciones œtiles para
los agentes vinculados a la toma de decisi￿n.
Nuestros resultados indican que la capacidad predictiva de estas curvas de Phillips
es limitada, y mÆs aœn, que el aporte que hace la componente de actividad a esta
predictibilidad es de tamaæo moderado, muchas veces no estad￿sticamente signi￿ca-
tivo y bastante inestable. Esto es vÆlido tanto para el anÆlisis en tiempo real como
para el anÆlisis con cifras revisadas.
Parte de la literatura seæala que las evaluaciones de predictibilidad fuera de mues-
tra adolecen de bajo poder con respecto a las evaluaciones dentro de muestra. Es por
esa raz￿n que hemos conducido ejercicios en ambos sentidos, obteniendo resultados
que apuntan en la misma direcci￿n. De esta manera, parece mÆs plausible atribuir
la carencia de predictibilidad al inestable y moderado valor absoluto del coe￿ciente
asociado a las respectivas variables de actividad, que a problemas de poder de las
pruebas estad￿sticas fuera de muestra.
Si bien los resultados de este trabajo son coherentes con los de muchos art￿cu-
los escritos para Estados Unidos, estÆ en cierta disonancia con algunos resultados
mostrados en el pasado reciente para Chile. Parte de la disonancia puede ser expli-
cada por una distinta especi￿caci￿n de las curvas de Phillips utilizadas y en partic-
ular por la representaci￿n escogida para las variable de actividad, pero parte de las
diferencias tambiØn pueden tener su ra￿z en que hemos conducido el ejercicio pre-
dictivo simulando siempre un ejercicio en tiempo real. Es muy posible que sea esta
adicional complejidad la que colabore en disminuir la predictibilidad en nuestros ejer-
cicios. SerÆ parte de una agenda futura determinar si estos interesantes resultados
son heredados por otras versiones de curvas de Phillips.
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