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Abkürzungsverzeichnis 
 
ADMONT Advanced Distributed Pilot Line for More-than-Moore Technologies 
DDS Data Distribution System 
GPL GNU Public License 
Http Hypertext-Transfer-Protocol 
iPOJO Injected Plain Old Java Object 
JCE Java Cryptographic Extension 
JVM Java Virtual Machine 
OSGi Open Services Gateway Initiative 
REST Representational State Transfer 
RPC Remote Procedure Call 
SIMON Simple Invocation of Methods Over Network 
SSL Secure Socket Layer 
SVN Subversion – Quellcode-Verwaltungssystem 
TCP Transport Control Protocol 
TLS Transport Layer Security 
URI Unique Ressource Identifier 
URL Uniform Ressource Locator 
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Glossar 
Annotation Markierung von Programmteilen im Quellcode mit 
zusätzlichen Informationen 
Authentifizierung Anmelden eines Nutzers (ermitteln welcher Nutzer es ist) 
Autorisierung Ermitteln welche Rechte der Nutzer hat 
Bundle OSGi Bezeichnung für ein Modul (eine JAR-Datei) 
Bytecodemanipulation Veränderung des Java-Bytecodes um zusätzliche Funktion 
während des Kompiliervorgangs einzubauen 
Commit Übertragen einer Änderung an einen zentralen Server 
Content Negotiation Abmachung zwischen einem Client und einem Server welche 
Formate zwischen ihnen übertragen werden 
eager-loading Laden einer Ressource wenn sie definiert wird. 
Exchange Nachricht in Apache Camel 
lazy-loading Laden einer Ressource erst wenn sie wirklich benötigt wird. 
Maschine Ein PC 
Meldungen sind z.B. Empfangsbestätigungen, Vorhandensein von neuen 
Daten, Metadaten, etc. 
Modul Eine Jar, welche einen Programmteil darstellt. 
More-than-Moore Integration mehrerer verschiedener Technologien auf einen 
Chip
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Nachricht Eine Nachricht besteht aus Daten und Metadaten 
Partner Eine Fertigungsstätte innerhalb ADMONTs 
Peer-to-Peer Direkte Verbindung von 2 Clients 
Plug-Ins Ein Programmteil welches ein vorhandenes Programm 
erweitert. 
Repository Eine Verzeichnis welches von einem Programm verwaltet 
wird um in diesem Daten zu speichern 
Server Ein Programm welches einen Dienst bereitstellt. 
Sicherheitsstufe Beschreibt wie viele (welche) Personen die mit dieser Stufe 
                                                 
1
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verschlüsselten Daten wieder entschlüsseln können. 
Wafer Siliziumscheibe auf welcher Computerchips hergestellt 
werden. 
Webservice Ein Dienst den ein Server in einem Netzwerk bereitstellt. 
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1. Einleitung 
 
ADMONT ist ein europaweites Projekt, welches zum Ziel hat, eine verteilte More-than-
Moore Pilotlinie zu implementieren. Die Pilotlinie wird Produkte und Dienstleistungen 
mit einer großen Bandbreite an Technologien und Fähigkeiten zur Verfügung stellen die 
nicht in einer einzelnen Fertigungsstätte vorhanden sind.
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Ein Teilprojekt ist die Organisation und Realisierung des Datenaustausches der Partner 
untereinander. Dies soll das hier zu entwerfende Teilsystem der Pilotlinie 
implementieren. 
Zu klären sind im Rahmen dieser Arbeit, die Anforderungen dieses 
Datenaustauschsystems und die Auswahl und der Vergleich verschiedener 
Technologien, die diese Anforderungen erfüllen. Außerdem ist ein Prototyp zu 
implementieren, welcher den Datenaustausch der Pilotlinie demonstriert. 
Kapitel 2 dient der Bestimmung der Anforderungen, die sich mit dem Datenaustausch 
beschäftigen. Dabei werden unter anderem auch offene Fragen diese Anforderungen 
betreffend gestellt und beantwortet. 
Kapitel 3 behandelt die Analyse unterschiedlicher Technologien um ihre Eignung für 
dieses System zu bestimmen. Dafür werden diese kurz beschrieben und deren Vor- und 
Nachteil im Hinblick auf die Anforderungen aufgezählt. 
Das nächste Kapitel beschäftigt sich darauf aufbauend mit den 
Implementierungsmöglichkeiten für ausgewählte, in Kapitel 3 besprochene 
Technologien. 
Die folgenden Kapitel erläutern daraufhin wie die genaue Implementierung des Systems 
erfolgt ist. Dabei auf Grundlage einer Technologie alle Anforderungen implementiert. 
Alle anderen werden nach der Implementation des reinen Datenaustauschs verworfen. 
Dies dient dazu um eine genauere Aussage über die Anforderungserfüllung der 
einzelnen Technologien treffen zu können. 
Abschließend erfolgt eine Auswertung über die genutzte Technologie und die 
Anforderungserfüllung des Endsystems sowie ein Ausblick wie das System noch 
erweitert werden könnte. 
  
                                                 
2
 Vgl. (Technikon, 2016) 
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2. Anforderungsanalyse 
2.1. Ist-Analyse 
Die Ist-Analyse bezieht sich auf vor dem Beginn der Arbeit existierende Dokumente, 
aus deren Inhalt sich vorerst die folgenden Anforderungen an das System ergaben: 
 Das System muss mehrere Clients unterstützen. 
 Das System muss eine gesicherte Verbindung nutzen. 
 Das System wird vorrangig Dateien übertragen. 
 Das System muss alle zu übertragenden Daten einzeln verschlüsseln. 
 Das System muss seine komplette Kommunikation über eine Peer-to-Peer-
Verbindung realisieren. 
 Das System sollte eine Vermittlerfunktion unterstützen. Damit ist gemeint, dass 
es einen zentralen Verteiler geben kann, welcher die komplette Verteilung aller 
Daten im System übernimmt. 
 Das System muss zu übertragende Daten in ein für einen Datentyp einheitliches 
Format umwandeln, wenn diese noch nicht in diesem Format vorliegen. 
 Das System muss auf Basis einer Plug-In-Architektur erweiterbar sein. Dies 
würde es zum Beispiel erlauben verschiedene Dateikonverter zu integrieren, 
welche die Eigenformate der Partner in ein standardisiertes Format umwandeln 
würden. 
Daraus ergibt sich der in Abbildung 2.1 dargestellte grobe Aufbau. 
 
Abbildung 2.1 grober struktureller Aufbau als Basis der Kommunikation 
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Bei dieser Analyse sind außerdem Fragen zu weiteren mögliche Anforderungen 
aufgekommen: 
 Sollten alle übertragenen Daten automatisch wieder in das lokale Format 
konvertiert werden, wenn ein Datenkonverter vorhanden ist? 
 Muss nur der Empfänger in der Lage sein die übertragenen Daten wieder zu 
entschlüsseln? 
 Sollte eine Authentifizierung von diesem System organisiert werden? 
 Sollte dieses System eine zeitliche Steuerung der Übertragung für die Daten 
übernehmen für die ein Übertragungszeitpunkt festgelegt ist? Wenn dies so ist 
soll dann der Empfänger den Zeitpunkt festlegen wann er die Daten bekommen 
will oder soll dies der Sender der Daten bestimmen? 
 Sollte es ein zentrales Konfigurationsverzeichnis für alle Partner geben? Oder 
sollte die Konfiguration auf jedem Client einzeln erfolgen? 
2.2. Definition weiterer Anforderungen 
Als Beantwortung der offenen Fragen aus dem letzten Kapitel und in Gesprächen mit 
den Projektteilnehmern sind die folgenden weiteren Anforderungen entstanden: 
 Der Zeitpunkt der Übertragungen wird vorerst nicht betrachtet. Es werden alle 
Daten sobald sie zur Verfügung stehen übertragen. 
 Eine Authentifizierung der Nutzer muss es geben, allerdings wird die 
Autorisierung über die Verschlüsselung der Einzeldaten realisiert. 
 Die Konvertierung von Daten beim Versenden soll immer erfolgen und die 
Rückkonvertierung soll pro Datentyp konfiguriert werden können. 
 Es sollte eine Empfangsbestätigung der Daten erfolgen. 
 Die Anzahl der benötigten Ports sollte auf einen möglichst kleinen Bereich 
festgelegt werden (maximal 5). 
 Die Konfiguration der Kommunikationsrouten und Sicherheitsstufen sollte von 
einem zentralen Knoten einmalig organisiert und muss dann von allen Partnern 
bestätigt werden. 
 Die Verschlüsselung ist in 4 (Sicherheits-)Stufen unterteilt: Alle ADMONT 
Mitglieder(0), Mitglieder des Projekts(A), ein einzelner Partner(B), eine 
einzelne Person(C) darf es lesen können. 
 Die Eingabe von Daten und die Bestimmung der Datentypen sollte 
Interaktionsfrei erfolgen. 
 Es brauchen nur die übertragenen Daten verschlüsselt werden, nicht aber die 
Meldungen die im System ausgetauscht werden. 
 Für alle Datentypen muss einstellbar sein ob sie vor dem Versenden durch das 
System noch einmal manuell überprüft und bestätigt werden müssen. 
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2.3. Ergebnisse der Anforderungsanalyse 
2.3.1. Begriffserklärungen 
Projekt 
Ein Projekt innerhalb dieses Systems ist ein Auftrag eines Kunden der an die Pilotlinie 
gestellt wird und welcher eine Kommunikationsstruktur mitsamt auszutauschenden 
Daten aufweist. 
Konfiguration 
Die Konfiguration dieses Systems beschreibt drei Dinge: 
 Als erstes definiert sie eine Kommunikationsstruktur zwischen den Partnern 
eines Projektes. Dies bedeutet, dass definiert wird, wer welche Daten mit 
welcher Sicherheitsstufe an wen sendet. 
 Als zweites wird definiert, welche Datentypen konvertiert werden sollen und 
welche eine Bestätigung vor dem Versenden benötigen. 
 Als drittes beschreibt sie die kompletten Einstellungen eines Servers hinsichtlich 
lokaler Pfade (z.B. für Schlüssel und Konfigurationsdateien). 
Der erste und zweite Punkt ist projektspezifisch, während der dritte Punkt 
serverspezifisch ist. Dies macht eine Trennung der Konfiguration in 2 Dateien nötig. 
Datentypen/Formate 
Datentypen sind definierte Daten, welche zwischen den Partner ausgetauscht werden. 
Die interne Struktur dieser Daten wird durch das Format definiert. 
Als Daten sind verschiedenste Produktionsparameter definiert, z.B. Wafer-in-Progress-
Daten, welche den Fortschritt der Fertigung eines Produkts anzeigen oder auch Wafer-
Map- und Test-Daten, welche die Verteilung von Chips auf einem Wafer und deren 
Zustand (Funktionsfähigkeit) angeben. 
2.3.2. Ablauf 
Aus dem oben genannten Anforderungen ergibt sich folgender Ablauf, welchem bei der 
Übertragung gefolgt werden muss. 
Versenden von Daten 
1. Beim Versenden der Daten muss als erstes bestimmt werden zu welchem Typ 
die zu übertragenden Daten gehören. 
2. Als nächstes werden die Daten in ein ADMONT weit gültiges Format 
konvertiert, so dass jeder Partner nur einen Konverter für ihr internes Format 
implementieren muss. 
3. Danach wird, wenn gewünscht, eine Bestätigung durch einen lokalen Account, 
welcher die Freigabe der Daten bestimmt, eingefordert. 
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4. Darauf folgt das Verschlüsseln der Daten nach deren Sicherheitsstufe. 
5. Als letztes erfolgt das Versenden der verschlüsselten Daten an den Empfänger. 
Dies ist noch einmal in Abbildung 2.2 dargestellt. 
 
Abbildung 2.2: Ablauf des Versendens einer Datei 
Empfangen von Daten 
1. Beim Empfangen von Daten muss, wie beim Versenden, als erstes der Typ der 
Daten bestimmt werden. 
2. Danach werden diese Daten ihrer Sicherheitsstufe entsprechend entschlüsselt. 
3. Dann werden die Daten, falls gewünscht, in das interne Format konvertiert. 
4. Daraufhin erfolgt,  wenn gewünscht und definiert, ein Verschieben der Daten an 
eine bestimmte Stelle. 
5. Als letztes wird noch eine Empfangsbestätigung an den Sender verschickt. 
Dies ist in Abbildung 2.3 gezeigt. 
 
Abbildung 2.3: Ablauf des Empfangens einer Datei 
Dieser Ablauf ist nur für die Sicherheitsstufen 0-B (siehe 2.2 7.Anstrich) 
vollautomatisiert möglich, da auf Stufe C nur die jeweilige Person ihren Schlüssel zum 
Entschlüsseln zur Verfügung hat. Somit müsste eine Möglichkeit gefunden werden, um 
diesen Ablauf für eine Person direkt zur Verfügung zu stellen. 
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2.3.3.  Anforderungen 
Als letztes erfolgt in diesem Kapitel die endgültige Auflistung der Anforderungen. 
Vorbedingungen 
 Das System darf nur Zugriff auf Daten bekommen, die auch versendet werden 
sollen. 
 Die Schlüssel für Ver- und Entschlüsselung sind ausgetauscht worden. 
 Es existieren eindeutige Kennungen für Server, Projekte und Datentypen. 
 Die Konfigurationsdatei für den Server ist vom Serverbetreiber erstellt worden. 
 Die Konfigurationsdatei eines Projekts ist vom Projektleiter erstellt worden. 
Funktionale Anforderungen 
 Das System muss fähig sein Daten zu übertragen. 
 Wenn die empfangenen Daten vollständig übertragen und verarbeitet wurden, 
wird das System eine Empfangsbestätigung an den Sender übermitteln. 
 Das System muss Daten vor und nach der Übertragung in ein anderes Format 
konvertieren können. 
 Das System muss einen Fehler direkt melden. 
 Das System muss Daten ver- und entschlüsseln können. 
 Wenn die Übertragung und Verarbeitung der Daten beendet ist, wird das System 
fähig sein diese zu verschieben. 
 Das System muss für einige Daten vor der Übertragung eine manuelle Freigabe 
fordern. 
 Das System muss dem Nutzer die Möglichkeit bieten sich zu authentifizieren. 
 Das System wird die übertragenen Daten versionieren. 
 Das System muss Ereignisse aufzeichnen. 
Qualitätsanforderungen 
 Das System muss bei einem Fehler weiterarbeiten können. Darunter ist zu 
verstehen dass bei einem Fehler in der Verarbeitung einer Nachricht trotzdem 
weitere Nachrichten/Daten verarbeitet werden können (Isolation der Nachrichten 
gegeneinander). 
 Das System muss mit Hilfe von zur Verfügung gestellten Schnittstellen 
erweiterbar sein. 
 Das System muss gut wartbar sein. (im Hinblick auf Fehlerbeseitigung, 
Deployment und Konfiguration) 
 Das System muss ankommende Daten ohne aktives Mitwirken eines Nutzers 
verarbeiten. 
 Das System soll mit allen benötigten Komponenten auszuliefern sein. 
 Ein neues Projekt muss mit einem Konfigurationsaufwand von maximal zwei 
Stunden anzulegen sein. 
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 Ein neuer Partner muss mit einem zeitlichen Aufwand von maximal einer 
Stunde integriert werden können. 
 Das System muss bis zu 50 Nutzer gleichzeitig bedienen können. 
Technisch/Technologische Rahmenbedingungen 
 Die zur Kommunikation zu verwendenden Ports sind auf einen möglichst 
kleinen Bereich (1-5) einzugrenzen. 
 Die Kommunikation und Übertragung muss über einen gesicherten Kanal 
erfolgen. (z.B. gesichert mit SSL/TLS) 
 Das System muss für seine komplette Kommunikation Peer-to-Peer-
Verbindungen nutzen. 
 Das System muss objekt-orientiert in Java programmiert sein. 
Organisatorische Rahmenbedingungen 
 Das System sendet keine Daten nach außerhalb des Systems. 
 Das System muss die Daten innerhalb von 24 Stunden übertragen. 
 Einige Daten müssen manuell freigegeben werden, bevor sie versendet werden 
können. 
 Die globale (projektspezifische) Konfiguration muss nach dem Erstellen durch 
alle am Projekt beteiligten Partner bestätigt werden und darf danach nicht mehr 
verändert werden. 
Rechtliche Rahmenbedingungen 
 Die Daten müssen je nach einer vorher bestimmten Sicherheitsstufe 
verschlüsselt werden. Diese Stufen sind: 
o 0: Für alle ADMONT-Teilnehmer zu entschlüsseln 
o A: Für alle Teilnehmer an dem zu den Daten gehörendem Projekt zu 
entschlüsseln 
o B: Für einen bestimmten Partner zu entschlüsseln 
o C: Für eine bestimmte Person zu entschlüsseln 
 Die Meldungen müssen nicht verschlüsselt werden (nur die Daten). 
 Die verwendeten Komponenten müssen auf Anforderung der Firma als Open-
Source-Projekt zur Verfügung stehen. 
  
 Seite 8 
3. Evaluierung verschiedener Technologien 
In diesem Kapitel werden verschiedene Technologien nach ihrer Erfüllung der 
Anforderungen und auf ihre Tauglichkeit hin analysiert. Dabei erfolgt nur eine 
begrenzte Analyse dieser Technologien, welche in den folgenden Kapiteln für einige 
vertieft wird. 
Die Anforderungen, dass mehrere Nutzer gleichzeitig bedient werden können und die 
des gesicherten Kanals, finden hier keine Erwähnung, da die zu evaluierenden 
Technologien so ausgewählt wurden, dass diese Anforderungen erfüllt sind. 
In diesem Kapitel bezieht sich der Begriff Datenverkehr auf die zu übertragenden Daten 
und Anfragenverkehr auf die zu übertragenden Meldungen (Parameter). 
3.1. E-Mail 
Momentan erfolgt der Datenaustausch über das Versenden von E-Mails, sowie ohne 
jedwede Automatisierung und Verschlüsselung. 
Es besteht das Problem, dass E-Mails nicht durchgehend über einen gesicherten Kanal 
gesendet werden (kein Ende-zu-Ende-Kanal), da die E-Mail-Server jeweils nur von 
einem Server zum nächsten eine gesicherte Verbindung aufbauen. Außerdem ist das 
manuelle Versenden der Daten aufwändig und fehleranfällig. 
Der komplette Vorgang würde sich zwar automatisieren lassen, allerdings wäre es 
immer noch auf die Struktur des E-Mail Verkehrs beschränkt (kein durchgehend 
gesicherter Kanal). Außerdem beschränkt das E-Mail-Format die Größe (10-100 MB)
3
 
der zu versendenden Daten stark (abhängig vom jeweiligen E-Mail-Provider). 
3.2. SSL über TCP 
Das TCP ist die einfachste Möglichkeit die Datenübertragung zu realisieren, allerdings 
bei alleiniger Nutzung auch die unkomfortabelste, da sich komplett um den Versand der 
rohen Daten gekümmert werden muss.
4
 Aus diesem Grund werden Wrapper-
Technologien untersucht, mit denen dies automatisiert geschieht. 
Dabei ist die Verwendung von TCP der Verwendung von UDP vorzuziehen, da TCP 
eine „Liefergarantie“ implementiert. Dies bedeutet, dass abgesendete Daten auch 
vollständig beim Empfänger ankommen, wenn dieser erreichbar ist. 
TCP in seiner Grundform besitzt noch keinen gesicherten Kanal, welcher mit der 
Nutzung von SSL hinzugefügt wird. 
                                                 
3
 Siehe http://www.email-vergleich.com/2014/01/uebersicht-der-e-mail-anhang-groesse/,27.10.2016 
4
 Dies schließt die Größe der übertragenen Daten, sowie alle nötigen Metainformationen wie z.B. 
Datentyp und Sicherheitsstufe sowie das Schreiben der Daten als Bytes mit ein. 
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SSL ist eine Technologie für die Verschlüsselung von Datenübertragungen, welche 
eigentlich als TLS bezeichnet wird, aber durch eine frühere Namenänderung 1999 
immer noch von vielen SSL genannt wird. Dabei ist TLS der Standard für 
Verbindungsverschlüsselung im Internet und dient zur Verschlüsselung der 
Datenübertragung verschiedenster Services, z.B. HTTP, SMTP, FTP, uvm. Für diese 
wird in den meisten Fällen ein Diffie-Hellmann-Schlüsselaustausch in Verbindung mit 
RSA eingesetzt, allerdings gibt es auch verschiedenste andere Möglichkeiten.
5
 
3.3. SVN-Repository 
Subversion (SVN) ist ein Dateiversionsverwaltungssystem, welches zentral auf einem 
Server gestartet wird und von dem sich Clients die aktuelle Version von Dateien 
kopieren können, um sie zu verändern und diese Änderungen dann an den Server zu  
übermitteln. Außerdem können Clients die gesamte Historie (vorherige Versionen) 
einer Datei sehen und abfragen sowie Vergleiche zwischen diesen Versionen anstellen.
6
 
Durch die alleinige Übertragung von Änderungen ermöglicht SVN auch eine teilweise 
parallele Bearbeitung von Dateien durch mehrere Nutzer. 
Vorteile: 
 Kompletter Datenverkehr läuft über einen Port 
 Verschiedene Authentifizierungsmöglichkeiten unterstützt (bei Verwendung 
über Apache Webserver) 
 Mögliche Autorisierung auf Pfadbasis (also auf Dateiebene) (bei Verwendung 
über Apache Webserver) 
 Arbeit mit den Dateien im normalen Dateimanager (z.B. Windows Explorer) 
 Es steht automatisch eine Versionshistorie der übertragenen Daten zur 
Verfügung. 
Nachteile: 
 Erfordert eine extra Benachrichtigungstechnologie, da nur Daten ausgetauscht 
werden können. 
 Einbau von Konvertern könnte sich als schwierig erweisen. 
 Verschlüsselung der übertragenen Daten direkt nicht zu realisieren 
 Alle Daten müssen als Dateien speicherbar sein 
  
                                                 
5
 Siehe (Repges) 
6
 Für weitere Informationen siehe (Collins-Sussman, Fitzpatrick, & Pilato, 2016) und (Pilato, Collins-
Sussman, & Fitzpatrick, 2009). 
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3.4. Apache Camel 
Apache Camel ist ein Routingframework, welches es vereinfacht, Prozessketten 
aufzubauen. Dabei bietet es über verschiedene Erweiterungen auch Netzwerkprotokolle 
zur Kommunikation mit entfernten Komponenten, sowie eine automatische 
Konvertierung zwischen verschiedenen Datentypen uvm.
7
 
Vorteile:  
 Einfaches Handling des Prozessablaufs durch die Abbildung auf 
Abarbeitungsketten (Routen). 
 Verschiedene Verarbeitungsmodule schon existent (z.B. Verschlüsselungs-
komponente) 
 Verschiedene Transportprotokolle möglich (z.B. TCP, UDP, HTTP, FTP, uvm.) 
 Direkte Unterstützung von Authentifikation und Autorisierung über integriertes 
Apache Shiro auf Prozessschrittebene. 
Nachteile: 
 Einarbeitung in Programmierstruktur nötig 
 Erweiterungen sind in einigen Fällen nicht so flexibel wie die Technologie auf 
der sie basieren. 
3.5. SIMON (RPC) 
SIMON ist eine API die es ermöglicht Objekte die in einer anderen JVM (auf derselben 
oder auf einer anderen Maschine) existieren, so zu benutzen als wären es lokale 
Objekte.
8
 
 
Abbildung 3.1 SIMON Funktionsprinzip (Christian, 2016)  
In der Abbildung 3.1 ist zu sehen, dass SIMON eine Bidirektionale-Verbindung für die 
Kommunikation nutzt, welche auch über das Internet und durch Firewalls problemlos 
arbeitet. 
  
                                                 
7
 Für weitere Informationen siehe (Ibsen & Antsey, 2011), (Apache Software Foundation, 2016) sowie 
(Popa, 2015). 
8
 Für weitere Informationen siehe (Christian, 2016). 
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Vorteile:  
 Kompletter Daten- und Anfrageverkehr läuft über einen Port. 
 Einfache Nutzung da sich nicht direkt um den Datentransport gekümmert 
werden muss. 
Nachteile: 
 Authentifizierung und Autorisierung müssen selbstständig verwaltet und 
implementiert werden. 
 Unter GPL lizensiert, wodurch auch dieses Projekt unter GPL lizensiert werden 
müsste, sonst entstehen Kosten für eine Lizenz. 
3.6. RESTful Webservice 
RESTful Webservices sind Dienste, die über reines HTTP aufgerufen werden, um 
Funktionen auf dem Server auszuführen. Sie arbeiten dabei nur mit GET, POST, PUT 
und DELETE und bilden auf diese alle Funktionen eines Objektes ab, wobei die URL 
das Objekt definiert auf dem die Funktion aufgerufen wird. Eine Differenzierung der 
aufgerufenen Funktion kann auch über die Content Negotiation zwischen Client und 
Server erfolgen, so dass ein Webbrowser etwas anderes über dieselbe URL abruft als 
ein Programm.
9
 
Vorteile: 
 Kompletter Daten- und Anfragenverkehr läuft über einen Port 
 Direkt eingebaute Authentifizierung und Autorisierung. 
 Möglichkeit damit direkt eine Webseite (Visualisierung) aufzubauen. 
Nachteile: 
 Alle Funktionen müssen auf die Standard-HTTP-Funktionen (GET, POST, PUT, 
DELETE) abgebildet werden. 
 Abbildung der Verantwortlichkeiten auf Objekte nötig. 
3.7. OSGi 
OSGi definiert eine Architektur, welche es möglich macht, eine Anwendung in mehrere 
Module
10
 zu teilen. Diese können dann Unabhängig voneinander ausgetauscht werden. 
Dies erfordert i.d.R. nicht einmal einen Neustart der kompletten Anwendung (Abhängig 
von der Robustheit der Programmierung und der Überprüfung der Verfügbarkeit von 
                                                 
9
 Für weitere Informationen siehe (Tilkov, 2015), (Restlet, Inc., 2016), (Louvel, Templier, & Boileau, 
2013) und (Koops, 2008). 
10
 Im OSGi Kontext heißen diese Module Bundles. 
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Modulen). Die Abhängigkeiten zwischen den Modulen werden explizit angegeben und 
OSGi regelt damit die Zugriffe zwischen diesen während der Laufzeit.
 11
 
Ein Modul in OSGi definiert in seiner MANIFEST.MF Datei, welche mit in der JAR-
Datei gepackt ist, verschiedene Parameter. Die folgenden sind dabei für die Funktion 
eines Moduls vorausgesetzt: 
 „Import-Package“: eine Komma getrennte Liste der benötigten Packages von 
anderen Modulen (Abhängigkeiten) 
 „Export-Package“: eine Komma getrennte Liste der Packages die anderen 
Modulen zur Verfügung gestellt werden 
 „Bundle-SymbolicName“: Name unter dem dieses Modul für OSGi registriert 
wird 
 „Bundle-Version“: Version des Moduls (Dient der Erkennung von 
Abhängigkeitsinkompatibilitäten) 
Die Exportierten Packages entsprechen dabei den bereitgestellten Services des Moduls 
und die Importierten Packages den benötigten Services (Abbildung 3.2). 
 
Abbildung 3.2: Architektur OSGi (FREDHSU, 2013) 
  
                                                 
11
 Für weitere Informationen siehe (Li, 2010). 
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Im Folgenden ist ein Bespiel-Manifest für OSGi zu sehen: 
Manifest-Version: 1.0 
Bnd-LastModified: 1469535350164 
Build-Jdk: 1.7.0_55 
Built-By: cstockha 
Bundle-ManifestVersion: 2 
Bundle-SymbolicName: configuration 
Bundle-Version: 1.4.0 
Created-By: Apache Maven Bundle Plugin 
Export-Package: com.xfab.drs.admont.dds.configuration.validator;version="1.4.0" 
Import-Package: com.xfab.drs.admont.dds.camel;version="[0.9,1)", 
  org.apache.commons.io.filefilter;version="[1.4,2)", 
  org.apache.commons.io.monitor;version="[2.4,3)", 
  org.slf4j;version="[1.7,2)" 
Require-Capability: osgi.ee;filter:="(&(osgi.ee=JavaSE)(version=1.7))" 
Tool: Bnd-3.2.0.201605172007 
 
Abbildung 3.3: Bespiel-Manifest für OSGI 
Dies könnte für die Implementierung der Plug-In-Fähigkeit des Systems von Nutzen 
sein. Außerdem ermöglicht es eine losere Kopplung der einzelnen Bestandteile des 
Systems. 
Durch die Nutzung von Apache Felix iPOJO vereinfacht sich die Implementierung 
dieser Module. iPOJO übernimmt die komplette Organisation der Abhängigkeiten und 
Servicebereitstellung und wird über Annotationen im Quelltext der Services gesteuert.
12
 
Eine genauere Erklärung von Apache Felix iPOJO erfolgt in Kapitel 6.1. 
3.8. Apache Shiro 
Apache Shiro ist ein Framework, welches die Authentifikation, Autorisierung, 
Verschlüsselung und Sitzungsverwaltung übernehmen kann.
13
 
Dies würde für die Technologien, die keine eingebaute Authentifikation und 
Autorisierung haben, als Ersatz dienen können. Außerdem ist es die Bibliothek, welche 
von Apache Camel als „Unterbau“ für die integrierte Authentifikation und 
Autorisierung genutzt wird. 
  
                                                 
12
 Für weitere Informationen siehe (cziegeler, iPOJO in 10 minutes, 2015). 
13
 Für weitere Informationen siehe (Hazlewood, 2011) und (Apache Software Foundation, 2016). 
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3.9. Bouncy Castle 
Bouncy Castle ist eine Verschlüsselungsbibliothek welche die Java Cryptography 
Extension implementiert.
14
 
Sie ist in vielen Bereichen im Einsatz und dient als Grundlage für verschiedenste 
Bibliotheken, die eine Verschlüsselung anbieten/benötigen (auch für Apache Camel und 
seiner Verschlüsselungskomponente). 
3.10. Weitere Technologien 
Betrachtet wurden auch noch die folgenden Technologien. Im Ergebnis wurde 
festgestellt, dass diese: 
1. ähnlich zu einer der oben genannten ist 
2. als zu kompliziert für dieses System ermittelt wurde 
3. oder als nicht geeignet bestimmt wurde. 
Technologie Webseite Grund der 
Ablehnung 
Akka http://akka.io/ 2 
Netty http://netty.io/ 1 
Comsat http://www.paralleluniverse.co/comsat/ 2 
Java Remote 
Method Invocation 
(RMI) 
https://docs.oracle.com/javase/tutorial/rmi/ 1,2 
Google Keyczar https://github.com/google/keyczar 3 
Tabelle 3.1: Abgelehnte Technologien 
  
                                                 
14
 Für weitere Informationen siehe (Legion of the Bouncy Castle Inc., 2013). 
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4. Implementierungsmöglichkeiten 
4.1. Vorwort 
Die erste Auswertung der möglichen Technologien hat ergeben, dass OSGi genutzt 
wird, um für die einfache Möglichkeit der Erweiterbarkeit und ebenfalls für eine genaue 
Trennung der Verantwortlichkeiten zu sorgen. Da OSGi an sich nur eine Spezifikation 
ist, wird die Implementation durch das Apache Felix Projekt verwendet, allerdings 
sollte diese OSGi-Implementation ohne Probleme durch eine andere austauschbar sein 
(z.B. durch Eclipse Equinox). 
In Abbildung 4.1 und Abbildung 4.2 ist der Ablauf der Datenverteilung noch einmal 
genauer dargestellt als in Abbildung 2.2 und Abbildung 2.3. Die Aufteilung der 
Verantwortlichkeiten
15
, erklärt sich durch die in Kapitel 4.2 definierte Aufteilung der 
Module für OSGi. 
 
Abbildung 4.1: Ablauf OSGi Sender 
                                                 
15
 Diese ist durch „Daten zum … geben“ zu erkennen. 
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Abbildung 4.2: Ablauf OSGi Empfänger 
4.2. Aufteilung der Anforderungen in Module für OSGi 
Durch die Benutzung der OSGi Struktur (siehe 3.7) wird es möglich auch andere 
Module als nur die Konverter austauschbar zu realisieren. So ergibt sich zum Beispiel 
die Möglichkeit eine eigene Dateneingabe oder -ausgabe durch jeden Partner zu 
implementieren oder auch die Bestätigung von Daten anderes zu realisieren. 
In Abbildung 4.3 ist die Aufteilung der Module und ihre Beziehungen untereinander zu 
sehen. Dabei fehlt im Bild die Verbindung jedes Moduls mit dem Konfigurationsmodul, 
da dieses von allen benötigt wird.
16
 
                                                 
16
 Der Übersichtlichkeit wegen wurde dies nicht eingezeichnet. 
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Abbildung 4.3: Modulaufteilung für OSGi 
Die einzelnen Module haben jeweils eine spezielle Funktion in dem System: 
- Authentifizierung: Hinzufügen der Nutzerinformationen zu den zu 
übertragenden Daten und Verifizieren dieser bei ankommenden Daten 
- Daten bestätigen: Implementierung der Bestätigung der Richtigkeit von zu 
übertragenden Daten 
- Konvertierung: Hauptmodul der Konvertierung welches die passende 
Implementierung eines Datentyp-Konverters heraussucht 
- Konverter 1..n: Implementation eines Datentyp-Konverters welcher durch das 
Konvertierungs-Modul herausgesucht wird 
- Daten ver-/entschlüsseln: Verschlüsseln der Daten vor dem Versenden und 
entschlüsseln dieser nach dem Empfangen 
- Dateneingabe: Eingabe von zu übertragenden Daten ins System 
- Datenausgabe: Ausgabe von empfangenen Daten aus dem System 
- Konfiguration: Einlesen der Konfigurationsdateien und –Werte für alle Module 
- Daten senden: Senden der Daten an anderen Server und Orchestrierung des 
Ablaufs 
- Daten empfangen: Empfangen der Daten von einem anderen Server und 
Orchestrierung des Ablaufs 
Die Verbindung der Module untereinander erfolgt über die OSGi Service-Registry, in 
welcher die jeweiligen Module verschiedene Instanzen registrieren und andere Module 
diese dann über eine gemeinsame Schnittstelle von der Registry abfragen. Durch diese 
Registrierung von Instanzen können auch mehrere Klassen derselben Schnittstelle zur 
Verfügung stehen. Dabei entscheidet die abfragende Klasse dann ob sie zufällig 
irgendeine Implementation erhalten will, ob sie alle will oder ob sie eine ganz 
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bestimmte will.
17
 Damit die Schnittstellen den anderen Modulen zur Verfügung stehen, 
muss das Package dieser explizit in der MANIFEST.MF des zur Verfügung stellenden 
Moduls angegeben sein (Export- und Import-Package Deklaration – siehe 3.7). 
In den folgenden Kapiteln werden verschiedene Möglichkeiten für die Technologien aus 
Kapitel 3 und ihre Möglichkeiten in diesem Zusammenhang erläutert. 
4.3. Apache Camel 
Da Apache Camel keine direkte Übertragungstechnologie, sondern ein Framework für 
die Abbildung von sequenziellen Prozessen ist, wird als Übertragungstechnologie 
Apache Mina genutzt, welche eine einfache TCP Verbindung aufbaut und einen 
integrierten Support in Apache Camel hat. Außerdem sind die nötigen Abhängigkeiten 
von Apache Mina geringer als die der alternative Netty ohne in der benötigten Funktion 
schlechter zu sein. 
Die Abbildung der sequenziellen Prozesse in Apache Camel erfolgt mithilfe von 
Routen, welche eine Struktur in die Module bringen. Diese Struktur kann über 
Verbindungspunkte auch zwischen den Modulen beibehalten werden, so dass über alle 
hinweg eine kombinierte Abarbeitungskette (Route) entsteht. 
In Abbildung 4.4 ist dargestellt wie die Routen (vereinfacht) in den Modulen aufgebaut 
sein könnten. Dabei steht das „direct“ für einen Punkt der die ihm übergebenen Inhalte 
an eine andere Route weiterleitet (gleichbenannte Punkte sind miteinander verbunden). 
Die dargestellte Abfolge ist nahezu identisch zu dem in Abbildung 4.1 und Abbildung 
4.2 dargestellten Ablauf. Die Abweichungen entstehen durch kleinere Vereinfachungen 
in der Implementierung. 
                                                 
17
 Die Ermittlung einer ganz bestimmten Implementation erfolgt über Filter und Properties welche in der 
OSGi Spezifikation definiert sind. 
 Seite 19 
 
Abbildung 4.4: Apache Camel Routen (from()…to()) in den einzelnen Modulen 
4.4. SIMON 
Für SIMON erstellt das „Daten empfangen“-Modul eine Registry (Verzeichnis), in der 
es eine Klasse registriert, die für die Bereitstellung des Datenempfängers verantwortlich 
ist. Diese würde dann vom Datensender abgefragt werden um die zu übertragenden 
Daten an diesen zu senden. 
In Abbildung 4.5 ist der Ablauf des Sendens der Daten mithilfe von Simon dargestellt. 
Dabei wird zuerst ein Objekt, welches den Datenempfänger verwaltet, vom Server 
abgefragt und dann mit dessen Hilfe ein Kanal für rohe Bytes zwischen Client und 
Server geöffnet. Beim Funktionsaufruf für das Öffnen des Kanals würden dann auch die 
gesamten benötigten Parameter, wie z.B. Datentyp, Projekt, Datenlänge, etc., mit 
übergeben werden. 
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Abbildung 4.5: SIMON Ablauf 
Alle anderen Bearbeitungsschritte werden über Funktionsaufrufe der jeweiligen Module 
geschehen. 
4.5. RESTful-Webservice 
Für alle Projekte steht ein Endpunkt „/projects“ zur Verfügung über den Daten dieser 
abgefragt werden können. Unterhalb dieses Endpunktes sind dann die jeweiligen 
Projekte nummeriert über eine URL „/projects/{projectid}“18 erreichbar, unter welchem 
es wiederum ein „/types“ geben würde, unter dem dann die Datentypen der zu 
übertragenden Daten zu erreichen wären („/wip“, „/test“, „/map“, …). Dies ist in 
Abbildung 4.6 noch einmal als Hierarchie dargestellt. 
 
Abbildung 4.6: REST-Ressourcen Übersicht 
Ein Beispiel für eine URL unter der die WIP-Daten des Projektes mit der Id 2 erreichbar 
wären, wäre „/projects/2/types/wip“. 
                                                 
18
 Die {projectid} wird als Parameter durch eine eindeutige Zahl oder Bezeichner ersetzt. 
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Die Daten werden dann vom jeweiligen Sender mit einem einfachen POST-Aufruf auf 
die jeweilige URL des Empfängers gesendet. 
Es würde noch die Möglichkeit bestehen nach den Typen eine Unterteilung nach 
Partnern zu tätigen, so dass für jeden Partner ein anderer Zielpunkt existiert. 
Alle anderen Bearbeitungsschritte erfolgen wie bei SIMON über Funktionsaufrufe. 
4.6. SVN als Transporttechnik 
Um SVN als Transporttechnik zu verwenden wird es nötig 2 Repositorien und einen 
Server bei jedem Partner zu benutzen. 
Es gibt ein internes Repository in welches die zu übertragenden Daten eingegeben 
werden und die fertig verarbeitenden empfangenen Daten ausgelesen werden können. 
Ebenfalls gibt es ein externes Repository in welchem alle empfangenen und 
übertragenen Daten (umgewandelt und verschlüsselt) enthalten sind. Außerdem existiert 
ein Server welcher die Umwandlung und Verschlüsselung sowie die Benachrichtigung 
der anderen Server über neue Dateien in seinem externen Repository übernimmt. Er hat 
außerdem die Funktion den Austausch zwischen den beiden Repositorien (intern und 
extern) zu übernehmen
19
. Die Verarbeitung wird über ein „Hook“-Skript im SVN-
Server getriggert, welches auslöst sobald ein Commit in das interne Repository 
festgestellt wird. 
Die eigentliche Übertragung der Daten erfolgt über aufeinander definierte „Externals“20 
in den externen Repositorien. Diese verweisen jeweils auf die sich ändernden Teile der 
externen Repositorien der anderen Server. (Siehe Abbildung 4.7) 
 
Abbildung 4.7: struktureller Aufbau des Systems bei Nutzung von SVN als Transporttechnik 
                                                 
19
 Dies ist keine direkte Aufgabe des Servers, sondern sie ergibt sich aus der Funktion die Umwandlung 
und Ver-/Entschlüsselung zu handhaben, wodurch die fertig verarbeiteten Daten im jeweils anderen 
Repository gespeichert werden sollen. 
20
 Externals sind Links zwischen Repositorien die von einem Client aufgelöst werden können. 
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Für die SVN Lösung wird noch eine extra Komponente benötigt welche die 
Meldungsübertagung übernimmt, im Gegensatz zu den anderen Lösungsansätzen in 
denen diese implizit erfolgt. Dies erfolgt über einfache UDP-Pakete die den sich 
veränderten Pfad enthalten. Es ist nicht möglich ein Hook-Script dafür zu definieren, da 
das Empfänger-Repository in keiner Weise Informationen darüber erhält wenn ein 
Commit in einem der mit Externals verbundenen Repositorien erfolgt. 
 
Abbildung 4.8: SVN Ablauf 
In Abbildung 4.8 ist der Ablauf einer Übertragung von Daten zu sehen. Dabei ist diese 
in Verbindung mit Abbildung 4.7 zu sehen. 
4.7. Konfigurationen 
Die Konfiguration wird in zwei Teile aufgespalten. Dabei überschreiben die 
projektspezifischen Einträge die serverspezifischen Einträge. Die Konfigurationsdateien 
werden im INI-Format aufgebaut. Java-Properties Dateien sind nicht geeignet, da sie 
keine Gruppierung von Einträgen erlauben, diese aber für die Übersichtlichkeit wichtig 
ist. 
4.7.1. Serverspezifische Konfiguration 
Es wird hier eingestellt: 
 der/die Port(s) auf dem/denen gelauscht werden soll(en) 
 Wurzel-Pfad zur Ablage von Empfangenen Daten (wenn kein Pfad für einen 
Datentyp eingestellt ist) 
 Wurzel-Pfad zur Quelle der zu versendenden Daten 
 die Schlüssel für die Sicherheitsstufen 
 SSL-Einstellungen (SSL-Key- und -Truststore sowie Passwörter) 
 pro Datentyp, ob dieser in das lokale Format konvertiert werden soll 
 pro Datentyp, ob für diesen vor dem Versenden eine Freigabe durch einen 
lokalen Account erforderlich ist 
 pro Datentyp, Pfad zum Speicherort empfangener Daten  
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 pro Datentyp, zu verwendende Sicherheitsstufe 
 pro Partner, Zieladresse für zu sendende Daten 
4.7.2. Projektspezifische Konfiguration 
Es wird hier eingestellt: 
 pro Partner, alle Einstellungen der Serverspezifischen Konfiguration hinsichtlich 
der Datentypen 
 welche Datentypen werden von Wem an Wen gesendet 
4.8. Bestätigung durch einen Nutzer 
Die Bestätigung könnte über eine E-Mail, eine Webseite oder auch über das einfache 
verschieben der bestätigten Daten in einen anderen Ordner erfolgen. 
Zu bevorzugen ist die Lösung über E-Mail oder Webseite (oder beides in Kombination), 
da so eine direktere Rückmeldung zwischen System und Bestätigendem erfolgt. 
Die Erforderlichkeit einer Bestätigung ergibt sich entweder durch eine Einstellung in 
der lokalen oder globalen Konfiguration zu dem jeweiligen Datentyp oder durch eine 
zusätzliche Kennzeichnung an den eigentlichen Daten. 
4.9. Ver-/Entschlüsselung 
Die Ver-/Entschlüsselung für Apache Camel erfolgt über das eigene Crypto-Plugin, 
welches eine PGP-Verschlüsselung und Signierung zur Verfügung stellt. 
Für alle anderen erfolgt dies über die Bouncy Castle Bibliothek mit OpenPGP. Dabei 
wäre es allerdings nötig noch eine Wrapper-Klasse zu schreiben, da die reine Benutzung 
der Bouncy Castle Klassen sehr aufwändig und fehleranfällig wäre. 
Um PGP nutzen zu können muss dafür gesorgt sein, dass die „unlimited Strength 
Encryption“ für die genutzte JVM aktiviert wurde. Dies erfolgt durch das Kopieren 
einer Datei entsprechend der Java Version
21
 nach „${java.home}/jre/lib/security/“. Dies 
ist nötig da aufgrund von Export-Beschränkungen der USA und auch durch Import-
Beschränkungen einiger Länder die Grundinstallation der JVM nur eine Schlüsselgröße 
bis 128bit erlaubt. Die Schlüsselgröße für PGP ist allerdings mit mindestens 1024 bit 
deutlich darüber, wodurch ohne die Aktivierung eine „InvalidKeySizeException“ bei 
dem Versuch einer Ver- oder Entschlüsselung entsteht. 
4.10. Konverter 
Für die Konverter wird ein Interface mit einer Stream und einer Datei Ein- und Ausgabe 
zur Verfügung gestellt. Dieses Interface kann dann für verschiedene Datentypen 
implementiert und einfach zum Programm hinzugefügt werden. Um die 
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 http://www.oracle.com/technetwork/java/javase/downloads/jce-6-download-429243.html oder 
http://www.oracle.com/technetwork/java/javase/downloads/jce-7-download-432124.html  
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Implementierung zu vereinfachen wird es eine Vorlage geben, welche als Muster dienen 
soll. 
Diese Datentyp-Konverter werden dann von einem zentralen Konverter Modul erkannt, 
welches anhand des Datentyps entscheidet, welcher Konverter genutzt werden muss und 
wendet diesen auf die Daten an. 
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5. Implementation der Datenübertragung 
Im diesem Kapitel wird die Implementation der reinen Datenübertragung des System 
anhand der in Kapitel 4 definierten Strukturen erläutert und Probleme mit dieser 
Implementation aufgezeigt. 
5.1. Apache Camel 
Die Übertragung der Daten erfolgt über eine einfache TCP-Verbindung, welche mit 
SSL gesichert ist. Dabei wird die gesamte Nachricht vor der Übertragung in eine Klasse 
gekapselt. Dadurch werden neben den Daten auch alle Header
22
 der Nachricht 
übertragen. 
Um die Daten zu empfangen öffnet jeder Server einen eingestellten Port für eingehende 
Verbindungen. 
Ein Problem trat dabei durch das verwendete OSGi und dessen Trennung der 
Classloader auf. Um die komplette Nachricht mitsamt ihrer Header übertragen zu 
können muss diese in einer Klasse im eigentlichen Nachrichtenteil der Nachricht 
gekapselt werden. Dies würde zwar die TCP-Komponente auch übernehmen, allerdings 
entsteht dabei das erwähnte Classloading Problem, wodurch die übertragenen Daten 
nicht richtig Empfangen werden können. Es entsteht eine ClassNotFoundException, da 
durch die Trennung der Classloader Apache Mina nicht auf die Kapselungsklasse im 
Apache Camel zugreifen kann. Darum muss dies in der eigenen Anwendungsschicht 
geschehen. 
Dies erfolgt mithilfe der Dataformat-Funktionalität von Apache Camel, welche es 
erlaubt über einen einfachen Aufruf von marshal/unmarshal als Prozessschritt die Daten 
zu konvertieren. Die Implementation dieses eigenen Datenformats, um die Header 
gemeinsam mit den Daten zu übertragen, nutzt die interne Klasse 
DefaultExchangeHolder von Apache Camel um die Konvertierung vorzunehmen. Dies 
ist dieselbe Klasse die auch von der TCP-Komponente verwendet werden würde, 
wodurch es zu weniger Fehlern kommen sollte. 
5.2. RESTful Webservice 
Als Framework für den Aufbau des RESTful Webservices wird Restlet verwendet. 
5.2.1. Restlet-Ressourcen und iPOJO Abhängigkeitsverwaltung 
Da Restlet für jeden Aufruf selbst eine Instanz der zuständigen Klasse erstellt, übergeht 
es die Initialisierung von iPOJO, womit alle Abhängigkeiten die es injizieren würde 
nicht vorhanden sind. Dies entsteht dadurch, dass der Instanz-Manager von iPOJO nicht 
an die neue Instanz übergeben wird und so diese keinen Zugriff auf die Abhängigkeiten 
                                                 
22
 Von wem kommt die Nachricht, Zu wem wird sie geliefert, Zu welchem Projekt gehören die Daten, 
welchen Typ haben die Daten. 
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haben, denn der Instanz-Manager wird bei dem Zugriff auf eine Abhängigkeit gefragt 
diese aufzulösen. 
Um dies zu umgehen ist es nötig alle Abhängigkeiten als statische Variablen in der 
Klasse zu hinterlegen und beim Start der Anwendung iPOJO einmal eine Instanz der 
Klasse erstellen zu lassen, um dann in einer Bind-Methode diese injizierten 
Abhängigkeiten auf die statischen Variablen zu legen. Dadurch hat jede Instanz die von 
Restlet erzeugt wird Zugriff auf diese. 
5.2.2.  Datenübertragung 
Die Datenübertragung erfolgt über die in Kapitel 4.5 beschriebene unterste 
Hierarchieschicht mit einem http POST auf die URL dieser Ressource (siehe Bespiel-
URL in Kapitel 4.5). Als Inhalt der Anfrage wird ein Stream, welcher die 
verschlüsselten Daten enthält, übertragen. 
Implementiert ist dies auf Empfängerseite durch Bereitstellung von Ressourcen, die auf 
den in Kapitel 4.5 beschriebenen Punkten registriert sind und auf Anfragen an diese 
reagieren. 
Um festzulegen wie diese Ressourcen sich bei einer Anfrage verhalten, werden über die 
Annotationen @Get und @Post Funktionen markiert, welche dann auf diesen 
Anfragetyp hin von Restlet ausgeführt werden. Dabei ist ein Parameter der markierten 
Funktion der Inhalt der Anfrage und kann in unterschiedlichen Formaten entgegen 
genommen werden (z.B. InputStream, String). Abbildung 5.1 zeigt eine gekürzte 
Ressource Klasse von Restlet. 
public class TypeRessource extends ServerRessource { 
@Post public void postContent(InputStream in) {…} 
@Get public InputStream getContent() {…} 
} 
 
Abbildung 5.1: gekürztes Restlet Ressource Beispiel 
Die Senderseite nutzt die von Restlet bereitgestellte Client-Engine mit welcher 
Anfragen an diese Ressourcen gestellt werden können. Abbildung 5.2 zeigt die Nutzung 
des Restlet-Clients. 
ClientResource client = new ClitentResource(context, targetUrl); 
client.post(dataStream); 
 
Abbildung 5.2: Restlet Client Bespiel 
Für den Testeinsatz wird der interne Server von Restlet verwendet. Dieser sollte für den 
produktiven Einsatz gegen einen vollwertigeren Server ausgetauscht werden.
23
 
                                                 
23
 https://restlet.com/technical-resources/restlet-framework/guide/2.2/core/base/connectors 
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5.3. SIMON 
Die Implementation über SIMON ist in Verbindung mit OSGi momentan nicht möglich, 
da es dabei zu Fehlern beim Classloading kommt. Dies liegt in der Trennung der 
Classloader durch OSGi begründet, da SIMON versucht über den höchsten 
gemeinsamen Classloader die Schnittstellen der Klassen zu finden und dies durch die 
Trennung nicht möglich ist. (Da die jeweiligen Classloader der Module nicht mit dem 
Classloader des Gesamtsystems in Verbindung stehen.) Dieser Fehler ist dem 
Entwickler von SIMON gemeldet, allerdings nicht mehr rechtzeitig für eine Evaluation 
korrigiert worden. 
Eine Möglichkeit dem Auszuweichen wäre es komplett auf OSGi zu verzichten und die 
komplette Kommunikation zwischen den Modulen über SIMON aufzubauen (so dass 
immer noch eine ähnliche Trennung der Module und Plug-In-Fähigkeit erreicht wird 
wie es bei OSGi der Fall ist). Dabei ist von Vorteil dass SIMON über eine Discovery 
Funktion verfügt, welche alle Objekte, die in einer SIMON-Registry im LAN registriert 
sind (auch alle auf der gleichen Maschine), entdecken sollte. 
Dabei entsteht allerdings das Problem, dass alle Parameter von Methoden serialisierbar 
sein müssen, wodurch keinerlei Streams mehr in den Parametern verwendet werden 
können. Dies wäre lösbar durch die Umwandlung aller Streams vor der Übertragung in 
Byte-Arrays, was aber bei größeren Datenmengen zu Problemen führt, da diese dadurch 
komplett im Hauptspeicher der JVM landen. Außerdem entsteht durch diesen Aufbau 
höherer Overhead, da für jedes Modul eine eigene JVM läuft. 
Eine andere Möglichkeit ist es die Trennung in Module aufzuheben und nur die Module 
abzutrennen die wirklich austauschbar sein sollen. Für diese müsste dann die 
Datenübergabe entweder als Byte-Array oder als Datei erfolgen. 
5.4. SVN 
Für die Implementierung ist eine Bibliothek von SVN für Java nötig um die 
Repositorien und Working Copys aus dem Server heraus zu steuern. Dafür wurde 
SVNKit
24
 verwendet. 
Der Aufbau erfolgt wie in Abbildung 4.7 zu sehen ist. 
Dabei ist der Server in zwei Teile geteilt, welche jeweils für die Überwachung eines 
Repository zuständig sind. 
Der erste Teil übernimmt die Überwachung des internen Repository und kümmert sich 
darum das neue Dateien verarbeitet und im externen Repository abgelegt werden. Des 
Weiteren meldet er den betreffenden Servern dass neue Daten für sie zur Verfügung 
stehen. 
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 (TMate Software, 2012) 
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Der zweite Teil übernimmt die Überwachung des externen Repository und wird durch 
die Meldung von anderen Servern ausgelöst und holt sich dann die neuen Daten von 
diesen um sie zu verarbeiten und im internen Repository abzulegen. 
5.5. Entscheidung 
Nachdem durch die Implementation der Datenübertragung eine Wissensbasis in den 
verschiedenen Technologien aufgebaut wurde, werden jetzt anhand dieser diese 
Technologien verglichen und auf ihre Eignung gegenüber den gestellten Anforderungen 
geprüft. Dies erfolgt anhand einer Entscheidungsmatrix. 
 Apache Camel SVN RESTful SIMON 
Funktionale Anforderungen 52 28 37 32 
Qualitäts-anforderung 52 34 53 47 
Technisch/ 
Technologische Anforderungen 
30 25 30 30 
Rechtliche Anforderungen 6 4 6 4 
Summe 140 91 126 113 
Tabelle 5.1: kompakte Entscheidungsmatrix (vollständige Version siehe Anhang B) 
Die Punkteskala geht von 0-3, wobei die Abstufung wie folgt ist: 
 0 Punkte „nicht erfüllt“: Die Anforderung kann nicht oder nur durch zusätzliche 
Komponenten erfüllt werden. 
 1 Punkt „teilweise erfüllt“: Die Anforderung kann mit Aufwand mit den 
vorhandenen Komponenten implementiert werden. 
 2 Punkte „erfüllt“: Die Anforderung kann gut mit dieser Technologie realisiert 
werden. 
 3 Punkte „sehr gut erfüllt“: Durch diese Technologie lässt sich die Anforderung 
besonders einfach umsetzen. 
An dieser ist zuerkennen das Apache Camel die Anforderungen am besten erfüllt. 
Hier noch kurze Erklärungen zu einigen Punktevergaben: 
 Die Übertragung der Daten über SVN erfordert, wie in Abbildung 4.7 zu sehen 
war, einigen Aufwand und ist deswegen nur mit „teilweise erfüllt“ bewertet. 
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 Apache Camel hat bei der Verschlüsselung der Daten als einziges 3 Punkte 
bekommen, weil es schon eine interne Implementierung für diese Anforderung 
gibt. 
 Für die Aufzeichnung von Ereignissen und Fehlermeldungen hat SVN nur 1 
Punkt, weil der gesamte Vorgang innerhalb der Repositorien nicht durch die 
Anwendung aufgezeichnet werden kann. 
 Für die Nutzung von Java hat SVN nur 2 Punkte bekommen, da es für das 
benötigte Hook-Skript kein Java akzeptiert. 
 Die bessere Bewertung von SVN und Restlet bei der Unterstützung für eine 
manuelle Freigabe von Daten vor der Übertragung liegt in dem Commit-
Mechanismus von SVN und der direkten Integration einer Webseite in Restlet 
begründet. 
 Die Empfangsbestätigung ist mit SVN und Restlet nur eingeschränkt möglich da 
hierbei der HTTP-Timeout auf der Clientseite auslösen könnte. 
 Die gegensätzliche Bewertung von SVN und Restlet im Hinblick auf die 
Erweiterbarkeit kommt durch die hohe Komplexität der SVN Implementation 
und der einfachen Möglichkeit von Restlet, die Erweiterung mithilfe von 
Ressourcen zu realisieren, zustande. 
 Bei der Unterstützung von mehreren Clients hat SVN einen kleinen Abzug 
bekommen, da es durch Sperrung des Repositories zu 
Performanceeinschränkungen kommen könnte. 
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6. Implementation mit Apache Camel 
Dieses Kapitel ist in Verbindung mit den Anhängen G und H zu lesen. 
In Anhang G ist die Wechselwirkung der einzelnen Module untereinander dargestellt. 
Dabei sind die Verbindungen entweder Funktionsaufrufe auf dem aufgerufenen Modul 
(wenn auf Konfiguration oder einen Datentyp-Konverter aufgerufen wird) oder 
Routenverbindungen von Apache Camel über to(). 
In Anhang H sind alle Routen die in den Modulen existieren als Abläufe abgebildet. Die 
einzelnen Schritte der Routen sind abstrakt in den Diagrammen beschrieben und 
korrelieren mit einzelnen Anweisungen der Routen im Quelltext. Metaeinstellungen und 
Logging-Meldungen sind nicht im Ablauf abgebildet. 
6.1. iPOJO Abhängigkeitsmanagement 
Das Framework mit der Bezeichnung iPOJO dient als Basis des 
Abhängigkeitsmanagement, welches die Arbeit mit der Servicestruktur von OSGi 
vereinfacht, da sich dadurch nicht direkt um die Verwaltung der Abhängigkeiten 
gekümmert werden muss. Es baut auf der Nutzung von Annotationen und 
Bytecodemanipulation auf. Dabei muss für die Bytecodemanipulation ein Plug-In als 
extra Buildschritt eingebracht werden. Dafür ist in Maven einfach folgender XML-
Abschnitt in die pom.xml im <build>-Abschnitt einzufügen. 
<plugin> 
 <groupId>org.apache.felix</groupId> 
 <artifactId>maven-ipojo-plugin</artifactId> 
 <version>1.12.1</version> 
 <executions> 
  <execution> 
   <goals> 
    <goal>ipojo-bundle</goal> 
   </goals> 
  </execution> 
 </executions> 
</plugin> 
 
Abbildung 6.1: Abschnitt für das Maven iPOJO Plugin in der pom.xml 
Die Abhängigkeiten können entweder direkt im Quellcode mit Annotationen oder 
mithilfe einer XML-Datei eingerichtet werden. Die Fähigkeiten beider Varianten sind 
relativ ähnlich nur das Annotationen Refactoring-sicher
25
 sind, wodurch im Weiteren 
nur diese erklärt werden. Es macht keinen Unterschied ob Module mit Annotationen 
und Module mit XML-Datei gemischt werden. Es kann auch beides im selben Modul 
verwendet werden, wobei die Konfigurationen im XML die Annotationen 
überschreiben. 
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 Umbenennungen von Methoden, Feldern und Klassen werden automatisch übernommen. 
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Die gebräuchlichsten Annotationen sind: 
 @Component: Definiert das die annotierte Klasse eine iPOJO-Komponente ist. 
Dadurch wird diese Klasse von iPOJO manipuliert. Wird für alle weiteren 
Annotationen benötigt. 
 @Instantiate: Definiert, dass beim Start des Programms eine Instanz der 
annotierten Klasse erzeugt werden soll. 
 @Provides: Definierts dass die annotierte Klasse seine Schnittstellen als 
Services im OSGi registriert und diese somit mit @Requires abgefragt werden 
können. 
 @Requires: Definiert, dass das annotierte Feld oder der Konstruktor-Parameter 
einen OSGi Service referenziert der Injiziert werden soll. 
 @Validate: Definiert, dass die annotierte Methode aufgerufen wird, sobald alle 
benötigten Services (mit @Requires gekennzeichnete Felder) zur Verfügung 
stehen. 
 @Invalidate: Definiert, dass die annotierte Methode aufgerufen wird, sobald 
einer der benötigten Services nicht mehr zur Verfügung steht. 
 @Bind: Definiert, dass die annotierte Methode aufgerufen wird, sobald der vom 
Parameter definierte Service zur Verfügung steht. 
 @Unbind: Definiert, dass die annotierte Methode aufgerufen wird, sobald der 
vom Parameter definierte Service nicht länger zur Verfügung steht. 
Für weitere Angaben zu den Annotationen und deren Parametern siehe (cziegeler, 
iPOJO Annotations, 2015). 
Das Plug-In erweitert außerdem noch das MANIFEST.MF um einen Punkt „iPOJO-
Components“, in welchem die komplette Konfiguration für die mit @Component 
definierten Klassen gespeichert wird. Dies stellt eine Auflistung der Komponenten und 
deren Felder und Methoden dar. (siehe Abbildung 6.2 für einen Beispieleintrag) 
iPOJO-Components: instance { $component="com.xfab.drs.dds.data_cryptographic.Cryptor"  
}component { $name="com.xfab.drs.dds.data_cryptographic.Cryptor" 
classname="com.xfab.drs.dds.data_cryptographic.Cryptor" provides { }requires { 
$field="config" context { $index="0" $type="org.osgi.framework.BundleContext" 
$constructor-parameter="0" callback { $transition="validate" $method="valid" }callback { 
$transition="invalidate" method="invalid" }manipulation { 
$classname="com.xfab.drs.dds.data_cryptographic.Cryptor" interface { 
$name="com.xfab.drs.dds.interfaces.ICryptor" }field { $name="config" 
type="com.xfab.drs.dds.interfaces.IConfiguration" }field { $name="context" 
$type="org.apache.camel.CamelContext" }method { $name="$init" 
$arguments="{org.osgi.framework.BundleContext}" names="{bundleContext}" }method { 
$name="valid" }method { $name="invalid" }}} 
 
Abbildung 6.2: Beispiel des MANIFEST.MF iPOJO-Components Wert 
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6.2. Datenübertragung 
Die Datenübertragung erfolgt mittels TCP mit SSL. Dies wird mithilfe von Apache 
Mina realisiert. 
Dabei wird die komplette Nachricht mitsamt ihren Headern übertragen und ermöglicht 
somit eine kombinierte Übertragung von eigentlichen Daten und dazugehörigen 
Parametern. 
Zu dem in Kapitel 5.1 ermittelten Classloading-Problem, kam nach intensiverer Testung 
der Implementation noch ein Problem mit der maximalen Übertragungsgröße der Daten 
hinzu. 
Dies entsteht dadurch, dass die Standard-Implementation der Codecs 
(Übertragungsprotokolle) von Apache Mina nur eine maximale Übertragungsgröße von 
1 Megabyte zulässt. Um dies zu erhöhen muss der Standardcodec neu konfiguriert 
werden. Dies geschieht einfach über: 
ObjectSerializationCodecFactory oscf = new ObjectSerializationCodecFactory(); 
oscf.setDecoderMaxObjectSize(Integer.MAX_VALUE); 
minaConfiguration.setCodec(oscf); 
 
Die ObjectSerializationCodecFactory ist der Standardprotokollerzeuger und diese 
bekommt über setDecoderMaxObjectSize() eine maximale Größe der zu übertragenden 
Daten eingestellt. In diesem Fall die maximal mögliche Größe des Integer-Typs. Dies 
ist möglich, da der Grenzwert nur ein „Softlimit“ ist und keine weiteren Auswirkungen 
als die Größe zu begrenzen hat
26
. Somit können maximal 2 Gigabyte übertragen 
werden. 
Die Empfänger der Übertragung werden aus der Konfiguration ausgelesen und die 
Übertragung erfolgt dann parallel an alle Empfänger gleichzeitig und die Antworten 
aller werden auf Erfolgs- oder Fehlermeldungen hin untersucht. 
Über die Vermittlungsfunktion
27
 kann die Übertragung auch Indirekt über einen 
Zwischenserver erfolgen, wobei es die Möglichkeit gibt direkt festzulegen, an wen die 
Daten weitergesendet werden sollen oder es wird dem Zwischenserver überlassen, an 
wen er die Daten weitersendet. 
  
                                                 
26
 Mit dem Wert werden keine Puffer o.ä. erzeugt welche Ressourcen belegen. 
27
 Durch das Forwarding umgesetzt. 
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6.3. Ein- und Ausgabe 
6.3.1. Eingabe von Daten 
Die Eingabe von Daten in das System 
erfolgt über das Kopieren von Dateien 
in eine Ordnerstruktur. Diese Struktur 
besteht in der ersten Ebene aus den 
Projekten unter welchen sich dann die 
verschiedenen Datentypen der Projekte 
befinden. Darunter befinden sich dann 
die eigentlichen Dateien die versendet 
werden sollen (siehe Abbildung 6.3). 
Dabei können weitere Ordner als Strukturierung angelegt werden, welche dann auch so 
beim Empfänger angezeigt werden. 
Der Ursprungsordner für diese Struktur wird in der Konfiguration unter dem Wert 
„watchDir“ eingetragen. 
Alle erfolgreich versendeten Dateien werden in einen anderen Ordner verschoben, 
wobei dieselbe Ordnerstruktur genutzt wird. Dieser wird über den Konfigurationswert 
„archivePath“ festgelegt. 
6.3.2. Ausgabe von empfangenen Daten 
Die Ausgabe der empfangenen Daten 
kann in der Konfiguration durch zwei 
Möglichkeiten konfiguriert werden. 
Einmal im allgemeinen Bereich und zum 
zweiten Datentypspezifisch. In beiden 
Bereichen erfolgt dies über den Wert 
„destinationPath“. 
Die Definition im allgemeinen Bereich 
dient als Fall-back, wenn kein 
Datentypspezifischer Pfad definiert ist. 
Dabei führt dies zu einer Speicherung der 
Daten in einer Ordnerstruktur die der der 
Dateneingabe ähnelt nur das über den 
Projekten noch ein Ordner für die 
jeweiligen Sender existiert (siehe Abbildung 6.4). 
Bei der Datentypspezifische Definition werden die empfangenen Daten dieses Typs 
direkt unter dem angegeben Ordner gespeichert. 
Abbildung 6.3: Ordnerstruktur Dateneingabe 
Abbildung 6.4: Ordnerstruktur Datenausgabe 
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Wenn keiner dieser beiden Werte spezifiziert ist, erfolgt die Speicherung als wäre der 
allgemeine „destinationPath“ auf „Incoming“ gesetzt, wodurch die Speicherung im 
Startverzeichnis der Anwendung unter dem Ordner Incoming erfolgt. 
6.4. Ver-/Entschlüsselung 
Die Ver- und Entschlüsselung erfolgt mithilfe der Apache Camel Crypto Komponente. 
Diese stellt ein Datenformat bereit, welches Apache Camel in einer Route benutzen 
kann, um Daten zu verändern. In diesem Fall wird durch diesen Mechanismus der Inhalt 
der Nachricht (Payload) mit PGP verschlüsselt und signiert. Dies erfolgt über 
einstellbare Algorithmen, wobei dies auch eine Komprimierung beinhaltet. 
Zur Verschlüsselung der Daten wird CAST5 eingesetzt, welches als sicher gilt. Als 
Hash-Algorithmus für die Signatur wird standardmäßig SHA1 eingesetzt, welches 
allerdings als unsicher eingestuft wurde
28
. Deswegen wird dieser auf SHA-512 
geändert. Als Komprimierungsalgorithmus wird ZIP verwendet. 
Die Ver- bzw. Entschlüsselung der zu übertragenden Daten erfolgt über zwei getrennte 
Routen, welche jeweils für eine Richtung zuständig sind. 
Um für eine korrekte Konfiguration zu sorgen werden vor dem eigentlichen Ver-
/Entschlüsseln noch einige zusätzliche Parameter ermittelt und für die Nutzung durch 
die Crypto-Komponente in vorgegebenen Headern gespeichert. Diese Parameter sind: 
 die Schlüsseldateien  
 der dazugehörigen User IDs29 
Das Passwort für den privaten Schlüssel, welcher zur Signierung genutzt wird, wird 
nicht in einem Header gespeichert, sondern während der Verarbeitung mithilfe der 
UserId aus der Konfiguration ausgelesen. Dies erfolgt über die Implementation eines 
PassphraseAccessor, welcher dem Datenformat übergeben wird. 
Die für die Konfiguration nötigen Werte werden vom Konfigurationsmodul aus den 
Konfigurationsdateien gelesen. 
Nach dem Ver-/Entschlüsseln werden diese Header wieder entfernt, da sie sonst (als 
wichtigsten Punkt) alle Keys preisgeben. 
Durch die vorherige Konfiguration erfolgt die eigentliche Ver-/Entschlüsselung über 
jeweils eine Zeile: 
from(ICryptor.ENCRYPTORENDPOINT).routeId(encryptRouteId) 
 .process(procSetHeaders) 
 .marshal(pgp) 
 .removeHeaders("CamelPGPDataFormat*"); 
 
                                                 
28
 Sie wurde theoretisch schon gebrochen, aber es ist noch kein praktisches Beispiel erfolgt. (siehe 
https://www.schneier.com/blog/archives/2012/10/when_will_we_se.html) 
29
 UserId bezeichnet in diesem Fall die eindeutige Kennzeichnung des Besitzers des Schlüssels. 
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from(ICryptor.DECRYPTORENDPOINT).routeId(decryptRouteId) 
 .process(procSetHeaders) 
 .unmarshal(pgp) 
 .removeHeaders("CamelPGPDataFormat*"); 
Im einzeln erklärt bedeuten die Elemente: 
 from(): Nachrichten die an diesen Endpunkt geschickt werden durchlaufen die 
angegebene Prozesskette 
 routeId(): eindeutige Id der Prozesskette um sie identifizieren zu können 
 process(procSetHeaders): für das oben erwähnte setzen von zusätzlichen 
Konfigurationsparametern 
 marshal/unmarshal: führt die eigentliche Ver-/Entschlüsselung mithilfe des 
Datenformats durch 
 removeHeaders(): entfernen der Konfiguration aus der Nachricht, damit keine 
sensiblen Daten weitergesendet werden. 
6.5. Authentifikation 
Bei der Kommunikation zwischen den Servern und zu den Clients, erfolgt eine 
Authentifikation dieser untereinander. Dabei macht es Apache Camel einfach indem es 
eine komplette prozessschrittspezifische Authentifikation und Autorisierung ermöglicht. 
Die Absicherung einer Route erfolgt durch das Hinzufügen einer Security Policy in die 
Route durch einen einzigen Aufruf von policy(SecurityPolicy) an der Stelle, ab welcher 
die Route nur noch für Authentifizierte und Autorisierte zugänglich sein soll. 
Die Security Policy ist eine Zuordnung von Benutzername und Passwort, welche in 
diesem System als Datei realisiert ist. Abbildung 6.5 ist eine einfache Beispiel-Policy, 
welche außerdem noch festlegt, dass die Passwörter in der Datei mit SHA-256 gehasht 
sind. 
[main] 
sha256Matcher = org.apache.shiro.authc.credential.Sha256CredentialsMatcher 
iniRealm.credentialsMatcher = $sha256Matcher 
 
[users] 
ringo = 557e4489db5fb3fbe2ad822a6799f9cb688cdf730f1123ed77d3cb1be264bfa9 
 
Abbildung 6.5: Beispiel Policy 
Die Authentifizierung benötigt neben der Security Policy ebenfalls noch einen 
Schlüssel, mit dem die auf der Route liegenden Authentifizierungsdaten ver- und 
entschlüsselt werden. Dies ist nötig da sonst die Authentifizierungsinformationen im 
Klartext übertragen werden würden. Dies würde auch das Benutzerpasswort betreffen, 
da dieses erst auf Empfängerseite gehasht wird. 
Die Clients (andere Server oder echte Clients) die diese Route benutzen wollen, müssen 
einen Header mit ihren (mit dem oben erwähnten Schlüssel verschlüsselten) 
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Benutzerdaten bereitstellen. Dies kann einfach über den zur Verfügung gestellten 
SecurityTokenInjector erfolgen, welcher die Benutzerdaten und den Schlüssel 
zugewiesen bekommt. Der Aufruf erfolgt über ein process(SecurityTokenInjector) an 
der Route bevor die Policy abgefragt wird. 
Der Schlüssel ist ein 16 Byte langes Array. Um ihn handlicher zu gestalten, so dass 
dieser als String angegeben werden kann, wird der konfigurierte Schlüssel mithilfe einer 
Hashfunktion auf genau 16 Byte Länge gebracht. Die genutzte Hashfunktion ist MD5, 
da diese zwar als kryptografisch unsicher gilt, dies aber in diesem Anwendungsfall 
keine Rolle spielt und genau die benötigte Länge von 16 Byte ausgibt. 
Dies geschieht über einen einfachen Aufruf der JCE: 
MessageDigest.getInstance("MD5").digest(tokenPassword.getBytes("UTF8")) 
Der konfigurierte Schlüssel ist in der Variable „tokenPassword“ abgelegt. Dieser Aufruf 
benötigt keine externe Bibliothek, da der MD5 Algorithmus direkt im JRE als 
Implementation vorhanden ist
30
. 
6.6. Bestätigung durch einen Nutzer 
Die Bestätigung wird für alle Daten angefordert, welche für ihren Datentyp eine 
Bestätigungsanforderung konfiguriert bekommen haben. 
Wenn Daten eine Bestätigung benötigen, werden diese vom System in einen Ordner des 
Dateisystems als Datei abgelegt. Außerdem wird eine zusätzliche leere Datei mit 
demselben Namen + „.approval“ angelegt, welche anzeigt, dass die originalen Daten 
eine Bestätigung benötigen. Ebenfalls wird eine versteckte Datei mit demselben Namen 
+ „.header“ angelegt, welche die Header der originalen Nachricht bis zur erfolgreichen 
Bestätigung persistiert. Damit gibt es für jede Datei die Bestätigt werden muss 3 
Dateien im Ordner für Bestätigungen: 
 <Originaldatei>: zu bestätigende Daten, löschen dieser Datei führt zu einer 
Ablehnung 
 .<Originaldatei>.header: persistiert die Header der Nachricht bis die Bestätigung 
erfolgt 
 <Originaldatei>.approval: zeigt an das die Originaldatei eine Bestätigung 
benötigt, löschen dieser Datei führt zu einer Bestätigung und Weiterverarbeitung 
Durch das Löschen der „.approval“ Datei wird dem Server eine Bestätigung der Datei 
angezeigt und er beginnt diese wieder im Ablauf weiterzuführen. Nach erfolgreicher 
Beendigung der Verarbeitung löscht das System selbstständig die Originaldatei und die 
Header-Datei, so dass keine Speicherlecks entstehen. 
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 Siehe http://docs.oracle.com/javase/7/docs/technotes/guides/security/SunProviders.html für weitere 
vorhandene Algorithmen 
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Um eine Bestätigung von Daten abzulehnen, wird die zu bestätigende Datei gelöscht 
(oder verschoben) und das System kümmert sich darum, auch die zugehörigen Dateien 
(Header- und Approval-Datei) zu entfernen. 
Um die Bestätigung zu erkennen, wird ein Filter eingesetzt, welcher nur Dateien 
weiterverarbeitet die: 
 keine Headerdateien sind 
 Approval-Dateien ohne eine Originaldatei sind 
 Originaldateien ohne eine Approval-Datei sind. 
Um eine gewisse Sicherheit in das Vorhandensein einer Header-Datei zu haben, wird 
diese vor dem normalen Nutzer versteckt, so dass es erschwert wird diese direkt zu 
löschen. Dafür sind zwei Schritte nötig: Einmal muss der Name der Headerdatei mit 
einem Punkt beginnen um sie unter Linux zu verstecken und zum Zweiten muss das 
Dateiattribut „dos:hidden“ gesetzt werden, um sie unter Windows zu verstecken. 
6.7. Konverter 
Der Konverter ist in mehrere Teile aufgeteilt: In ein Hauptmodul, welches für eine 
Konvertierung immer verfügbar sein muss und komplett implementiert bereitgestellt 
wird und in mehrere, durch die Partner definierte, Module, welche von diesen für die 
Datenformate, die eine Umwandlung ihrerseits benötigen, implementiert werden 
müssen. 
Dabei müssen diese benutzerdefinierten Module 2 Bedingungen erfüllen: 
1. Implementierung des Interfaces IDataTypeConverter 
2. Registrierung der Implementation in der OSGi Registry (entweder mithilfe von 
iPOJO oder manuell) 
Das Interface stellt mehrere Methoden, von denen 3 auf jeden Fall zu implementieren 
sind und von den anderen nur eine zu implementieren ist (die anderen können als leere 
Implementationen erfolgen). 
public interface IDataTypeConverter { 
 void convert(InputStream in, OutputStream out); 
 void convert(File in, File out); 
 List<String> getDataTypes(); 
 ParameterType getParameterType(); 
 short getDirFlags(); 
} 
 
Die 3 zu implementierenden Methoden dienen der Erkennung für welche Datentypen 
und welche Konvertierungsrichtung (in lokales Format (TOLOCAL) oder/und in 
globales Format (TOGLOBAL)) dieser Konverter implementiert ist, sowie welche Art 
von Parameter dieser benötigt. Dadurch wird ausgewählt, welche überladene Methode 
von den Optionalen aufgerufen wird. Dabei ist in der momentanen Implementation nur 
die Auswahl zwischen dateibasierter und streambasierter Ein- und Ausgabe möglich. Es 
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kann außerdem definiert werden, dass der Konverter für beide Richtungen gilt, in dem 
die beiden Variablen TOLOCAL und TOGLOBAL addiert werden. 
@Component 
@Provides 
@Instantiate 
public class DatatypeConverterExample implements IDataTypeConverter { 
@Override 
public List<String> getDataTypes() { 
  return Collections.unmodifiableList(Arrays.asList(DATATYPE)); 
} 
 
@Override 
public ParameterType getParameterType() { 
  return ParameterType.STREAM; 
} 
 
@Override 
public short getDirFlags() { 
  return TOGENERAL; 
} 
 
@Override 
public void convert(InputStream in, OutputStream out) { 
// Konvertieren des Inputstreams 
} 
 
@Override 
public void convert(File in, File out) {} 
} 
 
Abbildung 6.6: Beispiel-Implementation eines Datentyp-Konverters 
Eine Anleitung zur Implementation eines Datentyp-Konverters ist in Anhang F zu 
finden. Außerdem existiert eine Beispiel-Implementation eines Konverters im Quelltext 
des Programms. Diese kann auch gleichzeitig als Grundgerüst für weitere 
Implementationen dienen. 
6.8. Abfragemechanismus 
Der Abfragemechanismus dient vorrangig der Erfüllung der höchsten Sicherheitsstufe C 
für die Verschlüsselung der übertragenen Daten. 
Da in dieser Stufe direkt Personen angesprochen werden, kann nicht davon ausgegangen 
werden, dass deren Server immer erreichbar sind. Dafür gibt es diesen 
Abfragemechanismus, welcher über drei Teile realisiert ist. 
Dabei entspricht der Ablauf für den Abfragemechanismus der in Abbildung 6.7 
dargestellten Sequenz, wobei nur Server2 und der Client direktes Wissen besitzen, dass 
die Daten zu einer Anfrage gehören. Damit weis der Sender der Daten nicht, dass seine 
gesendeten Daten vom Empfänger für jemand anderen Zwischengespeichert werden. 
Allerdings könnten sie dies in Erfahrung bringen, wenn als Sicherheitsstufe PERSON 
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eingestellt ist oder wenn die Adresse, an die gesendet wird, doppelt in den Einstellungen 
unter verschieden Alias vorhanden ist. 
 
Abbildung 6.7: Sequenzdiagramm Anfrage 
6.8.1. Speichern von Nachrichten 
Jeder Server kann über die Angabe eines „inqueryCache“ Wertes in der Konfiguration 
das Speichern von ankommenden Anfragen für andere Server (auch Personen) 
aktivieren. Dabei wird jede empfangene Nachricht, welche nicht für den empfangenden 
Server bestimmt ist (der Header „to“ der Nachricht enthält nicht das definierte „self“-
Alias), in dem als Wert von „inqueryCache“ angegebenen Ordner gespeichert. Die 
Struktur in diesem Ordner entspricht der Struktur in Abbildung 6.4. Außerdem führt der 
Server intern eine Map mit einer Zuordnung der eigentlichen Empfänger zu den 
gespeicherten Daten. 
Diese Zuordnung wird dabei nicht persistent gespeichert, sodass bei jedem Start des 
Servers ein Scan des Speicherortes erfolgt, um zu registrieren für wen noch Daten 
vorhanden sind. 
6.8.2. Anfrage stellen 
Eine Anfrage wird von einem Server aus an alle definierten Server gesendet. Diese 
beinhaltet nur die Kennzeichnung dass es eine Anfrage ist, den Alias des Senders und 
evtl. Authentifizierungsinformationen falls diese vorhanden sind. Die Definition der 
anzufragenden Server erfolgt über eine einfache Angabe eines „inquiry“ Wertes mit true 
in der Konfiguration der Partner. 
[<Serveralias des anderen Servers>] 
#normale Serverkonfiguration 
inquiry=true 
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Die Anfragen erfolgen nur einmal beim Start des Servers, da diese Funktion nur für 
Einzelpersonen gedacht ist, die den Server starten, wenn Sie neue Daten abfragen 
wollen und wenn dies fertiggestellt ist, diesen wieder beenden. 
6.8.3. Antworten auf Anfragen 
Die Antwort auf eine Anfrage wird über folgende Schritte zusammengestellt: 
1. Ermitteln der Daten die für den Sender der Anfrage zur Verfügung stehen. 
2. Für alle diese Daten die ursprüngliche Nachricht wiederherstellen. 
3. Und diese alle in einer Liste sammeln. 
4. Diese Liste dann an den Anfrager senden. 
Der Anfrager teilt diese Liste dann wieder auf und übergibt die enthaltenen Nachrichten 
an den normalen Prozessfluss (siehe Abbildung 4.2 ab Entschlüsselung). 
6.9. Konfiguration 
6.9.1. Auslesen der Konfiguration 
Die Konfiguration aller Komponenten erfolgt in denselben Konfigurationsdateien. 
Dabei sind diese in 2 verschiedene Typen getrennt (siehe Kapitel 4.7  Konfigurationen). 
Für die Serverspezifische Konfigurationsdatei erfolgt dabei ein „eager-loading“ bei 
Programmstart vom Konfigurationsmodul und danach eine fortlaufende Überwachung 
auf Änderungen mithilfe des FileAlterationMonitor aus der Commons-IO Bibliothek. 
Dieser ist wesentlich komfortabler zu benutzen als die integrierte Version des JRE, da 
diese nicht auf Listenern aufbaut, sondern der Nutzer sich selbst um vieles kümmeren 
muss, z.B. um die Iteration durch die Ereignisse (Änderungen) und die Erkennung 
welche Änderung denn stattgefunden hat (Erstellung, Veränderung, Löschung). 
Dies wird in der Bibliothek mithilfe eines Listeners realisiert, welcher für jedes Ereignis 
einer Datei/eines Ordners eine eigene Funktion besitzt, welche zu implementieren ist. 
Dieser wird dann an einem Observer registriert, welcher einen definierten Ordner 
überwacht. Der Observer wiederum wird einem Monitor übergeben, welcher in einem 
Thread die registrierten Observer in einem gewissen Zeitintervall aufruft, damit diese 
ihr zu überwachendes Verzeichnis auf Änderungen prüfen. Dabei wird beim Start des 
Monitors durch jeden Observer eine interne Repräsentation des Dateibaums unterhalb 
ihres überwachten Ordners erzeugt und während eines Aufrufs dieser Aufbau mit dem 
aktuellen Aufbau verglichen und bei Unterschieden die jeweiligen Funktionen auf dem 
Listenern aufgerufen. 
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FileAlterationObserver observer = new FileAlterationObserver(WORKDIR, 
FileFilterUtils.nameFileFilter(LOCALCONFNAME)); 
observer.addListener(new FileAlterationListenerAdaptor() { 
 @Override 
 public void onFileChange(File file) { 
  renewLocalConf(); 
 }); 
monitor = new FileAlterationMonitor(); 
monitor.addObserver(observer); 
 
Abbildung 6.8: Beispiel für die Nutzung der Commons IO für Dateiüberwachung 
Für die Projektspezifischen Konfigurationsdateien wird die gegenteilige Strategie 
(„lazy-loading“ – laden der Konfiguration erst wenn diese benötigt wird) benutzt. 
Allerdings erfolgt nachdem sie einmal geladen sind, ein Caching dieser. Da sich die 
Projektkonfigurationen nicht verändern, ist eine Überwachung dieser auf Änderungen 
unnötig. 
Das Konfigurationsmodul stellt neben einer 1 zu 1 Übersetzung einiger 
Konfigurationswerte in Abfragefunktionen, auch einige Aggregationsfunktionen, sowie 
Funktionen, die direkten Zugriff auf die Werte in den Konfigurationsdateien 
ermöglichen, zur Verfügung. Diese ermöglichen das Hinzufügen eines Wertes in die 
Konfiguration, ohne dass eine Änderung am Konfigurationsmodul durchgeführt werden 
muss. Somit können neue oder ausgetauschte Komponenten für ihre Konfiguration 
ebenfalls die vorhandenen Dateien nutzen. 
Die genaue Auflistung aller Einstellungsmöglichkeiten der Konfigurationsdateien des 
Prototyps, sowie Erklärungen, was diese bewirken, erfolgt in Anhang E. 
6.9.2. Validierung der Konfiguration 
Die Konfiguration wird bei jedem Einlesen der Dateien einer Validierung unterzogen. 
Diese Validierung prüft das vollständige Vorhandensein der nicht optionalen Einträge 
und führt ebenfalls eine Überprüfung der Werte dieser und einiger optionaler Einträge 
durch. Dabei wird vorrangig geprüft ob die angegebenen Dateien und Ordner alle 
vorhanden sind und ob eingetragene Adressen korrekt sind. 
6.9.3. Verschlüsselung von sensiblen Informationen 
Innerhalb der Konfiguration sind auch sensible Informationen wie Passwörter im 
Klartext gespeichert. Da dies allerdings einen Sicherheitsmangel darstellt müssen diese 
verschlüsselt werden. 
Eine Verschlüsselung der gesamten Konfigurationsdateien kommt dabei nicht in Frage, 
da dann eine nachträgliche Umkonfigurierung des Servers unnötig erschwert wird. 
Deshalb erfolgt nur eine selektive Verschlüsselung aller Passwörter 
(Konfigurationseinträge die mit „Password“ enden) in den Konfigurationsdateien. 
Dies erfolgt mithilfe der Jasypt-Bibliothek, welche einige einfache Möglichkeiten der 
symmetrischen Verschlüsselung von Texten und Daten zur Verfügung stellt. Für die 
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Verschlüsselung der Konfigurationswerte wird der StrongTextEncryptor von Jasypt 
verwendet, welcher mit TripleDES verschlüsselt. 
Das Passwort für diese Verschlüsselung wird beim Start des Servers entweder über eine 
SystemProperty mit 
java -DconfigPassword="<configurationPassword>" … 
oder über eine Umgebungsvariable durch 
Windows: set ddsConfigPassword=<configurationPassword> 
Linux: export ddsConfigPassword=<configurationPassword> 
übergeben. Dabei ist die Variante über die Umgebungsvariable vorzuziehen, da über die 
System Property das Passwort im Prozessmanager ausgelesen werden kann. 
Die Verschlüsselung der Werte erfolgt dabei bei jedem Einlesen der 
Konfigurationsdateien und die verschlüsselten Werte werden dann wieder in die Dateien 
zurückgeschrieben. Damit eine Erkennung von bereits verschlüsselten Werten 
ermöglicht wird, werden diese in „ENC(<verschlüsseltes Passwort>)“ eingeschlossen. 
Die Entschlüsselung erfolgt beim Abrufen der Werte. 
6.10. Fehlerbehandlung 
Standardmäßig erfolgen bei allen Fehlern ein Abbruch der Verarbeitung der aktuellen 
Nachricht und die Ausgabe einer Fehlermeldung im Log und dem Verschieben der 
fehlerhaften Datei in den Ordner, welcher unter „errorPath“ definiert ist. Der Abbruch 
der Verarbeitung einer Nachricht beeinflusst nicht die Verarbeitung anderer 
Nachrichten im Server. 
6.10.1. Datenübertragung 
Wenn die Übertragung der Daten an einen Empfänger fehlschlägt (z.B.: wegen nicht 
erreichbarem Zielserver) wird die Übertragung bis zu 5-mal in größer werdenden 
Abständen wiederholt und erst dann eine Fehlermeldung ausgegeben. Dies verhindert 
Falschmeldungen, falls ein Server nur kurzeitig, z.B. wegen eines Neustart, nicht 
erreichbar ist. Dabei wird auch verhindert, dass die Nachricht, wenn sie mehrere 
Empfänger hat, mehrfach an den gleichen Server gesendet wird. Die Abstände zwischen 
den Versuchen werden mit jedem Versuch größer, so dass insgesamt zwischen dem 
ersten und dem letzten Versuch ca. 5 Minuten liegen. 
6.10.2. Authentifikation 
Bei einem Fehler während der Verifikation der Authentifikationsinformationen werden 
in der Fehlermeldung, welche der Nachricht angehangen wird, alle identifizierenden 
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Informationen entfernt und durch eine generische Meldung
31
 ersetzt um dem 
potentiellen Angreifer keine weiteren Informationen zukommen zu lassen. Die 
Fehlermeldung, welche auf Authentifizierender Seite (Empfänger) ins Log geschrieben 
wird, enthält den genauen Grund der abgewiesenen Authentifikation, während die 
Authentifizierende Seite (Sender) nur die generische Meldung erfährt. 
6.10.3. Konfiguration 
Für alle nichtdefinierten Werte in der Konfiguration wird ein natürlicher Standardwert 
angenommen. Die primitiven Typen haben den Java spezifischen Standardwert, 
Collections (Listen, Sets und Maps) werden leer initialisiert und alle anderen Typen 
werden als null angenommen. 
Ein Fehler während des Ladens oder der anschließenden Verifikation einer neuen 
Konfiguration führt zu einer Fehlerausgabe im Log und zur Weiterverwendung der alten 
Konfiguration. Diese Fehlerausgabe beinhaltet, auf mehreren Zeilen, die genauen Werte 
und was an diesen Werten die Verifikation verhindert. 
6.11. Lizenzen 
6.11.1. Lizenzübersicht der eingesetzten Technologien 
Die folgende Tabelle 6.1 stellt eine Zuordnung der verwendeten Technologien und 
deren Lizenzen dar. 
Apache Camel Apache 2.0 licence 
Apache Shiro Apache 2.0 licence 
Apache Mina Apache 2.0 licence 
Apache Felix Apache 2.0 licence 
Apache Felix iPOJO Apache 2.0 licence 
Bouncy Castle MIT license 
Commons Bibliotheken Apache 2.0 licence 
JavaMail API CDDL Version 1.0 + GPL Version 2.0 
SLF4J MIT license 
Tabelle 6.1: Lizenzen der Abhängigkeiten 
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 Gibt nur an das die Authentifizierung fehlgeschlagen ist. 
 Seite 44 
6.11.2. Lizenzerklärungen 
Eine ausführlichere Erklärung der Lizenzen ist unter (GitHub, Inc) zu finden. 
Apache 2.0 Lizenz 
Eine freigiebige Lizenz welche hauptsächlich darauf besteht das die Lizenz im Code 
enthalten ist. Sie enthält außerdem eine explizite Genehmigung von Patenten welche 
sich auf diese Software beziehen. Ansonsten kann eine Software die eine Bibliothek mit 
dieser Lizenz nutzt unter komplett anderer Lizenz weiterverteilt werden. 
MIT Lizenz 
Eine Lizenz die sehr ähnlich zur Apache 2.0 Lizenz ist, aber  keine expliziten 
Patentrechte einräumt. 
CDDL 
Common Development and Distribution License 
Abgeleitet von der Mozilla Public License welche eine hohe Ähnlichkeit zur GPL 
aufweist. Der größte Unterschied ist die Entfernung des Zwangs der „Weitervererbung“ 
der Lizenz.  
GPL 
GNU Public License 
Eine restriktive Lizenz in dem Sinne dass sie eine Veröffentlichung des Quellcodes 
fordert und eine „Weitervererbung“ dieser Lizenz an alle Software die die Bibliothek 
unter dieser Lizenz nutzt erzwingt. 
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7. Inbetriebnahme und Verwaltung 
7.1. Inbetriebnahme des Servers 
Die Inbetriebnahme eines Servers erfolgt über die in Anhang C definierte Anleitung. 
7.2. Verwaltung der OSGi Umgebung 
Die Verwaltung der OSGi Umgebung erfolgt über eine Weboberfläche. Diese ist unter 
<serveradresse>:8081/system/console (oder einem anderen in config.properties 
eingestellten Port) erreichbar. Die Anmeldung funktioniert standardmäßig mit 
admin/admin. Dies kann, wie in der Anleitung in Anhang C unter „Zusätzliche Schritte“ 
und „Ändern der Logindaten für die Weboberfläche“ beschrieben ist, geändert werden.  
In der Weboberfläche kann über die verschiedenen Reiter unterschiedlichste 
Informationen über die OSGi Umgebung abgefragt werden. Die wichtigsten Reiter im 
Zusammenhang mit dieser Arbeit, sind die Bundle-Übersicht und die iPOJO 
Komponenten-Übersicht, sowie der System-Informationsreiter. Diese Oberflächen sind 
in Anhang I als Screenshots abgebildet. 
7.2.1. System-Information 
Der System-Informationsreiter ist unter Web Console -> System Information zu finden 
und beinhaltet JVM Spezifische Informationen (z.B. Speichernutzung, JVM-Version) 
und die OSGI Laufzeitsteuerung mit der Betriebszeit der Umgebung und der 
Möglichkeit diese zu Stoppen oder neu zu starten. 
7.2.2. Bundle-Übersicht 
Die Bundle-Übersicht ist unter OSGi -> Bundles zu erreichen und gibt Informationen 
über alle in dieser Umgebung installierten Bundles. Außerdem können in dieser 
Übersicht die einzelnen Bundle gesteuert werden (starten/stoppen/ 
aktualisieren/entfernen). Ebenfalls können hier neue Bundles installiert werden und es 
ist für jedes Bundle zu sehen, welche Packages dieses benötigt und welche vorhanden 
sind. 
7.2.3. iPOJO Komponenten-Übersicht 
Die iPOJO Komponenten-Übersicht ist erreichbar unter Main -> iPOJO und zeigt alle 
von iPOJO erzeugten Instanzen und deren Status an. 
Dabei ist diese Übersicht besonders wichtig, da sie anzeigt, welche Module korrekt 
gestartet wurden und bei welchen es Probleme mit der Initialisierung gab. 
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7.2.4. iPOJO Instanz-Ansicht 
Wenn in der iPOJO-Komponentenübersicht eine Zeile ausgewählt wird, gelangt man 
zur iPOJO-Instanzansicht, welche detaillierte Informationen über eine erzeugte Instanz 
gibt. 
Es zeigt die zur Verfügung gestellten und benötigten Services der Instanz an, sowie die 
Instanzen, die die benötigten Services bereitstellen. 
7.3. Aktualisierung einzelner Komponenten 
Die Aktualisierung einzelner Komponenten wird durch die Nutzung von OSGi soweit 
vereinfacht, dass nur die Datei der alten Version aus dem Verzeichnis HotDeploy 
entfernt werden muss und danach die neue Version wieder in diesen Ordner kopiert 
werden muss. Die OSGi Umgebung übernimmt dann die Entfernung der alten Version 
aus den Abhängigkeiten und das Installieren der neuen Version. Es kann nötig sein die 
Schritte zur Behebung des Fehlers in 7.4.2 auch bei einer Aktualisierung einer anderen 
Komponente durchzuführen. 
7.4. Bekannte Fehler 
7.4.1. Endlosschleife nach Verbindungsverlust zum E-Mail-Server 
Bekannte Fehlerpunkte 
 Zu übertragenden Datei benötigt ein Approval 
 Empfangene Datei ist für eine Anfrage bereitzuhalten 
Erklärung 
Wenn der E-Mail-Server nicht erreichbar, aber ein E-Mail Versand konfiguriert ist, 
hängt die Nachricht in einer Endlosschleife fest. Dies tritt dadurch auf, dass dem Server 
bei einer Wiederholung der Abarbeitung der betreffenden Datei der Zugriff auf die 
Header-Datei verweigert wird und er diese deshalb nicht überschreiben kann. 
Beeinträchtigung 
Es entsteht keine direkte Beeinträchtigung des Serverbetriebs, allerdings werden sehr 
viele Fehlermeldungen in das Log geschrieben. Die betroffene Nachricht wird dabei 
nicht weiterverarbeitet (da sie in der Endlosschleife festhängt). 
Behebung 
Zur Behebung der Endlosschleife sollte, nach dem der E-Mail-Server wieder erreichbar 
ist, die Header-Datei der betreffenden Datei im Approval/InquiryCache-Ordner gelöscht 
werden. Dadurch wird diese wieder erstellt und noch einmal versucht die 
Benachrichtigung zu senden. 
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7.4.2. Update der Module Commons und Interfaces zeigt keine Wirkung 
Erklärung 
Da Klassen aus diesen Modulen direkt in anderen Modulen verwendet werden, sind 
diese in den anderen Modulen zwischengespeichert und werden durch das Update der 
Module nicht invalidiert. 
Beeinträchtigung 
Es kann zu NoClassDefFoundError oder AbstractMethodError in den anderen Modulen 
kommen, wenn diese neue Funktionen oder Klassen aus Commons oder Interfaces 
nutzen. 
Behebung 
Zur Behebung gibt es 2 Möglichkeiten: 
1. Ausführen eines „Refresh Package Imports“ in der Bundle-Übersicht auf dem 
betreffenden Bundle (2. der 4 Symbole in der Steuerungsleiste).  
2. Manueller Neustart des Servers (siehe Anhang C) 
7.4.3. bcprov is no longer valid. 
Erklärung 
Vereinzelt tritt nach dem Neustart eines Bundles eine ClassNotFoundException mit der 
Meldung auf das das Bundle Wiring für bcprov nicht mehr valide ist. 
the bundle wiring for bcprov is no longer valid 
 
Beeinträchtigung 
Der Server kann keine Nachrichten mehr ver- bzw. entschlüsseln. 
Behebung 
Kompletter Neustart des Servers, also erst den Server über die Weboberfläche stoppen 
(siehe Anleitung im Anhang C) und dann über die Konsole der Maschine wieder 
starten. 
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8. Test 
8.1. Unit-Tests 
Für die Unit-Tests wird JUnit in Verbindung mit Mockito und dem Testkit von Apache 
Camel genutzt. In diesen Tests werden die einzelnen Routen auf ihre fortlaufende 
Funktionsfähigkeit getestet. Dies bedeutet dass die Route auch nach einer Änderung 
(die nicht die Funktion ändern) ihre Funktion wie vor der Änderung erfüllt. 
Mockito ist eine Bibliothek die Funktionen bereitstellt, um Klassen oder Schnittstellen 
zu imitieren. Das bedeutet, dass die Funktionen dieser Imitation nicht dieselbe Funktion 
erfüllen wie die des Originals, sondern sie für den Aufrufenden nur den Anschein 
erwecken ihre Funktion erfüllt zu haben. Dies betrifft insbesondere Rückgabewerte die 
frei bestimmt werden können. Diese Imitationen werden Stubs und Mocks genannt, 
wobei als Mock die Verifizierung von Aufrufverhalten und Aufrufparametern und ein 
Stub als Imitation von Ausgabeverhalten definiert ist. In Mockito werden diese beiden 
Verhaltensarten in den Imitationen (Mocks) kombiniert. 
In Abbildung 8.1 sieht man wie mit Mockito eine Imitation erstellt und dessen 
Verhalten definiert und verifiziert wird. Der mock-Aufruf erzeugt dabei eine Imitation 
der ihm übergebenen Klasse/Schnittstelle, welche danach wie eine Instanz dieser 
Klasse/Schnittstelle wirkt.  
Auf dieser Imitation wird mithilfe der when-Methode das Verhalten definiert. Dabei 
wird mit den then*-Methoden definiert was passieren soll, wenn die innerhalb von 
when() aufgerufene Methode aufgerufen wird. Eine nicht dargestellte Ausnahme bilden 
dabei Methoden die void als Rückgabetyp definieren. Diese müssen mithilfe der do*-
Methoden definiert werden. 
Als letztes wird mithilfe von verify eine Überprüfung des Aufrufverhaltens 
durchgeführt. Dabei kann definiert werden, wie oft eine Funktion aufgerufen werden 
sollte. 
import static org.mockito.Mockito.*; 
 
IConfiguration config = mock(IConfiguration.class); 
// Festlegen der Rückgabewerte einiger Funktionen auf dem Mock-Objekt 
when(config.getApprovalDir()) 
.thenReturn(approvalDir.getRoot().toURI()); 
when(config.getApproval(eq("testWithApprovel"), anyString())) 
.thenReturn(true); 
when(config.getApproval(eq("testWithoutApprovel"), anyString())) 
.thenReturn(false); 
when(config.getGlobalConfigValue(anyString(),anyString(),eq("approvalMail"))) 
.thenReturn(""); 
// Überprüfen des Aufrufverhaltens auf dem Mock-Objekt 
verify(config).getApprovalDir(); 
verify(config).getApproval(eq("testWithApproval"), anyString()); 
verify(config).getApproval(eq("testWithoutApproval"), anyString()); 
 
Abbildung 8.1: Mockito Beispiel 
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Als zweites Hilfsmittel für die Tests bietet das Testkit von Apache Camel Unterstützung 
in Form einer Elternklasse CamelTestSupport, von welcher Tests erben können, um das 
Testen von Routen zu vereinfachen. Dafür bietet diese eine automatische Konstruktion 
des Camel Kontextes und über überschreibbare Methoden die Erstellung der zu 
testenden Routen und der Anpassung dieser an die Testumgebung. Außerdem bietet es 
ein Mocking von Endpunkten innerhalb von Routen, um gezielt einzelne Routen testen 
zu können, ohne die echten Komponenten innerhalb dieser benutzen zu müssen. Zum 
Beispiel ist es dadurch möglich einen TCP Endpunkt zu imitieren und damit die an 
diesem Punkt ankommenden Nachrichten zu überprüfen und zu verändern. 
public class ApproveRouteTest extends CamelTestSupport { 
 @Rule 
 public TemporaryFolder approvalDir = new TemporaryFolder(); 
 private IConfiguration config; 
 @Before 
 public void setUp() throws Exception { 
  config = mock(IConfiguration.class); 
when(config.getApprovalDir()).thenReturn( 
approvalDir.getRoot().toURI()); 
when(config.getApproval(eq("testWithApprovel"), 
anyString())).thenReturn(true); 
when(config.getApproval(eq("testWithoutApprovel"), 
anyString())).thenReturn(false); 
when(config.getGlobalConfigValue(anyString(), anyString(), 
eq("approvalMail"))).thenReturn(""); 
  super.setUp(); 
 } 
 @Override 
 protected RouteBuilder createRouteBuilder() throws Exception { 
  return new ApproveRoute(config); 
 } 
 @Override 
 public String isMockEndpointsAndSkip() { 
  return IDataTransmitter.APPROVEDENDPOINT 
 + "|" + IMailer.MAILENDPOINT; 
 } 
 @Test 
 public void testWithoutApprovelNeeded() throws Exception { 
MockEndpoint mockApproved = getMockEndpoint("mock:" + 
IDataTransmitter.APPROVEDENDPOINT); 
  mockApproved.expectedMessageCount(1); 
  mockApproved.expectedBodyReceived().constant(true); 
 
  Map<String, Object> headers = new HashMap<>(); 
  headers.put(Header.PROJECT, "testWithoutApprovel"); 
  headers.put(Header.DATATYPE, "WIP"); 
  sendBody(IApprover.APPROVERENDPOINT, "true", headers); 
 
  assertMockEndpointsSatisfied(); 
  assertThat(approvalDir.getRoot(),hasRecursiveChildFileCount(0)); 
 } 
} 
 
Abbildung 8.2: Beispiel eines Tests mit Mockito und dem Testkit von Apache Camel 
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Die Abbildung 8.2 zeigt einen kompletten Test einer Route mithilfe des Apache Camel 
Testkits und Mockito. 
8.2. Systemtest 
Der Systemtest erfolgt mithilfe von 2 virtuellen Maschinen und einem 
Entwicklungsrechner, auf welchen jeweils eines der Systeme aufgesetzt wird. Dabei ist 
der Entwicklungsrechner eine Variante des Systems mit verminderter Funktion welche 
als Client dient (d.h. ohne die Dateneingabe und den Datensender). 
Die Konfiguration eines Test-Projektes ist im Auslieferungspaket enthalten, allerdings 
müssen noch die Daten der Partner eingetragen werden. Dies bedeutet, dass für den Test 
alle Server nach Anleitung aufgesetzt werden müssen (siehe Kapitel 7.1). Danach muss 
dann in der Konfigurationsdatei des Test-Projektes die Alias an die realen Ziele 
angepasst werden. 
Der Systemtest ist knapp in einem Testplan definiert (Anhang J). 
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9. Ergebnisse und Ausblick 
Durch diese Arbeit entstand der Prototyp eines Systems, welches robust und, durch die 
Plug-In-Architektur, durch jeden Partner individuell erweiterbar ist. Dabei wurden die 
Anforderungen an das System gesammelt und ausgewertet, sowie entsprechende 
Technologien gegenüber diesen Anforderungen analysiert und eine Auswahl für diesen 
Prototyp getroffen. 
Durch die Auswahl von OSGi als Grundlegendes Framework und Laufzeitumgebung 
entstand ein hochmodulares und erweiterbares System auf Basis einer Plug-In-
Architektur, welches von jedem Partner individuell angepasst werden kann. Außerdem 
ermöglicht die Nutzung von Apache Camel mithilfe seiner Routenstruktur eine 
Abbildung des gewünschten Ablaufs direkt im Quellcode des Systems. 
Es war zeitlich nicht möglich einen Real-World-Test des Systems durchzuführen. Für 
diesen ist die Mithilfe einer anderen Firma nötig, um reale Umgebungsbedingungen zu 
simulieren. Dabei ist insbesondere der, in den meisten Firmen verwendete, Proxy für 
ausgehende Internetverbindungen als kritischer Punkt zu betrachten, da dieser 
verhindern könnte, dass eine Verbindung zwischen den Servern zustande kommt. 
Ebenfalls war es nicht möglich die Anforderung zur Versionierung der übertragenen 
Daten zu integrieren, wodurch der Prototyp keine Möglichkeit bietet sich Daten noch 
einmal anzuschauen, welche mehrfach empfangen wurden. Allerdings kann dies durch 
die modulare Bauweise auch von jedem Partner selbst in die Datenein- und –ausgabe 
eingebaut werden. 
Dies betrifft nicht nur diese Anforderung, sondern kann auch auf Erweiterungen, deren 
Anforderung zu diesem Zeitpunkt noch nicht feststeht, ausgedehnt werden. Dadurch 
kann z.B. jeder Partner im Hintergrund eine andere Authentifikationsmethode nutzen, 
z.B. ActiveDirectory, LDAP oder JDBC. Oder es könnte eine zeitliche Steuerung der 
Datenübertragung erfolgen, so dass festgelegt werden kann, wann Daten gesendet 
werden. Dies ist z.B. Hilfreich bei der Erstellung von Berichten, wenn für diese aktuelle 
Daten benötigt werden. 
Weitere mögliche Erweiterungen wären der Einbau einer Verifikation der Gleichheit der 
Projektkonfiguration zwischen den Partner, um zu verhindern, dass ein Partner einfach 
seine Konfiguration ändert und mit dieser dann Daten versendet, oder der Einbau eines 
Verifikationsmoduls, welches automatisch sicherstellt das nur korrekte Daten gesendet 
werden. 
Insgesamt ist der Prototyp eine gute Grundlage mit dem ein ausführlicher Test in der 
Pilotlinie erfolgen kann und welcher durch seinen Aufbau auf der Plug-In-Architektur 
OSGi großen Spielraum für Erweiterungen beinhaltet. 
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A. Anwendungsfälle 
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B. Entscheidungsmatrix 
  Wichtung Camel SVN Restlet Simon 
funktionale Anforderungen 21 22 52 15 28 16 37 15 32 
Daten übertragen 3 3 9 1 3 2 6 2 6 
Empfangsbestätigung nach  
Empfang und Verarbeitung der Daten 
1 2 2 1 1 1 1 3 3 
Daten in ein anderes Format konvertieren 2 2 4 1 2 1 2 1 2 
Fehlermeldung 3 3 9 1 3 2 6 2 6 
Daten ver- und entschlüsseln 3 3 9 1 3 1 3 1 3 
Verschieben von Daten nach Verarbeitung 1 3 3 1 1 2 2 2 2 
manuelle Freigabe von Daten vor der Übertragung 1 1 1 3 3 2 2 1 1 
Nutzerauthentifizierung 3 2 6 2 6 3 9 1 3 
Versionierung der Daten 1 0 0 3 3 0 0 0 0 
Ereignisse aufzeichnen 3 3 9 1 3 2 6 2 6 
                  
 
Qualitätsanforderung 22 21 52 14 34 21 53 19 47 
Stabilität gegenüber Fehlern 3 3 9 2 6 3 9 2 6 
Erweiterungen mithilfe von Schnittstellen 3 2 6 1 3 3 9 2 6 
Einfachheit der Fehlerbeseitigung 3 2 6 1 3 2 6 2 6 
einfaches Deployment 2 2 4 1 2 2 4 2 4 
Verarbeitung ankommender Daten  
ohne aktives Mitwirken der Nutzer 
2 3 6 2 4 2 4 2 4 
mit allen Komponenten auslieferbar 2 2 4 2 4 2 4 2 4 
geringe Komplexität der Projektkonfiguration 2 2 4 1 2 2 4 2 4 
geringer Aufwand um neuen Partner zu integrieren 2 2 4 2 4 2 4 2 4 
mehrere Clients(bis zu 50) gleichzeitig bedienbar 3 3 9 2 6 3 9 3 9 
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Technisch/Technologische Anforderungen 11 11 30 9 25 11 30 11 30 
Anzahl an nötigen Ports (1..5) 3 3 9 2 6 3 9 3 9 
Übertragung über gesicherten Kanal 3 2 6 2 6 2 6 2 6 
Peer-to-Peer-Kommunikation 3 3 9 3 9 3 9 3 9 
Programmiersprache Java 2 3 6 2 4 3 6 3 6 
                    
rechtliche Anforderungen 2 3 6 2 4 3 6 2 4 
Komponenten sind Open-Source 2 3 6 2 4 3 6 2 4 
                  
 
Summe 56 140 91 126 113 
0..nicht erfüllt  1..teilweise erfüllt  2..erfüllt  3..sehr gut erfüllt 
        Wichtung: 1..unwichtig  2..wichtig  3..kritisch 
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C. Einrichten eines neuen Servers 
Voraussetzungen: 
- Ein für die anderen Server erreichbarer Port 
- Bereitgestelltes gepacktes Verzeichnis mit dem kompletten Server 
- Einmaliges Serveralias für diesen Server in dem zu verbindenden Verbund 
- Ein Schlüsselpaar für die PGP-Verschlüsselung für den eigenen Server. (z.B. 
erstellt mit https://pgpkeygen.com/ oder unter „PGP Key Generator/index.html“) 
(Die später benötigte UserId hat das Format „‘Name‘ <‘Email‘>“) 
Felder des PGP Key Generators: 
1. Name: ist das Serveralias 
2. Email: ist frei wählbar (muss ein @ enthalten) 
3. Algorithm: RSA 
4. Key Size: 4096 (umso höher umso länger dauert die Schlüsselerstellung) 
5. Expires: Never 
6. Passphrase: Passwort des geheimen Schlüssels 
- Liste an anderen Servern (Alias und Adressen) sowie deren öffentlichen 
Schlüsseln mit UserIds 
Installation: 
1. Entpacken des Verzeichnisses an den gewünschten Installationsort 
2. Kopieren des erstellten Schlüsselpaares für PGP-Verschlüsselung in ein für den 
Server erreichbares Verzeichnis. (z.B. (<Installationsverzeichnis des 
Servers>/keys) 
3. Kopieren der öffentlichen Schlüssel der anderen Sever in ein für den Server 
erreichbares Verzeichnis. (z.B. (<Installationsverzeichnis des Servers>/keys) 
4. (optional, nötig bei mehreren Servern auf einem Host oder belegtem Port 8081) 
Anpassen des Wertes „org.osgi.service.http.port“ in der Datei 
conf/config.properties auf einen freien Port für die Weboberfläche des OSGi 
Managments (Starten und Stoppen einzelner Komponenten oder des ganzen 
Servers). 
Konfiguration:  (<Installationsverzeichnis des Servers>/localconfig.ini) 
1. Eintragen des eigenen Serveralias unter [general]/self. 
2. Eintragen des aus dem Internet erreichbaren Ports unter [general]/listen. 
3. Eintragen der eigenen Serverkonfiguration nach dem Muster in die 
Vorbereiteten Felder im zweiten Bereich: 
[<Serveralias des eigenen Servers (entspricht dem Wert von self)>] 
keyFilePublic=<Pfad zum eigenen öffentlichen Schlüssel> 
keyFileSecret=<Pfad zum eigenen privaten Schlüssel> 
keyPassword=<Password des privaten Schlüssels> 
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userId=<userId des Schlüssels> 
4. Eintragen der anderen Server nach dem Muster: 
[<Serveralias des anderen Servers>] 
keyFilePublic=<Pfad zum öffentlichen Schlüssel des Servers> 
userId=<userId des Schlüssels des Servers> 
address=<Adresse des Servers>:<Port auf diesem Server> 
Start des Servers:  
Gestartet wird der Server einfach über Ausführung der start.bat/start.sh. 
Nachfolgende Schritte:  
Nach der vollständigen Installation müssen noch die Daten dieses Servers an alle 
Verbundteilnehmer verteilt werden. Dies beinhaltet den Serveralias, die Adresse (Wert 
von listen) und den öffentlichen Schlüssel sowie dessen UserId. 
Stopp/Neustart des Servers:  
Gestoppt oder Neugestartet wird der Server über die Weboberfläche unter 
<serveradresse>:8081/system/console (oder andere unter Installation/3. eingestellte 
Addresse). Die Anmeldung erfolgt über admin/admin. Dabei sind diese Funktionen 
unter Web Console(1) -> System Information(2) -> Restart/Stop(3) zu finden. 
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Zusätzliche (Optionale) Schritte:  
- Ändern der Logindaten für die Weboberfläche erfolgt über das Eintragen der 
folgenden Keys in die config/config.properties: 
 felix.webconsole.username 
 felix.webconsole.password 
- Erstellung eigener SSL-Zertifikate (Stores) 
1. Erstellen des KeyStores mit der keytool.exe aus der Java-Installation: 
keytool -genkey -v –alias <serveralias> -keystore <KeyStoreFile> -
keyalg "RSA" -sigalg "SHA256withRSA" -keysize 4096 -validity 3650 
2. Exportieren des Zertifikats: 
keytool -export -alias <serveralias> -file <Zertifikatfile> -keystore 
<KeyStoreFile> 
3. Importieren der Zertifikate anderer Server: 
keytool -import -alias <Alias des anderen Servers> -file <Zertifikatfile>  
-keystore <KeyStoreFile> 
- Ändern der Authentifizierungsinformationen 
1. Benutzername und Passwort für Authentifizierung an anderen Servern 
unter [general]/userName und [general]/userPassword eintragen. 
2. Benutzername und SHA256-gehashtes Passwort an Partner senden damit 
diese dieses in die policy.ini hinzufügen können. Das Hinzufügen erfolgt 
als neue Zeile unterhalb von [users] nach dem Muster:  
<Benutzername> = <Hash> 
- Ändern des [general]/tokenPassword 
Das Token Passwort muss bei allen Servern dasselbe sein. Somit muss eine 
Änderung dieses mit allen Partnern abgesprochen werden. 
- Einstellen eines Ordners für die Projektkonfigurationen 
1. Eintragen des Pfades zum neuen Ordner unter [general]/projectConfPath 
2. Verschieben aller Projektkonfigurationen in diesen Ordner 
- Einstellen eines Ausgabepfades für Empfangene Daten unter 
[general]/destinationPath 
- Eintragen eines anderen zu überwachenden Verzeichnisses unter 
[general]/watchDir. (Standardverzeichnis welches nach neuen Dateien zum 
Übertragen überwacht wird. Die Struktur muss wie folgt in diesem Verzeichnis 
aussehen: <Projekt>/<Datentyp>/…/<Datei>) 
- Eintragen eines anderen Archivverzeichnisses unter [general]/archivePath. 
(Standardverzeichnis in welchem komplett versendete Daten gespeichert 
werden.) 
- Eintragen eines anderen Errorverzeichnisses unter [general]/errorPath. 
(Standardverzeichnis in welchem Daten gespeichert werden deren Verarbeitung 
fehlgeschlagen ist.) 
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D. Einrichten eines neuen Projektes 
Voraussetzungen: 
- Einmaliges Alias für das Projekt 
- Ein Schlüsselpaar für die PGP-Verschlüsselung für das Projekt. (z.B. erstellt mit 
https://pgpkeygen.com/ oder unter „PGP Key Generator/index.html“) (Die 
später benötigte UserId hat das Format „‘Name‘ <‘Email‘>“) 
Felder des PGP Key Generators: 
1. Name: ist das Projektalias 
2. Email: ist frei wählbar (muss ein @ enthalten) 
3. Algorithm: RSA 
4. Key Size: 4096 (umso höher umso sicherer und umso länger dauert die 
Schlüsselerstellung) 
5. Expires: Never 
6. Passphrase: Passwort des geheimen Schlüssels 
- Liste aller Teilnehmer und auszutauschender Daten (Was an Wen?) 
Schritte: 
1. Erstellen der Projektkonfiguration nach dem Beispiel (project-example.ini) mit 
dem Alias als Dateinamen (<Projektalias>.ini). 
2. Allen Projektteilnehmern diese Projektkonfiguration zukommen und von diesen 
bestätigen lassen. 
3. Wenn die Bestätigung von allen erfolgt ist, ist die Konfiguration freigegeben, so 
dass alle Partner diese in ihren eigenen Projektkonfigurationsordner kopieren 
können. Dieser ist entweder mit localconfig.ini/general/projectConfPath 
konfiguriert oder ist auf das Installationsverzeichnis des Servers voreingestellt. 
4. An alle Partner das Schlüsselpaar des Projekts verteilen. Diese und man selbst 
müssen dann dieses Schlüsselpaar in ein erreichbares Verzeichnis kopieren. 
(z.B. keys) 
5. Das Schlüsselpaar in die localconfig.ini unter dem Alias des Projekts 
eingetragen. 
[<Projektalias>] 
keyFilePublic=<Pfad zum öffentlichen Schlüssel des Projekts> 
keyFileSecret=<Pfad zum privaten Schlüssel des Projekts > 
keyPassword=<Password des privaten Schlüssels des Projekts > 
userId=<userId des privaten Schlüssels des Projekts > 
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E. Konfigurationswerte 
V…Verpflichtend O…Optional 
a. Serverspezifische Konfiguration (localconfig.ini) 
i. Abschnitt: [general] 
self V Alias des Servers 
listen V Port (und optional auch Host) des Servers: 
(<Host>:)<Port> 
sslKeyPassword V Passwort des SSL Schlüssels 
sslKeyStore V Pfad des SSL KeyStores 
sslKeyStorePassword V Passwort des SSL KeyStores 
sslTrustStore V Pfad des SSL TrustStores 
sslKeyTrustStorePassword V Passwort des SSL TrustStores 
watchDir V Pfad des Ordners welcher auf neue Dateien 
überwacht werden soll 
projectConfPath O Pfad des Ordners in welchem 
Projektkonfigurationen gesucht werden 
Default: ${user.dir} 
approvalPath O Pfad des Ordners in welchem zu bestätigende 
Daten abgelegt werden 
Default: ${user.dir}/approve 
archivePath V Pfad des Ordners in welchem vollständig 
gesendete Daten abgelegt werden 
inquiryCache O Pfad des Ordners in welchem Daten für Anfragen 
zwischengespeichert werden 
destinationPath O Pfad des Ordners in welchem empfangene Daten 
abgelegt werden 
Default: ${user.dir}/Incoming 
userName O Benutzername mit welchem sich an anderen 
Servern angemeldet wird 
userPassword O Passwort mit welchem sich an anderen Servern 
angemeldet wird 
policyPath O Pfad der Datei mit dem Benutzerverzeichnis der 
Nutzer die an diesen Server senden dürfen (Ini-
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Datei) 
tokenPassword O Passwort mit welchem die Übertragenen 
Anmeldedaten verschlüsselt werden, muss auf 
jedem Server gleich sein 
errorPath O Pfad des Ordners in welchem Daten abgelegt 
werden deren Verarbeitung fehlerhaft verlaufen ist 
Default: ${user.dir}/Error 
 
ii. Abschnitt: [<Alias>] 
address O/V Host und Port an welche die Daten gesendet 
werden sollen, V für alle Partner 
keyFilePublic V Pfad zum öffentlichen Schlüssel 
keyFileSecret O/V Pfad zum privaten Schlüssel, V für self-Alias 
keyPassword O/V Passwort des privaten Schlüssels, V für self-Alias 
userId V UserId des Schlüssels 
inquiry O/V Senden von Anfragen an diesen Partner, 
V für Anfrager 
 
iii. Abschnitt: [<Datentyp>] 
classification O Sicherheitsstufe mit welcher dieser Datentyp 
gesendet wird: ADMONT, PROJECT, PARTNER, 
PERSON 
approval O Gibt an ob für diesen Datentyp eine Bestätigung 
eingeholt werden soll 
Default: false 
convert O Gibt an ob empfangene Daten konvertiert werden 
sollen  
Default: false 
convertGeneral O Gibt an ob zu sendende Daten konvertiert werden 
müssen  
Default: true 
destinationFolder O Pfad des Ordners in welchem empfangene Daten 
von diesem Datentyp gespeichert werden sollen 
Default: [general]/destinationPath 
forwardOver O Alias des Partners über welchen dieser Datentyp 
geleitet werden soll 
approvalMail O E-Mailadresse der Person die über eine Datei 
benachrichtigt werden soll, die eine Bestätigung 
benötigt, 
Benötigt eingestellten [mail] Abschnitt 
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newFileMail O E-Mailadresse der Person die über eine neue Datei 
benachrichtigt werden soll 
 
iv. Abschnitt: [<Projektalias>] 
Dieser Abschnitt ist nur verpflichtend wenn es einen Datentyp mit 
classification PROJECT gibt. 
keyFilePublic V Pfad zum öffentlichen Schlüssel 
keyFileSecret V Pfad zum privaten Schlüssel 
keyPassword V Passwort des privaten Schlüssels 
userId V UserId des Schlüssels 
 
v. Abschnitt: [mail] 
Dieser Abschnitt ist nur verpflichtend wenn E-Mails gesendet werden sollen. 
address V Adresse des Mail-Servers 
from V E-Mail von welcher gesendete Nachrichten 
kommen sollen. 
errorMail O E-Mail an welche Benachrichtigungen über Fehler 
gesendet werden. 
 
b. Projektspezifische Konfiguration (<projekt>.ini) 
Abschnitt: [<Senderalias>/<Datentyp>] 
Alle hier eingestellten Werte bis auf „to“ werden bei nicht-Angabe aus der 
Serverspezifischen Konfiguration ausgelesen 
to V/O Alias des Partner an welchen dieser Datentyp 
endgültig gesendet werden soll, kann bei Angabe 
von forwardOver entfallen 
classification O Sicherheitsstufe mit welcher dieser Datentyp 
gesendet wird: ADMONT, PROJECT, 
PARTNER, PERSON 
Default: [<Datentyp>]/classification 
approval O Gibt an ob für diesen Datentyp eine Bestätigung 
eingeholt werden soll 
Default: [<Datentyp>]/approval 
convert O Gibt an ob empfangene Daten konvertiert werden 
sollen  
Default: [<Datentyp>]/convert 
convertGeneral O Gibt an ob zu sendende Daten konvertiert werden 
müssen  
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Default: [<Datentyp>]/convertGeneral 
destinationFolder O Pfad des Ordners in welchem empfangene Daten 
von diesem Datentyp gespeichert werden sollen 
Default[<Datentyp>]/destinationFolder 
forwardOver O Alias des Partners über welchen dieser Datentyp 
geleitet werden soll 
Default: [<Datentyp>]/forwardOver 
approvalMail O E-Mailadresse der Person die über eine Datei 
benachrichtigt werden soll, die eine Bestätigung 
benötigt 
Default: [<Datentyp>]/approvalMail 
newFileMail O E-Mailadresse der Person die über eine neue 
Datei benachrichtigt werden soll 
Default: [<Datentyp>]/newFileMail 
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F. Erstellen eines Datentyp-Konverters 
Voraussetzungen: 
- Zugriff auf die DDS Interfaces (Maven oder Jar) 
- Zugriff auf die iPOJO Annonations (Maven oder Jar) 
- evtl. Zugriff auf den Beispiel Konverter als Vorlage 
- Maven 3 und JDK 7 
Projektvorbereitung: 
1. Erstellen eines neuen Java Maven Projekts 
2. Einfügen der beiden Abhängigkeiten in die pom.xml 
 <dependency> 
  <groupId>org.apache.felix</groupId> 
  <artifactId>org.apache.felix.ipojo.annotations</artifactId> 
  <version>1.12.1</version> 
  <scope>provided</scope> 
 </dependency> 
 <dependency> 
  <groupId>com.xfab.drs.dds.dds-interfaces</groupId> 
  <artifactId>dds-interfaces-java</artifactId> 
  <version><aktuelle Version></version> 
 </dependency> 
3. In der <build> Sektion die folgenden beiden Plugins einfügen: 
 <plugin> 
  <groupId>org.apache.felix</groupId> 
  <artifactId>maven-bundle-plugin</artifactId> 
  <version>3.2.0</version> 
  <extensions>true</extensions> 
  <configuration> 
   <instructions> 
    <Bundle-SymbolicName> 
     ${project.artifactId} 
    </Bundle-SymbolicName> 
   </instructions> 
  </configuration> 
 </plugin> 
 <plugin> 
  <groupId>org.apache.felix</groupId> 
  <artifactId>maven-ipojo-plugin</artifactId> 
  <version>1.12.1</version> 
  <executions> 
   <execution> 
    <goals> 
     <goal>ipojo-bundle</goal> 
    </goals> 
   </execution> 
  </executions> 
 </plugin> 
4. Ändern des Packaging auf „bundle“ 
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5. Erstellen einer Klasse die IDataTypeConverter implementiert. 
6. An die Klasse die 3 Annotationen @Component, @Provides und @Instantiate 
von iPOJO schreiben. 
7. Implementieren der getDataTypes()-Methode mit den Datentypen für die dieser 
Konverter zuständig sein soll. 
8. Implementieren der getDirFlags()-Methode mit den Verarbeitungsrichtungen für 
die dieser Konverter zuständig sein soll (Variablen TOLOCAL und 
TOGENERAL aus dem Interface, für beide Richtungen die Variablen addieren). 
9. Implementieren der getParameterType()-Methode nach den gewünschten 
Parametern der convert()-Methode. 
10. Implementieren der convert()-Methode welche durch getParameterType() 
vorgegeben ist und bereitstellen von NoOp Implementationen der anderen 
convert()-Methoden. 
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G. Interaktionsablauf der Module 
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H. Ablaufdiagramme der Routen 
Transmitter 
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Empfänger 
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Ein-/Ausgabe 
 
Ver-/Entschlüsselung 
 
Authentifizierung 
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Bestätigung
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Konverter 
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Anfrage 
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I. OSGi Webconsole Screenshots 
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J. Testplan 
Testpunkt Konfiguration Erfüllt Bemerkungen 
Einfache Datenübertragung ohne Authentifizierung Auskommentieren der 
Authentifizierung, Server1/Test 
Ja 
Nach entfernen Neustart des 
Auth.-Moduls nötig 
Datenübertragung mit Authentifizierung Server1/Test Ja Siehe Oben 
Datenübertragung mit Konvertierung Server1/Layout Ja  
Datenübertragung mit Bestätigung und Konvertierung Server1/PCM 
Ja 
Entfernen des localconfig.ini/ 
PCM Abschnittes nötig 
Datenübertragung mit Weiterleitung Server2/Test Ja  
Datenübertragung über zentrale Stelle Server2: testproject.ini umbenennen 
Server2/PCM 
Ja 
Neustarten des Servers 
Übertragung von Daten für eine Anfrage Server2: address von Client ändern auf 
Server1 
Server2/Layout 
Ja 
Einrichten des InquiryCache 
auf Server1 
Abfragen von Daten durch einen Client Client: inquiry=true für Server1 Ja  
E-Mail bei neuen Daten im Ausgabe Verzeichnis Mail einrichten, newFileMail Ja  
E-Mail bei benötigter Bestätigung approvalMail Ja  
E-Mail bei Fehler in der Übertragung errorMail Ja  
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