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Vehicle technology retarding the interaction between human and the machine has been 
called human-electronics in Japan. It is necessary to achieve a better relationship between 
human and vehicle. A driver’s information, which can be obtained from steering operation, 
pedal operation, camera images and physiological information, particularly is crucial to 
find a method to determine a driver’s operational intention. Recently, some former 
researches have been reported about the investigation of the brain activity of the driver. 
 In this paper, we described that the driver’s EEG for preceding car was decomposed by 
parallel factor analysis (PARAFAC), and we investigated the feature factor of driving 
behavior for recognize and judgment from that decomposition result. PARAFAC analysis 
has known as a multi-channel EEG analysis of multi-dimensional data. Consequently, all 
subjects have two common factors of the frequency component which exist in the 5-10 Hz 
and 8-13 Hz region. Those factors were changed by the driver’s mental state during visual 
recognition and judgment. In addition, we estimated the feature factor from a new EEG 
data set using inverse solution with Hierarchical Bayesian method and the sparse logistic 
regression. From the estimation results, the estimation accuracy of driver’s intention was 
higher than about 70 % of three subject’s in the lateral operation. In the longitudinal 
operation, the estimation accuracy of driver’s intention was higher than about 70 % except 
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ことが分かってきた[4,5]．図 1.1 に示すようなBCI/BMI は，視覚や聴覚への刺激やメンタルタス
クによる脳の神経活動の変化を計測し，それら脳活動に対して何らかの操作指令を対応づける
ことでインタフェイスを構築している．このような BCI/BMI は，末期筋萎縮性側索硬化症




    
 


















EEG）[43]，脳磁気図（Magnetoencelphalogram: MEG） [44]，機能的核磁気共鳴画像（functional 
Magnetic Resonance Imaging: fMRI） [45]，近赤外線分光法を用いた計測装置（Near Infrared 
Spectroscopy : NIRS） [46]などがある．図 1.2 にこれらの計測機器の時間分解能と空間分解能に
おける比較を示す．EEG は頭皮に電極を貼り付け電位を記録することで得られ，時間分解能も
高く計測方法も比較的容易であり体の動きが伴う自然な状態での脳活動の計測が可能であるこ




Fig. 1.2 Comparison of spatial resolution and temporal resolution in measuring 
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足を動かす際に変化するμ波やβ波を用いるもの（μ,β rhythm）[7-12,21-22,30] , 事象に関連し
た脳活動の同期（Event Rerated Synchronization: ERS）・非同期（Event Rerated De-
synchronization: ERD）の現象を用いるもの[17,18,26]，体性感覚誘発電位（Somatosensory Evoked 
Potentials : SEP） の中の視覚の刺激による定常的な視覚誘発電位（Steady State Visual Evoked 
Potential: SSVEP）を用いるもの[16,23,24]，認知の際に発生する電位 P300 や運動関連電位
（Movement Related Cortical Potentials: MRCP）等の事象関連電位（Event Rerated Potential: 
ERP）を用いるもの[13-15,19,25,27-29]がある． MEGは脳の電気的な活動によって生じる磁場の時間
変化を超伝導量子干渉計 （SQUIDs） と呼ばれる非常に感度の高いデバイスを用いて計測する

















   
Fig. 1.3 Large-scale brain activity measuring device 
 （left: MRI, middle: SQUIDs, right: PET） 










安全自動車（Advanced Safety Vehicle: ASV）の研究開発が行われている[50]．これらの研究の
成果として市販されている車両には，操作性向上や交通事故低減を目的とした，レーンキープア
シストシステム（Lane Keep Assist System: LKAS），トラクションコントロールシステム


























Fig. 1.5 Information flow of driving a vehicle with driving assist system. Information of the 
deriving has a traffic, road environment, vehicle behavior of driving and deriver’s 
operation. A driver’s information particularly is important to find a driver’s operational 




















































第 5 章では，第 4 章で構成した左右操舵と前進・停止の実験により計測したデータを用いて
パラレルファクター解析を行った結果とその考察について神経科学の文献を参考に論じる．ま
た，解析結果を用いた特徴量の抽出手法の検討についても述べる． 


















































































Brodmann areas: some common associated functions.
1, 2, 3 = primary sensory cortex
4 = motor cortex
5, 7 = secondary sensory cortex
6 = supplementary motor area (medial) and premotor cortex (lateral)
8 = frontal eye fields
9/46 = dorsolateral prefrontal cortex
10 = frontopolar cortex
11, 12 = orbitofrontal areas
17 = primary visual cortex
18, 19, 20, 21, 37 = secondary visual cortex
24, 32 = anterior cingulate cortex
41 = primary auditory cortex
22, 42 = secondary auditory cortex
39 = angular gyrus, part of Wernicke's area
40 = supramarginal gyrus, part of Wernicke's area
44/45 = Broca's Area
47 Ventrolateral prefrontal cortex
(13, 14, 15, 16, 27, 49, 50, 51 - monkey only)





Fig. 2.3 Frame format of somatosensory and motor cortex  






これらニューロンの活性化による電位には，軸索の活動電位（AP : Action Potential）とシナプ












皮質電図（Electrocorticogram: ECoG），脳室電位（Electroventriculogram: EVG）, 皮質















Fig. 2.4 Electrode of electrosubcorticogram. 
 
ECoG：Electrocorticogram 








Fig. 2.5 Electrode of electrocorticogram. （flexible grid of electrodes） 
 
 
Nicolelis et al. 2002 
















   













Fig. 2.6 Magnetoencelphalography 
 
 
Fig. 2.7 Superconducting quantum interference device （SQUIDs） 
 








Atrantic health system HP




Fig. 2.8 Magnetic resonance imaging device 
 




で機能画像 （functional image） と呼ばれている．PETもMEG，MRI と同様に装置が大規
模であり拘束性があることから BCI への利用は困難である． 
 
 
Fig. 2.9 Positron emission tomography device 
 
 





極を使用する際には装置の初期コストが高くなることや fMRI や PET にと比較すると空間分










Fig. 2.10 Near infrared spectroscopy device and electrode cap 
 
 
















日立HP 近赤外光トポグラフィ装置  
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Table2.1 Overview of current functional brain imaging technologies 
 
 
2.3 BCI，BMI について 










作しているものを BCI，機器の操作などを行っているものをBMI と呼ぶことが多い[72,73]． 
BCI，BMI の研究は 1970 年代にアメリカで始まった[70]．当初これらのインタフェイスは，










Electrodes are placed carefully on the
cortex in order to mesures the weak
electrical potentials generated by
neural activity in the brain
・ Wearable
・ High temporal resolution
・ High spatial resolution
・ Real time response
・ Requires careful placement of





Electrodes are placed carefully on the
scalp in order to mesures the weak
electrical potentials generated by
neural activity in the brain
・ Portable, wearable
・ High temporal resolution
・ Real time response
・ Requires careful placement of
electrode directly on scalp
・ Low spatial resolution (at best
1-2cm,usually more) due to noise
added when signals move





Mesures magnetic fields generated by
the electrical potential activity of the
brain
・ MEG enables much deeper
imaging and is much more
sensitive than EEG, since skull
is almost completely
transparent to magnetic waves
・ Bulky and expensive





Detects chemical activity of injected
radioactive tracers by mesuring gamma
ray emissions
・ Bulky and expensive
equipment
・ Unsuitable for sustained use





Mesures magnetic fields propaties of
blood to determine the decrease in
deoxyhemoglobin to active brain
regions (increased blood flow to these
regions is not accompanied by
proportional increase in oxygen
consumptin)
・ High spatial resolution ・ Low temporal resolution (5-8
sec) because inflow of blood is
not aqn immediate phenomenon
・ Bulky and expensive








Mesures the absorption and scattering
of near infrared light directed into the
brain to determine changes in tissue
oxygenation (slow response) as well as
chenges in neural membranes during
neuron firing (fast event related
response)
・ Similarity to fMRI allows
transfer of knowledge
・ Portable,wearable
・ Does not requre large
amount of expertise to set up
・ Non-ionizing light safe for
extended use
・ Low temporal resolution (5-8
sec) when using slow response
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などの分野でも急速に広まりつつある．特に 2000 年度以降BCI，BMI の報告が多くされてお
り，ヨーロッパやアジアでは非侵襲式の研究が多く，アメリカ合衆国では侵襲式の研究が多く
報告されている[69,70]．これらの臨床試験やメディアへ発表されたものの一部を記載する． 
侵襲式のシステムでは 2005 年にアメリカのサイバーキネティックス社が，侵襲式 BMI「ブ
レインゲート」システムの臨床試験を始めている（図 2.14）．ブレインゲートを構成するコ
ンピューターチップは、基本的に 2 ミリメートル四方に 100 個の電極を並べたものであり、
電極は光ファイバーケーブルを通じて 50～150 個のニューロンの信号を伝達する。これらを
解析することで対象とする機器の操作を行うシステムであり，全身麻痺の患者が車椅子を操
作する臨床試験に成功している．また，同じ被験者が 2012 年 5月にはロボットアームを使用
してコーヒーを飲むことに成功している[65]．他には，ニューラル・シグナルズ社が頭蓋骨の 2
ミリ内側に挿入する小さなネジ型の器具を使った BCI を開発済みであり，米食品医薬品局
（FDA）の認可も受けている．この BCI を使うことで，患者はコンピュータのカーソルの移 
  
Fig. 2.14 Brain gate BCI system 





Fig. 2.15 Micro and macro ECoG arrays. A-B: Microgrid arrays. C: Schematic of 






















売されているソフトウェアと EEGアンプとしては，ドイツのGuger Technologies （g.tec）
社の BCI/BMI 開発キットが広く使用されている（図 2.16）[19,70,74,77]．BCI2000 と OpenViBE




の EEG アンプに対応したインタフェイスを持っているため世界中で広く使用されている． 










     
Fig. 2.16 The hardware for a P300-based BCI system  
（g.tec EEG amp and BCI2000system） 
 
     










ニケーションをとることができないトータルロックイン症候群 （Total locked-in 
syndrome : TLS）の患者に Perelmounter らが行ったアンケートでは，家族や友人，ケア
キーパーとコミュニケーションが取れればよりよい生活が送れるという回答が得られてい
る[70]．いちばん簡単なコミュニケーションは，‘YES’又は‘NO’を答えることである．




ロニクス株式会社から，NIRS を使用した BCI システム「心語り」が販売されている．[76] 
他のアプローチとしては，言葉はコミュニケーションをとるための重要な要素であるこ
とから，アルファベットを表示し文字を選択することで相手に意思を伝える手法が 2000 年
に Perelmpunter によって報告されている[77]．この手法では 2 分間に１文字を伝える事が
出来る．Farwell と Donchin が 1988 年に提案した Farwell-Donchin マトリックス（図
2.18 の左）を用いた文字選択手法がある[78]．これは初めに選択したい文字が含まれている
行を選び，次に行の中から文字を選択するというものである．近年の研究では，このFarwell-
Donchin マトリックスを使用した手法が多く報告されており（図 2.18 の右），2006 年に
は1分間に7文字を選択可能な手法が報告されている[79]．これらのアプリケーションでは，
認知に関係のある P300 を使用して選択決定の特徴として用いていることが多い． 
 
   
Fig. 2.18 Speller BCI system （Left） and PC control BCI system （Right）  
 
Farwell et al. 2001 
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Fig. 2.19 AIST BCI system “Neuro communicator”. Left is conceptual diagram.  




意図を介護者へ伝える BCI システムが報告されている．日本では 2010 年には産業総合技
術研究所によって EEGによるによる意思伝達装置「ニューロコミュニケーター」の開発が











EEG，NIRS を併用してロボット制御を行う BMI システムが報告されている（図 2.20）[83]．




御を行う BMI システムが報告されている（図 2.21）[84]．こちらは，ブラインド信号処理技
術を用いて EEG より P300 を抽出する手法を用いている．また，車いすを制御するために
は 1 週間程度の訓練が必要であるが，使用者が意図した場所へ自由に移動できるものであ
















Fig. 2.20 Honda research Institute Japan and ATR BMI system 
 






       




すでに販売されているものとして，ゲームコントローラがある（図 2.22，図 2.23）． 2008
年に Emotive systems 社より PC用のゲームコントローラ「EPOC」が発売されている．こ
のコントローラは湿式の EEG 計測電極を使用したものであり，頭皮上に 14 個の電極を配
置したヘッドセットを使うことで脳内のニューロンが動作する際の脳波などを測定し，脳
内活動の変化を察知してゲーム操作を行おうというデバイスである．また，2009 年には
Neuro Sky 社からは，乾式の EEG計測電極を使用したゲームコントローラ「Mindset」が
発売されている．このコントローラは電極 1 つをヘッドセットに配置したものであり，従







































































類を表 3.1 に示す． 
 
Table 3.1 Comparison of steady state EEG frequency band 
Type Frequency Location Feature 
 0-4Hz 大人は前頭葉    
子供は頭頂葉から後頭葉
睡眠時に大振幅で発生する 
 4-8Hz 全体 眠くなった時や瞑想状態において
大振幅で発生 
 8-13Hz 感覚運動野 運動肢の逆側半球で周波数の振幅
が減衰する 




 12-40Hz 前頭葉と側頭葉 集中時や覚醒時に小振幅で発生す
る 










周波数が 4Hz から 8 Hz で高振幅の脳波であり，まどろみ状態（レム睡眠時）や瞑想状
態において大振幅で発生する．新生児や幼少児の脳波や睡眠時の脳波に見られ，覚醒状態に














































（Auditory evoked potentials: AEP, Brainstem Auditory Evoked Potentials, BAEP） 
  音刺激に対して，大脳皮質の視覚野と連合野及び聴覚神経路から発生する電位であ









徴的な成分は P100 であり，Pは Positive の頭文字でありプラスの電位という意味であ
り，100 は刺激提示後 100ms に生じるという意味を表している．視覚刺激の提示頻度
が高い場合の視覚誘発電位（VEP）は，定常状態視覚誘発電位（Steady State Visual 


















































・事象関連脱同期 （Event related desynchronization: ERD） / 










ことが多い．図 3.1 に最も広く使用されている国際 10-20 法を図 3.2 に国際 10%法を示
す．国際 10-20 法は鼻根と後頭結節間，及び左右両耳介前点間をそれぞれ 10％及び 20％
で等間隔に分割した点で脳波を計測するものである．さらに，各電極の下にある脳領域と
の対応を考慮して電極には，F （frontal point，前頭部），C（central point，中央部），





Fig. 3.1 The international 10-20 system seen from above the head. （A: Ear lobe, C: central, 
Pg: nasopharyngeal, P: parietal, F: frontal, Fp: frontal polar, O: occipital） 
 
Fig. 3.2 The international 10% system seen from above the head. （A: Ear lobe, C: central, 





次に 10-20 法を拡張・修正した国際 10%法は鼻根と後頭結節間，及び左右両耳介前点
間をそれぞれ 10％間隔に分割した点で脳波を計測するものである．部位を表わす記号と
して新たに，AF（anterior frontal 前前頭部），FC（fronto-central 前頭-中心部），FT
（fronto-temporal 前頭-側頭部），CP（centro-parietal 中心-頭頂部），PO（parieto-
occipital 頭頂-後頭部又は posterior temporo-occipital 後側頭-後頭部），TP（temporal-
posterior temporal 側頭-後側頭部）が決められた．P は，6 以下の数字と組み合わせた




























































Fig. 3.4 Plot location of measurement electrodes 
 
Fig. 3.5 EEG including eye blinks 
 












































































































































































































































































































































































































































































































Fig. 3.7 EEG including EMG of bite 
 







3.2.1 BCI, BMI システムの構成 
EEGEEGの信号処理過程は一般的なパターン認識と同様であり，図 3.9 に示すように前
処理 （Pre-processing），特徴抽出 （Feature Extraction），認識・識別 （Classification）


















































































































































































































































































































































Fig. 3.9 The conceptual diagram of the BCI system 
 
 
Fig. 3.10 Configuration of general pattern recognition （supervised learning）. In the 
















































Signal processing Feature extraction Machine Learning Algorithms
・Channel selection ・Slow cortical potentials (SCP) ・Linear Discriminate Analysis (LDA)
・Resampling ・Common Spatial Patterns (CSP) ・Quadratic Discriminate Analysis (QDA)
・Deblinking ・Support Vector machine (SVM)
・Envelope extraction ・Gaussian Mixture Models (GMM)
・Epoch extraction ・Deep Restricted Boltzmann Machines
・Baseline filtering ・Hidden malcov model (HMM)
・Re-referencing ・Variational Bayesian LogisticRegression
・Surface Laplacian filtering ・Relevance Vector Machines (RVM)
・ICA methods ・Neural Network (NN)
・Spectral filters



























































Fig. 3.11 Architecture of artifact detection algorithm for a generic detector with 
spatial and temporal feature using independent component analysis 
 
 
Fig. 3.12 Artifact detection process. Left is Raw EEG data, Middle is Independent 








































































































































































Artifact detection using temporal feature 
and spatial feature



































ると仮定したN個の信号源から発生する未知の信号を s=（s1, s2,…, sN）Tとする．このと
きM箇所の電極で観測された信号を x=（ x1, x2,…,xM）Tとする．この sと xの二つの信号
の間には次式に示すような線形の関係があると仮定する． 
 X ൌ As        （3.1） 
ここで，A は混合行列と呼ばれる実数行列であり，観測された信号を N 個の独立成分 s に
分離することができる．この混合行列 A の各成分は，観測電極における各独立成分の混合





























 10log   （3.3） 
ここで，aFAは頭部前方の電極，aRAは頭部後方の電極，<>は平均を表している．また，図 3.13
（b）に示すような頭部の左右差による特徴量を次式で表す．式 3.4 は前頭部における左右
差，式 3.5 は後頭部における左右差である． 
FLFR






Fig. 3.13 Topography relation of feature extraction （longitudinal and horizontal） 
 
次に時間的特徴量として，独立成分の統計量をアーチファクトの特徴量とする．例から

























   （3.5）
 
ここで，Siは i 番目の独立成分を意味しており，t は時間を表している．また，trim and 















    （3.6） 
ここで，trim and max は求めた尖度の上位 1%を除いて最大と平均を求めることを意味し
ている．  
本論文では，首の動作による筋電位も検出対象となっていることから，周波数特徴量を用
いる事とした．筋電位は EEG に比べ周波数が高いことから，筋電が含まれている EEG は
高い周波数帯のスペクトルが大きくなることが考えられる．よって，周波数特徴を用いた特
徴量では，次式で示すように各独立成分の PSD を求め筋電混入時に大きくなる周波数であ


























  210020 ))(( tsFFTmeanEMGValue i      （3.7） 
ここで，FFT20-100は高速フーリエ変換の 20～100Hz の意味を表している．これら特徴量
の閾値を事前に学習しておき，図 3.12に示すようにアーチファクト毎に特徴量を組み合わ






の PSDを求め 20～100Hz を平均したデータを用いている． 
 
 
Fig. 3.14 Distribution of eye blinks       Fig. 3.15 Distribution of vertical eye 
movement 
 
Table 3.3 Artifact relation of spatial and temporal feature 




Fig. 3.16 Biological signal recording device （Polymate2 AP-216） 






























































Spatial feature Temporal feature Frequency feature
Eye Blink SLD Kurtosis
Horizontal eye movement SFHD Maximum epoch Variance







F3,F4,C3,C4,O1,O2,Fz,Cz の 9カ所で行った．実験は 5sec に 1回の間隔で瞬き，垂直眼球
運動，水平眼球運動，首の左右動の各動作を被験者に行ってもらい，アーチファクトが含ま




実験によって計測した学習データを 10 分割し，それらのうち 9 つを学習データとして用
いて各特徴量の閾値を決定し，残った一つをテストデータとして提案したアーチファクト検
出手法の効果を確認した（10-fold cross validation）．また，これを 10回行うことでフィル
タの再現性の確認も行っている．ただし，テストデータにはアーチファクトが含まれている
EEG データと同数のアーチファクトを含んでいない EEG データを追加して効果の確認を行
っている． 






Fig. 3.17 Learning results of threshold for artifact detection. Left: eye blink,  
Middle: Horizontal eye movement, Right: Neck swing 
































































































Fig. 3.18 Independent component of eye blink 
 
 
Fig. 3.19 Independent component of horizontal eye movement 
 
 
Fig. 3.20 Independent component of Neck swing 











































































































行った．検出結果を図 3.22 に示す．これを見ると，全ての被験者でほぼ 100%の確率でアー
チファクトが検出できている．また，全ての被験者で検出率（通常状態とアーチファクトの











Fig. 3.21 Artifact detection accuracy of each subjects （10 fold-cv） 
 
Table.3.4 Detection accuracy and standard deviation 
  ALL Artifact Normal 
Subject Mean STD Mean STD Mean STD 
S1 97.27% 6.741999 98.18% 5.838742 96.36% 11.67748 
S2 94.24% 9.024378 100.00% 0 88.48% 18.04876 
S3 84.85% 16.97815 95.76% 10.90593 73.94% 31.01808 
S4 95.15% 8.703883 97.58% 6.62868 92.73% 15.66699 
S5 91.82% 9.828067 100.00% 0 83.64% 19.65613 
S6 93.03% 8.833476 87.88% 15.7634 98.18% 10.44466 
S7 93.94% 8.992842 100.00% 0 87.88% 17.98568 
 
 
Fig. 3.22 Artifact detection accuracy of each subjects using average threshold  
（10 fold-cv） 
















 All Artifact Normal
















 All Artifact Normal
４８ 
 
Table 3.5 Threshold value of each artifact feature 
  TK MEV SLD min SLD max SFHD FPH 
S1 2.0675 13.17162 -0.0151 0.0122 0.2125 5.143 
S2 1.4811 11.1033 -0.0078 0.0066 0.3011 3.2928 
S3 1.2978 12.3321 -0.0289 0.0326 0.3024 5.1756 
S4 1.6809 12.849 -0.0332 0.028 0.2419 5.4348 
S5 1.7132 12.4907 -0.0264 0.0276 0.2109 3.3185 
S6 3.4614 15.6649 -0.0352 0.052 0.2291 6.0431 
S7 1.9259 13.4061 -0.0089 0.008 0.2281 2.987 
Average 1.9468286 13.002531 -0.022214 0.0238571 0.2465714 4.4849714
STD 0.6625026 1.2885078 0.0106045 0.0150465 0.0362369 1.1505126
 
 











強調されることが考えられるため，ガウシアンフィルタを用いて平滑化を行うことで S/N  




















Fig. 3.24 2-dimension Laplacian of Gaussian filters （σ = 2） 
 
 











らを保持するために鮮鋭化フィルタを組み合わせることとする．図 3.24 に 2 次元の LoG













 yxyxyxh    （3.7） 



























ここで Xjは中心電極の EEG， j は中心電極の番号， k は周辺電極の番号， Xｋは周辺電極










































った結果を図 3.26 に示す．図の上は時間応答，下は PSD，左下は PSD の拡大図であり，
青い鎖線はフィルタなし，緑の一点鎖線はスムージングなしの鮮鋭化フィルタ，赤い実線は
スムージングありの鮮鋭化フィルタである．時間応答ではそれほど大きな違いは見られな
いが，PSD を見てみると特徴成分と仮定した 10Hz においてフィルタ処理後は処理前より
も PSD の値が増幅されている（SoG で約 3 倍，鮮鋭化フィルタで約 10 倍）ことが確認で
きる．また，スムージングの有無による差としては，スムージング無しの方の特徴成分が大
きいことが分かる． 
次に，BCI でよく用いられている LoGフィルタと提案する SoGフィルタを比較した結果
を図 3.27 に示す．時間応答を見ると LoGフィルタは他の二つに比べて大きく異なってお 
 
 
Fig. 3.26 Comparison of the spatial filtering results with or without smoothing 
 
 
Fig. 3.27 Comparison of the spatial filtering results with smoothing filter 











































Sharpening of the features
Enlarged view

















































り，低周波成分がなくなっているように見える．PSD を見てみると，10Hz の成分は LoG










Fig. 3.28 Comparison of the spatial filtering results with or without smoothing in the 
noisy data 
 
Fig. 3.29 Comparison of the spatial filtering results with smoothing filter in the noisy 
data 
































Sharpening of the feature
































































































ュレータ（以下DS）を用いて計測を行う．図 4.1 に DS を用いたBCI システムの概念図を示す．















ムの構成を図 4.2 に示す．図のように計測システムは EEGアンプ，A/Dコンバータ，計測・計
算用 PCとDSから構成している．各機器間を接続するケーブルはノイズの影響を考慮して選択
し，端子には BNC を用いた．EEG と DS データの PC へのデータ取得は，A/D 変換と D/A 変
換の機能を備え，同時にアナログ入出力をバスマスタ転送することができるためCPUに負荷を
かけず大容量のデータ転送が可能である CONTEC社製の PCカード（ADA16-32/2（CB）F）
を用いた．また計測用ソフトウェアは，MathWorks 社の数値計算言語 MATLAB と Data 
acquisition Toolbox を用いて作成した．次節では脳波計測装置について説明する． 
 
 




EEG計測装置はアナログ脳波計 SYNAACT MT11（NEC三栄製）を用いる（図 4.3）．こ
の脳波計は生体計測テレメータであるため，拘束性が低く被験者は自由な動きが可能となっ
ている．被験者には小型の送信機を装着してもらい，受信機でそれらのデータを計測する．ま








Fig. 4.3 EEG amplifier （SYNA ACT MT11） 
 







High pass filter 1.5;0.3;0.1;0.03;0.01sec
Low pass filter 30;60;100;OFF(200)Hz
Notch filter 50/60Hz
Offset voltage ±100mV








次に，図 4.4 に脳波計と DS の車両情報を PC へ取り込む A/D コンバータ示す．接続は図
に示す BNC 端子台を用いる．この A/D コンバータは高精度アナログ入力,  高精度アナログ
出力,  デジタル入力, デジタル出力,  カウンタ機能を搭載しており，マルチファンクション
の、PC Card Standard 準拠 CardBus 対応 TYPEⅡサイズの PC カードである．シングル
エンド入力では最大 32 チャンネル，差動入力では 16 チャンネル入力が可能であり，分解能
は 16 ビット，1チャンネルの最大変換速度は 2μ秒と高精度な計測が可能である．出力は 2





可能である．PCカードの諸元表を表 4.2 に示す． 
５８ 
 
   
Fig. 4.4 A/D converter PC card （CONTEC ADA16-32/2（CB）F） 
 




EEGを計測する電極配置は，図 4.5 に示す Electro-Cap International 社のエレクトロキャ





ため，前頭前野，運動野，体性感覚野である F3，F4，C3，C4，P3，P4，Fz，Cz，Pz の 9電
極を用いて計測する．基準電極としては両耳朶電極 A1，A2 を用いる．各電極位置と部位の
意味は図 4.6 と表 4.3 に示す通りである．また，各電極のインピーダンスは全て 5kΩ以下と
なるようにペースト，ジェルなどお用いて調整する．そして，低周波成分と高周波成分の除去
には 0.1Hz～100Hz のバンドパスフィルタ，ハムノイズ除去には 50Hz のノッチフィルタを
使用する．盤とパスフィルタの設定は，注目する脳波成分によって異なるため，計測機で設定
Input type Single input, differential input
Max. channnel 32ch(single), 16ch(differential)




Transfer rate 2μsev/ch (Max.)
Buffer memory 64k Word FIFO or 64k Word RING
Max. channnel 2ch




Transfer rate 10μsev/ch (Max.)








   
Fig. 4.5 Electro Cap 
 
 
Fig. 4.6 The international 10-20 system seen from （A） left and （B） above the head.  
（A: Ear lobe, C: central, Pg: nasopharyngeal, P: parietal, F: frontal, Fp: frontal polar, O: 
occipital） 
 




　 T5                  T6後側頭 　 Posterior Temporal
　T3                  T4中側頭 　 Mid Temporal
　O1                 O2後頭 　　　Occipital
　P3       Pz       P4頭頂 　　　Parietal
　 C3       Cz      C4中心 　　　Central
　 F7                  F8下前頭　　Inferior Frontal 　










自動車での運転操作中の EEG を計測には，三菱プレシジョン製の動揺装置付きの DS を用い
て行う（図 4.7）．DS は，実車同様の運転装置を有しており，道路環境や他車両の交通流など
の設定を行うことにより，任意の交通状況や走行場面（以下，シナリオ）を再現することが可能






   
Fig. 4.7 TUAT Driving Simulator 
 
 
Fig. 4.8 Driving simulator hardware configuration 
６１ 
 



































OS：WindowsXp, Compiler：Microsoft VissualC++, Mathworks：
model
Vehicle model  ： 4 wheel vehiclemodel with 6 dimension model
Tire model ： magic formula model
Developper Mitsubishi precision Co.
Controll unit
CPU： Core2Duo 3GHz，Memory： 4G byte
OS：WindowsXp　Compiler：Microsoft VissualC++
Scenario unit


















3 axis velocity ：±350mm/s,  3 axis angular velocity ：±25deg,
3 axis acceleration ：4.9m/s2
Urban area  ： 1.60km×1.76km, Highway ： 20km, Capital freeway
： from mukoujima to miyakezaka, Tomei highway  ： from gotenba to
ayusawa, Suburban arterial road ： Japanese suburban road
128 vehicles
Sound unit
Same as controll unit




Vabration generator (road vibration, earthquake)
Information of driving assistance
Road noise, engine sound, warning, crash sound, etc.
Driving seat
Real vehicle frame，Real vehicle instruments panel
Interface








ソフトウェアにより，Matworks 社製の MATLAB/Simulink によって記述された任意の制御





























視界の表示解像度は SXGA であり，画像更新レート 60Hz である．球面スクリーンの画角は





          

















Fig. 4.12 Stewart platform type motion system and AC servo motor 
 
 






































Fig. 4.14 Driver’s seat and driver interface 
 
 












また実験シナリオは，認知に関係のある事象関連電位 P300 を計測する際に用いられる odd-ball 













4.16 に実験 1 回のタイムテーブルと実験内容を示す．縦方向は時間をあらわしており，横に
は実験の内容を図示している．図の緑色の車両が自車，青色の車両が先行車である． 
実験開始時には 3 車線道路の中央を自車両が走行しており，自車両の前方には全車線に操
舵方向の指示を行う車両が走行している．この自車両は自動的に速度 60 km/h で走行するよ
うに設定している．実験開始から 2.2 秒後（先行車両から 30mの車間距離）に，先行車両の
うちの 2台がブレーキランプを点灯し停止する．残りの 1台はそのまま走行し被験者の視界 
 
 
Fig. 4.16 This shows a bird’s eye view of the experimental paradigm for one trial. Subjects 
viewed leading vehicle on the each lane road. At 2.0-4.0 sec, they made the decision to 







間であり，ランダムに操舵方向が指示される 15 回の実験から構成されている．これを 10 セ
ッション行った．また，被験者には 1 セッションごとに 1 分間の休憩を与えている．この実




















終えてもらい，1 回の実験は終了となる．1 回の実験は 6 秒間であり、20 回を 1 セッション
とし，8 セッション行った．また，被験者には 1 セッションごとに 1 分間の休憩を与えてい










Fig. 4.17 This shows a bird’s eye view of the experimental paradigm for one trial. Subjects 
followed leading vehicle on the same lane road. At 2.5-4.0 sec, they made the decision to 
drive either the go or stop. Subsequently, they drove to follow the forward vehicles. 
 








[time/month] steering gas and brake
A 32 13 20 participation participation
B 24 5 10 participation participation
C 22 4 8 nonappearance participation
D 24 4 4 participation participation
E 24 4 1 participation nonappearance
F 23 2 1 participation participation
G 24 4 0 participation participation
H 23 1 0 participation nonappearance
I 22 2 0 participation participation
J 23 2 0 nonappearance participation




被験者は表 4.5 に示す本学の教員と学生であり，20～30 代の健常者の男性である．被験者間
の違いとしては，年齢，運転免許取得後の経過年数と実験当時の運転頻度である．被験者全員に





































Factor Analysis: PARAFAC） による解析を行う．PARAFACは，1970 年 Harshman[100]や









PARAFAC は対象データをランク 1 のテンソルの足し合せで表現している．ランク 1 の
テンソルとは解析対象のデータを SF×T×D，各要素を周波数 f，時間 t，電極 dとしたとき，Sftd 
=afkbtkcdk のような対象テンソルの次数分のベクトルの積で表現可能な行列のことである．こ









            （5.1） 
ここで，kは各因子（各成分）を表しており，Nkは因子の数，εは独立因子を表している．
因子ベクトル afk，btk，cdkは Tucker3 [104]と同じく，それぞれ Sの 1，2，3 番目の因子に関
する低次元表現と解釈できる．  
 






















































































1_ 　      （5.3） 
ここで，Tftdは予測された 3相因子分析モデル （Tucker3） のコアテンソルを表している．
































       （5.4） 
ここで，n は全実験回数，i は実験回数, Si はウェーブレット変換を各電極で行った結果
であり，f は周波数，tは時間，dは電極位置を表している．事象関連周波数電位 ERSP（f,t,d）
を PARAFAC によってそれぞれ領域における成分ベクトル afk，btk，cdkに分解し，認知・
判断の特徴が含まれているか調査を行う．設定した因子の数は，Core consistency が 80%
以上となる因子数を選択している． 









Fig. 5.3 EEG analysis process based on parallel factor analysis 
 





PRAFAC によって解析を行った結果より，運転頻度の多い被験者である A，B と週一回
程度運転する被験者EはCore Consistencyが80%以上であるときの因子数は3であった．
また，残りの被験者の因子数は 2であった．そこで，因子数の違いによる解析結果から，操
舵に関連する因子の調査を行う．ERSP（2.0-4.0 秒）を PARAFAC により解析した結果，







てみると，第一因子は 5-8 Hz のθ波，第二因子は 8-13 Hz のα波，第三因子は 13-30 













[time/month] steering gas and brake
A 32 13 20 participation participation
B 24 5 10 participation participation
C 22 4 8 nonappearance participation
D 24 4 4 participation participation
E 24 4 1 participation nonappearance
F 23 2 1 participation participation
G 24 4 0 participation participation
H 23 1 0 participation nonappearance
I 22 2 0 participation participation
J 23 2 0 nonappearance participation
















得られた被験者 F の結果を図 5.7-5.9 に示す．図の詳細は被験者 A と同様に，上から右操
舵（図 5.7），左操舵（図 5.8），直進（図 5.9）の操舵指示の結果である．被験者 F の因
子数は 2であり，被験者A，B，Eに見られた第三因子が存在していない．しかし，因子の
数に違いがあるものの，各因子の周波数帯が θ波帯と α 波帯であることは因子数 3 の被
験者と同様であった．時間要素に関してみてみると，全ての操舵において 2.4 秒付近で第
一因子の関連度が大きくなっており， 3 秒以降では左操舵と直進時の第二因子の関連度が
大きくなっていることが分かる．空間要素においては，第一因子は電極 Fz と F3 に強く関









因子数による違いをみてみると，周波数要素では被験者 Aに比べ被験者 F は第一因子の









Fig. 5.4 PARAFAC results of Right steer （Subject A） 
.  
Fig. 5.5 PARAFAC results of Left steer （Subject A）  
 
Fig. 5.6 PARAFAC results of Straight （Subject A）  




















































































































Fig. 5.7 PARAFAC results of Right steer （Subject F）  
 
Fig. 5.8 PARAFAC results of Left steer （Subject F）  
 
Fig. 5.9 PARAFAC results of Straight （Subject F）  


























































































































験者 A は直進時の第二因子が電極 P3，P4 において同程度の関連度であるが，左右の操舵
では片方の電極の関連度が強くなっている．電極の関連度の強さとそのパターンは被験者
毎に異なっており，被験者 Aは右操舵では P4，左操舵では P3 が強く出ている．被験者 B
では直進時には P3 で関連が強く P4 は弱いが，右折時には P3 が弱く P4 の関連度は強く
なっており，左折時においては P3，P4 共に弱くなっている結果であった．被験者 E は左
操舵時に P3，P4が直進時よりも関連が強くなっており，右操舵では直進時に比べ P4の関





















間や大きさが異なっていた．次に被験者 F の解析結果を見ると，図 5.13-5.15 より因子数








Fig. 5.10 PARAFAC results of Right steer at another trial （Subject A） 
 
Fig. 5.11 PARAFAC results of Left steer at another trial （Subject A） 
 
Fig. 5.12 PARAFAC results of Straight at another trial （Subject A） 


























































































































Fig. 5.13 PARAFAC results of Right at another trial （Subject F） 
 
Fig. 5.14 PARAFAC results of Left at another trial （Subject F） 
 
Fig. 5.15 PARAFAC results of Straight at another trial （Subject F） 


























































































































































































Fig. 5.17 Decoding the outcome of decisions before and after they reached 
awareness. Color-coded brain areas show regions where the specific outcome of a 
motor decision could be decoded before （bottom, green） and after （top, red） it 
had been made. 
 
  
Fig. 5.18 Activity related to attentional control. Left is activations to cues instructing 
subjects to orient attention to the left visual field location. Right is activations to 
cues instructing subjects to attend the right visual field location.  
Chun et at. 2008 







































者の電極 Pz の EEG について加算平均を行い，同じタイミングで発生しているか確認を行
った．加算平均では，同じタイミングで電位が発生していると，平均した際に電位が強く表
れる傾向にある．被験者 A の各操作における Pz の加算平均の結果を図 5.20 に示す．被験
者Aは 2.6 秒付近に P300 が存在しており，これはα・μ波帯域の発生時間とおなじであ
る．しかし，一般的に P300 の電位は数十μV であることから，図 5.20 の電位が小さいこ
とが分かる．各操舵による違いもほとんどないことから，計測した実験の大半が 2.6 秒付近
で P300 が発生しているが，認識の遅れなどによって潜時が変わってしまい 2.6 秒付近に
P300が含まれない実験もあると考えられる．被験者Fの加算平均の結果を図5.21に示す．
被験者Fは2.4秒付近にP300が存在しており，これはθ波帯域の発生時間と同じである． 
しかし，被験者 Aに比べて電位が 3分の 2 程度であることから，被験者 F は疲れなどで集
中が困難となり注意散漫になったため P300 の電位の振幅・潜時が定常的に発生していない



















Fig. 5.20 Averaging results of each steering instructions in the parietal electrode of Pz 
（subject A） 
 




















































































の被験者において，Core Consistency が 80%以上となる因子数は 2であった．そこで，運
転経験と頻度によって日常的に運転をしている被験者A，B，Cと，日常的に運転をしてい
ない被験者 D，F，G，H，I，J へ分類し各因子の認知・判断への関連の調査を行った．日


















ない．第二因子は P4，Pz に関連があり，各操作によって関連度が多少変化している． 
他の日常的に運転をしている被験者A，Bの解析結果においても，周波数帯域は第一因子



















次に日常的に運転をしていない被験者 F の結果を見てみると，被験者 C と同様に周波数 












Fig. 5.22 PARAFAC results of Gas pedal operation （Subject C） 
 
Fig. 5.23 PARAFAC results of Brake pedal operation （Subject C） 
 
Fig. 5.24 PARAFAC results of no operation （Subject C） 





























































































































F4，Fz， Cz と第二因子の P3，P4，Pz と被験者 F と同じであった．さらに，各操作状態




より，被験者 F も被験者 Cとほぼ同様の傾向であることが分かり，他の被験者においても
同様の傾向にあることから，運転経験や頻度による違いはないと考えられる． 
ここで，被験者 F も被験者 Cと同様に周波数の関連度が操作毎に異なっているため，次
元数を追加して再度 PARAFAC解析を行った．その結果を図 5.29 に示す．図 5.29 の右上
より，第一因子に関する関連度は前進＞停止＞操作なしとなっており，被験者 C と F は同































































Fig. 5.26 PARAFAC results of no operation （Subject F） 
 
Fig. 5.27 PARAFAC results of no operation （Subject F） 
 
Fig. 5.28 PARAFAC results of no operation （Subject F） 










































































































































れる．次に電極 F3 と F4 をみると，前進・停止実験の解析結果は左右操舵実験とは異なり























































































































また，Pz 付近は認知の事象関連電位である P300 の発生部位である．そこで時間要素につ
いて考えてみると，操作指示後に関連度が弱くなっていること，認識の遅れなどによる
P300 のばらつきも考えられること，さらに因子の周波数帯域を見てみると 10-14Hz であ
ることから P300 との関連は低いと考えられる．次に，前節と同様に事前情報の有無につい
ても考える．全ての被験者において確認できる第一因子は，左右操舵と比べると情報提示か























Fig. 5.32 Comparison of longitudinal operation for Factor No.2.  
（a） is subject C. （b） is subject F 
 
 
Fig. 5.33 Relative position of the vehicles in the experiment of longitudinal operation. 
Blue is gas pedal operation. Red is brake pedal operation. Green is No operation. 



















No operation Operational direction




































おいて計測したドライバの EEG を，従来の空間-時間や時間-周波数等の 2 次元の要因解析だけ






















































































         （6.1） 






時間要素を求めると，要素行列 A と B は固定値として考えることができる．ここで， AB
は行列Aと Bの Khatri-Rao Product であり次式のように書ける． 
][ 2211 MM abababAB           （6.2）  













          （6.3）  





Fig. 6.1 Procedure of the factor detection method. （a）: PARAFAC analysis. 















































PARAFAC 解析と検出は Leave-one-out 法により求めるため，解析に用いるトレーニング
データとテストデータに分ける．また，被験者はアーチファクト除去を行った後のデータ数
が各操作において 10回以上あった被験者 4名の情報を表 6.1 に示す．左右操舵で 3名，前
進・停止操作では 3名であった．  
 
 
Fig. 6.2 Detection process of driver’s intention based on parallel factor analysis 
 
Table 6.1 Subject characteristics information  
 
Laplace filterEEG Wavelet
Pre processing Feature Extraction
Decomposition from 3D data to 






[time/month] steering gas and brake
A 32 13 20 participation participation
C 22 4 8 nonappearance participation
F 23 2 1 participation nonappearance






タに対する各操舵モデルの精度を推定するために，交差検定法の一つである Leave One Out 

















緑の破線は左操舵，赤い点線は直進の ERSP を用いて PARAFAC 解析した結果から求めた関
連度を表している． 
図 6.3-6.5 では 0-2.0 秒付近の第二因子の関連度と比べ，右操舵の試行では 2.5 秒，左操舵
の試行では 3.3 秒，直進操作の試行では 2.5 秒において関連度が大きくなっており，各操舵と
もに関連度は約 0.2 となっている．これらの時間要素の変化は，前章の解析結果と同様の傾向
である．第一因子の関連度は，右操舵では 2.3 秒，3.2 秒と 3.8 秒，左操舵では，1.5 秒と 2.5










Fig. 6.3 Time component detection of subject A in the case 1 （Right steer） 
 
Fig. 6.4 Time component detection of subject A in the case 1 （Left steer） 
 
Fig. 6.5 Time component detection of subject A in the case 1 （Straight） 






























































































































図 6.6-6.8 では右操舵は 2.5-3.5 秒，左操舵は 3.0-3.7 秒，直進では 2.5-3.2 秒において
第一因子の関連が 0-2.0 秒の値よりも関連が強くなっており，解析結果とほぼ同様の傾向が
確認できる．第二因子に関して見ると，右操舵では常に 0.1 程度と一定であるが，左操舵と





















6.9-6.11 に示す．空間要素では，各操舵の ERSP を用いて PARAFAC 解析した結果から求
めたモデルを求めており，図は上から右操舵モデルから求めた各電極の関連度，左操舵モデ
ルの各電極の関連度，直進モデルの各電極の関連度である．線種は青い実線は P3，緑の破
線は P4，赤い点線は Pzの関連度を示している．2.2 秒において被験者には操作指示が与え
られており，4.0 秒には操作開始の合図が与えられている． 




Fig. 6.6 Time component detection of subject A in the case 2 （Right steer） 
 
Fig. 6.7 Time component detection of subject A in the case 2 （Left steer） 
 
Fig. 6.8 Time component detection of subject A in the case 2 （Straight） 
























































































































6.10 の左操舵の実験では 3.3 秒付近において P3の関連が強くなっており，0.5 秒付近にお
いて P4と P3 の関連が強くなっている．それ以外に時間帯においては，右操舵と同様にほ
とんどが小さい値であった．また，直進の指示が提示された実験（図 6.11）では，2.5 秒付
近で P3 と P4 の関連が強くなっており，3.5 秒まではほぼ同様の関連度となっている．し

































Fig. 6.9 Spatial component detection of subject A in the case 1 （Right steer） 
 
Fig. 6.10 Spatial component detection of subject A in the case 1 （Left steer） 
 
Fig. 6.11 Spatial component detection of subject A in the case 1 （Straight） 































































































































電極配置を図 6.13 に示す．図 6.14-15 に右操舵の試行の第一因子と第二因子の結果を，図
6.16-17 に別の試行における右操舵時の第一因子と第二因子の結果を示す．また，左操舵と
直進時の結果を図 6.18-6.21 に示す．時間要素の 2.2 秒において被験者には操作指示が与
えられており，4.0 秒には操作開始の合図が与えられている． 
図 6.14-15 より，右操舵を意図した際の第二因子を見てみると，時間要素の関連度が 1.7
秒付近から徐々に大きくなっている．操作指示後の 2.2-2,7 秒においては，第二因子の時間
要素の関連度はさらに大きな値となっている．また，空間要素においては操作指示が与えら
れる前の 2.0 秒では電極 P3 の関連度が大きいが，操作指示後の 2.2 秒以降では電極 P3，




































Fig. 6.13 Electrode placement in the figure
107 
 
P4，Pz の関連度がそれ以前の時間に比べて大きく変化している．さらに操舵直前の 4.0 秒
においては，時間要素と空間要素の電極 F3，Fz の関連が大きくなっている．これ以外の時
間では，第二因子の時間要素，空間要素共に関連度に大きな変化は見られない．次に第一因
子の関連度をみると，時間要素では 2.1 秒付近からから徐々に大きくなっており，2.4 秒以
降で小さくなっている．この時の空間要素は，電極 F3,Fz の関連度が強くなっていること
が確認できる．この後 2.8-3.2 秒においても関連度が大きくなっており，空間要素において
も電極 F3，Fz の関連が強くなっている．さらに，3.8 秒にかけても第一因子の関連度が大
きくなっており，この時の空間要素の関連度は 3.75 秒以降では Fz，F4 の関連度が強くな
っており，4秒付近では F3，Fz，F4と時間によって変化していることが分かる．PARAFAC
解析の結果と比較すると，第二因子の 2.2-3.7 秒と第一因子の 2.8-3.3 秒においては同じ発
生部位であるが，4.0 秒では異なっていることが分かる．また，別の右操舵の試行である図
6.15-6.16 を見ると，第一因子は操作指示後に時間要素と空間要素の F3，Fz，F4 で関連度
が増加している．第二因子において時間要素はほとんど変化していないが，空間要素では 2-






の第二因子の関連度が強くなっており，空間要素の 2.75-3,25 秒においても電極 P3，Pz の
関連度が他の電極に比べて大きく変化している．この時の第一因子は時間要素と空間要素
の電極 P3の関連度は非常に小さい値となっており，F3と Fz の関連度が増加している．ま




電極 Fz と F4 の関連が強くなっている．また 3.9 秒において，第二因子の時間要素と空間
要素の F3 と P4 の関連度が強くなっている．第一因子では 4.0 秒において空間要素の F4
の関連が強くなっている． 











Fig. 6.14 Spatiotemporal response of the first factor in the case 1 （Right steer） 
 
 
Fig. 6.15 Spatiotemporal response of the second factor in the case 1 （Right steer） 






























































Fig. 6.16 Spatiotemporal response of the first factor in the case 2 （Right steer） 
 
 
Fig. 6.17 Spatiotemporal response of the second factor in the case 2 （Right steer） 































































Fig. 6.18 Spatiotemporal response of the first factor （Left steer） 
 
 
Fig. 6.19 Spatiotemporal response of the second factor （Left steer） 






























































Fig. 6.20 Spatiotemporal response of the first factor （Straight） 
 
 
Fig. 6.21 Spatiotemporal response of the second factor （Straight） 



































































































倍となったことが報告されている[115]．しかし，図 6.23 の結果を見ると試行 1，2の反応時











   
Fig. 6.22 Late cognition model related to the perceptual and recognition  
 
 







Decision and Memory etc.
Control






















































まず，第一因子について見ると図 6.24 に示す前進指示の結果では，操作指示前（2.5 秒以
前）は関連度が 0.1 程度であるが，操作指示後の 2.8 秒では関連度が最大（0.4）となってい
る．図 6.25 の停止指示では，前進指示と同様に 1.0-2.5 秒の間は関連度が 0.1 程度であるが，
操作指示後の 3.2 秒付近において関連度が最大（0.3）となっている．ただし，操作指示が与
えられる以前の 0.7 秒付近においても，関連度が 0.2 と増加している．図 6.26 の操作指示が
ない実験では，1秒以前は関連度が非常に大きい値となっているが，それ以降は他の操作と同














Fig. 6.24 Time component detection of subject C （Gas） 
 
Fig. 6.25 Time component detection of subject C （Brake） 
 
Fig. 6.26 Time component detection of subject C （No Operation） 



































































































Fig. 6.27 Detection of operational intention by the Depending on the amplitude 
 
 
Fig. 6.28 Frequency component detection of subject C （Gas） 
 
次に第二因子をみると，前進では 2.0 秒以前の関連度は 0.1 以下であるが，操作指示時の
2.5 秒において関連度強くなり，指示後の 3.0 秒付近（第一因子の関連度が強くなった後）で
はマイナスの値となっている．さらに，その後の操作開始（3.8 秒）の直前における関連度は
0.05 まで回復している．停止も前進と同様に 2.0 秒以前は低い関連度であり，操作指示前に




は，他の操作と同様に関連度は約 0.1 で推移している．また，操作指示後の 3.0 秒付近におい
ても，他の操作と同様に第一因子の発生に伴い関連度が弱くなっていることが分かる．しかし，


















































































なっており，それ以外の時間では 1 以下の値となっている．停止操作では 3.2 秒でどの操作
モデルにおいて関連度が最大となっており，0.7 秒においても関連度は大きくなっている．し
かし，それ以外の時間では関連度は前進操作と同様に 1以下の値である．操作無しでは，操作






















Fig. 6.29 Frequency component detection of subject C （Gas） 
 
Fig. 6.30 Frequency component detection of subject C （Brake） 
 
Fig. 6.31 Frequency component detection of subject C （No operation） 




















































































































示が与えられた 2.6-3 秒にかけて時間要素の関連度が増加しており，空間要素では 2.75-3.25
秒において電極 F3，F4，Fz の関連度が他の電極に比べて大きく変化しており，中でも Fz と






















Fig. 6.32 Spatiotemporal response of the first factor （Gas） 
 
 
Fig. 6.33 Spatiotemporal response of the second factor （Gas） 




































































Fig. 6.34 Spatiotemporal response of the first factor （Brake） 
 
 
Fig. 6.35 Spatiotemporal response of the second factor （Brake） 


































































別の停止実験の結果を図 6.36-37 に示す．第一因子の時間要素は 2.7-3.1 秒で関連度が
変化しているが，図 6.34 に比べて関連度の大きさは小さい．また，この時の空間要素は電
極 F3，Fz，F4 の関連度が増加している．また第二因子においても，時間勝訴において 2.8
秒付近で関連度が変化しており，この時の空間要素では電極 F3，Fz，F4と P3，Pz におい
て関連度が増加しており，電極 P4において減少していることが確認できる．また，時間要






操作を行っていない時の結果である図 6.38-6.39 では，操作指示後の 2.8-3.4 秒において
第一因子の時間要素の関連度が増加しており，空間要素では電極 F4の関連度が大きくなっ
ている．この時の第二因子の時間要素をみると，2.8-3.2 秒ではほとんど変化していない．
しかし，3.2-3.7 秒において関連度が増加しており，空間要素においても 3.25-3.5 秒で電
極 P3，Pz，P4 の関連度が大きくなっていることが確認できる．これらの結果は，時間要素



















Fig. 6.36 Spatiotemporal response of the first factor in the case 2（Brake） 
 
 
Fig. 6.37 Spatiotemporal response of the second factor in the case 2 （Brake） 




































































Fig. 6.38 Spatiotemporal response of the first factor （No operation） 
 
 
Fig. 6.39 Spatiotemporal response of the second factor （No operation） 



































































Fig. 6.40 Visual information flow related to the behavior prediction in the brain 
 
 
Fig.6.41 Locations of the no-go dominant and go dominant brain activity. They are 
mapped on four corresponding anatomical images. (Red: no-go dominant, Green: go 
dominant, Circle: right thumb, Square left thumb) (Konishi et al. 1998) 


























































Fig. 6.42 Visual pathway of pre-frontal cortex and intraparietal area 
 
 
Fig. 6.43 Pedal position of the experiment  
 
6.4 まとめ 











































































































る逆問題に対する順問題と考えられる．電流源推定では，EEG や MEG の計測から得られる
リードフィールド行列（Lead Field matrix）を用いて，電流源の信号伝達をモデル化してい
る．リードフィールド行列はセンサの数をNとし，脳内の電流源の数をMとしたとき電流源







本研究では，モントリオール神経研究所（MNI: Montreal Neurological Institute）によって
定義された fMRI 画像のなかで，図 7.2 に示す ICBM152 の T1 を用いて頭部形状と内部構造
の作成を行った．MNI によるテンプレートの中で最初のものはMNI305 と呼ばれており，305
人（男性 239 名，女性 66 名，平均年齢 23.4±4.1）の右利きの被験者の MRI 画像から作成
されたテンプレートである．また，ICBM152 は MNI305 の 9 つのパラメータをアフィン変
換用いて 152 人の MRI 画像を平均したものと一致させたものであり，The International 
Consortium for Brain Mapping （ICBM）では標準テンプレートとして採用されている．近
年では ICBM452 が作成され，ICBMで採用されているが，まだ広く用いられてはいない．ま
た，計測電極は第 5 章の実験で述べた 9 電極であり，電極位置は ICBM の形状から国際 10-
20 法で計算している（図 7.3 参照）．しかし，MRI から抽出した頭部形状は解析的に求める
ことはできないため一般的に境界要素法（BEM: Boundary Element Method）と有限要素法















Fig. 7.1 MNI template of ICBM152 （2009c Nonlinear Asymmetric 1×1×1mm） 
 
 
Fig. 7.2 Head model of 500 current dipole made from ICBM152 
 
Table 7.1 The detail of isotropic conductivity for head model 
  
 
Table 7.2 The approximation of isotropic conductivity for head model 
 
 
Head compartment comp Conductivity  Conductivity (S/m)
les (lesion) 0.33
wm (white matter) 0.142
gm (gray matter) 0.33
csf (cerebrospinal fluid) 1.538
skull 0.0042
skin 0.43







脳内の神経細胞の活動による電気信号や磁場を頭部部表面で計測したものが EEG や MEG




























を配置したときの電流強度をベクトル J とすると，M個のセンサで観測される電位 B は次式
となる． 



























はじめに EEG 順問題に対応する確率モデルを考える．観測ノイズが Gauss 分布と仮定する





1exp)|( GJBJBp       （7.4） 
ここで，p（B ¦J）は電流強度 Jのときに観測電位がBである確率である．また，βは式（7.2）
と対応しているが，上式ではノイズ分散の逆数を意味している．電流源 Jに対して事前分布 P0





JPJBpBJp       （7.5） 
ここで，分母は周辺尤度と呼ばれ，次式で表される． 
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resolution brain electromagnetic tomography （LORETA）[123]，Winner 推定[124]，階層ベ
イズ推定[120] [125] [130-133]）が提案されている．各手法の違いとしては表 7.3 に示すような，事前





問題点がある．また，Wiener 推定と階層ベイズ推定は EEGまたはMEGと fMRI を組み合わ






































Fig. 7.3 Diagram of Hierarchical Bayesian method 
 
 





る推定では，電流源 J に対して事前分布 P0(J)は確率変数として定義されており，事後分布











































Hyper parameter a and b
ν0
Gamma distribution









,0 )1( nbasebasen tm        （7.10） 
ここで，ν0,base は基準期間の観測データから最小ノルム推定で求めた電流分散であり，全て













pJpJBpBJp       （7.11） 
また，周辺尤度は次式となる． 














































0)()(    （7.14） 
ここで，Steer（t）と Pedal（t）は時間 t における操作意図であり，Nsourceは操作意図の構
築に用いた電流源の数である．また，Jiは i 番目の電流双極子における推定した電流強度，wij
は j サンプル前の時間における i 番目の電流双極子の重み係数であり，w0はバイアス項であ
る．推定に用いた電流は，操作支持が与えられてから操作を行うまでの期間であり，推定に用
いた電流双極子の数は 500，サンプル時間の数は 0.004 sec 毎の 11 サンプルのデータを用





























































図 7.6-7.8 の試行において，EEG は多少のノイズはあるが，瞬きなどのアーチファクトは
含まれていないことがわかる．また，指示が与えられてからの舵角はほぼ変化しておらず，被
験者は操作を行っていないことが確認できる．右操舵の推定結果を見ると，操作指示が与えら
れた後（2.2 秒以降）に推定値が徐々に正解ラベルに近づいており，2.5 秒から 3.8 秒までの
間で 3 秒付近以外ではほぼ同じ値になっていることがわかる．左操舵においても，ほとんど











Fig. 7.7 Estimation results of Left steering （Subject A） 








































































































を行った．図 7.11 に case1 と case2 の推定した電流強度を示す．約 2.5 秒付近において，推
定結果の反応が遅い case１では前頭部中央から右側にかけての強度が強くなっており，反応
が早いケース 2では前頭部中央の強度が強くなっていることが確認できる．また，case2 では
4 秒付近において case1 と同様に，前頭部中央から右側にかけて電流強度が強くなっている．  


















































Fig. 7.10 Estimation results of Left steering in case 2 （Subject F） 
 
























































































Fig. 7.11 Comparison of Spatial Component for Factor No.1 
 







G は直進では 80％以上の推定精度であったが，操舵方向の推定精度は約 70%程度であった．
さらに，被験者 Fは全ての推定精度が約 60～70%であった．被験者A，F,Gの違いとしては，
実験回数の違いと運転頻度の違いが考えられる．被験者 Aは G,F に比べて運転頻度が高く，
実際の車両での運転を DS の運転操作においてもイメージしやすいことが要因のひとつと考






































左右の操作意図の推定を行った．推定は前節と同様に，交差検定法の一つである Leave One 
Out Cross Validation によって確認を行っている．使用した EEGデータは，前章と同様に被
























Fig. 7.13 Estimation results of Left steering in case 1 （Subject C） 
 
 
Fig. 7.14 Estimation results of Left steering in case 1 （Subject C） 














































































































































































時のアクセルベダルの結果を，図 7.18 に被験者 G の加速時のアクセルベダルの結果を示す．
また，図 7.19 に被験者Cの減速時のブレーキベダルの結果を，図 7.20 に被験者Gの減速時



































Fig.7.17 Gas pedal response of Sub. C      Fig.7.18 Gas pedal response of Sub. G 
  
































































































































の脳波を PARAFAC 解析することで，3 つの特徴量を検出した．そのうちのひとつである特徴
量において，頭頂葉後部付近（電極 P3 と P4）の脳活動が操舵方向によって異なることを確認
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常識により，自由エネルギーの最大化はQJに関して F（Q）を最大化する Jステップと，Qαに
関して F（Q）を最大化するαステップを交互に繰り返すことによって実現している． 
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ここで，<・>J,βは QJ（J，β）に冠する期待値を表しており，上付きのバーはパラメータαn，τ
の期待値を表している． 
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