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Indoor localisation systems are concerned with locating people or de-
vices within an indoor environment. Within the field, there are a large
number of technologies available for this task. Depending on the tech-
nology and underlying method of location estimate the accuracy is vari-
able.
This thesis examines ways to increase the accuracy of indoor localisa-
tion systems focusing on using ubiquitous technologies. Two popular
methods for indoor localisation, fingerprinting and trilateration, were
investigated.
The improvement to the fingerprint location accuracy is approxi-
mately 85% and was achieved by excluding poor quality measurements
through the manipulation of the radio hardware transmission powers.
The trilateration scheme location accuracy was improved by 32% ac-
companied by a decrease in computation time by 70% in general, and
up to two orders of magnitude in some cases.
One problem with these popular indoor localisation methods is the need
for a large amount of training data. To counter this a crowd-sourced
approach was developed to decrease the amount of time taken to deploy
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The discovery of where something is located in relation to fixed points is a process
known as localisation. On a world scale, latitudinal and longitudinal meridians
have become established as the geographic coordinate system whereby more-or-less
accurate positions can be determined.1
Technology has helped improve accuracy of localisation. Over the last two decades
the satellite-based Global Positioning System (GPS), can locate the receiver to within
five meters of their true location. With assistance this accuracy can be improved
(Goswami, 2013).
Consequently, such receivers have become commonplace and the number of ser-
vices that use location as a core part of their product has grown rapidly. There
are several familiar examples which illustrate the use of localisation: Advertising—
Google AdWords and Facebook advertising use coarse grained location information
to target users in specific countries or cities; Transport—companies such as Uber and
1There have been several different meridians in use over time and in different countries.
1
Lyft, allow users to request a taxi trip through their smart phone specifying their
pickup and drop-off locations before getting into the taxi; Emergency Services—
in the United States there is a system called E911 where the location of the caller
is dispatched to the emergency responders—most useful for mobile phone users;
Gaming—Pokemon GO is a game where players catch virtual creatures that appear
at various locations in the real world.
However, GPS in built-up environments such as cities becomes notoriously inaccu-
rate. Tall buildings wreak havoc with signal strength caused by problems of trans-
mission through building materials and radio scattering effects contribute to such
inaccuracies (Goswami, 2013). Applications that rely on GPS alone have to find
other solutions, for instance with self-driving cars a horizontal error incurred as a
result of a sudden loss of signal strength could be the difference between a safe lane
change or catastrophe. Similarly, Amazon’s unpiloted delivery drones cannot afford
to tolerate localisation errors. While the process of localisation indoors might bring
its own set of problems, its use in personal navigation, tracking of either people or
objects is where the future lies.
Compared to the GPS-based schemes mentioned above applications for indoor lo-
calisation are as yet in their infancy. However, the field is growing fast for vari-
ous indoor location applications such as navigation scenarios in which, for instance,
blind users could receive directions for travel in unfamiliar surroundings to meeting
rooms, offices, or airport gates. Art galleries and museums could provide enhanced
tour experiences by providing organic interactive technology-driven guides in the
preferred language of visitors. In a more banal example a shopper could optimise
their route around a hyper- or super- market to ensure they missed nothing on their
list.
Indoor localisation systems which track objects, or people, provide another set of
applications. Providing real-time location data for say high-value items in a large
warehouse, or life-saving equipment in complex multi-building hospitals could
2
bring obvious benefits. So too, would tracking firemen inside a smoke-filled burning
building which would allow them safe egress. As well as enabling the site comman-
der to easily determine where in the building their fireman are deployed. Continu-
ing with the smart shopping application, storekeepers could have access (within the
bounds of privacy) to a suite of analytical information previously only available for
on-line shopping habits.
Indoor localisation systems need not be restricted to corporate or commercial appli-
cations. Domestic applications could find a use in concert with the development of
the Internet of Things (IoT). Remote control of heating and lighting could become
truly remote the more so if it becomes integrated with existing personal virtual assis-
tants (like Google’s Assistant, Apple’s Siri, Amazon’s Alexa, or Microsoft’s Cortana)
to provide additional context for commands. Next generation software controlled
(for example, Philips Hue Lights) or robotic appliances could become more useful
with location information. For instance, a command to “vacuum this room” is al-
most impossible to fulfil but armed with localisation software which would give
Roomba (the robotic vacuum cleaner) an ability to construct a map of the room or
building the command becomes feasible.
A successful indoor localisation system needs to be: quick, in terms of both deploy-
ment and location estimation; cheap, for both devices and infrastructure; and as
accurate as possible.
1.2 Objectives and Scope
This thesis presents a study of indoor localisation using ubiquitous technologies
centred on readily available mobile consumer devices, out-of-the-box configura-
tions, and pervasive infrastructure. While these might make for a cheap system,
accurate location information cannot be sacrificed within that system.
3
Within this overarching aim the study had two main objectives. Firstly, to improve
accuracy of indoor localisation using ubiquitous technologies and secondly to find
ways to reduce the effort required to train the system. Critical analysis of the en-
tire processes and methods of improving the accuracy of indoor localisation was
explored and two areas were targeted as being most profitable avenues for experi-
mentation. These involved fingerprinting and trilateration techniques.
To fulfil the second objective, experiments to assess the acquisition of training data
were undertaken. Evaluation of the current processes of improving training data
acquisition methods was explored and a procedure involving crowdsourcing was
deemed worthwhile for experimentation.
One of the main problems with indoor localisation is keeping the cost of installation
low and making it usable by everyone. Others like Priyantha et al. (2000) and Ward
et al. (1997) for instance have produced a very accurate system but without regard to
costs. And whilst this thesis has not examined the direct costs involved it is assumed
that smart phones and computer processing time is cheaper.
1.3 Thesis Structure
Chapter 2 (Background) introduces material related to indoor localisation technolo-
gies and algorithms where the use of radio-based methods is motivated. Chapter 3
(Ubiquitous Technology based Indoor Localisation System) introduces a test indoor
localisation system and describes the environment and the setup that was used for
experimental work. In Chapter 4 (Shorter is Better) the effects of changing the power
used to transmit data, and how that can be used to improve the accuracy of location
estimates was examined. Chapter 5 (Emender) presents work on filtering distance
estimates to improve both the time spent on calculating and the accuracy of location
estimates. Chapter 6 (CRAFT) presents work on crowd-sourced construction of a
4
radio map. Finally, in Chapter 7 suggestions for future work and the conclusions of





This chapter presents an overview of devices which can be used for indoor localisa-
tion which are assessed in terms of their ubiquity, then various localisation methods
are discussed related to the devices. The final part of the chapter presents the moti-
vation for the choice of devices and techniques for indoor localisation.
2.1 Devices, Sensors, and Availability
Indoor localisation depends on the sensing capabilities contained in devices. A re-
view of commonly available devices, and their sensing capabilities is presented, in
Table 2.1, specifically in relation to the stated aims of achieving low, or no-cost, in-
door localisation. Different hardware configurations in use are discussed along with
their benefits as applied to different methodologies for indoor localisation.
2.1.1 Devices
Modern mobile consumer devices come in a wide range of form factors such as
laptops, tablets, smart phones, and smart watches. These devices contain a large
7
Watch Phone Tablet Laptop
MEMS
Accelerometer ✓ ✓ ✓ 7a
Gyroscope ✓ ✓ ✓ 7
Compass 7 ✓ ✓ 7
Radios
WiFi ✓ ✓ ✓ ✓
Bluetooth ✓ ✓ ✓ ✓
ZigBee 7 7 7 7
GPS ✓ ✓ ✓ 7
NFC ✓ ✓ ✓ 7
Mobile (2G, 3G, 4G, etc.) 7 ✓ ✓ 7
Sound and Vision
Camera 7 ✓ ✓ ✓
Microphone ✓ ✓ ✓ ✓
Speaker ✓ ✓ ✓ ✓
a Some laptops have accelerometers to detect drops and protect the hard drive however they are
often incorporated into hard drives directly and the values are therefore difficult to obtain.
Table 2.1: Sensors available in typical consumer hardware. Given the
plethora of technologies available as USB peripherals, this table only contains
the technologies in an out-of-the box configuration.
number of sensors on-board including accelerometers, gyroscopes, compasses, ra-
dios, cameras, microphones, and so on, Table 2.1 presents an overview of sensors
typically integrated in various devices. Additional functionality can be added to
laptops via the use of peripherals, however the focus of this study is on out of the
box sensors.
Not shown in Table 2.1 are IoT devices. Such devices typically consist of a small
amount of memory, low-powered processor, a radio and an assortment of sensors
(such as temperature, humidity, and light to allow for wireless environment mon-
8
itoring). These devices are generally limited in their ability to perform complex
processing and constrained by the energy available.
The choice of technology dictates the infrastructure requirements. Some technolo-
gies require supporting infrastructure while others are standalone. These stan-
dalone technologies often require additional information that are not needed by the
supported technologies. Each sensor is discussed below in relation to both its ad-
ditional infrastructure requirements and the methods used for localisation with the
sensor type.
2.1.2 Microelectromechanical Systems
Microelectromechanical Systems (MEMS) are a combination of accelerometers, gy-
roscopes, and magnetic compass sensors. They do not require any specific infras-
tructure as they are embedded in the device. However, these sensors are noisy,
tend to accumulate error quickly, and only provide relative positions unless sup-
plied with some information about the possible distances and directions (Goswami,
2013). Because acceleration is the third derivative of position, it can be integrated to
obtain an estimate of the distance travelled and the direction using the gyroscope.
The magnetic compass has been targeted for use by indoor localisation (Abrudan
et al., 2015). If the magnetic field is manipulated then the location can be computed,
for example, by distorting and encoding a unique identifier (Abrudan et al., 2015).
However, this approach is reliant on bulky coils of wire to change the magnetic field,
and thus is not practical to deploy, nor cost effective.
2.1.3 Environmental Lighting
There are various approaches that use light as the underlying technology for locali-
sation. Fundamentally, there are two components: an emitter, indoors these can be
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ceiling lights, and a detector, potentially the cameras embedded in modern smart
phones. The ceiling lights need to be modified to emit a unique identifier which is
picked up by a camera but not the human eye. This unique identifier can be used to
provide accuracies ranging from room-level to 0.5m depending on the underlying
technique used (Kuo et al., 2014). However, the technology needed to support this
technique is relatively expensive.
Other problems, in addition to the expense issues, include: firstly, ambient noise,
for example a bright sunny day can saturate the sensor in the cameras and thus
the embedded IDs cannot be detected. Secondly, localisation at nighttime can lead
to over/under exposure. Finally, the lights in the ceiling can become occluded in
normal day-to-day operation.
2.1.4 Sound
There are two approaches for using sound for location estimate. The first of these is
to use ambient sounds from the environment, the second is to deploy a set of trans-
mitters that produce identifying utterances outside the range of human hearing. In
either case, the receiver listens for the utterances and computes the location using
various methods discussed in the next section. In the case of using ambient sound
there is little infrastructure needed, however the system is dependent on detection
of unique sounds for each environment.
The alternative, is a high-cost option as transmitters need to be incorporated into
the infrastructure. Harter et al. produced a highly accurate result at the expense of a
large number of transmitters, 0.1m (Harter et al., 1999). A further disadvantage for
the sonic approach involves degradation in the system caused by ambient noise and
consequent interference from other sensors. Additionally, ambient temperature and
pressure alter the speed of sound in air, thus the accuracy of the location estimates
depend on the weather.
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2.1.5 Radio
Before methods for localisation using radio signals are discussed an understanding
of how radio communications systems work is required. Briefly, a transmitter gen-
erates a carrier wave at a predetermined frequency that the receiver tunes to. When
the transmitter has a frame of data to send it changes properties of the carrier wave
in such a way that the receiver can decode the data. There are numerous methods
for digital modulation of the carrier wave including manipulation of frequencies,
phases, amplitudes, or a combination of these. For a complete and thorough discus-
sion of this topic, see Rappaport (2001).
Radio technologies are ubiquitous due, in part, to the need to communicate between
all of the popular consumer devices listed in Table 2.1. Accordingly, several differ-
ent methods have been proposed at different levels of the radio networking stack:
Ultra-Wide Band (UWB), which changes the transmission’s carrier wave form on
a physical level; Channel State Information (CSI) monitors changes to existing car-
rier wave forms, and finally, Received Signal Strength Indicator (RSSI) monitors the
frame’s power.
Ultra-Wide Band
There is a trade-off between the length of a radio pulse, the number of frequencies
occupied by the carrier wave and the information that can be conveyed in the pulse
duration. Modern radio communications systems (for example WiFi) are increasing
the amount of data that can be exchanged. This necessitates an increase in radio
pulse, however, because the frequencies are limited, the bandwidth cannot easily be
increased.
UWB uses a transmission across a short period of time but a wide band of frequen-
cies and it is relatively straightforward to estimate the straight-line distance to the
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transmitter (Kotaru et al., 2015). The shorter the pulse the less chance the pulse
will interfere with itself before being received, and the easier it is to identify the ar-
rival of the first pulse from subsequent spurious pulses caused by reflections—this
is known as multipath. For example, with a 500MHz bandwidth the pulse is 0.16 ns
(or around 5 cm long)—compared to a bandwidth of 20MHz for WiFi, resulting in a
pulse of 4 ns (or around 1.2m long).
A problem with this approach is that the radio cannot be used for localisation at the
same time as communication, so, integrating UWB transmitters in the communica-
tion radio unit will adversely impact the communications capabilities. If the UWB
radios were included as a separate radio transmitter, this increases the costs of the
devices and corresponding infrastructure.
Furthermore, this is still a relatively new technology and can only be used for short
range communications due to various national regulations on transmission powers
and bandwidth.
Channel State Information
The transmitter, in a radio communication system, uses a modulated carrier wave
to send data to the receiver. Each 802.11 (WiFi) channel is comprised of a number
of subcarriers depending on the width of the channel (for example, 64 channels are
used per 20MHz channel in 802.11a/g). Despite undergoing modulation, changes
can be detected to these subcarrier wave states caused by propagation in an indoor
environment. This CSI is available on devices that support 802.11n (and multiple
antennae), and allows measurement of the Signal-to-Noise Ratio (SNR) of each of
the subcarriers in use as well as the phase offset between the different antennae of
the receiver. In 802.11n networks this information is fed back to the transmitter to
allow it to optimise the transmission to increase data transfer speed.
The biggest challenge facing wide adoption of CSI approaches is the limited support
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in the device drivers. The Linux 802.11n CSI Tool (Halperin et al., 2011) is able to
extract the CSI information only for Intel 5300 Network Interface Cards (NICs), the
Atheros CSI Tool (Xie et al., 2015) provides similar functionality for certain Atheros
WiFi chipsets. The only infrastructure needed is access to 802.11n WiFi systems,
and as the need for greater capacity increases, existing deployments are going to be
upgraded to support the new standards. However, due to the limited number of
supported devices the only conclusion is this technology is not ubiquitous.
Received Signal Strength Indicator
RSSI is a measure of how loud (or quiet) the signal is when it is received. This
measurement is available as part of the normal operation of the most digital radio
communication hardware and is easily accessible by the operating system and user-
space applications. One of the most commonly deployed types of system is WiFi.
Access points are seen in offices, shopping centres, and homes around the world.
Often there are enough to support localisation so it is rare that additional hardware
is needed. For example, in the test building located at a university there are approx-
imately 200 unique WiFi Medium Access Control (MAC) addresses visible. These
are a combination of access points deployed as part of the university’s network, the
polytechnic’s network, public access points, a local coffee shop, and some student
flats. There are numerous complications arising from using RSSI for localisation.
For example, focusing on the hardware element, each chipset manufacturer imple-
ments the RSSI measurement independently and is not necessarily consistent across
devices. Further issues with RSSI are discussed in Section 2.3.
2.1.6 Summary
Table 2.2 presents a summary of the foregoing discussion and the trade off between
technologies and accuracies is clear. However, given the aims of this work: to lo-
cate a person inside a building as cheaply as possible, the ubiquity and low-cost
13
of the sensors outweigh the accuracy problems. Various methods of estimating the
location are discussed in the next section.
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Technology Cheap Easy Ubiquitous Typical
Device Infrastructure Deployment Mobile Anchor Accuracy
Light ✓ 7 ✓ ✓ 7 0.1m Kuo et al. (2014)
Sound ✓ 7 7 ✓ 7 0.004m De Angelis et al. (2015)
Magnetic Fields ✓ 7 7 • 7 0.8m Abrudan et al. (2015)
Radio – UWB 7 7 7 7 7 0.40m Kempke et al. (2015)
Radio – CSI • • • 7 7 1m to 2m Wang et al. (2016b)
Radio – RSSI ✓ ✓ ✓ ✓ ✓ 1m Discussed throughout this thesis.
Table 2.2: Various localisation technologies evaluated according to cheapness (for use in devices or infrastructure), ease
of deployment, the ubiquitous nature of the technology (mobile is the device or person to be located, whereas the anchor
is located at a fixed point in the building), and a typical accuracy.
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2.2 Localisation Methods
In the previous section the technologies that can/could be used for indoor locali-
sation were introduced and in this section the various methods that use these are
discussed: for the sake of completeness all the technologies mentioned are covered
here.
There is a large body of work dedicated to the problem of locating people inside a
building, and covers numerous techniques, Goswami provides a general overview
of the general principles of localisation technologies (Goswami, 2013), while Xiao et
al. provides an overview of recent developments for indoor localisation (Xiao et al.,
2016).
The following discussion assumes that any transmitters are fixed (with known
location)—called anchor nodes—and the receivers are mobile (with an unknown
location). It makes little difference to the techniques as long as there is enough data
to estimate the location. It is widely known that if there are three or more transmit-
ters (separated by some distance and not on the same line), then the receiver can
locate itself in two dimensions. To locate a device in three dimensions at least four
transmitters are needed.
2.2.1 Vision Based
This family of methods uses images of the environment to estimate the location of
the device. The images are processed to identify landmark features in the building.
For example, if the name plate on the front door of an office is visible in the pho-
tograph, then the person must be near that door. Knowing the orientation of the
camera, position of the objects in the image, and camera parameters, more accurate
position estimates can be achieved.
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In much the same way that images of the Eiffel Tower, more often than not, place
the photographer at the Champ de Mars, Paris, they could also be at the Paris Ho-
tel, Las Vegas. Vision based indoor localisation systems can suffer from the same
problem—if rooms look alike then the system has trouble providing accurate loca-
tion estimates.
Solutions to this problem include methods such as those discussed previously,
where ceiling lights are modulated in a manner that allows the device to locate it-
self. An alternative approach is to deploy unique landmarks (such as a QR barcode)
around the rooms. Both of the approaches rely on additional hardware or some in-
frastructure support. Unsupported approaches, which do not rely on any additional
hardware or infrastructure, use automatic landmark recognition to identify distinct
locations within a building (Khan et al., 2011). However, both these approaches are
sensitive to the amount of training data, lighting conditions, camera quality, land-
mark obstruction.
2.2.2 Triangulation
Triangulation is a technique that has been used for centuries by sailors to navigate
their ships around coastlines. Figure 2.1 shows an example. The angle from the
mobile phone to anchor nodes A and B can be computed relative to some fixed
point—for example, the north pole if magnetic compasses are used. The mobile
node is able to compute the intersection, and thus position, of two lines originating
at the anchor node on the measured angle.
Several of the discussed technologies can be used to obtain angles: light, sound, and
CSI. Almost all modern smart phones contain cameras, and as Kuo et al. show, if
the phone is able to identify which light source is visible, it can compute the an-
gle between it and the light source by knowing the orientation of the phone and






Figure 2.1: Triangulation example. Anchor nodes are labelled with letters,
and mobile node as such. Knowing the positions of the anchor nodes, and
the angle between them and the mobile node, the location can be computed.
typically rely on having two (or more) receivers and measuring either the time or
phase differences between the signal (De Angelis et al., 2015). CSI is only supported
on a few select modern radios. As the CSI obtains the angle to the transmitter di-
rectly, it is straightforward to use the collected information to compute the position
(Kotaru et al., 2015). These approaches all suffer from problems with the underly-
ing technologies: the required infrastructure for the light and sound are expensive
and uncommon; obtaining CSI measurements are limited to a select few devices at
present.
2.2.3 Trilateration
This method is similar to triangulation but uses distances instead of angles. The
position is similarly discovered by geometric constructions. Figure 2.2 shows this









Figure 2.2: Trilateration example. Anchor nodes are labelled with letters and
the mobile node is labelled as such. Knowing the positions of each of the
anchor nodes, and the distance to the mobile node, using the intersection of
the three circles, the location is computed.
anchor node to the mobile node, in this example a = 1.5, b = 1.6, and c = 2.73. The
distances define circles centred on the locations of the anchor nodes. Each pair of
circles will intersect at two points. In an ideal case, only one of those points will be
common across all the circle intersections—the location of the mobile node.
The distance estimates, in one trilateration variant, are derived from the time taken
for the signal to propagate. There are three similar, but subtly different ways this
is done: firstly, measure the time taken for the reflected signal, meaning that the
transmitter is also a receiver; secondly, measure the time between sending a request
and receiving a response; thirdly, if the clocks are synchronised between transmitter
and receiver, the propagation time can be measured directly.
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These trilateration variants work across technologies, however, as the propagation
speed increases the harder it becomes to obtain accurate time measurements. Con-
sider locating an object 1m away using light and sound time-of-flight measure-
ments. Knowing that sound travels at 340ms−1 in air at sea level, the total travel
time would be approximately 3ms. Modern computer hardware can easily measure
this time difference with little error. For example, the time taken for each clock cy-
cle of a Central Processing Unit (CPU) operating at 3GHz is 3 ns and the number of
cycles in 3ms is approximately one million. If the object were to be moved closer,
say 30 cm, these million clock cycles are similarly decreased by a third and remain
easy to count. Light travels at 3× 109 ms−1, and thus the total travel time over 1m
is thus 3.3 ns. With the same 3GHz CPU, there is time for just a single clock cycle.
If the object were to be moved closer, again to a distance of 30 cm, the time taken
decreases to 1.1 ns, and becomes impossible to measure using the CPU due to the
overhead of starting and stopping the timers each taking multiple clock cycles.
These calculations assume that the CPU is dedicated to the task of localisation. In a
modern computer there are many processes that require access to the CPU. These
processes take turns using the CPU. By switching the context the computer gives the
illusion of running multiple processes at the same time. Naturally it takes some time
for these processes to be context switched. Mistiming when processes are swapped
introduces error, even in the case were the object is at least 1m away. Context
switches are not the only source of CPU interrupts, for example, when a periph-
eral device signals that it has data ready for processing it causes the CPU to stop
the current process and to switch to the process that needs to handle data. As these
interrupts are unpredictable, and unless there is dedicated hardware to the task of
ranging measuring the time of flight in this manner is impractical with commodity
hardware.
Another problem encountered in these time of flight measurements is clock drift.
This is where the clock runs slightly slower or faster depending on a wide range of
factors including power source stability, temperature, or other subtle environmental
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Clock Typical Drift in a second Distance
Watch 0.02ms 300 km
Modern mobile handsets (1GHz) 100 ns 30m
Rubidium clock (in GPS satellites) 0.001 ns 0.0003m
Caesium clock 0.0001 ns 0.000 03m
Table 2.3: Various clock drifts and the equivalent distances when travelling
at the speed of light (Goswami, 2013).
factors. Some example clock drifts are shown in Table 2.3. The clock drift adds
further problems to those described above.
Measuring the difference between the arrival signals of different propagation speeds
is another approach for estimating the distance. For example, if a transmitter broad-
casts a radio and ultrasound pulse at the same time, the receiver can measure the
time taken between these two signals and thus compute the distance to the transmit-
ter (Priyantha et al., 2000). This method works due to the difference in propagation
speeds of the two different signals. However, this approach suffers from the same
problems as using sound alone to locate a device: additional infrastructure support,
noisy environments, accurate timing, and, occlusion of sensors, for example.
A related technique, multilateration, uses transmissions at the same time from mul-
tiple anchor nodes. The difference in arrival time between the transmissions is mea-
sured by the mobile node. Each pair of anchor nodes forms a hyperbolic curve of
the possible positions of a mobile node. Computing the intersection point of these
hyperbolic curves gives the mobile nodes position. The results of this approach are
on the order of 1.3m (Youssef et al., 2006). The main problem with the multilatera-
tion approach is the clocks of the anchor nodes must be accurate and synchronised,
this is in addition to the problems with measuring the propagation times described
above.
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Radio solutions can be grouped into one of two categories based on the underlying
technology being used. Firstly, UWB is used to improve the temporal resolution
of the radio pulses, thus making the differentiation between direct line of sight and
non-line of sight propagation paths easier (Tüchler et al., 2005). Secondly, mathemat-
ically modelling the RSSI propagation as a function of the distance travelled. The
significant disadvantages of UWB techniques are, firstly, the need for specialised
hardware, and secondly, the radio cannot be used for communication at the same
time as localisation.
RSSI based trilateration techniques have remained popular as almost every con-
sumer grade device manufactured in the last decade has contained hardware ca-
pable of performing the required measurements. Numerous mathematical models
of varying complexity exist which describe the propagation of radio signals within
a building. RSSI based trilateration techniques are discussed in further detail in
Chapter 5.
2.2.4 Fingerprinting
Fingerprinting takes the view that each location in a building has a unique signature,
or fingerprint, associated with it. This approach is shown in Figure 2.3 where anchor
nodes are labelled with letters and locations are labelled with numbers. The table
at the right of Figure 2.3 contains the signatures of each of the locations. These
fingerprints can include all sorts of information from different sources. Common
indoor localisation sources include light, sound, magnetic fields, and radio.
The fingerprints can consist one or more of the technologies. For example, using all
the available sensors (such as WiFi, sound, accelerometers, colour and light—as de-
tected by the camera) can be used to identify the room that the device is in (Azizyan









Point A B C
1 high low low
2 high medium low
3 high high low
4 medium low medium
5 medium medium medium
6 medium high medium
7 low low high
8 low medium high
9 low high high
Mobile medium medium medium
Figure 2.3: Fingerprint database example. Each anchor node is labelled with
a letter, the locations of the taken fingerprints are numbered, and the mobile
node is free to roam in the space. The collected fingerprint data is shown
in the table, each numbered point is associated with a sequence of measure-
ments from the anchor nodes. The mobile node’s measurement is shown at




Having discussed the methods for locating a device using various technologies, a
pragmatic choice of using radio based technology to locate devices was made. In
consequence, the available methods for indoor localisation are triangulation (UWB,
CSI), trilateration (UWB, RSSI) or fingerprinting (RSSI). However, CSI requires de-
vice driver support which, at present, is only supported on a narrow set of hardware
and is therefore far from ubiquitous. UWB requires specialised hardware and is an
emerging technology dedicated for localisation, again, far from ubiquitous.
RSSI radio-based trilateration and fingerprinting methodologies seem to provide
the most suitable avenues for investigation. In the next section, specific technologies
that use them are evaluated for indoor localisation purposes.
2.3 Indoor Localisation with Ubiquitous Technology
The discussion so far has discussed generic radios in the context of indoor localisa-
tion. Table 2.1 showed that most devices have at least WiFi and Bluetooth radios,
some have NFC. The frequencies and transmission powers available depend on the
regulations of the country in which the devices are deployed. Table 2.4 shows some
frequencies, typical transmission powers and typical ranges for the different types
of commodity radios. Naturally, the range and transmission power will vary across
manufacturers and specific devices.
The radio technologies in Table 2.4 have different design properties which influence
how these technologies are deployed. Bluetooth is designed for short-range com-
munication in a Personal Area Network (PAN). PANs are designed for communica-
tion between devices, for example: a mobile phone and a wireless microphone and
speaker combination, to allow the user to make and receive calls without the use
of their hands; or, between a computer and a mobile phone, to allow the laptop to
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Radio Frequency Band Transmission Powera Indoor Range
Bluetooth 2.4GHz 4 dBmb 10m
ZigBee 2.4GHz 20 dBm 20m
WiFi b,g,n 2.4GHz 17 dBm 35m, 38m and 70m
WiFi n,ac 5GHz 17 dBm 70m and 35m
a Maximum values depend on the region these are typical default values.
b This is a Class 2 device, common to mobile phones, higher classes allow higher transmission
powers and therefore increased range.
Table 2.4: Commodity radios, their frequencies, typical transmission powers
and indoor ranges.
access the phone’s data connection. ZigBee (the name for the IEEE 802.15.4 series of
standards) is designed for embedded applications needing low power consumption
tolerant of low data rates. For example, building automation and control, devices
such as light switches, power metering, environmental controls; or, wireless sensor
networking, where battery powered sensors monitor the environment and commu-
nicate the measurements to a central service for processing. WiFi (the trademarked
name for the IEEE 802.11 series of standards) is designed to replace a wired infras-
tructure for generalised networking applications, most commonly providing access
to the Internet. For example: a small number of devices in a home, where ease of
deployment is attractive; in large scale shopping centres, where customers are likely
to stay longer on the premises; to aeroplanes, allowing passengers to communicate
with friends and family on the ground. Both Bluetooth and ZigBee are designed
for highly specialised applications, most mobile devices will have a Bluetooth radio
but not ZigBee. WiFi is a general purpose technology, and most mobile devices will
have WiFi radios.
In terms of infrastructure, Bluetooth is designed to not need any infrastructure so
unless devices are deployed specifically for the purpose of indoor localisation, it is





















Figure 2.4: RSSI modelled using log-distance path loss in an ideal environ-
ment with no environmental losses or obstructions.
based on ubiquitous technology. ZigBee is similarly designed to not require infras-
tructure, nor is it commonly deployed, nor available in mobile devices, and so is
far from a pragmatic choice. WiFi radios, on the other hand, are both commonly
available on the mobile devices and in the environment.
Radio propagation in a static environment is complex as there are many environ-
mental effects that change the measured power of the signal, or RSSI. Any wave
will lose power as the distance from the source increases—the free space path-loss.
The wave can interact with objects in the environment; indoors these include walls,
windows, doors, furniture (from tables and chairs to pot plants), people, and so on.
Depending on the size and shape of the objects as well as the position relative to the
transmitter, the waves pass through, refract around, or are absorbed.
Figure 2.4 models the radio propagation using the log-distance path loss (LDPL)
model as in Equation 2.1. This is a simple, but commonly used, mathematical model
for radio propagation, where Pl is the total loss, Ptx is the transmission power, Prx
is the received power, P0 is the path loss at distance x0 (typically 1m), γ is the path
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loss coefficient, x is the distance between the transmitter and receiver, and finally,
N(0, σ2) is a Gaussian term to consider the effects of noise on the signal.




Another effect on the RSSI occurs when the wave can be reflected and interfere with
itself, depending on the distance travelled, this can increase the RSSI in the case of
constructive interference, or decrease it if the interference is destructive. These prob-
lems are only made worse if the environment changes. For example, renovations
can change the position, orientation, materials of walls; people can add, change, or
remove furniture from one place to another; in the case of shared access, the own-
ership can change thus changing the area the system can be deployed; even the
movement of people in and around the environment can have an effect. The end
result of these dynamic effects makes it challenging for accurate indoor localisation
using RSSI.
Furthermore, the existing WiFi infrastructure may not be conducive to localisation.
Traditionally, WiFi networks are deployed to maximise coverage area with as few
access points as possible. The net effect is there may not be enough to perform accu-
rate indoor localisation. However, at present there are plenty of WiFi access points
deployed for all sorts of uses including public WiFi, private institutional WiFi, and
personal WiFi access points, so this is not a large problem if there is a sufficiently
dense deployment of WiFi access points in the environment (e.g. suburban and ur-
ban areas compared with rural).
The ubiquity of the access points provide a problem with interference. There are
three non-overlapping 2.4GHz WiFi channels are 1, 6, and 11, thus making them
the most popular choices. By choosing one of these channels the network operators
should decrease interference and improve performance, however, these channels
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tend to be overused due to their popularity, and are more likely to increase interfer-
ence, and increases the variability of RSSI measurements.
All of these issues detrimentally influence the RSSI measurements making them
inaccurate. Combined that with the coarse-grained nature of RSSI makes indoor
localisation a tricky task. The remainder of this thesis focuses on methods to increase
the accuracy of RSSI indoor localisation methods.
2.4 Summary
This chapter explored various technologies and methods for indoor localisation.
While there are multiple technologies and methods, not all ubiquitous consumer
devices have the necessary sensors for highly accurate localisation. The most prag-
matic choice is WiFi RSSI measurements. The properties of these radios and chal-
lenges for localisation were discussed. The main issues relate to a challenging radio
environment as each building is unique and can change over time.
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Chapter 3
A Ubiquitous Technology based
Indoor Localisation System
In this chapter the elements necessary for an indoor localisation system are dis-
cussed. Fulfilling the criteria of cheapness, by using ubiquitous technologies, a sys-
tem that can display the location of a person indoors is developed. The interface of
this system is shown in Figure 3.1.
3.1 System Description
The individual components of a localisation system are discussed and a typical
client/server model is followed where the client makes requests of the server. The
main components are illustrated in Figure 3.2 and described in this section. The
system is described following the path of the request made by the client.
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Figure 3.1: Illustration of the UTILS interface. The blue dot (and circle) shows
the estimated location, the green dot shows the ground truth, the blue box
provides information about the error associated with this estimate.
3.1.1 RSSI Measurements
The client initiates the localisation request. The measurements are then passed to
the server along with the type of device that collected the data, for example, the
make and model of the phone so that any device specific corrections can be applied
as needed. The entire request is shown in Listing 3.1 formatted as Javascript Object
Notation (JSON). This sample has three dictionaries: wifi, device, and metrics.
The wifi entry contains the MAC addresses and a list of the measured RSSI values.
The device contains attributes for the device such as the model, manufacturer, and
human readable name. The final metrics entry is a dictionary that contains various


























Figure 3.2: Overview of components of UTILS. RSSI measurements is where
the mobile node collects the data for localisation. The measurements are sent
to the server, where RSSI pre-processing is performed. Afterwards, the local-
isation stage is where location estimates are computed. The algorithms used
for localisation may need to be trained, or subjected to additional constraints.
After the location estimates are computed they are combined with metadata,
for example the building’s street address derived from OpenSteetMap. The
location estimates and metadata are then styled, projected, and composited
using map data. The resulting display is shown to the user.
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{’wifi’:[
{’00:11:22:33:44:55’ : [-30, -31, -28, -30]},
{’00:BB:22:DD:44:FF’ : [-30, -31, -28, -30]},
{’AA:11:CC:33:EE:55’ : [-30, -31, -28, -30]},














Listing 3.1: UTILS example location request. The location request is in JSON
format and has been obtained by a Nexus 5 Android smart phone.
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3.1.2 RSSI Pre-processing
In this stage, the Ubiquitous Technology based Indoor Localisation System (UTILS)
server applies any transformations that are needed to prepare the RSSI values for
the localisation system, such as, averaging the RSSI values, filtering based on the
number of responses, or apply device specific transformations. Two examples of
this sort of pre-processing are: to require a minimum amount of data or to adjust the
RSSI values by some pre-existing calibration process (where the Organisationally
Unique Identifier (OUI) or MAC address is used to lookup calibration values). For
example, the requirement of at least three RSSI measurements would mean that the
data obtained from the anchor node AA:BB:CC:DD:EE:FF would be excluded.
3.1.3 Localisation
Once the RSSI values are ready, UTILS locates the device using either fingerprinting
(discussed in Chapter 4) or trilateration (discussed in Chapter 5). The result is a
location estimate and resembles Listing 3.2.
In this example, the meta-data is derived from OpenStreetMap’s entry for the test
building (from the name entry and below). UTILS adds tags containing information
about the room the location estimate is in, such as: the use for the room (via the room
tag); which floor (room:level), and the room number (room:ref); and, the name
given to the room, (room:name).
The remaining tags, location and radius, are computed by the localisation algo-
rithm and are in a local coordinate system relative to the building. To display this
estimate on top of another map, such as OpenStreetMap, these coordinates need
to be projected from this coordinate system to the underlying base map. There are
numerous coordinate systems and each use different models of the Earth. Each car-
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tographic map uses a different projection, however, it is straight forward to project
from one coordinate system to another (Maling, 1972).
3.1.4 Training Data
Data is used to train the models (in the case of trilateration) or to provide a small
part of the fingerprint database. When UTILS is initialised a training set of RSSI
data is collected from known locations. This consists of a combination of the data
shown in Listings 3.1 and 3.2. Depending on the technology and localisation algo-
rithm other data may be required. All localisation systems need to be trained as each
building is unique. From building materials, to layout of rooms and positioning of
furniture, the system needs to be able to tune the position estimates to each individ-
ual environment. Reducing the amount of effort needed to collect this training data
is explored further in Chapter 6.
3.1.5 Constraints
Constraints can be applied to pre-localisation values, or post-localisation estimates,
for example, like the ensuring the range of RSSI measurements are valid, or the es-
timates fall within the bounds of the building. The RSSI measurements could have
some limits applied depending on the devices, for example the expected range is
−90 dB to 0 dB anything outside this range can be ignored. The location estimate
could be subjected to limits that force the location to be inside the bounds of build-


























Listing 3.2: Example location estimate. Includes OpenStreetMap meta data
for the building as well as the location of the person within.
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3.1.6 Presentation
In the styling stage, the location estimate is presented to the user. There are a large
number of ways this can be done but the Google Maps style is convenient because
it is familiar; a blue dot contained within a blue circle. Depending on the use of
UTILS other styling options are available. For example, heat maps showing how
busy underground public transport stations are so that people can avoid congestion
problems.
Once the location estimate has been styled it needs to be overlaid onto the context of
the building. The complicating issue here is the different coordinate systems used
for the underlying map, the floor plan information, and localisation training data.
In UTILS, the circle at the estimated location with the estimated error is drawn, then
projected onto the floor plan using a transformation matrix. This is then projected
onto a world map (as supplied by OpenStreetMap). The results can be seen in Fig-
ure 3.3 and Figure 3.4 respectively.
It is useful, although not necessary, to draw the location estimate in context of the
entire world. Depending on the underlying map provider (Google, Apple, Bing,
OpenStreetMap), the projection will need to be adjusted. Because indoor localisa-
tion systems operate on a small scale, a local coordinate system is sufficient for the
purpose of evaluating the performance of algorithms and technologies. In a real-
world deployment, using global coordinates would be a good pragmatic choice as
it would integrate easily with existing tools.
3.1.7 Resulting Display
Once all the projections have taken place, and the final results have been composited
to show the location of the user, the client can display the final result. UTILS uses
a simple web page, however, there are also a multitude of ways to visualise the lo-
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Figure 3.3: Result of projecting the estimate on to the floor plan in UTILS.
The insert shows the estimated and the ground truth location.
cation information. For example, if the client is navigating the user to a destination,
the path could be presented on top of a real-time camera view in a similar style to
video games guiding players to locations within the game.
3.2 Applications for Indoor Localisation
In the previous section the indoor location system used in this study, UTILS, was
described. It is capable of displaying the coordinates of a person within any build-
ing in which it is deployed. However, there are other applications that are worth
exploring briefly. Naturally, the presentation stage will change depending on the
use case.
Indoor navigation is a popular example application, especially for blind or partially
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Figure 3.4: Result of projecting the floor plan and the estimate into world
space with OpenStreetMap data providing the base layer.
sighted users. The system provides navigation instructions to get from their current
location to the destination. This application includes localisation and path planning
elements, as well as techniques to represent the path to the user (Fallah et al., 2013).
This can be important if the user is wheelchair bound and accessibility needs to be
taken into account, such as avoiding stairs, or narrow doorways. Continuing on
with the navigation example, geofencing is used to trigger some action when some-
one enters or leaves an area of the building. It is used in turn-by-turn navigation
systems, to allow it to detect when the user has arrived at waypoints along the route
and then provide the next instruction.
Tracking involves locating specific items, resources, or people in the building. It can
be used to prevent theft, improve processes within an organisation, or the safety of
the user. For example, locating equipment in a timely manner in a field hospital,
tracking assets in a warehouse, or firefighters in a burning building. Transport for
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Figure 3.5: An example of navigation. Where UTILS provides a path from
the elevator to the desk of one of the postgraduate students.
London (TfL) recently ran a pilot study collecting location information from WiFi
access points deployed in tube stations in London (Irvine, 2016). The aims of this
study included: improving journey planning information to avoid congestion; assist
in TfL management of disruptions, events, safety; and improve timetabling, station
designs, and station upgrades. These have clear benefits for both TfL and the pas-
sengers on the network.
3.3 Drawbacks
This client/server style localisation system has some drawbacks, such as user pri-
vacy: the client needs to trust the server, and the servers operators, to behave both
ethically and morally. If, for instance, these systems are deployed in public hospitals
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it is clear that such privacy issues become of paramount importance however, these
issues are beyond the scope of this study.
3.4 RSSI Measurement and Collection
While the analysis presented in Chapter 2 suggests that WiFi is a good choice for
indoor localisation it is not good for practical experiments as they cannot easily be
reprogrammed for the different experimental evaluations. ZigBee radios are used
for the experimental evaluation for several reasons: firstly, they are easy to program;
secondly, the radio properties are close to WiFi; and finally, control of the deploy-
ment could be maintained. By using the radios in this manner the anticipated dif-
ferences between ZigBee and WiFi (or Bluetooth) are minimal. In this section the
anchor nodes that were deployed around the building are described along with the
procedures for the collection of RSSI measurements.
3.4.1 Wireless Sensor Network Nodes
All the data for the experiments was captured using Wireless Sensor Network
(WSN) nodes, specifically TelosB sensor motes depicted in Figure 3.6. A distinc-
tion is made between devices deployed in the environment (called anchor nodes)
and the one that is located (called the mobile node). All the WSN nodes were placed
on IEEE 802.15.4 radio channel 20 (2.450GHz), all the TelosB sensor motes use the
same radio chipset, a Texas Instruments CC2420. The properties of the radio are
outlined in Table 3.1 and explained below.
The TelosB anchor nodes contain a radio transceiver, in the transmitter there are
two relevant parameters; the carrier sense level and the collision avoidance scheme.
Carrier Sense Multiple Access with Collision Avoidance (CSMA-CA) is used by the
radio to avoid transmitting at the same time as another station. This works by lis-
tening to the channel for a period of time and if there are no detected transmissions
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Figure 3.6: A TelosB Wireless Sensor Network mote without the 3 dB antenna.
then the anchor node transmits a request to send. The receiver then responds a clear
to send message, at this point, the transmitter begins to transmit the data. If either
the channel is not clear, or the clear to send message is not received, then the trans-
mitter waits a random amount of time and starts the process again. The transmitter
uses the carrier sense level threshold to determine if the channel is clear.
The receiver component, of the CC2420 transceiver, has a number of properties and
parameters. The dynamic range is the maximum and minimum values that the
hardware can measure. The accuracy is the average error that is associated with
each measurement. The linearity is a measure of how accurate the RSSI measure-
ments are over the entire range. Finally, the measurement time is the length of time
taken to measure the RSSI. ZigBee radios transmit data using Dynamic Sequence
Spread Spectrum (DSSS). This method is described thoroughly by Rappaport (2001).
Briefly, a symbol period is 4 bit data mapped onto a 32 bit long pseudo-random
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Parameter Value Notes
Transmitter Collision Avoidance Scheme CSMA-CA
Carrier Sense Level −77 dBm Programmable
Reciever Sensitivity −90 dBm
RSSI Accuracy ±6 dB
RSSI Linearity ±3 dB
RSSI Dynamic Range 100 dB The range is approx
−100 dBm to 0 dBm
RSSI Measurement Time 128 s Continuously updated
after this period
Table 3.1: TelosB radio transmitter and receiver properties obtained from the
CC2420 datasheet (2.4 GHz IEEE 802.15.4/ZigBee-ready RF Transceiver 2013).
binary sequence, which is then transmitted. The receiver can then decode the se-
quence and thus reconstruct the original 4 bit data sequence. The 128 s corresponds
to the eight symbol periods required by the IEEE 802.15.4 standard. After this time,
the value is updated for the remaining transmission, and averaged to obtain the
final RSSI measurement.
The TelosB sensor motes are programmed using TinyOS, an operating system de-
signed for resource constrained embedded systems (Levis et al., 2005). The transmis-
sion powers that are available in TinyOS are numbered from 0 to 31 inclusive. The
correspondence between some of the TinyOS levels and power is shown in Table 3.2.
The remaining values were interpolated using a cubic spline (de Paz Alberola, 2008).
The RSSI, as measured on the mobile node, was used for the experiments because
any hardware idiosyncrasies are consistent throughout the duration of the experi-












Table 3.2: TinyOS Platform transmission power levels and the measured out-
put power (2.4 GHz IEEE 802.15.4/ZigBee-ready RF Transceiver 2013).
3.4.2 Localisation Protocol and Deployment
The TinyOS networking stack follows similar design principles to the TCP/IP
model. In Figure 3.7 shows the format of the localisation messages. Over the course
of this work the protocol was changed due to feedback and changes in the environ-
ment, as described in Table 3.3. The reason for the change from the first collection to
the second was due to feedback from the experimental method in (Crane et al., 2014).
The final collection was limited to the postgraduate suite, the west wing, and mez-
zanine areas due to changes in accessibility, the postgraduate suite was limited due
to office layout changes. WiFi collection was added to the protocol to build a WiFi
fingerprint database. These collection details are discussed further in the relevant
chapters.
The localisation messages are sent encapsulated in a TinyOS ActiveMessage. The
mobile node constructs an empty message, sets the serial number, and broadcasts
it to the network at the highest transmission power level. The anchor nodes that
receive this message then respond at each of the 32 available power levels. Before
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Technology WSN Message Collection area Experiment
WSN v1 Public floor area SIB (Chapter 4)
WSN v2 Public floor area Emender (Chapter 5)
WSN, WiFi v2 Restricted floor areaa CRAFT (Chapter 6)
a Due to changes in access and office layout.
Table 3.3: Dataset variations in this thesis. WSN message versions are shown
in Figure 3.7. The specific details are discussed in the relevant chapters.






Figure 3.7: Version 2 WSN localisation message. Version 1 contains the same
fields excluding the serial number. All fields are 16 bit.
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they do this, they copy the serial number; measure the RSSI of that packet and put it
in the anchor rssi field; and swap the source and destination addresses. Once the
mobile node has received the message it fills in the measured RSSI and Link Quality
Indicator (LQI) details before passing it on to the recording application. The data
is then recorded in a file along with the timestamp and ground truth location. This
process is shown in Figure 3.8.
The localisation systems were evaluated on the first floor of the Owheo Building
on the corner of Union and Forth streets, Dunedin, New Zealand. The exterior of
the building is shown in Figure 3.9. In this test deployment most of the anchor
nodes were placed 10 cm to 20 cm from the ceiling around the perimeter of the space,
the two anchor nodes in the centres of the mezzanine and postgraduate suite were
placed above the surface of the ceiling tiles due to practicalities. There is an air gap
of approximately 50 cm between the ceiling tiles and the actual hard ceiling, and
contains building infrastructure, such as water pipes for heating and cooling, fire
alarm sensors, electrical, and network cabling. Figure 3.10 shows two visible anchor
nodes deployed in the mezzanine area, Figure 3.11 shows four anchor nodes and
the mobile node in the middle of the collection process, also visible is a WiFi access
point in the centre of the room.
The third set of experiments used a Raspberry Pi 3 to collect and record data.
The internal WiFi adapter was used to control the collection, and an external TL-
WN722N USB adapter in monitor mode to collect the WiFi RSSI along with the
previously described WSN protocol. Beacon frames, contain the Basic Service Set
Identifier (BSSID), Service Set Identifier (SSID) and among other information ad-
vertising the network, are broadcast by the base stations, by default, every 0.1024 s.
When performing the localisation only the BSSID is used because this is tied to the
specific access point as opposed to the SSID which can be used by multiple access
points to improve coverage for the WiFi clients.
There are two ways to obtain RSSI measurements from these beacon frames, by ei-
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ther an active scan or a passive scan. The active scans are when the client broadcasts
a request for networks in range; whereas a passive scan is where the client just lis-
tens.
The WSN collection protocol described above emulates the active WiFi scan pro-
cess, the only difference is the change in the transmission powers. Because the time
taken to transmit the additional packets is minimal varying the transmission pow-
ers would be of little burden to be adopted into the WiFi standard. An alternative
would be for the client to vary the transmission power before performing an active
scan. This assumes that the RSSI losses are the same in each direction and that the
client is capable of performing an active scan.
3.5 Evaluation and Baseline
Throughout the course of the experiments a baseline is needed to quantify the per-
formance gains. In each of the experiments the baselines were chosen to compare
similar methods using the same sensors. Furthermore, these baseline algorithms
were implemented according to the descriptions in the literature and were evalu-
ated with the dataset collected within the building.
3.6 Chapter Summary
In this chapter the basis for indoor localisation using RSSI was laid by discussing
UTILS, the prototype localisation system. The steps necessary to show the user
their location and some example applications were discussed. The second half of
this chapter described the hardware of the WSN anchor nodes and the collection
protocols. Because the environment and collection protocols changed between each






mobile rssi = -62
anchor rssi = 0
anchor tx = 31..0
mobile lqi = 0
serial number = 4
mobile rssi = 0
anchor rssi = 0
anchor tx = 0
mobile lqi = 0
serial number = 4
mobile rssi = -62
anchor rssi = -66
anchor tx = 31
mobile lqi = 0
serial number = 4
mobile rssi = -62
anchor rssi = -83
anchor tx = 0
mobile lqi = 0
serial number = 4
Log File
Figure 3.8: Sequence diagram of the location protocol used in the experi-
ments. Only one anchor node is shown for clarity. The client initiates the
collection by calling send(). The tuples, (x,y),t, on the left refer to the
ground truth location and the timestamp. The WSN messages, ground truth
location, and timestamp are saved to a log file.
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Figure 3.9: Exterior of the Owheo Building, where UTILS was evaluated.
Figure 3.10: Photograph of the mezzanine area with anchor nodes deployed.
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Figure 3.11: Photograph of the lecture room area with anchor nodes deployed





In this chapter improvements to a fingerprinting RSSI localisation method are inves-
tigated. Figure 4.1 shows the position of the Shorter is Better (SIB) algorithm within
the context of UTILS as described in Chapter 3.
Chapter 2 briefly described fingerprinting as a localisation method. The first step is
to construct a database associating known locations with measurements of the RSSI
from visible anchor nodes. To locate a device from a query set of RSSI measure-
ments all the fingerprints are scored according to some metric and the closest match
between the query and the fingerprint is deemed to be the location of the mobile
node (Bahl and Padmanabhan, 2000; Youssef and Agrawala, 2005). This algorithm
is discussed in more detail in Section 4.2.
The major problem with RSSI based localisation is the highly variable nature of
the measurements due to static and dynamic environmental factors. Chapter 2 dis-
cussed some causes for this variability and classified them into either static or dy-
namic environmental effects. Static factors account for things like the building’s
materials, wall orientation, and multipath effects. The dynamic factors include fur-

























Figure 4.1: UTILS with SIB indicated by the red box.
niture, furnishings, people, and other radio interference sources. These problems all
directly effect the accuracy of the fingerprinting systems.
In recent years research efforts into indoor localisation have focused on improv-
ing the accuracy of location estimates. They are motivated by applications such
as autonomous robotics (Grzonka et al., 2009), advertising (and other consumer re-
lated behaviour) (Bourimi et al., 2011), and indoor navigation (Gallagher et al., 2012),
which require high accuracy of location estimates. However, many such approaches
require extra hardware such as ultrasound (Nandakumar, 2012) to improve accuracy
and are not practical for commodity mobile devices such as smart phones. RSSI
measurements are readily available but are notoriously noisy and so it is difficult
achieve high accuracy.
However, the proposed approach, SIB, can remove excessively variable RSSI data to
improve accuracy during indoor localisation using multiple transmission powers.
When the database is queried, based on the visibility of the minimum transmission
power, some of the fingerprints are excluded. This removes excessively variable
anchor nodes and improves the accuracy of the location estimates.
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Section 4.1 reviews related work, then Section 4.2.2 discusses the approach to reduce
the variability, and introduces a fingerprinting algorithm based in SIB. Section 4.3
presents the Owheo building which was used for the evaluation along with the re-
sults. Finally, the conclusions are in Section 4.4.
4.1 Fingerprinting Accuracy
Increases to the accuracy of the fingerprinting approach can be gained through:
advances in hardware, such as Multi-Input Multi-Output (MIMO) and channel re-
sponses to give more fine-grained fingerprints (Sen and Choudhury, 2011; Sen et al.,
2013) (and increasing the cost of the hardware); or through investigating different
algorithmic approaches to processing the RSSI data.
Some previous work consists of techniques such as hardware calibration, (which
necessitates fitting a model to data and expensive testing hardware) (Álvarez et al.,
2010; Tsui et al., 2009); smoothing measurements, for example, complex noise re-
moval (Chen and Terzis, 2010), Kalman filtering (Apte and Powar, 2006), and re-
gression models (Chen and Kobayashi, 2002) — all of these increase the complex-
ity of calculations; particle filtering (Ren and Meng, 2009); using a combination of
sensor data (requiring that those sensors are available for use) (Azizyan et al., 2009;
Laaraiedh and Yu, 2011); and finally, changing the underlying model of how to com-
pute the distance (Milioris et al., 2014).
All of these have improved the accuracy in their respective environments, either
in simulation (Chen and Kobayashi, 2002; Laaraiedh and Yu, 2011; Ren and Meng,
2009) or in the real-world (Apte and Powar, 2006; Chen and Terzis, 2010; Milioris
et al., 2014; Tsui et al., 2009).
The use of multiple transmission powers has been used in other work. Some fit
models to the different transmission power levels (Wang et al., 2012) and use a trilat-
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eration method, or combining multiple transmission power information to increase
the accuracy (Lorincz and Welsh, 2007) (but due to limitations in their storage they
only achieve an accuracy of 2m), or use multiple transmission powers to provide a
bound to their range-free method (Blumenthal and Timmermann, 2006).
Motetrack (Lorincz and Welsh, 2007) explored the use of multiple transmission pow-
ers to improve accuracy as part of a wider study in a decentralised approach for
indoor localisation. The transmission power experiment tested eight transmission
power levels and was able to reduce the 80th percentile error by 2m. Due to the de-
centralised nature there is a trade-off between keeping all the multiple transmission
powers and the memory available on the devices. SIB differs from Motetrack in two
primary aspects, firstly, there are no constraints on the amount of memory and all
transmission power levels are available for analysis. Secondly, the use of multiple
transmission powers is the primary focus of this work, whereas it was as small part
of the whole system in Motetrack.
In summary, these techniques are usually expensive in computation and may not be
suitable for real-world localisation. The accuracies for different fingerprinting ap-
proaches from real-world experiments range from 1.3m to 4.69m (Apte and Powar,
2006; Bahl and Padmanabhan, 2000; Chen and Terzis, 2010; Milioris et al., 2014; Sen
and Choudhury, 2011; Sen et al., 2013; Tsui et al., 2009; Youssef and Agrawala, 2005),
these approaches are compared in Table 4.1.
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Group Method Mean Error References
- Fingerprint 2.94ma Radar (Bahl and Padmanabhan, 2000)
Algorithmic Distance Calculation 3.6m (Milioris et al., 2014)
RSSI Manipulation 1.3m to 2.5m (Apte and Powar, 2006), Horusb (Youssef and Agrawala, 2005)
Hardware Channel Response 2.7m Pin-Loc (Sen and Choudhury, 2011), CUPID (Sen et al., 2013)
Hardware Calibration 1.3m to 2.1m (Chen and Terzis, 2010; Tsui et al., 2009)
a This is the 50th percentile, or the median, error—Bahl and Padmanabhan (2000) do not report the mean error.
b In a comparison with Radar it shows a 54% to 58% improvement (Youssef and Agrawala, 2005).
Table 4.1: A summary of radio-based fingerprint approaches conducted in real world situations grouped into algorith-
mic or hardware improvements. Radar was the first to use RSSI based fingerprints.
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4.2 SIB Approach
Traditional fingerprinting methods, like Radar (Bahl and Padmanabhan, 2000), di-
vide an area into a grid. At each of the grid point RSSI samples are collected from
anchor nodes. For each node, the samples are averaged to give a single RSSI value.
The location information is used to group the anchor node IDs and their associated
RSSI values into a tuple—called a fingerprint. Note that it is possible that some an-
chor nodes are out of range of the point in which cases the RSSI values are set as nil.
During localisation, RSSI values are collected from the anchor nodes at an unknown
location and are put into a query tuple. Then the Euclidean Distance between the
query and each of the fingerprints in the database is calculated. Finally the tuple
in the fingerprint database with the minimum distance is chosen and its associated
location is decided to be the estimated location.




The variable RSSI problem is more apparent when the distance between the query
location and an anchor node is large. The problem can be explained by the well-
known log distance path loss model, Equation 4.1, shown graphically in Figure 4.2
(the low transmission power is the dashed curve, high power is the solid curve).
When the distance between a location and an anchor node is large, the power loss ra-
tio to distance becomes smaller according to the solid curve in Figure 4.2. The techni-
cal specifications of the TelosB sensor motes used in the study describe a ±6 dB level
of variability associated with the RSSI measurements (2.4 GHz IEEE 802.15.4/ZigBee-
ready RF Transceiver 2013). Given this level of variability in the measurements and
the shape of the curve there is a large range where the same RSSI value is observed,
especially at a large distance from the transmitter.





















Figure 4.2: Signal strength as a function of distance for two transmission
power levels (0 dB and −55 dB, in blue the solid and dashed lines respec-
tively). The purple horizontal line at −90 dBm indicates the minimum re-
ceiver sensitivity for the radios used during testing. The shaded region is
where the high transmission power is still received while the low transmis-
sion power is not.
tom of the figure indicate a measurement with an error at two different transmission
power levels. The closer to the transmitter the less effect this measurement error has
on the distance range, conversely, the further from the transmitter, the larger the dis-
tance. For example, measuring the signal strength from a high power transmission,
the RSSI ranges from −75 dB to −81 dB could between 15.0m to 18.5m away from
the transmitter. This is depicted by the pair of green dashed lines at the bottom of
the figure. Therefore, RSSI values collected at shorter distances from anchor nodes
should be used to reduce the effect of measurement noise. For example, measur-
ing from the same high-power transmission, and obtaining an RSSI between −19 dB
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to −25 dB results in a position between 2.0m to 2.5m, depicted by the pair of red
dashed lines at the top of the figure.
A simple solution is to use a distance threshold (where the distance between the
sample point and anchor node is, for example, less than 10m) but this is not satis-
factory as different anchor nodes may have vastly different thresholds dependant on
numerous environmental factors. The low transmission power provides a natural
cut-off because the devices cannot receive a signal below a threshold defined in the
hardware (in the devices used in the experiments the limit is −90 dB). The visibility
of the minimum transmit power as a measure of proximity to the transmitter. This
is depicted by the grey region in Figure 4.2, in this region the low power transmis-
sions cannot be received because they fall below the device’s sensitivity threshold
(the solid horizontal purple line at the bottom of the figure).
Both high-power and low-power RSSI values are collected from each anchor node in
the query and fingerprint tuples. For each anchor node, if the low-power RSSI value
is not available the mobile node ignores the anchor node in the subsequent distance
calculations. Because the mobile node does not observe the low transmission power,
it must be far from the transmitter, or in the shaded portion of Figure 4.2.
4.2.1 Motivating Example and Rationale
Though fingerprinting has good localisation accuracy compared to other RSSI-based
methods, its accuracy is susceptible to noise as discussed previously. In the typical
example, there are three grid points (A, B and C) and two anchor nodes (numbered 1
and 2), illustrated in Figure 4.3. At each grid point the signal strengths are recorded
from the two anchor nodes and the fingerprint database is constructed. These values
are presented in the second and third columns of Table 4.2.
Suppose the mobile node collects a query tuple Q = (−70,−70) at a location close




Figure 4.3: Motivating example showing the positions of anchor nodes (num-
bered triangles), reference points (circles lettered A, B, and C) and the query
point (square labelled Q). The point Q is closest to reference point B.
value from anchor node 1 differs from that of B due to the noise in the RSSI mea-
surements, which is common in real RSSI measurements.
In the example outlined in Table 4.2, the estimated location is A as it is the one
that has the smallest distance. However, the location should be B. This is due to
variability in the samples being collected. Even C is closer than A.
Since both high-power and low-power RSSI values are collected, the query is now
Q = ((nil,−70), (−87,−70)), where the RSSI values are collected at a location closer
to grid point B. Since Q is far from anchor node 1 it cannot receive the low-power
RSSI value so its value is nil. Likewise, in Table 4.3, since point A is far from anchor
node 2, the low-power RSSI value is set nil. Similarly nil is set for low-power RSSI
value from anchor node 1 in the fingerprint tuple at points B and C.
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Point Node 1 Node 2 Euclidean distance from Q = (−70,−70)
A -69 -72
√
(−69−−70)2 + (−72−−70)2 =
√
(1)2 + (−2)2 = 2.24
B -73 -69
√
(−73−−70)2 + (−69−−70)2 =
√
(−3)2 + (1)2 = 3.16
C -73 -70
√
(−73−−70)2 + (−70−−70)2 =
√
(−3)2 + (0)2 = 3.00
Table 4.2: A worked example of fingerprinting, showing the RSSI values as
measured at points A, B, C, and the query point Q depicted in Figure 4.3.
The mobile node ignores every high-power RSSI value where the corresponding
low-power RSSI value is nil in the distance calculation, the variability from high-
power RSSI values of long distance are excluded. In the example in Table 4.3, the
point A is excluded from consideration as all its high-power RSSI values are ex-
cluded by nil low-power RSSI values from either the query tuple or the fingerprint
tuple of A. Since A is excluded, the candidate points are now C and B, both are
closer to Q than A. Because B’s distance is smallest this is presented as the estimated
location which is much closer to the ground truth than the previous estimate. Even
if C were selected due to variability in low-power RSSI values, the error is much
smaller than that if A were selected, because the power loss ratio is larger in shorter
distances as explained previously and shown in Figure 4.2. It is worth noting that C
is not selected because its low-power RSSI value sets it apart from the query tuple,
though C is a close competitor of B.
It should be noted that noise affects all transmission power levels and not only the
highest. While the example above assumes an ideal environment, in a noisy envi-
ronment (such as multiple radios occupying the same frequency spectrum) the low
transmission power level may be overpowered by other devices. In this environ-
ment, the high transmission power level may not be as adversely affected. In this
manner the transmission power levels provide extra information about the environ-
ment that is unavailable when using only a single transmission power level.
Additionally, using multiple transmission power levels from a single anchor node
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Point Node 1 Node 2 Euclidean distance from Q = (nil,−70), (−87,−70)
A (-88, -69) (nil, -72) nil
B (nil, -73) (-86, -69)
√
(−86−−87)2 + (−69−−70)2 =
√
(1)2 + (1)2 = 1.41
C (nil, -73) (-89, -70)
√
(−89−−87)2 + (−70−−70)2 =
√
(−2)2 + (0)2 = 2.00
Table 4.3: A worked example of fingerprinting with multiple transmission
powers. The same situation as in Table 4.2, and depicted in Figure 4.3. In this
table, the RSSI values for each power are represented as tuples with the low
power first and the high power second, and only two levels are shown for
clarity.
has the same affect as using a single transmission power level from multiple anchor
nodes. Using these multiple transmission power levels increases the discriminatory
power of the fingerprints, and is the source of the performance gains.
4.2.2 SIB-based Fingerprinting Algorithm
Listing 4.1 shows this process as implemented in Python. The fingerprint database
is indexed first by position, then node ID, then power levels. When the query has
been received, each point in the fingerprint database is examined to find a set of
anchor nodes common to both the query and the fingerprint. These common nodes
are visible to both the query location and the location associated with the fingerprint
(Line 11). If this is empty there are no common nodes and so the next point is se-
lected. Otherwise, a set of common power levels are computed per node (Line 15).
If the common power levels set is empty, the next anchor node is processed. The
squared-distance between the RSSI values is accumulated across the power levels
and anchor nodes, and keeping the total number of anchor node and power levels
that have been evaluated (Lines 21 and 22). In the SIB approach an additional con-
straint is added: that the set of common power levels must contain the minimum
transmission power (Line 17). Once processing all the nodes and power levels has
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Listing 4.1: SIB-based Fingerprinting Algorithm.
1 def sib(fingerprints, query, min_tx_power_level=3):
2 point = None
3 distance = None
4
5 for location in fingerprints:
6
7 fp = fingerprints[location]
8 dist = 0
9 count = 0
10
11 nodes = set(fp.keys()).union(set(query.keys()))
12
13 for node in nodes:
14
15 power_levels = set(fp[node].keys()).union(set(query[node].keys()))
16
17 if min_tx_power_level not in power_levels:
18 continue
19
20 for tx in power_levels:
21 dist += (query[node][tx] - fp[node][tx]) ** 2
22 count += 1
23
24 if (distance is None) or (math.sqrt(dist) / count < distance):
25 distance = dist




Figure 4.4: Each region in the building is annotated and coloured differently.
The sample points are indicated by the dots.
finished, take the square root of the cumulated distance and divide the cumulated
distance by the count. If the final value is smaller than the current minimum, then
update the estimated location to the current point.
4.3 Experimental Results
The results of the experimental evaluation in a real building comparing various fin-
gerprinting methods using a single query are described in this section.
4.3.1 Experimental Setup
Chapter 3 described the collection protocols in Section 3.4. The data set for the ex-
periments was collected from the first floor of the Owheo Building, on the corner of
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Figure 4.5: Each dot is the location of one of the 37 anchor nodes deployed
(the ID 26 was not used).
Union and Forth streets in Dunedin, New Zealand. The building covers an area of
2842.71m2 (51.9m by 48.1m). The building into six non-overlapping regions to make
the data collection more manageable.
In Figure 4.4 each colour represents a different region, with the grey areas indicating
private offices (giving us a sample area of 339m2), and anchor nodes’ deployment
depicted in Figure 4.5. Data was collected from a grid with a distance between
each point of 1m. This produces the grid points for sampling RSSI fingerprints as
shown in Figure 4.4. Once the relative position of the mobile node was recorded
fifty requests were broadcast from the mobile node at the maximum transmission
power, following the collection protocol described in Chapter 3.
When this message is received by an anchor node, it measures the signal strength
and sends it back the twenty-nine available power levels. The query tuple is derived
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from a Gaussian distribution based on the parameters in the fingerprint database
(each anchor node has multiple transmission power levels, each of these has a µ and
σ). This is repeated a hundred times for each of the sample points.
4.3.2 Evaluation
Four localisation algorithms were evaluated which perform in a similar manner to
Listing 4.1 except the selection of RSSI values of different power levels in the cal-
culation of distance. The first algorithm, Radar, uses only a single maximum trans-
mission power and is our performance baseline (and was implemented according
to the description in Bahl and Padmanabhan (2000)). MinRadar is where only the
minimum transmission power is used. AllRadar where all the observed transmis-
sion powers are used. Finally, SIB is where anchor nodes are excluded when their















































Figure 4.6: The comparison of the RSSI-based fingerprinting methods across the different regions in the Owheo build-
ing. Across all areas SIB has the lowest error.
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The left hand panel of Figure 4.6 shows the mean errors of the four localisation
algorithms from a database of points across the entire floor. From the figure, SIB
has the lowest mean error at 1.15m and is clearly superior to the other methods
(as there is no overlap between the SIB data and the others, and has the lowest
error). There is a lower error when increasing the number of transmission power
levels available. Comparing Radar (7.6m) with AllRadar (5.13m), or SIB (1.15m)
with MinRadar (3.42m). SIB performs 66% better than MinRadar, 78% better than
AllRadar, and 85% better than pure Radar.
The right hand panel of Figure 4.6 shows the performance in the different regions
of the building. From the figure, all areas SIB has the smallest error of all the algo-
rithms and is top-ranked in each of these scenarios. The performance differences
between the lecture room and postgraduate suite, and the east and west corridors
is attributed to the shape of the areas. The corridor areas are long (21m) narrow
(approx 2m), compared with the almost square rooms (roughly 10m by 11m), thus
the potential for large errors is reduced in the corridors.
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Figure 4.7: Empirical CDF of error distances across algorithms and areas.
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Figure 4.7 shows the empirical CDF for the different methods and areas under eval-
uation. From this it is clear that SIB outperforms the other algorithms under evalu-
ation.
4.4 Conclusions and Future Work
SIB is a novel approach that uses RSSI values from low-power transmissions to ex-
clude the variable measurements from usual high-power RSSI measurements. In-
stead of excluding those measurements it is possible other schemes can be designed
to provide a softer stance using the same principles. For example, the more trans-
missions received the more likely the values are to be trustworthy and the resulting
location estimates weighted to respect their trustworthiness.
Through comprehensive experiments conducted in a real-world situation, the re-
sults have shown SIB can reduce the geometric error by 85% and achieves an accu-
racy of 1.15m. This improvement is across all the sampled areas. Making use of all
the transmission powers received also decreases the error significantly.
This approach only relies on RSSI measurements and changing the transmission
power. While the experiments were conducted with ZigBee radios it is possible
to use this approach with WiFi, and other digital radios, and thus is suitable for
ubiquitous devices. The mean error of 1.15m is sufficiently accurate for locating






Improvements to RSSI based trilateration are investigated in this chapter. Figure 5.1
shows the position of the Emender algorithm within the context of UTILS as de-
scribed in Chapter 3.
Trilateration as a localisation method was described in Chapter 2. The first step is
to fit a mathematical model of radio propagation using known distances and mea-
surements of the RSSI from visible anchor nodes. To locate a device from a query
set of RSSI measurements the distances are calculated from all the RSSI values in the
query. These distance estimates are combined using geometry to produce a location
estimate. The algorithm is discussed in more detail in Section 5.1.
The major problem with RSSI based localisation is the highly variable nature of the
measurements due to environmental factors. Chapter 2 discussed some causes for
this variability and classified them into either static or dynamic. Static factors ac-
count for the building’s materials, wall orientation, and multipath effects, for ex-
ample. The dynamic factors include furniture, furnishings, people, and other radio
interference, for example. These problems all directly affect the accuracy of the tri-
lateration systems.

























Figure 5.1: UTILS with Emender indicated by the red box. The training por-
tion is outlined with a blue dashed line.
Trilateration models the radio propagation. The model parameters are tuned using
(RSSI measurement, distance) tuples. This tuned model and measured RSSIs are
used to estimate the distances between the anchor nodes and query node. Once
the distance estimates have been computed, the position of the mobile node can be
calculated using geometry. Compared to fingerprinting, trilateration requires much
less data in calculating the model parameters and is faster to estimate the distance
(Goswami, 2013).
The challenge for the trilateration method is that distance estimates are sensitive to
poor RSSI measurements. These measurements are variable (Lui et al., 2011) which
impacts the accuracy of trilateration. Existing approaches to improve accuracy of
the location estimates occur throughout the trilateration process, including: radio
propagation models (Goswami, 2013); methods of fitting data to the model (Jamâa
et al., 2014); and, different geometries (Aboodi and Wan, 2012) (Adler et al., 2014)
(Huang et al., 2014). When the model of radio propagation is finely tuned and a
good geometric method is chosen, the main localisation errors from trilateration
will be largely caused by the short term variability in the RSSI measurements made
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by the query node. Thus the focus for this chapter is on removing highly variable
RSSI measurements from trilateration based approaches.
Many filtering and smoothing approaches were proposed to remove the short-term
variability or fluctuations of RSSI measurement. However, smoothing over multiple
queries requires a longer time to collect enough data to be effective. The problems of
this approach are discussed in more detail in Section 5.1.2. Another approach is to
find an appropriate threshold through manual experimentation and use the thresh-
old to filter out the unreasonable RSSI measurements (Jamâa et al., 2012). But the
threshold is sensitive to environmental changes and unique to each environment.
The performance of this approach is not satisfactory according to the experimental
evaluation.
Emender solves this problem by excluding poor RSSI measurements based on the
commonly used LDPL propagation model. It avoids the long costly data collecting
process of previous filtering methods while preserving the advantages of trilatera-
tion.
The rest of this chapter is organised as follows. Section 5.1 gives an overview of the
trilateration process and recent work on filtering and smoothing techniques. Sec-
tion 5.2 presents a localisation scenario to illustrate the approach and derive the fil-
ter, Emender. The testing procedures and environment are discussed in Section 5.3.
Section 5.4 presents the results from a thorough evaluation in a real environment,
before discussing conclusions in Section 5.5.
5.1 Trilateration
Trilateration is a three-phase approach depicted in Figure 5.2. The first phase is
model fitting which creates a model mapping RSSI measurements to distances. Once
the model is available the second phase, ranging, uses the model parameters along
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Figure 5.2: Generic process of Trilateration. Boxes indicate phases and ovals
indicate data or results of computation. The blue dashed elements indicate
the training portion of the process corresponding to the blue dashed portion
of Figure 5.1.
with the RSSI measurement of the query node, denoted as the query RSSI mea-
surement, to compute distance estimates. Once distance estimates are calculated,
geometric trilateration is used to compute the final location estimate. These phases
are outlined briefly in the remainder of this section with a focus on existing filtering
and smoothing techniques.
5.1.1 Model Fitting
The initial phase is to train a model given a mapping between RSSI measurements
and known distances. There are different choices for the model in the literature;
for instance, a curve-fitting model (Wang et al., 2014), a polynomial model (Chen
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et al., 2012), or a different propagation model—the Friis Equation (Aboodi and Wan,
2012). Though the idea of the filtering method Emender can be applied in other
models, the LDPL model, as shown in Equation 5.1.




In Equation 5.1 Pl is the path loss, Ptx is the transmission power level, Prx is the
received power level, P0 is the received power at distance x0 (typically 1m), γ is the
environment dependant path-loss factor, x is the distance between the anchor node
and query node. The N parameter is a Gaussian distribution with zero mean and
variance σ, used to account for the variations of RSSI.
5.1.2 Ranging
The ranging phase generates distance estimates from the tuned model and the query
RSSI measurement. It is important to remove the short-term variability of RSSI mea-
surements in order to improve the accuracy of localisation. Section 5.1.4 discusses
existing filtering and smoothing techniques and introduce this works novel contri-
bution, Emender.
5.1.3 Geometric Trilateration
During the geometric trilateration phase the distance estimates from ranging, along
with the known positions of the anchor nodes, to produce a location estimate. It can
be performed via algebraic (e.g. the use of simultaneous equations (Chintalapudi,
2010)) or geometric means, though both are mathematically equivalent. Advantages
and disadvantages of recent geometries in the literature are discussed below.
A basic geometric method is to use circles centred on the anchor node, with the ra-
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dius set to the distance estimate. If the distance estimates are accurate then there will
be a single point that results from the location estimation calculations. This is the
method used by the GPS (Goswami, 2013). While this is simple to compute it does
not handle non-intersecting geometries well (the centre of the minimum enclosing
disk of intersection points is used as the location estimate in these cases). Secondly,
Bounding Boxes compute the minimum and maximum of the coordinates (Aboodi
and Wan, 2012). This is quick to compute, the resulting position is susceptible to the
outlier of RSSI measurements. More recent techniques overcome these shortcom-
ings. The Geo-n approach (Adler et al., 2014) uses circles as their base geometry but
includes a method of calculating approximate intersection points when the geom-
etry does not overlap. The main disadvantage is that these additional calculations
take significantly more time. Another method, Heron-Bilateration uses Heron’s for-
mula for area of triangles (Huang et al., 2014), and requires a specific deployment of
anchor nodes.
It is worth noting that Emender is orthogonal to these methods and can improve
localisation accuracy once applied to them, which will be shown in the experimental
results.
5.1.4 Filtering Techniques
The basis of the filter can be RSSI measurements or distance estimates. Table 5.1
shows recent works classified in this manner. Most of these works rely on the use of
multiple query RSSI measurements or distance estimates which takes more time.
Firstly, Transmission Power filtering uses the absence of low-power transmission
signals to eliminate distant anchor nodes from the localisation (Crane et al., 2014). It
implicitly relies on the environment to derive an appropriate threshold at which
measurements can be discarded. However, the time taken to collect the data is
longer than sampling a single query RSSI measurement. Secondly, Kalman Filter-
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Technique Filter Parameter Queries
Transmission Power RSSI one Crane et al. (2014)
Kalman Filter RSSI & distance many Huang et al. (2014)
Moving Average RSSI many Mukhopadhyay et al. (2014)
Peer-based RSSI many Zhao et al. (2013)
Savitzky-Golay RSSI many Jamâa et al. (2014)
Static Distance distance one Jamâa et al. (2012)
Table 5.1: Filtering techniques for ranging in the literature grouped by the
parameter used for filtering, one of either RSSI or distance, and the number
of queries used.
ing is a method that makes predictions based upon the previous data then updates
those predictions with new measurements (Goswami, 2013). This method has been
used widely and provides good results at the expense of time taken to obtain more
query RSSI measurements (Aboodi and Wan, 2012; Huang et al., 2014; Jamâa et al.,
2014; Sukhov et al., 2012). The Moving Average is a simple technique that averages
the previous n query measurements to smooth out short term fluctuations and keep
longer term trends (Jamâa et al., 2014; Mukhopadhyay et al., 2014). To gain the ad-
vantages of this technique, multiple query RSSI measurements are required. The
Peer-based method (Zhao et al., 2013) uses information from neighbouring nodes to
assist in the localisation effort. This approach requires cooperation from other query
nodes, or peers. These peers may, themselves, suffer from poor location estimates.
The final method for RSSI measurement filtering techniques is the Savitzky-Golay
filter (Jamâa et al., 2014). It smooths data without distorting it significantly by per-
forming polynomial fitting to increase the signal to noise ratio. However, discov-
ering appropriate values for the polynomials requires experimentation. Static Dis-
tance is a filtering method that excludes distance estimates over a predetermined
threshold (Jamâa et al., 2012). However, this approach is inflexible to new locations
as it requires manual experimentation to find optimal parameters.
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In summary, most previous filtering methods require multiple query RSSI measure-
ments or distance estimates to improve localisation accuracy. They take more time
than the methods using a single query such as Transmission Power and Static Dis-
tance. However, these approaches either add additional time for collecting more
query measurements or are too environment-dependent to generalise to different
environments. Emender is presented in the following section, which is a fast filter-
ing technique based on the LDPL model and general enough for use in any envi-
ronments. More importantly, it significantly improves accuracy and decreases time
taken to calculate location estimates.
5.2 Emender
This section first presents an example to illustrate the effects of the variability of
RSSI measurements. Then rationale behind Emender is discussed followed by the
filtering algorithm.
5.2.1 Motivating Example
Figure 5.3 is an example that is modelled from real situations. There are four anchor
nodes (A,B,C,D) participating in the localisation estimation of a single query (at the
position indicated by the × which is the ground truth location). The locations of
the anchor nodes A,B,C are close to the query point but D is slightly further away.
Suppose that these anchor nodes all transmit at the same power level (−55 dB) and
that their signals follow the LDPL model with the same path loss parameter (γ =
2.2) and have a measured variability of 4 dB (i.e. measurements are ±4 dB of their
true value) when received at the query location. The measured and expected RSSI
measurements at the query location are given in Table 5.2 along with the real and
calculated distance estimates computed from the LDPL model tuned with the given
parameters. From Table 5.2, the distances to A and D have been overestimated,
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RSSIs (dB) Distances (m)
Node Expected Measured Real Calculated
A -59 -63 1.6 2.3
B -63 -59 2.2 1.5
C -61 -57 1.8 1.2
D -62 -66 2.5 3.2
Table 5.2: Example expected and measured RSSI measurements and the cor-
responding real and calculated distance estimates. The distance estimate
from node D is excluded by Emender.
Result Point Estimate Error
with D △ (0.6, 1.4) 1.5m
without D + (-0.2, 1.0) 1.0m
Table 5.3: Geometric errors using a circle trilateration geometry when includ-
ing and excluding node D.
while those to B and C are underestimated. These distance estimates are then used
to compute a set of intersection points for each pair of circles. The centre point of the
minimum enclosing disk of this set of points is used as the location estimates. For
this example, the distance estimates are shown in Table 5.2 and produce the location
estimates in Table 5.3.
Table 5.3 presents the localisation results. Emender excludes the estimates from
node D because the distance is over the computed threshold of 2.4m. When ex-
cluding node D the error decreases. In Figure 5.3, the point indicated by △ is the
distance estimate using trilateration with node D, whereas + is without. In this ex-
ample, the accuracy is improve by 30% when excluding the distance estimates from
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Figure 5.3: Effects of large distance estimates in localisation. The query point
is at ×, two localisation results are at + and △. The circles’ radii (the centres
are anchor nodes A,B,C,D) show the distance estimates.
5.2.2 Rationale
The example above leads to the question: which RSSI values should be excluded?
Figure 5.4 will answer this question. The figure depicts the LDPL model. The effects
of variability of RSSI measurements are shown based on this model.
There are several sources of variability in the RSSI measurements, the principle of
which is due to multipath effects. These effects can constructively interfere in which
case the RSSI increases, or destructively interfere in which case the RSSI decreases.
In the case where the RSSI increases the resulting distance estimates will be nearer
80
to the transmitter than they should. Conversely, a decrease in RSSI would mean that
the distances are overestimated. These multipath effects become more pronounced
as the signal becomes weaker.
Following on from the example, when the mobile node is close to the anchor node
(e.g. 2m), as depicted in Figure 5.4, the errors of distance estimates fall in a small
range (0.9m at d1). Conversely, when the mobile node is far from the anchor node
(e.g. 14m), it observes that the same RSSI measurement variation causes a larger
range of estimate errors (6m at d2). This leads to the key observation that near
anchor nodes are more trustworthy compared to far anchor nodes. Therefore, as a
general rule, to avoid large errors of distance estimates, RSSI measurements from
near anchor nodes should be used. This is why excluding anchor node D improved
the localisation accuracy in the motivating example.
5.2.3 Filtering Algorithm
The issue now becomes how to determine the distinction between ‘near’ and ‘far’.
According to the LDPL model, the rate of change in the RSSI is faster when the
anchor node is closer. Therefore, the rate of change in the RSSI can be used as an















































Figure 5.4: Effects of RSSI measurement noise on distance estimates. The
regions indicated by the solid red line segments illustrate the effect of the
same change in noise (4 dB) at different distances (2m and 14m) from the
transmitter (x = 0). The closer to the transmitter the less effect the variation
of measurements has on the distance estimate.
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Assuming n is the average variation of RSSI measurements, to relate n to the dis-
tance threshold determining the distinction between ‘near’ and ‘far’, Equation 5.3
and Equation 5.4 are used to find the cut-off threshold distance Tx as shown in Equa-
tion 5.5, where c is a factor for adjusting the confidence in the threshold, its impact
will be discussed in the experimental evaluation. The reason why relating the vari-
ation of RSSI measurements n to the calculation of the distance threshold for ‘near’
and ‘far’ is that, when n is large in a variable environment the threshold should
be small to guarantee localisation accuracy. For each distance estimate between the
query node and the anchor node, it is only included if it is smaller than Tx otherwise
it is ignored. Note that both the value of γ and n are dependent on the environment
such as building material that the signal is propagated through and must be mea-
sured. This approach is adaptable to other models where the derivative dP/dx can be
calculated.
Since the above distance threshold Tx has considered environmental factors such
as noise level and path loss, it is adaptive to different environments and thus the
filtering method is suitable for general use.
Listing 5.1 shows the Emender algorithm as implemented in Python. The Geo-
n algorithm (Adler et al., 2014) has been omitted for brevity (Line 1). There are
three functions, emender_cutoff (Line 8), ldpl_distance (Line 11), and emender
(Line 14). The emender_cutoff function implements Equation 5.5, and accepts as
parameters, γ from the LDPL model fitting, n as an estimate of the amount of vari-
ability in the environment, and c a tuning parameter. The cutoff value is returned
to the calling function. The next function ldpl_distance computes the distance
estimate using the LDPL model (Equation 5.1). The parameters are, the loss in
dB computed by subtracting the RSSI from the transmission power, γ and P0 from
the LDPL model. The final function, emender, estimates the position of the query.
The query contains a list of anchor nodes and transmission powers and the associ-
ated RSSI measurement. For each of these items, the RSSI value (Line 22) and the
model parameters (Line 21) are extracted. The distance is calculated (Line 24) using
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Listing 5.1: Emender-based Trilateration Algorithm.
1 class Geon(object):
2 """
3 Omitted for brevity, implemented as described in:




8 def emender_cutoff(gamma, n, c):
9 return (10.0 / math.log(10)) * (gamma / (c * n))
10
11 def ldpl_distance(loss, gamma, p0):
12 return 10 ** ((loss - p0) / (10.0 * gamma))
13
14 def emender(query, anchor_nodes, c=1.0, n=4.479378):
15
16 geometry = []
17
18 for anchor in query:
19 for tx_level in query[anchor]:
20
21 rssi = query[anchor][tx_level]
22 gamma, pl0 = anchor_nodes[anchor][tx_level].ldpl_parameters
23
24 d = ldpl_distance(tx_level - rssi, gamma, pl0)
25
26 if d <= emender_cutoff(gamma, n, c):
27 geometry.append(Geon(anchor_nodes[anchor].coordinates, d))
28
29 location_estimate = Geon.combine(geometry)
30 return location_estimate
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the ldpl_distance function. This distance is then compared against the computed
threshold (Line 9). If the distance estimate is below the threshold it is used to con-
struct an element of the Geo-n geometry (Line 27). Once all the anchor nodes in the
query have been processed the location estimate is computed (Line 29) and returned
to the application.
5.2.4 Summary
In this section an example where excluding a distant anchor node decreases the error
in the location estimate was presented. Motivated by this example a distance thresh-
old was derived for the filtering method based on the LDPL model. This threshold
is adaptive to environmental factors to guarantee localisation accuracy. This method
removes the expensive manual tuning process normally associated with threshold-
ing techniques and thus is suitable for general use.
5.3 Experimental Method
In this section the experimental method is presented for comparing Emender with
other filtering techniques using single queries.
5.3.1 Experimental Setup
Chapter 3 described the collection protocols in Section 3.4. The data for the exper-
iments was collected on the first floor of the Owheo Building, covering an area of
2496m2 (52m by 48m). In Figures 5.5 and 5.6 the grey areas indicate private offices
that are not accessible and the void in the centre is open to a courtyard below, so the
total sample area was 339m2. Data were collected from a 1m by 1m grid as shown
in Figure 5.5, using TelosB sensor motes on 802.15.4 radio channel twenty.
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Figure 5.5: The sample points collected for the Emender experiments.
Figure 5.6: The anchor node deployment for the Emender experiments.
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The RSSI measurements were obtained by broadcasting fifty requests (containing a
unique serial number) from the query node at the maximum transmission power
at each point in the grid. When the anchor node receives this message it responds
with a copy at each of the twenty-nine available power levels supported by the radio
hardware. This is done for two reasons, firstly, so that the Transmission Power fil-
tering method can be evaluated; and secondly, to collect more data from each of the
sample points, up to a maximum of three hundred responses. The more data avail-
able, the better the model fitting performs. On receipt of the responses the query
node measures the RSSI and passes it to the application. This dataset is then split
randomly into two sets (per point, based on the serial numbers), 80% for training
the model and 20% for testing the localisation, and thus uses the holdout method
for validation. To test the localisation methods, all the data points in the test set
were evaluated using a single localisation query. The error is the Euclidean distance
between the resultant position estimate and the ground truth. The time is the com-
putation time, excluding the time for I/O requests. Since the time for I/O requests
is the same for all other techniques, comparing only the computation time of the
filtering techniques indicates their performance.
The disadvantage of the holdout method for validation is the evaluation is sensitive
to the points in the data sets. For example, the test set may be biased towards the
most well-behaved data points and thus the results would be better than any other
selection of points. However, because in these experiments the split was made at
random there is less likely to be bias.
The LDPL model was fitted to the data using the linear least squares technique, an
example is shown in Figure 5.7. Random Sample and Consensus (RANSAC) was
tested and there was no difference between these model fitting methods. As each
anchor node is treated independently, the γ and P0 terms of Equation 5.1 are fitted
from the training data set, (Pl, d) tuples, where d is the Euclidean distance between
the grid points and the anchor node. All the geometric methods use distance es-
timates obtained from the same radio propagation models. Emender is designed
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Figure 5.7: Example LDPL model fitting using least-squares and Equa-
tion 5.1. The data came from a single anchor node and the highest trans-
mission power. The annotation shows the resultant equation, in this case,
P0 = −17.77 and γ = 1.59 with an R2 = 0.8331.
to be geometry agnostic, so a variety of geometries are chosen to assess the perfor-
mance of Emender. The geometries chosen are either representative of the state of
the art—Geo-n (Adler et al., 2014) and Heron-Bilateration (Huang et al., 2014)—or
traditional—Circles and Bounding-Boxes.
5.3.2 Evaluation of Filtering Techniques
Though previously a range of filtering techniques were discussed, for fair compari-
son, only those techniques using a single query were chosen since the focus for this
work is on fast filtering techniques using a single query. For this reason, Transmis-
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sion Power and Static Distance filters were used as a base line for comparison, while







The threshold calculation, Equation 5.6, depends on two parameters. To estimate
the variability of RSSI, n, five hundred RSSI measurements were taken in each of
three rooms in the building. Setting n = 4.48 to three times largest standard devia-
tion across these three rooms covers the 99% confidence interval. The c parameter
is there to control the number of standard deviations away from the mean the query
RSSI values are deemed ‘reasonable’, when n = 3σ, c is to the interval (0, 1]. If c < 0,
the resulting threshold would be negative, if c = 0, the threshold becomes unde-
fined, and finally, if c > 1 the filter becomes more restrictive, thus there are fewer
distance estimates and the algorithm cannot estimate a location. The net effect of the
c parameter is controlling the number of standard deviations used in computing the
threshold. Emender generates a threshold, Tx, for each anchor node independently,
and in the test deployment they range from 0.98m to 2.74m with a mean of 1.92m.
5.4 Experimental Evaluation
The performance of Emender was evaluated using the different combinations of
geometries and filtering techniques, and unless otherwise stated c = 1, though other
values of c are also discussed. The baseline for these experiments is the case where
no filtering is performed across all geometries.
5.4.1 Accuracy
First, the accuracy of the localisation estimates are discussed. The error is calculated
using the Euclidean distance between the location estimate and the real location of
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Boxes Circles Geo-n Heron
Emender 3.7 3.8 2.6 3.6
Transmission Power 6.5 5.5 4.1 6.4
Static Distance (7m) 4.7 5.3 3.3 5.2
Static Distance (53m) 14.6 8.3 4.0 5.3
None 13.3 7.9 4.2 5.3
Table 5.4: Mean error (m) for localisation of queries across the geometries
and filtering techniques under evaluation.
the query. Table 5.4 shows the effects of the different filtering techniques on the
localisation methods under test. Emender decreases the error for all of the geome-
tries under test by 72%, 52%, 38% and 32% when compared to no filtering. It is
apparent from these results that the Emender filter allows more accurate distance
estimates through to participate in the localisation regardless of the geometry being
used. Table 5.4 shows the combination of Geo-n and Emender produces the lowest
error across all filters and geometries.
Compared with Emender, the other filters, Static Distance and Minimum Transmit
Power, do not improve the performance.
From the CDF plot in Figure 5.8 it is clear that Emender outperforms all the other
filtering methods across all the geometries under evaluation.
5.4.2 Timing
The time taken to acquire the location estimates are presented in Table 5.5. Com-
pared with no filtering, in all cases, Emender decreases the time taken by 73%,
90%, 99% and 82% for Boxes, Circles, Geo-n and Heron-Bilateration respectively.



























Figure 5.8: Empirical Cumulative Distribution Function plot of errors for dif-
ferent geometries and filters in Owheo.
on average approximately 26 s with no filtering). Using Emender with Geo-n, the
time taken to localise drops by two orders of magnitude (worst case 21.4 s, aver-
age approximately 0.2 s). From these results, for the best performing geometry and
filter combination—Geo-n and Emender, which have the highest localisation accu-
racy, Emender decreases the execution time by two orders of magnitude on average.
Within the same geometric localisation method, using Emender results in quicker
location estimates than the other filtering techniques.
5.4.3 Tuning of the c parameter
Table 5.6 presents the effects of tuning Emender by adjusting confidence in the noise
estimate through c. From the table, increasing the value of c leads to a decrease in
the localisation error. Moreover, Table 5.7 shows that in all cases increasing the
value of c deceases the time taken to perform the localisation, in some cases by
91
Boxes Circles Geo-n Heron
(10−4) (10−3)
Emender 0.5 0.03 0.2 0.8
Transmission Power 0.9 0.07 6.0 1.3
Static Distance (7m) 1.2 0.1 7.1 1.4
Static Distance (53m) 1.9 0.3 24.9 1.8
None 1.9 0.3 26.1 4.0
Table 5.5: Mean times (s) for localisation of queries with the geometries and
filtering methods. The exponents appear in parentheses.
Boxes Circles Geo-n Heron
c = 1 3.7 3.8 2.6 3.6
c = 1/2 4.5 5.1 3.1 5.4
c = 1/3 5.3 5.9 3.3 5.6
c = 1/4 6.2 6.2 3.6 5.6
Table 5.6: Emender’s mean error (m) for localisation of queries with different
c values across the geometries.
more than an order of magnitude. Geo-n shows a marked improvement for larger
c. According to the experiments, when c is smaller, the localisation accuracy starts
to drop. However, this comes with a trade-off. The larger the value of c, the smaller
the threshold becomes and thus fewer distance estimates are valid. This results in
being unable to perform the location estimation as there is not enough information.
From the CDF plot in Figure 5.9 it is clear that the best performance occurs when


























Figure 5.9: Empirical Cumulative Distribution Function plot of errors for dif-
ferent geometries and c parameter values in Owheo.
Boxes Circles Geo-n Heron
(10−4) (10−3)
c = 1 0.5 0.03 0.2 0.7
c = 1/2 1.1 0.12 4.1 1.2
c = 1/3 1.3 0.14 7.2 1.3
c = 1/4 1.5 0.15 9.1 6.0




These results show Emender is effective for improving localisation accuracy.
Though the absolute errors are relatively large compared with some hardware as-
sisted methods (such as UWB’s 0.4m Kempke et al. (2015), or CSI’s 1m to 2m Wang
et al. (2016b)) the contribution is the improvement for RSSI-based indoor localisa-
tion. Since Emender is a general filtering method, and is adaptive to environment
factors independent of localisation techniques, it will still improve accuracy in situ-
ations where specialised hardware is used and the absolute errors are small.
5.5 Conclusions
Emender is a novel approach that uses the parameters of the LDPL radio propa-
gation model and the variability of RSSI measurements to exclude poor distance
estimates that would otherwise decrease the accuracy of the location estimate. Since
this approach is adaptive to environmental factors such as path loss and variabil-
ity of RSSI measurements and independent of localisation methods, it is suitable
for general use. The comprehensive experiments conducted in a real-world envi-
ronment show, with single queries, decreases in error (by at least 32%) and time
(by approximately 70% or more, and in some cases by two orders of magnitude)
for localisation across multiple state-of-the-art geometries and filtering techniques.
While the absolute error remains relatively high, when Emender is integrated with
better methods for the various other phases of trilateration, this absolute error will
decrease significantly.
This approach only relies on RSSI measurements, a single model parameter, and
an estimate of in the variability in the RSSI measurements. While the experiments
were conducted with ZigBee radios it is possible to use this approach with WiFi,
and other digital radios, and thus is suitable for ubiquitous devices. The mean error
of 2.6m, and corresponding mean time of 0.2 s is sufficiently accurate and fast for
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locating a person in a building and applications such as navigation as described in
Chapter 2.
While we compute a threshold to exclude noisy measurements, this approach can
be taken a step further by excluding only the k most trustworthy measurements.
Each measurement could be ranked according to the same mathematics used for




CRAFTing the Radio Map1
Methods to reduce the manual effort needed to construct the fingerprint database
localisation scheme are explored in this chapter. Figure 6.1 shows the relevant com-
ponents of the CRAFT algorithm within the context of the prototype localisation
system UTILS described in Chapter 3.
Chapter 3 introduced the fingerprinting localisation method. Briefly, a database is
constructed associating known locations with measurements of the RSSI from radio
visible anchor nodes. To locate a device from a query set of RSSI measurements all
the fingerprints are scored according to some metric and the closest match between
the query and the fingerprint is deemed to be the location of the mobile node (Bahl
and Padmanabhan, 2000; Youssef and Agrawala, 2005). Chapter 4 discusses im-
provements to fingerprinting, however, the underlying problem of the large amount
of data needed to construct the database still remains.
Typically, to solve this problem researchers have proposed using Pedestrian Dead
Reckoning (PDR) to locate the device (Harle, 2013). PDR calculates the position
using accelerometers, gyroscopes, and magnetometers (Goswami, 2013). The main
problem with this approach is that the sensors tend to drift thus causing inaccuracies

























Figure 6.1: UTILS with the components related to CRAFT indicated by the
red boxes.
in the location estimates. Floor plan information is often used to train the system
(Jung et al., 2016; Rai and Chintalapudi, 2012; Sorour et al., 2015; Wang et al., 2016a;
Wu et al., 2015). Because indoor localisation systems can be deployed in large open
spaces, such as airports, museums, and supermarkets, the floor plan may not have
enough information to sufficiently restrict the PDR systems. Other problems arise
when the floor plan information is not available, accessible, or useful (the map is not
up to date or is in a large unbounded space like a warehouse).
In this chapter combining the advantages of trilateration and fingerprinting ap-
proaches is explored in an environment where the floor plan information is inferred
by the deployment of anchor nodes and minimal as there is no information apart
from an inside/outside test of some bounding boxes. By deploying a temporary
localisation system and performing trilateration with crowdsourced data locations
of the WiFi fingerprints can be estimated. Once the fingerprint database has been
completed the temporary localisation system can be removed.
This is a novel technique that uses crowdsourcing to reduce the collection effort
needed to construct a comprehensive and extensive fingerprint database. CRAFT’s
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ability to reduce the burden of fingerprint construction without sacrificing location
accuracy is demonstrated through thorough experiments conducted in a real world
building.
The rest of the chapter is organised as follows. Section 6.1 gives an overview of
recent work on training the fingerprint database for RSSI based indoor localisation
systems. Section 6.2 motivates the approach by examination of the work needed
to deploy a fingerprint based indoor localisation in a real world environment with
the approach to crowdsourced construction described in Section 6.3. The testing
procedures and environment are discussed in Section 6.4, followed by evaluation of
the approach in Section 6.5. Finally, the conclusions are presented in Section 6.6.
6.1 Related Work
Three approaches for the construction of the fingerprint database described by
Werner (2014) are: supervised, where each fingerprint is labelled with a location;
semi-supervised, where some fingerprints are labelled and other fingerprint labels
are inferred; and finally, unsupervised, where none of the fingerprints are labelled.
An unsupervised approach is attractive as it minimises the amount of manual effort
needed. A popular technique in this class is to use a radio propagation model to pre-
dict the RSSI values throughout the building, some approaches simulate the whole
building and construct the fingerprint database (Bisio and Cerruti, 2014; Milioris et
al., 2014; Sorour et al., 2015), while others use interpolation (Wang et al., 2015). These
techniques require additional information about the building including the material
properties for the radio frequency being used, and the floor plan. The first problem
is the material properties are difficult to measure precisely and thus the modelling
may not be accurate. A second, related problem, it is a difficult task to measure the
angle and position of each of the elements of a building, such as, the positions and
angles of: the metal window frames, the wooden doors, structural concrete pillars,
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and plaster coated exterior walls, and so on. Another problem with relying on floor
plan information arises as it assumes that the plans are up-to-date, complete, and
accurate. For example, a large enclosed space such as a warehouse where the only
floor plan feature is the perimeter wall, will provide few constraints to increase the
accuracies of the location estimates.
Furthermore, the additional problem of people free to move around the environ-
ment or change their surroundings, by moving furniture for example, are not taken
into account. All these radio related effects are described in great detail by Salous
(2013). Clearly a pure unsupervised approach is not pragmatic as the detail needed
to construct an accurate radio model is difficult to obtain.
While a completely manual approach is an option, it is expensive in terms of the
time needed to sample the space. One method to reduce the time taken is to reduce
the density of sampling, or reduce the number of samples collected per point (Ficco
et al., 2014). There are some problems associated with these suggestions. Firstly,
decreasing the sample density leads to a sparse fingerprint database that can omit
large parts of the environment. An undesirable decrease in location accuracy is the
result. Secondly, by reducing the number of samples, the values stored in the finger-
print database become more susceptible to outliers, and again, this causes a decrease
in accuracy. Neither of these options are desirable as they produce a poor-quality
fingerprint database. These problems are explored in further detail in Section 6.2.
A solution to the problem lies in a semi-supervised approach. One method to
achieve the goal of minimal effort radio mapping is to interpolate between the
sparsely collected sample points (Chang et al., 2016; Redzic et al., 2014). While this
reduces the number of sample points needed, these methods are sensitive to the
interpolation method used. For example, using a naïve linear interpolation is prob-
lematic as RSSI measurements are not linear between two points. The other option
is to model the radio propagation but this is problematic as outlined above.
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Distributing the task of sampling across multiple people avoids the problems asso-
ciated with either interpolation or modelling. A number of proposed solutions al-
ready employ the power of crowdsourcing to build a fingerprint database, such as,
leveraging opportunistic GPS signals, and, PDR techniques with and without floor
plan information. These approaches, discussed below, suffer from some problems.
EZ use opportunistic GPS signals to solve a series of LDPL equations (Chintalapudi,
2010). However, the main motivating reason for using RSSI based localisation sys-
tems is the poor performance of GPS systems indoors; here the error is often high or
the signals cannot be received — an impractical approach.
The PDR techniques, without floor plan information, generally suffer from sensor
drift over periods of time and can produce vastly inaccurate estimates of location
(Harle, 2013). For example, the mean error is from 7.6m to 8.9m in some indoor
experiments (Yuanfeng et al., 2016). Given the fingerprint database is built upon lo-
cation estimates that can be highly inaccurate, approaches using PDR without floor
plan information are far from ideal.
When floor plan information is available to the system several solutions exist. Some
approaches use PDR to compute the likely locations which can then be refined using
floor plan information (Kim et al., 2015; Nurminen et al., 2013; Shin et al., 2015; Xiao
et al., 2014). Others use techniques to give correspondences between the floor plan
and the data collected which is now discussed further.
LiFS (Wu et al., 2015) uses the floor plan to generate a uniform grid of sample points
which is then subjected to Multi-dimensional Scaling (MDS). The result is a stress-
free floor plan. The RSSI data is collected along with the number of steps between
subsequent measurements. Once similar fingerprints are merged the step counts are
used to produce a distance matrix. This distance matrix is processed using the same
MDS technique resulting in fingerprint space. The mapping between the stress-free
floor plan and the fingerprint space can be calculated and used to locate devices.
Another approach, Sub-area (Wang et al., 2016a), splits the floor plan into different
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Method Crowd Absolute Explicit Plan Accuracy
EZ (Chintalapudi, 2010) 7 ✓ 7 7m
LiFS (Wu et al., 2015) ✓ 7 ✓ 3m to 7m
SubArea (Wang et al., 2016a) ✓ 7 ✓ room-level
KAILOS (Jung et al., 2016) ✓ 7 ✓ 3m
CRAFT ✓ • 7 2.20m
Table 6.1: Comparison of crowdsourced fingerprint construction methods.
The absolute column denotes whether the resulting position estimates are
presented in world coordinates or relative to some start point, CRAFT can
use either absolute or relative coordinates. The explicit plan relates to the
need for floor plan information provided to train the algorithms.
sub-areas. The crowdsourced WiFi data is then clustered using MDS and the clusters
are matched to each of the sub-areas. KAILOS (Jung et al., 2016) breaks the floor plan
into a grid (each cell is either 3m× 3m or 2m× 2m). Each cell is then linked to its
neighbours and itself to produce a Hidden Markov Model (HMM). Traces recorded
in the environment are mapped onto this HMM and the associated WiFi fingerprints
for each cell are used for localisation.
These approaches are contrasted in Table 6.1. The key problem to solve is to build
the fingerprint database via crowdsourcing without relying on explicit floor plan
information. In the next section a description of the effort needed to deploy a
fingerprint-based RSSI system in a small test deployment is presented.
While the discussion at present has focused on collection of data, it is still necessary
to deploy a series of anchor nodes in the environment at known locations. Some
effort has been made to design algorithms to allow the anchor nodes to self-localise.
For example, if there are n anchor nodes that know their location, they can then
model the RSSI as a function of distance. Once the model has been developed, other
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anchor nodes can then use the same process to estimate their location. Through
subsequent estimation steps the overall error should drop. This style of approach
has been explored by EZ (Chintalapudi, 2010) and Motetrack (Lorincz and Welsh,
2007). While this aspect is an important component for automating the deployment
phase, the majority of the time spent in the construction of a fingerprint database
is in collecting enough data to ensure good accuracy, and is discussed in the next
section.
6.2 Manual Construction of the Fingerprint Database
Deploying a fingerprinting system manually is a time consuming process. The fin-
gerprint data is collected at pre-planned locations throughout the building. This dis-
cussion relates to the dataset collected for the experiments conducted in Section 6.5.
The test deployment was conducted in the Owheo Building, the floor plan of which
is shown in Figure 6.2. It is a typical academic building with a mixture of shared of-
fice space (for postgraduate students), private office space (for academic staff) and
corridors to access the rooms. There are a total of three floors, however, only one
wing of one floor was accessible for experimental work. For the purposes of this
discussion, the space is divided into different regions, as depicted in Figure 6.2.
The Owheo building is ‘U’ shaped with access to the floors given by either one
of two stair cases on the inner side towards the tips of each arm, or by a central
mezzanine. The area labelled Mezzanine, 7.1m by 10.2m, joins the two wings (the
usable area of the mezzanine is reduced by a staircase occupying the south-west
corner). There are corridors on the inner perimeter of the building with academic
offices around the outer perimeter. The area labelled West Corridor is comprised
of two corridors joined together at a right angle. The corridor running east-west is
13.7m by 2.1m while the one running north-south is 1.9m by 25.8m. The terminal
room at the north of the western tip of the building, labelled Postgraduate Suite, is
a shared office for students, and is 10.8m by 13.2m.
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Figure 6.2: Areas and sample points used in the evaluation of CRAFT.
An example manual deployment is shown in Figure 6.2; other examples were pre-
sented in Chapters 4 and 5. A complete manual deployment requires a set of ground
truth locations from which to record samples. These samples are then stored for later
retrieval. The finer the grid resolution the finer the position estimates and more data
is needed to be collected.
Once the positions have been marked the collection of samples can begin. By de-
fault WiFi beacon frames are broadcast by the access points approximately every
0.1024 s. These frames contain the network’s BSSID, SSID, and other parameters.
The BSSID is used by WiFi networks to identify the specific access point. The SSID
is the human readable name given to the network, and may be shared across mul-
tiple access points to increase coverage for the WiFi network. As the beacon frames
are received, the RSSI is measured, and recorded along with the BSSID, SSID, and
time. This procedure is known as a passive scan. The alternative is an active scan,
where the mobile device sends probe requests to which the access points respond.
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The dataset for the experiments is composed of a series of passively collected 25 WiFi
beacon frames per ground truth location, and took approximately 30 s per location
to collect. Some devices cannot perform active WiFi scans (a limitation imposed
in recent Android versions), while others have a large range of scan times. For
example, some Android smart phones can only complete a single passive scan in
5 s compared to the approximate 1 s above. This increases the time to 2min 30 s per
location.






In Equation 6.1, A is the area in m2, R is the resolution measured as the number of
sample points per m2, Tp is the estimate of the time per point and N is the number
of people performing the collection. This does not take into account the associated
administration effort, such as recording the position, moving from one position to
the next, management of people, and so on.
Ficco et al. (2014) derive Equation 6.2 to estimate the total time taken to build the
fingerprint database.
Te = (Nc ×Ns × Tp) + (Ns × Tm) + TSetup (6.2)
Where Te is the calibration time, Nc the number of cells, Nc the number of samples,
Tp is the sample time, Tm is the movement time between sample points, and finally,
TSetup is the time needed to setup the space.
There are two key differences between Equation 6.1 and Equation 6.2. The latter
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Area Resolution Estimated Timea Reported
Tp = 1 s Tp = 5 s Time
LiFS (Wu et al., 2015) 1600m2 0.25 3 h 17 h 20 h
SubArea (Wang et al., 2016a) 460m2 0.39 1.5 h 7.5 h 2 h
CRAFT 250m2 1 2 h 10.5 h 2.5 h
a Using Equation 6.1 with Ns = 25,N = 1
Table 6.2: Estimated and reported data collection times for published crowd-
sourced fingerprint construction algorithms.
equation does not account for multiple collectors, while the first does not take into
account the setup or movement time as the setup and movement times are not a
focus of this work. If the movement and setup times are ignored, and it is assumed
that there is a single person collecting data, then the equations are equivalent.
The data collected for the experiments was collected at a resolution of 1m by 1m, to
match other published indoor localisation work. This results in a total of 97 sample
locations throughout the accessible areas of the building as shown in Figure 6.2.
From the dimensions and time for WiFi scans the following parameters are obtained:
A = 250.7m2,R = 1,Ns = 25, Tp = 1 s,N = 1, and thus, Te ∝ 125.35min, or just over
2 h in the best case. Naturally this depends on the capabilities of the device. If the
device were slow at sampling the WiFi network the estimated time increases. For
instance, if the device took 5 s for a single passive scan, it takes 2min 30 s to collect
25 WiFi samples per location, which results in a total estimated time of 10 h. The
collection for this dataset took 2.5 h to complete.
Some examples of previous reported collection times and parameters (for Equa-
tion 6.1) are presented in Table 6.2 along with the estimated collection time, Te.
It is impractical to expect a manual effort for any large spaces. For example, a small
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stadium with a capacity of 36 000 people, covering approximately 30 000m2, in the
best case, would take approximately 250 h for a single person to complete, which
equates to 1.6 man months.2 Based on this estimate, it is unrealistic to deploy a
manually constructed high resolution fingerprint based localisation scheme in large
indoor spaces. Crowdsourcing is one solution to this problem.
While crowdsourcing can allow for less manual effort, the location problem remains:
how can the crowd know where they are, without any interaction on their part, in
order to supply good quality WiFi fingerprint data?
6.3 Crowdsourcing the Fingerprint Database
The key idea is to deploy a temporary localisation system in the environment, gather
crowd sourced data, and construct a WiFi fingerprint database using the locations
provided by the temporary system. Figure 6.3 shows the components of CRAFT.
The three phases Setup, Construction, and Query, along with their respective tasks
are discussed in the remainder of this section.
For this set of experiments the state-of-the-art RSSI trilateration system, Emender
(described in Chapter 5), is used. Specifics of this approach in context are discussed
below. Any localisation system can be used provided that it is quick to deploy,
requires minimal training, and is accurate enough for the purpose. The trilateration
approach uses empirical data and a mathematical model with tuned parameters to
estimate the distance from the measured RSSI. The advantage of trilateration over
fingerprinting is it requires much less data to train.
Performing the trilateration on the WiFi data directly is not a viable option as the
locations of the access points are not known, so a WSN is used to provide the loca-
tion estimates used by Emender. Any applicable technology can be used provided




























Figure 6.3: CRAFT algorithm with the three phases Setup, Construction, and
Query. The boxes indicate processes, while ovals are for data. The purple
tasks, Training and Locating, are related to trilateration. The green tasks,
Database Construction, Wifi Query, Fingerprinting, and Location Estimate,
are the fingerprinting stage. The blue tasks on the right, Zoning and Com-
puting Bounding Boxes, are to improve the accuracy of the system. The or-
ange, Crowdsourcing, task provides data for the fingerprint database. The
grey boxes, Bounds Checking, indicate that the element can occur at either of
those locations, and is evaluated empirically.
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it is compatible with the localisation algorithms, in this case by providing RSSI mea-
surements.
The rest of this section describes CRAFT’s approach to collection of data for finger-
printing. By using the crowd to collect data the effort is reduced for a single indi-
vidual. There are other advantages such as: adaptive resolution, where more fre-
quented areas will have a higher density of samples; reusable anchor nodes, which
can be used in other areas or buildings once collection is complete thus the monetary
cost is decreased; and finally, fitting in with the overall aims of this study, ubiqui-
tous technology can be used for localisation with the resulting fingerprint database,
thus there is no need for any specialised equipment required by other solutions.
6.3.1 Setup
In the setup phase the temporary localisation system is deployed in the building and
trained. The phase is broken into three tasks: deployment, zoning, and training.
The deployment task is where the anchor nodes are positioned around the environ-
ment. The exact deployment naturally depends on the specific building. CRAFT’s
only requirement is that some of the anchor nodes are deployed around the perime-
ter of the building. The positions are recorded along with the corresponding unique
identifier of each node. This task is required by any trilateration system and not
specific to Emender.
The anchor nodes in the building are grouped into ‘zones’ in the zoning task. They
can be allocated on a per-room basis, or in the case of a large area, they can be
allocated to sub-areas as needed. The zones are used to constrain location estimates
inside the building, thus necessitating the deployment of anchor nodes around the
perimeter. A further requirement is for the zones to overlap where appropriate—for
example, when moving from a corridor into a room—so there are no discontinuities
in the final representative shape.
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Figure 6.4: An example CRAFT setup, where each circle represents anchor
nodes, with the red indicating perimeter anchor nodes, and blue indicating
additional anchor nodes.
Figure 6.4 shows the setup process in an abstract deployment. The red circles repre-
sent the boundary anchor nodes, while the blue circles represent additional anchor
nodes. The six anchor nodes are grouped together in a single zone (for clarity).
The training task is concerned with calibrating the temporary localisation system.
Emender fits the LDPL model, presented again in Equation 6.3 for reference, for
each anchor node independently. The parameters are described on Page 75. The
model was fitted using the same methodology as described in Chapter 5—linear
least squares. Figure 6.5 shows the training process following on from the setup
presented in Figure 6.4.





Figure 6.5: An example CRAFT training, where the circles are anchor nodes
as described previously. The green diamonds represent known locations
where WSN RSSI samples are collected. In this example, they’re collected
mostly symmetrical, however it need not be the case.
The amount of data needed to train the system depends on the desired quality of
the model fit. For the LDPL, where RSSI is a function of distance and is thus a two-
dimensional function, two points per anchor node, at the minimum are needed to
compute the unknown parameters. However, the models obtained in this manner
will be inflexible to natural variations in the measured RSSI. The other extreme,
where a sample is collected from every point in the building, is impractical as it
results in the same problems outlined in Section 6.2. Even though training the trilat-
eration scheme is needed, the effort required is no worse, and generally much less
than that of a pure fingerprinting approach. An experiment to discover the amount
of data needed to train the system is discussed in Section 6.5.3.
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6.3.2 Construction
The next phase in CRAFT is to construct the WiFi fingerprint database. The tasks
are to collect crowdsource data, locate the collection points, compute the bounding
boxes, check the bounds, and finally construct the database.
Collecting data from the crowd for fingerprinting is straightforward task. Each
member of the crowd acquires data from both the temporary localisation system
and the WiFi networks detected by their smart phone, or the collection device.
The collected WiFi data contains the RSSI, BSSID, SSID, frequency, and time. It is
important that the WiFi data contains the BSSID and not only the SSID because the
SSID may be shared by multiple access points, whereas the BSSID is not.
The WSN collection occurred as previously described in Section 6.2, with the collec-
tion protocol described in Chapter 3. Emender was used with the default values as
described in Chapter 5.
The bounding boxes are constructed by selecting the maximum and minimum x and
y components from the locations of the anchor nodes for each zone. An example of
this is shown in Figure 6.6. Each node is allowed to belong to multiple zones so
that the resultant bounding boxes can overlap. The overlap is designed to avoid
gaps in coverage of the representative shape. In this manner the construction of
the bounding boxes is automated and does not rely on any information beyond the
positions of the anchor nodes.
To improve the accuracy, the location estimates are restricted using the bounding
boxes. A simple check is performed using the location estimate against each of
the bounding boxes. The location estimate is only valid if it is inside at least one
bounding box.
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Figure 6.6: Example bounding box computation for the shared Postgraduate
office. The maximum x coordinate from node 33 is used as the far right edge
of the bounding box, similarly node 38 provides the left edge, while nodes 37
and 30 provide the top and bottom edges.
This task appears twice in Figure 6.3 because this check can be performed before
construction of the fingerprint database or after the fingerprint database has a lo-
cation estimate. The evaluation of where or if to perform the check is evaluated in
Section 6.5.
During the crowdsourcing phase, WiFi data and WSN data were collected at the
same time. Due to the different sampling rates the WSN measurements were col-
lected more frequently than WiFi. When both WiFi and WSN measurements are
obtained at the same time, the location is estimated by performing trilateration with
the WSN. Now the position of the WiFi measurements are known, the fingerprint
database can be constructed in the traditional manner as described in Chapter 4.
Fingerprints that share the same location are averaged across the BSSIDs. Once this
task is complete, the temporary localisation system can be removed from the area.
Queries are then made against the fingerprint database for the location estimates.
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Because the fingerprint database contains WiFi and not WSN RSSI values, some
small modifications are needed to adapt the method described in Chapter 4 for
CRAFT. Because the focus of this chapter is on reducing the effort of the collec-
tion, and not the accuracy of the fingerprinting algorithm, the algorithm is based on
the venerable RADAR (Bahl and Padmanabhan, 2000). It iterates across the loca-
tions in the database looking for the closest match in RSSI measurements. For each
fingerprint in the database, it first computes a set of common BSSIDs between the
fingerprint and the query, then computes the difference between the stored RSSI val-
ues and the query in this common BSSID set. The difference is set to a fixed penalty
value (above the sensitivity of the devices, in this case 100) for each BSSID that is
not in the common set but that appears in the query or in the fingerprint—to avoid
problems with differing dimensionalities between the stored fingerprints and the
queries. These differences are each squared then added together, the resulting value
is then compared across all the locations in the fingerprint database and the location
with the smallest difference is selected as the estimated location.
6.4 Testing Environment
The collection protocols were described in Section 3.4. Briefly, as a reminder, the
mobile node in the WSN localisation system broadcasts a localisation message at
the highest transmission power level. Those anchor nodes receiving this message
respond at each of their 29 available transmission power levels. Before the client
broadcasts the message it first sets a serial number in the message. The anchor nodes
copy this serial into their responses. As the anchor nodes’ messages are received by
the client, it measures the RSSI and stores this along with the ID, serial number, and
time.
To evaluate the accuracy of the scheme WiFi and WSN data were collected at known
locations and fixed height throughout the first floor of the Owheo building at 1m
intervals as shown in Figure 6.2. Each dark-grey point indicates one of the ground
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truth locations, the anchor nodes are annotated with their IDs. The grey areas are
private staff offices or otherwise are inaccessible. The WSN and WiFi data were
split into training (80%) and test (20%) data sets for validation (using the holdout
method). The training set was used for the fingerprint database. This temporary
deployment of anchor nodes took approximately 10min per node. This included
positioning, attaching, and testing the data acquisition.
The disadvantage of the holdout method for validation is the evaluation is sensitive
to the points in the data sets. For example, the test set may be biased towards the
most well-behaved data points and thus the results would be better than any other
selection of points. However, because in these experiments the split was made at
random there is less likely to be bias.
6.5 Experimental Results
Each localisation component of CRAFT introduces errors as it consists of two dif-
ferent localisation techniques. In this set of experiments each component is isolated
and the performance is investigated. The first experiment is an assessment of the
accuracy of the WiFi fingerprinting scheme with a fingerprint database constructed
from the known locations. The subsequent experiments first test the accuracy of the
trilateration step and finally, the accuracy of the trilateration constructed database.
All these experiments test against the ground truth. The RSSI samples at each lo-
cation, for each access point/anchor node, were collected from both technologies
sequentially until the desired number of scans was reached. Unless otherwise state,
the queries comprised the results of a single scan with no further processing per-
formed before locating—the queries consisted of a single RSSI value for each of the
BSSID or anchor node IDs.
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6.5.1 Bounding Boxes
This section addresses suitability of the computed bounding boxes before discussing
the performance of the localisation aspects of CRAFT. The anchor nodes were as-
signed to zones based on the rooms in which they were deployed, as shown in Fig-
ure 6.7. They approximate the shape and layout of the floor plan. The main dif-
ferences between the bounding boxes and the actual floor plan are firstly, the areas
outside the building at the top of the postgraduate suite—the bounding boxes con-
sider them inside the building when they are outside; secondly, where the vertical
corridor joins the horizontal—the angled piece is missing; thirdly, there is a minor
misalignment in the horizontal corridor; and finally, the mezzanine’s box fails to ac-
count for the staircase where experimental data were not collected. This method for
constructing the bounds is simple, fast, and serves as a good approximation for the
ground truth floor plan.
6.5.2 Accuracy of WiFi Fingerprinting
Our first experiment is to determine the performance of the fingerprinting algo-
rithm. The database was constructed using the ground truth and the WiFi finger-
prints in a 80/20 split between training and test data. Each fingerprint and the
resulting location estimate are treated independently, meaning that we do not per-
form any additional processing on the location estimates even if we know them to
be from the same ground truth point.
From this experiment, the mean error was 0.36m with a standard deviation of 1.96m
and maximum error of 28.43m, the median error was 0m. Because this test was per-
formed using a fingerprint database constructed with ground truth locations, the
bounding boxes had no effect on the accuracy of the results—all the ground truth
locations are within the bounding boxes. When this fingerprinting phase is evalu-
116
Figure 6.7: Bounding boxes overlaid on the floor plan. The grey areas are
private office space and are inaccessible, each coloured area is a computed
bounding box.
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ated with the trilateration phase, the error is expected to increase by an additional
36 cm.
6.5.3 Training of Trilateration
To determine the number of sample points needed for this approach an increasing
number of randomly chosen sample points from the deployment area were evalu-
ated. Initially ten locations, selected at random, were used to train the LDPL model.
The Least-squares model’s coefficient of determination (R2) was used to evaluate
how well the data fitted the model. At each location we performed the same 80/20
split between testing and training data sets. This process was repeated 50 times in-
creasing the number of selected locations from ten to the entire dataset (97). The
R2 values plateaued (to approximately 0.6) when 25 random locations were chosen.
Naturally, the specific number of locations and which locations to use will depend
on the exact nature of the deployment location. From this analysis the number of
training locations has been reduced by approximately 25% compared to the tradi-
tional, dense sampling, approach.
6.5.4 Accuracy of Trilateration
The next part of the discussion revolves around the accuracy of the trilateration
phase. This evaluation isolates the trilateration component and evaluates the accu-
racy of the trilateration phase using the ground truth locations. When the finger-
print database is constructed, the WiFi fingerprints collected at the same point are
merged. In this experiment, the average RSSI for each BSSID in each ground truth
location are used, thus the maximum number of location estimates is 97.
The results are presented in Table 6.3. The error decreases, from 2.40m to 2.04m, by
introducing the bounds check. It also decreases the number of positions where loca-
tion estimates are obtained from 97 to 71. This is due to the estimates being outside
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Error
Count Mean Standard Deviation Median Maximum
Bounded 71 2.04m 1.24m 1.80m 4.96m
Unbounded 97 2.40m 1.43m 2.18m 7.25m
Table 6.3: Trilateration localisation results. The bounds check is performed
after obtaining the location estimates. Count is number of successful location
queries.
all the computed bounding boxes and is an expected attribute of the trilateration
process.
The trilateration location estimates are used to construct the fingerprint database.
By introducing the bounds checks some of the locations are not present in the final
fingerprinting database. Thus there is a trade off between higher error and complete
coverage, or, lower error with patchy coverage.
6.5.5 Accuracy of CRAFT
The evaluation of the combination of fingerprinting and trilateration as performed
in CRAFT is presented in this section. The results are expected to be no worse than
the combination of the errors of the fingerprinting (0.36m) and trilateration phases
(2.40m unbounded)—approximately, 2.40m + 0.36m = 2.76m unbounded.
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Error
Bounds Check Count Mean Standard Deviation Median Maximum
Unbounded 479 2.69m 2.34m 2.28m 30.95m
Post-Fingerprint Only 352 2.20m 1.62m 1.90m 16.01m
Pre-Fingerprint Only 479 2.74m 2.32m 2.18m 20.62m
Pre- and Post-Fingerprint 479 2.74m 2.32m 2.18m 20.62m
Table 6.4: The accuracy of the CRAFT algorithm. The bounds checks are performed after the named stages. Count is
number of successful location queries.
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At first glance, it may seem odd that the error is decreasing between this experiment
and the best performing previous trilateration results, however, there is an explana-
tion for this. The unbounded cases evaluate the same condition across the experi-
ments while the remaining cases in this experiment are all bounded in some man-
ner. In both the unbounded and bounded cases the mean error increases between
the experiments by 0.29m and 0.70m and 0.16m respectively. The 0.29m mean error
increase is broadly consistent with the expected outcomes.
The trade off between lower error with patchy coverage or higher error with com-
plete coverage explains the difference between the 0.70m and 0.16m errors. The
largest error occurs when the trilateration location estimates are excluded before
constructing the fingerprint database but are more accurate, whereas the best perfor-
mance can be seen when the fingerprint database has full coverage and the bounds
are imposed only after the fingerprint step resulting in a mean error of 2.20m.
Consider the case where the trilateration phase estimates the location outside the
bounds and suppose that fingerprint is the closest match in the database. If this
point and associated data were to be excluded the fingerprinting algorithm would
search for the next closest match inside the bounded area, and, result in a deviation
from the true location thus increasing the total error. If, on the other hand, the point
and associated data were to remain in the database then the fingerprint algorithm
selects it as the closest match and is then checked against the bounds and only then
is eliminated. This does not increase the error but the number of ‘not found’. This
is borne out in the Table 6.4 where there are 130 troublesome queries, by comparing
the number of successful location queries between the second row and any of the
others. These 130 queries correspond to the same points eliminated in the previous
experiment.
Within this experiment, the error increases from 2.69m unbounded to 2.74m pre-
fingerprint (rows 3 and 4) is a result of the bounds checks because they restrict the



















Figure 6.8: Empirical CDF plot of errors for different bounds-checks in the
Owheo building.
cal for a similar reason—all the location estimates outside the bounds have already
been removed in the trilateration stage, thus the bounds check has no effect at the
fingerprinting stage.
By constructing the fingerprint database from these estimated locations from tri-
lateration on the temporary network introduces approximately 16 cm to 70 cm of
error—broadly consistent with the error introduced by the fingerprinting algorithm
as seen in Section 6.5.2.
From the CDF plot in Figure 6.8 the performance of the post-fingerprinting is better
when compared with the other approaches.
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6.6 Conclusion
This chapter presented CRAFT, a solution to the problem of the effort involved
with constructing a fingerprint database using crowdsourcing. The approach uses
crowdsourcing and leverages the advantages of a temporary anchor node deploy-
ment and trilateration to produce location estimates for a fingerprint database. Since
this temporary deployment is adaptable and the trilateration is flexible to each
unique environment, it is suitable for general use. The thorough and comprehen-
sive evaluation in a real building demonstrates the practicality of the approach. The
mean location error is 2.20m and while this error remains relatively high, any fu-
ture improvements to RSSI trilateration or alternative easy to deploy systems like
Emender are anticipated to improve the performance of this method.
This approach relies on RSSI measurements which are easy to obtain using modern
digital radio hardware. While the experiments were conducted with ZigBee radios
it is possible to use this approach with other digital radios and thus is suitable for
ubiquitous devices. The mean error of 2.20m is sufficiently accurate for locating a
person on a single floor in a building and applications such as navigation as de-




Conclusions and Future Work
This study attempted to find cheap and practical solutions to indoor localisation us-
ing existing ubiquitous technologies. In this objective it was successful by showing
a decreased error in RSSI-based indoor localisation schemes, 85% decrease in error
for fingerprinting—Shorter is Better (SIB); a 32% decrease in error for trilateration—
Emender. Furthermore, in relation to the secondary objective of improving the ac-
quisition of training data, the investigation was successful by demonstrating a re-
duction in effort while showing a 26% decrease in error—Crowdsourced Acquired
Fingerprints via Trilateration (CRAFT). These improvements were due to simple
manipulations of existing radio hardware and have a dramatic effect on the accu-
racy of the system.
7.1 Chapter Summaries
Chapter 2 (Background) presented the necessary background for indoor localisa-
tion technologies and methods, and motivated the use of RSSI-based technology,
and thus the investigations into fingerprinting and trilateration. The problems with
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RSSI-based indoor localisation methods were discussed and categorised them into
either static effects (such as building materials) or dynamic effects (such as people).
Chapter 3 (Ubiquitous Technology based Indoor Localisation System) described the
indoor localisation system for locating people in a building. First detailed descrip-
tions of each component were presented along with some example applications in
the context of the system. The environment used for evaluating the system was de-
scribed, including the building and the devices along with the collection protocol.
This chapter also contained a complete description of the various data sets, their
differences and the reasons why.
Chapter 4 (Shorter is Better) framed the fingerprinting approach in terms of previ-
ously reported schemes. The main problem solved was to improve the accuracy of
the fingerprinting scheme. Due to effects of variability in RSSI measurements, the
RSSI varied more as the distance from the transmitter increased. A physical limi-
tation of propagation is that the energy of a signal will dissipate. Exploiting these
observations led to the idea of using the minimum transmission power as a filter to
remove highly variable RSSI measurements.
This new method of manipulating the transmission power levels to improve the ac-
curacy of a fingerprinting scheme was empirically validated in a real-world build-
ing. The results indicate the accuracy was improved by 85%. Given that the method
only requires transmission power information it is agnostic to specific fingerprinting
approaches and therefore will improve the accuracy of others’ work.
Chapter 5 (Emender) introduced trilateration to solve the problem of indoor local-
isation. Problems with using RSSI to estimate the distance to anchor nodes were
described. RSSI measurements were observed to be more variable the further from
the transmitter. From these observations a new method to calculate a threshold that
eliminated these highly-variable measurements was developed. This threshold re-
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lies on knowledge about the variability of the RSSI measured in the environment
and is tailored to the parameters of the fitted model.
The performance of this threshold was empirically evaluated in a real-world build-
ing, and the results show that this method is able to improve the accuracy of trilat-
eration approaches by at least 32% depending on the geometry used to compute the
location estimate. Another effect of this method is to decrease the amount of time
needed to obtain location estimates by at least 73%, and for some geometries, two
orders of magnitude.
Chapter 6 (CRAFT) examined a problem experienced by all fingerprint schemes:
the need for a vast amount of training data so that the resultant location estimates
are accurate. It was observed that, compared to fingerprinting, trilateration based
approaches require less RSSI data to train but require knowledge about anchor node
locations. These observations led to a novel method to use crowdsourcing to train
the fingerprint scheme by deploying a temporary trilateration localisation system.
The empirical evaluation of the this approach in a real-world building showed the
accuracy is 26% better than others’ work while decreasing the effort needed to
train the fingerprinting scheme despite the overhead of the temporary trilateration
scheme.
7.2 Future Work
Providing context from other sensors will assist in improving the accuracy of the
indoor localisation systems. This thesis explored a pure RSSI only approach. Any
further gains are anticipated to be small due to the combination of coarse nature of
RSSI measurements and physical properties of radio propagation.
Numerous other technologies are available that can be used instead of, or along side,
the pure RSSI approaches presented here. Integration with other technologies (e.g.
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cellular radios, Bluetooth—both LE and Classic, MEMS sensors) will improve the
accuracy of the location estimates. This sort of integration is commonly performed
using a Kalman Filter variant—one of either linear, extended, or unscented. How-
ever, these additional technologies often need supporting infrastructure which, at
present is often not available. This is a chicken and egg problem. If there is a ‘killer
app’ that uses indoor localisation technology then it will become ubiquitous, until
the technology is ubiquitous there will not be a ‘killer app’. Thus the technological
options are limited to what is presently ubiquitous.
Recent developments in new radio technologies will need to be investigated for their
indoor localisation potential. The experiments focused on the 2.4GHz frequency
band with simple radios, while modern radios operating at 5GHz with multiple-
antennae are becoming ubiquitous. CSI methods are anticipated to become more
prevalent in the near future—developments in the underlying drivers will allow
applications to access the CSI and allow ubiquitous localisation applications.
5G cellular networks are starting to investigate the use of higher frequencies (such
as 60GHz) to improve the speed of the connection. These frequencies will behave
differently indoors. Salous provides a thorough discussion of these characteristics,
briefly, the higher the frequency the greater the effect of the environment on the
losses (Salous, 2013, p. 44). In terms of indoor localisation this is another method
to limit the propagation, in a similar manner to the approach in Chapter 4, which
is anticipated to assist with the accuracy. The desire for faster networking perfor-
mance will make both these, the CSI and different frequencies, hardware devices
ubiquitous in the future.
UWB remains problematic as it still needs infrastructure support that is likely only to
be incorporated into devices specifically designed for the task of indoor localisation.
This style of localisation is anticipated to be used in places where there is a clear need
for a high accuracy.
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Throughout this thesis the RSSI measurements, and thus any derived values, were
deemed to be an accurate representation of the true value. In real-world situations
there is almost never the case. Probabilistic methods, such as Bayes Filters and Par-
ticle Filters, have been used in various areas with great success and are discussed
in Thrun (2002) in the context of mobile robotics. These probabilistic approaches are
expected to make improvements across all areas in indoor localisation.
The discussion has focused on technological or algorithmic approaches to improve
the location estimates, however, for the ‘killer app’ to be useful it should perform
well across a wide variety of indoor locations, for example, from publicly accessible
spaces, such as shopping malls, warehouses, airports, and museums; to the private
spaces, such as an individual’s office or residence. The work in this thesis only
explores a single floor, however these other locations often involve multiple floors.
A further issue is to ensure a smooth transition from inside to outside (and vice
versa), thus allowing a seamless navigation experience. There has been some work
addressing this aspect (for example Jung et al. (2016)).
A major issue with indoor localisation systems is the need for privacy. This can be
tackled from the service end in much the same way as email policies. However,
designing a system with privacy awareness as a core tenet is more feasible. Some
indoor localisation systems use beacons instead of the client making requests. The
benefit of this is the infrastructure is not aware of clients in the environment and all
the processing happens on the client. However, the specifics of the environment still
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