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Candidato para el grado de Doctor en Ingenier´ıa
con especialidad en Ingenier´ıa de Sistemas.
Universidad Auto´noma de Nuevo Leo´n.
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T´ıtulo del estudio:
Apoyo a la decisio´n para el disen˜o y la
planeacio´n integrados de una cadena de
suministro
Nu´mero de pa´ginas: 128.
Objetivos y me´todo de estudio: El objetivo de este trabajo es el estudio de un
problema de toma de decisiones en una cadena de suministro en la que se involucran
problemas de seleccio´n de proveedores, localizacio´n de instalaciones y distribucio´n
de flujo. Se busca integrar el disen˜o y la planeacio´n de la cadena de suministro desde
una perspectiva orientada a resultados, con el objetivo de optimizar ciertas medidas
de desempen˜o.
Este problema no ha sido tratado como tal en la literatura cient´ıfica, por lo que
se propone una metodolog´ıa dividida en tres fase en la que por un lado se integrar la
x
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seleccio´n de proveedores al disen˜o de la cadena de suministro desde una perspectiva
multicriterio. Esto se realizo´ bajo el ana´lisis de la decisio´n multicriterio, el cual ayuda
a obtener una seleccio´n de proveedores apegada a las preferencias de los tomadores
de decisiones.
Por otro lado, el disen˜o, la planeacio´n y optimizacio´n de la cadena de suminitro
se lleva a cabo mediante te´cnicas de exactas de optimizacio´n, para finalizar con el
ana´lisis de los soluciones.
Contribuciones y conclusiones: La principal contribucio´n de este trabajo es
una metodolog´ıa integrada de apoyo a la desicio´n desde una perspectiva dirigida a
resultados.
De acuerdo a la revisio´n de literatura realizada, no se reportan trabajos que
contemplen en conjunto las caracter´ısticas y consideraciones del problema aqu´ı plan-
teado, por lo que este estudio sera´ de utilidad para problemas afines.
El problema se modela a trave´s de tres fases, en la que se involucran integrar
el disen˜o y la planeacio´n de la cadena de suministro desde una perspectiva dirigida
a resultados. Se formula un modelo matema´tico en el que se involucraron todos los
aspectos y limitaciones de la cadena de suministro.
La implementacio´n y desarrollo computacional del me´todo de solucio´n se realiza
mediante Concert Cplex y C++. Los experimentos computacionales mostraron que
con los me´todos exactos es posible resolver instancias de taman˜o mayores dentro de
un tiempo computacional razonable. As´ı mismo el estudio permitio´ identificar como
influye la estructura de la instancia en el tiempo computacional.
Firmas de los asesores:
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Cap´ıtulo 1
Introduccio´n
Una cadena de suministro esta´ integrada por todas aquellas partes involucradas
de manera directa o indirectamente en satisfacio´n del cliente, estas partes pueden
ser proveedores de componentes o proveedores de materias primas, plantas o fabri-
cantes, bodegas, centros de distribucio´n y clientes. Cada parte tiene sus funciones
que participan en la recepcio´n y el cumplimiento de una peticio´n al cliente, pero no
esta´n limitadas al desarrollo de nuevos productos, la mercadotecnia, las operaciones,
la distribucio´n, las finanzas y el servicio al cliente (Chopra y Meindl, 2008). Cada
parte de la cadena se conecta con otras a trave´s del flujo de productos o informacio´n.
El disen˜o apropiado de la cadena depende de las necesidades de las funciones que
desempen˜e cada parte.
Las decisiones sobre el disen˜o, planeacio´n y operacio´n de la cadena de suminis-
tro desempen˜an un papel importante en el e´xito o fracaso de una compan˜´ıa. Dentro
de una cadena de suministro se toman varias decisiones y estas se clasifican en:
estrate´gicas, ta´cticas y operativas y son tomadas en dependencia del horizonte de
planeacio´n (Kanda et al., 2008; Mohammadi Bidhandi et al., 2009). En las decisiones
estrate´gicas el horizonte de planeacio´n es a largo plazo, durante esta etapa se define
la estructura de la cadena (disen˜o), la ubicacio´n y las capacidades de produccio´n,
los productos que se fabricara´n o almacenara´n y el tipo de informacio´n que se utili-
zara´. Las decisiones ta´cticas son a mediano plazo, durante esta etapa tiene lugar la
planeacio´n de la produccio´n, la estimacio´n de la demanda, la planeacio´n de los inven-
tarios, entre otras. Finalmente, las decisiones operativas tienen efecto a corto plazo,
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durante esta etapa se toman las decisiones respecto a los pedidos, se establecen las
fechas en que debe completarse el pedido, se generan listas de surtido en el almace´n,
se asignan los pedidos a los transportes y env´ıo, se establecen los itinerarios de los
pedidos; cuando se toman estas decisiones ya se han establecido tanto las pol´ıticas
de planeacio´n como la estructura de la cadena. El disen˜o, planeacio´n y operacio´n
de la cadena de suministro tiene un fuerte impacto en la rentabilidad y e´xito de la
cadena.
Este trabajo esta´ enfocado al estudio de un problema de apoyo a la decisio´n
en el disen˜o y planeacio´n de una cadena de suministro, en el que se contemplan
problemas de seleccio´n de proveedores, localizacio´n de instalaciones, seleccio´n de
medios de transporte y asignacio´n de flujos y se contempla la optimizacio´n de ciertas
medidas de desempen˜o.
1.1 Descripcio´n del problema
El tema de estudio de este trabajo se centra en el apoyo a la decisio´n en el
disen˜o y planeacio´n de una cadena de suministro de tres niveles cuya red se compone
de proveedores, plantas, bodegas, centros de distribucio´n y canales de distribucio´n
organizados para adquirir materia prima convertirla en productos terminados y dis-
tribuirlos para satisfacer la demanda conocida de los centros de distribucio´n, tal
como se muestra en la figura 1.1.
Se asume que las decisiones que deben ser tomadas para el disen˜o y la planea-
cio´n de la cadena de suministro son:
De tipo estrate´gicas: que´ proveedores sera´n seleccionados, que´ plantas y bode-
gas sera´n abiertas, as´ı como los tipos de medios de transporte a usar en los
tres niveles de la cadena.
De tipo ta´cticas: que´ tipo de producto se va a manufacturar en cada planta
abierta.
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Proveedores Plantas Bodegas CD
Figura 1.1: Cadena de suministro de tres niveles con diferentes tipos de medios de
transporte.
De tipo operativas: que´ cantidad y tipo de materia prima se va a comprar a cada
proveedor, cantidad de materia prima y productos a enviar entre proveedores -
plantas, plantas - bodegas y bodegas - centros de distribucio´n respectivamente.
La integracio´n de estas decisiones es importante pues, por ejemplo, una vez
que se construye una planta no se puede reubicar tan fa´cilmente. Lo mismo sucede
al definir la capacidad de una planta o al escoger los proveedores o mercados que se
atienden.
La integracio´n de las decisiones estrate´gicas, ta´cticas y operativas ha sido poco
tratada en la literatura. En Melo et al. (2009) se concluye que las decisiones ta´cticas
y operativas en el manejo de las cadenas de suministro esta´n lejos de ser integradas
en las decisiones de disen˜o. Por esta razo´n, el problema bajo estudio se centra en
desarrollar una metodolog´ıa de apoyo a la decisio´n para el disen˜o y planeacio´n de
una cadena de suministro determinista, multiproducto y con mu´ltiples medios de
transportes desde una perspectiva dirigida a resultados (ver tabla ??), en la que
se involucre el proceso de seleccio´n de proveedores en el disen˜o y planeacio´n de la
cadena. Al integrar el apoyo a la decisio´n en el disen˜o y planeacio´n se desea ofrecer
soluciones que satisfagan las preferencias del tomador de decisiones que representa
los intereses, aspiraciones, pol´ıticas y estrategias de la empresa u organizacio´n y
mantener la calidad dentro de la cadena.
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1.2 Hipo´tesis
El desarrollo de una metodolog´ıa para el apoyo a la decision multicriterio que
incorpora la seleccio´n de proveedores en la integracion del disen˜o y planeacio´n desde
una perspectiva orientada a resultados de una cadena de suministro determinista,
multiproducto y con mu´ltiples medios de transportes, facilita al tomador de deci-
siones identificar soluciones del problema que representan compromisos aceptables
segu´n sus preferencias.
1.3 Justificacio´n del problema
Segu´n Melnyk et al. (2010) los beneficios que ofrecen las tradicionales cadenas
de suministro como reducir costos, entregas ra´pidas y una mejor calidad, ya no
son suficientes en el mundo moderno. Las cadenas de suministro modernas deben
ser acopladas de manera estrate´gica y con un valor agregado. En la actualidad las
cadenas de suministro deben ser disen˜adas y manejadas para entregar resultados
espec´ıficos. Hay pocos trabajos que tratan de resolver los problemas de disen˜o y
planificacio´n de una cadena de suministro desde una perspectiva integrada, pero no
toman en cuenta la seleccio´n de proveedores con mu´ltiples criterios (Melo et al.,
2009; Melnyk et al., 2010; Griffis et al., 2012; Maleki y Cruz-Machado, 2013).
Realizar el disen˜o y la planeacio´n integrados de una cadena de suministro
orientada a resultados, incorporando a los proveedores en el proceso, es un problema
que no ha sido tratado antes en la literatura cient´ıfica revisada.
Algunas ventajas de incorporar los proveedores en el proceso de la toma de
decisiones en una cadena de suministro son (Araz y Ozkarahan, 2007):
se pueden tener transacciones de compras a proveedores ma´s eficientes
se puede disen˜ar la colaboracio´n y la coordinacio´n con proveedores
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los contratos pueden permitir compartir el riesgo y las ganancias y se pueden
conseguir precios menores que la competencia
Es importante definir los factores ma´s relevantes al tomar decisiones relacionadas con
proveedores. Los pasos principales para disen˜ar una estrategia de proveedores son:
evaluar proveedores, escoger proveedores y negociar contratos, disen˜ar colaboracio´n,
aprovisionarse, planeacio´n futura y ana´lisis.
T´ıpicamente las decisiones de disen˜o y planeacio´n de una cadena de suministro
se realizan de forma secuencial, lo que conlleva a soluciones suboptimales desde el
punto de vista del costo total de la operacio´n de la cadena de suminisitro (Olivares-
Benitez et al., 2006).
El trabajo que se pretende realizar au´n no ha sido abordado en la literatura
cient´ıfica revisada, no se conocen trabajos en los que se integre el apoyo a la decisio´n
en el disen˜o y planeacio´n desde una perspectiva orientada a resultados y que se
integre la seleccio´n de proveedores como un problema multicriterio.
1.4 Objetivo de la investigacio´n
El objetivo general de esta investigacio´n doctoral es contribuir al estado del
arte en la gestio´n de cadenas de suministro integrando el problema de disen˜o y
planeacio´n desde una perspectiva orientada a resultados.
Se consideran adema´s los siguientes objetivos particulares:
Desarrollar una metodolog´ıa de apoyo a la decisio´n multicriterio que aborde la
integracio´n del disen˜o y planeacio´n de la cadena de suministro.
Construir un modelo matema´tico que represente el problema integrado de di-
sen˜o y planeacio´n de la cadena de suministro.
Desarrollar un prototipo de sistema de apoyo a la decisio´n que implemente la
metodolog´ıa de apoyo a la decisio´n propuesta.
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1.5 Contribucio´n cient´ıfica
Las contribuciones esperadas son:
Una metodolog´ıa integrada de apoyo a la decisio´n desde una perspectiva diri-
gida a resultados.
Disen˜ar la solucio´n al problema de seleccio´n de proveedores en un proceso de
dos etapas: en la primera etapa realizar una evaluacio´n de proveedores formu-
lando un problema de ordenamiento multicriterio que permita hacer expl´ıcitas
las preferencias del tomador de decisiones. En la segunda etapa integrar la eva-
luacio´n de proveedores en el disen˜o de la red acorde a las condiciones generales
del problema de optimizacio´n.
Presentar un modelo matema´tico que resulte ser eficiente con instancias de
la literatura para problemas relacionados y que puede servir para resolver
problemas de mayor complejidad.
1.6 Estructura del documento
El documento se desarrolla de la siguiente manera: en el cap´ıtulo 1, a manera
de introduccio´n se ha descrito y justificado el problema de estudio indicando los
objetivos de la investigacio´n y la contribucio´n esperada. En el cap´ıtulo 2 se presenta
el marco teo´rico relacionado al problema as´ı como el estado del arte, seguido del
planteamiento y metodolog´ıa de apoyo a la decisio´n en el cap´ıtulo 3; en el cap´ıtulo 4
se muestra la experimentacio´n y resultados y finalmente en el cap´ıtulo 5 se presentan
las conclusiones y trabajo a futuro.
Cap´ıtulo 2
Marco teo´rico y estado del arte
En este cap´ıtulo se presentan los fundamentos teo´ricos bajo los cuales se sus-
tenta el trabajo desarrollado, as´ı como el estado del arte relacionado con el mismo. El
cap´ıtulo es organizado de la siguiente manera: en la seccio´n 2.1 se presenta el marco
teorico relacionado con el proceso de toma de decisiones, seguido de clasificacio´n de
los problemas de decisio´n, (2.2), ana´lisis de la decisio´n multicriterio (2.3), toma de
decisiones bajo mu´ltiples criterios (2.4), problemas de decisiones multiobjetivo (2.5)
y medidas de desempen˜o (2.6), para terminar con los conceptos ba´sicos de la pers-
pectiva dirigida a resultados en las cadenas de suministro (2.7). En la seccio´n 2.8 se
presenta el estado del arte del apoyo a la decisio´n en las cadenas de suministro.
2.1 Proceso de toma de decisiones
El proceso de toma de decisio´n consiste en elegir alternativas de un conjunto
dado para lograr ciertas metas expresadas por el tomador de decisiones y que sean
consistentes con su sistema de preferencias (Roy, 2005).
De acuerdo a Simon (1960) el proceso de toma de decisiones consiste en tres
fases: fase de inteligencia, fase de disen˜o y la fase de eleccio´n.
La fase de inteligencia consiste en la identificacio´n y estructuracio´n del pro-
blema, definicio´n de los objetivos, recopilacio´n de datos. En la fase de disen˜o se
construye y valida el modelo del problema es decir, se establecen los criterios de
7
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Figura 2.1: Proceso de toma de decisiones
evaluacio´n, se buscan soluciones y se prueba la factibilidad de las soluciones. Y fi-
nalmente la fase de eleccio´n consiste en la bu´squeda, evaluacio´n y recomendacio´n
de una solucio´n apropiada al modelo. En la figura 2.1 (tomada de Castro-Contreras
(2007)) se esquematizan dichas fases.
Roy (1996) define el apoyo a la decisio´n como un amplio concepto que abarca
todas las disciplinas relacionadas para ayudar a las personas a tomar decisiones, es
decir, la ciencia de la decisio´n. La ciencia de la decisio´n trata de dar respuesta a tres
preguntas fundamentales:
1. ¿co´mo deber´ıa tomar decisiones una persona?
2. ¿co´mo se toman las decisiones realmente?
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3. ¿co´mo se puede ayudar a las personas a mejorar sus decisiones?
De acuerdo a Bohanec (2003) la toma de decisiones se clasifica en dos tipos:
toma de decisiones por ma´quinas y toma de decisiones por humanos. Esta u´ltima
se realiza desde tres paradigmas: normativo, descriptivo y apoyo a la decisio´n (ver
figura 2.2).
1. Normativo: incluye enfoques teo´ricos tales como teor´ıa de la decisio´n, teor´ıa
de la utilidad multiatributo, entre otras.
2. Descriptivo: esta´ relacionado con la psicolog´ıa cognitiva, ciencias sociales y
conductuales.
3. Apoyo a la decisio´n: conjunto de disciplinas relacionadas para ayudar a las




¿co´mo ayudar a los





Figura 2.2: Rol del apoyo a la decisio´n.
2.2 Clasificacio´n de los problemas de decisio´n
Los problemas de decisio´n se clasifican segu´n su problema´tica, segu´n la natu-
raleza de las consecuencias asociadas a las alternativas, segu´n la cardinalidad del
conjunto de alternativas y segu´n la cantidad de tomadores de decisiones. A conti-
nuacio´n se explican las caracter´ısticas de cada una de las clasificaciones.
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1. Segu´n su problema´tica (Roy, 1996):
Problemas de seleccio´n (P.α): esta clase de problemas se presenta cuando
el tomador de decisiones escoge las mejores alternativas de un conjunto
en base a sus preferencias.
Problemas de ordenamiento (P.β): esta clase de problemas se presenta
cuando el tomador de decisiones asigna cada alternativa a una u´nica cate-
gor´ıa previamente definida. El tomador de decisiones realiza la asignacio´n
tomando en cuenta sus preferencias.
Problemas de jerarquizacio´n (P.γ): esta clase de problemas se presenta
cuando el tomador de decisiones ordena, segu´n una relacio´n de preferencia,
las alternativas a trave´s de una jerarquizacio´n.
Problemas de descripcio´n (P.δ): esta clase de problemas se presenta cuan-
do el tomador de decisiones desarrollar una descripcio´n de cada alterna-
tiva y sus consecuencias en te´rminos apropiados.
En la figura 2.3 se ilustra el resultado de cada tipo de problema.
2. Segu´n la naturaleza de las consecuencias asociadas a las alternativas:
Decisiones bajo certeza: el tomador de decisiones conoce por adelantado
las consecuencias de su decisio´n.
Decisiones bajo incertidumbre: el tomador de decisiones no conoce de
antemano las consecuencias de elegir una alternativa, pero se conoce una
distribucio´n de probabilidad asociada a la ocurrencia de las consecuencias
asociadas a la alternativa.
Decisiones bajo estricta incertibumbre: el tomador de decisiones no tie-
ne conocimiento sobre la ocurrencia de las consecuencias asociadas a la
alternativa.
3. Segu´n la cardinalidad del conjunto de alternativas:
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Finito: nu´mero pequen˜o.
Infinito: nu´mero muy grande o infinito contable o infinito incontable.
4. Segu´n la cantidad de tomadores de decisiones:
Una sola persona: las decisiones recaen sobre una sola persona.
Un grupo de personas: las decisiones son tomadas por dos o ma´s personas.
Figura 2.3: Clasificacio´n de los problemas segu´n su problema´tica.
2.3 Ana´lisis de la decisio´n multicriterio
El ana´lisis de la decisio´n multicriterio (en ingle´s: Multiple Criteria Decision
Analysis (MCDA) es una subdisciplina de la investigacio´n de operaciones que se
relaciona estrechamente con las ciencias de la administracio´n. El objeto de estudio
del ana´lisis de la decisio´n multicriterio es el desarrollo de metodolog´ıas para el apoyo
a la decisio´n en problemas complejos de decisio´n bajo mu´ltiples objetivos, criterios
o metas y que esta´n en conflicto (Zopounidis y Pardalos, 2010).
Entre otros aspectos MCDA se enfoca en (Zopounidis y Pardalos, 2010):
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La resolucio´n de los conflictos que de manera natural aparecen entre los crite-
rios.
La modelacio´n de las preferencias del tomador de decisiones.
La identificacio´n de soluciones de compromiso y el ana´lisis de las consecuencias
de soluciones multicriterio.
El desarrollo de modelos de toma de decisiones.
Por otra parte Belton y Stewart (2002) afirman que MCDA ofrece v´ıas para:
Extraer valores, preferencias y hacerlas expl´ıcitas.
Integrar datos de objetivos con preferencias y valores.
Promover la comunicacio´n a altos niveles y relacionarla con la decisio´n entre
las partes interesadas.
Facilitar que el proceso de decisio´n sea transparente y consistente.
Actualizar decisiones previas cuando nueva informacio´n esta´ disponible.
El ana´lisis multicriterio de la decisio´n se ha usado con e´xito en una gran variedad
de situaciones de decisio´n: servicios pu´blicos, transporte, log´ıstica, finanzas, etc,
(Martinelli et al., 2014; Doukas, 2013).
2.4 Toma de decisiones bajo criterios mu´ltiples
Un tomador de decisiones frecuentemente trata con problemas que involucran
mu´ltiples criterios, usualmente en conflicto. El proceso de toma de decisiones multi-
criterio (en ingle´s: Multiple Criteria Decision Making (MCDM)) se refiere a tomar
decisiones de preferencia sobre un conjunto de alternativas que se caracterizan por
mu´ltiples criterios en conflicto (Yoon y Hwang, 1995). Los problemas de MCDM se
caracterizan por tener:
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alternativas: un nu´mero finito de alternativas. El te´rmino alternativa es sino´ni-
mo de opciones, acciones o candidatos.
mu´ltiples criterios: cada problema tiene mu´ltiples criterios, el nu´mero de cri-
terios depende de la naturaleza del problema.
unidades incommensurables: cada criterio tiene diferentes medidas de medi-
cio´n.
atributos de peso: casi todos los me´todos de MCDM requieren informacio´n
con respecto a la importancia de cada criterio, la cual es generalmente pro-
porcionada por una escala ordinal o cardinal. Los pesos pueden ser asignados
directamente por el tomador de decisiones o pueden ser desarrollados por me´to-
dos (para ma´s detalle de los me´todos ver Yoon y Hwang (1995)).
matriz de decisio´n: un problema MCDM puede ser expresado en una matriz,
donde las columnas indican los criterios y los renglones las alternativas.
Existen varios me´todos que se aplican para resolver problemas bajo mu´ltiples
criterios, entre los ma´s importantes y utilizados se encuentran los me´todos Electre
(Elimination Et Traduisant la Realite´) (Roy, 1996). Estos me´todos se crearon desde
el centro Lamsade (Laboratoire d’Analyse et Mode´lisation de Syste´mes pour IA´ide
a´ ka De´cision) de la Universidad de Par´ıs IX desde el an˜o 1968, en el que Bernar-
de Roy y sus colaboradores desarrollaron el primer me´todo Electre. Estos me´todos
ba´sicamente consisten en un procedimiento para reducir el conjunto de soluciones
eficientes. Tal reduccio´n se realiza por medio de una particio´n del conjunto eficiente
en un subconjunto de alternativas ma´s favorables para el tomador de decisiones y
en otro subconjunto de alternativas menos favorables.
Estos me´todos introducen el concepto de relacio´n de sobreclasificacio´n (S).
Una alternativa “a” sobreclasifica a otra “b” cuando, para los criterios considerados,
el enunciado “a” es al menos tan buena como “b” es va´lido. La sobreclasificacio´n
se establece basa´ndose en dos conceptos: concordancia y discordancia. El primero
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cuantifica hasta que´ punto, para un nu´mero elevado de criterios, una alternativa es
preferida a otra; el segundo cuantifica hasta que´ punto no existe ningu´n criterio para
el cual una alternativa es mucho mejor que otra.
Otra forma de definir la relacio´n de sobreclasificacio´n S es a trave´s de la defi-
nicio´n de un ”sistema relacional de preferencias”formado por cuatro relaciones fun-
damentales (Roy, 1996).
Indiferencia (I): a I b significa que existen razones claras y positivas para
considerar que las alternativas son equivalentes. I es una relacio´n sime´trica
Preferencia estricta (P): a P b significa que existen razones claras y positivas
para justificar que una de las dos alternativas (a) es significativamente preferida
a la otra (b). P es una relacio´n asime´trica.
Preferencia de´bil (Q): a Q b refleja una situacio´n de duda entre aPb y aIb.
Es una relacio´n asime´trica.
Incomparabilidad (R): a R b las alternativas son incomparables en el sentido
que ninguna de las tres situaciones anteriores predomina.
Entonces, la equivalencia aPb ∨ aQB ∨ aIb⇔ aSb sirve como definicio´n de la
relacio´n de sobreclasificacio´n S.
Note que:
aSb ∧ bSa ⇔ aIb
aSb ∧ b nS a ⇔ aPb ∨ aQP
a nS b ∧ b nS a ⇔ aRb
Existen varias versiones sobre los me´todos Electre y el uso de cada de uno de
ellos depende de las caracter´ısticas que presente el problema. En esta investigacio´n
nos enfocamos en el me´todo Electre Tri, que es el que mejor se adapta a nuestro
problema.
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Me´todo Electre Tri
ELECTRE-TRI es un me´todo de asignacio´n multicriterio. Permite la asigna-
cio´n de alternativas evaluadas para n criterios a categor´ıas ordenadas y predefinidas.
La figura 2.4 presenta diferentes categor´ıas para los variados criterios y perfiles (g
es la notacio´n para el criterio, n el nu´mero de criterios). El l´ımite entre dos cate-
gor´ıas consecutivas, se formaliza mediante un perfil b. Cada categor´ıa se define por
dos perfiles: un perfil inferior y un perfil superior. Las categor´ıas son mutuamente
excluyentes: Una accio´n no se puede asignar a dos diferentes categor´ıas. Con el fin de
asignar cada alternativa a una categor´ıa, se compara la alternativa con los perfiles.









Esquema´ticamente el me´todo ELECTRE-TRI asigna las alternativas a las dis-
tintas categor´ıas siguiendo dos pasos consecutivos:
1. La construccio´n de una relacio´n de sobreclasificacio´n S que caracteriza como
las alternativas se comparan con los l´ımites de la categor´ıa.
2. La explotacio´n de “S” con el fin de asignar alternativas a las categor´ıas.
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El me´todo Electre Tri construye una relacio´n de sobreclasificacio´n S, expresada
en que´ medida un criterio apoya o se pone a la proposicio´n de que una alternativa ”a
es al menos tan buena como b”. Los umbrales de preferencia p(b) y q(b) constituyen
la informacio´n de preferencia para cada criterio donde pj(b) representa la menor
diferencia gj(a) − gj(b) compatible con una preferencia de a en funcio´n del criterio
gj y qj(b) espec´ıfica la mayor diferencia gj(a) − gj(b) que mantiene la indiferencia
entre a y b para el criterio gj.
Con el fin de validar la afirmacio´n aSb o (bSa), dos condiciones deben ser
verificadas:
concordancia: para que aSb o´ bSa sea aceptado, una mayor´ıa “suficiente” de
criterios debe apoyar esta afirmacio´n.
discordancia: cuando se cumple la condicio´n de concordancia ninguno de los
criterios de la minor´ıa se opone de manera significativa a la afirmacio´n aSb
o´ bSa
En la construccio´n de la relacio´n de sobreclasificacio´n intervienen dos tipos de
para´metros relacionados con los criterios:
El conjunto de pesos de cada criterio (coeficientes de importancia de cada
criterio (k1, k2, ..., kn) es usado en la prueba de concordancia como la relativa
importancia de la unio´n de los criterios a favor de la afirmacio´n aSb.
El conjunto de umbrales de veto V (v1(bh), v2(bh), ..., vm(bh)).
Para poder comparar una alternativa a con una alternativa de referencia b, el
me´todo ELECTRE TRI construye una relacio´n de sobreclasificacio´n. Para la cons-
truccio´n de esa relacio´n se realizan los siguientes procesos:
1. Ca´lculo de los ı´ndices parciales de concordancia cj(a, b) y cj(b, a)
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2. Ca´lculo de los ı´ndices totales de concordancia c(a, b)
3. Ca´lculo de los ı´ndices parciales de discordancia dj(a, b) y dj(b, a)
4. Establecimiento de relaciones de sobreclasificacio´n valoradas a partir de los
grados de credibilidad S(a, b)
5. Transformacio´n de una relacio´n de sobreclasificacio´n
En cuanto al procedimiento de asignacio´n existen, en este me´todo, dos proce-
dimientos para asignar una alternativa a a una de las categor´ıas predefinidas, una
vez que esta alternativa ha sido comparada con los perfiles de referencia. Estos dos
procedimientos de asignacio´n son los siguientes:
1. Procedimiento pesimista o conjuntivo compara a sucesivamente con los distin-
tos perfiles b, es decir comenzando por los perfiles ma´s altos, hasta encontrar
aquel perfil b para el cual aSb. Una vez encontrado ese perfil, se asigna a a
la categor´ıa Ch + 1. Si bh−1 y bh representan el perfil ma´s bajo y el ma´s al-
to, respectivamente de la categor´ıa Ch, el procedimiento pesimista asigna a la
alternativa a a esa categor´ıa siempre que se cumpla que aSb.
2. Procedimiento optimista o disyuntivo) compara a sucesivamente con b, comen-
zando por los perfiles ma´s bajos, hasta encontrar el perfil b para el cual bSa.
Una vez encontrado el perfil que cumpla esa condicio´n, se asigna a a la cate-
gor´ıa Ch. Este procedimiento asigna a a la categor´ıa ma´s baja Ch para que el
perfil b es preferido a a.
2.5 Problemas de decisiones multiobjetivo
Los antecedentes y conceptos que se describen para el problema de toma de
decisiones multiobjetivo (en ingle´s: Multiple Objective Decision Making (MODM))
fueron tomados de Ehrgott (2005) y Collette y Siarry (2003).
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En general un problema de optimizacio´n multiobjetivo se describe como:
min (f1(x), f2(x) . . . fp(x))
sujeto a: (2.1)
x ∈ X
donde x = x1, x2, . . . xn son las variables de decisio´n, X es el conjunto de
soluciones factibles, fi es la i-e´sima funcio´n objetivo.
En un problema multiobjetivo se tiene un conjunto de objetivos que deben ser
minimizados simulta´neamente, y por lo general los objetivos esta´n en conflicto, es
decir, a la mejora de uno se empeora otro. Por tal razo´n al optimizar el modelo no
se llega a una solucio´n o´ptima con respecto a todos los objetivos, sino a un conjunto
de soluciones eficientes.
Para definir un problema de programacio´n multiobjetivo es necesario especifi-
car los siguientes componentes:
conjunto factible X
vector de funciones objetivo F = (f1, f2, . . . , fp) : X −→ R
p.
espacio de objetivos Rp
conjunto ordenado (Rp,)
mapa del modelo θ
Los tres primeros puntos son los datos del problema, el mapa del modelo es
el enlace entre el espacio objetivo y el orden del conjunto con el cual se define el
significado de la minimizacio´n. Por lo tanto, para describir una clase de problemas
de optimizacio´n multiobjetivo es necesario definirlo como:
(X , F,Rp)/θ/(Rp,) (2.2)
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En los problemas de optimizacio´n multiobjetivo, el significado de minimizacio´n
es muy variado, para definirlo es necesario especificar un orden  en Rp.
En los problemas multiobjetivo no es posible encontrar una solucio´n o´ptima,
por lo tanto, el concepto de optimalidad se generaliza con la definicio´n de orden de
Pareto y es conocida como Pareto eficiente.
Definicio´n 2.1 Una solucio´n x̂ ∈ X es eficiente o Pareto optimal si no existe otra
solucio´n x ∈ X tal que f(x) ≤ f(x̂). Si x̂ es eficiente, f(x̂) es llamado punto no
dominado.
Definicio´n 2.2 El conjunto de todas las soluciones eficientes, x̂ ∈ X denotado por
XE es llamado conjunto eficiente.
Definicio´n 2.3 El conjunto de todos los puntos no dominados ŷ = f(x̂) donde
x̂ ∈ XE se denota por YN .
Definicio´n 2.4 Una solucio´n factible x̂ ∈ X es llamada de´bilmente eficiente si no
existe una x ∈ X tal que f(x) < f(x̂), es decir, (fk(x) < fk(x̂)) ∀ k = 1, . . . , p. El
punto ŷ = f(x̂) es llamado de´bilmente no dominado.
Existen diversos me´todos de solucio´n para resolver problemas de optimizacio´n
multiobjetivo, los ma´s conocidos son el de sumas ponderadas, me´todo lexicogra´fico
y el me´todo de ǫ-restriccio´n. Este u´ltimo es el que usaremos en esta investigacio´n.
Me´todo de ǫ-restriccio´n
El me´todo de ǫ-restriccio´n consiste particularmente en transformar un proble-
ma multiobjetivo en un problema monobjetivo agregando restricciones adicionales.
El procedimiento consiste en:
1. seleccionar entre todos los objetivos, que´ objetivo se va a optimizar.
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2. seleccionar un vector de valores iniciales para ǫ para las restricciones adiciona-
les.
3. transformar el problema multiobjetivo en monobjetivo conservando como ob-
jetivo la funcio´n objetivo seleccionada en el punto uno y agregar los otros
objetivos como restricciones adicionales.




x ∈ X (2.3)
fk(x) ≤ ǫk k = 1, . . . , p, k 6= j
Este me´todo presenta ventajas y desventajas al usarlo en los problemas multi-
objetivos:
Ventajas
• Es un potente generador de puntos eficientes.
Desventajas
• El ca´lculo adecuado del rango de las funciones objetivo sobre el conjunto
eficiente suele ser muy costoso en tiempo y recursos de co´mputo
• Solo genera soluciones eficientes cuando las restricciones se satisfacen co-
mo igualdad.
• Genera soluciones de´bilmente eficientes.
• No asegura encontrar todas los puntos del frente de Pareto.
• El tiempo de solucio´n puede aumentar cuando se incrementan los objeti-
vos.
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En el campo cient´ıfico tales desventajas han dado pie a mejoras del me´todo.
Entre las mejoras, podemos encontrar:
Un ca´lculo ma´s aproximado del rango del para´metro ǫ, usando optimizacio´n
lexicogra´fica.
Garant´ıa de soluciones eficientes (agregando variables de holgura en las res-
tricciones como en la funcio´n objetivo).
Aceleracio´n del algoritmo identificando soluciones no factibles.
Para mayor detalle de las mejoras del me´todo ǫ-restriccio´n ve´ase (Mavrotas,
2009).
Me´todo Augmecon2
El me´todo de Augmecon2 (Mavrotas, 2009) esta´ basado en el me´todo de ǫ-
restriccio´n y el propo´sito de su desarrollo ha sido eliminar las desventajas presentes
en este u´ltimo. Para ello se introduce optimizacio´n lexicogra´fica en el ca´lculo de la
tabla de cotas (en ingle´s: payoff), para garantizar que las soluciones que se obtienen
sean eficientes. El algoritmo general es muy parecido al algoritmo de la ǫ-restriccio´n,
en la figura 2.5 se presenta el me´todo.
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Inicializar contadores: 
Problema P











donde ek = lbk + (ikxrk)/gk
lbk cota inferior para la funcion objetivo k
rk es el rango de la funcion objetivo k
S es la region factible del problema original
sk una variable surplus no negativa (k=2,...,p)
neff El numero de soluciones eficientes
Se esta suponiendo, sin perdida de generalidad, que
todas las funciones objetivo son a maximiza.
fk(x)− sk = ek k = 2...p
eps es un numero muy pequen˜o (10−3 − 10−6)
Calcular rangos
r2, ..., rp)
Fijar el numero de puntos
para los rangos de las p-1
funciones objetivo
en la malla gk (k=2,...,p)








ip = ip + 1





















Figura 2.5: Me´todo Agmecon2
2.6 Medidas de desempen˜o
En optimizacio´n multiobjetivo existen diversas me´tricas que permiten evaluar
la calidad del frente obtenido. Para disen˜ar una me´trica eficiente para una compa-
racio´n de me´todos multiobjetivo se suelen considerar tres cuestiones.
Minimizar la distancia entre el frente de Pareto aproximado, el cual fue produ-
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cido por el algoritmo que se propone, respecto al frente de Pareto verdadero.
Esto, suponiendo que se conoce el frente exacto.
Maximizar la distribucio´n de las soluciones encontradas. De esta forma, se
busca obtener una distribucio´n de soluciones no dominadas lo ma´s suave y
uniforme posible.
Maximizar la cantidad de elementos del conjunto de Pareto encontrado.
Sin embargo, una me´trica que satisfaga de manera o´ptima los tres elementos
anteriores es inexistente (Knowles y Corne, 2001). Por lo anterior se recomienda uti-
lizar ma´s de una me´trica para evaluar el desempen˜o de un algoritmo. En nuestro caso
utilizaremos me´tricas de puntos en el frente de Pareto, hipervolumen y cobertura,
que son de las ma´s populares.
Nu´mero de puntos en el frente
Medida de hipervolumen S
Medida de cobertura entre dos conjuntos, C(A,B), tambie´n denotada como la
me´trica C
Nu´mero de puntos en el frente
Esta medida es fa´cil de implementar y se refiere a la capacidad del algoritmo de
encontrar puntos eficientes. Es una medida importante, ya que las fronteras eficientes
que proveen ma´s alternativas para el centro decisor son preferibles que las fronteras
con pocos puntos eficientes.
Medida de hipervolumen
El hipervolumen o me´trica S calcula el hipervolumen de la regio´n multi-dimensional
encerrada por un conjunto no dominado A y un “punto de referenciac¸alculando el
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“taman˜o”de la regio´n que es dominada por A. Esta medida es independiente (aunque
requiere que un punto de referencia sea seleccionado), luego induce un ordenamiento
completo y es no-cardinal. En la figura 2.6 se observa que el valor relativo de la
me´trica S depende de la seleccio´n del punto de referencia. En la mitad superior,
se muestran dos conjuntos no dominados, A y B, con S(A) > S(B). En la mitad
inferior los mismos conjuntos tienen ordenamiento diferente en S.
Figura 2.6: Me´trica de hipervolumen
Medida de cobertura entre dos conjuntos, C(A,B)
Sean A,B dos conjuntos de vectores. La me´trica C mapea el par ordenado
(A,B) en el intervalo [0, 1]:
C(A,B) =
|{b ∈ B|∃a ∈ A : a  b}|
|B|
(2.4)
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El valor C(A;B) = 1 significa que todos los vectores de decisio´n en B son
de´bilmente dominados por A. Lo opuesto C(A;B) = 0, representa la situacio´n cuando
ninguno de los puntos de B son de´bilmente dominados por A. Note que siempre
ambos ordenamientos deben ser considerados, ya que C(A;B) no es necesariamente
igual a 1− C(B;A). C es una medida cardinal.
Si ambas me´tricas establecen un nivel de dominancia de un subconjunto A
sobre un subconjunto B, y adema´s C(B,A) << C(A,B) entonces se puede concluir
que el subconjunto A no es dominado por el subconjunto B. Y en dependencia de
los valores arrojados por las me´tricas sera´ mayor la percepcio´n de que A domina a
B.
2.7 Cadenas de suministro con orientacio´n a
resultados
Como se indica en Melnyk et al. (2010) los beneficios que ofrecen las tradicio-
nales cadenas de suministro como la reduccio´n de costos, entregas ma´s ra´pidas y una
mejor calidad no son suficientes para competir en el mundo moderno. Los mismos
autores mencionan que anteriormente las cadenas de suministro eran desacopladas e
impulsadas por el precio, actualmente las cadenas son acopladas e impulsadas por el
valor. Una tendencia que esta´ tomando auge dentro del campo de las cadenas de su-
ministro es la dirigida a resultados (en ingle´s: outcome-driven Melnyk et al. (2010)).
Esta tendencia consiste en tomar en cuenta seis puntos ba´sicos para obtener una
cadena competitiva.
A continuacio´n se explica cada uno de estos seis puntos, los objetivos que
persiguen y lo que se desea alcanzar para cada uno de ellos.
Costo: tiene como objetivo reducir el costo de produccio´n, asegurar entregas
puntuales y fiables, manteniendo la calidad. Para llegar a obtener este resultado se
debe: reducir el uso de holgura en estas tres formas: inventario, tiempo de espera
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y capacidad, estandarizacio´n de productos y procesos donde sea posible, enfatizar
en la reduccio´n de desperdicios y diferencias a trave´s de la cadena de suministros y
disen˜ar la cadena de suministro modular, involucrando una interaccio´n e integracio´n
cercana con los clientes inmediatos y proveedores principales (se espera que otros
proveedores administren sus propios proveedores).
Grado de reaccio´n: Responder ra´pidamente a los cambios en la demanda
(volumen, mezcla, ubicacio´n) con un costo razonable. Para conseguir esto es ne-
cesario enfocarse en los enlaces de informacio´n cercana con clientes y proveedores
cr´ıticos para monitorear la demanda, facilitar/mejorar el prono´stico y monitorear
el estado del suministro, en el exceso de capacidad -redundancia- en la cadena de
suministro (especialmente en el lado contrario), en la planeacio´n del suministro para
incluir no solo la capacidad de produccio´n sino tambie´n la capacidad log´ıstica, en los
proveedores precalificados, tener e´nfasis en produccio´n de lotes pequen˜os, ampliar el
desarrollo de proveedores y sistema de evaluacio´n de proveedores y en los sistemas
de informacio´n para coordinar los flujos de produccio´n/informacio´n.
Seguridad: Asegurar que las provisiones que vienen a trave´s de la cadena de
suministro este´n protegidas de alteraciones debido a amenazas externas y proteger
la integridad del producto y su consistencia. Para lograr la seguridad de la cadena se
enfatiza en la visibilidad y transparencia, dado a trave´s de sistemas de informacio´n
integrados (o, en casos extremos, integracio´n vertical) a lo largo de la cadena de
suministro, en la redundancia de recursos en caso de un problema con un proveedor,
en el nu´mero limitado de socios (menos puntos de oportunidad/entrada para una
posible amenaza), en el mapeo de la cadena de suministro para identificar posibles
puntos de´biles, en la planeacio´n y administracio´n completa e integrada de la ca-
dena de suministro y enfatizar en el control a trave´s de la certificacio´n, auditor´ıas
exhaustivas u otros medios.
Sustentabilidad: Ofrecer productos a trave´s de una cadena de suministro
que asegure un impacto controlado y mı´nimo de recursos, tanto hoy como en el fu-
turo. Ba´sicamente implementar y mantener una perspectiva de reciclaje (en ingle´s:
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cradle to cradle). Para lograr esto es necesario tener una visibilidad/transparencia
durante toda la cadena de suministro para asegurar que todos los miembros esta´n
conscientes de amenazas u oportunidades, tener un mayor e´nfasis en el disen˜o de
producto, proceso y empaque, tener una planeacio´n y administracio´n integrada de
la cadena de suministro, reconociendo que la cadena de suministro debe comenzar
con la extraccio´n de recursos y terminar con la eliminacio´n/renovacio´n de produc-
tos, un uso de sistemas ma´s amplios de medicio´n de desempen˜o y medidas (costo
total del propietario), una amplia precalificacio´n y evaluacio´n de proveedores para
asegurar que son seleccionados los proveedores correctos y que entienden lo que se
requiere, un amplio uso de esta´ndares de auditor´ıas y certificacio´n en toda la cadena
de suministro (ISO 14001) y la introduccio´n de sistemas para la recuperacio´n de
productos (log´ıstica inversa) y comercializacio´n de residuos.
Elasticidad: este punto se centra en desarrollar un sistema que pueda identi-
ficar, monitorear y reducir los riesgos e interrupciones en la cadena de suministro,
adema´s de reaccionar ra´pidamente y ser rentable y ofrecer tranquilidad al cliente
cr´ıtico. Para lograrlo es necesario enfatizar en la visibilidad y transparencia, propor-
cionado a trave´s de sistemas de informacio´n integrados (o en casos extremos, inte-
gracio´n vertical) en toda la cadena de suministro. Aceptar la necesidad de exceso de
recursos (inventario, capacidad, tiempo de espera), un mapeo de la cadena de sumi-
nistro para identificar posibles puntos de´biles y planeacio´n y administracio´n integra-
da, tener un enfoque en posibles amenazas no solo para los proveedores sino tambie´n
para los v´ınculos log´ısticos, contar con proveedores precertificados/precalificados y
tener un uso amplio de planeacio´n de contingencias (ana´lisis What if ).
Innovacio´n: Ofrecer a los clientes cr´ıticos una corriente de productos y servi-
cios que no solo son nuevos sino tambie´n se dirigen a las necesidades que los com-
petidores han descuidado o no atendieron bien, as´ı como ofrecer nuevas formas de
producir, entregar o distribuir productos. En este sentido es necesario un desarrollo
y proteccio´n de la propiedad intelectual, debido a la cooperacio´n con clientes clave,
tener una presencia deliberada de excedente de recursos, ver a los proveedores como
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fuente de innovaciones cercanos para resolver problemas en otros mercados pero que
tienen que ser refinadas antes de que puedan usarse para afrontar las necesidades
actuales de los clientes, tener una integracio´n cercana, especialmente con clientes y
proveedores cr´ıticos, con el fin de innovar en conjunto y sobre todo tener un apoyo
de una amplia gama de diferentes perspectivas y soluciones, anular, en etapas tem-
pranas del desarrollo del producto, me´tricas de desempen˜o espec´ıficas con el fin de
no reprimir la innovacio´n y ofrecer una amplia gama de estructuras de la cadena de
suministro que van de lo puramente modular a puramente integradas, dependiendo
del tipo de innovacio´n que se persigue.
Algunos de estos resultados pueden mezclarse con eficacia, mientras que otros
es dif´ıcil mantenerlos equilibrados. Por ejemplo, mantener la innovacio´n afecta el
resultado de costo, pero no quiere decir que no se pueda tener ambos resultados, es
posible siempre que se busque mantener un equilibrio entre ambos.
2.8 Estado del arte
2.8.1 Apoyo a la decisio´n en las cadenas de suministro
En Mula et al. (2010) se presenta una extensa revisio´n bibliogra´fica de los
problemas de administracio´n de las cadenas de suministro. Los art´ıculos revisados los
clasifican segu´n la estructura de la cadena, tipo de decisiones tomadas, el enfoque del
modelado, propo´sito, tipo de informacio´n, limitaciones, novedad y aplicaciones. De
los 44 art´ıculos que revisaron los autores, con respecto a las decisiones tomadas en la
cadena, 32 toman so´lo decisiones ta´cticas, 2 toman decisiones operativas, 4 combinan
decisiones estrate´gicas y ta´cticas, 3 combinan decisiones estrate´gicas y operativas y
3 combinan las ta´cticas y operativas. Ninguno combina los tres tipos de decisiones.
Con respecto al enfoque del modelado, 6 art´ıculos son modelados con programacio´n
lineal, 22 art´ıculos con programacio´n lineal entera mixta, siete de veintido´s 7/22
art´ıculos tambie´n son modelados con heur´ısticas, uno con programacio´n no lineal,
uno con programacio´n no lineal entera mixta, solo 6 art´ıculos son multiobjetivo, 1/6
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se aplican heur´ıstica,dos de seis 2/6 tambie´n con programacio´n fuzzy y 4 son modelos
h´ıbridos.
Dentro de una cadena de suministro son mu´ltiples las decisiones que se deben
tomar y cada una de estas decisiones afecta el comportamiento de la misma (Shan-
kar Latha et al., 2013). La investigacio´n sobre decisiones en la cadena de suministro
es amplia; en la literatura se encuentran trabajos sobre seleccio´n de proveedores, lo-
calizacio´n de instalaciones, planeacio´n de la manufactura, planeacio´n de transportes,
planeacio´n de la distribucio´n y algunas otras ma´s.
La seleccio´n de proveedores es un factor importante para el buen funcionamien-
to de cualquier cadena de suministro (Chen, 2011). Los proveedores tienen un directo
y significativo impacto en la calidad, costos y tiempos de entrega de los productos
procesados y del buen funcionamiento de la cadena. Los proveedores son el primer
eslabo´n de la cadena, seleccionar los proveedores es una tarea complicada, debido a
que interfieren muchos criterios que esta´n en conflicto, por ejemplo, el proveedor que
ofrece el mejor precio no necesariamente es el proveedor que ofrece la mejor calidad
o el mejor tiempo, por lo que resulta conveniente formular este problema como un
problema de decisio´n multicriterio (Luo et al., 2009).
Para garantizar el e´xito de la seleccio´n de proveedores es muy importante
determinar cuidadosamente los criterios de evaluacio´n que se ajusten a las estrategias
y objetivos que se desean alcanzar y revisar estos criterios continuamente de forma
que puedan ser actualizados. En Ho et al. (2010) los autores muestran que el criterio
con mayor popularidad es calidad, seguido de tiempo de entrega, costo, capacidad
de manufactura, servicio, etce´tera. En la tabla 2.1 se muestran los criterios ma´s
relevantes.
Los investigadores han trabajado con cada uno de estos criterios. Por ejemplo
Talluri et al. (2006) consideran los criterios de calidad, tiempo de entrega y costos,
para hacer la seleccio´n de proveedores en una industria farmace´utica; Wu et al.
(2007) aplican los criterios de satisfaccio´n y costo para la seleccio´n de proveedores
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Prioridad Criterio Prioridad Criterio
1 calidad 8 investigacio´n y desarrollo
2 tiempo de entrega 9 finanzas
3 precio /costo 10 flexibilidad
4 capacidad de manufactura 11 reputacio´n
5 servicio 12 afinidad
6 administracio´n 13 riesgo
7 tecnolog´ıa 14 seguridad y
medio ambiente
Tabla 2.1: Jerarquizacio´n de los criterios de evaluacio´n
en la manufactura de electro´nicos de aviacio´n.
En la literatura hay varias te´cnicas de MCDM que se han aplicado para abor-
dar el problema de seleccio´n de proveedores que van desde los procesos anal´ıticos
jera´rquicos (AHP), procesos de redes anal´ıticas (ANP), ana´lisis de redes envolventes
de datos (DEA), teor´ıa de conjuntos difusos, algoritmos gene´ticos (GA), programa-
cio´n matema´tica, entre otros. En la tabla 2.2 tomada de la revisio´n de Ho et al.
(2010) se presenta la cantidad de trabajos que han utilizados los diferentes enfoques.
Enfoque No. de art´ıculos Enfoque No. de art´ıculos
Ana´lisis envolvente Proceso de
de datos 14 ana´lisis jera´rquico 7
(DEA) (AHP)
Programacio´n Teor´ıa de
matema´tica 9 conjuntos difusos 3
Razonamiento Te´cnica de clasificacio´n simple
basado en casos 7 de atributos mu´ltiples 2
(CBR) SMART
Proceso de redes Algoritmos
anal´ıticas 3 gene´ticos 1
(ANP) (GA)
Tabla 2.2: Principales enfoques individuales
Por mencionar algunos, Liu et al. (2000) proponen un DEA para evaluar los
rendimientos globales de los proveedores y de esta manera reducir el nu´mero de
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proveedores que puedan ser seleccionados. Ng (2008) desarrolla un modelo lineal
utilizando sumas ponderadas para la seleccio´n de proveedores con el objetivo de ma-
ximizar la calificacio´n de los proveedores. Talluri y Narasimhan (2005) desarrollaron
un modelo lineal entero mixto para evaluar y seleccionar a los proveedores con respec-
to a las fortalezas de los proveedores existentes y excluir aquellos de bajo rendimiento
de una empresa de telecomunicacio´n. Los resultados obtenidos se compararon con
el tradicional DEA y se analizaron sus ventajas. En Wadhwa y Ravindran (2007)
los autores modelan la seleccio´n de proveedores como un problema de programacio´n
multiobjetivo, los objetivos que presentan son minimizar costos, tiempo de entregas
y rechazos. Tres enfoques de solucio´n son aplicados: me´todo de sumas ponderadas,
programacio´n por metas y programacio´n compromiso, y se compararon las soluciones
encontradas con cada uno.
Hasta el momento el u´nico trabajo que hemos encontrado donde el problema
de seleccio´n de proveedores es modelado como un problema de ordenamiento es el
que presentan Araz y Ozkarahan (2007) donde presentan la seleccio´n de proveedores
usando el me´todo PROMETHE. A trave´s de un ejemplo los autores muestran que
la metodolog´ıa que proponen es flexible y responde como herramienta para la toma
de decisiones. La principal diferencia entre los trabajos mencionados y el nuestro,
es que ellos no integran la seleccio´n de proveedores en el disen˜o y planeacio´n de la
cadena, sino que lo hacen de manera separada.
Atendiendo la clasificacio´n que se muestra en la subseccio´n 2.2, para fines de
nuestro problema nos interesan los problemas de seleccio´n de proveedores modela-
dos como problemas de ordenamiento multicriterio e integrados en el disen˜o y la
planeacio´n de cadenas de suministro.
El problema de integrar la seleccio´n de proveedores como parte del disen˜o de
la cadena de suministro es escaso en la literatura, como mencionan Meixell y Gar-
geya (2005); Melo et al. (2009); Feng et al. (2011); Griffis et al. (2012); Maleki y
Cruz-Machado (2013). Existen muy pocos trabajos que integren la seleccio´n de pro-
veedores en el disen˜o y/o la planeacio´n de la cadena de suministro. En Cordeau et
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al. (2006, 2008) se considera que los proveedores han sido pre-seleccionados de algu´n
modo y se considera el costo de la materia prima como criterio para seleccionarlos
en el disen˜o y planeacio´n de la cadena. En Amin y Zhang (2012) se propone una
metodolog´ıa para integrar la pre-seleccio´n y seleccio´n de proveedores en el disen˜o y
la planeacio´n de una cadena de suministro, sin embargo ellos implementan la pre-
seleccio´n como un problema de jerarquizacio´n multicriterio que tiene la desventaja de
que los criterios de jerarquizacio´n son u´nicamente va´lidos en el contexto del conjunto
de proveedores considerados. Shankar Latha et al. (2013) abordan el problema de di-
sen˜o y planeacio´n integrado de una cadena de suministro compuesta de proveedores,
plantas, centros de distribucio´n y zonas de clientes, emplean un algoritmo gene´tico
biobjetivo para resolver el problema, sin embargo, solo consideran un producto y no
consideran medios de transporte.
Hay pocas contribuciones que propongan modelos multiobjetivo. En la revisio´n
hecha por Melo et al. (2009) solo el 9% de los art´ıculos revisados consideran mu´lti-
ples objetivos. Aparte de los objetivos econo´micos (minimizar costos y maximizar
ganancias), otros objetivos que se han estudiado son la minimizacio´n de entregas
tard´ıas y la maximizacio´n de la tasa de servicio (fill rate). Por ejemplo, Altiparmak
et al. (2006) consideran tres objetivos en conflicto: la minimizacio´n de los costos
totales, la maximizacio´n de la demanda total que puede ser satisfecha dentro de un
l´ımite de tiempo predeterminado, y la maximizacio´n de una distribucio´n equilibrada
de las capacidades de las instalaciones abiertas. Sabri y Beamon (2000) consideran
como objetivos minimizar los costos, las tasas de servicio y la flexibilidad. Erol y Fe-
rrell Jr. (2004) minimizan costos y maximizan el nivel de satisfaccio´n de los clientes.
Guillen et al. (2005) tienen como objetivos maximizar las ganancias y maximizar
el nivel de satisfaccio´n de los clientes. Se han encontrado dos trabajos en los que
se consideran el costo y el tiempo ma´ximo de traslado en la cadena como objetivos
(Cardona-Valdes et al., 2011; Olivares-Benitez et al., 2006), sin embargo en estos dos
trabajos se abordan cadenas de suministro de dos niveles, no incluyen la seleccio´n
de proveedores y consideran un solo producto.
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Melo et al. (2009) concluyen que las decisiones de planeacio´n y operacio´n en
el manejo de las cadenas de suministro esta´n lejos de ser integradas en las decisio-
nes de disen˜o. Y en los pocos trabajos que incluyen estos aspectos se simplifican
considerablemente (por ejemplo, un solo producto o un solo nivel de localizacio´n),
evaluacio´n que es hecha tambie´n por Mula et al. (2010). Melo et al. (2009) tambie´n
muestran un estudio detallado en el que se destaca el v´ınculo existente entre los
problemas de ubicacio´n de instalaciones y los relacionados al disen˜o de cadena de
suministro, aunque los primeros han sido estudiados mayormente, los segundos son
au´n ma´s complejos porque involucran problemas como el abastecimiento de material,
produccio´n, distribucio´n y ruteo, entre otros, los cuales tambie´n deben considerarse.
La mayor´ıa de los trabajos que integran actividades de la cadena de suministro se
centran en la integracio´n entre el disen˜o de la cadena y la planeacio´n de la opera-
cio´n (ver Cardona-Valdes et al. (2011); Olivares-Benitez et al. (2006); Cordeau et al.
(2006))
Como plantea Sezen (2008) existen actualmente pocas publicaciones que abor-
den el problema del disen˜o de una cadena de suministro de manera satisfactoria,
esto es que tomen en cuentan los tres factores ma´s importantes en el disen˜o de una
cadena de suministro: evaluacio´n y seleccio´n de proveedores, factores de localizacio´n
y rendimiento de la manufactura. Una de las pocas publicaciones que incluye estos
tres factores del disen˜o es Cordeau et al. (2006) en donde se plantea adema´s la in-
tegracio´n con decisiones de planeacio´n operativa, aunque no se toma en cuenta la
evaluacio´n de proveedores y no incluye decisiones de manufactura. Amin y Zhang
(2012) es otra publicacio´n en la que se toman en cuenta los tres factores de disen˜o
antes mencionados, pero considera una cadena de suministro cerrada conectando
proveedores con productores y sitios de remanufactura. Mohammadi Bidhandi et
al. (2009) es otra publicacio´n en la que se aborda el problema integrado de disen˜o
y la planeacio´n operativa de una cadena de suministro, sin embargo, Mohammadi
sigue el enfoque de Cordeau por lo que su modelo tiene las mismas limitaciones. En
Shankar Latha et al. (2013) consideran una cadena de tres niveles, e integran disen˜o
y planeacio´n de la operacio´n, sin embargo, no consideran evaluacio´n de proveedo-
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res y u´nicamente tienen en cuenta el costo de las materias primas para seleccionar
proveedores. Aunque Latha presenta un modelo matema´tico, utiliza un algoritmo
gene´tico con el que resuelven instancias pequen˜as.
Adema´s de los trabajos mencionados se han encontrado otros similares (Mir-
zapour Al-e hashem et al., 2011; Pimentel et al., 2013; S. Kadadevaramath et al.,
2012; Olivares-Benitez et al., 2013) que abordan el problema integrado del disen˜o
y la planeacio´n operativa de una cadena de suministro, estos presentan al menos
alguna de las limitaciones mencionadas en las publicaciones de trabajos integrados
mencionados en el pa´rrafo anterior.
Acorde a la literatura revisada sobre el disen˜o y la planeacio´n operativa de
cadenas de suministro, se puede considerar que la investigacio´n sobre la integracio´n
de estas dos actividades esta´ au´n en un nivel muy incipiente y ba´sico. Adema´s el
problema de disen˜o de cadenas de suministro dista de estar resuelto desde un enfoque
cient´ıfico, ya que las pocas publicaciones que se relacionan con este problema no
llegan a incorporar de forma satisfactoria los tres factores claves del disen˜o planteados
por Sezen (2008).
En la vida cotidiana, la mayor´ıa de los problemas son de naturaleza multi-
criterio. La solucio´n de los problemas multicriterio no solo depende de los datos
involucrados, sino tambie´n de las preferencias del tomador de decisiones. Los proble-
mas multicriterio no se pueden tratar sin la informacio´n adicional relacionada con
las preferencias y las prioridades de los tomadores de decisiones (Brans y Mareschal,
2005).
El e´xito de una cadena de suministro depende en gran medida de la buena pla-
neacio´n y organizacio´n de todos sus componentes. Por tal motivo, es importante que
todos los componentes de la cadena este´n organizados y adaptados a las necesidades
de las mismas.
Cap´ıtulo 3
Planteamiento del problema y
metodolog´ıa de solucio´n
En este cap´ıtulo se presenta a detalle el planteamiento del problema as´ı como
la metodolog´ıa de apoyo a la decisio´n propuesta.
3.1 Planteamiento del problema
La cadena de suministro bajo estudio es de tres niveles, tal y como se muestra
en la figura 1.1. Dicha cadena se compone de un conjunto potencial de proveedores,
un conjunto potencial de plantas, un conjunto potencial de bodegas y un conjunto
de centros de distribucio´n. A trave´s de la cadena se distribuyen materias primas
y productos terminados. En el primer nivel (proveedores - plantas) los proveedores
env´ıan diferentes materias primas hacia las plantas; en las plantas las materias primas
son manufacturadas para crear productos terminados. En el segundo y tercer nivel
(plantas - bodegas, bodegas - centros de distribucio´n respectivamente) se env´ıan
productos terminados. El env´ıo de las materias primas y productos puede hacerse a
trave´s de diferentes medios de transporte. Para cada par origen-destino en cada nivel
de la cadena de suministro se conoce el costo y tiempo de transportes. As´ı como la
capacidad parcial para cada materia prima o producto en cada medio de transporte.
Con los conjuntos potenciales de plantas y bodegas se tiene que determinar
cua´ntas y cua´les de estas abrir. Cada planta tiene un costo fijo por abrirse y una
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capacidad limitada para manufacturar los productos. Se esta´ suponiendo que en cada
planta se puede manufacturar cualquier producto y se conoce el costo y tiempo de
manufactura de cada producto en cada planta. Las bodegas tambie´n presentan un
costo fijo por abrirse y una capacidad limitada para recibir cualquier producto. De
cada centro de distribucio´n se conoce la demanda por producto.
Como se ha planteado en el cap´ıtulo de introduccio´n el problema cient´ıfico
que se aborda en este trabajo se resume en: desarollar una metodolog´ıa de apoyo a
la decisio´n multicriterio para disen˜ar y planear, de forma integrada, una cadena de
suministro desde una perspectiva orientada a resultados ?? y que incluya el proceso
de seleccio´n de proveedores. Esto implica integrar la toma de decisiones estrate´gicas,
ta´cticas y operativas, mismas que se traducen en:
Que´ proveedores formara´n parte del disen˜o de la cadena
Cua´l proveedor enviara´ cua´les materias primas a que´ plantas y por cua´les
medios de transporte
Cua´les plantas y bodegas se abrira´n
Que´ productos se van a manufacturar en cada planta abierta
Cua´l planta env´ıa a que´ bodega, cua´les productos y por cua´les medios de
transporte
Que´ bodega enviara´ a que´ centro de distribucio´n y por cua´les medios de trans-
porte
Estas decisiones se asocian a problemas de decisio´n como localizacio´n (de plan-
tas y bodegas), optimizacio´n de flujos (materias primas y productos) y seleccio´n
(medios de transporte y proveedores).
En este trabajo se propone resolver estos problemas de forma integrada, para
lo cual se ha propuesto una metodolog´ıa de apoyo a la decisio´n que se presenta en
la siguiente seccio´n.
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3.2 Metodolog´ıa de apoyo a la decisio´n
Una metodolog´ıa de apoyo a la decisio´n es un conjunto de axiomas, reglas,
me´todos, procedimientos, que son desarrollados para ayudar al tomador de decisiones
durante todas las etapas del proceso de decisio´n. El propo´sito de la metodolog´ıa de
apoyo a la decisio´n es garantizar que el proceso de decisio´n sea realizado por el
tomador del decisiones de forma eficiente, eficaz y racionalmente.
En este trabajo se propone una metodolog´ıa de apoyo a la decisio´n desarrollada
en tres fases: fase I o fase de evaluacio´n de los proveedores, fase II o fase de optimi-
zacio´n y fase III o fase de seleccio´n. En la figura 3.1 se esquematiza la metodolog´ıa
a la par de las fases con la toma de decisiones, las cuales se explicaron en la seccio´n
2.1.
La seleccio´n de proveedores es una actividad de importancia estrate´gica para
la cadena de suministro (Gryna et al., 2007) y por dema´s compleja ya que en la
evaluacio´n de los proveedores intervienen objetivos diferentes asociados a la nece-
sidad de garantizar que los proveedores seleccionados este´n alineados con la visio´n
estrate´gica y las pol´ıticas de la empresa y garanticen el cumplimiento de objetivos
econo´micos y/o ta´cticos, como por ejemplo la minimizacio´n del costo de operacio´n
o de los tiempo de entrega.
La dificultad de cumplir con estos dos propo´sitos estriba en que, por una par-
te, garantizar la alineacio´n de los proveedores con la empresa se puede llevar a cabo
antes de realizar el disen˜o o la planeacio´n de la red; mientras que garantizar el cum-
plimiento de los objetivos econo´micos solo se puede realizar de manera simulta´nea
o posterior al disen˜o de la red. Es por ello que en la metodolog´ıa se han separado
estas dos actividades en fases diferentes: la actividad 1) se ha propuesto se realice en
la fase I, mientras que la actividad 2) se ha propuesto se realice en la fase II. Esta
separacio´n permite la aplicacio´n de medidas correctivas a aquellos proveedores que
no han logrado una evaluacio´n satisfactoria, pero que se considera que esta´n muy
Cap´ıtulo 3. Planteamiento del problema y metodolog´ıa de solucio´n38
cerca de lograrlo y que vale la pena someterlos a un nuevo proceso de evaluacio´n
antes de hacer la evalucio´n definitiva.
Figura 3.1: Metodolog´ıa propuesta
3.2.1 Fase I o pre-seleccio´n de proveedores
En esta fase se aborda la evaluacio´n de los proveedores como un problema
de evaluacio´n multicriterio, ya que, el problema de evaluacio´n multicriterio es el
u´nico tipo de problema de decisio´n que emplea informacio´n global de preferencias
(independiente de las alternativas). Esta es una caracter´ıstica que es necesaria para
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garantizar la transparencia en el proceso de evaluacio´n de los proveedores (represen-
tacio´n expl´ıcita de los requerimientos que definen cada categor´ıa de evaluacio´n en
funcio´n de los criterios de decisio´n escogidos) y facilitar la actualizacio´n o verifica-
cio´n de las definiciones de las categor´ıas de evaluacio´n de proveedores cuando sea
requerido.
Para ello se clasifica a los proveedores en categor´ıas predefinidas sobre las cuales
se ha establecido un orden de preferencia, definido por el tomador de decisiones
(por ejemplo: excelente, bueno, regular, malo). La evaluacio´n de los proveedores se
hace para garantizar que estos cumplen con los requerimientos mı´nimos de calidad
de la empresa u organizacio´n (alineados con la visio´n estrate´gica de la empresa u
organizacio´n). Se incluyen en la evaluacio´n mu´ltiples criterios, los ma´s populares
aparecen en la tabla 2.1.
Al emplear un me´todo de evaluacio´n multicriterio se pueden expresar de forma
clara los perfiles de los proveedores que son deseables para el tomador de decisiones.
Estos perfiles sirven no so´lo a la empresa para expresar sus pol´ıticas y expectativas,
sino a los propios proveedores para participar en el proceso de eleccio´n o prepararse
para el mismo.
Durante esta fase se definen cua´les sera´n los criterios que se utilizara´n para
evaluar a los proveedores, las escalas de preferencia asociadas a cada criterio, se
establecen las categor´ıas y los perfiles que definen las categor´ıas de evaluacio´n (ver
figura 2.4) y de esta manera de forma impl´ıcita se define el orden de preferencia sobre
las categor´ıas. Todo estos se lleva a cabo entre los analistas y e´l o los tomadores de
decisiones.
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Figura 3.2: Fase 1 de la metodolog´ıa
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Los proveedores mejor evaluados son sometidos a un proceso de seleccio´n cuan-
do se realiza el disen˜o y la planeacio´n de la cadena de suministro (fase II de la
metodolog´ıa).
3.2.2 Fase II o fase de optimizacio´n
En esta fase se busca obtener opciones de disen˜o y planeacio´n de la cadena de
suministro que resultan de un proceso de optimizacio´n en el cual se consideran todos
los aspectos discutidos en la seccio´n 3.1. Se plantea un problema de optimizacio´n
con uno, dos o mu´ltiples objetivos, se disen˜a un modelo matema´tico lineal entero
mixto que representa el problema.
Contar con tal modelo sirve en etapas tempranas del estudio del problema para
obtener soluciones exactas de instancias que son resueltas con facilidad en te´rminos
computacionales o para la generacio´n de cotas que sirve para la implementacio´n de
algoritmos heur´ısticos, en el caso de instancias que resultan ser dif´ıciles de resolver
en te´rminos computacionales. El modelo sirve como base para cualquier modificacio´n
del problema que se desee implementar, dicha modificacio´n puede representarse en el
modelo como funcio´n objetivo, variables de decisio´n o restricciones. Como entrada del
problema de optimizacio´n que se resuelve en esta fase se tiene a aquellos proveedores
que han obtenido evaluaciones satisfactorias en la primera fase de la metodolog´ıa.
Durante esta fase se obtienen como soluciones del problema de optimizacio´n los
disen˜os y planeaciones de la cadena que representan compromisos aceptables entre
los objetivos, definidos por el o los tomadores de decisiones.
A continuacio´n se describe el modelo matema´tico planteado
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3.2.2 Formulacio´n matema´tica del problema
Notacio´n
Conjuntos
S conjunto potencial de proveedores s
I conjunto potencial de plantas i
J conjunto potencial de bodegas j
K conjunto de centros de distribucio´n k
L conjunto de tipos de medios de transporte ℓ
R conjunto de materias primas r
F conjunto de productos terminados f
Para´metros
Proveedores
CSrs costo de compra de una unidad de materia prima r
al proveedor s
CT rsiℓ costo de transportar la materia prima r del proveedor
s a la planta i por el medio de transporte ℓ
TErsiℓ tiempo de entrega de la materia prima r entre el pro-
veedor s y la planta i usando el transporte ℓ
MT1rsiℓ capacidad del transporte tipo ℓ para la materia prima
r del proveedor s a la planta i
grr volumen ocupado por unidad de materia prima r en
el medio de transporte
Plantas
CIi costo fijo por abrir la planta i
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MPMfi capacidad de manufactura de la planta i para el pro-
ducto f
CMAfi costo de manufacturar una unidad del producto f en
la planta i
TMAfi tiempo de manufactura de una unidad del producto
f en la planta i
CP fijℓ costo de env´ıo de una unidad del producto f de la
planta i a la bodega j utilizando el tipo de transporte
ℓ
TP fijℓ tiempo de transporte del producto f de la planta i a
la bodega j utilizando el tipo de transporte ℓ
brf cantidad de unidades de materia prima r requerida
para producir una unidad del producto f
MT2fijℓ capacidad del transporte tipo ℓ para el producto f de
la planta i a la bodega j
Bodegas
CFj costo fijo por abrir la bodega j
MW fj capacidad de almacenamiento de la bodega j para el
producto f
CW fjkℓ costo de env´ıo de una unidad del producto f de la
bodega j al centro de distribucio´n k utilizando el tipo
de transporte ℓ
TW fjkℓ tiempo de transporte del producto f de la bodega j
al centro de distribucio´n k utilizando el tipo de trans-
porte ℓ
MT3fjkℓ capacidad del transporte tipo ℓ para el producto f de
la bodega j al centro de distribucio´n k
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Dfk demanda del centro de distribucio´n k para el producto
f




Ss variable binaria igual a uno si el proveedor s es se-
leccionado para enviar materia prima al menos a una
planta y cero en otro caso
V rsiℓ cantidad de unidades transportadas de la materia pri-
ma r por el tipo de transporte ℓ del proveedor s a la
planta i
TR1rsiℓ variable binaria igual a uno si el transporte de tipo ℓ
es seleccionado para transportar la materia prima r
del proveedor s a la planta i y cero en otro caso
Plantas
Pi variable binaria igual a uno si la planta i se abre y
cero en otro caso
Ufi variable binaria igual a uno si en la planta i se ma-
nufactura el producto f y cero en otro caso
Rfi cantidad de unidades manufacturadas en la planta i
del producto f
Xfijℓ unidades enviadas del producto f por el tipo de trans-
porte ℓ de la planta i a la bodega j
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AT fijℓ variable binaria igual a uno si se selecciona el tipo de
medio de transporte ℓ para enviar el producto f entre
la planta i y la bodega j y cero en otro caso
Bodegas
Zj variable binaria igual a uno si la bodega j se abre y
cero en otro caso
Y fjkℓ unidades transportadas del producto f de la bode-
ga j al centro de distribucio´n k utilizando el tipo de
transporte ℓ
BT fjkℓ variable binaria igual a uno si se selecciona el tipo
de transporte ℓ para enviar el producto f entre la


















V rsiℓ ≥ Ss ∀s ∈ S (3.2)







V rsiℓ ≤ GPi ∀i ∈ I (3.3)
3. Balance de plantas: Asegura que la materia prima r proveniente de los pro-
veedores a la planta i es usada para la manufactura de los productos f que la









brfRfi ∀r ∈ R, i ∈ I (3.4)
4. Capacidad de manufactura de las plantas: cuida que la cantidad de producto
f manufacturado en la planta i no exceda la capacidad de manufactura que





i ∀i ∈ I, f ∈ F (3.5)
5. Enviar solo lo que se manufactura: se asegura que la cantidad de producto f
enviada de la planta i a las bodegas no exceda a la cantidad de producto f






Xfijℓ ∀i ∈ I, f ∈ F (3.6)
6. Capacidad del transporte en el primer nivel: No exceder la capacidad parcial







siℓ ∀s ∈ S, i ∈ I, ℓ ∈ L, r ∈ R (3.7)
Plantas - Bodegas
7. U´nico medio de transporte: garantiza el uso de un u´nico medio de transporte
ℓ de la planta i a la bodega j para transportar el producto f .
∑
ℓ∈L
AT fijℓ ≤ 1 ∀ i ∈ I, j ∈ J, f ∈ F (3.8)
8. Bodegas abiertas: asegura que la bodega j que esta´ abierta recibe productos







AT fijℓ ≥ Zj ∀ j ∈ J (3.9)
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9. Balance de flujo en bodegas: se asegura que la cantidad de producto que llega











Y fjkℓ ∀f ∈ F, j ∈ J (3.10)
10. Capacidad de transporte en el segundo nivel: No exceder la capacidad de los







ijl ∀i ∈ I, j ∈ J, ℓ ∈ L, f ∈ F (3.11)
Bodegas - Centros de distribucio´n
11. Capacidad de la bodega abierta: establece que el flujo que sale de las bodegas
no exceda su capacidad y al mismo tiempo requiere que el flujo del producto
se haga a trave´s de las bodegas abiertas.





Y fjkℓ ≥ 0 ∀j ∈ J, f ∈ F (3.12)
12. Demanda: garantiza que el flujo del producto f de las bodegas j al centro
de distribucio´n k por los medios de transporte ℓ satisfagan la demanda del





Y fjkℓ ≥ D
f
k ∀ k ∈ K, f ∈ F (3.13)
13. U´nico medio de transporte: garantiza el uso de un u´nico medio de transporte
de la bodega j al centro de distribucio´n k para transportar los productos f , es
decir, si una bodega env´ıa diferentes productos a un mismo CD, lo haga por
un solo medio de transporte.
∑
ℓ∈LWjk
BT fjkℓ ≤ 1 ∀ j ∈ J, k ∈ K, f ∈ F (3.14)







jkl ∀j ∈ J, k ∈ K, ℓ ∈ L, f ∈ F (3.15)
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Objetivos
Cualquier combinacio´n de los criterios presentados en la tabla 2.1 pueden ser
tomados como objetivos de una realizacio´n concreta del problema sujeto a estudio
por uno o varios tomadores de decisio´n. En particular, la combinacio´n de objetivos
minimizar costo total de operacio´n y minimizar el ma´ximo tiempo de operacio´n
de la cadena (manufactura y distribucio´n) es de intere´s ya que estos dos objetivos
se relacionan con cinco de los seis resultados ba´sicos de la gestio´n de cadenas de
suministro orientada a resultados (misma que se describe en la seccio´n 2.7).
A continuacio´n se formulan estos dos objetivos:
1. minimizar el costo total de operar la cadena;
2. minimizar el tiempo ma´ximo de operacio´n desde los proveedores hasta los
centros de distribucio´n.
El costo de operar la cadena incluye: costo fijo de abrir plantas y bodegas,
costo de compra de materia prima al proveedor, costo de manufactura y costo de
transporte en los tres niveles de la cadena.
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∑
i∈I
CIiPi costo fijo total de abrir las plantas
∑
j∈J























siℓ costo total de transportar las ma-







i costo total de manufacturar los











ijℓ costo total de transportar los pro-












jkℓ costo total de transportar los pro-
ductos de las bodegas a los cen-
tros de distribucio´n
El segundo objetivo consiste en minimizar el tiempo ma´ximo a lo largo de la
cadena. Para ello vamos a medir los tiempos ma´ximos desde la salida de la materia
prima de los proveedores hasta la llegada de los productos terminados a cada uno
de los centros de distribucio´n, pasando por las plantas y las bodegas.
Matema´ticamente el objetivo del tiempo se expresa como:
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(TEsiSs) Tiempo de entrega ma´ximo entre los provee-
















(TWjkℓBTjkℓ) Tiempo ma´ximo de entrega entre bodegas y
centros de distribucio´n
Obse´rvese que la funcio´n objetivo del tiempo (Ob.2) no es una funcio´n lineal.
Con el propo´sito de linealizarla se introducen las siguientes variables auxiliares.
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Variables auxiliares
T variable auxiliar igual al tiempo ma´ximo de env´ıo des-
de los proveedores hasta los centros de distribucio´n
H i1 variable auxiliar igual al tiempo ma´ximo en el pri-
mer nivel de la cadena de suministro, es decir, H i1 =
ma´x (TErsilSs)
H i2 variable auxiliar igual al tiempo ma´ximo de manufac-






H ij3 variable auxiliar igual al tiempo ma´ximo en el segun-







Hj4 variable auxiliar igual al tiempo ma´ximo en el ter-







H i5 variable auxiliar igual al tiempo ma´ximo en el segun-
do y tercer nivel de la cadena de suministro, es decir,










De esta manera la funcio´n del tiempo se redefine como minimizar T sujeta a
las restricciones:








5 ≥ 0 ∀ i ∈ I, j ∈ J (1)
H i1 − TE
r
silSs ≥ 0 ∀ s ∈ S, i ∈ I, r ∈ R, l ∈ ℓ (2)




i ≥ 0 ∀ f ∈ F (3)
















≥ 0 ∀ i ∈ I, j ∈ J (6)
La linealizacio´n de la funcio´n objetivo de tiempo se hace con el propo´sito de
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validar el modelo usando me´todos lineales. De aqu´ı en adelante al modelo forma-
do por las restricciones (3.1) - (3.15), junto con las restricciones de linealizacio´n
(1),(2),(3),(4),(5),(6) y las funciones objetivo Ob.1 y Ob.2 lo denotaremos como
modelo mod-BiObj.
Dado que el enfoque que estamos manejando para la cadena de suministro es
desde una perspectiva dirigida a resultados (en ingles: outcome-driven), los objetivos
de costo y tiempo se relacionan como se muestra en la figura 3.3.
Figura 3.3: Relacio´n de los objetivos con la perspectiva orientada a resultados
3.2.3 Fase III o fase de seleccio´n
T´ıpicamente las metodolog´ıas desarrolladas para resolver problemas de optimi-
zacion multiobjetivo terminan cuando se ha obtenido un frente satisfactorio (para el
tomador de decisiones) que contiene ima´genes de soluciones eficientes, en el sentido
de Pareto o segu´n una definicio´n alternativa de eficiencia.
Sin embargo, al presentarle al tomador de decisiones el conjunto de soluciones
eficientes encontradas se origina otro problema de decisio´n, ya que entre estas solucio-
nes el tomador de decisiones debe decidir cua´les son las que representan compromisos
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aceptables entre los mu´ltiples criterios u objetivos que han sido considerados en su
problema de decisio´n; al final el tomador de decisiones escogera´ una o un conjunto
muy reducido de soluciones eficientes (regio´n de intere´s, ROI), convirtie´ndose en un
problema de seleccio´n multicriterio.
La bu´squeda de la ROI no es un proceso simple ya que implica la modelacio´n
de preferencias del tomador de decisiones, la comparacio´n entre alternativas cuando
se tienen ma´s de tres criterios (ya que para el caso de dos o tres criterios puede
hacerse de forma visual analizando el frente no dominado).
El propo´sito de esta fase consiste en apoyar al tomador de decisiones en la
bu´squeda de la ROI. Para encontrar la ROI se pueden aplicar me´todos de bu´squeda
que incorporan preferencias a priori, durante o posterior al proceso de optimizacio´n.
En la programacio´n matema´tica han resultado populares los me´todos de incorpo-
racio´n de metas, estos me´todos incorporan preferencias a priori (Romero, 1993) o
durante el proceso (me´todos de incorporacio´n de metas entre otros). Para problemas
multiobjetivo bajo certeza, existen me´todos basados en la metodolog´ıa PROMET-
HE, entre otros, que incorporan preferencias a posteriori para encontrar la ROI.
Recientemente, se han desarrollado me´todos metaheur´ısticos que incorporan prefe-
rencias a priori entre estos, un me´todo interesante es NOSGAII (Fernandez et al.,
2011) por el enfoque que sigue de reduccio´n de objetivos.
En la metodolog´ıa desarrollada se recomienda usar NOSGAII para encontrar
la ROI a partir de un frente no dominado, pero cualquier otro me´todo puede ser
usado para la bu´squeda de esta.
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Figura 3.4: Fase III de la metodolog´ıa propuesta
Cap´ıtulo 4
Experimentacio´n
El objetivo de este cap´ıtulo es presentar la experimentacio´n realizada para
ilustrar la aplicabilidad de la metodolog´ıa.
4.1 Experimentacio´n fase I: evaluacio´n de los
proveedores
Muchos me´todos de ayuda a la decisio´n multicriterio se han desarrollado para
los problemas de evaluacio´n multicriterio (Fernandez et al., 2008). Por lo general,
un me´todo de evaluacio´n multicriterio intenta capturar la pol´ıtica del decisor que
esta´ impl´ıcita en el conjunto de referencia de ejemplos previamente evaluado por
algu´n tomador de decisiones. Despue´s, el modelo utiliza esa pol´ıtica para clasificar
los objetos nuevos. En el marco de las relaciones de sobreclasificacio´n uno de los
me´todos ma´s utilizados es ELECTRE-TRI (Almeida-Dias et al., 2010).
Como ya se menciono´ en la seccio´n 2.4, este me´todo asigna alternativas eva-
luadas para n criterios a categor´ıas ordenadas preferencialmente y predefinidas. En
nuestro caso, las diferentes alternativas sera´n los proveedores si. Se definen dos cate-
gor´ıas: proveedores pre-seleccionados C1, proveedores no pre-seleccionados C2, donde
la categor´ıa C1 es preferida a la categor´ıa C2; para esta experimentacio´n se conside-
raron los siguientes criterios, que fueron seleccionados entre los ma´s frecuentes en la
literatura revisada: tiempo de entrega, costo, calidad, capacidad de manufactura.
55
Cap´ıtulo 4. Experimentacio´n 56
Para fines pra´cticos, se muestra un ejemplo sencillo en el que se aplica ELECTRE-
TRI para realizar la pre-seleccio´n de proveedores. Se asume que los valores de los
para´metros que representan las preferencias de un tomador de decisiones han sido
suministrados por un tomador de decisiones en un proceso de licitacio´n de preferen-
cias.
Ejemplo:
Se consideran seis proveedores (s1, s2, . . . s6), evaluados bajo cuatro criterios,
(tiempo de entrega c1, costo c2, calidad c3 y capacidad de manufactura c4). En
criterios c1 y c2 las preferencias son decrecientes mientras que en criterios c3 y c4 las
preferencias son crecientes. La matriz de desempen˜o es dada en la tabla 4.1
Alternativas tiempo costo calidad manufactura
s1 60 40 5 7
s2 60 40 3 3
s3 70 80 3 7
s4 50 30 5 7
s5 90 130 9 3
s6 80 180 3 1
Tabla 4.1: Matriz de desempen˜o
Se define el perfil b = {60, 80, 5, 7} usando la informacio´n de de las tablas 4.1
y 4.2 . La categor´ıa C1 se define a partir del perfil como aquellas alternativas que
sobreclasifican al perfil b, mientras que la categor´ıa C2 se define por las alternativas
que no sobreclasifican al perfil b.
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c1 c2 c3 c4
pj(b) 1.5 1.5 1.5 1.5
qj(b) 1 1 1 1
kj 0.25 0.25 0.25 0.25
Tabla 4.2: Para´metros de preferencia de los criterios (j): kj importancia relativa,qj
umbral de preferencia de´bil, pj umbral de preferencia estricta
Comparacio´n de s1 y b:
1. calculando ı´ndice parcial de concordancia cj(b, s1) (ver tabla 4.3):
c1 c2 c3 c4
cj(s1, b) 1 0 1 1
cj(b, s1) 1 1 1 1
Tabla 4.3: I´ndice parcial de concordancia








(1 + 1 + 1 + 1) = 1
3. No se considera discordancia, entonces dj(si, b) y dj(b, si) son iguales a ce-
ro. Los ı´ndices de credibilidad σ(si, b) y σ(b, si) son iguales a los ı´ndices de
concordancia, los cuales se muestran en la tabla 4.4:
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Tabla 4.4: ı´ndices de credibilidad
4. determinacio´n de la relacio´n de preferencia entre si y b (tabla 4.5):
alternativa λ = 0.5 λ = 0.75 λ = 1
s1 I I ≻
s2 I ≺ R
s3 I ≺ ≺
s4 I ≻ ≻
s5 ≺ ≺ R
s6 ≺ ≺ ≺
Tabla 4.5: comparacio´n de perfiles
Como se puede ver en la tabla 4.5 los proveedores s1 y s4 deben ser seleccio-
nados por el tomador de decisiones, independientemente de los niveles de λ. Entre
los proveedores s2 y s3 si hubiese que seleccionar obligatoriamente a uno de los dos,
entonces se deber´ıa seleccionar a s2, ya que para λ = 1 este proveedor no es sobre-
calificado por el perfil, mientras que para los otros valores de λ = 0.5 y λ = 0.75
presenta los mismos valores que el perfil. Si se considera que el valor de λ = 1 es
no realista, entonces los proveedores s2 y s3 tienen un desempen˜o similar, si uno es
pre-seleccionado o no, entonces el otro tambie´n debe ser pre-seleccionado o no. El
tomador de decisiones podr´ıa retrasar la decisio´n y hacer un poco ma´s investigacio´n
y obtener ma´s informacio´n acerca de estos proveedores.
Por otro lado los proveedores s5 y s6 son sin lugar a dudas sobreclasificados por
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el perfil, entonces no deben ser seleccionados por el tomador de decisiones, debido a
que no cumplen los requisitos que la organizacio´n expresa en el perfil. El proceso de
preseleccio´n tambie´n ayuda a los proveedores a identificar sus debilidades frente a
los requisitos de la organizacio´n y fortalecerlas y poder ser pre-seleccionados en un
futuro por el tomador de decisiones.
optimista pessimista
categor´ıa λ = 0.5
pre-seleccionado s1,s2,s3,s4 s1,s2,s3,s4
no pre-seleccionado s5, s6 s5, s6
λ = 0.75
pre-seleccionado s1, s4 s1, s4
no pre-seleccionado s2, s3, s5, s6 s2, s3, s5, s6
λ = 1
pre-seleccionado s1, s2, s4, s5 s1, s4
no pre-seleccionado s3, s6 s2, s3, s5, s6
Tabla 4.6: Resultados de la seleccio´n de proveedores para diferentes niveles de λ
Hemos mostrado, mediante un ejemplo, el cual fue tomado y modificado de
(Wu, 2009), co´mo un problema de evaluacio´n multicriterio para la pre-seleccio´n de
proveedores se formula y resuelve empleando el me´todo ELECTRE TRI.
Una vez que se ha evaluado a los proveedores y e´stos han sido clasificados en las
dos categor´ıas previamente definidas (proveedores pre-seleccionados C1 y proveedores
no pre-seleccionados C2), se toman aquellos proveedores pre-seleccionados (asignados
a la categor´ıa C1) para ingresarlos a la fase II de la metodolog´ıa.
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4.2 Experimentacio´n fase II: optimizacio´n de la
cadena
En la fase II de la metodolog´ıa se generan los disen˜os y planeaciones de la
cadenas de suministro que cumplan con las restricciones del problema y que son
eficientes en el sentido de Pareto respecto a las medidas de desempen˜o seleccionadas.
Se tomaron instancias de problemas que comparten algunas caracter´ısticas es-
tructurales con el problema aqu´ı estudiado con el propo´sito de establecer la flexi-
bilidad del modelo y la eficiencia de la solucio´n de estas instancias con me´todos
exactos.
Tambie´n se presenta la construccio´n del generador de instancias utilizado para
la experimentacio´n y alcance del modelo, as´ı como la descripcio´n y resultados del di-
sen˜o de experimento realizado para identificar los para´metros que hacen complicada
la solucio´n del problema.
4.2.1 Comparacio´n con resultados de la literatura para
problemas relacionados
Primer problema relacionado
El trabajo que presenta Olivares-Benitez et al. (2006, 2012, 2013) se basa en
una cadena de suministro de dos niveles, compuesta por plantas, bodegas y centros
de distribucio´n. Los niveles son conectados a trave´s de medios de transporte, por los
cuales se env´ıa producto. Cada medio de transporte se caracteriza por los para´metros
correlacionados negativamente de costo y tiempo. Las decisiones a determinar son
de localizacio´n de bodegas, la seleccio´n de medios de transporte y la cantidad de
flujo a enviar a lo largo de la cadena. Las medidas de desempen˜o que se optimizan
en la cadena son minimizar el costo y tiempo de operacio´n.
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La estructura de las instancias utilizadas en la experimentacio´n se presenta
en la tabla 4.7, donde se agrupan por taman˜o en chicas, medianas y grandes. Para
establecer la relacio´n inversa entre el costo y el tiempo Olivares utiliza una fo´rmula
hiperbo´lica del tipo costo = 50
tiempo
y el tiempo se genero´ empleando una distribucio´n
uniforme en el intervalo [5, 25].
Grupo Plantas CD Clientes Transportes
chicas
G1 5 5 5 2
G2 5 5 5 5
G3 5 5 20 2
medianas
G4 5 20 20 2
G5 20 20 20 2
G6 20 20 20 5
grandes
G7 20 20 50 5
G8 50 50 50 2
G9 50 50 100 2
Tabla 4.7: Taman˜o de las instancias de Olivares-Benitez et al. (2006)
Se hicieron las siguientes modificaciones en el modelo para adaptarlo al pro-
blema de Olivares:
Se eliminaron ı´ndices, para´metros, variables y restricciones que esta´n relacio-
nados con el primer nivel de la cadena, que relaciona a proveedores con plantas
y la manufactura en plantas.
Se eliminan los te´rminos correspondientes al primer nivel y a la manufactura
en plantas en los objetivos costo y tiempo.
Se hacen las adecuaciones necesarias en los niveles dos y tres para considerar
un solo producto.
Se resuelve el problema de ubicacio´n so´lo para bodegas.
No se consideran capacidades parciales en los medios de transporte.


























































Se activa la restriccio´n de asignacio´n u´nica entre bodegas y centro de distribu-
cio´n.
En Olivares (2007) se reportan resultados con la aplicacio´n de un me´todo exacto
para las instancias chicas, mientras que en Olivares-Benitez et al. (2012) se imple-
mentan variantes del me´todo ǫ-restriccio´n que se aplican para resolver instancias
chicas y medianas y en Olivares (2007); Olivares-Benitez et al. (2013) se presentan
me´todos heur´ısticos para resolver las instancias grandes. En nuestro caso todas las
instancias mencionadas en la tabla 4.7 pudieron ser resueltas con un me´todo exacto.
En las figuras 4.1, 4.2 y 4.3 se muestran los frentes generados por Olivares y los fren-
tes generados por nosotros en una instancia chica, mediana y grande. Las figuras que
contienen los frentes de las restantes instancias pueden consultarse en el ape´ndice A.
Como se observa en estas figuras los resultados arrojados por nuestra imple-
mentacio´n no resultan inferiores a aquellos presentados por Olivares. Es importante
mencionar que en nuestro caso se ha usado el me´todo Augmecon2 para resolver todas
las instancias. Para realizar una comparacio´n cuantitativa de los frentes obtenidos
se han empleado dos medidas de desempen˜o:
1. Medida de hipervolumen S
2. Medida de cobertura entre dos conjuntos, C(A,B), tambie´n denotada como la
me´trica C
Para detalles de cada me´trica consultar el apartado 2.6
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En la tabla 4.8 se nuestran los resultados obtenidos con la me´trica del hiper-











Tabla 4.8: Resultados con la me´trica de hipervolumen
G1 G2 G3 G4 G5 G6 G7 G8 G9
dAB 0.542 0.552 0.379 0.837 0 0 0.675 0.200 0.230
dBA 0.342 0.394 0.827 0.729 0.487 0.300 0.375 0.475 0.743
Tabla 4.9: Porcentaje obtenido con la me´trica de cobertura
donde dAB indica el porcentaje de puntos del frente de Olivares que domina al
porcentaje de puntos del frente de nosotros y dBA indica el porcentaje de puntos del
frente de nosotros que domina al porcentaje de puntos del frente de Olivares
Los resultados de las me´tricas mostrados en las tablas 4.8 y 4.9 se puede ob-
servar que en la mayor´ıa de las instancias los frentes obtenidos por Augmecon2 son
superiores a los obtenidos por Olivares (2007); Olivares-Benitez et al. (2013) y en
las instancias grandes nuestros resultados son claramente superiores.
Otras instancias encontradas en la literatura son las que se presentan en el
trabajo de Cordeau et al. (2006). El problema que resuelven es un problema similar
al que se aborda en esta investigacio´n, aunque cabe destacar que existen algunas
diferencias entre ambos. A continuacio´n se describen estas diferencias.
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Segundo problema relacionado
El trabajo presentado en Cordeau et al. (2006) se aborda desde una versio´n
monobjetivo considerando solo minimizar el costo de operar la cadena; la seleccio´n de
los proveedores se hace so´lo tomando en cuenta el criterio de costo. Las capacidades
de los medios de transporte son consideradas en dependencia de la demanda, en
nuestro caso consideramos que cada medio de transporte tiene capacidades parciales
por cada producto. En ambos trabajos se considera que la demanda de cada centro
de distribucio´n es conocida. Estos autores resuelven el problema usando ramificacio´n
y acotamiento y una descomposicio´n de Bender.
El taman˜o de las instancias con las que trabajan estos autores puede apreciarse
en la tabla 4.10. Para poder validar nuestro modelo con estas instancias, tuvimos
que hacer algunas adaptaciones a nuestro problema con las caracter´ısticas que se
presentan en Cordeau et al. (2006). Las adaptaciones que se hicieron a nuestro pro-
blema fueron: se considero´ el problema en la versio´n monoobjetivo, se eliminaron los
para´metros de tiempos de transporte y tiempos de manufactura, se elimino´ la capa-
cidad parcial de los medios de transporte, se considero´ la seleccio´n de proveedores
so´lo por el criterio de costo. Para fines experimentales agrupamos las instancias en
chicas, medianas y grandes.
Grupo S I J K L R F
chicas 10 10 10 100 3 20 20
medianas 20 20 20 200 3 40 40
grandes 30 30 30 300 3 60 60
Tabla 4.10: Taman˜o de las instancias de Cordeau
Como se menciono´ anteriormente, el trabajo de Cordeau es monobjetivo a
continuacio´n se describen los resultados obtenidos.
Para evaluar el rendimiento del modelo con las instancias de Cordeau se im-
plemento´ un programa en lenguaje C++ enlazado con Concert-CPLEX 12.4 y se
resolvio´ usando un procesador Intel-Core i7-3537U CPU 2.00GHx4 con 8 GB de
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RAM.
Primero se considero´ la optimizacio´n del objetivo costo, con las modificaciones
anteriormente mencionadas al modelo presentado en la seccio´n 3.2.2. Lo interesante
de la solucio´n a las instancias de Cordeau radica en en que en todos los casos se
obtuvieron los optimos exactos (con gaps inferiores al 0.5%), mientras que los re-
sultados reportados en Cordeau et al. (2006, 2008) se obtuvieron con gaps mayores
al 10%, au´n aplciado descomposicio´n de Benders y procedimientos heur´ısticos. La
importancia de estos resultados radica en que otros trabajos mas reciente que citan a
Cordeau siguen empleando procedimientos heur´ısticos. Los resultados obtenidos sir-
vieron tambie´n para validar el modelo ya que se obtuvieron exactamente los mismos
resultados reportados por Cordeau.
Posteriormente se optimizo´ el objetivo tiempo con las instancias de Cordeau,
para ello se aplicaron las modificaciones descritas anteriormente y se generaron los
tiempos aletaoriamente empleando la relacio´n de costo descrita en Olivares (2007);
Olivares-Benitez et al. (2013). Tambie´n se obtuvieron las soluciones o´ptimas en todas
las instancias, aunque, como se puede observar en la comparacio´n de los tiempos de
co´mputo en ambos experimentos en las tablas 4.11 y 4.12, los tiempos de co´mputo
para la optimizacio´n del costo son menores a los obtenidos en la optimizacio´n del
tiempo.
Estos resultados evidencian que el tiempo resulta un objetivo mas complejo
que el costo (alqo que puede deducirse por la propia estructura del objetivo pero que
se confirma experimentalmente con estos dos experimentos)
En la tabla 4.11 en la primera columna se observa el nombre de la instancia, en
la segunda columna se presenta el valor del objetivo de costo, en la tercera columna
se tiene el valor del tiempo ma´ximo de traslado en la cadena para la solucio´n con el
valor mı´nimo del costo (solucio´n o´ptima para el objetivo del costo) y en la cuarta
columna se presenta el tiempo CPU para obtener la minimizacio´n de costo. La tabla
4.12 tiene caracter´ısticas similares, en la primera columna se presenta el nombre de
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Ins. min valor del tiempo
costo tiempo CPU sec.
100ca1 17 184 191.63 234 216 0.2687
100ca2 25 064 316.93 247 086 0.3104
100ca3 7 547 662.52 241 639 0.5017
100ca4 8 497 496.38 253 795 0.5915
200ca1 110 915 998.67 298 628 3.1348
200ca2 264 502 883.48 283 531 8.7085
200ca3 59 525 859.28 319 412 5.9746
200ca4 82 476 195.57 343 972 4.4341
300ca1 375 717 871.06 296 370 11.7517
300ca2 699 481 221.26 340 307 17.3976
300ca3 179 975 222.59 373 732 33.0124
300ca4 344 851 809.88 375 433 65.3630
Tabla 4.11: Minimizando costo
la instancia, en la segunda columna el valor del costo en la solucio´n con el mı´nimo
tiempo de traslado en la cadena, o sea, en la solucio´n o´ptima para el objetivo de
tiempo, en la tercera columna se presenta el mı´nimo de tiempo y en la cuarta columna
el tiempo CPU que tomo minimizar el objetivo de tiempo.
Comparando la columna 4 de cada tabla, se puede apreciar que el tiempo
ma´quina es mayor para la minimizacio´n de tiempo que para la minimizacio´n de cos-
to. Esto sucedio´ en todas las instancias experimentadas, debido a que al linealizar
el tiempo se generan muchas restricciones que se activan cuando el tiempo es opti-
mizado, lo que computacionalmente lo hace ma´s pesado, lo que no ocurre cuando el
objetivo de costo se optimiza.
El siguiente experimento que se realizo´ con las instancias de Cordeau con-
sistio´ en realizar una optimizacio´n bi-objetivo al optimizar simultaneamente ambos
objetivos, se busca identificar si efectivamente resulta ma´s complejo resolver este pro-
blema que los dos problemas de optimizacio´n mono-objetivo generados al optimizar
cada objetivo por separado.
Cap´ıtulo 4. Experimentacio´n 67
Ins valor del min tiempo
costo tiempo CPU sec.
100ca1 80 719 272.1900 92 131.80 2.1463
100ca2 130 495 226.0400 104 459.10 2.8599
100ca3 52 842 407.5400 80 572.70 79.5209
100ca4 248 207 898.4700 94 512.80 5.3019
200ca1 382 550 065.1800 93 530.2000 48.6851
200ca2 854 635 421.93 87 201.5000 36.3869
200ca3 505 882 802.67 95 675.800 46.1179
200ca4 740 925 769.99 103 096.2000 46.2315
300ca1 647 420 712.44 91 777.20 130.1543
300ca2 2 160 201 829.19 90 648.60 189.9579
300ca3 579 406 332.73 81 281.60 489.7578
300ca4 2 138 155 558.050 75 126.00 778.0835
Tabla 4.12: Minimizando tiempo
Para trabajar con el modelo biobjetivo se implemento´ el me´todo Augmecon2 en
lenguaje C++ enlazado con Concert-CPLEX. Se decidio´ tomar la funcio´n objetivo
de tiempo como restriccio´n, y el costo como objetivo ya que por lo general el costo
aparece ma´s importante en la literatura revisada.
Como ya se menciono´ anteriormente las instancias tomadas de la literatura
(Cordeau et al., 2006) se adaptaron, agregando para´metros de tiempo (tiempo de
transporte en los tres niveles y tiempo de manufacturar los productos en las plantas),
se utilizo´ la relacio´n hiperbo´lica propuesta en (Olivares, 2007) para obtener los valo-
res de tiempo en funcio´n del costo. Los tiempos computacionales que se obtuvieron
al ejecutar el modelo mod-BiObj con las instancias de Cordeau se muestran en la
tabla 4.13, donde se observa que se obtienen tiempos computacionales razonables,
incluso para las instancias grandes.
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Tiempo Tiempo Tiempo
CPU CPU CPU
Instancia seg. Instancia seg. Instancia seg.
100cd1 16.63 200cd1 163.17 300cd1 318.36
100cD2 40.08 200cD2 234.85 300cD2 588.91
100Cd3 128.91 200Cd3 181.88 300Cd3 1070.67
100CD4 90.29 200CD4 423.59 300CD4 1657.68
Tabla 4.13: Tiempo de CPU en el problema bi-objetivo
Una vez que se ha mostrado que el modelo funciona correctamente con instan-
cias de la literatura tanto en la versio´n monobjetivo como biobjetivo, se generaron
instancias aleatorias en base a un disen˜o de experimentos con el que se busca identifi-
car para´metros que influyen substancialmente en la complejidad de las instancias y el
alcance del me´todo exacto para solucionar instancias con diferentes configuraciones
y taman˜os.
4.2.2 Descripcio´n del generador de instancias
El taman˜o de la instancia es determinado por siete para´metros: nu´mero de
potenciales proveedores |S|, nu´mero de plantas |I|, nu´mero de bodegas potenciales
|J |, nu´mero de centros de distribucio´n |K|, nu´mero de medios de transporte |L|,
nu´mero de materias primas |R| y por u´ltimo nu´mero de productos manejados en la
cadena |F|.
La notacio´n para representar una instancia es S − I − J − K −L−R− F ,
por ejemplo 3 − 2− 2 − 3− 2 − 3− 3 indica que es una instancia formada por tres
proveedores, dos plantas, dos bodegas, tres centros de distribucio´n, dos medios de
transporte, tres materias primas y tres productos.
Para cada combinacio´n de proveedores, plantas, bodegas, centros de distribu-
cio´n, medios de transporte, materias prima y productos los para´metros restantes son
generados de manera aleatoria.
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A continuacio´n se explica a detalle la generacio´n de cada uno de estos para´me-
tros (se tomo como referencia distribuciones empleadas en las instancias encontradas
en la literatura, por ejemplo en los trabajos de Cordeau et al. (2006), y (Olivares,
2007).
Costos de compra de las materias primas: Este para´metro se genero´ con
una distribucio´n uniforme U[1,100]
Tiempo de entrega entre proveedores y plantas: se utilizo´ una distribu-
cio´n uniforme [1,100]
El volumen ocupado por unidad de las materias primas y produc-
tos en los medios de transporte: este para´metro fue generado como una
uniforme [1,10].
Demanda de los centros de distribucio´n: la demanda fue generada con
una distribucio´n uniforme entre [1,100]
Cantidad de materia prima requerida para los productos: Este para´me-
tro se genero´ con una distribucio´n uniforme entre [0,10]
Capacidades parciales de los medios de transporte: La capacidad parcial
de los medios de transporte en el primer nivel se genero´ en dependencia de la
cantidad de volumen que ocupa la materia prima y la cantidad requerida por
cada producto para la manufactura de estos. La capacidad parcial de los medios
de transporte en el segundo nivel se calculo´ tomando en cuenta el volumen que
ocupa cada producto y la demanda de los centros de distribucio´n
Capacidad de manufactura de las plantas: Para garantizar que las plantas
siempre tienen la capacidad necesaria para manufacturar el total de la demanda
de los centros de distribucio´n, este para´metro es calculado en dependencia de
la demanda de los centros
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Costo fijo por abrir las plantas: El costo fijo por abrir las plantas esta´ en
dependencia de la capacidad que presenta cada planta, y se calcula como el
logaritmo de la capacidad de la planta
Tiempo de manufactura por pieza de los productos: se calcula en una
distribucio´n uniforme entre [1,100]
Capacidad de las bodegas: es calculada tomando en cuenta la demanda por
producto de los centros de distribucio´n
Costo fijo por abrir las bodegas: es calculado de la misma manera que el
costo fijo por abrir las plantas, logaritmo de la capacidad de la bodega.
Los costos y tiempos de entrega de las materias primas y productos son cal-
culados de tres diferentes maneras. Para establecer la relacio´n entre costo y tiempo
de distribucio´n en los flujos de cada uno de los tres niveles se implementaron tres
relaciones:
Una relacio´n hiperbo´lica, como la usada en Olivares (2007), se empleo´ la fo´rmu-
la Costo = 600
T iempo
;
Una relacio´n lineal, como la usada en Cordeau et al. (2006), para la que se
empleo´ la fo´rmula Costo = 100− T iempo + 1.
Una relacio´n logar´ıtmica, con la fo´rmula Costo = 50 · log(100− T iempo + 1).
En la figura 4.4 se muestra la relacio´n entre costo y tiempo en cada uno de
estos generadores. Se emplearon diferentes relaciones para establecer si estas influyen
de manera significativa en la complejidad de la instancia.
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Figura 4.4: Relacio´n de costo vs tiempo con los diferentes generadores
Grupo de instancias generadas para la experimentacio´n
El disen˜o de experimento que se aplicara´ en este trabajo sera´ sobre 16 grupos
de instancias cuyos taman˜os se muestran en la tabla 4.14. Para cada uno de los
grupos se generaron tres re´plicas, denotadas como R1, R2, R3, con cada una de las
tres estructuras de los generadores antes descritos.
Grupo S-P-B CD L R-F Grupo S-P-B CD L R-F
G1 5 10 1 5 G2 5 10 1 10
G3 5 10 3 5 G4 5 10 3 10
G5 5 20 1 5 G6 5 20 1 10
G7 5 20 3 5 G8 5 20 3 10
G9 20 10 1 5 G10 20 10 1 10
G11 20 10 3 5 G12 20 10 3 10
G13 20 20 1 5 G14 20 20 1 10
G15 20 10 3 5 G16 20 10 3 10
Tabla 4.14: Taman˜o de instancias generadas
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4.3 Disen˜o de experimento
Para verificar la influencia de los para´metros en la complejidad estructural de
la instancia, se realizo´ un disen˜o factorial de 24. En la tabla 4.15 se muestran los
niveles de los factores seleccionados. Se tomo´ como variable de respuesta el tiempo
ma´quina que tomo´ resolver cada una de las instancias de la tabla 4.14, as´ı como los
valores de las funciones objetivos costo (ecuacio´n Ob.1) y tiempo (ecuacio´n Ob.2)







Tabla 4.15: Factores y niveles
donde SPB representa la cantidad de proveedores, plantas y bodegas con un
nivel bajo de 5 y alto de 20, CD representa la cantidad de centros de distribucio´n
con un nivel bajo de 10 y un nivel alto de 20, Transporte representa la cantidad de
medios de transporte diferentes con un nivel bajo de 1 y un nivel alto de 3 y MP la
cantidad de materias primas y productos considerados con un nivel bajo de 5 y un
nivel alto de 10.
Para cada instancia (cada re´plica de cada combinacio´n de factores) se calcu-
laron 10 puntos del frente de Pareto. En total se generaron 440 instancias, y se
realizaron 4400 corridas. En el ape´ndice B se puede ver la tabla completa de los
datos del experimento (tabla B.1). La misma esta´ en el formato que es requerido
para poder analizar los datos con las funciones de R lm (regresio´n lineal) y aov
(ANOVA). Es importante recordar que para cada combinacio´n de factores-niveles se
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generaron tres re´plicas para cada grupo (ver tabla 4.14).
Como punto de partida se analizan los datos:
Realizando un ana´lisis de correlacio´n entre las variables de respuesta.
Empleando gra´ficas de dispersio´n, gra´ficas de cajas, y gra´ficas de coordenadas
paralelas para establecer relaciones entre las tres variables de respuesta.
Se visualizan las relaciones entre las variables de respuesta y las variables
predictoras, donde las variables predictoras son los factores.
Las gra´ficas y tablas pueden revisarse en el ape´ndice C. Al analizar las gra´ficas
y tablas antes mencionados se tienen las siguientes observaciones:
1. En algunos casos existe un nivel de correlacio´n no despreciable (45%) entre el
tiempo y el costo de distribucio´n, esto se explica por el hecho de que se han to-
mado valores promedio de los puntos calculados para un frente de Pareto (para
cada instancia se promediaron los valores de tiempo y costo de las soluciones
del frente calculado).
2. Existe una muy alta correlacio´n (77%) entre el tiempo de distribucio´n y la
cantidad de centros de distribucio´n de cada instancia. Esta correlacio´n es in-
dependiente de la estructura de costo empleada.
3. La correlacio´n negativa entre el tiempo y el costo de distribucio´n aparece ma´s
frecuentemente y en ma´s alto porcentaje cuando se emplea la estructura hi-
perbo´lica que en la lineal y la logar´ıtmica. Eso tal vez explique por que´ mientras
que no se aprecia una diferencia significativa en los tiempos de computo´ por
la eleccio´n de la estructura lineal o logar´ıtmica si se aprecia una diferencia que
puede ser significativa respecto a estas dos al aplicar la estructura hiperbo´li-
ca. Todo explica por que´ el tiempo de co´mputo es mayor al solucionar las
instancias empleando esta estructura, ver tablas de correlacio´n en el ape´ndice
C.
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4. Tanto el tiempo de co´mputo como el costo presentan distribuciones no nor-
males, sin embargo al aplicarles a ambas una transformacio´n logar´ıtmica base
10 se obtiene una aproximacio´n aceptable a la distribucio´n normal en ambas
variables (ver figuras 4.5, 4.6, 4.7, 4.8, 4.9, 4.10).
Figura 4.5: Variablilidad del costo Figura 4.6: Normalidad del costo
Figura 4.7: Variablilidad del tiempo Figura 4.8: Normalidad del tiempo
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Figura 4.9: Variablilidad del costo-tiempo Figura 4.10: Normalidad del costo-tiempo
A continuacio´n se utilizo´ el software Design Expert y lenguaje R para imple-
mentar el experimento.
Primero se investigo´ la relacio´n entre el tiempo de co´mputo, los grupos y las
estructuras usadas (ver tabla C.1), se determino´ que ambos factores tienen efectos
significativos en esta variable de respuesta (ver tambie´n figura 4.11).
Figura 4.11: Efectos
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Se investigo´ la relacio´n entre los factores y las respuestas mediante los siguientes
modelos lineales para ajustar los datos:
T iempoComputo = β + β1 · SPB + β3 · T iempo + β4 ·MP + β5 · GRUPO +
β6 · EST + ǫ
T iempo = β + β1 · SPB + β2 · CD + β3 · T iempo + β4 ·MP + β5 · LIN + β6 ·
LOG+ β7 ·HY P + ǫ
Costo = β + β1 · SPB + β2 · CD + β3 · T iempo + β4 ·MP + β5 · LIN + β6 ·
LOG+ β7 ·HY P + ǫ
Donde: TiempoComputo, Tiempo y Costo son variables que representan las
respuestas del experimento. SPB, Tiempo, CD y MP ya fueron descritas arriba.
GRUPO es una variable que representa las combinacioness de factores y EST repre-
senta la estructura utilizada para relacionar el tiempo y el costo de la distribucio´n.
En las tablas C.2, C.3, C.4 se pueden observar los resultados de la regresio´n
lineal. Como era de esperarse CD no aporta efectos significativos en la variacio´n
del tiempo de co´mputo. Una causa probable de esto es que los niveles escogidos
de los centros de distribucio´n no sean lo suficientemente diferentes. Aunque en las
instancias resueltas de art´ıculos publicados se consideraron instancias con hasta 300
centros de distribucio´n estos no hicieron una diferencia significativa, respecto al
objetivo de tiempo con aquellas instancias en las que se tomaron mucho menos
centros de distribucio´n. De la que podemos concluir que la cantidad de centros de
distribucio´n no aporta variabilidad a los resultados. Ma´s evidencia que apoya esta
aseveracio´n se observo´ al resolver las instancias utilizadas en Olivares (2007) que
contienen mucho menos centros de distribucio´n que las de (Cordeau et al., 2006),
y sin embargo el tiempo de co´mputo requerido para resolverlas es mucho mayor
(debido a la estructura de costo hiperbo´lica que se emplea en las mismas).
Como el R2 aun puede mejorarse para la regresio´n lineal (ver tablas C.2, C.3,
C.4), probamos con un modelo que incluya todas las interacciones entre los para´me-
tros; al analizar los resultados, ninguna interaccio´n resulto´ significativa por lo que
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tambie´n se modifico´ el modelo tomando como predictores solo los 4 factores predicto-
res ba´sicos en otros modelos se incluyeron las variables GRUPO, EST, VARIABLE,
pero ninguno de estos experimentos arrojo resultados significativamente diferentes
al modelo que contenia los 4 factores iniciales.
Del ana´lisis de los modelos se obtienen las siguientes observaciones:
Los factores SPB, Transporte, MP son significativos en sus valores “altos”
El factor CD no es significativo en la regresio´n lineal que aproxima al Tiempo
de co´mputo, sin embargo s´ı lo es para los objetivos tiempo y costo
El factor Transporte no es significativo en la aproximacio´n del tiempo de dis-
tribucio´n, sin embargo si es significativo para las aproximaciones del tiempo
de co´mputo y el costo.
Para el tiempo de co´mputo la estructura hiperbo´lica marca una diferencia sig-
nificativa, mientras que para el tiempo de distribucio´n la estructura logar´ıtmica
es la que marca la diferencia (en ambos casos son los que conducen a los ma-
yores valores de las respuestas).
El cumplimiento de los requerimientos se puede revisar en el ape´ndice C
4.4 Experimentacio´n fase III: Regio´n de intere´s
En esta seccio´n se aplica el me´todo NOSGA II (Fernandez et al., 2011) a un
ejemplo pra´ctico para ilustrar la fase III de la metodolog´ıa.
Se considera una instancia con las caracter´ısticas estructurales siguientes: 20-
20-20-10-1-5-5. Por medio de la aplicacio´n de la fase II de la metodolog´ıa se obtu-
vieron 12 puntos del frente no dominados (tabla 4.16).
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Punto Tiempo-ma´quina Obj. costo Valor de la funcio´n de tiempo
1 5396.459 16898142.6 4813.000
2 27.520 15040577.7 8559.000
3 18.438 14623918.4 12305.000
4 14.720 14369498.4 16051.000
5 3.492 14219582.8 19797.000
6 1.249 14131829.8 23543.000
7 1.434 14104740.8 27289.000
8 0.751 14115882.8 31035.000
9 0.50 2 14066154.8 34781.000
10 0.388 14099665.8 738527.000
11 0.601 14143980.5 42273.000
12 0.054 14056573.8 42279.000
Tabla 4.16: Puntos no dominados de la instancia G10R1
El primer paso consiste en establecer la informacio´n preferencial del tomador
de decisiones, la misma puede variar en dependencia del me´todo que se emplee para
explorar el frente no dominado y obtener la regio´n de intere´s (ROI ) del tomador de
decisiones.
En el caso de NOSGA II la informacio´n preferencial requerida se expresa me-
diante:
1. Importancia relativa de los objetivos w (criterios): se expresan como pesos,
la forma correcta de obtenerlos consiste en resolver ecuaciones de indiferencia
entre los objetivos(criterios) (ver por ejemplo Kenney & Raiffa 1976).
2. Umbrales de indiferencia, preferencia de´bil, preferencia estricta para cada ob-
jetivo y condiciones de veto por objetivos o generales. En nuestro caso los
umbrales de indiferencia se calcularon como el 5% del rango y el umbral de
preferencia de´bil se calculo´ como el 10% del rango para ambos objetivos.
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3. Para´metros de la relacio´n de preferencia borrosa σ(x, y):
λ que representa el nivel de credibilidad del resultado de la comparacio´n
entre dos alternativas (usualmente mayor que 0.5).
4. Para´metros de la relacio´n de preferencia asime´trica xP (β, ǫ)y:
ǫ que representa un umbral de simetr´ıa empleado para establecer indife-
rencia en la comparacio´n entre dos alternativas
β el umbral de asimetr´ıa utilizado para distinguir la preferencia en la
comparacio´n entre dos alternativas.
Los valores para estos para´metros se muestran en la tabla 4.17, se asume que
los mismos han sido elicitados en un proceso en el que participo´ un analista de la
decisio´n y el tomador de decisiones.
Para´metros Valores
Importancia relativa de objetivos: w1 = 0.6
w1 = costo; w2 = tiempo w2 = 0.4
Umbrales de indiferencia, preferencia deb´ıl y u1 = 142078, q1 = 284157,
preferencia estricta q1 < p1
para el costo (u1, q1, p1) para el tiempo (u2, q2, p2) u2 = 1873, q2 = 3747, q2 < p2
Nivel de credibilidad λ λ = 0.6
Para´metros de la relacio´n de β = 0.1
preferencia asime´trica β y ǫ ǫ = 0.05
Tabla 4.17: Para´mentros del modelo de preferencias para NOSGA II
A continuacio´n se muestran los resultados para cada paso de la aplicacio´n de
NOSGA II (tablas en el ape´ndice E):
1. Tablas de diferencias entre dos puntos del frente en cada objetivo (Ob.1,
Ob.2), el valor de cada celda dij de la tabla E.1 y E.2 representa la diferencia
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entre los valores de costo y tiempo del punto j y el punto i, (Costo(j)–Costo(i),
(T iempo(j)–T iempo(i).
2. Tablas de preferencias para costo (tabla E.3) y tiempo ( tabla E.4). Se cons-
truyen a partir de las tablas de diferencias. Si –u1 6 dij 6 u1 entonces el punto
i y el punto j son indiferentes en el costo y en la celda (i, j) el valor se pone
como (I), si u1 < dij 6 q1 entonces el punto i es preferido de´bilmente al punto
j en el atributo costo (Q). Finalmente si q1 < dij entonces hay una preferencia
estricta en el costo para el punto i sobre el punto j (P ). De igual manera se
interpreta la comparacio´n para el objetivo tiempo.
3. Tablas para calcular la relacio´n c(i, j) para todo par de puntos (tabla E.5 y
E.6). En estas tablas el valor de cada celda se calcula acorde a la relacio´n de
preferencia de los objetivos respectivamente, el valor de la celda w1 si el costo
del punto i es preferido, preferido de´bilmente o indiferente con el punto j, de
lo contrario se asigna un 0 a la celda.
4. Tabla de la relacio´n de preferencia borrosa σ: cada celda de la tabla E.7 se
calcula con la fo´rmula σ(i, j) = c(i, j) ∗ D(i.j) donde c(i, j) y D(i, j) son los
ı´ndices de concordancia y discordancia calculados segu´n el me´todo ELECTRE
III consolidando los objetivos (ver ape´ndice D para una descripcio´n de estos
procedimientos).
5. En la tabla 4.18 se presenta la relacio´n de superacio´n para la instancia y la
informacio´n preferencial considerada.
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1 2 3 4 5 6 7 8 9 10 11 12
1 NPLB NPLB NPLB NPLB NPLB NPLB NPLB PLB PLB NPLB 2
2 NPLB PLB PLB PLB PLB PLB PLB PLB PLB PLB 10
3 NPLB NPLB PLB PLB PLB PLB PLB PLB PLB PLB 9
4 NPLB NPLB PLB PLB PLB PLB PLB PLB PLB PLB 8
5 NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB PLB 1
6 NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB 0
7 NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB 0
8 NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB 0
9 NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB 0
10 NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB 0
11 NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB 0
12 NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB NPLB 0
0 0 1 2 3 3 3 3 3 4 4 4
Tabla 4.18: Relacio´n asime´trica de preferencia o relacio´n de superacio´n
Donde PLB representa si hay preferencia de i sobre j, y NPLB si no hay
preferencia de i sobre j. En la u´ltima columna para cada fila i se contabilizan los
puntos que superan al punto i, en la u´ltima fila se contabilizan para cada columna
i los puntos que i supera.
Como se observa en la tabla 4.18 los puntos que resultan no superados por
ningu´n otro punto son los puntos 6 al 12. Luego son estos puntos en los que debe
concentrarse el tomador de decisiones, son estos puntos los que forman la regio´n
de intere´s (ROI) del tomador de decisiones. A falta de otro criterio el conjunto de
intere´s puede reducirse a los puntos 10 al 12, dado que estos superan a un elemento




En este cap´ıtulo se presentan las conclusiones de la investigacio´n y recomen-
daciones para trabajos futuros en el problema estudiado.
En este trabajo se estudio´ un problema de apoyo a la decisio´n para integrar
el disen˜o y planeacio´n de la cadena de suministro desde una perspectiva dirigida a
resultados. Se ha desarrollado una metodolog´ıa de apoyo a la decisio´n en tres fases
para hacer manejable la complejidad de la toma de decisiones. En la fase uno de
la metodolog´ıa se evalu´an a los proveedores desde un enfoque de un problema de
ordenamiento multicriterio, en la segunda fase de la metodolog´ıa se obtienen los
disen˜os y planeaciones de la cadena optimizandola bajo las medidas de desempen˜o
de costo y tiempo, en la tercera fase de la metodolog´ıa se analiza el frente de Pareto
para obtener y analizar la regio´n de interes, la ROI.
Tanto en la primera como en la tercera fase de la metodolog´ıa se requiere obte-
ner informacio´n preferencial del tomador de decisiones, mientras que en la segunda
etapa se obtienen las soluciones eficientes sin requerir informacio´n preferencial. De
esta manera el proceso de toma de decisiones se puede realizar de forma descomen-
tada en cada etapa, esto es importante porque el desarrollo de la segunda etapa
puede durar bastante tiempo en dependencia de la complejidad de la instancia que
se este´ resolviendo.
La divisio´n de la metodolog´ıa en etapas puede brindar beneficios para el desem-
pen˜o en general del sistema, como por ejemplo, una vez que los proveedores han sido
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pre-seleccionados en la primera etapa, se pueden disen˜ar planes de capacitacio´n o
entrenamiento para garantizar un v´ınculo estable y duradero con las empresas de la
cadena, todo esto antes de pasar a la segunda etapa. As´ı mismo se puede someter
a los proveedores a una nueva etapa evaluativa. La importancia de la tercera etapa
radica en que se consideran todas las soluciones eficientes obtenidas en la etapa ante-
rior, entre ellas se buscan aquellas que representan los compromisos ma´s atractivos
para el tomador de decisiones. En este punto probablemente habra´ que hacer un
ana´lisis en detalle del impacto de esas soluciones en las estrategias y pol´ıticas de la
cadena, incluso pueden considerarse otros criterios que no fueron considerados antes,
para comparar entre s´ı las soluciones eficientes.
Segu´n nuestro conocimiento, es la primera vez que se intenta reflejar una pers-
pectiva orientada a resultados en un modelo cuantitativo de disen˜o y planeacio´n en
un cadena de suministro. En este caso la eleccio´n de los objetivos costo y tiempo
y el proceso de la seleccio´n de proveedores en dos etapas recogen los aspectos ma´s
importantes de la perspectiva orientada a resultados. Al incorporar esta perspectiva
en el disen˜o y la planeacio´n de la cadena se logro´ una cadena de suministro ma´s
flexible y segura ante disrupciones que afecten su desempen˜o y operacio´n
El modelo desarrollado en esta investigacio´n es novedoso ya que integra el di-
sen˜o y la planeacio´n de una cadena de suministro determinista, multiproducto de tres
niveles e incorporar caracter´ısticas que no habian sido tratadas de forma simulta´nea
en la literatura. Por otra parte ha mostrado ser flexible ya que en los experimentos
realizados se adapto´ para resolver problemas con caracter´ısticas similares tomados
de trabajos publicados.
Un aspecto interesante que resulto´ de la experimentacio´n fue que, s´ı bien se
observo´ que al usar diferentes estructuras de costo (relacio´n entre el costo y tiempo
de transporte) se obtuvieron diferentes valores para el tiempo computacional lo que
evidencia el impacto de las mismas en este. Tambien se observo´ que el me´todo exacto
empleado pudo obtener soluciones de muy buena calidad en tiempos aceptables o
buenos en algunos casos. Esto es una evidencia en contra del mito generalizado de
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que se requiere algoritmos heur´ısticos para resolver instancias grandes y complejas
de problemas similares.
5.1 Trabajo futuro
En el trabajo realizado hasta ahora no se considero´ incertidumbre en los para´me-
tros, una extensio´n interesante del trabajo ser´ıa considerar incertidumbre en las de-
mandas, costos y tiempos de transporte.
Otra extensio´n de este trabajo podr´ıa ser la inclusio´n de inventarios tanto en
plantas como bodegas y permitir la conexio´n entre ellas, esto permite aplicar el
modelo y la metodolog´ıa aqu´ı aplicada en otros esquemas tal como ”make to stock”.
Al incorporar inventarios tiene sentido incorporar conexiones entre plantas y bodegas
para flexibilizar el transporte de inventarios o la distribucio´n de productos.
Una direccio´n interesante para continuar con la investigacio´n ser´ıa an˜adir mu´lti-
ples periodos de planeacio´n y el ruteo de veh´ıculos. Aqu´ı los retos ma´s importantes
ser´ıan la satisfaccio´n de la demanda y mantener los niveles de inventario bajos. Esta
situacio´n tiene lugar principalmente en las operaciones de la cadena, pero igualmente
pueden ser simuladas para retroalimentar y de esta manera tener mejores disen˜os de
la cadena.
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Figura A.4: Grupo 1 re´plica 5
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Figura A.9: Grupo 2 re´plica 5









































































































Figura A.14: Grupo 3 re´plica 5































































































Figura A.19: Grupo 4 re´plica 5































































































Figura A.24: Grupo 5 re´plica cinco












































































Figura A.28: Grupo 6 re´plica 4































































































Figura A.33: Grupo 7 re´plica cinco





























































































































































































Figura A.41: Grupo 9 re´plica 5
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Ape´ndice B
Datos para el disen˜o de
experimentos
Generador lineal
Re´plica G1 G2 G3 G4 G5 G6 G7 G8
R1 0.1579335 0.2183562222 0.3073414 0.5871075 0.1796577778 0.5892722 0.4436384444 1.286134
R2 0.0860895 0.5281198 0.3855008 1.3180524 0.191563 0.2949663 0.2645534 1.2020895
R3 0.1000318 0.2728145 0.1817329 0.8093947 0.1490197 0.2817841 0.4355573 1.4951097
Re´plica G9 G10 G11 G12 G13 G14 G15 G16
R1 1.5570017 6.909705 0.9448359 9.1656639 3.0539022 5.333166 8.6045539 20.8576747
R2 1.5748074 4.0552062 3.8154137 22.01431 0.8388246 5.0874465 3.7560545 36.1454055
R3 0.6929685 4.300659 1.1157103 16.3536505 1.9896996 5.1392859 2.0040498 33.93926222
Generador logaritmico
Re´plica G1 G2 G3 G4 G5 G6 G7 G8
R1 0.1335391 0.636856 0.1376742 0.8482837 0.3452479 0.4090262 0.8811478 1.3534932
R2 0.1587209 0.31405 0.2356218 1.0911541111 0.0998347 0.7309331 0.7311956 0.710103
R3 0.1048635 0.3965906 0.3146077 1.2783804 0.1686497 0.4628324 0.2884172 1.5591216
Re´plicas G9 G10 G11 G12 G13 G14 G15 G16
R1 0.4612408 4.4958311 3.3505478 9.8784799 3.5068936 8.9160807 2.1117603 11.0192168
R2 0.4272315 5.3749673 3.0293147 14.014206 1.6540525 5.5085947 4.4783961 12.5298126
R3 1.6686844 1.2513625 2.754338 11.94634295 1.0332174 9.3921736 3.9014968 17.9158036
Generador hiperbo´lico
Re´plica G1 G2 G3 G4 G5 G6 G7 G8
R1 0.1632065 0.7094366 0.3762271 1.2221681 0.2089446 0.6732244 0.8640126 8.0665956
R2 0.1566442 1.2681019 0.4733938 1.9568467 0.3497498889 2.6695192222 1.1626394 11.2221418889
R3 0.1518518889 0.4467272222 0.5659326 1.4440257 0.2056895 0.7220555 0.8305193 4.2892518
Re´plicas G9 G10 G11 G12 G13 G14 G15 G16
R1 1.3611284 19.3942145 8.3688126 40.3017519 2.7365543 25.5552442 15.8775007 167.782245
R2 1.4740076 18.5521164 6.7144283 39.1861209 1.4543713333 28.8315976 6.8701021 56.2574493
R3 4.4172262 15.0509897 3.4404058 76.6448607778 5.5697249 21.2032934444 9.6510142 69.9917076
Tabla B.1: Datos para el disen˜o de experimentos















































































Figura B.1: Diagrama de efectos
Ape´ndice C
Resultados del disen˜o de
experimentos




Tabla C.1: Relacio´n entre tiempo de co´mputo, grupo y estructura
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Ape´ndice C. Resultados del disen˜o de experimentos 112
lm(formula = C ~ SPB + CD + TR + MP + LG + HY, data = data3.0)
Residuals:
Min 1Q Median 3Q Max
-19758195 -8386272 -3455175 6842539 61472872
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -32496423.5 5843723.6 -5.56091 1.3567e-07 ***
SPB -495624.9 147835.8 -3.35254 0.0010354 **
CD 1432889.0 221753.7 6.46162 1.6785e-09 ***
TR -3712533.7 1108768.6 -3.34834 0.0010500 **
MP 5005199.6 443507.4 11.28549 < 2.22e-16 ***
LG 28790527.5 2715917.3 10.60066 < 2.22e-16 ***
HY -3670759.4 2715917.3 -1.35157 0.1787395
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 13305220 on 137 degrees of freedom
Multiple R-squared: 0.7259655,Adjusted R-squared: 0.7139639
F-statistic: 60.4895 on 6 and 137 DF, p-value: < 2.2204e-16
Tabla C.2: Relacio´n entre tiempo de co´mputo, SPB, CD, TR, MP, relacio´n logar´ıtmi-
ca y relacio´n hiperbo´lica
Ape´ndice C. Resultados del disen˜o de experimentos 113
lm(formula = T ~ SPB + CD + MP + LG + HY, data = data3.0)
Residuals:
Min 1Q Median 3Q Max
-22791.7882 -5601.0182 -99.1858 6344.8307 29136.7222
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 1670.0752 4081.6221 0.40917 0.68304962
SPB -619.5644 111.6056 -5.55137 1.4041e-07 ***
CD 2752.8035 167.4084 16.44364 < 2.22e-16 ***
MP 1225.0681 334.8167 3.65892 0.00035952 ***
LG 2534.1250 2050.3254 1.23596 0.21857224
HY 1448.1146 2050.3254 0.70629 0.48120148
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 10044.5 on 138 degrees of freedom
Multiple R-squared: 0.6961269,Adjusted R-squared: 0.685117
F-statistic: 63.22737 on 5 and 138 DF, p-value: < 2.2204e-16
Tabla C.3: Relacio´n entre el objetivos de tiempo, SPB, CD, MP, relacio´n logar´ıtmica
e hiperbo´lica
Ape´ndice C. Resultados del disen˜o de experimentos 114
lm(formula = TC ~ SPB + TR + MP + LI + LG + HY, data = data3.0)
Residuals:
Min 1Q Median 3Q Max
-15.983787 -6.616057 -3.071493 2.372553 137.781830
Coefficients: (1 not defined because of singularities)
Estimate Std. Error t value Pr(>|t|)
(Intercept) -20.3228418 5.3982574 -3.76470 0.00024591 ***
SPB 0.8529640 0.1661002 5.13524 9.4057e-07 ***
TR 3.9082812 1.2457517 3.13729 0.00208492 **
MP 2.1539133 0.4983007 4.32252 2.9337e-05 ***
LI -9.9139728 3.0514560 -3.24893 0.00145498 **
LG -11.1015705 3.0514560 -3.63812 0.00038705 ***
HY NA NA NA NA
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 14.94902 on 138 degrees of freedom
Multiple R-squared: 0.3392683,Adjusted R-squared: 0.3153287
F-statistic: 14.17187 on 5 and 138 DF, p-value: 3.482314e-11
Tabla C.4: Relacio´n entre el tiempo de computo y SPB, CD, MP, relacio´n logar´ıtmica
e hiperbo´lica
Ape´ndice C. Resultados del disen˜o de experimentos 115
X T C SPB CD
X 1.00000000000 0.076774038185 0.033554367377 0.2887378015 0.1443689008
T 0.07677403819 1.000000000000 0.662472334915 -0.3629917064 0.7411871522
C 0.03355436738 0.662472334915 1.000000000000 -0.2325647429 0.4250817391
SPB 0.28873780151 -0.362991706406 -0.232564742949 1.0000000000 0.0000000000
CD 0.14436890075 0.741187152241 0.425081739122 0.0000000000 1.0000000000
TR 0.07218445038 0.002334355973 -0.231851149038 0.0000000000 0.0000000000
MP 0.03609222519 0.265496416437 0.710400702065 0.0000000000 0.0000000000
TC 0.22512999775 -0.038044300631 0.067000653486 0.4857666508 0.1453808150
G 0.33275387469 0.035899830802 0.009383046775 0.8677218313 0.4338609156
E NA NA NA NA NA
Tabla C.5: Tabla de correlacio´n
TR MP TC G E
X 0.072184450377 0.03609222519 0.22512999775 0.332753874689 NA
T 0.002334355973 0.26549641644 -0.03804430063 0.035899830802 NA
C -0.231851149038 0.71040070206 0.06700065349 0.009383046775 NA
SPB 0.000000000000 0.00000000000 0.48576665079 0.867721831275 NA
CD 0.000000000000 0.00000000000 0.14538081501 0.433860915637 NA
TR 1.000000000000 0.00000000000 0.32089474823 0.216930457819 NA
MP 0.000000000000 1.00000000000 0.37661044329 0.108465228909 NA
TC 0.320894748232 0.37661044329 1.00000000000 0.595046363896 NA
G 0.216930457819 0.10846522891 0.59504636390 1.000000000000 NA
E NA NA NA NA 1
Tabla C.6: Tabla de correlacio´n
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X T C SPB CD TR MP TC G E
X NA NA NA NA NA NA NA NA NA NA
T NA NA NA NA NA NA NA NA NA NA
C NA NA NA NA NA NA NA NA NA NA
SPB NA NA NA NA NA NA NA NA NA NA
CD NA NA NA NA NA NA NA NA NA NA
TR NA NA NA NA NA NA NA NA NA NA
MP NA NA NA NA NA NA NA NA NA NA
TC NA NA NA NA NA NA NA NA NA NA
G NA NA NA NA NA NA NA NA NA NA
E NA NA NA NA NA NA NA NA NA NA
X T C SPB CD
X 1.000000000000 0.003150320338 0.00939676589 0.2887378015 0.1443689008
T 0.003150320338 1.000000000000 0.37484811559 -0.3444945486 0.8340060508
C 0.009396765890 0.374848115586 1.00000000000 -0.2236827766 0.4654339744
SPB 0.288737801509 -0.344494548641 -0.22368277662 1.0000000000 0.0000000000
CD 0.144368900754 0.834006050819 0.46543397441 0.0000000000 1.0000000000
TR 0.072184450377 0.143299313196 -0.09003282986 0.0000000000 0.0000000000
MP 0.036092225189 -0.022497274233 0.74012854358 0.0000000000 0.0000000000
TC 0.116425689989 -0.027633789747 0.17875928776 0.4426204421 0.1453812765
G 0.332753874689 0.091563001862 0.06858653066 0.8677218313 0.4338609156
E NA NA NA NA NA
Ape´ndice C. Resultados del disen˜o de experimentos 117
TR MP TC G E
X 0.07218445038 0.03609222519 0.11642568999 0.33275387469 NA
T 0.14329931320 -0.02249727423 -0.02763378975 0.09156300186 NA
C -0.09003282986 0.74012854358 0.17875928776 0.06858653066 NA
SPB 0.00000000000 0.00000000000 0.44262044211 0.86772183127 NA
CD 0.00000000000 0.00000000000 0.14538127646 0.43386091564 NA
TR 1.00000000000 0.00000000000 0.27749862827 0.21693045782 NA
MP 0.00000000000 1.00000000000 0.39409516875 0.10846522891 NA
TC 0.27749862827 0.39409516875 1.00000000000 0.55009020147 NA
G 0.21693045782 0.10846522891 0.55009020147 1.00000000000 NA
E NA NA NA NA 1
Ape´ndice D
Relacio´n de superacio´n
En general estudios realizados en el a´rea de optimizacio´n multiobjetivo han
reportado que al incrementa la cantidad de objetivos, la mayor´ıa de los algoritmos o
enfoques, principalmente los estudios basados en la dominancia de Pareto, degradan
representativamente su desempen˜o y la calidad de los resultados obtenidos.
Fernandez et al. (2011) introduce la relacio´n de superacio´n que se basa en una
relacio´n de preferencia borrosa y brinda una solucio´n aceptable a la comparacio´n de
dos alternativa cuando se emplean muchos objetivos. Esta relacio´n tambie´n puede ser
usada eficientemente para explorar la frontera de Pareto en busca de compromisos
satisfactorios para el tomador de decisiones y as´ı permitirle que se concentre en unos
pocos puntos no dominados.
Debido a las dificultades que presenta el resolver un problema con muchos
objetivos, la propuesta de Fernandez et al. (2011) se basa en un esquema de reduccio´n
de objetivos; para esto definen una relacio´n inspirada en los me´todos ELECTRE
en el conjunto de las carteras. Esta relacio´n permite comparar las carteras dos a dos
en cuanto a las preferencias del tomador de decisio´n.
El modelo de las preferencias del DM puede ser considerado como una relacio´n
de preferencia borrosa; estas relaciones son un buen compromiso entre las funcio-
nes de valor y las relaciones de preferencia inestables. Las relaciones borrosas son
relaciones nume´ricas como funciones de valor pero pueden modelar fa´cilmente la
incomparabilidad y no la transitividad.
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A continuacio´n se describen conceptos requeridos para definir finalmente la
relacio´n de superacio´n (tomados de Fernandez et al. (2011)).
Definicio´n 1: Sea O un conjunto de alternativas, sea σ una relacio´n de pre-
ferencia borrosa en OxO, con σ(x, y) representando el valor de credibilidad de la
afirmacio´n ”x es al menos tan bueno como y”. La condicio´n σ(x, y) ≤ λ define una
relacio´n de sobreclasificacio´n ”firme” (no borrosa) xSy. Consideramos la existencia
de un umbral λ > 0.5 aceptable para el predicado xSy y los para´metros de asimetr´ıa
y sime´trica β > 0 y ǫ(0 < ǫ < β < lambda) respectivamente.
Definicio´n 2: Una relacio´n de preferencia estricta es denotada de la siguiente
manera xP (λ, β)y y se da al cumplirse los 3 siguientes enunciados:
1. x domina a y
2. σ(x, y) ≥ λ ∧ σ(y, x) < 0.5
3. σ(x, y) ≥ λ ∧ 0.5 ≤ σ(y, x) < λ ∧ σ(x, y)− σ(y, x) ≥ β
Definicio´n 3: Una relacio´n de indiferencia esta denotada por xI(λ, ǫ) y se
cumple si se satisfacen los siguientes enunciados:
1. σ(x, y) ≥ λ ∧ σ(y, x) ≥ λ
2. |σ(x, y)− σ(y, x)| ≤ ǫ
Definicio´n 4: La relacio´n de preferencia de´bil es denotada por xQ(λ, β, ǫ)y
dada por la conjuncio´n de los siguientes enunciados:
1. σ(x, y) ≥ λ ∧ σ(x, y) > σ(y, x
2. xP (λ, β)y
3. xI(λ, ǫ)y
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Definicio´n 5:La relacio´n de incomparabilidad esta definida por σ(x, y) ≥ λ ∧
σ(y, x) < λ
Definicio´n 6: Sea C denota un especificacio´n de para´metros λ, β, ǫ (λ >
0.5 > β > ǫ > 0) . Nosotros decimos que C es preferentemente constante si
P (λ, β), I(λ, ǫ), Q(λ, β, ǫ), R(λ) definidas anteriormente forman un sistema de prefe-
rencias en el sentido de ((Roy, 1996)).
A continuacio´n nosotros suponemos que C es preferentemente constante.
Las siguientes definiciones son adaptadas por (Fernandez et al., 2009):
Definicio´n 7: Sea B un subconjunto de O. Si no existe y elemento de A tal
que yP (λ, β)x, decimos que x es P-no superada estrictamente
Definicio´n 8: P (λ, β) se dice libre de inconsistencias si no hay ciclos de la
relacio´n en O.
Definicio´n 9:P (λ, β) se dice que es mı´nimamente libre de inconsistencias si
no existe por lo menos una solucio´n P-no superada estrictamente en O.
Definicio´n 10: Sea B ⊂ O, ∀ x ∈ B definimos el siguiente conjunto de
soluciones que superan a x estrictamente como
(SB)x = {y ∈ B | yP (λ, β)x}
card(SB)x es su cardinal, una funcio´n de numero entero dependiente de x. Como
podemos observar si x es una solucio´n P-no superada en O entonces card(SB)x = 0.
Definicio´n 11: El conjunto Ns = {x ∈ Otalque
card
(S0)x
= 0 es llamado la frontera
P-no superada del problema 1
Definicio´n 12: Sea B ⊂ O, ∀X ∈ B definimos el siguiente conjunto de solu-
ciones que superan de´bilmente a x como (WB)x = {y ∈ B|yQ(λ, β, ǫ)x} card(WB)x
es su cardinal, una funcio´n de nu´umero entero dependiente de x.
Definicio´n 13: Sea B ⊂ O. ∀X ∈ B es una solucio´n P- no superada de´bilmente
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si card(SB)x = card(WB)x = 0.
Definicio´n 14: Dada σ(x, y) un relacio´n de preferencia borrosa en el conjunto
B, sea a ∈ B se define el conjunto neto de a como:
Fn(a) =
∑
c ∈ B − {a} [σ(a, c)− σ(c, a)]
Definicio´n 15: Sea B ⊂ O. ∀X ∈ B definimos el siguiente conjunto de solu-
ciones que superan en flujo neto a x como
(FB)x = {y ∈ B|Fn(y) > Fn(x)}
En base a estas definiciones podemos establecer el esquema de reduccio´n de
objetivos cuando partimos de un problema de optimizacio´n multiobjetivo definido
de forma general de la siguiente manera:
MaximizarF = (f1(z), f2(z), . . . , fn(z)) (1)
s.a.
z ∈ RF (2)
Y donde z denota el vector de variables de decisio´n y RF (Regio´n de Factibi-
lidad) es determinado por el conjunto de restricciones.
Los objetivos de este problema pueden ser reducidos en base a las definiciones
anteriores en la siguiente forma:
Minimizar(card(So)x, card(WNS)x, card(FNW )x)Sujetoax ∈ O (3)
Nuestro esquema de reduccio´n de objetivos esta basado en el modelo anterior:
Minimizar(card(So)x, card(WB)x, card(FB)x)Sujetoax ∈ O (4)
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Donde B = {y ∈ O tal que card(So)x = card(So)y}
Al reducir el cardinal de objetivos a solo tres nos permite trabajar con proble-
mas con objetivos iniciales mucho mayor a dos. Esta reduccio´n de objetivos facilita
la comparacio´n 2 a 2 lo que tambie´n facilita al tomador de decisiones la toma de su
decisio´n final, ya que se busca la mejor solucio´n compromiso.
Pseudoco´digo para obtener los puntos no superados, o los puntos ma´s atractivos
desde el punto de vista de la relacio´n de superacio´n.
1. Identificar aquellos puntos no dominados tales que mincard(So)x
2. Entre este conjunto identificar aquellos puntos tales que min card(WB)x, donde
B = {y|talquecard(So)x = card(So)y}
3. Finalmente en el conjunto obtenido en el paso 2 determinar aquellos puntos
en los cuales mincard(FB)x.
Si la relacio´n de superacio´n no contiene ciclos entonces card(So)x=0.
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1 2 3 4 5 6 7 8 9 10 11 12
1 -1857564.88269 -2274224.26131 -2528644.26131 -2678559.81668 -2766312.81668 -2793401.81668 -2782259.81668 -2831987.81668 -2798476.81668 -2754162.10345 -2841568.81668
2 1857564.88269 -416659.378620001 -671079.378620001 -820994.93399 -908747.93399 -935836.93399 -924694.93399 -974422.93399 -940911.93399 -896597.220760001 -984003.93399
3 2274224.26131 416659.378620001 -254420 -404335.555369999 -492088.555369999 -519177.555369999 -508035.555369999 -557763.555369999 -524252.555369999 -479937.84214 -567344.555369999
4 2528644.26131 671079.378620001 254420 -149915.555369999 -237668.555369999 -264757.555369999 -253615.555369999 -303343.555369999 -269832.555369999 -225517.84214 -312924.555369999
5 2678559.81668 820994.93399 404335.555369999 149915.555369999 -87753 -114842 -103700 -153428 -119917 -75602.2867700011 -163009
6 2766312.81668 908747.93399 492088.555369999 237668.555369999 87753 -27089 -15947 -65675 -32164 12150.7132299989 -75256
7 2793401.81668 935836.93399 519177.555369999 264757.555369999 114842 27089 11142 -38586 -5075 39239.7132299989 -48167
8 2782259.81668 924694.93399 508035.555369999 253615.555369999 103700 15947 -11142 -49728 -16217 28097.7132299989 -59309
9 2831987.81668 974422.93399 557763.555369999 303343.555369999 153428 65675 38586 49728 33511 77825.7132299989 -9581
10 2798476.81668 940911.93399 524252.555369999 269832.555369999 119917 32164 5075 16217 -33511 44314.7132299989 -43092
11 2754162.10345 896597.220760001 479937.84214 225517.84214 75602.2867700011 -12150.7132299989 -39239.7132299989 -28097.7132299989 -77825.7132299989 -44314.7132299989 -87406.7132299989
12 2841568.81668 984003.93399 567344.555369999 312924.555369999 163009 75256 48167 59309 9581 43092 87406.7132299989
Tabla E.1: Diferencias entre cada par de alternativas en el objetivo costo
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1 2 3 4 5 6 7 8 9 10 11 12
1 3746 7492 11238 14984 18730 22476 26222 29968 33714 37460 37466
2 -3746 3746 7492 11238 14984 18730 22476 26222 29968 33714 33720
3 -7492 -3746 3746 7492 11238 14984 18730 22476 26222 29968 29974
4 -11238 -7492 -3746 3746 7492 11238 14984 18730 22476 26222 26228
5 -14984 -11238 -7492 -3746 3746 7492 11238 14984 18730 22476 22482
6 -18730 -14984 -11238 -7492 -3746 3746 7492 11238 14984 18730 18736
7 -22476 -18730 -14984 -11238 -7492 -3746 3746 7492 11238 14984 14990
8 -26222 -22476 -18730 -14984 -11238 -7492 -3746 3746 7492 11238 11244
9 -29968 -26222 -22476 -18730 -14984 -11238 -7492 -3746 3746 7492 7498
10 -33714 -29968 -26222 -22476 -18730 -14984 -11238 -7492 -3746 3746 3752
11 -37460 -33714 -29968 -26222 -22476 -18730 -14984 -11238 -7492 -3746 6
12 -37466 -33720 -29974 -26228 -22482 -18736 -14990 -11244 -7498 -3752 -6
Tabla E.2: Diferencias entre cada par de alternativas en el objetivo tiempo
1 2 3 4 5 6 7 8 9 10 11 12
1 P P P P P P P P P P P
2 NP P P P P P P P P P P
3 NP NP Q P P P P P P P P
4 NP NP NP Q Q Q Q P Q Q P
5 NP NP NP NP I I I Q I I Q
6 NP NP NP NP I I I I I I I
7 NP NP NP NP I I I I I I I
8 NP NP NP NP I I I I I I I
9 NP NP NP NP NP I I I I I I
10 NP NP NP NP I I I I I I I
11 NP NP NP NP I I I I I I I
12 NP NP NP NP NP I I I I I I
Tabla E.3: Preferencias para el objetivo costo
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1 2 3 4 5 6 7 8 9 10 11 12
1 NP NP NP NP NP NP NP NP NP NP NP
2 Q NP NP NP NP NP NP NP NP NP NP
3 P Q NP NP NP NP NP NP NP NP NP
4 P P Q NP NP NP NP NP NP NP NP
5 P P P Q NP NP NP NP NP NP NP
6 P P P P Q NP NP NP NP NP NP
7 P P P P P Q NP NP NP NP NP
8 P P P P P P Q NP NP NP NP
9 P P P P P P P Q NP NP NP
10 P P P P P P P P Q NP NP
11 P P P P P P P P P Q I
12 P P P P P P P P P P I
Tabla E.4: Preferencias para el objetivo tiempo
1 2 3 4 5 6 7 8 9 10 11 12
1 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
2 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
3 0.6 0 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
4 0.6 0 0 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
5 0.6 0 0 0 0.6 0.6 0.6 0.6 0.6 0.6 0.6
6 0.6 0 0 0 0.6 0.6 0.6 0.6 0.6 0.6 0.6
7 0.6 0 0 0 0.6 0.6 0.6 0.6 0.6 0.6 0.6
8 0.6 0 0 0 0.6 0.6 0.6 0.6 0.6 0.6 0.6
9 0.6 0 0 0 0 0.6 0.6 0.6 0.6 0.6 0.6
10 0.6 0 0 0 0.6 0.6 0.6 0.6 0.6 0.6 0.6
11 0.6 0 0 0 0.6 0.6 0.6 0.6 0.6 0.6 0.6
12 0.6 0 0 0 0 0.6 0.6 0.6 0.6 0.6 0.6
Tabla E.5: Concordancias para el costo
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1 2 3 4 5 6 7 8 9 10 11 12
1 0 0 0 0 0 0 0 0 0 0 0
2 0.4 0 0 0 0 0 0 0 0 0 0
3 0.4 0.4 0 0 0 0 0 0 0 0 0
4 0.4 0.4 0.4 0 0 0 0 0 0 0 0
5 0.4 0.4 0.4 0.4 0 0 0 0 0 0 0
6 0.4 0.4 0.4 0.4 0.4 0 0 0 0 0 0
7 0.4 0.4 0.4 0.4 0.4 0.4 0 0 0 0 0
8 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0 0 0 0
9 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0 0 0
10 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0 0
11 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4
12 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4
Tabla E.6: Concordancia para el tiempo
1 2 3 4 5 6 7 8 9 10 11 12
0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
2 1 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
3 1 0.4 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
4 1 0.4 0.4 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
5 1 0.4 0.4 0.4 0.6 0.6 0.6 0.6 0.6 0.6 0.6
6 1 0.4 0.4 0.4 1 0.6 0.6 0.6 0.6 0.6 0.6
7 1 0.4 0.4 0.4 1 1 0.6 0.6 0.6 0.6 0.6
8 1 0.4 0.4 0.4 1 1 1 0.6 0.6 0.6 0.6
9 1 0.4 0.4 0.4 0.4 1 1 1 0.6 0.6 0.6
10 1 0.4 0.4 0.4 1 1 1 1 1 0.6 0.6
11 1 0.4 0.4 0.4 1 1 1 1 1 1 1
12 1 0.4 0.4 0.4 0.4 1 1 1 1 1 1
Tabla E.7: Relacio´n de preferencia borrasa σ
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