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Performance of many parallel applications is affected by computation overheads, communication time, and load imbalance. Among these factors, load imbalance is caused by
the irregular nature of the problem, its algorithm, the difference in processor characteristics, and runtime loads. A class of scientific applications has parallel loops as major source
of concurrency. However, due to the irregular execution times of the loops iterations, it
is difficult to achieve optimal performance without dynamic load balancing. In this thesis a dynamic load balancing library called LB Migrate is presented, that addresses load
imbalance at all three levels i.e. problem, algorithmic, and systemic in applications with
parallel loops. The library provides a range of dynamic scheduling techniques and data
migration strategies to achieve effective load balancing. The analysis of the experimental results using LB Migrate with different applications indicates consistent performance
improvement, with small overhead underscoring the effectiveness of using the library.

DEDICATION

This research is dedicated to my Grandfather

ii

ACKNOWLEDGMENTS

I would like to express my heartfelt gratitude to my major professor Dr. Ioana Banicescu for her invaluable advise, guidance and support during the course of this reserach
and work on this thesis. I would like to thank my committee Dr. Yul Chu and Dr. Thomas
Haupt for their invaluable guidance and contributions. I would like to thank Dr. Ricolindo
L. Cariño for his valuable suggestions and technical advice.
I would like to thank High Performance Computing Collaboratory (HP C 2) for providing the computing facilities for this thesis work. This work was partially supported by
the following National Science Foundation grants: NSF CAREER 9984465, and NSF EPS
0132618.

iii

TABLE OF CONTENTS

NAME . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ii

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

vii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
LIST OF SYMBOLS, ABBREVIATIONS, AND NOMENCLATURE . . . . . . .

x

CHAPTER
1. INTRODUCTION . . .
1.1 Related Work . . .
1.2 Proposed Work . .
1.3 Problem Statement
1.3.1 Goals . . .
1.4 Thesis Structure .

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

1
2
3
4
4
5

2. LITERATURE REVIEW AND RELATED RESEARCH
2.1 Static Partitioning . . . . . . . . . . . . . . . . .
2.1.1 Chaco . . . . . . . . . . . . . . . . . . . .
2.1.2 METIS . . . . . . . . . . . . . . . . . . .
2.2 Dynamic Load Balancing . . . . . . . . . . . . .
2.2.1 DRAMA . . . . . . . . . . . . . . . . . .
2.2.2 ZOLTAN . . . . . . . . . . . . . . . . . .
2.2.3 Charm++ . . . . . . . . . . . . . . . . . .
2.2.4 LBtool . . . . . . . . . . . . . . . . . . .
2.3 Summary . . . . . . . . . . . . . . . . . . . . . .

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.

6
7
7
8
8
9
9
10
10
11

3. LOAD BALANCING STRATEGIES
3.1 Parallel Loops . . . . . . . . .
3.2 Causes of Load Imbalance . . .
3.3 Loop Scheduling Strategies . .

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

13
13
14
14

iv

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.

.
.
.
.

.
.
.
.

3.3.1 Static scheduling . . . . . .
3.3.2 Fixed Size Chunking . . . .
3.3.3 Guided Self Scheduling . .
3.3.4 Factoring . . . . . . . . . .
3.3.5 Weighted Factoring . . . . .
3.3.6 Adapted Weighted Factoring
3.3.7 Adaptive Factoring . . . . .
3.4 Summary . . . . . . . . . . . . . .

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

15
16
16
16
17
18
19
20

4. DESIGN OF LIBRARY . . . . . . . . . . . . . . . . . . . . . .
4.1 LB Migrate Environment . . . . . . . . . . . . . . . . . .
4.2 Model Application and Library integration . . . . . . . . .
4.3 Master/Slave Approach . . . . . . . . . . . . . . . . . . .
4.4 Data Distribution . . . . . . . . . . . . . . . . . . . . . . .
4.4.1 Replicated . . . . . . . . . . . . . . . . . . . . . .
4.4.2 Distributed . . . . . . . . . . . . . . . . . . . . . .
4.5 LB Migrate parameters . . . . . . . . . . . . . . . . . . .
4.6 Communication Protocol . . . . . . . . . . . . . . . . . . .
4.7 Data Migration Strategy . . . . . . . . . . . . . . . . . . .
4.7.1 GET Strategy . . . . . . . . . . . . . . . . . . . . .
4.7.1.1 Data migration strategy for replicated data .
4.7.1.2 Data migration strategy for distributed data
4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . .

.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.

21
21
22
25
25
25
26
26
28
30
31
31
32
33

5. EXPERIMENTS, RESULTS AND ANALYSIS . . . . . . . . . . .
5.1 Performance Metrics . . . . . . . . . . . . . . . . . . . . . .
5.1.1 Parallel runtime . . . . . . . . . . . . . . . . . . . . .
5.1.2 Cost . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.1.3 Performance . . . . . . . . . . . . . . . . . . . . . .
5.1.4 Effectiveness . . . . . . . . . . . . . . . . . . . . . .
5.1.5 Speedup . . . . . . . . . . . . . . . . . . . . . . . . .
5.1.6 Efficiency . . . . . . . . . . . . . . . . . . . . . . . .
5.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . .
5.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . .
5.3.1 Profiling of an Automatic Quadrature Routine (AQR) .
5.4 Experiment setup . . . . . . . . . . . . . . . . . . . . . . . .
5.4.1 Image Denoising . . . . . . . . . . . . . . . . . . . .
5.4.2 N-body Simulation . . . . . . . . . . . . . . . . . . .
5.5 Library Overhead . . . . . . . . . . . . . . . . . . . . . . . .
5.6 Data Migration . . . . . . . . . . . . . . . . . . . . . . . . .
5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . .

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

34
34
35
35
35
36
36
36
37
37
37
39
47
53
56
58
58

v

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.

6. CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

60
61
62

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

63

vi

LIST OF TABLES

4.1 Debug levels for the library . . . . . . . . . . . . . . . . . . . . . . . . . . .

28

5.1 Cost overhead using the library . . . . . . . . . . . . . . . . . . . . . . . . .

57

5.2 Cost improvement due to data migration . . . . . . . . . . . . . . . . . . . .

59

vii

LIST OF FIGURES

4.1 LB Migrate Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . .

22

4.2 Pseudo code of sample application without library . . . . . . . . . . . . . . .

23

4.3 Pseudo code of sample application with LB Migrate . . . . . . . . . . . . . .

24

4.4 LB Migrate Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

27

4.5 Communication messages in LB Migrate . . . . . . . . . . . . . . . . . . .

29

4.6 GET Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

32

5.1 Front Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

40

5.2 Center Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

41

5.3 Back Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

42

5.4 Percentage cost improvement for AQR (N=21600)- Front distribution . . . .

42

5.5 Percentage cost improvement for AQR (N=21600) - Center distribution . . .

43

5.6 Percentage cost improvement for AQR (N=21600) - Back distribution . . . .

43

5.7 Percentage cost improvement for AQR (N=43200) - Front distribution . . . .

44

5.8 Percentage cost improvement for AQR (N=43200) - Center distribution . . .

44

5.9 Percentage cost improvement for AQR (N=43200) - Back distribution . . . .

45

5.10 Percentage cost improvement for AQR (N=43200) - Front distribution . . . .

45

5.11 Percentage cost improvement for AQR (N=86400) - Center distribution . . .

46

viii

5.12 Percentage cost improvement for AQR (N=86400) - Back distribution . . . .

46

5.13 High-level outline of the parametric study (sequential code) . . . . . . . . . .

48

5.14 High- level outline of the parametric study (statically distributed parallel code)

48

5.15 Pseudo code denoising with LB Migrate . . . . . . . . . . . . . . . . . . . .

49

5.16 Moon Surface performance improvement, N = 65610 . . . . . . . . . . . . .

50

5.17 Moon Surface performance improvement, N = 98415 . . . . . . . . . . . . .

51

5.18 Moon Surface performance improvement, N = 131220 . . . . . . . . . . . .

51

5.19 LenaGray performance improvement, N = 65610 . . . . . . . . . . . . . . .

52

5.20 LenaGray performance improvement, N = 98415 . . . . . . . . . . . . . . .

52

5.21 LenaGray performance improvement, N = 131220 . . . . . . . . . . . . . . .

53

5.22 N-body simulations, N = 100000 . . . . . . . . . . . . . . . . . . . . . . . .

55

5.23 N-body simulations, N = 200000 . . . . . . . . . . . . . . . . . . . . . . . .

55

5.24 N-body simulations, N = 500000 . . . . . . . . . . . . . . . . . . . . . . . .

56

ix

LIST OF SYMBOLS, ABBREVIATIONS, AND NOMENCLATURE

Identifiers:
MPI Message Passing Interface
DRAMA Dynamic Re-Allocation of Meshes for parallel finite element Applications

x

CHAPTER 1
INTRODUCTION

Parallel computers are often used to solve large science and engineering problems
that are irregular and data parallel. Ideally, large problems are executed faster on parallel machines by dividing the problem into independent subproblems and solving them
simultaneously, thus achieving higher performance as compared to execution on a single
processor. However, factors like communication time, computation overhead, and load imbalance affect the performance of parallel systems. Among these factors load imbalance
is caused by variance in problem characteristics, algorithmic characteristics, and system
characteristics.
Traditionally, load balancing for many applications is achieved by a one-time assignment of tasks to processors that does not change over the course of application execution.
However, a large class of applications are unpredictable and vary over the course of the
computation. For such applications, load balancing can only be obtained if the workload
is distributed during the execution of the application. A number of static and dynamic
load balancing tools and libraries are available for different types of applications. A class
of scientific applications contain parallel loops with iterates as a major source of concurrency. The loops are independent and can be executed in any order or even simultaneously
1

without affecting the correctness of the computations. However, the loops may have variable execution time, which translates into performance degradation of the application due
to load imbalance. Thus, a dynamic load balancing library is needed for scientific applications with loops. In this thesis we propose a dynamic load balancing library, LB Migrate,
targeting large, complex, irregular scientific applications with parallel loops. A qualitative
analysis of the library, its design, and implementation issues are discussed in the thesis.

1.1 Related Work
Data parallel computations involve performing similar operations on different data
objects simultaneously. In many scientific applications, loops without dependencies offer a rich source of data parallelism. Loop scheduling refers to ordering of execution
of loop iterates onto processors. Proper loop scheduling leads to increased utilization of
the system resources by reducing the load imbalance among the processors. Over the
years, a number of dynamic loop scheduling algorithms have been proposed to address
performance degradation caused by problem characteristics, algorithmic characteristics
and systemic characteristics. In general, loop scheduling techniques range from static
scheduling to more advanced dynamic scheduling techniques like factoring (FAC) [14],
adaptive weighted factoring (AWF) [3], adaptive factoring (AF) [2, 3], etc. The advanced
scheduling techniques are based on probabilistic analyses, that dynamically compute assignment of variable-size chunks of loop iterates with variable execution times, such that
the chunks are completed before the optimal time with high probability.
2

A number of dynamic load balancing libraries have been developed for various kinds
of applications. There are libraries which are closely integrated with the application
(e.g. DRAMA [5]). Such libraries perform both scheduling and load balancing needed
to achieve better performance. On the other hand, there are libraries which perform
scheduling but assist the application in data migration (e.g. ZOLTAN [9]). To the best of
our knowledge all these libraries address the degradation factors caused only by problem
and/or algorithmic characteristics. None of them address simultaineously all three aspects
of performance degradation (i.e. including systemic characteristics). Also in message
passing environments there is no dynamic load balancing library available for applications
with parallel loops that also includes data migration.

1.2 Proposed Work
Most applications using dynamic load balancing, have load balancing algorithms embedded with the application, thus, leading to a close coupling between the application and
load balancing algorithm’s data structure [10]. Thus, the application developer, has double responsibility: to optimize the application performance by selecting the best algorithm
for scheduling the loops and to performing data migration. Also, such close coupling between the application and scheduling strategies leads to single application use of the load
balancing algorithm. To overcome these drawbacks, a dynamic load balancing library is
needed.

3

The goal of this research is to develop a dynamic load balancing library for large scientific applications with parallel loops. This library will consist of available loop scheduling techniques (e.g. factoring, adaptive factoring, etc.), and data migration strategies that
would be incorporated to perform data migration for the application. Such a library is
developed using MPI, and it is targeted to be executed in distributed environments using
both replicated and distributed data.

1.3 Problem Statement
The research problem can be stated as follows:
1. To the best of our knowledge, for the first time a dynamic load balancing library for
scientific application with parallel loops that also provides data migration is being
developed. The library provides flexibility with various scheduling methods. It is
targeted to distributed memory architecture using the message passing model, and
for applications having arrays as their data structure.
2. The library may be used with applications that have different data types and data distributions. The library considerably reduces the load imbalance among processors
thus improving application performance.

1.3.1 Goals
The goals of this thesis are:
1. Conducting an extensive study of the available dynamic load balancing libraries.
2. Understanding the need for designing a dynamic load balancing library for applications with parallel loops.
3. Designing the library to not only perform scheduling, but also data migration, so
that the application developer can focus on the application rather than on improving
performance via load balancing.
4. Integrating the library into various applications with different data types and data
distributions (replicated or distributed).
4

5. Analyzing and evaluating experimentally the performance of the library with different applications.
6. Drawing conclusions from the current work and proposing further development.

1.4 Thesis Structure
The rest of the thesis is organized as follows. In Chapter II, we look at the related work
on load balancing libraries. A number of static and dynamic load balancing libraries and
their limitations are discussed. In Chapter III, a discussion of the various loop scheduling
strategies that are part of LB Migrate library is presented. The design and implementation of the library are discussed in Chapter IV. The experimental results and performance
analysis are presented in Chapter V. In Chapter VI, we present the conclusions and future
work.

5

CHAPTER 2
LITERATURE REVIEW AND RELATED RESEARCH

Parallel computers are often used to solve large scientific problems that are irregular
and data parallel. The goal is to assign workload evenly to processors so that no processor is idle while others are computing and keeping inter-processor communication costs
low. In many scientific problems, the above objectives are achieved by a one-time assignment of tasks to processors that does not change during the course of the application.
However, a number of scientific applications have workload that is unpredictable and vary
over the course of computation. For such type of applications, high performance can only
be obtained if the workload is distributed among processors in a time-varying “dynamic”
fashion (i.e. at runtime, during the execution of the application). These applications impose different requirements upon dynamic load balancing algorithms. Several research
efforts have demonstrated the usefulness of load balancing algorithms and tools for advanced scientific computing. In this chapter, we discuss some of the existing static and
dynamic load balancing libraries.

6

2.1

Static Partitioning
In many scientific problems like the traditional finite element and finite difference

methods, dense linear solvers, and most iterative solvers are very stable and do not show
much load imbalance over the course of computation. For such applications the workload
is distributed once among processors. Such one-time assignment of tasks to processors
is known as “static” distribution and does not change over the course of the computation.
There are several static partitioning tools that have been developed to support static task
distribution, such as Chaco [4], METIS [11], PARTY [21], SCOTCH [19], etc. In this
section we shall discuss two of these - Chaco and METIS.

2.1.1 Chaco
Researchers at Sandia National Laboratories have developed a variety of innovative algorithms for decomposition problems and implemented them in a software package called
Chaco. Chaco is a software package designed to statically partition graphs. It allows the
recursive application of any methods for finding small edge and vertex weighted graphs.
These methods include spectral, inertial, and multilevel methods in addition to other strategies, and each of these can be used to partition the graph into two, four, and eight pieces
at each level of recursion.

7

2.1.2 METIS
METIS, developed at University of Minnesota, is a set of programs for partitioning
graphs, partitioning finite element meshes, and for computing fill reducing ordering for
sparse matrices. The algorithms are based on the multilevel graph partitioning schemes.
METIS provides high quality partitions, is extremely fast, and produces low fill ordering.
Experiments on a large number of graphs arising in various domains including finite element methods, linear programming, VLSI, and transportation show that METIS produces
partitions that are better than those produced by other algorithms. The partitions produced
by METIS are 10% to 50% better than those produced by spectral partitioning algorithms.
METIS sometimes leads to element based load imbalance.

2.2 Dynamic Load Balancing
A number of important applications such as Adaptive Mesh Refinement (AMR), adaptive physics models, particle simulations, multiphysics simulations, crash simulations, application with parallel loops, etc. have workloads that are unpredictable and vary over
the course of the execution. For such type of applications, high performance can only be
obtained if the work load is distributed among processors in a time-varying “dynamic”
fashion (i.e. at runtime, during the execution of the application). These applications impose different requirements upon dynamic load balancing algorithms. Some applications
like particle simulations are fundamentally geometric in nature, while others such as AMR
are described using mesh connectivity. Thus, a complicated tradeoff needs to occur be8

tween the cost of the load balancer, the quality of partition it produces, and the amount
of data needed to be redistributed [12]. In this section we discuss some of the existing
dynamic load balancing libraries for different applications.

2.2.1 DRAMA
The DRAMA [5] project created a dynamic load balancing library specifically for
parallel unstructured finite element applications with changing workloads and communication requirements. The library consists of dynamic mesh repartitioning algorithms.
These algorithms must interact with the application program, take inputs from the application program consisting of the current distributed mesh, calculation, and communication
cost parameters and time. Based on the output of the mesh repartitioning, the application must decide whether the gain from the redistribution will outweigh the cost of data
migration, and if so, migrate the application data according to the new partitioning.

2.2.2 ZOLTAN
Aiming to a wider range of applications, the Sandia National Laboratory developed
a dynamic load balancing library called Zoltan [9]. Zoltan simplifies the load balancing,
data movement, unstructured communication and memory usage difficulties that arise in
dynamic applications such as adaptive finite-element methods, particle simulations, and
crash simulations. The Zoltan library is a collection of data management services for
unstructured, adaptive, and dynamic applications [9].

9

Data migration involves gathering data from an overloaded processor and sending it to
an underloaded processor. Zoltan does not perform all the operations for data migration.
However, it assists an application with the communication required in data migration.
[10]. It knows where data must be sent to establish the new decomposition and perform
all the communication using the communication tools needed within the library. Thus, the
application specifies means of gathering data and migrating it into a new processors data
structure.

2.2.3 Charm++
Charm++ [17] is a machine independent parallel programming system based on C++.
It is an explicitly parallel language consisting of C++ and a few extensions and provides a
clear separation between sequential and parallel objects. The extension model of Charm++
is message driven, thus helping to write programs that are latency-tolerant .
The language supports multiple inheritance, overloading, dynamic binding, strong typing and reuse of parallel objects, all of which are difficult problems in a parallel context.
Charm++ implementes dynamic load balancing strategies, specific modes for sharing information between parallel objects, and its runtime system.

2.2.4 LBtool
LBtool [7], a general-purpose load balancing tool, has been developed at Mississippi
State University. The tool caters to applications with computationally intensive parallel
loops. The tool is based on the MPI library and is suitable when the loop data is already
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partitioned among the participating processes. The tool dynamically schedules the execution of chunks of loop iterates and directs the transfer of data between processes if needed
to achieve better performance. Load balancing schemes based on dynamic loop scheduling, such as factoring (FAC) [14], fractiling (FRAC) [1], adaptive weighted factoring (WF)
[13], adaptive weighted factoring (AWF) [3], and adaptive factoring (AF) [2, 3], etc. have
been used for scheduling loops on various processes. The tool may be used to parallelize a
sequential application with parallel loops or as an alternate load balancing strategy for an
existing parallel application. A limitation of LBtool is the necessity for the user to provide
routines for migrating data and results.

2.3 Summary
Significant work has been done regarding scheduling and load balancing to improve
performance of scientific applications. There are high-quality partitioning tools (Chaco,
METIS, etc) parallel libraries which do not consider systemic and algorithmic variance
responsible for load imbalance. A number of libraries or tools work with particular load
balancing algorithms and in close coupling with the application data structure limiting to
a single algorithm. There are general purpose load balancing tools available like Zoltan;
however, they generally assist the application with load balancing, leaving up to the developer to carry the actual load balancing.
Most load balancing tools use an iterative static approach and do not seem to address
irregularities that occur during the application execution within a time step of the compu11

tation on mesh partitions. The static iterative partitioning approach does not address issues
like the variance in processor performance during application execution, variation in load,
the variation in network latency, etc. To address these issues we propose LB Migrate, a
dynamic load balancing library for large scientific applications with parallel loops.
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CHAPTER 3
LOAD BALANCING STRATEGIES

Various scheduling techniques available for loop scheduling are discussed in this chapter. In the first section, we discuss parallel loops, followed by causes of load imbalance in
parallel applications with loops, and then the various loop scheduling techniques.

3.1 Parallel Loops
Many scientific applications have parallel loops as a major source of concurrency. The
iterates of these loops are independent and can be executed in any order, even simultaneously without affecting the correctness of the computations. To achieve high performance,
the loops should be scheduled to execute in parallel, to minimize the completion time,
and also to maximize processor utilization [7]. However, achieving this goal of high performance is not a simple task. Parallelization strategies have to account for performance
degradation factors arising from algorithmic and systemic sources. These factors which
may be predictable or unpredictable give rise to unbalanced processor workload. Hence,
dynamic load balancing is necessary for such applications.
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3.2 Causes of Load Imbalance
Load Imbalance is one of the main causes of performance degradation in large scientific applications. Load imbalance is mainly caused due to variance in problem characteristics, algorithm characteristics, and systemic characteristics. The imbalance in the problem
characteristics is due to the non-uniform distribution of data, while the imbalance in the
algorithmic characteristics is due to different conditional execution paths and boundary
phenomena. Systemic characteristics cause unpredictable data access time, cache misses,
and interrupts, adding to load imbalance. To address load imbalance problems, various
scheduling algorithms have been developed. The earlier techniques mainly address the
problem characteristics, and, to a certain extent, they address predictable systemic characteristics. The scheduling algorithms proposed in recent years have addressed all the factors
and have accounted for complex factors that lead to load imbalance.

3.3 Loop Scheduling Strategies
Loop scheduling consists of assigning loops with independent iterations to be executed
on a group of processors. Proper loop scheduling leads to execution of loops in minimum
time and increased utilization of the processors. Scheduling can be done statically or
dynamically. In static schemes, loops are assigned to processors before runtime and it does
not change over the course of the execution; in dynamic schemes, however, scheduling is
performed during runtime.
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Loop scheduling schemes [18] were originally designed for shared memory architecture. We assume that a loop with N independent iterations is to be executed by P processors. The iterates are independent and can be executed in any order. A scheduling processor maintains a centralized queue to store the iterations and assigns tasks to processors.
A processor that finishes its chunk communicates with the scheduling process in order to
obtain another chunk.
Ideal chunk size needs to be calculated to minimize the execution time of the loop.
Therefore, dynamic scheduling techniques are based on probabilistic analysis and they
estimate chunk size that has a high probability to finish in optimal time. In the following
section we discuss a number of loop scheduling schemes.

3.3.1 Static scheduling
Static scheduling involves scheduling N/P iterations where N is the total number
of iterates and P is the number of processors. If the application, computation, or nature
of the problem does not change dynamically, then static scheduling is an ideal way to
schedule work on processors. However, if the iterations have variable computation times,
then this leads to severe load imbalance. Since the scheduling is done just once before the
computation begins, it also leads to poor performance.
Static scheduling is considered at one end of the spectrum for dynamic scientific applications which change over the course of the computation. It has the worst performance
for dynamic applications (i.e. which changes over the course of computation).
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3.3.2 Fixed Size Chunking
Fixed size chunking [18] attempts to find an optimal chunk size k opt where (1 ¡ kopt ¡
N/P). The goal is to minimize the expected finish time for P processors to execute the N
iterations. For computing k opt , it is assumed that,
1. the execution times of iterations are independent identically distributed random variable with mean, and standard deviation,
2. a constant overhead time h is incurred in assigning tasks to a processors
3. all the processors are initially available at the start of the loop.
Fixed Size chunking reduces overhead by taking a chunk of K iterations at a time
instead of one iteration. It has worst load balance with significantly less overhead.

3.3.3 Guided Self Scheduling
Guided self scheduling (GSS) [20] addresses the problem of uneven processor starting
times; thus, chunk size is C i = Ri /P where Ri is the number of remaining iterations. In
GSS all processors finish within one iteration of each other. Approximately two-thirds of
the remaining iterations are allocated P chunks. It achieves two important objectives: low
overhead and load balancing. By guiding the amount of work assigned to each processor,
load balancing is achieved, while assignment of large iteration blocks, on the other hand,
reduces the number of accesses to loop indexes and, thus, the run-time overhead.

3.3.4 Factoring
Factoring [14] loop scheduling technique is mainly designed to handle iterations with
execution time variance. Iterations are scheduled in batches of P equal size chunks. The
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total number of iterations per batch is a fixed ratio of those remaining; hence, the name
Factoring. After batch j is scheduled, a new chunk size is determined and P chunks of size
Fj are placed at the head of the scheduling queue. If the iterations are constant length, all
processors execute an equal portion of the work N/P .
To achieve an overall optimal finishing time for each batch scheduled, there must be
enough work left to smooth over the uneven finishing time of the batch. Factoring is generalization of GSS and FSC. GSS is factoring where each batch contains a single chunk,
and fixed size chunking is factoring where there is a single batch.

3.3.5 Weighted Factoring
Weighted Factoring (WF)is a variant of the factoring loop scheduling technique. In
a network of heterogeneous workstations, different processor speeds, architecture, memory capabilities, and runtime loads of the processors all affect the performance and have
to be taken into consideration while scheduling. The weighted factoring strategy works
where each processor is assigned a constant weight, reflecting its relative speed. Processors are dynamically assigned decreasingly sized chunks of iterations in proportion to their
processing speeds. Thus, a chunk to processor is assigned according to its weight. If W is
the weight of the processor, then the chunk size is determined using the formula,
K=

w∗R
P xm
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3.3.6 Adapted Weighted Factoring
Adaptive weighted factoring [3, 15] evolves from weighted factoring in which weights
are adjusted after each iteration of the computation. In the AWF scheme, the weight values
are adapted after each iteration in the computation. Newly computed weights are not only
based on the performance of particular processors during the previous iteration step but
also on their cumulative performance during all the previous iterations. These are useful in
time stepping applications like computational field simulation problems having complex
and unstructured grids. The formula involved in the calculation of the weights for the
processor is shown below. The Weighted Average Performance (WAP) based on n time
steps for each processor j is computed as:
W APj =

n
ni=1 Tij ∗i
i=1

Kij ∗i

where Tij is the total execution time for processor j to execute K ij iterates in time-step
i excluding the time spent on the scheduling procedure.
The average speed of execution AWAP and the reference weight RW Pj of the processor j is:
AW AP =

P

RW Pj =

j=1

W APj

P

AW AP
W APj

RW Pj should be normalized with respect to the number of processors, P to obtain the
actual weight. The sum of all the processor weight is given by:
P

j=1 W Pj

Now the total reference weight is given by
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=P

P

T RW =

j=1

RW Pj

and the actual weight of the processor is computed by normalizing its reference weight
to the total weight with respect to all the processors
W Pj =

RW Pj ∗P
T RW

The chunk-size for the (i + 1)th time-step for processors j is given by
K(i+1)j =

Ri+1
2

∗

W Pj
P

3.3.7 Adaptive Factoring
In scheduling techniques like factoring, WF etc. we assume that iteration execution
times are independent random variable and that their mean and standard deviation are
known and do not change during application execution. In Adaptive factoring [3] its assumed that mean and standard deviation of iteration execution time are unknown and vary
during runtime.
The steps for calculating the mean and standard deviation are:
Step 1: One should assign each processor arbitrary k ( 0) = N/4P iterates and record
finishing time of each iterate in every processor. There are N1 = N − P k ( 0) iterates left.
Step 2: Next, one should estimate mean and standard deviation for each processor
based on information obtained from step 1.
μi =
σi =

 n

 n
1

Xj

i
1
k ( 0)



Xi 2 i,j−k ( 0)μ2i
k ( 0)−1
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where Xi,1 , ......, Xi,k( 0) are the finishing time of iterates in processor i and n is the
number of chunks. Now one should assign
(
ki 1)

=

D1 +2T1 N1 −

√

D1 2 +4D1 T1 N1
2μi

iterates to processor i where
D1 =
T1 =

P


P

σi2
i=1 μi

σi2
i=1 μi

−1

and record the finishing time of each iterate in every processor. There are N2 = N1 −
P
1

ki (1) iterates left. One should next assign,
(n−1)
ki

=

Dn−1 +2Tn−1 Nn−1 −

√

Dn−1 2 +4Dn−1 Tn−1 Nn−1
2μi

where Dn−1 and Tn−1 are computed by D1 and T1 equations respectively but use the
new estimator of the mean and standard deviation.

3.4 Summary
A significant amount of work has been done in developing various scheduling techniques. However, there is no specific scheduling technique that is able to solve the load
imbalance problem for all high performance applications. Different techniques work well
for different kinds of applications. There is a need for integrating all the loop scheduling
techniques into a single package and providing a common interface to the application developer. Such integration of loop scheduling techniques and data migration are discussed
as part of the design for LB Migrate in the next chapter.
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CHAPTER 4
DESIGN OF LIBRARY

This chapter explains the design of LB Migrate library. The library is designed based
on the load balancing tool, LBtool. It is written in C language using MPI(Message Passing
Interface). This chapter is organized as follows. A brief description about the library environment is discussed in section 4.1. A pseudo code of a sample application having parallel
loops and implementation of the application with the library is discussed in section 4.2.
In section 4.3 explains the Master/Slave strategy. The application data may be partitioned
among the processors(distributed) or replicated on all processors as discussed in section
4.4. The library parameters are discussed in Section 4.5. The communication protocol
used by the library is discussed in Section 4.6. Data migration is an important functionality of the library and it handles different data distributions (replicated or distributed)
seperately, the handling of different data distributions is discussed in Section 4.7.

4.1 LB Migrate Environment
LB Migrate environment is illustrated in Figure 4.1. There are four layers with Layer
1 consisting of the hardware and the operating system followed by MPI as Layer 2. The
LB Migrate library is layer 3 while the user application is Layer 4. LB Migrate us21

ing the MPI routines provide the parallel programming environment for the application.
LB Migrate provides efficient scheduling and load balancing for the user application on
the given hardware.

Figure 4.1
LB Migrate Environment

4.2 Model Application and Library integration
It is impossible for a single library to satisfy the needs of a broad range of irregular
parallel applications. Hence certain assumptions are made for applications catered by
LB Migrate:
1. Computational routine: Work routine - A computational routine or function should
be explicitly defined to perform the expected computation for the scientific application.
2. Data structure - The library is designed for applications with arrays or vectors as the
data structure.
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3. Initial distribution of data - the library assumes the data is equally distributed among
processors. If the data is not distributed the library distributes it equally among the
given processors.

The Figure (4.2) gives the pseudo code of the application satisfying the above requirements.

Figure 4.2
Pseudo code of sample application without library

In the above pseudo code, WorkRoutine is the computational loop for the application which does all the computation. To integrate the library the following code changes
are made to the application so that the library performs scheduling and load balancing for
the application figure (4.3). An initial distribution of iterates is available to each processor
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Figure 4.3
Pseudo code of sample application with LB Migrate
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using the GetMyInputs function which distributes the data evenly among the processors. The library LB Migrate is called to perform scheduling, using the user specified
scheduling method, performing computation by calling the WorkRoutine function and
data migration to reduce load imbalance.

4.3 Master/Slave Approach
LB Migrate is based on the Master/Slave approach. The master or the scheduler
processor assigns chunks of iterates to all the processors, keeping track of their performance, directing data movement if required, and detecting loop completion. All processors, including the master processor, participate in executing chunks of loop iterate. Once
a processor is about to complete execution of the assigned chunk of iterations it requests
for more chunks from the master processor. The master processor assigns a new chunk of
data or directs a slower processor to send in the data. The chunk size assigned to each of
the processors is determined by the select loop scheduling method.

4.4 Data Distribution
There are two approaches to data distribution supported by LB Migrate: replicated
and distributed.

4.4.1 Replicated
Replicated data distributions are used when all the data is replicated on all processors
i.e. all processors have all the data available. Hence during scheduling the master proces25

sor simply specifies the start and size of the data to be computed and the complete data
does not need to be sent. Thus the communication cost for replicated data distribution is
low. However, due to the availability of all the data on all processors one cannot use the
replicated data distribution for large data size applications.

4.4.2 Distributed
For applications that have distributed data, the total data is equally distributed among
processors. The master processor during scheduling sends in the start and size of the data
to be worked by the requesting processor. However during data migration it needs to send
in the data to be worked on along with the start and size of chunk of data to be worked
upon.

4.5 LB Migrate parameters
The library gathers information from the application by a set of parameters passed
by LB Migrate function(figure 4.3). The work parameter of the library is specified by the
variable WorkRoutine. It encapsulates the routine that prepares all the computation for
the application. The library assumes that an initial distribution of data is available, else
GetMyInputs(), a function as part of the library equally distributes the data.
The load balancing parameters of the library are specified by the variables minChunk,
breakAfter, scheduling method, and requestWhen. The application developer, or the user of the library, must specify values for these parameters. However, if these
are not provided then the library determines these values heuristically. The breakAfter
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parameter specifies the number of iterates to be executed by a processor before it checks
for and responds to messages. If breakAfter is not provided by the user, then the
processors check for messages P times in the course of executing a chunk (2*P if it is
the scheduler). A processor sends a request message to the scheduler when the number of
iterates remaining in the current chunk falls below requestWhen for the first time. The
processor will continue executing the rest of the chunk thus interleaving communication
and computation.

Figure 4.4
LB Migrate Parameters

The parameter Debug Level is the debugging parameter specified for the library.
The application developer can set this parameter at different levels which have a predefined
action. Table 4.1, gives the list of debug levels available with the library. When the debug
parameter Debug Level is set to Level 0, the lowest level, no communication messages
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are displayed or written in the output file. However, error messages will be displayed in
case of errors. At its highest level of the debug parameter, Level 4, the debug parameter
will print all the communication messages among the processors while scheduling and
during data migration. The intermediate levels print out varying details of information
on actions taken by the library. The debugging parameter is a useful tool for application
developer. However, its role is restricted to identifying the errors in computation and
communication while using the library. It cannot interact with the application to detect
errors in the application.
Table 4.1
Debug levels for the library
Level
0
1
2
3
4

Details
No Output unless an error or warning
Trace all the SEND statements
Trace all the RECV statements
Trace all the SEND, RECV statements and statements made
during data migration
Trace calls to the WorkRoutine

4.6 Communication Protocol
The master processor is responsible for initial setup and most of the communication in LB Migrate. The inter-processor communication is achieved using the message
passing interface(MPI) routines. The non-blocking modes of send and receive are estab-
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lished using MPI Isend, MPI Irecv, MPI Iprobe, MPI Wait, etc. The use of non-blocking
communication provides dramatic improvement in performance as compared to blocking communication since non-blocking communication provides the flexibility to overlap
communication and computation.

Figure 4.5
Communication messages in LB Migrate

LB Migrate identifies the communication messages between processors by tags. These
tags as seen in Figure 4.5 are explained as follows:
Send REQ: This message contains processor id of the requesting processors. The message is sent from the worker or scheduler processor to the scheduler processor requesting
for work.
Send WRK: This message is sent from the scheduler(S) to all processors giving the start
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and size of the chunk to be executed.
Send GET: This message is sent from the scheduler to the faster processor P i which has
finished executing its own chunk of data. The message gives the source processor P j from
where the data needs to be obtained and the start and size of data it needs to work on.
Send GIV: This message from the source(slower) processor Pj to the faster or destination processor Pi giving the start and size of the data to be worked upon.
Send Results: Once the faster processor is done with its computation it sends back
the results to the slower processor.
Send End: An end message is sent by the master processor to all processors once all the
data has been computed and the results are sent back to the respective processors.

4.7 Data Migration Strategy
LB Migrate provides data migration strategy that works in conjunction with loop
scheduling techniques to provide better performance for the application. The main role
of data migration is to move data from the slower processor to the faster processor, the
size of the data to be moved is determined by the scheduling technique. The data migration strategy in LB Migrate is known as, GET strategy. The GET strategy is an optimized
GIVE strategy [7] used in LBtool. LB Migrate’s data migration works differently for
distributed and replicated data.
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4.7.1 GET Strategy
The communication and computation among the processors for the GET strategy can
be explained with the messages in Figure 4.6. The work (WRK) message from the scheduler(S) to other processors and itself gives the start and size of the chunk to be executed.
All processors, including the scheduler request (REQ) for more chunks of data once it is
done with the assigned work. Once a processor is done with all its work, it sends request
for more work indicating the scheduler about completion of its own work. A get message
(GET) is sent from the scheduler to the processor Wi which has finished executing its own
chunk of data. The message gives the source processor Wj from where the data needs to
be obtained and the start and size of data it needs to work on. The give (GIV) message
from the source processor Wj to the faster or destination processor Wi gives the start and
size of the data to be worked upon. The data is actually moved to the destination processor
Wi . Once the migrated chunk of data has been worked on the results are sent back to the
source processor Wj .

4.7.1.1 Data migration strategy for replicated data
If the application data is replicated then all the data is available on all the processors.
Hence the scheduler just needs to keep track of how much work is being done by each
processor. Once a worker completes its own set of data it sends a request for more work
from the scheduler. The scheduler does a status check and sends the start and size of the
work to the faster worker without actually moving the data since it is already available with
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the requesting processor. The results of this migrated data are not sent back immediately
to the original processor. Once all processors are done with all the work, an all-to-all send
is done so that all processors have all the results.

S

1-Send REQ
2-Send WRK
3- Send GET
4- Send GIV +
blocking receive for
data
5 Send HLP + nonblocking receive for
results
6 Send Results
7 Send END

2,3,7

1
4
wi

5

wj

6

Figure 4.6
GET Strategy

4.7.1.2 Data migration strategy for distributed data
If the application data is distributed then the data migration strategy is implemented
as follows. Along with the start and size of the data to be implemented the faster processor
gets the data too from the slower processor. After completing the processing the faster
processor sends the results to the slower processor indicating the data it has worked on.
The data is not sent back to the source processor. There are couple of drawbacks for
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distributed data applications as compared to replicated data. Since the actual data is sent
among processors the communication cost is high. The library restricts the data movement
to smaller data size thus reducing the high communication cost. The loop scheduling techniques used by the library have been originally designed for shared memory architecture
which has centralized or replicated data among processors. However MPI implementation
of these techniques have been made in the past by overlapping computation and communication cost [7], and data synchronizing cost so that the data distribution effect can be
minimized.

4.8 Summary
A description of the design of LB Migrate library is given in this chapter. The library
uses the Master/slave strategy, a number of scheduling techniques and data migration strategy. We will learn more about the implementation of the library and experimental results
in the next chapter.
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CHAPTER 5
EXPERIMENTS, RESULTS AND ANALYSIS

This chapter presents the experimental setup and analyzes the results to validate the hypothesis. The objective of these experiments is to validate the performance of LB Migrate,
the dynamic load balancing library. In this chapter we test the library against three different scientific applications having parallel loops as major source of parallelism for different
data types and different distribution. The changes made with the application, to be compatible with the library, are discussed. Test cases were designed to measure overhead,
performance, parallel cost and effectiveness for different scheduling methods. The application problem size and number of processors for testing was varied to study the scalability
of the applications. The chapter presents the various performance metrics used to evaluate
the library.

5.1 Performance Metrics
LB Migrate performance is evaluated by empirical and analytical methods. Empirically, when the library is used to execute a parallel loop, the times utilized by each participating processor by the library LB Migrate routines, and by the WorkRoutine are easy
to collect. These times are denoted by tr and ur for processor r, respectively. Let
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W = N, the amount of work, or the loop size and
T1 =

p−1
r=0

ur the total useful work time for the loop.

Then, the following performance metrics can be computed.

5.1.1 Parallel runtime
Parallel runtime is the time that elapses from the moment a parallel computation starts
to the moment the last processor finishes execution [22].
Tp = max{tr }

5.1.2 Cost
Cost (or Parallel cost) for solving a problem on a parallel system is defined as the
product of parallel run time(Tp ) and the number of processors(P) used. Cost reflects the
sum of time that each processor spends solving the problem [22].
cost = P ∗ Tp

5.1.3 Performance
Performance is the ratio of total work to parallel time. The aggregate time used by the
parallel system to execute the loop.
perf ormance = W/Tp
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5.1.4 Effectiveness
The cost effectiveness is denoted by Γ. Effectiveness is defined as the ratio of performance to cost. High effectiveness value indicates better performance of the algorithm
[22].
Γ = (W/Tp )/(P ∗ Tp )

5.1.5 Speedup
Speedup is defined as the ratio of the serial run time of the best sequential algorithm
for solving a problem (T1 ) to the time taken by the parallel algorithm to solve the same
problem on P processors (Tp ) [22].
speedup = T1 /Tp

5.1.6 Efficiency
Efficiency is a measure of the fraction of time for which a processor is usefully employed; it is defined as the ratio of speedup to the number of processors [22]. In ideal
parallel system the efficiency is equal to one.
ef f iciency = (T1 / ∗ Tp )/P
When using these metrics to compare algorithms to solve the same problem on the
same computation setup, the “better” algorithms are those with lesser Tp and cost, or
those algorithms with greater performance, effectiveness, speedup and efficiency. The
load balancing overhead To is easy to compute by the using formula, T o = P ∗ Tp − T1 .
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5.2 Experimental Setup
The experiments have been carried out on a general-purpose Linux platform, Maverick
at the High Performance Computing Collaboratory (HP C 2) at Mississippi State University. The cluster consists of six racks with each rack consisting of 32 nodes and each node
contains dual 3.06 GHz Xeon processors and 2.5 GB of RAM. The racks are connected
by Infiniband switches. The installed software on the cluster includes RedHat Linux and
PBS. The general submission queue allows 64-processors, 48-hour jobs restriction for the
users. Experiments were conducted for different problem sizes and number of processors
ranging from 4 to 64 processors. Each experiment was executed five times and an average
of the timing values is presented in the following sections.

5.3 Applications
The LB Migrate library has been tested on three different applications
1. Profiling of an Automatic Quadrature Routine (AQR)
2. Image Denoising
3. N-body simulations

Each application is tested for all the available loop scheduling techniques.

5.3.1 Profiling of an Automatic Quadrature Routine (AQR)
The AQR application used in this study involves generating the profile of an automatic
quadrature routine, which is computationally intensive and embarrassingly parallel. The
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quadrature routine approximates an integral of the form I =



f (x) dx, where D is the

domain of the integration and f(x) is the integrand [6].
The input to the routine are (i) description of domain D (ii) code for the integrand (iii)
an index to a quadrature rule (iv) setting the absolute and relative error tolerance (v) a limit
to the number of functions. The output of the routine are integral approximation, absolute
error, actual number of function evaluations and termination condition indicator. Typically the integrands are chosen such that the answers are known analytically to facilitate
the computation of the true error of the computed integral and the accuracy of the error
estimate.
Generating the profile of an AQR is a very simple but time-consuming three-stage procedure. The first stage generates a large set of parameters where each element defines a
sample integral with specific properties and error requirements; the second stage is an embarrassingly parallel loop in which each iterate invokes the AQR on a sample integral and
determines the true and absolute error in result; and the the third stage generates summary
statistics. The bulk of the execution time is spent in the second stage. The variables that
determine the number of loop iterates in the second stage are as follows:
nfam - the number of integrand families,
ndif - the number of difficulty levels for each integrand family,
neps - the number of relative accuracy requirements,
nrul - the number of quadrature rules to use
nsamp - the number of samples to compute for each combination of integrand family, dif38

ficulty level, accuracy requirement, and quadrature rule. The total number of integrals
to be evaluated is nfam*ndif*neps*nrul*nsamp. In order to control the granularity of the
computations, grpsize integrals can be analyzed at a time. The number of iterates, therefore is N =nfam*ndif*neps*nrul* (nsamp/grpsize). The granularity of the computational
task of an iterate of the loop in the second stage can be set from one integral per task
(grpsize= 1, “small” granularity) and up to nsamp integrals per iterate (grpsize=nsamp,
“large” granularity). Due to differences in integrand families, difficulty levels, accuracy
requirements and quadrature rule settings, the iterate execution times are highly variable
even if the same number of integrals is evaluated by each iterate. Thus making AQR an
ideal choice for dynamic load balancing.

5.4 Experiment setup
We choose number of samples nsamp=500, 1000, and 2000 giving rise to total number of iterations N = 21600, 43200 and 86400 where difficulty level is 3, the relative error
tolerance is set at 6 and quadrature rules are specified as 3. The integrand functions can
be broadly classified as follows: well-behaved, oscillatory, CO function, Gaussian peak,
internal peak, singular at the interior point, or singular along the edge. Among these singular integrand and the internal edge integrand are the two-most time consuming integrand
family. By placing them at various places we can have heavy computation at different
points of the execution. The various types of distributions are front-heavy, center-heavy
and back-heavy. In front-heavy distribution (Fig. 5.1), the singular integrands are evalu39

ated first followed by the evaluation of the easy integrands. For center-heavy distribution
(Fig. 5.2) the computationally intensive integrands appear in the middle of the loop. While
in back-heavy distribution (Fig. 5.3),the heavy integrands are towards the end of the loop.

Figure 5.1
Front Distribution

The performance improvement of the library over different data sizes and different
order of heavy integrand computation is given. Different distribution show different characteristics. We will discuss each one of these in detail. For front distribution (type 1),
Figures(5.4, 5.7, 5.10), we observe that non-adaptive techniques like guided self scheduling, fixed size chuncking only perform marginally better than static scheduling. The adaptive techniques perform much better.
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Figure 5.2
Center Distribution

In back distributuon Figures(5.6, 5.9, 5.12), guided self scheduling performs better
than factoring. The fixed size chunking and adaptive techniques continue to perform better than other scheduling methods. For center distribution Figures(5.5, 5.8, 5.11), all techniques consistently outperform static self scheduling. There is a performance improvement of 40% to 60% depending upon the problem size. The performance improvement
varies depending upon the number of processors. It is also observed adaptive techniques
i.e. adaptive weighted factoring, outperforms non-adaptive techniques i.e. factoring. All
the dynamic schedhuling techniques outperform static scheduling for all the different distributions i.e. front, back and center.
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Figure 5.3
Back Distribution

Figure 5.4
Percentage cost improvement for AQR (N=21600)- Front distribution
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Figure 5.5
Percentage cost improvement for AQR (N=21600) - Center distribution

Figure 5.6
Percentage cost improvement for AQR (N=21600) - Back distribution
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Figure 5.7
Percentage cost improvement for AQR (N=43200) - Front distribution

Figure 5.8
Percentage cost improvement for AQR (N=43200) - Center distribution
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Figure 5.9
Percentage cost improvement for AQR (N=43200) - Back distribution

Figure 5.10
Percentage cost improvement for AQR (N=43200) - Front distribution
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Figure 5.11
Percentage cost improvement for AQR (N=86400) - Center distribution

Figure 5.12
Percentage cost improvement for AQR (N=86400) - Back distribution
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5.4.1 Image Denoising
The library has been tested on a simulation of hybrid model for image denoising [8].
This hybrid model combines a total variation (TV) based model and the Laplacian mean
curvature (LMC) model for image denoising. Gaussian noise is added to an uncontaminated image and the denoising procedure is applied to retrieve the original image. The
detailed information about the hybrid model and the numerical procedure involved can
be referred to [8]. The hybrid model introduces a number of parameters highlighting the
need for a procedure for the selection of optimal parameters. Prior to development of such
a selection procedure, a parametric study of the hybrid model is undertaken in order to
discover the solitary and interactive effects of the parameters on model accuracy. Such a
parametric study is very time-consuming due to the huge number of combinations of the
parameter values to be tested. In addition, the study has to be performed on a number of
different images, thereby increasing the overall investigation time. Thus the parametric
study is implemented as a parallel computing application. To schedule the parameters and
to reduce the load imbalance the LB Migrate library is integrated in the parallel implementation.
In Figure 5.13 a high level of the sequential code used for parametric study is given.
There are five different parameters which include three model parameters and two extra
algorithm parameters of timestep size and iteration count. The total combination of these
parametric values to be tested is N. Figure 5.14 gives the parallel code for the parametric
study. The parameters are statically distributed among processors.
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Figure 5.13
High-level outline of the parametric study (sequential code)

Figure 5.14
High- level outline of the parametric study (statically distributed parallel code)
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Figure 5.15 gives the pseudo code when the library LB Migrate is integrated with the
parallel denoising algorithm.

Figure 5.15
Pseudo code denoising with LB Migrate

The denoising parameteric study simulations were carried on two images - Moon Surface and LenaGray using the library. The total parametric combinations tested on the
images are N= 65610, 98415, and 131220. The performance improvement is shown in the
following graphs. Due to the independence of loops the data is distributed among processors. For Moon image all dynamic scheduling methods outperform static scheduling. It
is observed that adaptive techniques(AF, AWFB, AWFC) perform much better than the
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non-adaptive techniques. For all the scheduling techniques and problem size the performance improvement is not much. It can be observed that there is up to 45% performance
improvement as compared to not using the library for Moon surface image.

Figure 5.16
Moon Surface performance improvement, N = 65610

The following figures show the performance improvements using the library over image LenaGray image, for different problem sizes. It is observed that fixed sized chunking
gives the best performance improvement for total number of parameters (N = 98415) is
52%. It is seen that as the problem size is increased the performance improvment is maintained. Thus the scalability of the application is intact. The factoring techniques provide
the worst performance improvement and is closely followed by guided self scheduling.
The factoring variants outperform factoring techniques in performance improvement.
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Figure 5.17
Moon Surface performance improvement, N = 98415

Figure 5.18
Moon Surface performance improvement, N = 131220
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Figure 5.19
LenaGray performance improvement, N = 65610

Figure 5.20
LenaGray performance improvement, N = 98415
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Figure 5.21
LenaGray performance improvement, N = 131220

5.4.2 N-body Simulation
The N-body simulations find its applications in astrophysics, molecular dynamics,
plasma physics etc. The problem involves, given the position and velocities of N particles,
to simulate the evolution of particles over time. The simulation proceeds over a number of
time-steps and in each step, the net force acting on each particle is computed. Every particle in the system experiences force due to its interaction with every other particle in the
system. Hence the naive algorithm which is based on inverse square law is of O(N 2 ) complexity. However, as the number of particles are increased the naive algorithm becomes
practically infeasible because of its complexity. Therefore a number of approximation algorithms were proposed and implemented. For our testing we use the programs developed
by Aarseth [16]. These programs are based on a fourth-order Hermite’s predictor, evalua53

tor corrector scheme, modified so as to allow variable step-size and different step size over
particles. The Hermite scheme is a fourth-order scheme, works as follows. The position
and velocity for all particles is predicted at time t using the existing position, velocity,
acceleration and its time derivative. The acceleration and its time derivative are calculated
for the particle at time t using the predicted positions and velocities. The second and third
order acceleration values are computed using the Hermite interpolation scheme. The corrections are added to the position and velocity of the particle. The new time step is updated
and the above process is repeated.
The figures below for different problem sizes gives N-body simulations performance
improvement over static scheduling. The experimental setup includes Gaussian distribution of particles. Due to the nature of the problem it is preferable to have replicated data
distribution. The total number of particles determine the problem size. It is observed
that dynamic load scheduling techniques outperform static scheduling. Factoring and its
variants give the best performance of upto 60%.
Figures 5.22, 5.23, 5.24 give the performance improvement for various scheduling
methods over static scheduling. One can observe consistent performance improvement
over different problem size and different number of processors. The implementation is
scalable and a performance improvement of upto 60% is observed.
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Figure 5.22
N-body simulations, N = 100000

Figure 5.23
N-body simulations, N = 200000
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Figure 5.24
N-body simulations, N = 500000

5.5 Library Overhead
LB Migrate performs both scheduling and data migration hence there is some overhead involved. The library overhead is evaluated by running the parallel application without the library and the parallel application with the library.A comparision in cost is made
to calculate the library overhead.
Table 5.1 gives the cost of running the application using the LB Migrate as compared
to not using the library. The table represents various applications and different problem
sizes for each applications. It is difficult to have all problem sizes represented. For now,
we have just selected the maximum data size for each applications. The third column in
the table represents the cost without the use of the library. While column four is the cost
with the library. It is observed that the cost of library is always greater than cost with56

Table 5.1
Cost overhead using the library
Application No.
Loops
AQR

Denoising
N-body

of

86400F
86400C
86400B
131220L
131220M
500000

Cost
without library(secs)
27941.21
26931.2
32172.2
272331.5
501221.34
373321.41

Cost with library(secs)

Percent
increase

28321.22
27129.7
32612.73
289975.3
537065.43
381921.33

1.35
0.74
1.45
6.085
6.68
2.26

cost

out the library due to the initializing and data migration cost involved with the library.
However this increase in cost is about 1% in AQR application depending upon the heavy
workload distribution. For denoising application with different images, LenaGray(L) has
an overhead of 6% while the Moon image(M) processing has a slightly more overhead of
6.6%. For N-body simulations the overhead is about 2%. The above calculations for the
library are done when the library just performs scheduling. No data migration is involved.
However as seen in previous performance improvement graphs dynamic scheduling methods involving data migration always perform better than static scheduling hence the above
calculation hold true for the maximum cost using the library. It is observed that there is
very little overhead involved when using the library with the application.
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5.6 Data Migration
Data migration is an important part of the library. A comparision for various scheduling methods performing scheduling as compared to scheduling and data migration reflects
the benifits of data migration. Such a comparision is given in Table 5.2. The table represents various applications and different problem sizes for each applications. For simplicity,
we have just selected the maximum data size for each applications and the maximum cost
associated with the maximum number of processors for these problem sizes.
It is observed that there is no cost improvement in Static scheduling due to lack of
data migration. In some instances it is seen the library performs worst when performing
scheduling as compared to when performing scheduling and data migration. This can be
attributed to systemic factors like high communication cost due to assignment of processors on different racks. For AQR application the data migration has cost improvement upto
9%. The adaptive techniques have higher cost improvement due to their design and dynamic adaptibility during the execution of the application. The nature of application plays
an important role in defining data migration. For denoising application we have higher
cost improvement due to data migration for LenaGray(L) as compared to the Moon(M)
image.

5.7 Summary
All the performance and benchmark tests yield the expected results, thus validating
the hypothesis. The dynamic load balancing methods consistently outperform the static
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Table 5.2
Cost improvement due to data migration
Application No. of
Loops
AQR
86400F
86400C
86400B
Denoising
131220L
131220M
N-body
500000

STAT

GSS

FSC

FAC

AF

WF

AWFB AWFC

0.01
0
-0.02
0
-0.02
0

3.1
3.6
1.8
6.1
-0.1
1.2

7.14
6.12
5.44
5.62
0.6
4.34

4.33
4.53
2.12
6.12
0.5
5.81

5.77
6.75
5.15
4.21
1.4
3.21

8.12
7.86
7.12
6.77
1.3
7.45

8.54
8.75
8.11
6.32
1.5
4.12

7.45
9.14
7.92
6.81
1.9
4.55

scheduling for different applications, different distributions and different problem sizes.
The cost overhead of using the library are very little when compared to the benefits of
using the library.
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CHAPTER 6
CONCLUSIONS

In this chapter, we synthesize the work presented in the previous chapters of this thesis.
The conclusions and future work are outlined in this chapter.
Introduction to paralel computing, load balancing and parallel loops was presented in
the first chapter. After outlining the need for dynamic load balancing library for scientific
applications with parallel loops, the goals of this thesis are presented.
In the second chapter, a literature review of the existing static and dynamic load balancing tools and libraries is presented. The existing tools and libraries that solve a specific
groups of problems are presented with their characteristics and limitations. In chapter
three, parallel loops are explained. The various loop scheduling techniques ranging from
static scheduling to the latest dynamic ones like adaptive weighted factoring, adaptive factoring are explained. In chapter four, the design of the dyanmic load balancing library,
LB Migrate is presented. The main features of the library are: (i) it is based on the master/slave strategy; (ii) it caters to different applications having replicated or distributed data
distribution; (iii) the library provides a range of dynamic scheduling methods and performs
data migration.
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In chapter five, a detailed perfromance analysis based on the experimental results is
presented. The library is rigorously tested for different applications, different problem
sizes, different data distributions and different number of processors. From the experiments, it can be concluded that there is a consistent performance improvement with
all scheduling methods when compared to static scheduling. The adaptive scheduling
techniques (AWF and AF) perform better than other non-adative scheduling techniques.
Replicated data distribution applications (AQR and N-body) have higher performance improvement as compared to distributed data distribution application(Image denoising). The
scheduling methods and communication overhead are responsible for such behavior. The
overhead of using the applications with and without the library is no more than 6%. These
results and observations prove the effectiveness of using the library for improving performance of scientific applications via dynamic load balancing, by using dynamic scheduling
and data migration.

6.1 Contributions
This thesis makes an important contribution to the performance improvement of the
parallel applications with loops. It combines different scheduling techniques and data
migration techniques under one library, giving the application developer the flexibility to
select the most suitable scheduling technique for his/her application.
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6.2 Future Work
The library provides a good stepping stone for future research possibilities. The use
of reinforcement learning techniques can be incorporated in the library, thus providing
it with an automated selection of the scheduling methods, thus providing suggestions to
the application developer for the best combination of the scheduling method and data
migration strategy for a given application.
The library needs to be tested for many more applications to ensure its robustness. An
important implementation of the library would involve extending it to other data structures,
thus making the library even more flexible for use.
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