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Abstract
In this paper, predator–prey systems with Beddington–DeAngelis functional response are con-
sidered. By using divergency criterion, global stability is established provided the system possesses
a positive, locally asymptotically stable equilibrium.
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1. Introduction
The main purpose of this paper is to study the global stability of the following predator–
prey system which was discussed in Cantrell and Cosner [4]:

x ′(t)= rx(1− x/K)−mxy/(a+ by + cx),
y ′(t)= y(−µ+ εmx/(a + by + cx)),
x(0)= x0 > 0, y(0)= y0 > 0,
(1.1)
where r,K,m,a, b, c,µ, ε are positive constants and x(t), y(t) represent the population
density of prey and predator at time t , respectively. The prey grows with intrinsic growth
rate r and carrying capacity K in the absence of predation. The predator consumes the
prey with functional response of Beddington–DeAngelis type mxy/(a + by + cx) and
contributes to its growth with rate εmxy/(a + by + cx). The constant µ is the death rate
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functional response in (1.1) was introduced by Beddington [3] and DeAngelis et al. [6].
For a thorough biological background of the model, see [1,3,5,6]. Cantrell and Cosner [4]
presented some qualitative analysis of solutions of system (1.1) from the viewpoint of
permanence (uniform persistence). The authors provided criteria for the existence of a
globally stable coexistence equilibrium or for the existence of periodic orbits.
For simplicity, we nondimensionalize the system (1.1) with the following scaling:
t→ rt, x→ x/K, y→ y,
and then obtain the form

x ′(t)= x(1− x)− sxy/(x +By +A)≡ F(x, y),
y ′(t)= δy(−d + x/(x +By +A))≡G(x,y),
x(0)= x0 > 0, y(0)= y0 > 0,
(1.2)
where
s = m
Kcr
, δ = mε
cr
, d = cµ
mε
, A= a
cK
, B = b
cK
. (1.3)
Observe that if A > 0, B = 0 then system (1.2) reduces to a Kolmogorov type predator–
prey model with Michaelis–Menten (or Holling type II) functional response (Freedman [7],
May [14]):

x ′(t)= x(1− x)− sxy/(A+ x),
y ′(t)= δy(x/(A+ x)− d),
x(0) > 0, y(0) > 0,
(1.4)
while if A= 0, B > 0, the system (1.2) reduces to the ratio-dependent predator–prey model
(Arditi and Ginzburg [2]):

x ′(t)= x(1− x)− sxy/(By + x),
y ′(t)= δy(x/(By + x)− d),
x(0)= x0 > 0, y(0)= y0 > 0,
(1.5)
respectively. The qualitative analysis of solutions for systems (1.4) and (1.5) are well-
known, for details see [9–13]. In both systems, there are no nontrivial periodic solutions
provided the positive steady state is locally asymptotically stable. To show that the
system (2.1) has no periodic solutions, we employ the divergency criterion [8] (which was
also used in [12,15]) for the stability of limit cycles in planar systems. The main result and
its proof will be given in next section and the paper ends with a discussion section.
2. Mathematical analysis and results
Consider the following system:

x ′(t)= x(1− x)− sxy/(x +By +A)≡ F(x, y),
y ′(t)= δy(−d + x/(x +By +A))≡G(x,y),
x(0)= x > 0, y(0)= y > 0,
(2.1)
0 0
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is given by
J (x, y)=
1− x − syx+By+A + x
(−1+ sy
(x+By+A)2
) − sx
x+By+A + sBxy(x+By+A)2
δy(By+A)
(x+By+A)2 δ
(
x
x+By+A − Bxy(x+By+A)2 − d
)

. (2.2)
It is known [4] that the solutions of system (2.1) are positive and bounded for all t  0. If
d  (1+ A)−1 then the equilibria (1,0) is globally asymptotically stable and if 0 < d <
(1+A)−1 then there exist three equilibria (0,0), (1,0) and (x∗, y∗), where x∗ and y∗ are
positive and satisfy{
1− x∗ − sy∗
(x∗+By∗+A) = 0,
x∗
(x∗+By∗+A) = d.
(2.3)
The main objective is to show that if (x∗, y∗) is locally asymptotically stable then the
system (2.1) has no periodic orbit in R2+.
Theorem 2.1. If (x∗, y∗) is locally asymptotically stable, then the system (2.1) has no
nontrivial periodic orbit in R2+.
Proof. Let Γ (t) = (x(t), y(t)) be any one nontrivial periodic orbit of system (2.1) with
period T > 0. It is sufficient to show that
T∫
0
tr
(
J
(
x(t), y(t)
))
dt < 0. (2.4)
Since
T∫
0
[
1− x(t)− sy(t)
x(t)+By(t)+A
]
dt =
T∫
0
x ′(t)
x(t)
dt = 0
and
T∫
0
(
δx(t)
x(t)+By(t)+A − δd
)
dt =
T∫
0
y ′(t)
y(t)
dt = 0,
so we have
T∫
0
tr
(
J
(
x(t), y(t)
))
dt =
T∫
0
−x(t)+ (s −Bδ) x(t)y(t)
(x(t)+By(t)+A)2 dt. (2.5)
If s  Bδ then tr(J (x(t), y(t))) < 0 for all t  0 and hence (2.4) holds. Thus we assume
s > Bδ in the following.
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x ′(t)
x(t)
= 1− x(t)− sy(t)
x(t)+By(t)+A
= x∗ + sy
∗
x∗ +By∗ +A − x(t)−
sy(t)
x(t)+By(t)+A
=
(
−1+ sy
∗
x∗ +By∗ +A
1
x(t)+By(t)+A
)(
x(t)− x∗)
+ s(x
∗ +A)
x∗ +By∗ +A
y∗ − y(t)
x(t)+By(t)+A,
y ′(t)
δy(t)
= x(t)
x(t)+By(t)+A − d
= 1− d
x(t)+By(t)+A
(
x(t)− x∗)+ Bd
x(t)+By(t)+A
(
y∗ − y(t)).
Since(
1+ A
x∗
)
d = x
∗ +A
x∗ +By∗ +A
and
s(1− d)
(
1+ A
x∗
)
− sBy
∗
x∗ +By∗ +A =
sA
x∗
,
we have
x∗ − x(t)= x(t)+By(t)+A
B(x(t)+By(t)+A)+ sA
x∗
{
B
x ′(t)
x(t)
−
(
A
x∗
+ 1
)
s
δ
y ′(t)
y(t)
}
. (2.6)
Now from (2.5), (2.1), (2.3), (2.6) and the Green’s theorem, we obtain
T∫
0
tr
(
J
(
Γ (t)
))
dt
=
T∫
0
[
−x(t)+ (s −Bδ) x(t)y(t)
(x(t)+By(t)+A)2
]
dt
=
T∫
0
[
−x(t)+ (s −Bδ) y(t)
x(t)+By(t)+A
(
x(t)
x(t)+By(t)+A − d + d
)]
dt
=
T∫
0
[
−x(t)+ (s −Bδ)d y(t)
x(t)+By(t)+A +
s −Bδ
δ
y ′(t)
x(t)+By(t)+A
]
dt
=
T∫ [
−x(t)+ (s −Bδ)d
s
(
1− x(t)− x
′(t)
x(t)
)
+ s −Bδ
δ
y ′(t)
x(t)+By(t)+A
]
dt0
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T∫
0
[
(s −Bδ)d
s
−
(
1+ (s −Bδ)d
s
)
x∗
]
dt
+
T∫
0
(
1+ (s −Bδ)d
s
)(
x∗ − x(t))dt −
T∫
0
(s −Bδ)d
s
x ′(t)
x(t)
dt
+
T∫
0
s −Bδ
δ
y ′(t)
x(t)+By(t)+A dt
= tr(J (x∗, y∗))T +
T∫
0
s −Bδ
δ
y ′(t)
x(t)+By(t)+A dt
+
T∫
0
(
1+ (s −Bδ)d
s
)
x(t)+By(t)+A
B(x(t)+By(t)+A)+ sA
x∗
×
{
B
x ′(t)
x(t)
−
(
A
x∗
+ 1
)
s
δ
y ′(t)
y(t)
}
dt
= tr(J (x∗, y∗))T − s −Bδ
δ
∫ ∫
Ω
1
(x +By +A)2 dx dy
−
(
1+ (s −Bδ)d
s
)(
A
x∗
+ 1
)
As2
x∗δ
∫ ∫
Ω
1
y
[
B(x +By +A)+ sA
x∗
]2 dx dy
−
(
1+ (s −Bδ)d
s
)
sAB2
x∗
∫ ∫
Ω
1
x
[
B(x +By +A)+ sA
x∗
]2 dx dy < 0,
where Ω is the bounded region enclosed by Γ. Hence, the divergency criterion [8] implies
all the periodic solutions must be orbitally stable. This is impossible, since the (x∗, y∗) is
locally asymptotically stable. Thus, the system (2.1) has no periodic orbit in R2+. ✷
Corollary 2.1. For predator–prey models with a Beddington–DeAngelis functional
response (A,B > 0), the local and global asymptotic stability of (x∗, y∗) coincide.
Proof. Since the equilibria (0,0) and (1,0) are saddle points when A > 0, the corollary
follows immediately from Theorem 2.1. ✷
3. Discussion
In this paper, we use the divergency criterion to show that the system (2.1) has no
periodic solutions when the positive equilibrium is locally asymptotically stable. The
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(x(t), y(t)), one obtains
x(t)− x∗ = P11
(
x(t), y(t)
)
x ′(t)+ P12
(
x(t), y(t)
)
y ′(t),
y(t)− y∗ = P21
(
x(t), y(t)
)
x ′(t)+ P22
(
x(t), y(t)
)
y ′(t),
tr
(
J
(
x(t), y(t)
))− tr(J (x∗, y∗))
=Q1
(
x(t), y(t)
)(
x(t)− x∗)+Q2(x(t), y(t))(y(t)− y∗)
and
0 	= ∂
∂x
(Q1P12 +Q2P22)− ∂
∂y
(Q1P11 +Q2P21) 0
on R2+. Corollary 2.1 shows that for system (2.1) with A > 0 the local and global
asymptotic stability coincide. The scenario is similar to Kolmogorov type predator–prey
models with Michaelis–Menten (or Holling type II) functional response. The problem for
the uniqueness of limit cycle is still open, although it is true for systems (1.4) and (1.5)
[9–13].
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