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Abstract
We present a theoretical study of light-induced phenomena in gas-phase molecu-
les, exploring the physical phenomena arising in two distinct contexts: using syn-
chrotron radiation and ultrashort laser pulses. This work has been done in close
collaboration with Piero Decleva (Universita` degli Studi di Trieste).
We first present our work on inner-shell photoionization of diatomic (CO) and
small polyatomic (CF4, BF3) molecules at high photoelectron energies performed
in collaboration with the experimental the groups of Edwin Kukk (Turku Univer-
sity), Catalin Miron (Synchrotron SOLEIL), Kiyosi Ueda (Synchrotron SPring-8)
and Thomas Darrah Thomas (Oregon State University). The combination of
state-of-the-art Density Functional Theory (DFT)-like calculations, capable to
describe photoionization accounting for the nuclear degrees of freedom, together
with high-resolution third-generation synchrotron facilities, has enabled the inves-
tigation of non-Franck-Condon effects observable in vibrationally resolved pho-
toionization measurements. We demonstrate that the nuclear response to in-
tramolecular electron diffraction is observable and can be used to obtain struc-
tural information. As a proof-of-principle, by using the DFT calculations as an
analysis tool to fit the experimental data, we have accurately determined the equi-
librium distance of the CO molecule and the bond contraction that takes place
upon C 1s ionization. This is a surplus of photoelectron spectroscopy with res-
pect to more conventional spectroscopic techniques, which usually can only pro-
vide structural information of neutral molecular species. Furthermore, we have
explored the different phenomenon arising when an electron is emitted from a de-
localized orbital: multicenter emission. The results on molecular fluorine coming
from our numerical simulations are in good qualitative agreement with those pro-
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vided by the simple formula proposed by Cohen and Fano in the sixties.
We have employed the same DFT-based methodology together with time-de-
pendent first-order perturbation theory and a reduced density matrix formalism to
report the first demonstration of purely electron dynamics in a biological molecule:
the amino acid phenylalanine, in collaboration with the experimental groups of
Mauro Nisoli (Politecnico di Milano), Luca Poletto (Istituto Nazionale di Foton-
ica - Consiglio Nazionale delle Ricerche) and Jason Greenwood (Queen’s Univer-
sity). The use of attosecond pulses in combination with novel detection techniques
has enabled the capture of purely electron motion at its intrinsic time scale. Be-
cause of their wide energy bandwidth, attosecond pulses are ideal sources to gen-
erate coherent superpositions of states, triggering an ultrafast electronic response
that can be later tracked with attosecond resolution. Our theoretical study ena-
bled to interpret the experimental findings in terms of charge migration, thus con-
firming the first observation of purely electron dynamics in a biomolecule. The
work presented here has been extended to treat the amino acids glycine and tryp-
tophan, which has allowed the investigation of radical substitution effects in the
charge migration mechanism.
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Resumen
Esta tesis doctoral constituye un estudio teo´rico de procesos ultrarra´pidos que
ocurren en mole´culas aisladas cuando son expuestas a radiacio´n electromagne´tica.
En particular, hemos investigado los feno´menos f´ısicos que surgen en dos contextos
diferentes: (i) cuando la energ´ıa de los fotones incidentes esta´ bien definida, como
ocurre en experimentos que hacen uso de radiacio´n sincrotro´n, y (ii) cuando la
duracio´n de la interaccio´n radiacio´n-materia es extremadamente corta, lo cual es
posible gracias al desarrollo de pulsos la´ser ultra-cortos, del orden de tan solo unos
pocos cientos de attosegundos (1 as = 10−18 s). Este trabajo ha sido supervisado
por Fernando Mart´ın y Alicia Palacios (Universidad Auto´noma de Madrid), y ha
sido realizado en estrecha colaboracio´n con Piero Decleva (Universita´ degli Studi
di Trieste) y con varios grupos experimentales de distintos pa´ıses, como se indica
a continuacio´n.
En primer lugar, presentamos un estudio sobre fotoionizacio´n de capa in-
terna de mole´culas diato´micas (CO) y poliato´micas (CF4, BF3) con radiacio´n
sincrotro´n a altas energ´ıas del fotoelectro´n, que ha sido realizado en colaboracio´n
con los grupos experimentales de Edwin Kukk (Turku University), Catalin Miron
(Synchrotron SOLEIL), Kiyosi Ueda (Synchrotron SPring-8) y Thomas Darrah
Thomas (Oregon State University). El uso de instalaciones sincrotro´n de ter-
cera generacio´n, en combinacio´n con te´cnicas de deteccio´n avanzadas de alta
resolucio´n en energ´ıa, nos ha permitido observar claras violaciones del princi-
pio de Franck-Condon (FC) en espectros fotoelectro´nicos resueltos vibracional-
mente. Nuestro trabajo teo´rico, basado en la aplicacio´n de la Teor´ıa del Funcional
de la Densidad (DFT, del ingle´s, Density Functional Theory) para describir pro-
cesos de fotoionizacio´n en sistemas multielectro´nicos, ha sido esencial para guiar
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las campaas experimentales, as´ı como para interpretar los resultados de las mis-
mas. Para ello, ha sido necesario tener en cuenta en nuestras simulaciones com-
putacionales los grados de libertad adicionales debidos al movimiento nuclear.
Nuestro estudio conjunto demuestra que las violaciones del principio de FC ob-
servadas son consecuencia de un feno´meno de difraccio´n electro´nica: cuando se
emite un electro´n desde una regio´n bien localizada en el centro de una mole´cula
poliato´mica, como el orbital 1s del a´tomo de carbono en la mole´cula CF4, e´ste
puede ser difractado por los a´tomos circundantes, originando interferencias cons-
tructivas y destructivas en los espectros fotoelectro´nicos. La respuesta nuclear al
feno´meno de difraccio´n electro´nica es observable, y los espectros fotoelectro´nicos
contienen informacio´n estructural del sistema. Sin embargo, la extraccio´n de
esta informacio´n puede llegar a ser todo un desaf´ıo. En esta tesis doctoral pro-
ponemos un me´todo de determinacio´n estructural, basado en el uso de ca´lculos
DFT como herramienta de ana´lisis para el ajuste de datos experimentales. Como
prueba de concepto, hemos determinado con precisio´n, y simulta´neamente, la dis-
tancia de equilibrio de la mole´cula de CO y la contraccio´n de enlace que tiene
lugar tras la extraccio´n de un electro´n del orbital 1s del a´tomo de carbono. Nue-
stro me´todo presenta una clara ventaja frente a te´cnicas espectrosco´picas ma´s
convencionales que, en general, tan solo son capaces de proporcionar informacio´n
estructural de la especie neutra.
Cuando el electro´n no se emite desde una regio´n bien localizada en el centro de
la mole´cula, sino desde un orbital deslocalizado entre varios a´tomos, tiene lugar
un feno´meno f´ısico diferente: emisio´n multice´ntrica. Nuestras simulaciones en la
mole´cula de flu´or muestran que este feno´meno es experimentalmente observable en
espectros fotoelectro´nicos, y nuestros resultados coinciden, de forma cualitativa,
con los predichos por la sencilla fo´rmula propuesta por Cohen y Fano en los aos
60.
Poder observar y controlar el movimiento de los electrones en mole´culas
biolo´gicas es uno de los principales objetivos de la ciencia de attosegundos (atto-
ciencia). El uso de pulsos laser ultra-cortos permite inducir corrientes electro´nicas
ultra-ra´pidas en la materia mediante la creacio´n de superposiciones coherentes de
autoestados del sistema. Adema´s, estos pulsos tienen la duracio´n adecuada para
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visualizar las corrientes creadas con la resolucio´n temporal requerida. En colab-
oracio´n con los grupos experimentales de Mauro Nisoli (Politecnico di Milano),
Luca Poletto (Instituto Nazionale di Fotonica Consiglio Nazionale delle Ricerche)
y Jason Greenwood (Queen’s University), hemos reportado la primera observacio´n
de dina´mica puramente electro´nica en una mole´cula biolo´gica: el amino a´cido fe-
nilalanina. Esto ha sido posible gracias a la creacio´n y aplicacio´n de pulsos laser
de tan solo 300 attosegundos de duracio´n, en combinacio´n con novedosas te´cnicas
de deteccio´n de fragmentos io´nicos doblemente cargados (formados tras la ion-
izacio´n de la biomole´cula). La migracio´n de carga observada precede cualquier re-
ordenamiento estructural y es la base de un gran nu´mero de procesos biolo´gicos.
Nuestras simulaciones computacionales, basadas en DFT junto con teor´ıa de per-
turbaciones a primer orden y un formalismo de matriz de densidad reducida, han
sido esenciales en la interpretacio´n de los hallazgos experimentales en te´rminos de
migracio´n de carga ultra-ra´pida. Para ello, ha sido necesario describir de forma
precisa la interaccio´n de la mole´cula con el pulso laser empleado en los experimen-
tos, as´ı como la respuesta molecular inducida. Nuestro trabajo ha revelado, de
manera inequ´ıvoca, que las variaciones de carga observadas se deben u´nica y exclu-
sivamente al movimiento ondulatorio de los electrones en la biomole´cula. Hemos
descubierto que la migracio´n de carga desde un extremo a otro del amino a´cido
tarda entre 3 y 4 femtosegundos (1 fs = 10−15 s). Merece la pena sealar que, hasta
entonces, ningu´n trabajo teo´rico hab´ıa sido capaz de describir el proceso de ion-
izacio´n por un pulso de attosegundos y el posterior reordenamiento electro´nico en
una mole´cula compleja, de relevancia biolo´gica.
En esta tesis doctoral presentamos un estudio completo que incluye los amino
a´cidos glicina y tripto´fano. Esto nos ha permitido generalizar los resultados
obtenidos a otras mole´culas biolo´gicas, as´ı como investigar co´mo afecta la susti-
tucio´n del radical al mecanismo de migracio´n de carga ultra-ra´pida en un amino
a´cido. Nuestros resultados demuestran que, modificando las caracter´ısticas el
pulso laser (amplitud y fase de sus componentes espectrales) es posible modificar
la respuesta electro´nica inducida, permitiendo controlar a la carta el movimiento
de los electrones en sistemas de relevancia biolo´gica.
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Introduction
Chemical reactions occur as a result of bond breaking and formation, a dynamical
process that, in general, is initiated by changes in the electronic structure of a
molecule and followed by the subsequent nuclear rearrangement. The study of
the dynamics associated to the nuclei belongs to the realm of femtochemistry, a
well-established field that for more than twenty years has been able to capture
and even control the nuclear motion in chemical reactions and intramolecular
processes [1, 2]. The field obtained an important recognition in 1999, when Ahmed
Zewail was awarded the Nobel prize in Chemistry “for his studies of the transition
states of chemical reactions using femtosecond spectroscopy” [3]. One of the most
common techniques to investigate the dynamics of a chemical reaction constitutes
the well-known pump-probe spectroscopy: a short pulse of light (pump) is used
to induce a process in a molecular target and, after some time, the dynamical
response of the system is monitored with a second pulse (probe). By performing
measurements with different time delays between the two pulses, it is possible to
take “snapshots” of a chemical reaction. Of course, the duration of the light pulses
employed needs to be (at least) of the same order of magnitude (or shorter) than
the dynamics to observe. For instance, in order to monitor a process of charge
transfer mediated by the nuclear motion in organic molecules [4], pulses in the
femtosecond time domain were needed. This is the reason why purely electron
motion, occurring in the attosecond time domain, has remained hidden from direct
experimental observation until very recently, when pulses with durations as short
as a few tens of attoseconds became available.
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Attosecond science
The experimental demonstration of attosecond pulses was achieved in 2001 [5, 6]
using high harmonic generation (HHG) techniques, which opened a new era of time
resolved experiments. HHG is a non-linear process occurring when an atomic or
molecular gas is irradiated with an intense femtosecond laser, usually a Ti:sapphire
laser with a central wavelength of 800 nm. The target will then emit XUV light
with frequencies that are high odd multiples of the driving field [7, 8]. An inter-
pretation of this phenomenon was given in 1993 [9] by Paul Corkum by means
of a three-step model. Due to the distortion of the Coulomb potential genera-
ted by the strong IR field, the electron is ionized by tunneling through the elec-
tric barrier (see fig. 1). Then (second step), the electron is accelerated by the
laser field and driven back towards the parent ion. In the last step, the recombina-
tion, the energy that the electron has accumulated during its journey is released
as an energetic XUV or X-ray photon [9]. Since the first step (tunnel ioniza-
tion) is a non-linear process that requires the absorption of several photons, it
is more likely to occur at the maxima of the laser field, when the tunneling pic-
ture is valid. Thus, electrons are released and recombined in ultrashort intervals,
leading to the formation attosecond laser pulses [10].
Laser field
. Electron tunneling1
. Acceleration2
. Recombination3
XUV
Figure 1: Schematic representation of the three-step model [9] for HHG: (1) tunnel
ionization, (2) acceleration by the driving field and (3) recombination with the
parent ion.
According to the three-step model, an attosecond pulse is generated every
16
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half a cycle of the driving femtosecond pulse, which leads to the production of
attosecond pulse trains (APTs) rather than single attosecond pulses (SAPs). A lot
of work has been directed towards the generation of SAPs [11]. The first SAP was
produced in 2001 by the group of Ferenc Krausz by using the selection of cutoff
harmonics generated with a 7 fs IR pulse [5]. This short duration made that
the highest harmonics were produced only during one half-cycle, thus generating
a SAP. In order to characterize a SAP, one can use a co-propagating IR laser
pulse by means of the attosecond streak camera [12]: the photoelectron emitted
by the XUV pulse is driven by the presence of the IR field and its momentum
is modified in a extent that depends on the relative time delay between the two
pulses. The first fully-characterized few-cycle SAP was generated in 2006 in the
group of Mauro Nisoli [13], with a duration of 130 as and a central frequency of
35 eV. Only two years later, an even shorter pulse was produced, with duration
of 80 as and 80 eV of central energy [14]. To date, the shortest XUV pulses ever
produced and characterized were 67 as-long and their central energy was 90 eV
[15].
These impressive achievements have enabled the real-time observation and con-
trol of electron motion in atoms, molecules and condensed phases [16, 11, 17, 18].
The observation of the femtosecond Auger decay in krypton in 2002 was the first
application of isolated attosecond pulses [19]. This demonstration was followed by
other important experimental results in the field of ultrafast atomic physics, such
as the real-time observation of electron tunneling [20] and the measurement of
temporal delays of the order of a few tens of attoseconds in the photoemission of
electrons from different atomic orbitals of neon [21] and argon [22]. The unprece-
dented time resolution offered by attosecond pulses has also allowed quantum me-
chanical electron motion and its degree of coherence to be measured in atoms by
using attosecond transient absorption spectroscopy [23]. Attosecond techniques
have also been applied in the field of ultrafast solid-state physics, with the mea-
surement of delays in electron photoemission from crystalline solids [24] and the
investigation of the ultrafast field-induced insulator-to-conductor state transition
in a dielectric [25].
The application of attosecond techniques to molecules offers the possibility
of investigating primary relaxation processes, which involve electronic and nu-
17
clear degrees of freedom and their coupling [26, 27, 28, 29, 30]. In the case of
large molecules (e.g., biologically relevant molecules), prompt ionization by atto-
second pulses may produce ultrafast charge migration along the molecular skele-
ton, preceding any nuclear rearrangements. This phenomenon has been predicted
by various authors [31, 32, 33, 34, 35], whose work was stimulated by pioneering
experiments performed by R. Weinkauf, E. W. Schlag and collaborators on frag-
mentation of peptide chains [36, 37, 38]. Ultrafast electron dynamics evolving on
an attosecond or few-femtosecond temporal scale can determine the subsequent
relaxation pathways of a molecule [30]. The process is induced by sudden gene-
ration of an electronic wave packet, which moves across the molecular chain and
induces a site selective reactivity, which is related to charge localization in a par-
ticular site of the molecule [31]. Although the study of complex molecules is cha-
llenging, a formative measurement of the amino acid phenylalanine has shown that
ionization by a short APT leads to dynamics on a temporal scale of a few tens of
femtoseconds. This has been interpreted as the possible signature of ultrafast elec-
tron transfer inside the molecule [39]. Even though picosecond and femtosecond
pulses are suitable for the investigation of nuclear dynamics, the study of elec-
tronic dynamics with these pulses has been made possible by slowing down the
dynamics through the use of Rydberg electron wave packets [40]. However, in or-
der to study the electron wave packet dynamics in the outer-valence molecular
orbitals, relevant to most chemical and biological systems, attosecond pulses are
required.
Despite the impressive progress made in the last decades, attosecond pulses ge-
nerated via HHG still have two main constraints: their relatively low intensities,
which can make some attosecond pump-probe experiments quite challenging, and
the limited range of photon energies in which they can be produced. These limita-
tions are overcome in the recently operating XUV/X-ray free-electron laser (FEL)
facilities, which can already produce bright few-femtosecond pulses based on syn-
chrotron light.
Synchrotron light
Synchrotron radiation is emitted when charged particles moving at velocities close
to the speed of light are forced to change direction by a magnetic field, as dictated
18
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by the fundamental laws of electrodynamics [41]. The first observation of arti-
ficial synchrotron light occurred at the General Electric Research Laboratory in
New York in 1947 [42], opening a new era of accelerator-based light sources. Syn-
chrotron light sources rapidly evolved ever since through up to four different gen-
erations [43].
The so-called first-generation light sources were high-energy physics facilities
were synchrotron radiation was generated as a byproduct. The interest for the
use of synchrotron light increased over the years, motivating a series of pionee-
ring advances. The most important was the development of storage rings [44],
the basis for all of today’s synchrotrons. A storage ring is a type of circu-
lar accelerator in which the beam of particles can circulate at a fixed energy
during several hours, providing stable beam conditions and reducing the radia-
tion hazard. In 1975, the Synchrotron Radiation Source (SRS) at the Daresbury
Laboratory in the UK, the first synchrotron exclusively designed to the produc-
tion of light, began to be constructed [45, 46]. It became operational in 1981
[47], the same year as the BESSY synchrotron [48] in Berlin, giving birth to the
second-generation light sources. Over the years, some facilities that were origi-
nally developed to high-energy physics, such as the HASYLAB (Hamburger Syn-
chrotronstrahlungslabor) at DESY, or the Stanford Synchrotron Radiation Labo-
ratory at the SLAC National Accelerator Laboratory at Standford, were upgraded
to second-generation status and gradually started to dedicate more operating time
to light production.
The development of insertion devices [49] lead to the advent of third-generation
light sources. Insertion devices are arrays of magnets with alternating pola-
rity that, located into the straight sections of the storage rings, generate very
bright beams and allow to shift the light spectrum towards higher photon ener-
gies. These devices were quickly incorporated into existing the synchrotron fa-
cilities. Third-generation facilities, designed with insertion devices in place from
the beginning, saw the light in the 90s. The first of them was the European Syn-
chrotron Radiation Facility (ESRF), located in Grenoble, France, which started
operating in 1994 [50, 51].
To date, there are more than 50 dedicated second- and third-generation light
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sources all over the world serving many areas of science. The BESSY II in Berlin,
the ELETTRA in Trieste, the National Synchrotron Light Source in the USA,
Spring-8 in Japan or SOLEIL in France are just a few examples. All of them
present similar structures, with a storage ring having many ports connected to
the beamlines, which are small stations where the experiments are performed. The
configuration of the different beamlines, however, can be more different, depending
on the kind of experiments they have been designed for.
Synchrotron radiation spans a wide energy range, from infrared light up to
hard X-rays. It is characterized by its high brightness, being orders of magnitude
brighter than that produced in conventional light sources. Synchrotron light is also
highly polarized (linearly, circularly or elliptically), tunable, collimated (consisting
of almost parallel rays) and concentrated over a small area. These properties make
of synchrotron radiation one of the most important and universal research tools,
with a steadily increasing number of applications [43, 52, 53].
The brightness of the light beams produced these facilities and the use of effi-
cient X-ray monochromators [54] have brought unprecedented energy resolution
to X-ray spectroscopy. This has lead to major advances in X-ray absorption spec-
troscopy (XAS) that include the development of the near edge X-ray absorption
fine structure spectroscopy (NEXAFS) and the X-ray absorption fine-structure
spectroscopy (EXAFS) [55, 56] techniques. In addition to conventional XAS,
ion-yield spectroscopy techniques, in which the yield of ionic fragments is recorded
as a function of the photon energy, can provide useful information about photodis-
sociation dynamics occurring in highly excited states [57, 58]. By recording frag-
mentation yields for different ejection angles one can also gain information about
the symmetry of the states involved in the fragmentation dynamics [59].
Photoelectron spectroscopy has allowed to measure core-hole lifetime widths
of molecular species [60, 61, 62] as well as their corresponding vibrational struc-
tures [63]. Recent work [64] has demonstrated that high-resolution resonant pho-
toelectron spectroscopy can be applied to image molecular potentials of excited
states and to identify new states that are invisible in conventional photoelec-
tron spectroscopy techniques. The combination of high-resolution photoelectron
spectroscopy with normal Auger electron spectroscopy has allowed to obtain in-
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formation about potential energy curves of two-hole states in diatomic molecules
[65]. By recording photoelectrons, Auger electrons and ionic fragments in coinci-
dence, it has been possible to get a deeper insight into the Auger decay process
[66, 67, 68, 69, 70, 71].
The application of angle-resolved photoelectron spectroscopy to gas-phase
molecules can reveal structural details about the target. By measuring the
photoemission intensity over a hemispherical region, it has been possible to re-
construct molecular orbital densities of large pi−conjugated molecules [72]. When
an electron is emitted from an inner shell of a molecule, the outgoing wave
can be coherently scattered by the surrounding atomic constituents. There-
fore, molecular-frame photoelectron angular distributions (MFPADs) are sensi-
tive to molecular potentials and can thus be used to image molecular structures.
MFPADs can be measured by registering photoelectrons in coincidence with ions
[73] or with Auger electrons [74, 75]. It has been shown that in the case of
small polyatomic molecules in which the central atom is bonded to hydrogens,
such as CH4, photoelectrons with low kinetic energy are emitted along the chemi-
cal bonds [76, 77, 78]. Although this assumption is no longer true when hydrogens
are replaced by heavier fluorine atoms [78], MFPADs can still retrieve information
about the tridimensional structure of the molecular target. Measuring MFPADs
requires the use of rather sophisticated coincidence setups with high angular res-
olution and high detection efficiency [79, 80], which are not always available or
applicable. Alternatively, recent work on the photoionization of diatomic and
small polyatomic molecules by synchrotron radiation [81, 82] has shown that, un-
der some circumstances, photoelectron spectra integrated over electron ejection
angle can also be a valuable tool for structural determination.
Free-electron lasers (FELs) constitute the fourth generation of light sources,
being able to generate ultrashort and ultrabright pulses of coherent light by using
powerful linear accelerators which are several kilometers long. The underlying
principle behind FELs is the self-amplified spontaneous emission (SASE). As in
third-generation facilities, FELs make use of insertion devices to generate syn-
chrotron light. This radiation interacts with the oscillating electrons, making
them drift into microbunches, which are separated by a distance that is equal to
one radiation wavelength. Through this interaction, the electrons start to emit
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coherent light. The emitted radiation can reinforce itself, leading to high beam in-
tensities and laser-like properties.
The first FEL to become operational was the Tesla Test Facility in Hamburg
in 2000, that was replaced by FLASH in 2005, the first soft X-ray FEL [83], where
the first experiments on coherent diffractive imaging were performed [84, 85, 86]
by means of the so-called diffraction-before-destruction [87] technique. In 2009,
the Linac Coherent Light Source (LCLS) in Stanford became the first hard X-ray
FEL, improving the resolution of coherent diffractive imaging experiments [88, 89].
Other FEL facilities such as FERMI [90] (2010), at the Elettra Sincrotrone in
Trieste, or SACLA (2011), embedded in the Spring-8 complex [91], have recently
become operational, and new facilities are being designed or under construction.
Theoretical methods
Advances in synchrotron- and HHG-based light sources have opened the door
for structural determination of single isolated molecules, as well as for imaging
and even controlling electron and nuclear dynamics, with exciting applications in
physics, chemistry and biology. In order to guide and to understand these new ge-
neration of experiments, theoretical calculations are crucial. As we have seen, the
development of high-resolution third-generation synchrotron light sources ena-
bled the application of traditional photoelectron X-ray diffraction techniques to
small molecules in the gas phase. However, solid theoretical support combining
state-of-the-art calculations with the use of simple models was needed to unders-
tand and interpret the diffraction patterns arising in the photoelectron spectra.
Moreover, theoretical predictions have guided and motivated a large number of
attosecond experiments, such as the recent observation of ultrafast charge migra-
tion in a biomolecule [92]. The first theoretical prediction of charge migration
in complex systems came from Lorenz S. Cederbaum and J. Zobeley more than
15 years ago [32], demonstrating that electron correlation can drive purely elec-
tron dynamics in a sub-femtosecond time scale, faster than the onset of the nuclear
motion. Over the years, they have investigated this phenomenon in a large num-
ber of organic molecules, ranging from small amino acids such as glycine [93, 94]
to larger systems containing aromatic rings [95], using ab initio approaches that
accurately account for electron correlation. Charge migration has become a hot
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topic, attracting the interest of a number of researchers and giving rise to excit-
ing theoretical predictions [96]. In 2006, Franc¸oise Remacle and Raphael D. Levine
showed that a positive hole could migrate from the amino to the carboxyl termi-
nal of a tetrapeptide in just one and a half femtosecond [31] by using Density
Functional Theory. These predictions have motivated recent experimental obser-
vations [39, 92, 97] with attosecond pulses generated via HHG as well as the design
of nobel experiments based on FELs [98]. In these theoretical works, the initial
wave packet was prepared by removing an electron from a given molecular or-
bital, creating a hole in the electronic structure of the molecule. Then, since the
ionized state is not a stationary state of the ionic Hamiltonian but a linear super-
position of several of them, the hole moves through the molecular skeleton with a
velocity that is dictated by the energy spacing between the interfering states. Al-
though approaches accounting for the interaction with experimentally realistic
attosecond pulses have been recently developed [99, 100, 101, 92, 97], the evalua-
tion of electronic wave packets in the continuum is still challenging, especially in
the case of complex molecules.
The so-called fixed-nuclei approximation has been assumed in the works above
mentioned. Although it is a reasonable approach because the nuclear motion
usually comes into play in a longer time scale, some influence cannot be completely
excluded. For instance, it has been shown that stretching a few picometers of
carbon bonds can occur in a few femtoseconds and can modify the charge dynamics
in organic molecules [95]. Semi-classical approaches have been recently applied to
the description of coupled electron-nuclear dynamics in complex molecules. An
implementation of the Ehrenfest method within the Complete Active Space Self
Consistent Field (CASSCF) formalism has allowed to explore the damper effect of
the nuclear dynamics in the charge migration mechanism [102, 103, 104]. Another
recent work [105] has shown that attosecond hole migration in a benzene cation can
survive the nuclear motion for more than 10 fs. However, despite these advances,
a full description of charge migration in a complex molecule including the nuclear
degrees of freedom in which the photoionization step is property accounted for is
yet to be done.
The theoretical description of electron and nuclear dynamics in which all de-
grees of freedom are fully correlated is very difficult even for the case of small mo-
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lecules. In this context, the multi-configurational time-dependent Hartree-Fock
(MCTDHF) method [106, 107, 108, 109, 110, 111, 112, 113] has been proved to
be a powerful tool. Also, approaches based on Density Functional Theory (DFT)
can be very useful because of their good compromise between accuracy and com-
putational effort. Our group, in collaboration with Piero Decleva in Trieste, is
pioneer in the use of the static-exchange DFT method and a more elaborate
time-dependent version together with new approaches to include the nuclear mo-
tion at the Born-Oppenheimer level in diatomic molecules [81, 82, 114, 115, 116]
and for the symmetric stretching mode in molecules with a small number of atoms
[117, 118, 119, 120, 121, 122], finding very good agreement with recent experimen-
tal results obtained with synchrotron radiation. These studies have been partially
developed during this PhD thesis. Nevertheless, it should be mentioned that the
inclusion of more vibrational degrees of freedom while keeping a reliable descrip-
tion of electron correlation remains a challenge.
Outline
The aim of this work is to investigate light-induced phenomena in simple isolated
systems, with especial emphasis in the theoretical description of processes that can
be traced and manipulated using synchrotron radiation and ultrafast laser pulses.
In particular, we have focused on the investigation of (1) photoionization of small
molecules using methods that account for both nuclear and electronic degrees
of freedom, and (2) ultrafast electron dynamics in larger molecules initiated by
attosecond XUV pulses. All the work presented in this PhD thesis has been done
in collaboration with Piero Decleva, from Universita` degli Studi di Trieste.
The theoretical methods employed in this work are described in chapters 1,
2 and 3. Chapter 1 reviews the general concepts to treat light-matter interac-
tion. How to apply these concepts to the special case of molecules interact-
ing with synchrotron radiation and attosecond pulses is presented in chapters
2 and 3. In this work we have employed the static-exchange DFT method, de-
veloped by Mauro Stener, Piero Decleva and collaborators, briefly described in
chapter 2, to evaluate bound and continuum electronic stationary states. The nu-
clear motion has been accounted for within the Born-Oppenheimer approxima-
tion in the case of diatomic and small polyatomic molecules. This has allowed
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for the computation of vibrational excitations upon ionization and the investi-
gation of non-Franck-Condon effects. Results are presented in chapters 4 and
5. Chapter 4 is devoted to our study of small molecules with synchrotron radi-
ation, while chapter 5 is focused on the investigation of electron dynamics upon
photoionization with ultrashort pulses in amino acids.
We have first investigated the interferences arising in the photoionization of
small molecules (BF3, CF4, CO and F2) at high photoelectron energies by analy-
zing the role of the nuclear motion. In collaboration with the experimental groups
of Edwin Kukk (Turku University), Catalin Miron (Synchrotron SOLEIL), Kiyosi
Ueda (Synchrotron SPring-8) and Thomas Darrah Thomas (Oregon State Uni-
versity), we have found evidence of intramolecular scattering occurring in the
inner-shell photoionization of CO, CF4 and BF3 imprinted the collective vibra-
tional excitation that accompanies 1s ionization from the C (CO, CF4) or the B
(BF3) atom at high photoelectron energies. The ratios between vibrationally re-
solved photoionization cross sections (ν-ratios) show pronounced oscillations as
a function of the photon energy which are the fingerprint of electron diffraction
by the surrounding atomic centers and therefore carry information of the mole-
cular target as well as of the ionization process. As a proof of principle, we have
illustrated how to retrieve the structural information encoded in the ν-ratios by
determining the internuclear distances of the CO molecule and of the core-hole
species generated upon C 1s ionization. A different scenario occurs when the elec-
tron is emitted not from a well confined region in the molecule but from a de-
localized orbital. In these situations, double (triple...) slit-like interferences are
expected to arise. We have investigated this phenomenon in the F2 molecule,
where, due to symmetry, the orbitals are delocalized between the two atomic cen-
ters. By analyzing the role of the nuclear motion upon photoabsorption, we have
found experimentally measurable evidence of double slit-like interferences in the
angle-integrated photoelectron spectra. All these results are summarized in chap-
ter 4 and the published manuscripts are attached in appendices A, B, C, D and
E.
We then move to more complex molecules, where we restrict ourselves to frozen
nuclei, although applying time-dependent treatments for electron dynamics. Ul-
trashort light pulses can create coherent superpositions of electronic states, trigge-
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ring electron motion at a speed that is determined by the energy spacing between
the interfering states. We have investigated the ultrafast electronic response of
large biological systems to attosecond XUV pulses, in collaboration with the ex-
perimental groups of Mauro Nisoli (Politecnico di Milano), Luca Poletto (Istituto
Nazionale di Fotonica - Consiglio Nazionale delle Ricerche) and Jason Green-
wood (Queen’s University). Our study, presented in chapter 5 and in appendices
F and G, includes the amino acids glycine, phenylalanine and tryptophan, with
the aim of understanding the influence of the different radicals in the charge mi-
gration mechanism. For each molecule, we have evaluated the electronic wave
packet generated by an attosecond XUV pulse by means of the static-exchange
DFT method and time-dependent first-order perturbation theory. The Fourier
analysis of the hole density over different portions of the molecule reveals ultra-
fast beatings that are in very good agreement with the oscillations found in a
XUV/NIR pump-probe experiment where the yield of different fragments is mea-
sured as a function of the pump-probe time delay.
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Chapter 1
Light-matter interaction
The aim of this chapter is to review the general concepts on light-matter interac-
tion and the expressions that we employ to describe the behavior of atomic and
molecular systems in an electromagnetic field. We focus on the interaction with
“weak” radiation, which can be accurately described using perturbative approa-
ches.
1.1 Time-dependent Schro¨dinger equation
The evolution of a quantum system is fully determined by the time-dependent
Schro¨dinger equation (TDSE) [123]:
i~
∂
∂t
Φ(t) = Hˆ(t)Φ(t) (1.1)
where Φ(t) is the wave function of the system and Hˆ(t) is the Hamiltonian ope-
rator. For the sake of simplicity, nor spatial or spin coordinates are explicitly
indicated here. The formal solution of the TDSE is given by
Φ(t) = U(t0, t)Φ(t0) (1.2)
where U(t0, t) = e
− i~
∫ t
t0
Hˆ(τ)dτ
is the so-called evolution operator, which propa-
gates the wave function from an initial time t0 to t, ~ being the reduced Planck
constant. Eqs. 1.1 and 1.2 are general and, in principle, applicable to any sys-
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tem. Our goal is to investigate the behavior of matter upon interaction with
bright light. Specifically, we are interested in exploring molecular targets sub-
ject to ultrashort laser pulses and synchrotron radiation. These light sources are
usually intense enough so that one can describe the flux of photons as a con-
tinuum variable, i.e., by means of Maxwell equations [41, 123]. Furthermore,
magnetic interactions are usually weak in these contexts and light can be mo-
deled as an oscillating electric field. Neglecting spin orbit couplings, mass pola-
rization and relativistic effects, the Hamiltonian operator of a set of N charged
particles may be written as
Hˆ(t) =
N∑
i=1
[
pi
2
2mi
+
N∑
j=1
qiqj
|ri − rj|2
]
︸ ︷︷ ︸
Hˆ0
+
N∑
i=1
qiriE(t)︸ ︷︷ ︸
Vˆ (t)
(1.3)
where ri, pi, mi and qi are the position, momentum, mass and charge of the
i-th particle, respectively, and E(t) is the electric field of the electromagnetic
wave in the dipole approximation [41, 123], which neglects the spatial dependence
of the field across the system. This is usually a good approach for long and
medium wavelength fields and for small atomic systems as long as the wavelength
is significantly larger than the dimensions of the system. For our purposes, it is
convenient to split Hˆ into two parts (see eq. 1.3): the field-free Hamiltonian, Hˆ0,
and a term accounting for the interaction with the radiation, Vˆ (t). Note that the
interaction term in eq. 1.1 has been written in the length gauge.
Spectral methods
Even though eq. 1.1 does not have an exact analytical solution in most cases, it
can be solved, for instance, by defining an initial wave function in a grid of points
and then propagate it numerically. However, grid-based methods are typically
expensive since one has to use large numbers of grid points in order to get accurate
results. In quantum chemistry, it is more efficient to use spectral methods, in
which the wave function is expanded onto a complete basis set of functions. Of
course, the efficiency and accuracy here depend on the adequate choice of the basis
set for the particular problem. It is usually a good approach to use the eigenstates
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of the field-free Hamiltonian, which are the solutions of the the eigenvalue problem
given by
Hˆ0φk = Ekφk (1.4)
where φk are the eigenfunctions of Hˆ0, which form a complete basis set, and Ek
are the corresponding eigenvalues. The total wave function can be expanded as
Φ(t) =
∑
k
ck(t)φk (1.5)
where the time dependence is contained in the spectral coefficients ck(t), which
satisfy
ck(t) = 〈φk|Φ(t)〉 (1.6)
due to the orthogonality of the basis. Inserting the spectral expansion of the wave
function (eq. 1.5) into the TDSE (eq. 1.1), we obtain
i~
∂
∂t
∑
k
ckφk =
∑
k
ck[Ek + Vˆ (t)]φk (1.7)
where we have made use of eq. 1.4. By left-side projecting onto 〈φn| and applying
the orthogonality relation 〈φi|φj〉 = δij , eq. 1.7 reads
i~
d
dt
cn(t) = cn(t)En +
∑
k
ck〈φn|Vˆ (t)|φk〉 (1.8)
We have obtained a set of coupled equations that describe the time-evolution of
the spectral coefficients. A more compact version of eq. 1.8 can be obtained by
performing the change of variables
cn(t) = c˜n(t)e
−iEnt/~ (1.9)
where c˜n(t) are the coefficients in the interaction picture [123], which are equiva-
lent to those in the Schro¨dinger picture cn(t) except for the corresponding sta-
tionary phases. Applying eq. 1.9 to the coefficients in eq. 1.8 and multiplying
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both sides of eq. 1.8 by eiEnt/~, we obtain
i~
d
dt
c˜n(t) =
∑
k
c˜k(t)e
iωnkt〈φn|Vˆ (t)|φk〉 (1.10)
where we have introduced the Bohr angular frequency ωnk =
En−Ek
~ . This set of
coupled equations is completely general and rigorously equivalent to eq. 1.1. The
coupling between different states arises from the existence of the external potential
Vˆ (t), which relates the evolution of c˜n(t) to that of all the other coefficients.
In general, eq. 1.10 can be solved numerically by breaking the time domain
into small steps {t1, t2, ...} and the set {c˜n(tj)}n is obtained from {c˜n(tj−1)}n
through iterative procedures [124, 17, 125]. However, this approach might become
computationally expensive in some situations. If the external potential Vˆ (t) is
weak, the time-evolution of the wave function can be evaluated more efficiently
making use of perturbation theory, as we explain in the next section.
1.2 Time-dependent perturbation theory
Perturbation theory provides a useful approach to solve the TDSE when the field
applied to the system is weak and therefore Vˆ (t) can be treated as a perturbation.
Under this assumption, the set of coefficients c˜n(t) hardly vary in time and their
zero-th order solution is given by their initial values:
c˜(0)n (t) ' c˜n(0) (1.11)
Solutions of higher order (r > 0) can be evaluated using the recurrence relation
i~
d
dt
c˜(r)n (t) =
∑
k
c˜
(r−1)
k (t)e
iωnkt〈φn|Vˆ (t)|φk〉 (1.12)
which enables to obtain the r-th order solution from the (r − 1)-th order one.
We are interested in situations in which non linear processes are negligible and
can thus be accurately described using first-order perturbation theory, which
approximates the exact wave function to its first-order solution. If the system is
assumed to be in the ground state at t = 0, that is, c˜n(0) = δ0n, the zero-th order
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solution is given by c˜
(0)
n (t) = δ0n. Inserting it into the right side of eq. 1.12, we
can evaluate the first-order solution
i~
d
dt
c˜(1)n (t) ' eiωn0t〈φn|Vˆ (t)|φ0〉 (1.13)
By integrating in time and making use of the initial condition c˜n(0) = δ0n we
obtain:
c˜(1)n (t) ' δ0n −
i
~
∫ t
0
eiωn0τ 〈φn|Vˆ (τ)|φ0〉dτ (1.14)
In our particular case Vˆ (t) = µE(t), where µ =
∑
n qnrn is the dipole moment
operator. Then, for n 6= 0, we have
c˜(1)n (t) = −
i
~
〈φn|µ|φ0〉
∫ t
0
eiωn0τE(τ)dτ (1.15)
where µ = ˆµ is the component of the dipole operator along ˆ, the polarization
direction of the field and E(t) = E(t)ˆ. Eq. 1.15 can provide accurate values
of the time-dependent coefficients upon interaction with an ultrashort laser pulse
provided only linear effects come into play. We can retrieve the set of coefficients
in the Schro¨dinger picture using using eq. 1.9. The corresponding transition
probabilities are given by the square of the spectral amplitudes:
Pn←0(t) = |cn(t)|2 = |c˜n(t)|2 (1.16)
where one can use cn(t) or c˜n(t) since they are equal except for a stationary phase.
The special case of a sinusoidal perturbation
Let us consider the case of monochromatic light in the dipole approximation, i.e.,
E(t) = E0 sin (ωt)ˆ =
E0
2
[
eiωt − e−iωt
]
ˆ (1.17)
where ω is the frequency of the radiation. This is a reasonable approach to model
an experiment with synchrotron radiation, where the photon energy is well defined
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[43]. Inserting eq. 1.17 into eq. 1.15, we obtain:
c˜(1)n (t) = −
i
2~
〈φn|µ|φ0〉
∫ t
0
[
ei(ωn0+ω)τ − ei(ωn0−ω)τ
]
dτ (1.18)
= − i
2~
〈φn|µ|φ0〉
[
1− ei(ωn0+ω)t
ωn0 + ω
− 1− e
i(ωn0−ω)t
ωn0 − ω
]
(1.19)
By making use of eq. 1.16 we can evaluate the transition probability:
Pn←0(t) = |c˜n|2(t) =
2
4~2
|〈φn|µ|φ0〉|2
∣∣∣∣∣1− ei(ωn0+ω)tωn0 + ω − 1− e
i(ωn0−ω)t
ωn0 − ω
∣∣∣∣∣
2
(1.20)
For a fixed value of t, the transition probability is a function of ω having two
pronounced maxima for ω = ωn0 and ω = −ωn0 due to the two terms inside the
bracket. The first term, which maximizes for ω = −ωn0, accounts for transitions
from the initial to lower energy states occurring through induced photoemission.
Here we seek to describe excitations that take place upon photoabsorption from
the ground state. These are accounted for in the second term, which maximizes
for ω = ωn0. Removing the induced photoemission term in eq. 1.20 and making
use of the identity eiα − 1 = 2ieiα/2 sin (α/2), we obtain:
Pn←0(t) =
2
~2
|〈φn|µ|φ0〉|2
sin2
(
[ωn0 − ω]t/2
)
(ωn0 − ω)2 (1.21)
We are interested in finding the transition probability upon a long-time interac-
tion. In the limit t → ∞, the function sin2(αt/2)
α2
can be approximated by pit2 δ(α).
Then, in the long-time limit, we have:
Pn←0(t) =
pi2t
2~2
|〈φn|µ|φ0〉|2δ(ωn0 − ω) (1.22)
Note that this limit corresponds to the case of perfectly monochromatic light,
where the photon energy is well defined and given by ~ω. Therefore, a transition
from the ground to an excited state n will only occur if ω = ωn0. The transition
rate, i.e., the transition probability per unit of time can be obtained by integrating
over a range of frequencies (ω1, ω2) containing ωn0 and derivating with respect to
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time:
Γn←0 =
d
dt
∫ ω2
ω1
Pn←0(t)dω =
pi2
2~2
|〈φn|µ|φ0〉|2 (1.23)
Although transition rates are experimentally measurable quantities, in practice,
it is more convenient to measure photoionization cross sections since they are
independent of the experimental conditions, as we explain in the next section.
1.3 Photoionization cross section
The cross section is defined as the hypothetical surface of effective interaction
between a flux of particles and their targets. In the particular case of photoio-
nization, it refers to the probability of an electron to be emitted from the target
upon interaction with the field. The cross section corresponding to a transition
from the ground state Φ0 a to a final Φn state is given by [123]:
σ =
Γn←0
F
(1.24)
where F is the flux of photons per unit of area and time, which is related to the
amplitude of the electric field E0 according to
F =
E20c
8pi~ω
(1.25)
and c is the speed of light. Inserting 1.23 and 1.25 into 1.24, we obtain the
photoionization cross section for a given orientation of the system with respect to
the field:
σ =
4pi2ω
~c
|〈φn|µ|φ0〉|2 (1.26)
As can be seen in eq. 1.26, the cross section does not depend on the parameters of
the field. For this reason, it is a very useful quantity to compare results obtained
under different experimental conditions.
Randomly oriented targets
In the case of randomly oriented molecules, the total cross section can be retrieved
by averaging incoherently over three orthogonal directions of , let us call them
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x, y and z:
σ =
σx + σy + σz
3
(1.27)
Eq. 1.27 allows to reproduce experimental results in which targets without sphe-
rical symmetry are are not aligned with the field.
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Molecular structure
The present chapter describes the methodology employed to include the electronic
and nuclear degrees of freedom in the theoretical description of molecular pho-
toionization. Ionization of molecules is more complex than in the case of atoms
because of the lack of spherical symmetry and due to the added degrees free-
dom of the nuclear motion. Thus, one has to assume certain approximations that
simplify the full problem which, as the number of degrees of freedom increases, be-
comes computationally intractable. In this work we have evaluated the electronic
structure of the molecules we have investigated using methods based on the Den-
sity Functional Theory (DFT), which can account for electronic exchange and
correlation effects in medium and large size systems using reasonable computa-
tional resources. The nuclear motion has been included at the Born-Oppenheimer
level in the case of diatomic and small polyatomic molecules, allowing to evalu-
ate vibrationally resolved photoionization cross sections.
2.1 The molecular Hamiltonian
The Hamiltonian operator representing the energy of the electrons and the nuclei
in a molecule, the field-free molecular Hamiltonian, can be written as [126]:
Hˆ = Tˆe + TˆN + Vˆee + VˆeN + VˆNN (2.1)
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where:
◦ Te = −1
2
N∑
i=1
1
me
∇2i is the kinetic energy of the N electrons,
◦ TˆN = −1
2
M∑
i=1
1
Mα
∇2α is the kinetic energy of the M nuclei,
◦ Vˆee =
N∑
i=1
N∑
j>i
e2
|ri − rj | is the electrostatic repulsion between electrons,
◦ VˆeN = −
N∑
i=1
M∑
α=1
Zαe
2
|ri −Rα| is the attraction between electrons and nuclei,
◦ VˆNN =
M∑
α=1
M∑
β>α
ZαZβe
2
|Rα −Rβ| is the repulsion energy term between nuclei,
ri and Rα stand for the coordinates of the electron i and nuclei α, respectively, me
and e are the mass and the absolute value of the charge of the electron, and Mα
and Zα are the mass and the atomic number of the nuclei α. In order to find the
eigenstates of Hˆ, which constitute the set of stationary solutions of the molecular
system, one can take advantage of the fact that since nuclei are more massive
than the light electrons, their motion is slower, as we explain in the following.
2.1.1 The Born-Oppenheimer approximation
Since the electromagnetic forces acting on electrons and nuclei have similar inten-
sity, one might assume their momenta to be of the same magnitude. Then, as the
nuclei are significantly heavier, they must accordingly have much smaller veloci-
ties. Based on this idea, Max Born and J. Robert Oppenheimer proposed a way
to decouple electron and nuclear dynamics by splitting the total wave function
into two parts [127]. Within the Born-Oppenheimer approximation, the station-
ary states of the full-system can written as product of an electronic stationary
state Ψn(x¯, R¯), depending on both the electronic and the nuclear coordinates,
and a nuclear stationary state χnν(R¯), which only depends on the nuclear de-
grees of freedom:
Φnν(x¯, R¯) = Ψn(x¯, R¯)χnν(R¯) (2.2)
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where n and ν are indexes (in general, sets of indexes) over the electronic and nu-
clear eigenstates labeling the vibronic state Φnν(x¯, R¯), where x¯ = (x1, ...,xN )
is a vector containing the spin and spatial coordinates of all electrons and
R¯ = (R1, ...,RM ) contains all nuclear spatial coordinates (nuclear spin coor-
dinates have been dropped). Electronic stationary states satisfy the electronic
time-independent Schro¨dinger equation:[
Tˆe + Vˆee + VˆeN + VˆNN︸ ︷︷ ︸
Hˆe
]
Ψn(x¯, R¯) = En(R¯)Ψn(x¯, R¯) (2.3)
where Hˆe is the electronic Hamiltonian and En(R¯) is the energy of the electronic
state n, which depends on the nuclear coordinates R¯. Eq. 2.3 can be solved
parametrically in a grid of nuclear geometries. By doing so, one obtains the
potential energy surfaces En(R¯) in which the nuclei move. Note that, in each
electronic calculation, the nuclear repulsion energy term (VˆNN in eq. 2.3) is just
a constant value and thus its only effect is increasing the electronic eigenvalue.
The nuclear stationary states χnν associated to a given electronic state n can be
obtained by solving nuclear time-independent Schro¨dinger equation:[
TN + En(R¯)︸ ︷︷ ︸
HˆN
]
χnν(R¯) = Enνχnν(R¯) (2.4)
where Enν is energy of the vibronic state defined by the quantum numbers n and
ν. The Born-Oppenheimer approximation assumes that Φnν(x¯, R¯) varies very
smoothly with R¯ and therefore that the electrons rearrange instantaneously as
the nuclei move. This assumption is valid as long as the energy spacing between
electronic states, i.e., En(R¯)−En−1(R¯), is sufficiently large and, in a photoioniza-
tion process, as long as the photoelectron is not emitted very slowly, that is, with
very low kinetic energy. The Born-Oppenheimer approximation provides a po-
werful tool for the accurate evaluation of vibronic stationary states of diatomic
and small polyatomic molecules, and also of larger systems in situations in which
reduced-dimensionality models are applicable.
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Potential energy curves
As already indicated, the eigenvalues of eq. 2.3, when solved in a grid of molecular
geometries, constitute a set of potential energy surfaces (PESs) or curves (PECs)
in the monodimensional case. In this work we have employed the static-exchange
DFT method and also the more elaborate time-dependent DFT to evaluate the
electronic stationary states of the molecules we have investigated, as we explain
in section 2.2. Although these methods can accurately describe transitions to the
electronic continuum, essential in order to describe photoionization, the energy
values they provide might not be accurate enough in some situations. In gene-
ral, ab initio multi-reference methods can produce accurate PESs of medium-size
systems [126]. In the case of a core-hole species, the situation is more challen-
ging since one needs to develop specific approaches to avoid the variational co-
llapse of the wave function while keeping a good description of electron correlation
[128, 129]. We have investigated the role of the nuclear motion in the photoioni-
zation of diatomic (CO, F2) and small polyatomic (BF3, CF4) molecules under
conditions in which only one vibrational mode is active. In these situations, the
harmonic and the Morse approximations provide a good alternative for the eva-
luation of the PECs:
◦ The harmonic oscillator models an ideal system that when taken away
from the equilibrium position Req experiences a restoring force that is pro-
portional to the extent of the displacement. It allows to write the potential
energy as
E(R) =
1
2
mω2(R−Req)2 (2.5)
where m is the mass of the system, ω is the angular frequency and R is the
nuclear coordinate. This simple formula can provide a good representation of
the PEC around the equilibrium geometry, but it cannot describe molecular
dissociation since it does not take into account the anharmonicity of the
chemical bonds. Consequently, it allows to evaluate low-energy stationary
eigenstates with accuracy [118, 120], but it should not be used to describe
the high-energy region.
◦ The Morse potential [130] provides a valid description of the PEC in a
larger range of internuclear distances in terms of a simple analytical formula
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that takes into account the anharmonicity of the chemical bonds:
V (R) = V (Req) +De
[
1− eα(R−Req)
]2
(2.6)
where Req is the equilibrium distance, De is the depth of the potential energy
well and α is a parameter controlling its width. The Morse parameters are
related to the usual spectroscopic ones (the oscillator strength, ωe, and the
anharmonicity parameter, ωexe) by the formulas
De =
ω2e
4ωexe
− ωexe
4
' ω
2
e
4ωexe
(2.7)
α =
√
ke
2De
(2.8)
Although eq. 2.6 was designed for studying diatomic molecules, it can still
provide accurate results for the totally-symmetric stretching mode of small
polyatomics [82, 118, 119, 122].
The fixed-nuclei approximation
Some purely electronic processes can occur before the onset of the nuclear motion
and can thus be described in the framework of the fixed-nuclei approximation
(FNA), in which the nuclei are assumed to remain frozen at their equilibrium
positions (R¯ = R¯eq). Within the FNA, electronic stationary states satisfy:[
Tˆe + Vˆee + VˆeN + VˆNN︸ ︷︷ ︸
Hˆe
]
Ψn(x¯, R¯eq) = En(R¯eq)Ψn(x¯, R¯eq) (2.9)
The fixed-nuclei approximation can provide accurate values of total photoioni-
zation cross sections (see, for instance [131, 132, 133]) when the variation of
the electronic structure with the internuclear distances is smooth around the
Franck-Condon region. The FNA has also been successfully applied to time-de-
pendent problems in large systems. For instance, most theoretical work on charge
migration [32, 93, 31, 94, 99, 96] relies on the validity of the FNA to propagate
electronic wave packets. Of course, its applicability depends on the characteris-
tics of each particular problem and, in general, the nuclear motion is expected to
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play a role in the femtosecond time domain.
2.2 Evaluation of electronic states
As we discussed, the electronic eigenvalue problem given in eq. 2.3 does not have
an exact analytical solution in most cases. A widely used approach is given by the
Hartree−Fock (HF) method, that can provide a first approximation to the “ex-
act” ground state solution in terms of a Slater determinant constructed from
HF molecular orbitals, which are obtained within the mean field approximation
through a self consistent field procedure. However, it is well known that HF so-
lutions are usually rather poor since the mean field approximation cannot des-
cribe electron correlation properly [126]. Post-HF methods manage this problem
by expanding the total wave function as a linear combination of Slater deter-
minants (electronic configurations), being able to yield accurate solutions for the
ground and for excited states of few-electron systems. Yet, the number of configu-
rations one might need to include in the expansion to reach the desired accuracy
can make these methods extremely costly. In this sense, DFT constitutes a use-
ful alternative to ab initio methods, providing an excellent compromise between
accuracy and computational effort for medium and large size systems [134].
2.2.1 Density functional theory
Density functional theory (DFT) is widely used in physics, chemistry and mate-
rials science to investigate the ground state electronic structure of atoms, mole-
cules and condensed phases. According to DFT, the energy (or any other observ-
able) of a many-electron system in the ground state can be determined by using
functionals which solely depend on the electron density. The most essential con-
cepts of the method are given here; for a deeper insight, see, for instance [134],
[135] or [136].
DFT is supported on the theorems proposed by Pierre Hohenberg and Walter
Kohn in 1964 [137], namely:
1. “Any observable of a stationary non-degenerate ground state can be calcu-
lated, exactly in theory, from the electron density of the ground state”.
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2. “The electron density of a non-degenerate ground state can be calculated,
exactly in theory, determining the density that minimizes the energy of the
ground state”.
The use of the electron density ρ(r) instead of the wave function Ψ(x1, ...,xN ) is
the foundation of DFT. Both entities are related through the equation:
ρ(r) = N
∫
. . .
∫
|Ψ(x,x2 . . . dxN )|2dsdx2 . . . dxN (2.10)
where xi = risi gathers the spatial ri and spin si coordinates of the i−th electron
1. In 1965, Walter Kohn and Lu Jeu Sham provided a systematical approach to
evaluate the ground state electron density of a many-body system by introducing
the so-called Kohn-Sham equation [138].
The Kohn-Sham equation
The Kohn-Sham equation is the time-independent Schro¨dinger equation of a fic-
titious system of non-interacting particles that generates the same density as a
given system of interacting particles. It can be written as
[
− ~
2
2me
∇2 + Veff(r)
]
φi(x) = iφi(x) (2.11)
where φi are the so called Kohn-Sham orbitals, i are the corresponding energies
and Veff the fictitious effective potential in which the non-interacting particles
move:
Veff(r) = −
M∑
α=1
e2Zα
|r−Rα| + VH [ρ(r)] + VXC [ρ(r)] (2.12)
where VH is the Hartree (Coulomb) potential:
VH [ρ(ri)] = e
2
∫
ρ(r′)
|r− r′|dr
′ (2.13)
1For the shake of simplicity, the parametric dependence on the nuclear coordinates has been
dropped.
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and VXC is the exchange-correlation potential:
VXC [ρ(r)] =
δEXC
δρ
(2.14)
EXC is the exchange-correlation energy. If the exact forms of EXC and VXC
where known, the Kohn-Sham strategy would provide the exact ground state
energy. Unfortunately, this is not the case and the exchange-correlation energy
(potential) needs to be approximated through empirical formulations. The central
goal of modern DFT is finding better approximations to these two quantities. As
the particles of the Kohn-Sham system are non-interacting fermions, the ground
state wave function can be written as a Slater determinant of the lowest energy
solutions of eq. 2.11:
Ψ(x1,x2, ...,xn) =
1√
N !
∣∣∣∣∣∣∣∣∣∣
φ1(x1) φ2(x1) · · · φN (x1)
φ1(x2) φ2(x2) · · · φN (x2)
...
...
. . .
...
φ1(xN ) φ2(xN ) · · · φN (xN )
∣∣∣∣∣∣∣∣∣∣
(2.15)
By using eq. 2.10, we can evaluate the ground state electron density:
ρ0(r) =
N∑
i=1
|ψi(r)|2 (2.16)
where ψi(r) is the spatial part of the spin orbital φi(x), that is, φi(x) = ψi(r)α(s)
or φi(x) = ψi(r)β(s). In practice, since the Kohn-Sham Hamiltonian depends
on the Kohn-Sham orbitals (solutions of the eigenvalue problem) through the
electron density, they are numerically found by performing a self-consistent field
procedure.
2.2.2 Static-exchange DFT
Standard DFT methods can accurately represent the electronic ground state of
many-electron systems. In order to describe photoionization processes one also
needs to describe the electronic continuum. In this work we have employed the
static-exchange DFT method [139, 140, 141, 142, 143], developed by Mauro Stener,
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Piero Decleva and collaborators, to evaluate transitions to continuum states. The
method makes use of the Kohn-Sham formalism to describe bound states and of
the Galerkin approach to evaluate photoelectron wave functions in the field of
the corresponding Kohn-Sham density. Over the last decades, this methodology
has provided accurate values of photoionization cross sections of small molecu-
les as well as of medium and large size systems within the fixed-nuclei approxi-
mation [140, 144, 145, 146, 147, 148], from small diatomic molecules such as N2
to fullerenes. More recently, the method was extended in collaboration with the
group of Fernando Mart´ın to include the nuclear degrees of freedom, successfully
evaluating vibrationally resolved cross sections of diatomic [81, 114, 115, 116, 121]
and small polyatomic [117, 82, 118, 119, 120, 122] molecules, providing results
which are in good agreement with experimental data. In this section we explain
the most relevant characteristics of the method.
Electronic states within the static-exchange approximation
The static-exchange DFT method makes use of single Slater determinants to define
bound and excited (continuum) electronic states, ensuring that the Pauli exclusion
principle is fulfilled. The ground state wave function may be written as
Ψ0(x1,x2, ...,xn) =
∣∣∣φ1 φ2 . . . φN ∣∣∣ (2.17)
where N is the number of electrons, φi(x) = ψi(r)α(s) if i is odd and φi(x) =
ψi(r)β(s) if i is even. For a closed-shell system, ψ1(r) = ψ2(r), ... , ψN−1(r) =
ψN (r). Continuum states are defined by promoting one electron from a bound
spin orbital φα to a continuum orbital φεlh with kinetic energy ε and angular
quantum numbers l and h, and can be written as
Ψαεlh(x1,x2, ...,xn) =
∣∣∣φ1 φ2 . . . φα−1 φεlh φα+1 . . . φN ∣∣∣ (2.18)
Bound and continuum orbitals are expanded in a multicentric basis set of
B-splines, as we explain as follows.
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Multicentric B-spline basis set
Traditional basis sets make use of Gaussian or Slater type orbital functions, which
provide fast convergence for the lowest bound states with a reduced number of
basis functions [126]. However, these expansions are not adequate for the descrip-
tion of the rapidly oscillating continuum states, since numerical linear dependences
rapidly come up as the basis set is increased due to the large overlap between func-
tions with different centers. In this context, basis sets of B-spline functions, which
are piecewise polynomials, constitute a very powerful tool [142]. B-spline func-
tions are very flexible and due to its local nature they can describe accurately
both bound and continuum orbitals without running into numerical dependencies
[142]. The present method evaluates bound and continuum orbitals in a multi-
centric basis set of B-splines, using symmetry-adapted [149] linear combinations
of real spherical harmonics with origin over different positions in the molecule:
◦ A large one-center expansion (OCE) over the center of mass provides an
accurate description of the long-range behavior of the continuum states.
◦ Small expansions, called off-centers (OC), located over the non-equivalent
nuclei, complement the OCE. They improve dramatically the convergence of
the calculation, allowing to reduce the angular expansion in the OCE, since
they can effectively describe the Kato cusps [150] at the nuclear positions.
In the case of symmetric molecules, a large amount of computational effort
can be saved by making use of point group symmetry and dividing the
three-dimensional space into equivalent regions. The basis set elements may be
written as
ξpnlhλµ =
∑
q∈Λp
1
rq
Bκn(rq)
∑
m
bqmlhλµYlm(θq, ϕq)︸ ︷︷ ︸
Xplhλµ(θq ,ϕq)
(2.19)
where Λp represents a shell of equivalent centers (p = 0 refers to the OCE), q runs
over the centers in the shell, n is an index over the B-spline functions Bκn, whose
order is κ = 10, λµ are the indexes of the irreducible representation (see [143]),
h runs over the linearly independent angular functions, which are constructed
as linear combinations of real spherical harmonics associated to a fixed angular
quantum number l, and the coefficients bqmlhλµ are determined by symmetry [149],
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defining the so called symmetry-adapted spherical harmonics Xplhλµ, which are
invariant under the symmetry operations of a given point group. For instance, in
the case of BF3 (in the ground state equilibrium geometry), p = 1 would represent
the shell of equivalent F atoms (q = 1, 2, 3 since there are 3 equivalent F atoms)
and no more OC expansions would be required since the OCE would be located
at the B atom (center of mass).
In each center q, the B-spline expansion reaches a maximum value Rpmax, which
can be different for non-equivalent centers (different value of p, see eq. 2.19). A
large vale of R0max is required in the OCE in order to provide a good description
of the oscillatory behavior of the continuum states. One can control the overlap
between the basis elements, avoiding running into linear dependences, by keeping
small OC expansions (Rp>0max ' 1 a.u.) since the Kato cusps are usually well
localized at the atomic positions. Angular expansions are truncated so l takes
values up to a maximum lpmax, which can also be different for the non-equivalent
centers. In general, one can keep small values of lmax in the OCs to complement
the OCE in the description of the bound states, but a large angular expansion is
usually required in the OCE, especially in the case of complex molecules and for
the evaluation of continuum states with high kinetic energy.
Evaluation of bound orbitals
There are several quantum chemistry packages available which can efficiently per-
form DFT calculations. In this work, we have employed the Amsterdam Den-
sity Functional (ADF) program [151, 152, 153] to evaluate the ground state elec-
tron density of the molecules we have investigated using a double or a triple
ζ-polarization plus basis set (taken from the ADF library). Electronic exchange
and correlation effects have been accounted for with the VWN [154] local den-
sity approximation functional in some cases, or with the LB94 [155], depending
on the characteristics of particular problem. Besides providing a reliable descrip-
tion of bound states, these two functionals have been found to be suitable for the
description of the long range behavior of the continuum states. The electron den-
sity provided by the ADF calculation is projected into a multicentric B-spline
basis set like the one described in the previous section. Then, the correspon-
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ding Hamiltonian H and overlap S matrices are constructed:
Hpp
′
nn′ll′hh′λµ = 〈ξpnlhλµ|H|ξp
′
n′l′h′λµ〉 (2.20)
Spp
′
nn′ll′hh′λµ = 〈ξpnlhλµ|ξp
′
n′l′h′λµ〉 (2.21)
By definition, both H and S are symmetric matrices. Since the OC expansions
cannot overlap, Hpp
′
nn′ll′hh′λµ and S
pp′
nn′ll′hh′λµ are zero if p 6= p′, unless p = 0 or
p′ = 0 (elements of the OCE). By solving the eigenvalue problem given by the
secular equation
Hc = εSc (2.22)
we obtain the set coefficients c that define the bound orbitals in the B-spline basis.
Of course, both the basis set employed in the ADF calculation and the B-spline
basis set need to be dense enough so the two calculations provide the same sets
of orbitals.
Evaluation of continuum orbitals
The continuum spectrum of an operator constitutes a family of eigenfunctions
whose eigenvalues are a continuum variable. The set of discrete solutions of eq.
2.22 whose energy is higher than the ionization threshold can be interpreted as
a representation of the continuum, but with a different (arbitrary) normalization
condition: ϕ(R0max) = 0, and normalized at the same level as the bound states:
to a Kronecker delta. Of course, the characteristics of these solutions depend
on the numerical expansion and one needs to use a dense basis set and a large
value of R0max so their asymptotic behavior is properly represented. In order to
compute measurable quantities such as photoionization cross sections, one has
to set the proper normalization of the continuum states: to a Dirac delta, and
impose the adequate scattering boundary conditions, in the case of a molecule,
of a multichannel problem. Here we have employed the Galerkin [142] approach
to evaluate photoelectron states at different energies and the correct boundary
conditions have been imposed to the solutions, as we explain in this section.
The Galerkin approach. The present method can yield the continuum wave
function at any photoelectron energy using a fixed basis set. The traditional
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eigenvalue problem given by eq. 2.22 does not admit non-trivial solutions (c 6= 0)
for an arbitrary value of energy ε. However, one can obtain approximate solutions
by finding the coefficients that minimize the residual vector (Hc−εSc), with c 6= 0
by solving the eigenvalue problem
A(ε)c = ac (2.23)
where A(ε) = H − εS. The eigenfunctions corresponding to the lowest eigenval-
ues a0, a1, ... can be taken as approximate solutions with energy ε if their eigen-
values are close to zero. It has been observed that, for n partial waves, one can
always find a set of n eigenvalues {ai}ni=1 whose moduli are sufficiently small and
well separated from the others, provided that the basis set is dense and flexi-
ble enough. Due to the lack of boundary conditions, A(ε) is not a Hermitian
matrix and therefore its eigenvalues ai and eigenvectors ci are, in general, com-
plex. Nonetheless since A(ε) is real they appear in conjugate pairs, i.e., for each
pair (a, c) that satisfies 2.23, so does (a∗, c∗). This later property makes possi-
ble to avoid complex representations just by taking R(c) and I(c) as independent
solutions. Although these solutions do not satisfy the adequate boundary con-
ditions of a multichannel scattering problem, they constitute a complete set and
therefore can be combined to provide linear combinations that do. In the next
lines we explain how the Galerkin solutions can be renormalized so they accura-
tely describe an electron being scattered from the molecular potential.
Renormalization of continuum sates. Photoelectron wave functions des-
cribe a particle being ejected from an atom or a molecule. Therefore, they must
be solutions of the scattering Schro¨dinger equation
Hˆscϕ
−(r) = εϕ−(r) (2.24)
where Hˆsc is the scattering Hamiltonian:
Hˆsc = −1
2
∇2 − Uα(r) (2.25)
and Uα(r) is the potential generated by the residual ion. In our case, electronic
exchange and correlation effects are included in the potential through the use of
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a functional. At long distances, the ionic potential can be approximated by that
of a positive charge, i.e.:
lim
r→∞Uα(r) =
1
r
(2.26)
where r = |r|. The scattering Hamiltonian (eq. 2.24) does not admit analytical
eigenfunctions in the case of complex potentials. However, as r increases, it tends
to the Coulomb Hamiltonian, Hˆc:
lim
r→∞Hsc = Hc = −
1
2
∇2 − 1
r
(2.27)
which does have analytical solutions: the regular Fεl(r) and the irregular Gεl(r)
Coulomb functions. At long distances, they can be written as
Fεl(r) =
√
2
pik
1
r
sin (kr − lpi
2
− η log 2kr + σl) (2.28)
Gεl(r) =
√
2
pik
1
r
cos (kr − lpi
2
− η log 2kr + σl) (2.29)
where k is the momentum and σl is the Coulomb phase shift:
σl = arg Γ(l + 1 + iη) (2.30)
and Γ is the Euler’s Gamma function. The asymptotic boundary conditions of the
photoelectron scattering wave functions can be written in terms of the Coulomb
functions:
ϕ−εlh = Fεl(r)Xlh +
∑
l′
piKll′Gεl(r)Xl′h (2.31)
where the K matrix is related to the usual scattering matrix S [156] by
I − ipiK = (I + ipiK)S (2.32)
The set of continuum states provided by the Galerkin approach in the basis set
of B-splines, however, satisfy arbitrary boundary conditions of the form:
ϕεlh =
∑
l′
all′Fεl′(r)Xl′h +
∑
l′
piKll′Gεl(r)Xl′h (2.33)
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where the sets of coefficients {all′} and {bll′} can be obtained by comparing the
radial part of the wave functions ϕεlh and its first derivatives at r = Rmax with
those of the Coulomb functions. They define two matrices A and B that can be
used to obtain the correct wave functions:
ϕ−εlh = A
−1ϕεlh (2.34)
The resulting wave functions ϕ−εlh have the proper K-matrix normalization,
with piK = −A−1B.
Dipole-transition matrix elements
As explained in the previous chapter, in order to evaluate the electronic wave
packet generated in a molecule upon ionization by ultrashort laser pulses (eq.
1.15) or to compute photoionization cross sections (eq. 1.24), the dipole-transition
matrix elements are required. Here we indicate how to evaluate the element
corresponding to a transition from the electronic ground state Ψ0 (eq. 2.17)
to a continuum state Ψαεlh (eq. 2.18) upon interaction with linearly polarized
light. In our description of the wave function, the residual ion remains frozen
(static-exchange approximation), which reduces the problem to the calculation of
the coupling between the bound orbital where the electron is taken from φα and
the continuum orbital where is promoted to φεlh, that is,
µαεlh = 〈Ψαεlh(x¯)|µe(r¯)|Ψ0(x¯)〉 = 〈φεlh(r)|r|φα(r)〉 (2.35)
where  is the polarization vector of the electric field. Dipole transition elements
can be used to evaluate cross sections.
Photoionization cross section within the fixed-nuclei approximation
Making use of eqs. 1.26 and 2.35 and summing incoherently over all photoelec-
tron symmetries (all possible values of l and h), we can evaluate total photoioni-
zation cross sections in the framework first-order perturbation theory within the
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fixed-nuclei approximation:
σα(ε) =
4pi2ω
~c
∑
lh
∣∣µαεlh ∣∣2 (2.36)
As indicated in section 1.3, for the case of randomly oriented molecules, one needs
to compute σα for three orthogonal directions of the polarization vector of the
field  and then average the results incoherently.
2.2.3 Time-dependent DFT
An improvement of the static-exchange DFT method described in the previous sec-
tion in order to describe the coupling between different photoionization channels
is the time-dependent DFT approach. The method uses many concepts from the
static-exchange version. Here we present the most relevant concepts, for a more
complete description, see [157].
The linear response of the electron density to an external field can be evalu-
ated using the scheme proposed by Zangwill and Soven by defining an effective
self-consistent field potential:
VSCF(r, ω) = VEXT(r, ω) + δV (r, ω) (2.37)
where ω is the frequency of the radiation, VEXT(r, ω) is the external dipole po-
tential and δV (r, ω) is the induced potential, which is given by the sum of the
Hartree and exchange-correlation screening due to the redistribution of the elec-
trons:
δVSCF(r, ω) =
∫
δ(r, ω)
|r− r′|dr
′ +
∂VXC
∂ρ
∣∣∣
ρ=ρ(r)
δρ(r, ω) (2.38)
ρ(r) is the unperturbed electron density and δ(r, ω) denotes the induced density in
the adiabatic local density approximation [158], which can be expressed in terms
of the dielectric susceptibility χ and the self-consistent field potential:
δρ(r, ω) =
∫
χ(r, r′, ω)VSCF(r′, ω)dr′ (2.39)
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By inserting eq. 2.39 into eq. 2.38, we obtain:
δV (r, ω) =
∫∫
K(r, r′)χ(r, r′, ω)VSCF(r, ω)drdr′ (2.40)
where K(r, r′) represents the Hartree and exchange-correlation kernel:
K(r, r′) =
1
|r− r′| + δ(r− r
′)
VXC
dρ′
∣∣∣
ρ′=ρ(r)
(2.41)
Eq. 2.40 is solved with respect to δV (r, ω) in a basis set of B-splines basis as the
one employed in the static-exchange DFT approach and the adequate boundary
conditions for the photoelectron wave functions are imposed. Then, the electronic
dipole-transition matrix elements are evaluated using VSCF instead of the dipole
operator. The time-dependent DFT method can accurately describe interchannel
coupling effects and autoionization resonances at the linear-response level. For this
reason, it is more suitable than the static-exchange version for the description of
correlation effects due to the coupling between different ionization channels.
2.3 Inclusion of the nuclear motion
The nuclear motion may play an important role in molecular photoionization since
the energy of the incident photon is usually distributed between electrons and
nuclei. In general, molecules undergo vertical transitions upon photoionization
because the electronic emission occurs suddenly and the nuclei have no time to
rearrange. This can lead to (several) vibrational excitations in the parent ion,
thus generating superpositions of vibronic states
∑
ν cnνχnν(R¯), where χnν(R¯)
are the (final) vibrational wave functions, ν and n being the vibrational and
electronic quantum numbers, respectively, and the expansion coefficients cnν are
approximately given the overlaps with the initial wave function χ0(R¯), i.e., the
Franck-Condon factors 〈χnν(R¯)|χ0(R¯)〉. Vibrational excitations in the parent
ion are experimentally observable even in the case of inner-shell photoionization,
thanks to the advent of the third generation of synchrotron radiation sources and
high-energy-resolution detection techniques [43]. Of course, in order to describe
these situations, the nuclear degrees of freedom must be taken into account. Here
we present a method for including the nuclear motion at the Born-Oppenheimer
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level applicable to diatomic molecules and to small polyatomics in situations in
which only one vibrational mode is active.
2.3.1 The nuclear Hamiltonian
Within the Born-Oppenheimer approximation, the nuclear Hamiltonian (see eq.
2.4) of a diatomic AB molecule in a given electronic state n can be written as
HˆN = − 1
2M
∇2RCM −
1
2µ
∇2R + En(R)︸ ︷︷ ︸
Hˆint
(2.42)
where M and µ are the total and the reduced mass of the system, respectively, R
is the relative distance between the two nuclei, RCM is the position of the center
of mass and En is the potential energy curve associated to the electronic state
n in the Born-Oppenheimer approximation. In this formulation, it is clear that
the total kinetic energy is composed by a translational motion of the center of
mass (first term in the left side of eq. 2.42) and an internal motion (second term).
The translational motion is not quantized and just contributes to the total energy
by adding a constant energy to the eigenvalues. For this reason, here we will
focus on finding the eigenstates of the internal Hamiltonian Hˆint, which in polar
coordinates is given by
Hˆint = − ~
2µ
( ∂2
∂R2
+
2
R
∂
∂R
)
+
Lˆ2
2µR2
+ En(R) (2.43)
where Lˆ2 is the square of the total angular momentum operator. The eigenfunc-
tions of Hˆint can be written as a product of a radial part χnν(R), describing the
vibrational motion, and a spherical harmonic Y ml (θ, φ) that accounts for the mo-
lecular rotation. Since the rotational energy is significantly smaller than the vi-
brational quantum, we can neglect this term and describe the nuclear motion
in terms of vibrational states χν(R), which are the eigenfunctions of the vibra-
tional Hamiltonian:
Hˆvib(R) = − ~
2µ
( ∂2
∂R2
+
2
R
∂
∂R
)
+ En(R) (2.44)
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Vibrational eigenfunctions can be written as
χnν(R) =
ζnν(R)
R
(2.45)
which simplifies the eigenvalue problem to[
− ~
2µ
∂2
∂R2
+ En(R)
]
ζnν(R) = Enνζnν(R) (2.46)
Vibrational eigenstates are evaluated in a basis set of B-spline functions, as we
explain in section 2.3.2.
Polytomic molecules. The motion of a set of particles can be decomposed
into translation and rotation of the center of mass and vibration of its parti-
cles. A n−particle system has 3n− 5 vibrational degrees of freedom (vibrational
modes) if it is linear and 3n − 6 otherwise [134]. A complete description of mo-
lecular vibration within the Born-Oppenheimer approximation would require in-
cluding in the total wave function the corresponding vibrational eigenfunctions
depending on all vibrational degrees of freedom. In this work we have investi-
gated inner shell photoionization of polyatomic ABn molecules, A being the cen-
tral atom and B the surrounding atomic centers, symmetrically displaced around
A. Recent experimental data [159, 160] has shown that, in this scenario, the to-
tally symmetric stretching mode (TSSM), that in which the B atoms move sym-
metrically towards A, is the most affected by the structural rearrangement that
accompanies core ionization. For this reason, in this work we have restricted nu-
clear motion to the TSSM coordinate. The dynamics of the B atoms along the
TSSM can be understood in terms of a virtual particle moving in a monodi-
mensional well V (R), defined by the n chemical bonds, with a reduced mass2
µ = 3MB. Then, eq. 2.43 remains valid with R = |RB −RA|, the TSSM coordi-
nate.
2The mass of the central atom (mA) does not contribute to µ since it remains frozen along
the TSSM coordinate.
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2.3.2 Evaluation of vibrational eigenstates
Vibrational eigenstates are evaluated by solving the eigenvalue problem given by
eq. 2.46 in a basis set of B-splines
ζ(R)nν =
Nmax∑
i=1
cnνiBi(R) (2.47)
where n and ν are the electronic and vibrational quantum numbers, respectively,
and i is an index going over the Nmax B-spline functions Bi, which are defined
up to a value of Rmax. The corresponding secular equation in its matrix form,
Hc = ESc, where H and S are the Hamiltonian and the overlap matrices in the
B-spline basis set, is solved using a standard diagonalization procedure. Since
B-spline functions are piecewise polynomials, the elements of H and S are com-
puted exactly using a Gauss-Legendre integration method.
Bound states
The resolution of the secular equation provides an orthonormal set of stationary
states. Those whose energy is lower than the molecular dissociation limit consti-
tute the bound part of the spectrum. Of course, the number of bound states and
the energy spacing depends on the shape of the potential well (depth and width)
and on the reduced mass of the system, but not on the parameters of the B-spline
expansion, provided the basis set has been wisely chosen.
Continuum states
The stationary solutions of the secular equation with energy higher than the disso-
ciation limit constitute a discretized representation of the vibrational continuum
with the arbitrary boundary condition χ(Rmax) = 0. As in the case of the elec-
tronic states (section 2.2.2), the number of continuum states and their energy
spacing depend on the parameters of the numerical expansion and one needs to
employ a large value of Rmax and a dense grid of B-splines so the asymptotic be-
havior of the continuum wave functions can be properly described. However,
the situation here is more simple since this is a mono-channel scattering pro-
blem and the adequate normalization of the true continuum states χEν can be set
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by multiplying the solutions coming from the diagonalization procedure by a fac-
tor:
χEν =
√
ρ(Eν)χν (2.48)
where ρEν is the density of states [142]. Working with discretized states in a box,
ρ(Eν) can be approximated by
ρ(Eν) =
∣∣∣∂E(ν ′)
∂ν ′
∣∣∣
ν′=ν
' 2
Eν+1 − Eν−1 (2.49)
which has been proved to be a good approximation [142].
2.3.3 Vibrationally resolved cross sections
Let us consider a transition from the ground state Φ0ν(x, R), with ν = 0, to a
state Φαεlhν′(x, R) in which an electron has been emitted from the α molecular
orbital with ε kinetic energy and lh symmetry, leaving the residual ion in the αν
vibronic state. These are Born-Oppenheimer states and can be written as
Φ0ν(x, R) = Ψ0(x, R)χ0ν(R) (2.50)
Φαεlhν′(x, R) = Ψαεlh(x, R)χαν′(R) (2.51)
The corresponding dipole transition matrix element upon interaction with linearly
polarized light is given by:
µαεlhν
′←0ν
 =
∫
〈Φf (x, R)|µ|Φi(x, R)〉dR (2.52)
where µ is the total dipole operator (ˆ is the polarization vector of the field),
which is the sum of two contributions:
µ = ˆ
∑
n
rn︸ ︷︷ ︸
µelec
+ ˆ
∑
α
ZαRn︸ ︷︷ ︸
µnuc
(2.53)
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Inserting eqs. 2.50, 2.51 and 2.53 into eq. 2.52, we have
µαεlhν
′←0ν
 =
∫
〈Ψαεlh(x, R)|µelec |Ψ0(x, R)〉︸ ︷︷ ︸
µαεlh←0
χαν′(R)χ0ν(R)dR
+
∫
〈Ψαεlh(x, R)|Ψ0(x, R)〉χαν′(R)µnuc χ0ν(R)dR
where the second term is zero due to the orthogonality of electronic states. Then,
the vibronic dipole-transition matrix element can be written as
µαεν
′lh←0ν
 =
∫
µαεlh←0 χαν′(R)χ0ν(R)dR (2.54)
An expression for the photoionization cross section upon interaction with
monochromatic light is obtained inserting eq. 2.54 into eq. 1.26 and summing in-
coherently over all photoelectron symmetries (all values of l and h):
σαν
′
 (ε) =
4pi2ω
~c
∑
lh
∣∣∣∣ ∫ µαεlh←0 χαν′(R)χ0ν(R)dR∣∣∣∣2 (2.55)
where ω is the photon energy, which is related to the photoelectron energy ε
through the equation ε = ~ω − Eνν′α , where Eνν
′
α = Eαν′ − E0ν is the energy
required to produce the ion in the αν ′ vibronic state. For the case of randomly
oriented molecules, one can compute σαν
′
 for three orthogonal directions of ˆ and
then the results incoherently (eq. 1.27).
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Electron dynamics initiated by
attosecond pulses
The development of attosecond technology has enabled the real-time observa-
tion of electron motion in atoms, molecules and solids [11]. Experimentally, it is
now possible to generate laser pulses of durations of a few tens of attoseconds.
These durations are of the order of the period of revolution of the first Bohr or-
bit, which is 150 attoseconds, thus opening the way to track and to manipulate
electron dynamics at its natural time scale. Due to their wide spectral band-
width, attosecond pulses create coherent superpositions of electronic states, in-
ducing an ultrafast response in the target. In this chapter we present a method to
evaluate the electronic wave packet generated in a molecule upon attosecond ioni-
zation and the subsequent charge redistribution, applying the concepts that have
been previously introduced in chapters 1 and 2.
3.1 Wave packet dynamics
Attosecond XUV pulses can efficiently ionize molecules from several shells, crea-
ting coherent superpositions of electronic states, i.e., electronic wave packets. In
general, the ultrafast electronic response to prompt ionization can be described in
the framework of the fixed-nuclei approximation since it usually precedes the on-
set of the nuclear motion. In this work we have employed the static-exchange
Density Functional Theory method, explained in section 2.2.2, to evaluate the
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electronic structure of molecules. The electronic wave packet generated by atto-
second ionization can be written as:
Φ(x¯, t) = c0(t)Ψ0(x¯) +
∑
αlh
∫
cαεlh(t)Ψαεlh(x¯)dε (3.1)
where x¯ = (x1, ...,xN ) stands for the spatial and spin coordinates of the N elec-
trons in the molecule, Ψ0(x¯) is the electronic ground state, Ψαεlh(x¯) represents a
continuum state in which an electron has been promoted from the α orbital to a
continuum orbital with kinetic energy ε and angular quantum numbers l and m
and the time-dependence of the wave function is included in the spectral coeffi-
cients c0 and cαlh, which satisfy the normalization condition:
|c0(t)|2 +
∑
αlh
∫
|cαεlh(t)|2dε = 1 (3.2)
At t = 0 the system is assumed to be in the ground state, i.e., |c0(0)|2 = 1 and
cαεlh(0) = 0. If the attosecond pulse is weak, most of the population will remain
in the ground state, i.e., |c0(t)|2 ' 1, and the time-dependent coefficients can be
evaluated using first-order perturbation theory, as explained in section 1.2. We
can thus make use of eq. 1.15 to evaluate the continuum spectral coefficients
which, for our particular case, reads:
cαεlh(t) = − i~〈Ψαεlh(x¯)|µ|Ψ0(x¯)〉e
− i~ (Eα+ε)t
∫ t
0
E(τ)e
i
~ (Eα+ε−E0)τdτ (3.3)
where ˆ is the polarization direction of the electric field E and Eα is the energy
of an ion with a hole in the α molecular orbital. After the interaction with the
pulse (t > T ), the integral in eq. 3.3 can be substituted by the Fourier transform
of the electric field F{E}:
cαεlh(t > T ) = − i~〈Ψαεlh(x¯)|µ|Ψ0(x¯)〉e
− i~ (Eα+ε)tF{E}
(
Eα + ε− E0
~
)
(3.4)
where the dependence on time is that of the stationary phases e−
i
~ (Eα+ε)t as the
wave packet evolves freely. The interferences between the spectral components of
the wave packet can be imprinted in different observables.
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Electron density
As explained in section 2.2.2, we employ a discretization technique to describe the
electronic continuum. The perturbed part of the time-dependent wave function,
that is, the part of the wave function that does not contain the ground state (see
eq. 3.1), can be approximated by:
Φpert(x¯, t) '
∑
αnlh
c˜αnlh(t)Ψαεlh(x¯) (3.5)
where the integral has been replaced by a discrete sum, n is an index on the dis-
cretized photoelectron energies εn and the coefficients of the discretized expansion
c˜αnlh are related those in eq. 3.1 by:
c˜αnlh =
cαlh(εn)√
Dn
(3.6)
where Dn is the density of states [142], which, as discussed in section 2.3.2, can
be approximated as Dn ' 2εn+1−εn−1 . The time-dependent electron density can
be evaluated by inserting eq. 3.5 into eq. 2.10:
ρ(r) = N
∫
. . .
∫
|
∑
αnlh
c˜αnlh(t)Ψαεnlh(x¯)|2dsdx2 . . . dxN (3.7)
where N is the number of electrons in the neutral molecule. After some rearran-
gement, eq. 3.7 can be written as:
ρ(r) = N
∑
αnlh
|c˜αnlh(t)|2
∫
. . .
∫
|Ψαεnlh(x¯)|2dsdx2 . . . dxN
+N
∑
nn′ll′hh′
(nlh)6=(n′l′h′)
same spin
∑
α
[
c˜∗αnlh(t)c˜αn′l′h′(t)
] ∫
. . .
∫
Ψαεnlh(x¯)
∗Ψαεn′ l′h′(x¯)dsdx2 . . . dxN
+N
∑
αα′
α 6=α′
same
spin
∑
nlh
[
c˜∗αnlh(t)c˜α′nlh(t)
] ∫
. . .
∫
Ψαεnlh(x¯)
∗Ψα′εnlh(x¯)dsdx2 . . . dxN
(3.8)
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where we have taken into account that for α 6= α′ and (n, l, h) 6= (n′, l′, h)∫
. . .
∫
Ψαεnlh(x¯)
∗Ψα′εn′ l′h′(x¯)dsdx2 . . . dxN = 0 (3.9)
Eq. 3.8 can be simplified by making use of the following relations:
◦ The integral of the absolute square of a stationary state is given by∫
. . .
∫
|Ψαεnlh(x¯)|2dsdx2 . . . dxN =
1
N
( ∑
α′
α′ 6=α
|ϕα′(r)|2 + |ϕεnlh(r)|2
)
(3.10)
◦ If (n, l, h) 6= (n′, l′, h′), then∫
. . .
∫
Ψαεnlh(x¯)
∗Ψαεn′ l′h′(x¯)dsdx2 . . . dxN =
1
N
ϕεnlh(r)ϕεn′ l′h′(r) (3.11)
◦ If α 6= α′, then∫
. . .
∫
Ψαεnlh(x¯)
∗Ψα′εnlh(x¯)
∗dsdx2 . . . dxN = − 1
N
ϕα(r)ϕα′(r) (3.12)
provided the ionic substates α and α′ have the same spin, otherwise the
integral given in 3.12 is zero.
Making use of these properties (eqs. 3.10, 3.11 and 3.12), eq. 3.8 can be simplified
to:
ρ(r, t) =
∑
αnlh
|c˜αnlh(t)|2
(∑
α′
|ϕα′(r)|2 + |ϕεnlh(r)|2
)
+
∑
nn′ll′hh′
same spin
∑
α
[
c˜∗αnlh(t)c˜αn′l′h′(t)
]
ϕεnlh(r)ϕεn′ l′h′(r)
−
∑
αα′
same
spin
∑
nlh
[
c˜∗αnlh(t)c˜α′nlh(t)
]
ϕα(r)ϕα′(r)
(3.13)
We can see that the electron density is the sum of three contributions. The first
term is a stationary term that does not depend on time. The second is constructed
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using continuum orbitals and thus describes the emission of the photoelectron
wave. The third term, built from bound (Kohn-Sham) orbitals, accounts for the
charge redistribution along the molecular skeleton. The evaluation of the full
electron density might become tedious in some situations due to the large number
of continuum orbitals one may need to employ to describe the photoelectron wave
(term 2 in eq. 3.7). Al alternative approach to evaluate the ultrafast charge
redistribution occurring in the residual ion upon attosecond ionization is to employ
the reduced density matrix of the ionic subsystem, as we explain in the next
section.
3.2 Evolution of the ionic subsystem
We seek to analyze the evolution of the hole generated in the molecular target
upon attosecond ionization. The residual ion is an open system that remains
coupled to the emitted electron. Therefore, it can be fully characterized in terms
of its reduced density matrix, whose elements can be constructed from the spectral
coefficients (eqs. 3.3 and 3.4):
γ
(ion)
αα′ (t) =
∑
lh
∫
cαεlh(t)c
∗
α′εlh(t)dε (3.14)
where the double sum runs over the ionic states from which the electron has been
emitted with the same spin. The trace of the reduced density matrix contains
the population of each ionic state and the off-diagonal terms provide the cohe-
rence between pairs of states. In the case of ionization with monochromatic light,
all off-diagonal terms would be zero (except those involving degenerate states)
since the parent ion would be in an incoherent superposition of states. This is
the situation one would expect to find in experiment with synchrotron radia-
tion where the energy of the incident photons is well defined [43]. Due to their
wide spectral bandwidths, attosecond XUV pulses can generate coherent super-
positions of electronic states, allowing to investigate ultrafast dynamics with the
required time resolution [11].
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Electron density of the residual ion
The reduced density matrix (eq. 3.14) contains all the information about the ionic
subsystem and therefore can retrieve any observable depending on its coordinates.
In particular, the time-dependent electron density is given by:
ρ(ion)(r, t) =
∑
α
γ(ion)αα (t)
∑
α′
|ϕα′(r)|2 −
∑
αα′
same
spin
γ
(ion)
αα′ (t)ϕα(r)ϕα′(r) (3.15)
Where the first term is time-independent since the trace of the reduced density
matrix is constant. By comparing eq. 3.15 with the electron density of the full
system including the photoelectron (eq. 3.7) we can see that the former contains
all the terms describing the ultrafast dynamics occurring in the parent ion upon
ultrafast ionization. Only the terms describing the photoelectron emission, i.e.,
those containing continuum orbitals ϕεnlh(r), are not included in eq. 3.15.
Hole density
An interesting observable is the density of the hole generated upon ionization,
defined by Lorenz S. Cederbaum and coworkers [32] as the difference between the
electron density of the ion, ρ(ion)(r, t), and that of the (initial) neutral molecule,
ρ0(r), which does not depend on time:
Q(r, t) = ρ0(r)− ρ(ion)(r, t) =
∑
αα′
same
spin
γ
(ion)
αα′ (t)ϕα(r)ϕα′(r) (3.16)
where the ground state density is given by
ρ0(r) =
∑
α
ϕ2α(r) (3.17)
and we have assumed that the reduced density matrix of the ionic subsystem is
normalized to unity, i.e., ∑
α
γ(ion)αα = 1
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Fluctuations in the hole density might arise if several ionic states are populated co-
herently, that is, if off-diagonal elements of the reduced density matrix are not
zero. Although, up to now, no experiment has been able to measure the hole den-
sity of an isolated molecule directly, the ultrafast charge redistribution accompa-
nying sudden ionization can be imprinted in observables that are experimentally
accessible. For instance, some fragmentation channels may be sensitive to the lo-
calization of the hole created in the molecule upon attosecond ionization [92, 97].
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Chapter 4
Interferences in molecular
photoionization
X-rays can ionize matter from their inner and valence shells, producing
short-wavelength electrons that can be diffracted by the surrounding atomic cen-
ters. Consequently, scattered photoelectrons convey structural information about
the system, which can be extracted by fitting experimental photoelectron spec-
tra to analytical formulas. Based on this principle, the NEXAFS (near-edge X-ray
absorption fine structure) and the EXAFS (extended X-ray absorption fine struc-
ture) techniques [161, 162] can retrieve structural information of crystals and of
bulk amorphous materials [163, 164, 165, 166, 167, 168, 169], where the rela-
tively low intensity of standard X-rays is compensated by the large number of
particles in the sample. However, obtaining structural information of isolated
molecules is more difficult because of the low densities of the gas phase. To over-
come this difficulty, in addition to the development of the gas-phase EXAFS tech-
nique [170, 171, 172], other methods are being explored. One of them takes ad-
vantage of the high brightness of the X-ray free electron lasers (XFEL), which
can take time-resolved “pictures” through the so-called photoelectron holography
[173]. However, its practical applications are still very limited due to the com-
plexity and large dimensions of the recently operating XFEL facilities. A more
traditional method consists of measuring molecular-frame photoelectron angu-
lar distributions in photoionization with synchrotron radiation [174, 175, 76, 77].
Also, recent work on diatomic molecules [176, 81, 82, 114] has shown that even the
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angle-integrated photoelectron spectra might be a valuable tool for structural de-
termination. Here we present an overview of our most significant results on photo-
ionization of diatomic (CO, F2) and small polyatomic (BF3, CF4) molecules with
synchrotron radiation. We show that the interferences arising between different
ionization paths may encode structural information that can be extracted by ana-
lyzing the role of the nuclear motion. This chapter constitutes only a summary
of the work attached in appendices A, B, C, D and E, performed in collaboration
with Piero Decleva (Universita` degli Studi di Trieste) and with the experimen-
tal groups of Catalin Miron (Synchrotron SOLEIL), Kiyosi Ueda (Synchrotron
SPring-8), Edwin Kukk (University of Turku) and Thomas Darrah Tomas (Uni-
versity of Oregon).
4.1 Intramolecular scattering in inner-shell photoioni-
zation
We have investigated inner-shell photoionization of small molecules, where an
electron is ejected from a 1s orbital of a first-row atom. Fig. 4.1 shows the
photoelectron spectra of CO, BF3 and CF4 taken at photon energies of 425, 383
and 518 eV, respectively, at PLEIADES beamline [177] at SOLEIL Synchrotron.
The experimental spectrum of BF3 and CF4 (fig. 4.1) shows several vibrational
excitation peaks in the the totally-symmetric stretching mode (TSSM), which is
the most affected by the electronic rearrangement accompanying core ionization
[159, 160]. Potential energy curves of the electronic ground state and of the
core-hole species generated upon C 1s and B 1s ionization of CO, CF4 and BF3,
repectively, are shown in fig. 4.2, as well as the relevant vibrational eigenfunctions.
They have been evaluated using the harmonic (CF4) and the Morse (CO, BF3)
approximations using reliable spectroscopic parameters available in the literature
(CO: [178, 179], CF4: [180, 160], BF3: [181, 182, 183, 184, 159]). Photoionization
of BF3 leads to a large progression of vibrational levels ν
′, reaching up to ν ′ = 7,
as a consequence of the favorable Franck-Condon (FC) overlap between the initial
and several final-state vibrational wave functions due to the large bond contraction
accompanying core-ionization (∆RBF = −0.110 a.u. [159]). The progression is
limited to only two vibrational levels in the spectrum of CF4 because the potential
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energy curves of the neutral and the ionic species (fig. 4.2) are very similar in
the region close to the equilibrium geometry (∆RCF = −0.0115 a.u. [160]). The
spectrum of CO shows an intermediate situation: 4 vibrational excitations in the
only vibrational mode of the parent ion (∆RCO = −0.0932 a.u. [178], see fig. 4.2).
Fig. 4.3 shows the vibrationally resolved C 1s and B 1s photoionization cross
sections of CO, CF4 and BF3, respectively, as a function of the photon energy.
They have been calculated as explained in section 2.3.3, using the static-exchange
Density Functional Theory (DFT) method within the Born-Oppenheimer approx-
imation, and in the case of BF3 and CF4 the nuclear motion has been restricted
to the TSSM coordinate. In good agreement with the spectrum shown in fig.
4.1, we observe a large progression of vibrational excitations upon B 1s ioniza-
tion of BF3, ν
′ = 2 and ν ′ = 3 being the dominant contributions in the en-
tire energy range. Only the low-lying vibrational eigenstates or the parent ion
are excited in C 1s ionization of CO and CF4, as experimentally found. In all
cases, we can distinguish that the photoionization cross sections (fig. 4.3) exhi-
bit sharp increases near the ionization threshold due to the presence of shape
resonances [185, 186, 187]. The origin of these structures can be understood in
terms of a quasi-bound state embedded in the electronic continuum as a conse-
quence to the existence of a small barrier in the molecular potential. More subtle
structures arise at higher energies due to photoelectron diffraction by the su-
rrounding atomic centers (O in CO, F in BF3 and CF4). However, the rapid
decrease of the cross sections with the photon energy usually washes out scatte-
ring effects in the high-energy region. A better analysis can be performed by ta-
king ratios between vibrationally resolved cross sections (ν−ratios), since the de-
cay is the same for each vibrational component. Experimentally, presenting the
cross sections as ν−ratios is advantageous since certain calibration problems that
one would face in case of absolute cross sections can be avoided.
Fig. 4.4 shows the experimental and theoretical ν−ratios a function of the
photoelectron momentum. For the three systems, the ν−ratios are calculated
taking the largest contribution as a reference, which is ν ′ = 0 for CO and CF4 and
ν ′ = 2 for BF3. The shape resonances appear now as even sharper structures close
to the ionization threshold. At higher energies, the ν−ratios exhibit pronounced
oscillations superimposed to a nearly flat background which are a consequence of
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Figure 4.1: Photoelectron spectra of CO (left), CF4 (center) and BF3 (right) taken
SOLEIL at hν = 425, 383 and 518 eV, respectively. Experimental results: red
circles. Thick blue line: fit of the experimental data. Thin blue lines enclosing
shaded areas: vibrational progression associated with the symmetric stretching
mode. Other thin lines: contribution of other modes resulting from recoil. Peak
labels indicate the vibrational quantum numbers of the core-hole species.
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Figure 4.2: Potential energy curves of the electronic ground state of CO (left),
CF4 (center) and BF3 (right) and of the core-hole species generated upon C 1s
(CO and CF4) and B 1s (BF3) ionization along the internuclear distance of CO
and the TSSM coordinate of CF4 and BF3. They have been constructed using
reliable spectroscopic parameters available in the literature (CO: [178, 179], CF4:
[180, 160], BF3: [181, 182, 183, 184, 159]). The relevant vibrational eigenstates
are shown: the ground state of the neutral molecules (orange) and the low-lying
states of the core-hole species (different colors), as well as the corresponding FC
regions (dashed black lines).
intramolecular scattering. The periodicity of the oscillations is 2keR, where ke is
the photoelectron momentum and R the distance between emitting and diffracting
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Figure 4.3: Vibrationally resolved C 1s photoionization cross section of CO (upper
figure) and CF4 (center) and B 1s photoionization cross section of BF3 (lower
figure). The nuclear motion in the polyatomic molecules BF3 and CF4 has been
restricted to the TSSM.
atoms, as in the well known EXAFS equation [188]. Our interpretation in terms
of intramolecular scattering is supported by the good agreement with a first Born
model [82] (see appendices A and B).
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Figure 4.4: Ratios between inner-shell vibrationally resolved photoionization cross
sections of CO (upper left), CF4 (lower left) and BF3 (right), shown in fig. 4.3
Circles with error bars: experimental data including statistical errors taken at
SOLEIL and Spring-8. Black dashed lines: results from the static-exchange DFT
calculations. Red full lines: results of the TDDFT calculations (BF3 and CF4).
Horizontal dashed-dotted lines: ratios predicted by the FC approximation.
The agreement between theory and experiment is very good in all cases. The
excellent agreement between the results provided by the static-exchange and the
time-dependent DFT methods indicates that interchannel coupling does not play
an important role in core-ionization and that therefore one can rely on the former
to interpret the experimental findings. In the case of BF3, the overall shape of
the ν−ratios is very similar for all ν ≥ 3; for ν ′ = 0 and ν ′ = 1, the oscillations
are essentially identical but appear inverted. The reason is that all vibrational
contributions are referred to ν ′ = 2. If we choose ν ′ = 4 instead, then the first
four ν−ratios would be inverted. The same behavior is observed in CO and CF4.
These results suggest that, for a given molecule, all ν−ratios carry the same
structural information. In fact, as discuss in appendices A and B, the information
contained in each individual ν−ratio can be gathered in a generalized ν−ratio.
In the case of BF3, where the vibrational progression reaches up to ν
′ = 7, the
use of a generalized ν−ratio is very useful because it improves dramatically the
statistical significance of the experimental data.
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Extracting structural information
As the oscillatory patterns found in the ν−ratios are due to intramolecular scatte-
ring, they convey structural information about the system. In appendix D, we
present a systematical approach for extracting this information. As a proof of
principle, we have applied it to the simultaneous determination of the internu-
clear distance of CO (R = RCO) and the bond contraction (∆R = RCO+ −RCO)
upon C 1s ionization. Fig. 4.5 illustrates of how the ν−ratio I(ν ′ = 1)/I(ν ′ = 0)
changes when R and ∆R are modified independently. Since the bond contrac-
tion sets the overlap between the initial and the final vibrational wave functions,
the ν−ratios are shifted vertically when varying ∆R (left panel in fig. 4.5). This
effect is very sensitive because the FC overlap is strongly affected by small modi-
fications of ∆R, as can be seen in fig. 4.2. When R is modified (right panel in
fig. 4.5), the periodicity of the high-energy oscillations changes because they are
due to intramolecular scattering and therefore depend on the distance between
the emitting (C) and diffracting (O) centers.
We have performed a χ-square minimization procedure in order to find the
values of R and ∆R that provide the theoretical ν-ratio that is in best agreement
with the experimental points measured at SOLEIL and Spring-8 (fig. 4.6). These
values are R = 2.09 ± 0.03 a.u and ∆R = −0.0945 ± 0.00014 a.u. Details of
the fitting procedure can be found in appendix D. The ν−ratios computed using
these values and those taken from the literature [178, 179]: Rlit = 2.1322 a.u. and
∆Rlit = −0.0932 a.u. are shown in fig. 4.6 as well as the experimental points.
We note that the literature values lay inside the confidence intervals provided by
the method. The χ-square function of the fit is shown in 4.6 as a function of
R and ∆R, as well as the and the isocurves that determine the bidimensional
confidence regions for different confidence levels. Due to the lack of local minima
in the χ-square function, we note that the fitting procedure always converges to
the same values, regardless the initial guess.
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Figure 4.5: Vibrational branching ratio I(ν ′ = 1)/I(ν ′ = 0) correspon-
ding to C 1s photoionization of CO calculated using the bibliographic values of
R and ∆R [178, 179] (both panels: black lines), increasing/decreasing R in steps
of 1% (left pannel: green and blue lines) and increasing/decreasing ∆R in steps
of 0.2% (right pannel: pink and red lines).
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Figure 4.6: Left panel: vibrational branching ratio I(ν ′ = 1)/I(ν ′ = 0) correspon-
ding to C 1s photoionization of CO measured at Spring-8 (red points) and SOLEIL
(blue points) and calculated using the bibliographic values of R and ∆R [178, 179]
(dashed black line) and those that provide the best agreement with the experimen-
tal points (full black line). The optimum values of R and ∆R have been obtained
by performing a χ2 minimization procedure. Right panel: χ2 function as a func-
tion of R and ∆R. The black lines correspond to the limits of the confidence
regions for confidence levels: 68.3% (1σ), 95.4% (2σ) and 99.7% (3σ).
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4.2 Photoionization of F2: multicenter emission
Young’s double slit interferences are expected to arise when an electronic wave
is coherently emitted from two (several) atomic centers. As found by Cohen and
Fano in the sixties [189], these interferences are imprinted in the angle-integrated
photoelectron spectra of homonuclear diatomic molecules. This phenomenon has
attracted the interest of various authors [190, 176, 191, 192, 81, 117, 114] in the
last few years. We have investigated multicenter emission effects in the fluorine
molecule by analyzing dissociative and non-dissociative ionization from inner and
valence shells. Here we present a brief summary of our work, which is explained
in detail in appendix E.
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Figure 4.7: Ratios between vibrationally resolved 3σg photoionization cross
sections photoionization of F2. Black lines: DFT theory; blue dashed lines:
Cohen-Fano model; orange dashed lines: FC values.
Fig. 4.7 shows some ν−ratios corresponding to ionization from the 3σg orbital
as a function of the photoelectron momentum. We have chosen ν ′ = 7 as the
common denominator because it constitutes the largest contribution to the total
cross section. As in fig. 4.4, the ν−ratios show pronounced oscillations around
the FC value as a function of the photoelectron momentum. However, in this
case they are not due to photoelectron diffraction but to multicenter emission as
the electron is ejected from an orbital that is delocalized between the two fluorine
atoms. In order to confirm this assumption, we have extended formula developed
by Cohen and Fano in the sixties [189] to account for the vibrational motion,
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as is [81]. The results of the model are included in fig. 4.7, where we can see
that the agreement with the static-exchange theory is very good. As discussed in
appendix E, the agreement is not so good in the case of 1pig and 1piu ionization
because pi orbitals concentrate most of the electron density outside the molecular
axis. However, even in those situations, the amplitudes and periodicities of the
oscillations predicted by the Cohen-Fano formula are close to the ones provided
by the static-exchange DFT theory. Only the phases are not properly described.
4.3 Conclusions
In summary, we have found measurable evidence of intramolecular scattering and
multicenter emission occurring in the photoionization of small molecules at high
photoelectron energies. The details of the work presented here can be found in
appendices A, B, C, D and E. When an electron is emitted from a very local-
ized region of a molecule, such as the C 1s (B 1s) orbital in CO or CF4 (BF3),
features due to photoelectron diffraction are expected to arise, whereas in the
case of ionization from a delocalized orbital, like those in F2, one should ex-
pect to observe Cohen-Fano-like interferences. Vibrationally resolved photoelec-
tron spectroscopy allows to detect these high-energy interferences in an elegant
and consistent way, because (i) the problem of the rapid decrease of the ioniza-
tion probability with the photon energy can be avoided by monitoring the ratios
between vibrationally resolved cross sections, and (ii) the effect of the interferen-
ces manifest differently in different final vibrational states. The combination of
state-of-the-art DFT-like calculations and high-resolution third-generation syn-
chrotron facilities has enabled to explore these non-Franck-Condon effects both
theoretically and experimentally, demonstrating that the nuclear response to in-
tramolecular electron diffraction / multicenter emission is observable and can pro-
vide structural information of both the neutral molecule and the ionized species.
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Ultrafast electron dynamics in
aminoacids
Intramolecular charge transfer is the trigger of important chemical and biological
processes, such as photosynthesis [193], cellular respiration [194] or DNA damage
[195]. The study of charge transfer within isolated complex molecules was pio-
neered by R. Weinkauf and coworkers in the 90s [36, 37, 38]. They were able to
track the motion of a positive hole generated upon ionization through up to 12
sigma bonds of a tetrapeptide by analyzing light absorption shifts. However, the
time resolution in their experiments was limited by the durations of the pulses
they employed, that were around 200 ns. One decade later, by using femtosec-
ond pulses, they could measure how long it took for a positive charge to move
from the phenyl to the amino group in the PENNA molecule: (80 ± 20) fs [4].
In their paper, they suggested that the charge transfer was probably mediated
by the nuclear motion through a conical intersection. Motivated by the pionee-
ring work of R. Weinkauf and collaborators [36, 37, 38], Lorenz S. Cederbaum and
coworkers demonstrated that electron correlation can drive ultrafast charge dy-
namics in a time scale that is faster than the onset of the nuclear motion [32].
This phenomenon has been referred to as charge migration to distinguish it from
charge transfer mediated by nuclear motion and, over the last two decades, it
has been widely investigated in a large number of molecules of biological inter-
est [31, 32, 33, 34, 35, 93, 94].
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The application of attosecond technology to the study of complex molecules
has lead to the experimental demonstration of charge migration in a biomolecule:
the amino acid phenylalanine [92, 97]. The α−amino acids consist of a cen-
tral carbon atom (α carbon) linked to an amino group (−NH2), a carboxyl group
(−COOH), a hydrogen atom and a side chain (R), which in the case of phenyla-
lanine is a benzyl group. A two-color pump-probe technique was used in the ex-
periment. Charge dynamics were initiated by isolated XUV sub-300-as pulses,
with photon energy in the spectral range between 15 and 35 eV and probed by
4-fs, waveform-controlled visible/near infrared (VIS/NIR, central photon energy
of 1.77 eV) pulses (see appendices F and G). Ionization induced by the attosecond
pulse occurred in a sufficiently short time interval to exclude substantial electron
rearrangement during the excitation process. The yield for the production of dou-
bly charged immonium ions was measured as a function of the time delay between
the attosecond pump pulse and the VIS/NIR probe pulse. Fig. 5.1a shows the re-
sults on a 100-fs time scale. The experimental data display a rise time of (10± 2)
fs and an exponential decay with time constant of (25 ± 2) fs (this longer re-
laxation time constant is in agreement with earlier experimental results reported
in [39]). Fig. 5.1b shows a 25-fs-wide zoom of the pump-probe dynamics, ob-
tained by reducing the delay step between pump and probe pulses from 3 to 0.5
fs. An oscillation of the dication yield is clearly visible. For a better visualiza-
tion, fig. 5.1c shows the same yield after subtraction of an exponential fitting
curve. The data have been fitted with a sinusoidal function of frequency 0.234
PHz (corresponding to an oscillation period of 4.3 fs), with lower and upper con-
fidence bounds of 0.229 and 0.238 PHz, respectively (see appendices F and G).
The ultrafast oscillations in the temporal evolution of the dication yield cannot
be related to nuclear dynamics, which usually come into play on a longer tem-
poral scale, ultimately leading to charge localization in a particular molecular
fragment. Therefore, these measurements constitute the first experimental obser-
vation of purely electron dynamics in a biomolecule.
In order to verify that the observed oscillations are not related to any nuclear
dynamics, we have calculated the vibrational frequencies and the corresponding
periods of phenylalanine by means of Density Functional Theory (DFT) using the
B3LYP functional [196, 197] and a 6−311+g(3df,2p) basis set, implemented in the
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Figure 5.1: Experimental data from the group of Mauro Nisoli. (A) Yield of
doubly charged immonium ion (mass/charge = 60) as a function of pump-probe
delay, measured with 3-fs temporal steps. The red line is a fitting curve with an
exponential rise time of 10 fs and an exponential relaxation time of 25 fs. (B)
Yield of doubly charged immonium ion versus pump-probe delay measured with
0.5-fs temporal steps, within the temporal window shown as dotted box in (A).
Error bars show the standard error of the results of four measurements. The
red line is the fitting curve given by the sum of the fitting curve shown in (A)
and a sinusoidal function of frequency 0.234 PHz (4.3-fs period). (C) Difference
between the experimental data and the exponential fitting curve displayed in (A).
Red curve is a sinusoidal function of frequency 0.234 PHz
quantum chemistry package Gaussian 09 [198]. The results are given in table 5.1.
Our calculations show that the highest vibrational frequency is 0.11 PHz, which
corresponds to a period of 8.9 fs, associated with X-H stretching modes, whereas
skeleton vibrations are even slower, so that one can rule out that the observed
beatings are due to vibrational motion. In any case, some influence of the nuclear
motion cannot be completely excluded, because, for example, stretching of the
order of a few picometers of carbon bonds can occur in a few femtoseconds, and
this could modify the charge dynamics [95, 102].
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Mode Freq. (PHz) Period (fs) Mode Freq. (PHz) Period (fs)
1 0.0011 894.8 33 0.0335 29.8
2 0.0013 740.7 34 0.0342 29.2
3 0.0020 499.2 35 0.0353 28.3
4 0.0031 319.9 36 0.0355 28.2
5 0.0057 174.2 37 0.0362 27.6
6 0.0069 145.3 38 0.0365 27.4
7 0.0074 134.5 39 0.0373 26.8
8 0.0088 113.9 40 0.0388 25.8
9 0.0114 88.0 41 0.0399 25.1
10 0.0123 81.6 42 0.0403 24.8
11 0.0125 79.8 43 0.0410 24.4
12 0.0146 68.4 44 0.0413 24.2
13 0.0148 67.6 45 0.0421 23.8
14 0.0170 59.0 46 0.0446 22.4
15 0.0181 55.2 47 0.0446 22.4
16 0.0191 52.5 48 0.0459 21.8
17 0.0193 51.7 49 0.0486 20.6
18 0.0214 46.7 50 0.0493 20.3
19 0.0220 45.5 51 0.0500 20.0
20 0.0232 43.1 52 0.0544 18.4
21 0.0234 42.8 53 0.0907 11.0
22 0.0256 39.0 54 0.0916 10.9
23 0.0260 38.5 55 0.0929 10.8
24 0.0266 37.7 56 0.0946 10.6
25 0.0276 36.2 57 0.0947 10.6
26 0.0283 35.3 58 0.0950 10.5
27 0.0299 33.5 59 0.0952 10.5
28 0.0300 33.3 60 0.0956 10.5
29 0.0302 33.1 61 0.1050 9.5
30 0.0304 32.9 62 0.1070 9.3
31 0.0315 31.7 63 0.1125 8.9
32 0.0331 30.2
Table 5.1: Frequencies (PHz) and periods (fs) of the vibrational modes of phe-
nylalanine.
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Fig. 5.2 shows an energy-level diagram of the electronic states of singly charged
phenylalanine (phe+) accessible by the XUV pulse, all the states of doubly-charged
phenylalanine (phe++) and those of the system doubly-charged immonium + car-
boxyl. The energies of the latter two systems have been evaluated within the
static-exchange approximation, which is accurate enough to provide a qualita-
tive picture of the full process. As can be seen, one can go from a highly ex-
cited state of phe+ to the lowest states of the phe++ or the dissociated system
by absorbing just a few VIS/NIR photons (photon energy around 1.77 eV). Of
course, one cannot know how likely this transition will be, but one can unam-
biguously say that the process only requires absorption of very few VIS/NIR pho-
tons. Even if these transitions were unlikely, e.g., due to unfavorable overlap
between initial and final orbitals, the transition should be much more likely than
others involving many photons even with favorable overlap. Since the HOMO or-
bital of phenylalanine is substantially localized on the amino group, ionization by
the VIS/NIR pulse is expected to occur from this part of the molecule. There-
fore, the removal of the second electron is sensitive to charge localization on the
amino group.
In order to understand the origin of the ultrafast oscillations shown in fig. 5.1,
we have evaluated the electronic wave packet generated in phenylalanine upon
ionization by an attosecond pulse similar to that used in the experiment and
the subsequent evolution of the electron density. We aim to understand the influ-
ence of different radicals, so we have performed a systematical study including the
amino acids glycine and tryptophan. For the evaluation of the ionization ampli-
tudes and the wave packet dynamics, we have employed the static-exchange DFT
method within the formalism of time-dependent first-order perturbation theory,
as explained in chapter 3. The most stable conformers of glycine [199], phenyla-
lanine [200] and tryptophan [201] are depicted in fig. 5.3. It is well known that,
even at room temperature, amino acids present several conformations due to their
structural flexibility. In the case of phenylalanine, 37 conformers have been theo-
retically found [200]. This chapter is organized as follows: first, we give the details
about the evaluation of the electronic stationary states and show the relevant mo-
lecular orbitals of the three amino acids (section 5.1) and the corresponding pho-
toionization cross sections (section 5.2), restricting the analysis to the most stable
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Figure 5.2: Energy level diagram containing the states of singly charged phenyla-
lanine populated by the XUV pulse, whose energy distribution is included as a
shadowed area in the axis bar, the states of doubly-charged phenylalanine and
those of the system doubly-charged immonium + neutral carboxyl.
conformers at the temperature of the experiment presented in fig. 5.2. Then, we
analyze the wave packet dynamics initiated by an attosecond pulse similar to that
used in the experiment (section 5.3), performing a Fourier analysis of the elec-
tron density on different portions of the molecules and comparing our results with
experimental data and with previous theoretical work, when available. We con-
clude by exploring the effect of molecular conformation (section 5.3.4) and the
role of the photoelectron emission dynamics (section 5.4) in the charge migra-
tion mechanism.
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Gly
Phe Trp
Figure 5.3: Geometry of the most abundant conformers of glycine [199], phenyla-
lanine [200] and tryptophan [201] at 430 K, the temperature of the pump-probe
experiment presented in fig. 5.1.
5.1 Evaluation of electronic states
We employ Slater determinants to represent electronic stationary states, as ex-
plained in section 2.2. The corresponding bound (Kohn-Sham) and continuum or-
bitals have been evaluated in a basis set of B-splines and spherical harmonics. In
particular, we used a large one-center expansion (OCE) of a variable number of
B-spline functions, from 118 in glycine to 135 in tryptophan, enclosed in a sphere
of 30 a.u. with origin in the center of mass, using spherical harmonics up to an an-
gular momentum of l = 20 (see eq. 2.19). The OCE was complemented with small
off centers, located at the atomic positions, with sizes varying from 0.2 to 1.6 a.u.,
larger for the heavier nuclei since they accumulate more electron density. The
angular expansion in each off-center was limited to l = 2. The LB94 [155] func-
tional was employed to account for electronic exchange and correlation effects.
An initial guess for the electronic density of the three amino acids was genera-
ted with the Amsterdam Density Functional (ADF) package [151, 152, 153] using
a double ζ-polarization plus (DZP) basis set in the case of glycine and a triple
ζ-polarization plus (TZP) [134] for the more complex amino acids phenylalanine
and tryptophan. Since it is well known that the LB94 functional overestimates the
molecular orbital eigenvalues, the first ionization potential of glycine was calcu-
lated using the outer-valence Green’s function (OVGF) [202] method implemented
in Gaussian09 [198], which can provide accurate values of the ionization potentials
of the outer-valence shells. Then, the DFT/LB94 eigenvalues were shifted accord-
ing to the energy difference between the first IP provided by the OVGF method
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Figure 5.4: Occupied Kohn-Sham orbitals of neutral glycine. They have been
calculated using the LB94 [155] functional in a basis set of B-spline functions, as
explained in the text.
and the DFT/LB94 calculation. In order to obtain reliable values of the ioniza-
tion energies of phenylalanine and tryptophan, we have employed the VWN [154]
local density approximation functional within the Slater transition state proce-
dure [203] using ADF with a TZP basis set. The molecular geometries where
previously optimized at the DFT/B3LYP [196, 197] level in a 6311+g(3df,2p) ba-
sis set (6-31+g(d) in the case of tryptophan) using Gaussian09 [198], starting from
the approximate optimized geometries reported in [199, 200, 201].
Figs. 5.4, 5.5 and 5.6 show the occupied Kohn-Sham orbitals of the ground
state of glycine, phenylalanine and tryptophan, respectively, which were used to
evaluate the corresponding wave functions according to equations 2.17 and 2.18.
Glycine has planar symmetry and therefore belongs to the Cs point group and
its orbitals have either a′ or a′′ symmetry. As can be seen in fig. 5.4, a′ orbitals
are symmetric with respect to reflection thought the mirror plane and a′′ orbitals
are antisymmetric and thus contain a nodal plane. Phenylalanine and tryptophan
belong to the C1 point group because they are not invariant under any symmetry
transformation except for the identity operation and therefore all their orbitals
have A symmetry.
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Figure 5.5: Same as fig. 5.4 for phenylalanine (core orbitals have been omitted).
16A 17A 18A 19A 20A 21A 22A 23A
24A 25A 26A 27A 28A 29A 30A 31A
39A38A37A36A35A34A33A32A
40A 41A 42A 43A 44A 45A 46A 47A
48A 49A 50A 51A 52A 53A 54A
Figure 5.6: Same as fig. 5.4 for tryptophan (core orbitals have been omitted).
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Neutral glycine, phenylalanine and tryptophan have 40, 88 and 108 electrons,
respectively. Therefore, the corresponding electronic ground states constitute
closed-shell systems that can be accurately described using 20, 44 and 54 molecular
orbitals. Core orbitals are those constituted by the 1s orbitals of the “heavy”
atoms (C, N and O). The energy required to remove an electron from a core orbital
in these molecules ranges from around 290 eV in the case of C 1s to 400 eV for
N 1s and 535 eV for O 1s. They are thus not accessible with usual attosecond
pulses generated via HHG. Valence orbitals, with ionization potentials ranging
from around 10 to 20 eV, are the easiest to ionize. They are highly delocalized,
especially in phenylalanine and tryptophan since they contain an aromatic ring.
Inner-valence orbitals present an intermediate situation, with ionization energies
from around 20 to 35 eV. In order to describe the interaction with an XUV pulse,
capable of ionizing from all valence and inner-valence shells, the corresponding
ionization amplitudes need to be evaluated.
5.2 Photoionization cross sections
We have evaluated photoionization cross sections of glycine, phenylalanine and
tryptophan from all valence and inner-valence shells in the framework of the
fixed-nuclei approximation, as explained in section 1.3. The results are shown
in figs. 5.7, 5.8 and 5.9 in the energy range accessible by the attosecond XUV
pulse used in the experiment presented in fig. 5.1. The energy spectrum of the
pulse is depicted in the figs.by a thick orange curve lying over a shaded area. As ex-
pected, the cross sections decay with the photon energy. In some ionic channels,
we can see sharp structures near the threshold that can be understood in terms of
shape resonances [185, 186, 187] due to the existence of small barriers in the com-
plex molecular potentials. Unfortunately, the use of a single excitation approach
prevents us from observing any possible signature coming from multiple (dou-
bly, triply) excited electronic states of the molecule embedded in the ionization
continuum.
From the figures, it is clear that the three molecules will be efficiently ionized
from most valence and inner-valence shells upon interaction with the attosecond
pulse. Only core electrons will remain unaffected. In fact, for any energy within
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Figure 5.7: Photoionization cross sections of glycine from different molecular or-
bitals calculated using the static-exchange DFT method. Numbers and colors
denote the molecular orbitals from where the electron is emitted in each case
(fig. 5.4). The energy spectrum of the attosecond pulse employed in the expe-
riment presented in fig. 5.1 is represented by a thick orange curve lying over a
shaded area.
the bandwidth, we find similar contribution from different ionization thresholds.
For instance, using (monochromatic) synchrotron radiation of 22 eV in phenyla-
lanine, electrons would be ejected from orbitals 19A...44A and 33A would repre-
sent the largest contribution. This would lead to a very delocalized hole in the
parent ion. However, monochromatic light would generate an incoherent superpo-
sition of ionic states and the hole would not migrate. Due to their broad energy
bandwidths, attosecond pulses can generate coherent superpositions of electronic
states, i.e., electronic wave packets, by emitting electrons with the same energy
from different molecular orbitals and thus induce charge dynamics along the mo-
lecular skeleton. Note that this scenario differs from that considered in most pre-
vious works on charge migration [32, 93, 31, 94, 99, 96], where the initial hole is
created in a given molecular orbital.
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Figure 5.8: Same as fig. 5.7 for phenylalanine (orbitals are shown in fig. 5.5).
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Figure 5.9: Same as fig. 5.7 for tryptophan (orbitals are shown in fig. 5.6).
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Comparison with experimental photoelectron spectra
In order to test the validity of our description of the ionization process, we have cal-
culated the photoelectron spectra of phenylalanine for photon energies of 21.2 and
45 eV using the cross section values at those energies (shown in fig. 5.8) and the
corresponding ionization potentials. Then, we have compared our results with
synchrotron [204] and He(I) [205, 206] radiation spectra available in the litera-
ture. For the comparison with the experiments, we have convoluted our infinitely
resolved lines with a Lorentzian function of 0.3−eV width at half maximum to ac-
count for the vibrational broadening and experimental energy resolution, which
is rather limited in these and earlier experiments (the experiments cannot re-
solve the individual peaks). The comparison between theory and experiment is
shown in fig. 5.10. As can be seen, the agreement is reasonably good. We no-
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Figure 5.10: Comparison between the calculated photoelectron spectra of
phenyalanine at 45 eV and 21.2 eV and the experimental spectra reported by
Plekan et al. [204] at 100 eV and Campbell et al. [205] and Cannington et al.
[206] at 21.2 eV
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tice however that the experiment of Plekan et al. [204] was performed at a photon
energy of 100 eV, which is substantially higher than ours. The other two earlier ex-
periments [205, 206] were performed at a photon energy of 21.2 eV. Our results are
in better agreement with the most recent experiment, especially for binding ener-
gies below 15 eV. This energy range includes the states that play an important
role in the ultrafast charge dynamics initiated in the molecule by the attosecond
pulse considered in this work (represented in fig. 5.8), as we show in section 5.3.
The photoelectron spectrum is expected to be more sensitive to the choice of pho-
ton energy as we approach the threshold. The reason is that the ionization am-
plitudes can strongly vary with photon energy for values below 25− 30 eV, while
the variation becomes smother for larger values, as can be seen in fig. 5.8. This is
most likely the reason we find a better agreement between the high-energy spec-
tra.
5.3 Ultrafast electron dynamics initiated by attose-
cond pulses
The first theoretical predictions of the possibility of observing ultrafast charge mi-
gration upon prompt ionization of an organic molecule can be attributed to Lorenz
S. Cederbaum and collaborators [32]. In that work, an electronic wave packet is
generated by sudden electron removal from a Hartree Fock (HF) molecular or-
bital of the difluoropropadienone molecule. Then, the hole generated in the elec-
tronic structure moves though the molecular skeleton because the prepared state
is not a stationary state of the ionic Hamiltonian but a linear combination of se-
veral. Over the years, they have investigated charge migration in a large num-
ber of organic molecules (see, for instance [32, 93, 94, 96]). Here we consider a
different scenario: (i) we are using an ultrashort pulse with a broad energy band-
width to create an electronic wave packet in the parent ion, and (ii) we compute
the scattering states to obtain the actual photoionization amplitudes.
In order to verify the validity of our time-propagation method, we have com-
pared our results with those obtained by Kuleff, Breidbach and Cederbaum for
the case of glycine [93]. To perform a meaningful comparison, we have started
from the same initial wave function as in [93]. The corresponding HF orbitals ha-
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t = 0.0 fs
t = 1.7 fs
t = 3.4 fs t = 8.4 fs
t = 6.8 fs
t = 5.1 fs
Figure 5.11: Time evolution of the hole generated in glycine upon sudden ioni-
zation from the 11a′ HF orbital. Left figure: natural charge orbitals calculated
by A. Kuleff et al. [93] (the square of the natural orbitals provides the hole den-
sity). Reprinted with permission from [93]. Copyright 2005, AIP Publishing LLC.
Right figure: hole density, evaluated using the present approach.
t = 0.0 fs
t = 0.7 fs
t = 1.4 fs t = 3.5 fs
t = 2.8 fs
t = 2.1 fs
Figure 5.12: Same as fig. 5.11 for the case of sudden ionization from the 14a′
HF orbital of glycine. Left figure reprinted with permission from [93]. Copyright
2005, AIP Publishing LLC.
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ve been evaluated using Gaussian 09 [198] with a DZP basis set. Then, to study
the time evolution of the hole density, we have projected the initial state onto the
Slater determinants built from the KS orbitals (shown in fig. 5.4) that we use to
represent ionic stationary states. The projection leads to a coherent superposition
of ionic states that is let evolve freely as dictated by the relative phases resulting
from the corresponding energy differences. The evolution of the hole dynamics
is shown in figs. 5.11 and 5.12 for the cases of sudden ionization from the 11a′
and the 14a′ HF orbitals, respectively. As can be seen, the agreement between
our results and those previously reported [93] is quite satisfactory. In the latter
reference, two-holes-one-particle (2h1p) configurations were explicitly included in
the time propagation, so a direct comparison with their results provides an answer
about the role played by those configurations, which are not included in our time
propagation scheme. If we considered sudden ionization from the inner-valence HF
orbitals of glycine instead, as in [94], the agreement would not be so spectacular
because in that case 2h1p configurations play a role. However, these are not
expected to be important in the dynamics studied here. The main reason is
that a transition from the ground state to doubly-excited (shake-up) state is a
two-electron process and therefore is less likely to occur via 1 photon absorption
than a direct transition to a one-hole (1h) state.
In the following, we present our results on the time-evolution of the hole ge-
nerated in the electronic structure of the amino acids glycine, phenylalanine and
tryptophan upon interaction with an attosecond XUV pulse similar to that used
in the experiment illustrated in fig. 5.1. As discussed in the previous section,
attosecond pulses do not remove electrons from only one molecular orbital but
from several of them, generating coherent superpositions of ionic states. Ioni-
zation amplitudes have been evaluated for all open channels (15 for glycine, 32
for phenylalanine and 39 for tryptophan) using the static-exchange DFT method
[139, 140, 141, 142, 143] (see section 2.2.2), which has been thoroughly tested in
systems of similar complexity, and time-dependent first-order perturbation theory
(see section 1.2). From the ionization amplitudes, we have evaluated the reduced
density matrices of the ionic subsystems using eq. 3.14. Then, the hole densi-
ties were calculated as the difference between the electronic densities of the neu-
tral molecules, which do not depend on time, and the electronic densities of the
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ions (eq. 3.16). Because in the experiments the molecules are not aligned, we per-
formed calculations considering three orthogonal orientations with respect to the
polarization vector of the attosecond pulse. The results were then averaged assu-
ming randomly oriented molecules.
Figs. 5.13, 5.14 and 5.15 display snapshots of the relative variation of the hole
density with respect to the time-averaged values for glycine, phenylalanine and
tryptophan, respectively. In spite of the very delocalized nature of the hole den-
sities resulting from the broadband XUV excitations, substantial redistributions
take place on a sub-femtosecond scale. These charge dynamics cannot be asso-
ciated with simple migrations between two sites of the molecules, as found in
most previous theoretical work [32, 93, 31, 94, 96]. However, despite the com-
plexity of the charge configuration calculated in a realistic (i.e., experimentally
accessible) situation, the concept of charge migration is still valid.
0.0 fs 1.6 fs 3.7 fs 4.5 fs
11.3 fs9.3 fs7.7 fs6.9 fs
Figure 5.13: Relative variation of the hole density on glycine with respect to its
time-averaged value as a function of time. Isosurfaces of the relative hole density
are shown for cutoff values of 10−4 a.u. (yellow) and −10−4 a.u. (purple). Time
is with reference to the end of the XUV pulse (first snapshot).
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0.0 fs 1.7 fs 2.5 fs 6.1 fs
12.1 fs10.9 fs9.5 fs7.5 fs
Figure 5.14: Same as fig 5.13 for phenylalanine.
0.0 fs 2.6 fs 3.8 fs 4.3 fs
11.4 fs9.5 fs8.5 fs
6.1 fs
Figure 5.15: Same as fig 5.13 for tryptophan.
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5.3.1 Fourier analysis on the amino group
In order to perform a more quantitative analysis of the charge dynamics, we have
integrated the hole density around different portions of the molecule. Here we
present our results on the amino group. In the case of phenylalanine, these re-
sults can be compared with the fragmentation yield of double-charged immonium
presented in fig. 5.1 since, as already discussed, this signal is sensitive to hole lo-
calization on the amino group. A full analysis including different atomic centers is
presented in section 5.3.2. Figs. 5.16, 5.17 and 5.18 show the Fourier power spec-
tra of the hole density on the amino group of glycine, phenylalanine and trypto-
phan, respectively, for three orthogonal orientations of the molecules with respect
to the polarization vector of the field (indicated in the figures) and for the case
of randomly oriented molecules. The peaks appearing in the Fourier spectra pro-
vide information about the frequency and the intensity of the charge fluctuations
observed in figs. 5.13, 5.14 and 5.15. As expected, the complexity of the spec-
tra increases with the number electrons in the molecule as so does the number of
1h states are accessible by the pulse.
To better understand the observed dynamics, we have identified the ionic states
that are responsible for the most important beatings (indicated in figs. 5.16, 5.17
and 5.18). Each beating frequency is given by the energy difference between the
pair of states that originate it. The main interferences involve states with holes
in orbitals that are delocalized between the amino group and another common
part of the molecule, which allows charge migration between the two sites. Also,
we can see that the dominant beatings involve states which are close in energy.
In fact, the greater the energy spacing between two ionic states, the weaker the
interference between them is expected to be. This can be easily understood in
terms of the coherences between the ionic states populated by the attosecond
pulse, which are given by the off-diagonal terms of reduced density matrix (see
eq. 3.14). If the energy spacing ∆Eαα′ = |Eα − Eα′ | between two ionic states
α and α′ is large, then the kinetic energy ranges in which the photoelectron is
emitted when the two states are populated are very different and therefore the
corresponding element in the reduced density matrix γαα′ is small. If ∆Eαα′
were greater than the energy bandwidth of the pulse (and the two ionic states
were accessible), they would be populated incoherently because the photoelectron
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Figure 5.16: Fourier power spectra of the hole density integrated over the amino
group of glycine. Results are shown for three orthogonal orientations of the
molecule with respect to the polarization vector of the electric field associated
to the attosecond XUV pulse and for the case of randomly oriented molecules. In
order to obtain well resolved peaks in frequency, the hole density has been evalu-
ated up to 500 fs. The states that give rise to the dominant peaks are indicated
in the spectra by labels that denote the molecular orbitals where the holes have
been created (molecular orbitals are shown in fig. 5.4).
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Figure 5.17: Same as fig. 5.16 for phenylalanine (molecular orbitals are shown in
fig. 5.5).
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Figure 5.18: Same as fig. 5.16 for tryptophan (molecular orbitals are shown in
fig. 5.6).
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kinetic energy ranges would not overlap at all and therefore γαα′ would be zero.
Because of the large energy bandwidth of the attosecond pulse considered here,
all 1h states are populated coherently, but coherences between states with similar
energy are, in general, higher.
In the spectrum of glycine (fig. 5.16), we can only see interferences between
states having the same symmetry because states with different symmetry are po-
pulated incoherently. The reason is that, for a given orientation of the field,
electrons emitted from two orbitals (α, α′) with different symmetry have, in ge-
neral, different symmetry and therefore the corresponding coherence term (γαα′)
is zero (see eq. 3.14). In the case of phenylalanine and tryptophan (figs. 5.17 and
5.18), although there are no strict selection rules due the lack of global symme-
try elements, approximate selection rules will apply. For instance, one of the most
intense beatings in the amino group of phenylalanine occurs between the states
with holes in the 41A and the 44A orbitals, both having nodal planes that con-
tain the C−N and the C=O bonds with very similar orientations.
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Figure 5.19: Fourier power spectra of the calculated hole density integrated over
the amino group of phenylalanine. Upper panel: results from the actual calcula-
tion (as in the lower panel of fig. 5.17). Lower panel: results obtained by using
an equal weight for all ionic states accessible by the XUV pulse.
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Figure 5.20: Fourier power spectra of the hole density integrated over the amino
group of phenylalanine: results from the full calculation (black lines in all panels),
from a calculation in which only the ionic states resulting from removing an elec-
tron from the 24A, 25A, 28A, 29A, 31A, 32A, 35A, 36A, 41A, and 44A orbitals
are included (red lines on top of the black lines, left panels), and from a calcula-
tion in which all ionic states but the above mentioned ones are included (green
curves on top of the black lines, right panels).
It is clear from the Fourier analysis presented here that the hole density not
only provides information about energy spacings between different quantum states
responsible of the electronic beatings, but also probes the specific dynamics ge-
nerated by the attosecond pulse. This is further illustrated in fig. 5.19 for the
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case of phenylalanine, in which the calculated Fourier spectrum is compared with
a similar one containing all possible energy spacings with an equal weight. The
dynamics of the electronic wave packet generation by the attosecond pulse is res-
ponsible for the fact that only a few beatings are observed. These depend on the
dipole matrix elements (i.e., the ionizing transition induced by the XUV atto-
second pulse) and the interference between the different amplitudes, which are
imprinted in the time evolution of the hole density.
To illustrate that the observed dynamics in the amino group can almost be
entirely explained in terms of some of the ionic states that are populated by the
attosecond XUV pulse, we have carried out calculations for phenylalanine in which
only ionic states resulting from removing an electron from the 24A, 25A, 28A, 29A,
31A, 32A, 35A, 36A, 41A, and 44A orbitals are included in the free propagation
of the electronic wave packet. Conversely, we have also performed calculations in
which all 1h states but the above mentioned are included. The results of these
two calculations are shown and compared with the full calculations in fig. 5.20.
As can be seen, the full spectrum is almost entirely reproduced by only including
the above ten states. In contrast, the dynamics resulting from excluding these
states is almost inexistent.
5.3.2 Fourier analysis on different atoms
Charge fluctuations on the amino group are most likely to be responsible for the
observed beatings in the experimental results shown in 5.1. In order to perform
a complete analysis of the charge modulations on different sites of the molecule,
we have performed a Fourier analysis also on different atoms of the three amino
acids. Figs. 5.21, 5.22 and 5.23 show the Fourier power spectra of the hole
density integrated over various atoms of the three molecules. As expected, charge
fluctuations occur with different frequencies on different atoms because they are
due to interferences between different pairs of states. Indeed, it is a requirement
for a beating to be observed on a specific site (atom) of the molecule that the two
states involved contain a significant part of their hole localized on that particular
site.
In the case of phenylalanine, beating frequencies in agreement with the ex-
perimental observations were observed when the charge density was integrated
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Figure 5.21: Fourier power spectra of the calculated hole density integrated over
various atoms of glycine for the case of randomly oriented molecules. In order to
obtain well resolved peaks in frequency, the hole density has been evaluated up
to 500 fs.
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Figure 5.22: Same as 5.21 for phenylalanine.
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Figure 5.23: Same as 5.21 for tryptophan.
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around the nitrogen atom in amino group. The hole densities at different posi-
tions do not show clear and clean frequency components, with the exception of
the doubly bonded O atom in the carboxyl group. We note that the VIS/NIR
probe pulse is not locally absorbed only by the amino group, but also by other
sites of the molecule. However, the simulations indicate that the periodic mo-
dulations observed in the experiment are mainly related to the absorption of the
probe pulse by the amino group.
5.3.3 Comparison with the experiment: Gabor profiles
The hole density on the amino group has been analyzed by using a sliding-window
Fourier transform which, at the expense of frequency resolution, shows frequency
and time information on the same plot. The same procedure has been applied to
the fragmentation yield of doubly-charged immonium presented in fig. 5.1. Fig.
5.24 shows the resulting spectrograms in a temporal window up to 45 fs. The
theoretical spectrogram presents a dominant peak around 0.25 PHz, which forms
in about 15 fs and vanishes after about 35 fs, in close agreement with the re-
sults of the Fourier analysis of the experimental data. A higher frequency com-
ponent is visible around 0.36 PHz in the delay intervals below 15 fs and above
30 fs. At short delays, this component favorably compares with the experimen-
tal observation of the frequency peak around 0.30 PHz in the same window of
pump-probe delays. The good agreement between between theory and experi-
ment strongly supports the interpretation of the measured data in terms of charge
migration. The temporal evolution of the main Fourier components is a conse-
quence of the complex interplay among several beating processes initiated by the
broadband excitation pulse. Despite the agreement with the experimental re-
sults, we cannot exclude that the nuclear dynamics, which are not included in the
simulations, also play a role in the temporal evolution of the measured oscilla-
tion frequencies.
The good agreement between theory and experiment is rather remarkable in
light of the fact that simulations do not take into account the interaction of the
VIS/NIR probe pulse. The fact that the effects of the probe pulse are not included
in the simulations can explain why the calculated intensities of the different bea-
tings differ from the experimental ones. We note that the beating frequencies
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Figure 5.24: Fourier analysis of charge dynamics. Spectrograms calculated for the
measured data of 5.1 (left panel) and for the calculated hole density integrated over
the amino group of phenylalanine (right panel), shown in fig 5.14. The sliding
window Fourier transforms have been calculated by using a Gaussian window
function g(t − td) = e−(t−td)2/t20 , with t0 = 10 fs and peak at td (gate delay
time). The theoretical spectrogram (right panel) was calculated considering an
experimental temporal resolution of 3 fs.
have been observed experimentally even though the initial hole density is highly
delocalized. An important result of the simulations is that the measured bea-
ting frequencies originate from charge dynamics around the amino group. This
leads to the conclusion that the periodic modulations measured in the experi-
ment are mainly related to the absorption of the probe pulse by the amino group.
The mechanism that makes the probe pulse sensitive specifically to the charge den-
sity on this group is still not well understood. Moreover, we observe that, in spite
of the large number of potential frequency beatings associated to the wave packet
motion induced by the attosecond pulse, only a few ones manifest in the experi-
ment, thus reducing the impact of the modulations introduced by the probe pulse
in the analysis of the wave packet motion. These results can be seen as the first ex-
perimental confirmation that attosecond pulses and techniques are essential tools
for understanding of dynamical processes on a temporal scale that is relevant for
the evolution of crucial microscopic events at the heart of the macroscopic biolo-
gical response of molecular complexes.
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5.3.4 What about molecular conformation?
It is well known that amino acids exist in many conformations as a result of their
structural flexibility. Typically, the energy barrier to interconversion between
different conformers is small, of the order of a few kcal/mol, so that, even at room
temperature, thermal energy is sufficient to induce conformational changes. Theo-
retical investigations have shown that such changes can affect the charge migra-
tion process [94]. In the case of phenylalanine, 37 conformers have been found by
ab initio calculations [200], with a conformational distribution that depends on the
temperature. However, in the experiment presented in fig. 5.1, performed at an
average temperature of about 430 K, only six conformers are substantially present
[200]. Figs. 5.25, 5.26 and 5.27 show the most stable conformations of glycine,
phenylalanine and tryptophan at 430K. The relative populations of the confor-
mers of phenylalanine have been calculated using statistical mechanics methods
based on DFT/B3LYP quantum chemistry calculations of the geometries, ener-
gies, vibrational frequencies and rotational constants [200]. In the case of glycine
[199, 207] and tryptophan [201], the relative populations were estimated assu-
ming Boltzman distributions.
The ultrafast temporal evolution of the wave packet generated by the atto-
second pump pulse has also been calculated for the most stable conformers of
the tree amino acids. The corresponding Fourier power spectra are shown in
figs. 5.25, 5.26 and 5.27, together with the results for the thermal average ob-
tained by taking into account the estimated populations (given in figs. 5.25,
5.26 and 5.27). We have found that, although the precise frequencies of the rele-
vant peaks in the calculated Fourier spectra depend on the particular conformer,
the spectrum of the most abundant conformer is very similar to that of the ther-
mal average. In the case of the most populated conformers of phenylalanine (and
therefore for the averaged results), the frequencies at which the dominant peaks
appear are in good agreement with those observed experimentally.
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Figure 5.25: Fourier power spectra of the hole density on the amino group of
the most abundant conformers of glycine at 430 K. The relative populations have
been calculated assuming a Boltzman distribution. The lower panel shows the
averaged results and the corresponding geometries are shown in the right.
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Figure 5.26: Same as fig. 5.25 for the most stable conformers of phenylalanine,
rescaled with their relative weights for a better illustration. Their relative popu-
lations according to Huang et al. [200] are indicated.
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Figure 5.27: Same as fig. 5.25 for the most stable conformers of tryptophan. The
relative populations have been calculated assuming a Boltzman distribution.
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5.4 Time-evolution of the full electron system
The evaluation of the hole density generated upon ionization in terms of the
reduced density matrix of the ionic subsystem has allowed to describe the ultrafast
response of the parent ion to attosecond ionization. In order to analyze the
time-evolution of the electronic wave packet created in the continuum, one needs
to evaluate the electron density of the full system, including the photoelectron.
This can be done by making use of eq. 3.13, which retrieves the electron density in
terms of the the wave packet coefficients (see eq. 3.1) and the corresponding bound
and continuum orbitals. We have analyzed the time-evolution of the electron
density of the glycine molecule upon interaction with an attosecond pulse similar
to that used in the experiment illustrated in fig. 5.1. Fig. 5.28 (rows 1 and 3)
shows snapshots of the relative variation of the electron density of the full system
for different times, from right after the interaction with the pulse to up to 1fs.
For comparison, snapshots of the relative electron density of the residual ion,
calculated using eq. 3.15 and the reduced density matrix of the ionic subsystem
(eq. 3.15), are also shown in fig. 5.28 (rows 2 and 4). For analysis purposes, we
have chosen a bigger cuttoff value (10−3 a.u.) to generate the isosurfaces of the
electron density than that employed in fig. 5.13 (10−4 a.u.). Note that positive
values of the relative electron density (purple surfaces in fig. 5.28) correspond to
negative values of the relative hole density (purple surfaces in fig. 5.13).
We can see in fig. 5.13 that at t = 0 the molecule is surrounded by a bulky
electronic cloud due to the presence of the photoelectron. This cloud gradually
vanishes as the photoelectron wave is emitted and, at t = 0.7 fs, the electron
density of the full system is identical to that of the residual ion. These results
justify the analysis of the ultrafast charge redistributions occurring in the system
in terms of the electron density of the residual ion.
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Figure 5.28: Relative variation of the electron density of glycine with respect to
its time-averaged value as a function of time. Rows 1 and 3: dynamics of the
full-system, containing all electrons. Rows 2 and 4: dynamics of the residual
ion, calculated in terms of its reduced density matrix. Isosurfaces of the relative
electron density are shown for cutoff values of 10−3 a.u. (purple) and −10−3
(yellow). Time is with reference to the end of the XUV pulse.
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The advent of ultrabright light sources based on synchrotron radiation and ul-
trafast pulses based on high harmonic generation (HHG) opened the door to
image molecular structures and to monitor and even control electron and nu-
clear dynamics in their intrinsic time scales. In this quest, theoretical mode-
lling and numerical simulations have been probed to be fundamental in the de-
sign of new experimental schemes and to understand the complex outcomes of
those. Methods based on the Density Functional Theory (DFT) provide an ex-
cellent compromise between accuracy and computational effort. In this work, we
have employed the static-exchange DFT method to evaluate the electronic struc-
ture of molecules (from CO or F2 up to large amino acids) in order to predict and
to understand recent experiments performed in two well-defined contexts: using
third-generation light sources and attosecond pulses generated via HHG. The de-
velopment of high-resolution third-generation synchrotron facilities has enabled
the investigation of vibrationally-resolved inner-shell photoionization in small mo-
lecules made of first-row atoms of the periodic table. In chapter 4 and in appen-
dices A, B, C, D and E we have presented C 1s and B 1s vibrationally resolved
photoionization cross sections of CO, CF4 and BF3, which have been evaluated
using the static-exchange and the time-dependent DFT methods including the nu-
clear motion at the Born-Oppenheimer level. By comparing our results with pho-
toelectron spectra measured at SOLEIL and Spring-8 synchrotron light sources,
we have found clear evidence of non-Franck-Condon effects that take place upon
photoabsorption. When the de Broglie wave length of the photoelectron is com-
parable to the dimensions of the molecular target, i.e., for photon energies of
the order of a few hundreds of eVs, the undulatory nature of the electron mani-
fests as diffraction interferences by the surrounding atomic centers. These inter-
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ferences are imprinted in the ratios between vibrationally resolved cross sections
(ν−ratios) as clear oscillations as a function of the photoelectron momentum. As
a proof-of-principle, we have used the C 1s photoelectron spectra of CO to deter-
mine the internuclear distance of the neutral molecule and the bond contraction
accompanying C 1s ionization. This is a surplus of photoelectron spectroscopy
with respect to more conventional spectroscopic techniques, which usually can
only provide structural information of neutral molecular species. Near the photo-
ionization threshold, where the continuum waves are sensitive to the details of the
molecular potentials, the cross sections show sharp features due to the presence
of shape resonances. From the theoretical calculations, and the angular momen-
tum decompositions, we have also confirmed the existence of confinement effects
as those previously found in more simple molecules. In the future, molecules such
as BF3, CF4 or CO could provide an interesting workbench to study the photoelec-
tron scattering phenomenon in a time-resolved (pump-probe) scheme using novel
ultrahigh intensity photon sources like seeded FELs, which now become availa-
ble.
We have also investigated deviations from the Franck-Condon approximation
in the photoionization of molecular fluorine, by considering electron ejection from
different molecular orbitals using the static-exchange DFT method. For the outer-
most shells, we have included the nuclear degrees of freedom, which has allowed us
to describe dissociative and non-dissociative ionization channels. The photoioniza-
tion cross sections show an oscillatory behavior as a function of the photoelectron
momentum, which is the result of the coherent emission from two equivalent cen-
ters. The observed interference patterns are similar to those already explained by
Cohen and Fano [189] in the early sixties. These interferences can be described by
using very simple expressions that account for both the ratio between total pho-
toionization cross sections associated to different orbitals and to the branching
ratios between vibrationally resolved cross sections associated to the same elec-
tronic ionic state. Both effects were demonstrated in previous work [81] in other
diatomic molecules, so the present work reinforces the general validity of those
findings. The fact that there is a non-negligible probability of dissociation accom-
panying valence-ionization could be exploited experimentally to obtain molecular
frame photoelectron angular distributions by using multi-coincidence techniques,
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since detection of the charged atomic fragments provides information about the
orientation of the molecule at the instant of ionization.
Since the generation of the first isolated attosecond pulses at the very beginning
of the present century, tracing ultrafast phenomena using attosecond pump-probe
techniques became a reality. The observation of charge migration in complex mo-
lecular structures and, in particular, in biologically relevant systems, is one of the
main targets of attosecond science. Although charge migration was predicted in
the late nineties by L. S. Cederbaum and coworkers, experimental evidence or re-
liable simulations of the electronic wave packet that could be created by an atto-
second pulse were inexistent. In this work, we have investigated the electronic
response of molecules of biological relevance, the amino acids glycine, phenylala-
nine and tryptophan, to attosecond ionization. We have found that attosecond
pulses can induce ultrafast charge fluctuations over large regions of these com-
plex molecules on a temporal scale that is much shorter than the vibrational
response of the system. The work presented here differs from most previous theo-
retical work on charge migration, where charge dynamics is initiated by removing
an electron from a given molecular orbital. Here, the use of the static-exchange
DFT method in the framework of time-dependent first-order perturbation theory
has allowed us to evaluate the actual wave packet generated upon attosecond ioni-
zation. Because of the broad energy spectrums of attosecond pulses, in a realistic
experiment electrons are coherently emitted from various (many) molecular or-
bitals and thus the initial hole is highly delocalized along the molecular skeleton.
The application of isolated attosecond pulses to prompt ionization of the amino
acid phenylalanine has allowed the subsequent detection of ultrafast dynamics on
a sub-4.5 femtosecond temporal scale, which is shorter than the vibrational res-
ponse of the molecule. The good agreement with our numerical simulations of
the temporal evolution of the electronic wave packet created by the attosecond
pulse strongly supports the interpretation of the experimental data in terms of
charge migration resulting from ultrafast electron dynamics preceding any nu-
clear rearrangement.
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La llegada de fuentes de luz ultra-brillantes basadas en radiacio´n sincrotro´n y de
pulsos la´ser ultra-cortos basados en la generacio´n de altos armo´nicos (HHG, del
ingle´s “high harmonic generation”) han abierto la puerta a la visualizacio´n de es-
tructuras moleculares y al seguimiento e incluso el control de dina´mica electro´nica
y nuclear en sus escalas de tiempo intr´ınsecas. El modelado teo´rico y las si-
mulaciones nume´ricas han demostrado jugar un papel fundamental en el disen˜o
de nuevos experimentos as´ı como en la comprensio´n de los complejos resulta-
dos procedentes de los mismos. Los me´todos basados en la Teor´ıa del Fun-
cional de la Densidad (DFT, del ingle´s “Density Functional Theory”) presen-
tan un excelente compromiso entre precisio´n y esfuerzo computacional. En este
trabajo hemos empleado el me´todo “static-exchange DFT” para evaluar la es-
tructura electro´nica de mole´culas (desde CO o F2 hasta grandes amino a´cidos)
con el objetivo de predecir y comprender experimentos recientes realizados bajo
condiciones bien diferenciadas: utilizando fuentes de luz de tercera generacio´n
y pulsos ultra-cortos basados en HHG. El desarrollo de instalaciones sincrotro´n
de u´ltima generacio´n ha permitido la investigacio´n de procesos de fotoionizacio´n
de capa interna en mole´culas pequen˜as, constituidas por a´tomos del primer pe-
riodo de la tabla perio´dica, con resolucio´n vibracional. En el cap´ıtulo 4 y en
los ape´ndices A, B, C, D y E hemos presentado las secciones eficaces de fotoion-
izacio´n de capa interna de las mole´culas CO, CF4 y BF3, calculadas mediante el
me´todo “static-exchange DFT” y su versio´n dependiente del tiempo, incluyendo
el movimiento nuclear a nivel de Born-Oppenheimer. La comparacio´n de nuestros
resultados teo´ricos con los espectros fotoelectro´nicos medidos en los sincrotrones
SOLEIL y Spring-8, nos ha permitido investigar desviaciones de la aproximacio´n
Franck-Condon en procesos de ionizacio´n de capa interna. Cuando la longitud
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de onda de de Broglie del fotoelectro´n es comparable a las dimensiones del sis-
tema, es decir, cuando su energ´ıa cine´tica es del orden de unos cientos de eVs,
la naturaleza ondulatoria del fotoelectro´n produce interferencias de difraccio´n in-
tramolecular. Estas interferencias quedan impresas en los ratios entre secciones
eficaces resueltas vibracionalmente (ν−ratios), produciendo claras oscilaciones en
funcio´n del momento del fotoelectro´n. Como prueba de concepto, hemos utilizado
espectros fotoelectro´nicos de la mole´cula de CO para determinar la distancia in-
ternuclear de la especie neutra y la contraccio´n del enlace que tiene lugar tras
la extraccio´n un electro´n del orbital 1s del a´tomo de carbono. Cerca del um-
bral de ionizacio´n, donde las funciones del continuo son ma´s sensibles a los de-
talles de los potenciales moleculares, las secciones eficaces presentan estructuras
agudas debido a la presencia de resonancias de forma. La descomposicio´n en mo-
mento angular ha permitido confirmar la existencia de efectos de confinamiento
electro´nico similares a los que ya se hab´ıan observado previamente en mole´culas
ma´s simples. En el futuro, mole´culas como BF3, CF4 or CO podr´ıan constituir un
punto de referencia para el estudio del feno´meno de difraccio´n fotoelectro´nica me-
diante el uso de te´cnicas bombeo-sonda utilizando pulsos ultra-intensos de la´seres
de electrones libres.
Tambie´n hemos investigado el origen de las desviaciones de la aproximacio´n
de Franck-Condon que tienen lugar en la fotoionizacio´n de la mole´cula de flu´or,
considerando emisio´n fotoelectro´nica desde distintos orbitales. La inclusio´n del
movimiento nuclear en el estudio de las capas ma´s externas nos ha permitido des-
cribir canales de fotoionizacio´n disociativos y no disociativos. Como consecuen-
cia de un proceso de emisio´n multice´ntrica, las secciones eficaces de fotoionizacio´n
presentan claras oscilaciones en funcio´n del momento del fotoelectro´n. Los pa-
trones de interferencia observados son similares a aquellos para los que Cohen
y Fano [189] fueron capaces de dar una explicacio´n teo´rica en los an˜os 60. Es-
tas interferencias pueden ser descritas de forma cualitativa mediante el uso de
expresiones sencillas que permiten calcular ratios entre secciones eficaces totales
correspondientes a diferentes canales io´nicos as´ı como entre secciones eficaces re-
sueltas vibracionalmente asociadas al mismo canal. Estos efectos fueron previa-
mente observados [81] en mole´culas diato´micas ma´s sencillas, as´ı que este trabajo
refuerza la validez general de esos hallazgos. El hecho de que exista una pro-
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babilidad no despreciable de que la mole´cula de flu´or disocie tras ser ionizada
desde sus capas de valencia podr´ıa ser explotado para medir distribuciones an-
gulares del fotoelectro´n mediante el uso de te´cnicas de coincidencia mu´ltiple, ya
que la deteccio´n de fragmentos ato´micos cargados proporciona informacio´n so-
bre la orientacio´n de la mole´cula en el instante de la ionizacio´n.
La generacio´n de pulsos de attosegundos a comienzos de este siglo ha permi-
tido la observacio´n y el seguimiento de procesos ultra-ra´pidos mediante el uso
de te´cnicas bombeo-sonda. La observacio´n de migracio´n de carga en estructuras
moleculares complejas y, en particular, en mole´culas de relevancia biolo´gica, es
uno de los objetivos fundamentales de la ciencia de attosegundos. A pesar de que
los procesos de migracio´n de carga fueron predichos a finales de la de´cada de los
noventa por Lorenz S. Cederbaum y sus colaboradores, no exist´ıan pruebas expe-
rimentales so´lidas ni estudios teo´ricos del paquete de ondas electro´nico generado
por un pulso de attosegundos. En este trabajo hemos investigado la respuesta
electro´nica de mole´culas de relevancia biolo´gica, los amino a´cidos glicina, fenila-
lanina y tripto´fano, a la ionizacio´n ultra-ra´pida. Hemos descubierto que los pul-
sos de attosegundos pueden inducir fluctuaciones de carga ultra-ra´pidas, en una
escala de tiempo que precede a la respuesta vibracional del sistema. Nuestro tra-
bajo es distinto a otros estudios teo´ricos previos, donde la dina´mica se inicia
arrancando un electro´n de un determinado orbital molecular. El uso del me´todo
“static-exchange DFT” en el marco de teor´ıa de perturbaciones a primer orden ha
permitido evaluar el paquete de ondas electro´nico generado por un pulso de atto-
segundos. Debido sus anchos espectros energe´ticos, los pulsos de attosegundos son
capaces de emitir fotoelectrones desde varios (muchos) orbitales moleculares de
forma coherente, generando huecos que esta´n completamente deslocalizados sobre
el esqueleto molecular. La reciente aplicacio´n de pulsos de attosegundos aislados
a la ionizacio´n del aminoa´cido fenilalanina ha permitido la deteccio´n experimen-
tal de dina´mica puramente electro´nica. El buen acuerdo con nuestras simulaciones
nume´ricas de la evolucio´n temporal del paquete de ondas electro´nico apoya firme-
mente la interpretacio´n de los resultados experimentales en te´rminos de migracio´n
de carga ultra-ra´pida que precede al movimiento nuclear.
121

Appendices
123

Appendix A
Intramolecular photoelectron
diffraction in the gas phase
125

THE JOURNAL OF CHEMICAL PHYSICS 139, 124306 (2013)
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We report unambiguous experimental and theoretical evidence of intramolecular photoelectron
diffraction in the collective vibrational excitation that accompanies high-energy photoionization
of gas-phase CF4, BF3, and CH4 from the 1s orbital of the central atom. We show that the ra-
tios between vibrationally resolved photoionization cross sections (v-ratios) exhibit pronounced
oscillations as a function of photon energy, which is the fingerprint of electron diffraction by the
surrounding atomic centers. This interpretation is supported by the excellent agreement between
first-principles static-exchange and time-dependent density functional theory calculations and high
resolution measurements, as well as by qualitative agreement at high energies with a model in
which atomic displacements are treated to first order of perturbation theory. The latter model al-
lows us to rationalize the results for all the v-ratios in terms of a generalized v-ratio, which con-
tains information on the structure of the above three molecules and the corresponding molecular
cations. A fit of the measured v-ratios to a simple formula based on this model suggests that the
method could be used to obtain structural information of both neutral and ionic molecular species.
© 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4820814]
I. INTRODUCTION
X-ray light efficiently ionizes the inner and valence shells
of atoms and molecules, leading to short-wavelength elec-
trons that can be scattered coherently (or diffracted) by the
surrounding atomic constituents. Thus, scattered photoelec-
trons carry information about the structure of the system,
which could in principle be extracted by fitting the measured
photoelectron spectra to different analytical formulas. The
NEXAFS (near-edge X-ray absorption fine structure) or EX-
AFS (extended X-ray absorption fine structure) techniques
are based on this principle1, 2 and are widely used to obtain
structural information of crystals as well as bulk amorphous
materials.3–9
Determining the structure of isolated molecules by
photoelectron spectroscopy is more difficult due to the low
density of the gas phase in comparison with that of bulk mate-
rials. Indeed, diffraction is clearly observed in the condensed
phase because the relatively low intensity of the standard X-
ray sources used in the above mentioned techniques is am-
ply compensated by the large number of atoms or molecules
present in the sample (which is of the order of Avogadro’s
number, i.e., ∼1023 atoms or molecules per mole). In contrast,
a)Electronic mail: ueda@tagen.tohoku.ac.jp
b)Electronic mail: fernando.martin@uam.es
for structural determination of isolated molecules one has to
work with gases at very low pressures, i.e., densities as low
as 1013–1015 molecules per cm3. To overcome this difficulty,
in addition to past and current developments in gas-phase
EXAFS,10–12 alternative methods are being explored. One of
these takes advantage of the high brightness of x-ray free
electron lasers, which should be ideal to obtain instantaneous
and time-resolved pictures of molecular structure through the
so-called photoelectron holography.13 A more sophisticated
strategy, already put in practice, consists in combining intense
infrared femtosecond lasers14–16 with laser-induced electron
diffraction. In these experiments, the oscillating electric field
of the laser forces a fraction of the tunneled electron to go
back to the parent ion where it can diffract, thus conveying the
necessary information to extract the structure of the molecule.
Very recent experimental work has shown that this technique
can provide sub-Å spatial resolution and sub-femtosecond
temporal resolution. Another more traditional method con-
sists in measuring molecular-frame photoelectron angular dis-
tributions (MFPAD) resulting from photoionization with syn-
chrotron radiation.17, 18 In particular, it has been shown that,
in some cases, MFPADs associated with very slow electrons
provide a direct imaging of molecular structure.19, 20
A common denominator in the above examples is that
photoelectron spectra must be recorded (at least) as a function
of the electron ejection angle. This requires the use of rather
0021-9606/2013/139(12)/124306/6/$30.00 © 2013 AIP Publishing LLC139, 124306-1
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sophisticated coincidence setups with high angular resolution
and high detection efficiency,21, 22 which are not always avail-
able or applicable. However, recent work on the photoioniza-
tion of diatomic molecules by synchrotron radiation23, 24 has
shown that, under some circumstances, photoelectron spec-
tra integrated over electron ejection angle might also be a
valuable tool for structural determination. In particular, ex-
periments and theoretical calculations performed on H2, N2,
and CO molecules have shown that the ratios of vibrationally
resolved photoionization cross sections (hereafter called v-
ratios) oscillate with photon energy and that this is due to
the coherent electron emission from the two atomic centers.23
The frequency of the oscillations depends on the internuclear
distance, hence they necessarily convey information about
molecular structure. Oscillations resulting from coherent elec-
tron emission have also been observed in acetylene.25 There
is recent evidence that electrons ejected from a very local-
ized region of a molecule, such as the 1s orbital of first-row
atoms, also lead to oscillating patterns in the v-ratios as a re-
sult of electron scattering by the peripheral atomic centers of
the molecule.26
In this paper, we unambiguously show that the v-ratios
for photoionization of CF4, BF3, and CH4 from the 1s or-
bital of the central atom strongly oscillate as functions of
photoelectron energy. The very good agreement between
first-principles static-exchange and time-dependent density
functional theory calculations and high resolution measure-
ments, as well as the qualitative agreement at high energies
with a simple model show that the origin of these oscillations
is the diffraction by the surrounding H and F atoms. A sketch
of the phenomenon is shown in Fig. 1 for the case of the BF3
FIG. 1. Intramolecular electron diffraction in BF3. The 1s electron of the
central boron atom, which is localized around the boron nucleus, is ionized
after absorption of an X-ray photon, leading, in a simplified picture to the
yellow spherical wave. This wave is subsequently diffracted by the neigh-
boring fluorine atoms, leading to secondary spherical waves as that plotted
in blue around one of the fluorine atoms for an electron escaping along the
direction represented by the red arrow. The combination of the yellow and
blue waves leads to interferences that carry structural information about the
parent neutral BF3 molecule and the final BF+3 molecular ion.
molecule. From these results we have approximately deter-
mined the bond distances for the three molecules and their
corresponding molecular cations. Thus, the present work pro-
vides an alternative and a complement to gas-phase electron
diffraction (GED) techniques,27–30 which have been success-
fully used to retrieve three-dimensional structural informa-
tion from molecules in the gas phase but would be difficult to
apply to molecular cations.
II. METHODS
The experimental and theoretical methods have been ex-
plained in detail in previous work.26, 31 A brief summary is
presented below.
The experiment was performed at the PLEIADES
beamline32 (70–1000 eV) for ultrahigh resolution spectro-
scopic studies33, 34 of isolated species at the 2.75 GeV French
national synchrotron radiation laboratory SOLEIL. Linearly
polarized light with the polarization vector at 54.7◦ with
respect to the electron detection axis has been used with a
spectral broadening of 55 meV or less. The electron spectrom-
eter resolution was better than 40 meV. The 1s photoelectron
spectra have been analyzed through a least-squares fitting pro-
cedure by using macro package SPANCF for Igor Pro.35
For a given molecule, all spectra were fitted simultane-
ously. Post-collisional interaction (PCI) line shapes36 were
used in the fitting process with the Lorentzian width as a free
parameter, but common for all the lines and spectra of the
molecule. The Gaussian width representing the instrumental
and translational Doppler broadenings was also kept as free
parameter, but constrained to be the same to all peaks in the
spectra. Rotational Doppler broadening37, 38 is absent in the
present case, because the electron emission takes place from
the center of mass of the molecules. As the initial guesses
were obtained from the fitted Ar calibration data, only small
variations from the initial values were observed. The asym-
metry leading to the low energy tail due to the PCI effect
was calculated by using the formula given in Ref. 39. The
energy spacing of the symmetric stretching vibrational sub-
levels was kept constant. In the data analysis, the recoil-
induced excitations of asymmetric vibrations were taken into
account by simultaneously fitting the asymmetric stretching
and bending vibrational peaks with fixed energy separations
for each mode, and their intensities were estimated following
the method described in Ref. 40. In this way, individual vibra-
tional progressions for the symmetric stretching, asymmetric
bending, and asymmetric stretching modes could be obtained.
Vibrationally resolved photoionization cross sections
were evaluated within the dipole and Born-Oppenheimer ap-
proximations. Bound and continuum electronic wave func-
tions were calculated by using the static-exchange density
functional theory (DFT) and the time-dependent density func-
tional theory (TDDFT) as described in Refs. 26 and 31. In
the latter works, the methods originally developed in, e.g.,
Refs. 41–44 to treat molecular photoionization in the fixed-
nuclei approximation were extended to provide the elec-
tronic continuum wave functions and the corresponding po-
tential energy surfaces over a wide range of nuclear positions.
The electronic Kohn-Sham equations were solved by using a
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representation in a basis of B-spline functions.45 The vibra-
tional wave function was written as a product of single-mode
vibrational functions resulting from the solution of the vibra-
tional Schrödinger equation in a basis of B-splines. As pho-
toionization mainly leads to molecular cations with excitation
in the symmetric stretching mode, calculations of the potential
energy surfaces were restricted to this normal coordinate by
keeping all the other normal coordinates frozen at their values
of the equilibrium geometry. The method has been shown to
provide accurate vibrationally resolved photoionization cross
sections for N2, CO, and C2H2.23, 25, 31
III. RESULTS
As an illustration, Fig. 2 shows the photoelectron spectra
of BF3 and CF4 at photon energies 518 and 383 eV, respec-
tively. The figure also shows the results of the least-squares
fit. As discussed in earlier work,40, 46 the most prominent
vibrational progression corresponds to the symmetric stretch-
ing mode. For this reason, all comparisons between exper-
iment and theory reported below will be restricted to this
mode. Recoil leads to a redistribution of the available energy
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FIG. 2. Photoelectron spectra of BF3 (left) and CF4 (right) taken at hν = 518
and 383 eV, respectively. Experimental results: circles. Thick blue line: fit of
the experimental data. Thin blue lines enclosing shaded areas: vibrational
progression associated with the symmetric stretching mode. Other thin lines:
contribution of other modes resulting from recoil. Peak labels indicate the
vibrational quantum number v in the BF+3 symmetric stretching mode.
even on symmetry-forbidden vibrational modes of the resid-
ual cation. For CF4, recoil leads to excitation of the asymmet-
ric stretching and bending vibrations of the CF+4 ion, which
superimpose to the v = 1 symmetric stretching vibrational
components.40 A similar effect has been observed for CH4
for the v = 1 and v = 2 components.47 Figure 2 shows that
vibrational excitations due to recoil effects are much less pro-
nounced for BF3 than for CF4 (and CH447). As can be seen,
BF3 photoionization leads to a large progression of vibra-
tional levels in its symmetric stretching mode. This is the
consequence of the favorable Franck-Condon (FC) overlap
between the initial and several final vibrational wave func-
tions, which results from the fact that the B-F bond distances
are significantly different in BF3 and BF+3 . For CF4 (CH4),
the progression is limited to two (three) vibrational levels be-
cause the upper and the lower potential energy surfaces are
very similar in the region close to the equilibrium geometry
(in other words, the dominant FC overlap corresponds to the
v′ = 0 → v = 0 transition). For the three systems, the inten-
sity of the measured peaks decreases very rapidly with pho-
ton energy. This rapid decrease usually washes out the oscil-
lations arising from scattering effects as those sought for in
this work. The problem is overcome in the v-ratios because
the numerator and the denominator decrease with a similar
rate. In spite of this, one cannot avoid long-time sample expo-
sures due to the smallness of the cross sections at high photon
energies.
Figure 3 shows the measured and calculated v-ratios
as functions of photoelectron momentum for the symmet-
ric stretching mode of BF3. The v-ratios exhibit pronounced
oscillations superimposed to a nearly flat background. The
agreement between theory and experiment is very good, even
for the smallest v-ratios. In particular, the excellent agreement
between the results from static-exchange DFT and the more
elaborate TDDFT indicates that one can rely on the former to
interpret the experimental findings. As can be seen in Fig. 3,
the overall shape of the v-ratios is very similar for all v ≥ 3;
for v = 0 and v = 1, the oscillations are essentially identical
but are perfectly out of phase from those with v ≥ 3. For CH4,
the v = 1/v = 0 and v = 2/v = 0 ratios reported in Ref. 26
are also very similar. For CF4, the present experiment can only
provide the v = 1/v = 0 ratio, but the various ones obtained
from the static-exchange DFT and TDDFT calculations again
resemble each other.
IV. DISCUSSION
The above results suggest that, for a given molecule, all
v-ratios carry the same structural information. As the ampli-
tude of the oscillations is a small fraction of the vibrationally
resolved cross section and, in particular, of the value that is
obtained for this cross section within the FC approximation,
one can assume that the variation of the transition dipole ma-
trix element with the atomic displacements can be treated to
first order in a Taylor expansion around the equilibrium ge-
ometry. Neglecting non-totally symmetric modes and assum-
ing the validity of the harmonic approximation (which, as our
calculations show, is a very good approximation for the low
values of v populated in the present experiment), it can be
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FIG. 3. Ratios between vibrationally resolved photoionization cross sections
in B 1s photoionization of BF3 in the symmetric stretching mode. The pho-
toelectron momentum is defined with respect to the ground vibronic state of
BF+3 . All the ratios are referred to the v = 2 cross section. Circles with error
bars: experimental data including statistical errors. Red full lines: results of
the TDDFT calculations. Black dashed lines: results from the static-exchange
DFT calculations. Horizontal dashed-dotted lines: ratios predicted by the FC
approximation.
easily shown that the vibrationally resolved photoionization
cross section for the totally symmetric mode can be written as
σv(E)  FCv [σ0(E) + v σ1(E)] , (1)
where FCv is the Franck-Condon factor FCv = |〈χ0|χv〉|2
with χ0 and χv the initial and final vibrational wave functions
in the symmetric stretching mode, σ 0 is the photoionization
cross section of the rigid molecule at its equilibrium geome-
try, and σ 1 is the first order correction due to the fact that the
molecule is flexible. The total cross section is obviously given
by
σTot  σ0 + v¯σ1, v¯ =
∑
v
FCvv. (2)
The quantity (v − v¯)σ1, which does not appear explicitly
in the above expressions, describes the fluctuations of the
barycenter of the photoelectron-peaks envelope with respect
to the FC value. Hence, it is convenient to introduce a G factor
defined as
G = σ1/σTot, (3)
with which the vibrationally resolved cross section and the
corresponding v-ratio, R, take on the form
σv(E)  σTot(E) FCv [1 + (v − v¯)G(E)] , (4)
Rv,v0 (E)  (FCv/FCv0 ) [1 + (v − v0)G(E)]. (5)
From Eq. (5), it is apparent that the oscillatory behavior ob-
served in the v-ratios is entirely contained in the universal
function G(E), which in addition does not include the fast
decrease of the total cross section.
By using the measured and DFT-calculated v-ratios in
Eq. (5), we can extract experimental and theoretical values
of G. They are shown in Fig. 4. As for the v-ratios shown
in Fig. 3, the agreement between theory and experiment is
good for the three molecules. It is important to note that, since
the G factor contains information from all the measured v-
ratios, statistical errors are substantially reduced with respect
to those of the individual v-ratios, especially for BF3. It can
be seen that oscillations are quite apparent and have the char-
acteristic momentum periodicity k = π/RABn0 , where RABn0
is the bond distance of the ABn molecule at equilibrium.
To prove without ambiguity that the observed oscillations
are entirely due to diffraction of the ejected photoelectron, we
have also used a simple analytical model to evaluate G(E).48
The model is based on a one-particle description of ABn pho-
toionization in which the interaction between photoelectron
and ion is approximated by a sum of atomic Yukawa poten-
tials, the initial electronic wave function is represented by a
purely hydrogenic 1s orbital, and the final wave function |ψ−
k 〉
is described within the first Born approximation:
|ψ−
k 〉 = |
k〉 + G
−
0 (E)V |
k〉, (6)
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FIG. 4. Generalized v-ratio (G factor) for CH4, CF4, and BF3 as a function
of photoelectron momentum. Circles with error bars: experimental results
including statistical errors. Black full lines: results from the static-exchange
DFT calculations. Orange dashed-dotted lines: results of the simple analytical
model explained in the text. For CH4, the G factor has been evaluated from
the experimental and theoretical data of Ref. 26 and the experimental data of
Ref. 47 (red circles).
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where |
k〉 is a plane wave, G−0 is the corresponding Green’s
function, and V is the electron-ion potential. Under these
assumptions, all structural information is contained in the
scattering term G−0 (E)V |
k〉. Neglecting non-totally symmet-
ric modes and averaging over all molecular orientations,
Eq. (3) leads to48
G(E, ˜R0, ZB, φ)
= 2ZB
ωR MB
[
2 cos φ
∫ ∞
0
dq
q2 J (q, k)
q2 + 1 j1(q
˜R0)
− π sin φ 1s(k)
∫ 1
−1
dx
k3 x
√
2 − 2x
2k2(1 − x) + 1 j1(
√
2 − 2xk ˜R0)
]
×
[
πk1s(k)−4ZAP
∫ ∞
0
dp
1s(p)p3
k2 − p2
∫ 1
−1
xdx
p2 + k2 − 2pkx + 1
]−1
,
(7)
where E = k2/2, ˜R0 = (RABn0 + RAB
+
n
0 )/2 is the average equi-
librium distance, R = RABn0 − RAB
+
n
0 =
√
2 v¯/nωMB is the
difference in bond length between the neutral molecule and
the cation, φ is the intramolecular scattering phase, 1s(k) is the
initial 1s orbital in momentum representation, j1 is the spheri-
cal Bessel function of order one, ZB and MB are, respectively,
the effective charge and the mass of atom B, and
J (q, k) =
∫ 1
−1
dx
k + qx
q + 2kx 1s(
√
k2 + q2 + 2kqx). (8)
Thus, Eq. (7) may be employed to determine ˜R0 (and also ZB
and φ) by a least-squares fit to the experimental data. The re-
sulting values for the C-H and B-F bond lengths of the neutral
(charged) CH4 and BF3 molecules are 1.08 (1.03) and 1.20
(1.13) Å, respectively, in reasonable agreement with the ex-
perimental values 1.09 (1.04) and 1.31 (1.25) Å.46, 49 A simi-
lar fit is not possible for CF4 due to the failure of the first Born
approximation up to relatively high k. It is worth noticing that
a fit of Eq. (7) to the static-exchange DFT data, which contain
hundreds of points, leads to an even better agreement with the
experimental bond length values, including CF4. These results
confirm the validity of the assumptions leading to the G func-
tion and prove that the relevant structural information for the
neutral molecule and the cation is contained in that function.
Still, there is room to improve the accuracy of the fitted bond
lengths, e.g., by removing some of the approximations used
to derive Eq. (7).
V. CONCLUSION
We have performed high resolution experiments and
static-exchange density functional theory and time-dependent
density functional theory calculations to determine K-shell
vibrationally resolved photoionization spectra of CF4, BF3,
and CH4. The results show that the ratios between vibra-
tionally resolved cross sections, the so-called v-ratios, exhibit
pronounced oscillations as a function of photoelectron en-
ergy. These oscillations are the fingerprint of electron diffrac-
tion by the peripheral atomic centers. The observation of
this phenomenon has been possible due to (i) the significant
improvement in experimental resolution and statistics with re-
spect to earlier experiments, (ii) the measurements and cal-
culations performed for three different molecular systems
containing quite different atomic species, and (iii) a new
theoretical framework that allows one to analyze the ob-
served diffraction patterns in a unified way irrespective of
the molecule under consideration. The latter framework is
based on a simple first-order treatment of atomic displace-
ments and has been used to determine the bond lengths of
neutral BF3 and CH4, as well as of their corresponding cations
with a reasonable accuracy. This is a surplus of photoelectron
spectroscopy with respect to more conventional spectroscopic
techniques, which usually can only provide structural infor-
mation of neutral molecular species.
Vibrationally resolved photoelectron spectroscopy al-
lows detecting intramolecular electron diffraction in an ele-
gant and consistent way, because (i) the problem of the rapid
decrease of the photoionization probability with photon en-
ergy can be avoided by monitoring the ratios between vi-
brationally resolved cross sections (as opposed to the unre-
solved total cross section), and (ii) the effect of diffraction
interferences manifest differently in different final vibrational
states. High-resolution third-generation synchrotron facilities
have made it possible to resolve the photoelectron peaks cor-
responding to different vibrational states of the parent ion,
thus demonstrating unambiguously and conclusively that the
nuclear response to intramolecular electron diffraction is ob-
servable and therefore could be used to obtain structural infor-
mation of neutral and ionic symmetric polyatomic molecules.
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ABSTRACT: Photoelectron diffraction is a well-established technique for structural
characterization of solids, based on the interference of the native photoelectron wave with
those scattered from the neighboring atoms. For isolated systems in the gas phase similar
studies suffer from orders of magnitude lower signals due to the very small sample density.
Here we present a detailed study of the vibrationally resolved B 1s photoionization cross
section of BF3 molecule. A combination of high-resolution photoelectron spectroscopy
measurements and of state-of-the-art static-exchange and time-dependent DFT calculations
shows the evolution of the photon energy dependence of the cross section from a complete
trapping of the photoelectron wave (low energies) to oscillations due to photoelectron
diffraction phenomena. The diffraction pattern allows one to access structural information
both for the ground neutral state of the molecule and for the core-ionized cation. Due to
a significant change in geometry between the ground and the B 1s−1 core-ionized state in
the BF3 molecule, several vibrational final states of the cation are populated, allowing
investigation of eight different relative vibrationally resolved photoionization cross sections.
Effects due to recoil induced by the photoelectron emission are also discussed.
■ INTRODUCTION
The availability of high brightness synchrotron radiation (SR)
and ultrabright and ultrashort laser sources like Free Electron
Lasers (FELs) and tabletop femto- and attosecond lasers has
recently enabled imaging of the gas-phase molecules and their
wave packets using photoelectron spectroscopy1,2 to “shine the
molecules from within”.3−7 To capture in time the molecular
dynamics, the laser-based studies often employ the widely spread
pump−probe techniques, whereas the more conventional SR
applications necessarily appeal to the natural times of light-
induced molecular processes as a reference. For instance, a
number of SR works use the “core−hole clock” method,8−13
where the ultrashort lifetime of highly excited states offers a
practical and relatively tunable time scale. The present work is,
however, more focused on extracting structural information
and analyzing the physical phenomena induced upon photo-
absorption reaching up to a few hundreds of eV.
Recent applications of “photon in−electron out” methods
using SR sources on isolated molecules include studies on
photoelectron diffraction,14−17 molecular potentials,18 and
structural characterization using Young double-slit interference.19−22
These phenomena and their origin are discussed here in detail.
We investigate, both experimentally and theoretically, vibration-
ally resolved B 1s photoionization cross sections of the boron
trifluoride (BF3) molecule. This study completes the preliminary
results presented by Ueda et al.15 and provides a detailed insight
into the data analysis, theoretical modeling, and interpretation
of the results using B-spline static-exchange and time-dependent
DFT calculations. The present work shows that the oscillatory
structure found in the relative cross sections is due to photo-
electron diffraction, whereas very close to the photoionization
threshold a complete trapping of the photoelectron is observed,
manifesting itself as an emission angle dependent shape
resonance feature. Finally, we discuss the existence of confine-
ment effects that depend on the angularmomentum of the ejected
electron.23,24
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Atomic units are employed throughout the manuscript unless
otherwise stated.
■ EXPERIMENT
The experiment was carried out at the PLEIADES beamline25−28
at the SOLEIL national SR facility in Saint-Aubin, France.
The experimental setup is described in the next subsection. It is
followed by a detailed explanation of the methodology and
software used to perform the analysis of the measured spectra,
including a description of the six vibrational modes of the
molecule. We finally discuss the procedure used to disentangle
the contributions to the experimental spectra from each
vibrational mode and from the recoil effect due to the ejection
of a fast electron.
Experimental Setup. An Apple II-type permanent magnet
HU80 (80 mm period) undulator was used to generate the
linearly polarized SR, which was further monochromatized by
a varied groove depth, varied line spacing, 2400 lines/mm plane
grating monochromator. The B 1s photoelectrons were collected
using a 30° wide angle lens VG-Scienta R4000 electron energy
analyzer, whose detection axis is perpendicular to the storage ring
plane containing the propagation axis of the SR. The angle
between the polarization vector of the SR and the electron
detection axis was selected to be 54.7° to exclude any photon
energy dependent modulations of the cross section due to the
photoelectron emission anisotropy. Even at the highest used
photon energy (570 eV) the dipole approximation is valid.
The gaseous BF3 sample (Sigma-Aldrich) had a purity of
99.99%. A gas cell equipped with a series of polarized electrodes
(VG-Scienta) was used to compensate the plasma potentials
present in the interaction region caused by the ion density
gradient created along the SR beam. The sample gas pressure
was increased as high as there was still a linear increase in the
electron count rate; for pressures higher than 1 × 10−5 mbar
in the spectrometer chamber, electron attenuation in the gas
cell was observed. Therefore, the working pressure was set to
7 × 10−6 mbar inside the spectrometer chamber. The pressure in
the gas cell is approximately 2 orders of magnitude higher.
The total instrumental electron energy resolution was ≈30−
65meV for the whole set of photon energies used (212−570 eV),
determined by the exit slit of the monochromator (photon
bandwidth), as well as by the entrance slit and the pass energy
of the electron energy analyzer (electron analysis resolution).
The electron energy analyzer’s curved entrance slit had a fixed
value of 0.3 mm during all measurements, but the pass energy
of the electron analyzer (either 20 or 50 eV) and the width of
the exit slit of the monochromator (between 30 and 100 μm)
were adjusted to achieve the desired resolution. Typically, the
instrumental resolution was the highest at low photon energies
and it had to be compromised a bit to keep the data collection
time reasonable at higher photon energies due to the lower
photoionization cross section and the slightly reduced photon
flux. The translational Doppler effect broadens the measured
spectra, and for BF3 it was estimated to be at room temperature
≈5−29 meV depending on the photoelectron kinetic energy.
The Ar 2p3/2 photoelectron line was recorded with the same
settings as the BF3 spectra at all photon energies used to obtain
accurate information about the instrumental broadening,
taking into account the lifetime broadening of this atomic line
(119 meV29).
Data Analysis. The B 1s photoelectron spectra were fitted
using the Igor Pro data analysis software from WaveMetrics Inc.
and the SPANCF fitting macros by Kukk.30,31 All spectra were
fitted simultaneously. Post-collisional interaction (PCI) line
shapes32 were used in the fitting process with a fixed Lorentzian
width, corresponding to the B 1s lifetime broadening of 72 meV
reported by Thomas et al.33 The Gaussian width, representing
the instrumental and the translational Doppler broadenings, was
kept as a free parameter but was constrained to be the same for all
peaks within one spectrum. As the initial guesses for the Gaussian
broadening were obtained from the fitted Ar calibration data,
only small variations from the initial values were observed. The
asymmetry coefficients modeling the low energy tail caused by
the PCI effect were calculated from the average Auger electron
kinetic energy of ≈160 eV.34
BF3 molecule has six vibrational modes, two of which are
doubly degenerate: the totally symmetric stretching mode
(TSSM) A1′, the “umbrella” bending mode A2″, two asymmetric
stretching modes Ea′, and two asymmetric bending modes Eb′.
The boron atom has two stable isotopes 10B and 11B, so
that the sample studied was a 1:4 mixture of 10BF3 and
11BF3
isotopologues. The vibrational frequencies of these two
molecular species are slightly different, except for the TSSM.
The harmonic frequencies and anharmonicity of the TSSM were
determined from a Morse potential fit to the energy spacing of
the B 1s photoelectron peaks determined from a low photon
energy, high-resolution measurement. The constants derived
from the fit for the B 1s core-ionized state of BF3 molecule
are ωe = 1031.1 cm
−1 = 128 ± 1 meV, and ωeχe = −1.2 cm−1 =
−0.1 ± 0.1 meV, in line with the values reported by Thomas
et al.33 Therefore, the obtained energy spacings between the
symmetric stretching vibrational peaks ν′ = 0−8 were kept fixed
during the simultaneous fit of all spectra.
In the first approximation, only the TSSM should be active in
B 1s photoionization. However, the recoil-induced momentum
transfer between the boron atom and the emitted core photo-
electron leads to a displacement of the central B atom, thus
leading to a situation where the umbrella mode, the asymmetric
stretching and the bending modes also become active. In
practice, this means that in a photoelectron spectrum a given
symmetric stretching vibrational peak is accompanied by six
other (much smaller) vibrational peaks (A2″, Ea′, and Eb′ modes of
10BF3 and
11BF3 isotopologues).
Estimation of the Signal Intensity for the Recoil-
Activated Vibrational Modes. To be able to fit the studied
photoelectron spectra one has to know the relative intensities of
the peaks associated with the recoil excitation with respect to the
symmetric stretching peaks, which are much more intense and
can be fitted in the spectrum unambiguously.
We now report how the contribution of the recoil-excited
vibrational modes was taken into account in the data analysis. It is
reasonable to assume that because the photoelectron is emitted
from the core−shell of the B atom, the momentum exchange
solely takes place between the photoelectron and the B atom.
The recoil generates a displacement of the B atom from its
equilibrium position, and the specific emission direction of the
photoelectron (in the molecular plane/perpendicular to the
plane) leads to the activation of specific vibrational modes.
Consequently, to extract the signal associated with a given
vibrational mode from the measured photoelectron spectra, we
first need to know the relative intensities of the peaks associated
with the recoil excitation compared to the symmetric stretching
vibrational peaks that are directly observable owing to their much
higher intensity and can be fitted in the spectrum unambiguously.
On the one hand, the recoil-activated peaks are so small and
overlapped by the much more intense TSSM peaks that they
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cannot be fitted freely without making sophisticated assumptions
concerning their relative intensities and energy positions, but on
the other hand, at higher energies their modeling is necessary to
produce a reasonable fit of the TSSM peaks (see Figure 1 for
a demonstration of the recoil contributions at low (225 eV,
panel a) and high (570 eV, panel b) photon energies).
The umbrella mode A2″ is activated when the electron is
emitted out-of-plane, and the in-plane modes, Ea′ and Eb′, are
active when the photoelectron is emitted parallel to the
molecular plane. When considering the relative transition
probabilities for a given vibrational state, one has to perform
orientational averaging to properly describe the randomly
oriented sample studied here. We used the DALTON2011
code35 to compute the vibrational frequencies and the atomic
displacements at the Hartree−Fock level with the 6-311++G**
basis set.36 It has been assumed that the vibrational frequencies
are the same in the ground and the core-ionized states (linear-
coupling model). The transition probabilities PV,νV′ from ground
state χV,0
BF3 to an ionized state with recoil-activated vibrational
modes χV,νV′
BF3
+
,V = {A2″, Ea′, Eb′}, are due to themomentum exchange
ΔP between the photoelectron of momentum k⊥/∥ and the
B atom and can be calculated as follows:
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where the displacementUB⊥/∥,V of the B atom(massM10B = 18252 au,
M11B = 200269 au) in a specific mode with the frequencyωV to the
direction perpendicular/parallel to the molecular plane is
expressed in normal coordinates Q. We have calculated the
following values for UB⊥/∥,V: U10B⊥,A2″ = 0.9223, U11B⊥,A2″ = 0.9154,
U10B∥,Ea′ = 0.8769, U11B∥,Ea′ = 0.8661, U10B∥,Eb′ = 0.2966, and U11B∥,Eb′ =
0.2857. From these values one can immediately notice that in
the mode Eb′ the B atom barely moves, and its contribution will
be negligible. The computed vibrational frequencies used in the
simulation for 10BF3 (
11BF3) were the following: ωA2″ = 0.00327
(0.00315) au, ωEa′ = 0.0686 (0.00663) au, and ωEb′ = 0.00220
(0.00219) au.
Using eqs 1 and 2, we obtain the ratio
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Applying the values listed above to estimate ΔP in eq 3 and
taking the orientational average (1/3 in case of A2″ mode and
2/3 in case of E modes) into account, we obtain the follow-
ing relations for the probabilities PV,1 and PV,0 with a linear
dependence on the kinetic energy of the photoelectron ε:
10BF3: PA2″,1 = 0.00472·PA2″,0·ε, PEa′,1 = 0.00410·PEa′,0·ε, PEb′,1 =
0.00146·PEa′,0·ε
11BF3: PA2″,1 = 0.00441·PA2″,0·ε, PEa′,1 = 0.00376·PEa′,0·ε, PEb′,1 =
0.00124·PEa′,0·ε
These ratios were further weighted by the abundance of the
corresponding isotope. Even at the highest studied photon
energies the intensities of the recoil-excited peaks represented at
most around 5% of the main TSSM peak. During the fitting
process, the energy spacings were kept fixed, and the peak shapes
were kept the same for all the peaks, so in the end the optimized
fitting parameters were the energy positions and the intensities of
the TSSM peaks, the Gaussian line width of the highest intensity
peak (to which all the other peaks were linked), and a linear
background.
■ THEORY
Vibrationally resolved cross sections have been evaluated to first
order of perturbation theory within the Born−Oppenheimer and
the dipole approximations:37
∑σ ν ν ω π ω χ μ ε χ′ = |⟨ | | ⟩|α ν α α ν′c R R R( , , )
4
3
( ) ( , ) ( )
lh
lh
2
,
2
(4)
where μαlh(ε,R) is the electronic dipole-transition matrix
element, α denotes the electronic state of the residual ion, the
indexes lh define the final symmetry of the photoelectron,
l being its angular quantum number, ω and ε are the photon
and the photoelectron energies, which are related through the
equation ε = ℏω − Eανν′, where Eανν′ = Eαν′ − E0ν is the energy
required to produce the ion in the αν′ vibronic state, ν and ν′
being the vibrational quantum numbers of the neutral and the
ionized species, respectively, in the TSSM, and χν(R) and χα,ν′(R)
are the corresponding vibrational wave functions, depending on
the TSSM coordinate R, i.e., the internuclear boron−fluorine
distance.
Electronic states have been evaluated using the static-exchange
density functional theory (DFT) method developed by Decleva
and collaborators,38,39 which makes use of the Kohn−ShamDFT
Figure 1. B 1s photoelectron spectrum of BF3 measured with (a) ℏω =
225 eV (b) ℏω = 570 eV: experimental data points (circles), fit result
(thick solid line), individual fitted TSSMpeaks (thin solid lines), and sum
of all the fitted peaks of the recoil-activated vibrations (filled area). The
vibrational quantum numbers of the TSSM peaks are given in panel a.
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to describe molecular states and of the Galerkin approach to
evaluate continuum electron wave functions in the field of the
corresponding Kohn−Sham density. A more sophisticated time-
dependent version (TDDFT),40,41 which takes into account the
coupling between photoionization channels, has also been
employed. Both methods have been shown to provide accurate
results for the total cross sections of small molecules as well as for
medium and large size systemswithin the fixed nuclei approximation
(see ref 38 and references therein). To evaluate vibrationally resolved
cross sections, we have computed μαlh(ε,R) for different values of R,
corresponding to the positions adopted by the nuclei along
their vibration in the TSSM, which is the most relevant vibrational
mode in core ionization, as clearly shown by the experimental data.
In particular, around the Franck−Condon (FC) region we carried
out the calculations for 41 different molecular geometries.
Bound and continuum electronic states were expanded in
a multicentric basis set of B-splines and symmetry adapted42
linear combinations of real spherical harmonics with origin over
different positions in the molecule:
• A large one-center expansion (OCE) over the center of
mass, which provides an accurate description of the long-
range behavior of the continuum states. For our specific
target, the TSSM in BF3, it matches the position of the
B atom.
• Small expansions, called off-centers (OC), located over
the nonequivalent nuclei. They improve dramatically the
convergence of the calculation, allowing us to reduce the
angular expansion in the OCE, because they can effectively
describe the Kato cusps43 at the nuclear positions. In this
case, only one nonequivalent expansion over the fluorine
atoms was required. Because the OCE is already placed at
the B atom, no additional OC is required.
The elements of the basis set may be written as
∑ ∑ξ θ φ=λμ κ λμ
∈Λ r
B r b Y
1
( ) ( , )nlh
p
q q
n q
m
mlh
q
lm q q
p (5)
where Λp represents a shell of equivalent centers (p = 0 refers to
the OCE), q runs over the centers in the shell, n is an index over
the B-spline functions Bn
κ, whose order is κ = 10, λμ are the
indexes of the irreducible representation (see ref 39), h runs
over the linearly independent angular functions, which are
constructed as linear combinations of real spherical harmonics
associated with a fixed angular quantum number l, and the
coefficients bmlhλμ
q are determined by symmetry.42
The parameters employed in this work for the electronic
structure calculations are shown in Table 1. A large amount of
computational effort was saved by dividing the 3-dimensional
space into 12 equivalent regions because the molecule belongs to
the D3h point group. Electronic exchange and correlation effects
were described using the VWN44 local density approximation
functional, and the Amsterdam Density Functional45,46 (ADF)
package was employed to generate the initial guess of the
electronic density with a double ζ-polarization plus basis set
(taken from the ADF library).
The relevant vibrational eigenstates of the neutral and the
ionized species (Figure 2) were obtained by solving the
corresponding eigenvalue problems in the TSSM coordinate
R, using a basis set of 500 B-splines in a box of 15 au. The
required potential energy curves (also shown in Figure 2) were
constructed within the Morse approximation from reliable
spectroscopic parameters available in the literature (BF3: Req =
2.481 au,47 ωe = 888 cm
−1,48 ωeχe = 1.201;
49 BF3
+: Req = 2.371
au,33 ωe = 1033 cm
−1,33 ωeχe = 1.2 cm
−1;33 ionization energy =
202.8 eV50).
■ RESULTS AND DISCUSSION
Vibrational Branching Ratios. The comparison between
experiment and theory for the vibrational branching ratios
(ν-ratios) I(ν′)/I(ν′=2), for ν′ = 0−8 is shown in Figure 3.
Experimentally, presenting the cross sections as ν-ratios is
advantageous because certain calibration problems that one
would face in the case of absolute cross section can be avoided.
The rapid decrease of the photoionization cross section as a
function of photon energy increases the acquisition times at high
photon energies but does not affect the cross section oscillations
when the ν-ratios are shown, because this decrease is of atomic
origin and will thus be the same for each vibrational component.
We have chosen ν′ = 2 as the common denominator because
it represents the largest contribution at most photon energies.
All ν-ratios exhibit pronounced oscillations as a function of the
photoelectron momentum, and near the ionization threshold
the theoretical curve shows a very sharp structure. Obviously,
the absolute, vibrationally resolved cross sections change with
photon energy for all vibrational channels and the structures
found in the ν-ratios are a consequence of the different
modulations. The oscillations found in the high-energy region
are due to intramolecular scattering and their periodicity is 2keR,
where ke is the photoelectron momentum and R the distance
between the emitting (B) and the diffracting (F) atoms. The
same periodicity appears in the well-known EXAFS equation,51
where each sin(2Rnke + δ) term accounts for the diffraction
from the nth shell of surrounding atoms in a crystalline solid.
Table 1. Computational Parameters of the Basis Set Employed
in the Expansion of the ElectronicWave Functions:Maximum
Distance from the Origin Rmax, Number of B-Spline Functions
Nmax, and Highest Angular Momentum lmax
Expansion Origin Rmax (au) Nmax lmax
OCE B atom 30.0 150 20
OC F atoms 0.6 10 2
Figure 2.Morse potential energy curves along the TSSM coordinate of
the electronic ground state of BF3 and of the core−hole species
generated upon B 1s ionization (black lines), constructed from reliable
spectroscopic parameters.33,47−50 The relevant vibrational eigenstates
are shown: the ground state of the neutral molecule (orange) and the
low-lying states of the ion (different colors), as well as the FC region
(dashed black lines).
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Such patterns, which are difficult to observe in the absolute
spectra, are magnified in the ν-ratios. It has been recently
demonstrated15 that, for a given molecule, all ν-ratios carry the
same information. In fact, their overall shape is essentially the
same for ν′ ≥ 3; in the case ν′ = 0 and ν′ = 1, they also seem very
similar but inverted. A unified way of presenting the results for all
vibrational levels through the so-called generalized ν-ratio is
discussed in the Supporting Information. In the present case the
vibrational contributions are referred to ν′ = 2, but if we had
chosen ν′ = 4 instead, then the first four ν-ratios would have been
inverted. Figure 4 shows the theoretical, vibrationally resolved
B 1s photoionization cross sections of BF3, computed using the
TDDFT methodology and plotted now as a function of the
photon energy for analysis purposes. In good agreement with
the experimental spectra shown in Figure 1, we observe a large
progression of vibrational states reaching up to ν′ = 8; ν′ = 2 and
ν′ = 3 are the dominant contributions at any photoelectron
energy. This is a consequence of the favorable FC overlap
between the initial χν(R) and several final-state vibrational wave
functions χα,ν′(R) due to the large bond contraction accompany-
ing core-ionization (ΔRBF =−0.110 au33). Cuts of the theoretical
2-dimensional vibrationally resolved cross section (Figure 4) at
selected photon energies are shown in Figure 5 as a function
of the vibrational quantum number ν′ together with the
calculated FC factors, i.e., the overlap between the correspond-
ing vibrational wave functions (scaled in each case to the
larger value of the cross section for a clearer comparison).
The deviations from the FC predictions are rather apparent
(Figure 5a,b).
To decipher the structures in the ν-ratios, and the deviation
from the FC predictions, we have analyzed the partial and total
cross sections in detail.
Total Cross Section. Figure 6 presents the total B 1s
photoionization cross sections of BF3 in the photon energy
range 7.45−32 au, obtained by summing over all the vibrational
contributions provided by the static-exchange and the time-
dependent DFT methods, as explained above. Although the
latter introduces the coupling between ionization channels and
therefore is expected to be more accurate, we have found that
both approaches provide equivalent results: the curves are
slightly shifted in energy near the ionization threshold, but they
reproduce the same structures and become indistinguishable at
higher energies. This implies that interchannel coupling does not
play an important role in the description of this process and that
therefore one can rely on the computationally less expensive
DFT to analyze the features appearing in the high-energy region.
We have performed calculations with different orientations
of the molecule with respect to the polarization vector of the
synchrotron radiation (SR). The photoelectron is ejected with E′
symmetry when the molecular plane is parallel to the E⃗ vector
and with A2″ when it is perpendicular. In the case of randomly
oriented molecules, the total cross section can be easily retrieved
by combining all available symmetries and the weight of each
contribution can be obtained by symmetry considerations.
In the parallel case (Figure 6) we find a sharp structure near
the ionization threshold, which is due to a shape resonance.52,53
This sharp feature, also visible in the ν-ratios, does not follow the
Figure 3. ν-ratios corresponding to B 1s photoionization of BF3 in the
totally symmetric stretching mode. ν′ = 2 has been chosen as the
common denominator because it represents the larger contribution to
the total cross section at most energies. The momentum of the
photoelectron is defined with respect to the vibrational ground state of
the core−hole species. Key: green squares, TDDFT results; black lines,
static-exchange DFT results; circles with error bars, experimental data
including statistical errors; gray thick lines, ratios between the FC
factors.
Figure 4. Vibrationally resolved B 1s photoionization cross section of
BF3 in the totally symmetric stretchingmode. They have been computed
using the TDDFTmethod. Cuts of the 2D spectra are shown in Figure 5.
Figure 5. Vibrationally resolved B 1s photoionization cross section of
BF3 in the totally symmetric stretching mode at selected photon
energies (colored circles) corresponding to the vertical cuts indicated in
Figure 3. The FC factors (black squares), scaled to the maximum value
of the cross section in each case, are shown for comparison.
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intramolecular scattering patterns and depends on the electronic
molecular potential. The origin of these structures can be
understood in terms of a quasi-bound state embedded in the
electronic continuum due to the presence of a small barrier in the
electronic potential. A thorough analysis of the Kohn−Sham
term in the Hamiltonian revealed that in this case the barrier was
not entirely due to the electrostatic potential but to the interplay
with the centrifugal forces. There are two additional peaks
appearing at 8 and 10.1 au (218 and 275 eV) of photon energy
(B 1s ionization threshold is 202.8 eV50) that are due to an
intramolecular scattering effect: in its way out from the molecule,
the photoelectron is diffracted by the surrounding atomic centers
giving rise to constructive and destructive interferences between
the different ionization paths. However, as the photon energy
increases, the presence of these structures is less apparent in the
total cross sections due to their rapid decay. As already indicated,
a better analysis can be performed by calculating the ν-ratios
(Figure 3), where the diffraction patterns are imprinted as clear
oscillations as a function of the photoelectron momentum also
in the high energy range. This phenomenon has been recently
observed in the CH4,
37 CF4,
54 and CO17 molecules. In the case of
CH4 the magnitude of the cross section oscillation is smaller due
to the reduced size of the hydrogen atoms (scattering centers)
and the effect was not so apparent in the total cross section. The
CF4 C 1s cross section shows a behavior very similar to that for
BF3: the low energy region (photon energy about 0.3 au above
the C 1s threshold) is dominated by the large shape resonance
contribution, and the first photoelectron diffraction peak is
observed at 2.7 au above the threshold.
Because the photoelectron’s angular momentum is not
well-defined due to the lack of spherical symmetry, we have
performed an angular expansion of the electronic wave function
(eqs 4 and 5). The contribution from each angular term to the
total cross section, i.e., partial wave, is plotted in Figure 7 for both
parallel (a) and perpendicular (b) orientations. As expected, only
the lowest values of l contribute significantly to the cross sections
near the threshold and as the energy increases higher angular
angular momenta become more important. In this work we have
employed an expansion up to l = 20 to ensure the convergence
at high photoelectron energies. An angular momentum of l = 0
for the ejected electron is forbidden by symmetry and l = 1
represents the largest contribution in the entire energy range for
the two available symmetries of the photoelectron. The shape
resonance is seen as a large increase in the waves l = 1 and l = 2
near the ionization threshold when the molecular plane is parallel
to the field (Figure 7a), and naturally, no such structure is
observed when they are perpendicular (Figure 7b), because its
origin is in the anisotropy of the molecular potential created by
the fluorine atoms.
The most noteworthy feature in Figure 7 is probably that all
partial waves show pronounced dips when the electron is ejected
along the molecular plane, i.e., with E′ symmetry (Figure 7a).
The origin of these dips can be understood in terms of a
confinement effect,23,24 which is a consequence of the poor radial
overlap between the initial wave function and a given angular
component of the final one at some photoelectron energies.
These structures55 have been widely analyzed in H2
+ and H2
23,24
using a one-dimensional particle-in-a-box model. The authors
found that such minima are expected to arise when the photo-
electron momentum ke satisfies the relation keRe = lπ, l being its
angular momentum and Re the equilibrium distance between the
two nuclei. The minima predicted by this simple formula
coincide with those of the transmission probability of an electron
being scattered by two Dirac δ distributions separated by a
distance Re at high energies, due to destructive interferences.
24
More recently, this confinement effect has been studied in other
diatomic molecules (Li2
+,56 N2, CO,
57 and F2
58). Obviously, the
situation is more complex in the case of a polyatomic molecule
and a straightforward comparison is no longer valid. Nonethe-
less, the electrostatic potential created by the fluorine atoms
can be idealized at low photoelectron energies as an equilateral
billiard triangle, i.e., a triangular infinite well whose side is 31/2Req,
where Req is the boron−fluorine equilibrium distance in the
neutral molecule (Req = 2.481 au
47). The eigenfunctions of this
triangle can be evaluated analytically using different approaches
(see ref 59 and references therein). In particular, the energies of
the low-lying eigenstates with E′ symmetry are 3.32, 6.17, and
9.02 au,59 which correspond to photoelectron linear momenta of
Figure 7. Total cross sections corresponding to B 1s photoionization
of BF3 when the polarization vector E⃗ of the SR is parallel (a) and
perpendicular (b) to the molecular plane computed using the DFT
method taking the nuclear motion into account. Colored solid lines
present contributions from different angular momenta (partial waves),
and the dashed line is the sum of these partial waves.
Figure 6. B 1s photoionization cross section of BF3 computed using the
static-exchange DFT (dashed lines) and the TDDFT (full lines)
methods. The total cross section is shown for the case of randomly
oriented molecules (black lines) and for the molecular plane being
parallel (red lines) and perpendicular (blue lines) to the polarization
vector E⃗ of the synchrotron radiation. The nuclear motion has been
taken into account as explained in the text. Main figure: full energy-range
(logarithmic scale). Right upper panel: magnified low energy region
(linear scale).
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2.58, 3.51, and 4.25 au, respectively. Although the electrostatic
potential created by the fluorine atoms is rather small compared
to the energies discussed here, the qualitative agreement between
these values and the minima appearing in the lowest wave (l = 1
in Figure 7a) suggests that the photoelectron is confined within
the molecular cage at some given energies. As already indicated,
this partial wave is dominant in the entire energy range and,
consequently, the dips shown in its profile are also imprinted in
the total cross section.
■ CONCLUSIONS
In this paper we have presented the vibrationally resolved B 1s
photoionization cross section of the BF3 molecule. The accurate
experimental determination of the relative cross sections
(ν-ratios) required the recoil effects to be taken into account.
We observed that when the de Broglie wavelength of the
photoelectron is comparable to the dimensions of the molecular
target, i.e., for photon energies of the order of a few hundreds of
electronvolts, the undulatory nature of the electron manifests
through diffraction by the surrounding atomic centers, whereas
at low photon energies the cross sections show a sharp feature
due to a shape resonance. From the theoretical calculation, and
its angular momentum decomposition, one can also confirm the
existence of confinement effects as those previously described for
diatomic molecules. In the future, BF3 (CH4, CF4, CO, ...) could
provide an interesting workbench to study the photoelectron
scattering phenomenon in a time-resolved (pump−probe)
scheme at newmonochromatic ultrahigh intensity photon sources
like seeded FELs, which now become available.
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Argenti, L.; Pleśiat, E.; Palacios, A.; Kooser, K.; Travnikova, O.; et al.
Effects of Molecular Potential and Geometry on Atomic Core-Level
Photoemission Over an Extended Energy Range: The Case Study of the
CO Molecule. Phys. Rev. A 2013, 88, 033412 (1−7).
(18) Kimberg, V.; Miron, C. Molecular Potentials and Wave Function
Mapping by High-Resolution Electron Spectroscopy and Ab Initio
Calculations. J. Electron Spectrosc. Relat. Phenom. 2014, 195, 301−306.
(19) Liu, X.-J.; Cherepkov, N. A.; Semenov, S. K.; Kimberg, V.;
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Travnikova, O.; Kosugi, N.; Gel’mukhanov, F.; Miron, C. Vibrational
Scattering Anisotropy in O2 Dynamics Beyond the Born-Oppenheimer
Approximation. New J. Phys. 2012, 14, 113018 (1−19).
(29) Nicolas, C.; Miron, C. Lifetime Broadening of Core-Excited and
-Ionized States. J. Electron Spectrosc. Relat. Phenom. 2012, 185, 267−272.
(30) Kukk, E.; Snell, G.; Bozek, J. D.; Cheng, W.-T.; Berrah, N.
Vibrational Structure and Partial Rates of Resonant Auger Decay of the
N 1s → 2π Core Excitations in Nitric Oxide. Phys. Rev. A 2001, 63,
062702 (1−9).
(31) Kukk, E.; Ueda, K.; Hergenhahn, U.; Liu, X.-J.; Prümper, G.;
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Generalized ν–ratio, G factor
In the study of C 1s photoionization cross section of CH4, Ple´siat et al. (see Ref. 37 of
the main manuscript) presented a simple analytical model based on a Born approximation
that can be applied to B 1s cross section of BF3 as well. This model gives a straightforward
physical picture of the photoelectron scattering and provides a clear parametrization for the
relative variation of the height of an individual vibrational peak observed in the photoion-
ization spectrum. More specifically, according to the model, the intensity Iν(E) of any given
peak in the totally symmetric stretching mode has the following form:
Iν(E) = FCν [I
0(E) + I1(E) + νI2(E)] (1)
where FCν are energy-independent Franck-Condon parameters, I
0(E) is a smooth, atomic-
like photoionization cross section, I1(E) is an oscillating term, which is much smaller than
I0(E) and which does not depend on ν, i.e., an oscillation of the total cross section which
would be present even for a completely rigid molecule. I2(E) is a second oscillating term
which is one order of magnitude smaller than I1(E) and is multiplied by the vibrational
quantum number ν of the parent ion. This term, νI2(E), is responsible for the oscillation in
the vibrationally-resolved cross section ratio.
We define the ratio Rν(E) as an intensity ratio of a given vibrational peak Iν(E) to the
total cross section at energy E, Itot(E) =
∑
ν Iν(E):
Rν(E) = FCν [1 + (ν − νav)J(E)] (2)
where νav =
∑
ν FCνν is the average vibrational quantum number of the parent ion, and
J(E) = I2(E)/[I0(E) + I1(E) + I2(E)].
If I0(E) is much larger than I1(E) and I2(E), then the function J(E) is an oscillatory
and Nuclear Engineering, 30 Reactorului Street, RO-077125 Ma˘gurele, Jud. Ilfov, Romania
2
function similar to j1(2kR) (see Ref. 37 of the main manuscript).
From the Eq. 2 we can see that the relative intensities can be approximated with a Taylor
expansion with respect to (ν−νav) truncated to the first order. This parametrization assumes
that the deviations from Franck-Condon are small and smooth across the photoelectron
signal, which is a reasonable assumption outside the resonant energies. Thus, the equation
2 provides a way to describe the fluctuation of the whole Franck-Condon envelope with one
parameter during the fitting process of each spectrum. From a practical point of view it
turned out to be better to modify Eq. 2 and express the FC parameters as a function of the
actual ratios Rν(E0) at a given reference energy E0:
FCν = Rν(E0)/[1 + (ν − νav)J(E0)]. (3)
Then, Eq. 2 can be rearranged as
Rν(E) = Rν(E0){1 + (ν − νav)[J(E)− J(E0)]/[1 + (ν − νav)J(E0)]} (4)
At relatively high energy, J(E) is expected to be small. Accurate theoretical predictions
estimate an amplitude below 0.01 above E=100 eV. To a first approximation, therefore, If
(ν − νav) J(E0) is negligible when compared to 1, which allows one to write
Rν(E) ∼ Rν(E0)[1 + (ν − νav)(J(E)− J(E0))] (5)
This expression provides a way to extract a single value G(E) = J(E)− J(E0) representing
the oscillations of the spectrum at a given energy E with respect to a chosen E0 value. E0
was chosen arbitrarily to be the point at 24 eV above threshold. This method ensures much
better statistics for the experiment since all the individual TSSM peaks of a given spectrum
contribute to the same fitting parameter.
To compare with the experimental data, G(E) can be obtained for the static-exchange
3
DFT calculations from J(E) by inverting Eq. 2:
J(E; ν) = [Rν(E)/FCν − 1]/(ν − νav). (6)
Finally, a weighted average of all the different J(E, ν) was taken to obtain the G factor from
the calculations
Gth(E) =
∑
ν
J(E; ν)FCν . (7)
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Figure 1: Generalized ν-ratio (G factor) for BF3 as a function of photoelectron momentum.
Circles with error bars: experimental results including statistical errors. Black line: results
from the static-exchange DFT calculations. Blue line: results of the simple analytical model
explained in the text.
Figure 1 presents the comparison between the experimental and theoretical generalized
ratio G(E). The agreement of the experimental data with the theoretical predictions is
quite convincing (note that the second point is the one chosen as a reference). The Born
approximation based scattering model catches nicely the three maxima between 2–5 a.u.,
but cannot be used to describe the data at very low electron momenta, where the static-
exchange DFT calculations give a very good agreement with the experimental data. As
already discussed in Ref. 15 of the main manuscript, the good agreement with the scattering
model and the experiment at high energies proves the origin of these oscillations to be
photoelectron diffraction.
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Abstract
The differential photoionization cross section ratio (ν = 1)/(ν = 0) for the symmetric
stretching mode in the C 1s photoionization of CF4 was studied both theoretically and
experimentally. We observed this ratio to differ from the Franck–Condon ratio and to be
strongly dependent on the photon energy, even far from the photoionization threshold. The
density-functional theory computations show that the ratio is significantly modulated by the
diffraction of the photoelectrons by the neighbouring atoms at high photon energies. At lower
energies, the interpretation of the first very strong maximum observed about 60 eV above the
photoionization threshold required detailed calculations of the absolute partial cross sections,
which revealed that the absolute cross section has two maxima at lower energies, which turn
into one maximum in the cross section ratio because the maxima appear at slightly different
energies in ν = 1 and ν = 0 cross sections. These two strong, low-energy continuum
resonances originate from the trapping of the continuum wavefunction in the molecular
potential of the surrounding fluorine atoms and from the outgoing electron scattering by them.
Keywords: photoionzation cross section, electron spectroscopy, DFT, electron diffraction,
synchrotron radiation, PLEIADES
(Some figures may appear in colour only in the online journal)
1. Introduction
Atomic C 1s photoionization cross section is a monotonically
decreasing curve as a function of the increasing photon
energy [1], but when the C atom is brought into a molecular
environment, the photoionization dynamics change, and the
7 Author to whom any correspondence should be addressed.
cross section can be modulated due to several reasons. Close
to the photoionization threshold the monotonic behaviour is
disturbed by continuum resonances, such as shape resonances
[2], modifying also for example the angular distributions of
the emitted electrons [3–5], and leading to a non-Franck–
Condon behaviour of vibrationally specific cross sections
[6–8]. At higher photon energies, the photoelectron diffraction
[9–11] as well as the Cohen–Fano type of an interference
0953-4075/14/124032+07$33.00 1 © 2014 IOP Publishing Ltd Printed in the UK
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phenomenon [12–16] lead to a (periodically) oscillating
structure of the cross section. These oscillations in the cross
section allow in principle the structural determination of the
studied molecule, similarly to standard condensed matter
characterisation methods, such as extended x-ray absorption
fine structure (EXAFS) spectroscopy, based on the observation
of the interference between the direct and the backscattered
photoelectron waves [17]. Recently, So¨derstro¨m et al [18]
measured the C 1s cross section ratio between two chemically
inequivalent carbon atoms in chlorinated ethanes in the gas
phase. The cross section ratio was shown to be far from
the stoichiometric ratio 1:1, having an oscillatory EXAFS-
like behaviour [19] up to several hundred eVs above the
photoionization thresholds. The observed oscillations in the
intensity ratios of the photoelectron lines of chlorinated carbon
and methyl group carbon mostly stem from the photoelectron
scattering by the Cl atoms, and the amplitude of the oscillations
was shown to be enhanced when more hydrogen atoms were
progressively substituted with chlorine atoms.
The same photoelectron diffraction principle has been
demonstrated to allow recovery of the molecular geometry by
analysing the ratios of vibrationally resolved photoionization
cross sections for the symmetric stretching mode in the C 1s
photoionization of CH4 [20].
Several theoretical and experimental studies of CF4
photoionization cross sections were previously available.
Toffoli et al [21] have theoretically studied the valence
photoionization cross section and the electron angular
distributions for CF4, up to a photon energy of 150 eV.
Their computations were made in the framework of the
time-dependent density-functional theory (TDDFT) and were
based on a multicentric basis set expansion of the scattering
wave function as a linear combination of atomic orbitals.
The Schwinger variational method with Pade´ corrections has
been used by Natalense et al [22] when they compared
the cross sections and the angular dependence of the C 1s
photoionization in CH4, CF4 and CCl4 close to the threshold.
They showed that the cross sections and asymmetry parameters
strongly depend on the fluorine and chlorine substitution in
the studied energy range 300–360 eV. Their calculation was in
good agreement with the experiments performed by Hitchcock
and Mancini [23] and Truesdale et al [5].
In a recent study, Ueda et al studied a series of
symmetric molecules, CH4, CF4 and BF3, in an attempt to
verify if photoelectron diffraction could be selected as a
method to extract structural information from conventional
photoemission measurements [24]. While for CH4 and BF3
the authors were able to obtain relatively good values for the
internuclear distances, they pointed out that in the case of
CF4 it was not possible to accurately determine the molecular
geometry by using this technique. The reasons that make
CF4 so special remained unclear [24]. Also, the vibrationally
resolved C 1s photoionization cross section was studied in the
case of CO [25], in a combined experimental and theoretical
work demonstrating the applicability of DFT as a qualitative
tool for structural analysis providing both dynamical and static
molecular geometry parameters simultaneously.
In this paper we provide a more detailed analysis of
the modulation of the photoionization cross section ratio
(ν = 1)/(ν = 0) of the symmetric stretching mode in the
C 1s photoionization of a polyatomic molecule, CF4. Our
calculations show that, far from threshold, the oscillations in
the ν-ratios are indeed due to diffraction of the photoelectrons
by the neighbouring atoms. In this energy region, they
can be clearly distinguished from the features associated
to the presence of continuum resonances, which are seen
close to threshold. In the lower energy region, the observed
structures result from a superposition of contributions due to
the diffraction and due to the continuum resonance effects,
preventing one from using simple physical models to interpret
the experimental findings. However, the reasonable agreement
between the experiment and the DFT calculations suggests
that similarly to the case of CO [25], the DFT could be a
tool of choice for structural determination of highly excited
polyatomic molecules when theoretical models beyond the
first Born approximation are needed.
2. Experiment
The experiment was carried out at the PLEIADES beamline
[26–29] at the SOLEIL national synchrotron radiation (SR)
facility in France. SR was generated using an Apple II
type permanent magnet HU80 (80 mm period) undulator
and monochromatized by varied groove depth, varied line
spacing, 2400 l mm−1, plane grating monochromator. The
C 1s photoelectron spectra were recorded using a 30◦
wide angle lens VG-Scienta R4000 electron energy analyser,
whose detection axis is perpendicular to the storage ring
plane containing the propagation direction of the SR. The
angle between the polarization vector of the SR and the
electron detection axis was 54.7◦, excluding the photon
energy-dependent modulation of the cross section due to
the photoelectron asymmetry β parameter in the dipole
approximation.
The gaseous CF4 sample had a purity of 99.995% and it
was used as provided by Messer Schweiz AG. The gas was
introduced in a gas cell equipped with a series of polarized
electrodes, used to minimize the effect of plasma potentials
caused by the ion density gradient created along the SR
propagation axis. The pressure was 4 × 10−6 mbar inside
the spectrometer, and approximately two or three orders of
magnitude higher inside the gas cell in the interaction region.
The instrumental electron energy resolution is determined
by the exit slit of the monochromator (photon bandwidth) and
the entrance slit and the pass energy of the electron energy
analyser. Also, the translational Doppler effect broadens
the measured spectra. In order to trustworthily disentangle
the overlapping vibrational peaks using a fitting method
described in the next section, energy resolution had to be
good, however bearing in mind that at high photon energies
the data acquisition time increases rapidly due to a lower
photoionization cross section and somewhat reduced photon
flux. An acceptable compromise between good statistics
and a reasonable acquisition time was to use an energy
resolution of ≈26 meV for low photon energies (330–350 eV),
and ≈55 meV for higher photon energies (360–500 eV).
Exceptionally, at the photon energy of 335 eV the resolution
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Figure 1. Comparison between two C 1s photoelectron spectra of
CF4 measured with 360 eV (black curve) and 383 eV (red curve)
shows clear redistribution of intensity. The peaks have been
normalized to have the same intensity at the highest point in order to
achieve a better visual comparison.
Figure 2. The C 1s photoelectron spectrum of CF4 measured at
450 eV photon energy shows how the photoelectron line is divided
into different components. Open circles are measured data points,
the black solid curve is the total fitted spectrum. The fitted
symmetric stretching vibrational components are shown as dark
blue (ν = 0) and light blue (ν = 1) peaks, whereas the asymmetric
stretching peak is shown in red. The dotted line shows the residual
difference between the measured data points and the total fit.
of 52 meV was used and 570, 600 and 650 eV photon energy
spectra were recoded with the total resolutions of 63 meV,
73 meV and 76 meV, respectively. The electron energy
analyser’s curved entrance slit had a fixed value of 0.3 mm
during all the experiments, but the pass energy (either 20 or
50 eV) and the width of the exit slit of the monochromator
(from 30 to 100 μm) were adjusted to achieve the desired
resolution. The Ar 2p3/2 photoelectron line was recorded with
the same settings as the CF4 spectra at all photon energies
in order to get accurate information about the instrumental
broadening, taking into account the lifetime broadening of this
atomic line, 119 meV [30]. Spectra have been calibrated using
the binding energy value of 301.898 eV reported by Myrseth
et al [31].
Figure 3. Vibrational branching ratio (ν = 1)/(ν = 0) for C 1s
photoionization of CF4 leading to excitation of the CF+4 symmetric
stretching mode. Experimental data points compared with two DFT
based theoretical models, time-independent (black solid line) and
time-dependent (green solid line). The blue dash-dot line shows the
theoretical Franck–Condon ratio (0.037).
3. Data analysis
The C 1s photoemission spectra were fitted using the Igor
Pro data analysis software from WaveMetrics Inc. and the
SPANCF fitting macros by Kukk [32]. All spectra were fitted
simultaneously. Post-collisional interaction (PCI) line shapes
[33] were used in the fitting process with the Lorentzian
width as a free parameter, but common for all the lines
and spectra. The optimized value is 70 meV, in satisfactory
agreement with the 67 ± 2 meV reported by Thomas et al
[34]. The Gaussian width representing the instrumental and
translational Doppler broadenings was also kept as a free
parameter, but constrained to be the same to all peaks in the
spectra. As the initial guesses were obtained from the fitted Ar
calibration data, only small variations from the initial values
were observed. The asymmetry leading to the low-energy
tail due to the PCI effect was calculated from the average
Auger electron kinetic energy of 250 eV and the photoelectron
kinetic energy, using the formula from [35]. The energy
spacing of the symmetric stretching vibrational sublevels
was kept constant (119 meV) [34]. In the data analysis,
the recoil-induced excitations of asymmetric vibrations were
taken into account by simultaneously fitting the asymmetric
stretching and bending vibrational peaks with the fixed energy
separations of 169 meV and 77.6 meV, respectively. The
relative intensity of the excited asymmetric peak with respect
to the main ν = 0 symmetric stretching peak depends on the
kinetic energy of the photoelectron Ee, and it was calculated for
every spectrum measured at a different photon energy, using
the formula given in [34]
Ii = meEe
mAEvib,i
fi, (1)
where fi is the fraction of the total recoil energy that ends up
in the mode i, me is the mass of the electron, mA the mass of
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the molecular constituent which takes the recoil energy (here
the mass of C atom, 12 u), and Evib,i is the vibrational energy
of the mode i.
The acquisition times varied remarkably as a function of
the excitation energy owing to changes in the cross section
and photon flux. The spectra with the highest statistics were
collected in only 1 h (in total over 380 000 counts in the 3 eV
region with hν = 335 eV), whereas at the highest energy point
recorded with 650 eV photon energy, the collection of 40 000
counts took nearly 10 h. This also implies that a lot of spectra
had to be summed to achieve the final result. For instance, in the
case of 650 eV photon energy, almost 200 individual spectra
were recorded. Each spectrum was separately investigated in
order to check for the possible energy shifts, then aligned and
summed. Even though the procedure was carefully performed,
there is always a possibility that for example plasma potentials
correction was not perfect over time because the pressure
decreased in the gas cell, leading to broader photolines. As
a result, the data points measured with the highest photon
energies have much larger error bars compared to the points
measured with lower photon energies.
4. Calculations
CF4 molecule belongs to the Td point group, and the symmetry
of the C 1s orbital in this point group is a1. The calculations
have been performed using the dipole approximation, which
limits the symmetry of continuum waves to T2. Two sets
of calculations were performed. The first one used time-
independent static exchange DFT with inclusion of the nuclear
motion [12, 20, 36] which, in general, leads to accurate values
of the photoionization cross sections well above the ionization
threshold, but, in some cases, may lead to a rather poor
description just above it (see also [37] and references therein
for calculations performed in the fixed nuclei approximation).
The second, more elaborate, set of calculations were performed
at TDDFT level of theory, with inclusion of the nuclear motion
to account for interchannel coupling and a better description
of electron correlation [36], effects that can be particularly
important in the vicinity of the ionization threshold. It turned
out that the static exchange DFT and TDDFT results for CF4
are practically undistinguishable.
The electronic Kohn–Sham equations were solved,
obtaining bound and continuum eigenvectors in a basis of
multicentric B-spline functions [38]. As in [12, 20, 36],
calculations were performed within the Born–Oppenheimer
approximation, and the vibrational wave functions were
reduced to their symmetric stretching mode components, by
using the values of the CF4 equilibrium geometry for all
the other normal coordinates. These wave functions were
obtained from the solution of the vibrational Schro¨dinger
equation for the symmetric stretching mode in a B-spline
basis. This approximation is justified because the excitation of
the T2 vibrational mode can be accurately accounted for with
simple semi-classical arguments. When such a recoil effect is
removed, ionization mainly excites the symmetric stretching
mode vibrations in the final state. In practice, the ab initio
nuclear dynamics has been restricted along the symmetric
(a)
(b)
(c)
Figure 4. (a) Total (black solid curve) and partial ν = 0 (dashed red
curve) and ν = 1 (dashed blue curve) cross sections calculated using
time-independent static exchange DFT and total cross section
calculated using the time-dependent DFT method (green solid
curve). Spheres are experimental electron energy loss data from
[23]. ν = 1 cross section has been multiplied by 10 to have a better
visual comparison of the energy shift and the changes between the
ν = 1 and ν = 0 cross sections. The dashed arrows are drawn to
emphasize the shifted positions of the minima. (b) Partial wave
contributions of total cross section calculated using the
time-dependent static exchange DFT method. (c) Argument of the
dipole transition matrix element of each partial wave as a function
of photoelectron energy.
stretching normal coordinate in both the initial molecule and
the final cation. The symmetric stretching ν = 0 mode of the
cation is predominantly excited due to a very small geometry
change of the core-ionized state (the C-F bond contraction is
only ∼0.61 pm [34]). The used method has provided accurate
vibrationally resolved photoionization cross sections for N2,
CO, C2H2, BF3 [12, 24, 36, 39]. Basically the same approach
has been extensively employed by Lucchese and Poliakoff
4
J. Phys. B: At. Mol. Opt. Phys. 47 (2014) 124032 M Patanen et al
et al in their studies of vibrationally resolved photoionization
spectra (see e.g. [40] and [41] and references therein).
5. Results and discussion
Figure 1 shows two examples of the measured spectra,
demonstrating that the effect of the intensity redistribution
at low photon energies can be seen directly from the spectra.
The intensities of the asymmetric stretching peaks are 1.3%
and 1.7%, and the intensities of the asymmetric bending peaks
are 0.2% and 0.3% of the main peak at the photon energies
360 eV and 383 eV, respectively, thus having a very minor
effect on the spectra in figure 1. At higher photon energies
the recoil-induced peaks are more important, as demonstrated
in figure 2 with a spectrum measured at hν = 450 eV, where
the intensities of the first asymmetric stretching and bending
vibrations are 3.2% and 0.5% of the ν = 0 symmetric stretching
peak, respectively.
Instead of extracting, for the vibrational components,
absolute partial photoionization cross sections requiring very
careful calibration with an external calibrant, the relative
photoionization cross section is reported as the intensity
ratio (ν = 1)/(ν = 0). Therefore, calibration problems
are avoided and the natural decrease with photon energy
of the photoionization cross sections is overcome, but the
interpretation becomes slightly more complicated. Figure 3
shows the comparison between the experimental and the
calculated ν-ratio for the symmetric stretching mode. One has
to bear in mind that when the intensity ratio shows a maximum,
it typically indicates a minimum in C 1s ν = 0 cross section.
The experiment shows a strong maximum about 60 eV
above the photoionization threshold, and the structure is
confirmed by the calculations, which also show wider, but
less pronounced maxima around 200 and 350 eV above the
C 1s threshold and they are assigned to the signature of the
scattering from the surrounding F atoms. The maximum at
200 eV above the threshold is supported by the experiment, but
at higher energies the error bars of the experimental points are
large due to the reduced resolution, poorer statistics and higher
recoil peak contribution, thus the behaviour of the theoretical
curve cannot be fully confirmed by the experiment.
In order to interpret the structures in the ν-ratio curve,
it is useful to look at the calculated absolute cross sections
in detail. Figure 4 presents results from static exchange
DFT and TDDFT calculations of the C 1s photoionization
cross sections for the different final vibrational states of the
symmetric stretching mode of CF+4 . In figure 4(a) two maxima
are observed in the cross sections at 20 and 70 eV above
the photoionization threshold, in very good agreement with
the experimental electron energy loss data from [23]. As
expected from the Franck–Condon overlaps, the position of
the dip is slightly different in the ν = 0 and ν = 1 cross
sections (indicated by dashed arrows in figure 4(a)), and
hardly manifests in the total cross sections fully dominated by
ν = 0 contribution. Indeed this slight change and the
strong slope of the cross section enhance the effect on the
ν-ratio giving rise to the very prominent peak observed.
The contribution of different partial waves for the ejected
electron are plotted in figure 4(b), showing that the dominant
one at any photon energy corresponds to the l = 1 wave,
except around the dip between the two maxima where the
l = 3 contribution is comparable.
Figure 4(c) presents the argument of the dipole transition
matrix elements of the main partial waves. At the first
maximum in the vibrationally resolved cross sections,
observed experimentally already in 1974 by Wight and Brion
[42], a sudden change of the argument of the dipole transition
amplitude in the l = 3 partial wave is identified. This kind
of sudden change might be an indication of shape resonance.
From 60 eV above the threshold and onwards, the argument
of the dipole transition amplitude exhibits a rather smooth
oscillatory behaviour without large sudden changes.
In order to understand the origin of the low-energy
structures, the 2D projections of the ‘dipole prepared’ [43, 44]
(dz component) continuum orbitals were plotted for different
planes at different energies (as an example, the contour plots
on the XY-plane are shown in figure 5). It was found that
at the energies where the cross section has a maximum, there
exists a significant amplitude of the continuum wave inside the
tetrahedral cage defined by the fluorine atoms; in particular the
continuum waves l = 2 and l = 4 seem to be ‘trapped’ by
the cage and resonances are observed in the cross section.
Outside the resonances (for example between the two low-
energy maxima) this kind of amplitude enhancement inside
the cage is not observed, and at the highest plotted electron
energy of 155 eV the fluorine atoms seem to become almost
transparent to the continuum wave.
Somewhat similar continuum resonances at 30 and 60 eV
above the S 1s threshold were observed in the photoabsorption
cross section of SF6 [45]. The observed structures were
well reproduced by multiple-scattering Xα calculations but
not by single scattering plane wave EXAFS. The authors
were not able to offer a definite interpretation for these
structures and they concluded that the origin might be a
combination of multiple-scattering effects and an interaction
of the photoelectron with the molecular potential. Later, a
theoretical work by Natalense and Lucchese confirmed the
contribution of the resonant state around 60 eV above the
threshold trapped by an l = 9 angular momentum barrier [46].
In summary, from the above theoretical analysis of
the partial vibrational cross sections we can deduce that
the dominating maximum seen in ν-ratio is a complex
combination of intramolecular electron scattering and a non-
diffractive confinement of the continuum wavefunction in the
potential cage defined by the fluorine atoms, effective at low
energies. Thus the latter effect is somewhat similar to that
observed in the H2 [47] and H+2 [48] molecules at higher
photoelectron energies, although it is more pronounced for
CF4 due to the three-dimensional character of the confining
potential and the larger size of the peripheral atoms defining
such potential. The maxima in the ν = 0 and ν = 1 cross
sections are slightly shifted in energy with respect to each
other, and thus the maximum in ν = 1 cross section overlaps
with the dip of ν = 0 cross section, resulting in a maximum in
their relative cross section.
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Figure 5. Contour plots of the ‘dipole prepared’ (dz component) continuum orbitals projected to the XY-plane at different electron kinetic
energies E1 = 1.08 eV, E2 = 7.62 eV, E3 = 40.82 eV, E4 = 62.58 eV and E5 = 155.10 eV. The positions of these energies on the total cross
section curve are shown with spheres. In the 2D plots the C atom is at (x, y) = (5.00, 5.00) au and the projections of the F atoms are located
at (x, y) = (3.56, 3.56), (3.56, 6.44), (6.44, 3.56) and (6.44, 6.44) au, i.e. in the vertices of the blue square in the middle. The same plane is
presented in the schematic shown in the upper right corner (a cube where F atoms are placed to the vertices and the C atom is in the centre).
6. Conclusions
We have performed a theoretical and experimental analysis
of the C 1s photoionization cross sections of two vibrational
levels of the symmetric stretching mode in CF4. In order to
avoid the complex calibration and significant decrease of the
absolute experimental cross section as a function of the photon
energy, we have studied the ratio of the ν = 1 and ν = 0
partial cross sections. The studied ν-ratio shows a photon
energy-dependent modulation, which has been interpreted
using DFT calculations to originate from a confinement of the
continuum wavefunction in the potential of the F atoms and
from an electron diffraction from the surrounding fluorines.
In particular, close to the threshold the continuum wave is
sensitive to the details of the molecular potential and it is
possible that the peculiar form of the cross section with two
maxima and a deep minimum at low energy is due to an the
interplay between the ‘trapping’ of the continuum electron
and the electron diffraction. The higher energy maximum
at 200 eV above the threshold is the consequence of a pure
electron diffraction by the surrounding fluorine atoms. Due to
the described characteristic behaviour of the C 1s cross section
in CF4, dramatically exemplified by the dominant peak in the
ν-ratio at 60 eV, the determination of the molecular geometry
requires theoretical models that go beyond a simple first Born
approximation [24]. The static exchange DFT used in this
work proved to be sufficiently accurate and computationally
inexpensive to be considered as a viable candidate, even in the
case of polyatomic molecules.
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We report an experimental and theoretical study of single-molecule inner-shell photoemission measured over an
extended range of photon energies. The vibrational intensity ratios I (ν = 1)/I (ν = 0) from the C 1s photoelectron
spectra of carbon monoxide, although mostly determined by the bond length change upon ionization, are shown
to be affected also by photoelectron recoil and by scattering from the neighboring oxygen atom. Static-exchange
density functional theory (DFT) is used to encompass all these effects in a unified theoretical treatment. The ab
initio calculations show that the vibrational ratio as a function of the photoelectron momentum is sensitive to both
the ground-state internuclear distance and its contraction upon photoionization. We present a proof-of-principle
application of DFT calculations as a quantitative structural analysis tool for extracting the dynamic and static
molecular geometry parameters simultaneously.
DOI: 10.1103/PhysRevA.88.033412 PACS number(s): 33.80.Eh, 32.80.Aa, 33.15.−e, 33.20.−t
I. INTRODUCTION
Diatomic molecules in the gas phase have long been
of fundamental scientific interest as the simplest quantum
mechanical systems combining fast (electronic) and slow
(nuclear) dynamics. Electronic structure studies of molecules
ranging from the diatomics to complex organic molecules rely
largely on energy- or wavelength-resolving spectroscopies.
While the parameters of nuclear geometry of small molecules
can be successfully derived using spectroscopic techniques,
larger systems are probed mainly with scattering techniques in
which either an electromagnetic or a matter wave is perturbed
by atoms, creating new emission centers of scattered waves.
Continuum waves from various sources then overlap and
interfere, creating a characteristic pattern of intensity mod-
ulations. The suitability of scattering techniques for molecular
structure determination in the gas phase was established in
1915 by Debye, who showed that, contrary to what might
be assumed, averaging over the random orientations of free
molecules containing the scattering atoms does not destroy
the interference patterns [1]. Instead, pronounced oscillations
of the outgoing wave intensity as a function of the detection
angle are expected, with a period that depends on the structural
parameters of the molecule such as its bond lengths, and on
the wavelength of the scattered wave.
The scattering techniques can employ a variety of particles
to form the wave to be scattered: electrons, photons, and
neutrons. Due to the strong interaction of charged particles
*edwin.kukk@utu.fi
†decleva@units.it
‡ueda@tagen.tohoku.ac.jp
with matter, electron scattering has become a standard tech-
nique in the gas phase, where it can determine structural
parameters of free molecules with high accuracy [2]. X-ray
and neutron diffraction, on the other hand, are the methods
of choice for solid targets. There is also a choice between
the origin of the wave to be scattered: external, as in the
methods mentioned above, or internal. In the latter, electrons
emitted by one of the atoms in the system form the initial
wave that is subsequently scattered by neighboring atoms. In
this case, the photoemission cross section σ (k) is modified
by interference terms that oscillate as a function of the
electron momentum k as ∼ sin(2kR0), where R0 is the distance
between the emitter and the scatterer. This effect is at the
basis of EXAFS (extended x-ray absorption fine structure) [3],
a technique broadly employed in solids, and in which the
short-range neighborhood structure is revealed by oscillations
in the x-ray absorbance. In the less broadly employed
technique of XPD (x-ray photoelectron diffraction), structural
information of surfaces is extracted directly from photoe-
mission intensity distributions, either angle or momentum
resolved [4,5].
In randomly oriented molecular targets, in contrast to
solids, photoemission has not been the tool of choice to probe
the static geometry of the emitter’s neighborhood. Instead,
core-level photoelectron spectroscopy was found to be an
excellent means to elicit information on molecular dynamics:
the disturbance to the electronic structure by core hole creation
induces changes in equilibrium structural parameters, causing
readjustment of atomic positions and resulting in vibrational
excitations [6]. In the case of diatomics, for example, the
change of the bond length R is derived from the analysis
of the vibrational progression in the photoelectron spectrum
via Franck-Condon factors [7,8].
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The derivation of static (R0) and dynamic (R) struc-
tural parameters has thus been largely based on different
and independent approaches. A number of recent studies
of molecular photoemission over extended energy ranges
(e.g., [9–11]), however, made apparent that these properties
should not be treated separately in the first place. Firstly,
the emission of a photoelectron with momentum k entails
a corresponding nuclear recoil that induces vibrational and
rotational excitations. Yet, the direction of the nuclear recoil
depends on whether the electron leaves the molecule directly
or scatters on neighboring atoms. Secondly, scattering and
interference effects modulate the cross sections and also affect
the ratios of the vibrational peaks in the spectrum [11]. Thus,
a highly accurate determination of R from a photoelectron
spectrum at any given energy requires that these effects, which
depend on the static molecular geometry, be taken into account
as well.
In this study, we analyze the extended range photoemission
spectrum of carbon monoxide (CO), a simple diatomic system,
using an advanced theoretical model that includes all of the
aforementioned effects. The focus of the study is on the
ratio of vibrational intensities in the C 1s photoemission,
(ν = 1)/(ν = 0), as obtained from the experiment and by ab
initio methods. We will refer to these as the “v-ratios.” The
v-ratios are primarily determined by the change (R) of the
internuclear equilibrium distance and are calculated by means
of the Franck-Condon factors. In the present case, both the
recoil and intramolecular photoelectron scattering modify the
Franck-Condon v-ratios. This circumstance is to be contrasted
with the case of core-photoionization of the central atom in
symmetric ABn molecules (BF3 [12], CF4 [10,12,13], and
CH4 [9,11]), where the photoelectron is ejected from the
center of mass (hence, there are no rotational excitations)
and the recoil and Franck-Condon excitations affect different
vibrational modes [9,10]. As a result, the analysis of a diatomic
molecule as simple as CO is in fact more complex than that of
some larger systems with many vibrational degrees of freedom.
We have employed static-exchange density functional
theory to obtain ab initio vibrationally resolved cross-sections
of the C 1s photoemission for ν = 0 and ν = 1 levels.
These molecular effects are superimposed on the atomic cross
section, which falls off sharply with increasing photon energy.
As a result, direct comparison of theoretical cross sections with
experiment is a difficult task with uncertain outcome. For this
reason we compare the v-ratios, which are relative values,
instead. We show in a systematic approach how the bond
contraction, intramolecular scattering (R0-dependent effect),
and recoil excitations together determine the v-ratios observed
in the C 1s photoelectron spectra. This work is also a proof
of principle that such a theoretical approach can be used to
determine both the static and dynamic structural properties of
a molecule at the same time.
II. C 1s PHOTOELECTRON SPECTRA: EXPERIMENTS
AND DATA TREATMENT
The experimental values of the intensity ratios in the
vibrational progression in C 1s photoelectron spectra of gas-
phase carbon monoxide molecules were extracted from spectra
measured over several different experimental periods and at
FIG. 1. (Color online) Carbon 1s photoelectron spectrum, mea-
sured at hν = 425 eV at SOLEIL. Cirles: experiment; solid lines:
least-squares fit of the vibrational progression.
two synchrotron radiation facilities, SPring-8 (Japan) and
SOLEIL (France). The details for the experimental setups used
at beamline BL27SU of SPring-8 and at beamline PLEIADES
of SOLEIL are described in Refs. [14] and [15], respectively.
In brief, Scienta 200-mm mean radius hemispherical electron
energy analyzers were used in both experiments, while linearly
polarized undulator radiation was used and the target gas was
contained in a differentially pumped gas cell. The photon
energy range covered by the PLEIADES dataset is from 320 to
525 eV and the electrons were detected at the “magic” emission
angle of 57.4◦ from the polarization vector of linearly polarized
light. The SPring-8 datasets from several experimental periods
cover a wider photon energy range from 350 to 1500 eV. These
spectra were recorded at 0◦ from the linear polarization vector.
In order to compare the intensity ratios with the PLEIADES
spectra taken at the magic angle, the following conversion
should be applied:
R54.7 = R0 + 2cR901 + 2c , c =
1 − β/2
1 + β . (1)
Here, β is the anisotropy parameter of C 1s photoemission.
At the photon energy of 330 eV, both the experimental
(β = 1.79(5) [16]) and theoretical values (β = 1.7 [17]) are
already close to the maximum value of 2. As β asymptotically
approaches the maximum value at higher energies, c → 0. In
the higher energy range of the present study, in a good approx-
imation R54.7 ≈ R0. Therefore, in this work we compare the
v-ratios obtained from 0◦ and magic-angle spectra directly.
Figure 1 shows one example of the spectra analyzed for v-
ratios, measured at the PLEIADES beamline. The instrumental
broadening of the peaks arises as convolution of the spectrome-
ter’s resolution (about 38 meV FWHM) and photon bandwidth
(about 41 meV FWHM). Other experimental contributions to
the line width in the spectra come from the translational and
rotational [18] Doppler broadenings, which in the case of the
spectrum shown in Fig. 1 are 28 and 25 meV, respectively.
The spectra were decomposed into individual vibrational
components by least-squares fitting using the SPANCF macro
package for Igor Pro [19]. The experimental broadenings
were represented by Gaussian profiles of adjustable width.
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In the PLEIADES spectra that width ranged from 42 to 88
meV FWHM; in the SPring-8 spectra from 61 to 250 meV
FWHM depending on the photon energy. These Gaussian
profiles were convoluted with distorted Lorentzian shapes
arising from the natural width of the C 1s−1 core hole state. The
asymmetric distortion is caused by post-collision interaction
(PCI) between the photoelectron and the Auger electron and
it was represented by analytical PCI lineshapes of van der
Straten [20]. The PCI asymmetry appears only at photon
energies hν . 550 eV. The lifetime width was represented by
a common value for each dataset analyzed; all datasets except
one from Spring-8 converged to values within 92.0 ± 1.0 meV,
in good agreement with the value of 95 ± 5 meV reported
by Carroll et al. [8]. (The deviant value from one dataset
was caused by a significant Lorentzian component in the
instrumental broadening.) Energies (for ν = 0 peaks) and
spacings E0,ν (from ν > 0 peaks to ν = 0 peak) were also
given as adjustable fit parameters, but linked to be the same
for each spectum in a dataset. The spacings from the highest
quality PLEIADES dataset are E0,1 = 302, E1,2 = 298,
and E2,3 = 288 meV.
III. THEORY
Vibrationally resolved cross sections are evaluated with
first-order perturbation theory within the Born-Oppenheimer
(BO) and the dipole approximations:
σα(v,v′,ω) = 4π
2ω
3h¯c
a20
∑
η
∑
lη
∣∣Tαηlηvv′ (ε)∣∣2, (2)
where v and v′ are the vibrational quantum numbers for
the neutral molecule and for the cation, respectively (v = 0
since the initial state is the ground state of CO), ω is the
photon energy, ε is the photoelectron kinetic energy, α denotes
the electronic state of the residual cation, l is the angular
momentum quantum number, and η stands for the symmetry
of the final state. The BO approximation permits to write the
transition element Tαηlηvv′ (ε) as
Tαηlηvv′ (ε) =
∫
χ∗CO,v(R)μαηlη (R)χCO+α ,v′ (R)dR, (3)
where χCOα,v and χCO+α ,v′ are the initial and the final vibrational
wave functions and μαηlη is the dipole coupling element
between the initial electronic state, φ0, and the final one,
φαηlα , which in this case is obtained by promoting one
electron from the 2σ molecular orbital of CO to a continuum
orbital. Electronic wave functions have been evaluated in
a grid of 56 internuclear distances around the equilibrium
geometry, as in previous work [21], employing the static-
exchange density functional theory (DFT) method, developed
by Decleva and co-workers [22,23]. This method makes use
of the Kohn-Sham DFT to describe the molecular ionic states
and the Galerkin approach to evaluate continuum electron
wave functions in the field of the corresponding Kohn-Sham
density. A standard local density approximation functional
has been used to describe electronic exchange and correlation
effects. Vibrational eigenfunctions have been obtained by
solving the time-independent Schro¨dinger equation in a basis
set of 256 B-splines within a box of 10 a.u. We have
employed the Morse approximation to construct potential
energy curves from reliable spectroscopic parameters available
in the literature [24]. The calculated v-ratios depend primarily
on the equilibrium bond lengths in the neutral molecule and the
cation, and especially on the difference in bond lengths, R.
For instance, the v-ratios are modified approximately by 20%
for a variation of 1% in R, whilst the effect of similar changes
in ωe or in ωexe is only between 0.1% and 1%. This behavior is
due to (1) the Franck-Condon overlap, which, without affecting
the total cross section, changes dramatically the contribution
from each vibrational excitation; and (2) the R dependence of
the dipole elements [see Eq. (3)].
IV. ANALYSIS
A. Static-exchange DFT results
Before comparing the theoretical results with experimental
data points, let us first consider the features of the theoretical
curves in some detail. Figure 2 shows a set of static-exchange
DFT calculations for the v-ratios in C 1s photoemission
spectra as a function of electron momentum, for several
values of two crucial parameters, the ground state internuclear
distance R0 and the contraction of that distance upon core
ionization, R. The bold curves in both panels of Fig 2
are from a calculation based on the literature values Rlit =
2.1322 a.u. [25] and Rlit = −0.0932 a.u. [7]. For com-
parison, the constant Franck-Condon v-ratio computed from
the eigenfunctions of the Morse potentials is also reported.
This value, I (ν = 1)/I (ν = 0) = 0.6110, is obtained from
R0 = 2.1322 a.u., R = −0.0932 a.u., and the Morse curve
parameters ωe = 269.0 meV, ωeχe = 1.648 meV and ωe =
304.6 meV, ωeχe = 1.24 meV for the ground and core-ionized
states, respectively [24]. The set of curves in panel (a) of Fig. 2
is obtained by varying the ground-state internuclear distance in
the range of R0 = (0.95–1.05)Rlit. The effect of this variation
is seen mainly as a change in the oscillation period, with
shorter periods corresponding to larger internuclear distances.
This is consistent with the picture where the oscillations are
due to the interference between the electron emitted directly
from the carbon atom and the same electron scattered by the
oxygen atom. Indeed, a simplified analytical formulation of
the interference pattern based on the interatomic scattering
mechanism predicts that the period of the v-ratios’ oscillations
in the momentum scale is k = π/R0 [11]. This is also
the period that appears in the well known EXAFS equation
[3], where each sin(2Rjk + δ) term represents photoelectron
scattering from the j th near-neighbor shell in crystalline solid.
Assuming an internuclear distance R0 of 2.1322 a.u.,
the static-exchange DFT calculation predicts an oscillation
period of about k = 1.9 a.u. in momentum units (Fig. 2,
bold curves). But according to the relationship k = π/R0
mentioned above, this value should correspond to an inter-
nuclear distance R0 = 1.64 a.u. that is considerably smaller
than the value provided as input. This discrepancy, which
indicates how simplified analytical expressions are inadequate
for quantitative structure determination, may have several
causes. Firstly, the expression leading to the oscillation period
of π/R0, as in the EXAFS equation, is based on the assumption
that only single-scattering events are relevant. As a rule
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(a) (b)
FIG. 2. (Color online) Static-exchange DFT calculations of vibrational ratios. Bold middle curves in both panels are obtained with R0 = Rlit
and R = Rlit. (a) Variations of R0 = 0.95...1.05Rlit (from blue to red) and (b) R = 0.99...1.01Rlit (from blue to red). Horizontal line
in panel a marks the value from Franck-Condon calculation and the the dashed curve reprents the photoelectron recoil effect.
of thumb, in EXAFS analysis this is considered a good
assumption provided that k & 1.5 a.u. [3]. Since in this study
we investigate the range of k > 2 a.u., multiple scattering can
be expected to have only minor effects. Secondly, as it is known
also for the EXAFS equation, the phase δ of the oscillation (or,
equivalently, the oscillation frequency) is k dependent, while
in the simplified analytical treatment it is considered constant.
One can see that, apart from the scattering-induced os-
cillations, the DFT prediction also systematically deviates
from the Franck-Condon constant value as the photoelectron
energy increases. This deviation is due to the photoelectron
recoil effect, represented in Fig. 2(a) by a dashed curve,
whose contribution to the v-ratio is estimated as follows:
The Franck-Condon v-ratio provides the baseline for the
recoil contribution. In the momentum scale, the photoelectron
recoil excitation probability from ν = 0 to the ν = 1 level
increases quadratically, and so does the corresponding v-ratio.
The dashed line in Fig. 2(a) shows the photoelectron recoil
contribution computed as
F (k) = FFC + creck2, (4)
where FFC is the Franck-Condon baseline and the the recoil
coefficient crec is calculated following the semiclassical model
given in Refs. [9,10]. The recoil coefficient also accounts
for the recoil momentum partitioning between vibrational
and rotational excitations and depends on the photoelectron
angular distribution in the molecular frame (MFPAD). We
made an approximation that, after averaging over the angles
between the linear polarization vector of the x-rays and the
random laboratory frame orientations of the molecular axis,
MFPAD becomes isotropic and then
crec = 3.87 × 10−4 a.u.−2.
On one hand, recent results using the COLTRIMS (cold tar-
get recoil ion momentum spectroscopy) technique have shown
that at low photoelectron kinetic energies the MFPADs, even
after averaging over the direction of the polarization vector,
can be strongly anisotropic (e.g., photoemission preferentially
along the molecular bonds in methane) [26]. Indications of
molecular frame anisotropy at low energies are given also by
are given also by the occurrence of “knockout” secondary
ionization processes induced by the primary photoelectron
[27]. On the other hand, it was also observed that MFPAD
rapidly approaches isotropic distribution with increasing elec-
tron energy [26] and we thus believe that in the range of strong
recoil effects the approximation of isotropic orientationally
averaged MFPAD is well justified, although the recoil model
would benefit from more detailed information on MFPADs at
the energies of interest.
As can be seen from Fig. 2(a), the recoil model reproduces
well the average rising trend of the DFT calculation. Indeed,
the calculation is expected to reproduce the recoil, provided
that the coordinate system is set at the center of mass of the
molecule (as was the case here). In Eq. (4), the Franck-Condon
and recoil excitations probabilities are added incoherently.
Using the generalized Franck-Condon factors [28,29], it can be
shown that this approach is appropriate for the core-ionization
from heteronuclear diatomics, where the core orbitals are well
localized to a single atom. However, there is also the possibility
that scattering of the outgoing photoelectron will cause the
molecular frame angular distribution of the photoelectron to
be other than isotropic. In this case, the coefficient crec in
Eq. (4) would differ from the constant value indicated above
and could depend on the kinetic energy as well. All these
effects are included in the static-exchange DFT calculations;
the near agreement between the trend of these calculations and
the predictions of Eq. (4) confirms that, in the present case,
these effects are small.
Panel (b) of Fig. 2 illustrates the changes in the v-ratios
at fixed internuclear distance R0 = Rlit, varying the bond
contraction R upon core ionization in the range R =
(0.99–1.01)Rlit. As seen from the figure, even a tiny variation
of R results in large vertical excursion of the v-ratios’
curves. These variations would be reflected also in the baseline
Franck-Condon factors as the displacement along R of the
initial and final state potential energy curves changes. Figure 2
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thus demostrates that the molecular v-ratios are sensitive
probes for both the static and dynamic structure parameters.
In the next section, these calculations are compared with the
experimental results.
B. Comparison with experiment and derivation
of geometrical parameters
The ratios of the intensities of the ν = 1 and ν = 0
vibrational peaks in C 1s experimental photoelectron spectra,
extracted by least-squares curve fitting, are shown in Fig. 3.
The error bars of the SOLEIL data represent the statistical
standard deviations obtained from the fitting. In the SPring-8
datasets it was observed that, when analyzing repeated electron
energy scans at a particular energy, the v-ratios varied more
than the error estimates based on counting statistics, most
likley due to instabilities in electron detection. The error bars
for this latter set take into account also this additional source
of variation. In addition to the results from these experiments,
the three data points with the lowest k values were extracted
from the spectra published by Carroll et al. [8]. More values
for the v-ratios in C 1s photoionization of CO are available in
literature [30,31], but these were not included for comparison,
because we did not have the possibility to reanalyze the original
spectra consistently with the same methods.
The thin red line once again shows the DFT calculation
based on the literature values Rlit = 2.1322 a.u. [25] and
Rlit = −0.0932 a.u. [8]. Below k = 2 a.u. the theory is in
excellent agreement with the experimental data, representing
also the major increase of the v-ratio due to the presence of
the shape resonance near the threshold [11,32]. However, at
k > 2 a systematic discrepancy appears. This vertical offset of
the theory is mostly influenced by the choice of the value
of R. In considering this discrepancy, one should keep
in mind that the literature value for Rlit has in fact been
FIG. 3. (Color online) Experimental and calculated intensity
ratios of the vibrational peaks in C 1s photoelectron spectra of CO.
Open cirles: measurements at SPring8; full circles: measuments at
SOLEIL; double triangles: Ref. [8]. Bold solid red line: fit of the
static-exchange DFT theory; thin red line: DFT theory with literature
input values; dashed blue line: fit of analytical formula.
obtained from basic Franck-Condon analyis of photoelectron
spectra such as the one depicted in Fig. 1. Yet Fig. 2 clearly
shows that such an analysis does not properly take into
account the modulation due to intramolecular scattering and
photoelectron recoil, thus resulting in uncertain estimates of
the internuclear bond contraction. Furthermore, the shape
resonance in the C 1s photoionization of CO [32] affects the
cross sections for the electrons with momenta up to ≈1–2 a.u.
above threshold [11]. Since shape-resonance maxima occur at
slightly different energies for different vibrationally resolved
cross sections (by about 2 eV), the resonance also distorts
the v-ratios close to threshold, rendering them unsuitable for
accurate Franck-Condon analysis. In the energy range above
the shape resonance, it is the scattering oscillations that modify
the v-ratios. Finally, at high energy, where the oscillations
are strongly damped, recoil excitations start to contribute
significantly. It is therefore not surprising that calculations
based on available literature data may fail to represent the
experimenal v-ratios across a broad electron momentum range.
In order to perform a consistent derivation of geometrical
parameters from the experimental v-ratios, a least-squares fit
of the DFT calculation to the experiment was performed. The
result is shown in Fig. 3 as a bold red curve (also indicating
the range of data points that were included in the fit). As the
span over k of the fitted curve indicates, the data points for
the lowest and highest momenta were not included since the
purpose was the derivation of the geometrical parameters. The
near-threshold values of the v-ratios are strongly influenced
by multiple scattering and the shape resonance, while at
large momentum values the characteristic oscillations become
significantly damped. Also the near-threshold region is more
sensitive to electron correlation and less accurately described
by the static DFT calculations.
The fitting variables were R0 and R. The best agreement
with the experimental data (as measured by χ2 goodness-
of-fit value) was obtained with R0 = 2.09 ± 0.05 a.u. and
R = −0.0945 ± 0.0002 a.u. The uncertainties are estimated
from the fitting procedure and depend on the number of the
experimental data points and their error bars; the uncertainties
do not reflect any inaccuracies in the theoretical model. Such
a quantitative procedure is feasible because, although the
integral in Eq. (3) must be reevaluated at each step of the
optimization procedure (the vibrational wave functions depend
on the values of the Morse parameters), the dipole matrix
elements μαηlη (R) are computed once and for all at once. As
a consequence, the fitting algorithm is actually very efficient
from the computational point of view.
To get a better insight into the different contributions to
the v-ratios, we added the oscillatory term of the simplified
analytical model to the photoelectron recoil curve [Eq. (4)]:
F = FFC + A exp(−ck2) sin(2Rk + δ) + creck2. (5)
Once it was ascertained that Eq. (5) can match the fully
theoretical curve with sufficient accuracy, the experimental
data in Fig. 3 was fitted by freely varying the five parameters
FFC, A, c, R, and δ, while crec was kept at the fixed value
of 3.87 × 10−4 a.u.−2, as explained above. As can be seen,
the analytical formula follows the data well at k less than 7.
However, it is notable that 7 out of 9 measured v-ratios at
photon energies >1000 eV (k & 7) fall below the predicted
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recoil curve. Based on the available data, we cannot tell
whether this discrepancy is due to a deficiency of the recoil
model or is an experimental artifact. For example, in the fitting
we assumed a Gaussian instrumental profile. If, however, the
true instrument function is skewed towards high kinetic energy,
the v-ratios extracted using a symmetric profile are too low.
A fitting conducted with asymmetric profiles would bring the
high-energy results into better agreement with the theoretical
predictions, but at this point any quantitative assumption about
peak asymmetry would be unjustified.
This least-squares fit to the experiment converged with the
essential geometry-related parameters FFC = 0.627 ± 0.001
and R = 1.70 ± 0.07 a.u. As noted above, the analytical
formula with EXAFS-like relationship between R and the
oscillation period provides a value significantly lower than the
true bond length, while the DFT fit result of R0 = 2.09 ± 0.06
agrees well with the literature value of Rlit = 2.1322 a.u. [25].
The literature values of Rlit = −0.0932 a.u. [24] and
−0.0917 ± 0.0009 a.u. from another source [8] are to be
compared with the value of R = −0.0945 ± 0.0002 a.u.
obtained by fitting the static-exchange DFT theory to the
experiment. The less accurate empirical formula [Eq. (5)] gave
a Franck-Condon ratio that corresponds to R = −0.096 a.u.
We can see that employing the DFT theory allows for
higly accurate determination of the dynamical parameter R,
whereas the static ground state internuclear distance R0 is de-
termined much less accurately, particularly in comparison with
other available methods such as microwave spectroscopy [25].
It is a unique feature of this method, however, that these two
quantities are obtained simultaneously. Also, current errors
originate mostly from the uncertainty in the experimental data
and therefore future improvements in experimental statistics
and resolution at higher energies would significantly improve
the accuracy of the fit.
V. CONCLUSION
Vibrational intensity ratios (v-ratios) in the C 1s photoelec-
tron spectra of CO were investigated by comparing a combined
experimental dataset from several experiments with ab initio
static-exchange DFT calculations, as well as with a simplified
analytical model formula. The theoretical results included
conventional Franck-Condon excitations, photoelectron recoil,
and intramolecular scattering on the neighboring oxygen
atom. It was demonstrated by a set of ab initio curves
that the v-ratios are potentially a very sensitive means of
determining both static (internuclear distance) and dynamic
(bond length change) geometrical parameters simultaneously,
although improvements particularly in experimental values
will be needed to realize this potential.
It was also noted that simplified theoretical models for
analytical expressions of v-ratios, although providing an
excellent means for qualitative interpretation, can easily lead
to erroneous quantitative results. For quantitative structural
determinations from experimental data, comparison with fully
ab initio theoretical descriptions is to be strongly preferred.
When theory and experiment are compared, it becomes
apparent that bond lengths taken from the literature lead
to a poor agreement. A least-squares fit of the full DFT
calculation, varying R0 and R, considerably improves the
agreement. From the fit, we extracted the new geometry values
R0 = 2.09 a.u. and R = −0.0945 a.u. and demonstrated
the feasibility of using the DFT calculations for geometry
determination in molecules. Even if equilibrium internuclear
distances are often accurately known for many molecular
systems already, the uniqueness of the approach described here
lies in the ability to determine both static and dynamic geomet-
rical values simultenaously. In fact, a separate determination
of the dynamical values only—the bond length change—the
usual means of Franck-Condon analysis of the vibrational
structure is inevitably prone to systematic errors, since the
scattering effects are neglected. Regarding the practical use of
this method for determining the dynamic structure parameters,
we point out the local nature of the scattering, probing mostly
the nearest neighbor distances (akin to EXAFS). Therefore,
using well localized core ionization, one can probe particular
regions of large molecules with accuracy potentially better
than that achievable by other methods.
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We  present a theoretical  study of F2 photoionization  in the  range 0–40 a.u.  of photoelectron  energy,  where
the  undulatory  behavior  of the  corresponding  angle-integrated  cross  sections  due to electron  emission
from equivalent  centers  is apparent.  These double-slit  type  interferences  are  observed  in both inner-
and valence-shell ionization.  We analyze confinement effects  that appear at  given energies  when the
electron  is ejected  parallel to  the  molecular  axis. Since  we account  for  the  nuclear degrees  of freedom,
we  evaluate  and  discuss  the  vibrationally  resolved  cross  sections,  including both  dissociative  and  non-
dissociative ionization  channels.  We also  analyze  the  ratios  between  the  latter  cross sections  and  the
relationship  between the  observed  oscillations and  the  structure of the  molecule.
© 2013  Elsevier  B.V.  All rights  reserved.
1. Introduction
A large number of experimental studies on diatomic halogens
has been performed to extract spectroscopic data of the ground
state of both the neutral molecule and the corresponding cation
[1,2]. The first photoelectron spectra were obtained more than
twenty years ago [1–3],  including the vibrational bands associated
to the three lowest electronic states of the ion [2,3].  The lightest
of the diatomic halogens, molecular fluorine, received particular
attention over the years [3–5].  To our  knowledge, photoioniza-
tion measurements are only available in the literature for relatively
low photon energies, comparable to the ionization potentials asso-
ciated to the lowest electronic states (up to 22 eV) [3,5].  In the
present work, we theoretically explore the photoionization cross
sections of molecular fluorine scanning photon energies up to  hun-
dreds of eV and considering electron ejection from all valence
and inner shells. We  pay an especial attention to  the interfer-
ence effects that arise when energetic electrons are ejected from
equivalent centers, similar to  the interferences observed in Young’s
double-slit experiment, that leads to well-known oscillations in
the photoelectron spectra as shown in previous experimental and
theoretical works on other diatomic molecules such as H2 [6],  N2
[7–10] or CO [9–11]. Our aim is to give a  complete description of
∗ Corresponding author at: Departamento de Química, Módulo 13, Universidad
Autónoma de Madrid, Cantoblanco, 28049 Madrid, Spain. Tel.: +34 914974019.
E-mail address: fernando.martin@uam.es (F. Martín).
F2 photoionization. So we include the nuclear degrees of  freedom
in order to obtain vibrationally resolved cross sections. Photoion-
ization experiments at these high photon energies are possible
by using third-generation synchrotron radiation sources, which
in combination with high-energy-resolution detection techniques
have allowed for accurate measurements of vibrationally resolved
photoionization spectra in  the last few years (see Ref. [10] and
references therein).
We  evaluate both dissociative and non-dissociative ionization
cross sections associated to  the three lowest ionization thresholds.
The bond-dissociation energy of fluorine is 0.059 a.u. [5], lower
than for chlorine or bromine [12] and also than for other diatomic
molecules made up  of first row atoms (N2: 0.359 a.u. [13],  CO:
0.408 a.u. [14], O2: 0.188 a.u. [14]; because of their multiple bonds).
Therefore, from a  chemical perspective, one would expect the F F
bond to  easily break. Indeed, as we show in this work, in  con-
trast with N2 or  CO [9,10], dissociative ionization is not negligible
and therefore must be considered in a  complete description of F2
one-photon ionization.
In  the following, we first introduce the theoretical approach
employed to evaluate the electronic structure of both the neu-
tral and the ion within the static-exchange density functional
theory (DFT) method [15,16],  as well as the methodological
approach to include the nuclear degrees of freedom within the
Born–Oppenheimer approximation. Then we present the photoion-
ization cross sections for electron ejection from different molecular
orbitals and compare with results obtained within the fixed nuclei
approximation (FNA). Finally, we present the vibrationally resolved
0368-2048/$ – see front matter © 2013 Elsevier B.V. All  rights reserved.
http://dx.doi.org/10.1016/j.elspec.2013.11.014
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photoionization cross sections. We  end by  summarizing the most
relevant conclusions of our work.
2. Methodology
Vibrationally resolved cross sections have been evaluated using
first order perturbation theory within the Born–Oppenheimer (BO)
and the dipole approximations:
˛(, ′, ω) = 4
2ω
3c
a20
∑

∑
l
T˛l′ () (1)
where
T˛l′ ()  =
∣∣∣∣∫ ∗F2,(R)	˛l (, R)F+2 (˛),′ (R)dR
∣∣∣∣2 (2)
 and ′ are the vibrational quantum numbers of the neutral
molecule and of the residual ion, respectively, and F2,(R) and
F+
2
(˛),′ (R) are corresponding wave functions, 	˛l (, R) is  the elec-
tronic dipole-transition matrix element, l is  the photoelectron’s (l,
m) angular momentum quantum numbers in a  final state of sym-
metry , ˛  denotes the electronic state of the residual ion, ω and ε
are the photon and the photoelectron energies, which are related
through the equation ε =   ω − IE˛,  where IE˛ is  the energy required
to produce the ion in the  ˛ state.
For  the inclusion of the vibrational structure, the dipole matrix
elements need to be obtained in a  grid of internuclear distances R
around the equilibrium geometry, which makes most theoretical
methods prohibitively expensive (see Ref. [10] and the refer-
ences therein). In this sense, DFT-like methods have arisen as an
excellent tool to treat molecular photoionization in medium size
systems, providing a  good compromise between accuracy and com-
putational cost. In  the following we introduce the most relevant
characteristics of the methodology we have employed in  this work
(see Ref. [17] for a more complete description).
2.1. Static-exchange DFT
Electronic states have been evaluated using the static-exchange
DFT method developed by Decleva and collaborators [15,16]. In this
method, the Kohn–Sham (KS) equations are solved to obtain an
approximation for the initial (ground) state of the neutral molecule.
The final continuum state is described as an antisymmetrized prod-
uct of a  continuum orbital and the wave function of the residual
molecular cation. The latter is  built by freezing the KS orbitals of
the neutral molecule that remain occupied after ionization. The
continuum orbital is  evaluated in the field of the corresponding
Kohn–Sham density by  using the Galerkin approach. The method
has been proven to provide accurate results for the total photoion-
ization cross section of small molecules as well as for medium size
systems within the fixed nuclei approximation (FNA) [15,18,19].
In order to  evaluate vibrationally resolved cross sections, it was
expanded to  treat the non-equilibrium geometries adopted by
the nuclei during the molecular vibration [9,10].  In this work we
have considered 99 different internuclear distances around the
Franck–Condon (FC) region. For each value, the following procedure
was performed.
The first step consists in  running a standard DFT calculation for
the ground state of the neutral molecule. We have employed the
Amsterdam Density Functional (ADF) [20,21] package using a  dou-
ble zeta plus polarization basis set (taken from the ADF library) and
a LB94 functional [22] to describe the electronic exchange and cor-
relation effects. The electronic ground state density provided by the
self consistent field procedure was employed to build the Hamil-
tonian matrix in a  multicentric basis set of B-splines of order 10
and symmetry adapted-spherical harmonics: (1) a  large one-center
(OCE) expansion over the center of the molecule, which provides
an accurate description of asymptotic behavior of the continuum
states; and (2) small off-centers (OC), located at the atomic pos-
itions, that improve the convergence of the calculation since they
effectively describe the wave function cusps at the nuclei. For each
expansion, the B-splines are defined over intervals [0, Rmax]. A  big
value of Rmax is  required in the OCE in  order to describe the long-
range behavior of the continuum states. The local nature of  the
B-splines enables to control the overlap between the basis functions
and it is  possible to  avoid running into numerical linear depen-
dences by  keeping a  small expansion over each off-center that is
normally enough to describe of  the bound states. In this work we
have employed the following parameters for the OCE (for the OC):
250 B-splines (10 B-splines), lmax =  15 (2) and Rmax=25  a.u. (0.5 a.u.).
Since the off-center spheres do not intersect, the resulting
Hamiltonian matrix can be partitioned into different blocks: (1)
the diagonal ones, connecting basis functions that have the same
origin in the multicentric expansion; and (2) the off-diagonals,
involving basis with different origin. The largest computational cost
corresponds to the calculation of the latter since the correspond-
ing integrals do not have analytical resolution. However, they are
computed using a  three-dimensional Gauss-Legendre scheme and
a substantial effort is saved using symmetry to divide the total space
into equivalent subregions.
The initial state is  represented as the Slater determinant of the
Kohn–Sham orbitals obtained in  the diagonalization of the Hamil-
tonian matrix in  the new basis set. The description of  the final states,
however, is more complex since involves an electron in  the con-
tinuum. In the present work we have made use of the Galerkin
approach, which can yield the continuum wave function at any
selected energy employing a  fixed basis set without the need to
change the box size. A detailed review on the Galerkin approach for
our specific implementation is given in Ref. [17].  Within the static-
DFT approach, final states are obtained by promoting one electron
from a bound orbital to a continuum orbital.
2.2. The inclusion of the nuclear motion
The nuclear motion is taken into account at the
Born–Oppenheimer level by  including the vibrational eigenstates
in Eq.  (2),  which are solutions of  the corresponding eigenvalue
problem [17]:[
− 1
2	
∇2R +  E˛(R)
]
˛,(R) =  E˛,˛,(R) (3)
where 	  is  the reduced mass of the system, E˛(R) is  the potential
energy curve of the neutral or the ionic species in the electronic
state ˛, ˛,(R) are the vibrational wave functions and E˛, the cor-
responding vibronic energies. Eq. (3) was  solved numerically in a
basis set of 500 B-splines within a  box of 15 a.u., which provided an
orthonormal set of bound and discretized continuum states. The
latter were renormalized a  posteriori to the density of states in
order to describe molecular dissociation [17]. The potential energy
curves of the electronic ground state of  molecular fluorine and of
the 3 low-lying ionic states (Fig. 1) were constructed using reliable
spectroscopic parameters available in the literature (see Table 1)
within the Morse approximation. The dissociation of the ionic
species F+2 (
2g) and F+2 (
2u) yields to the formation the atomic
fragments F(2P3/2) and F+(3P2), both in the ground state, whereas
the dissociation of F+2 (
2+g ) produces F(2P3/2) and the excited cation
F+(1D2)  [2].  For simplicity, hereafter in  the manuscript we  will
employ the following notation to  name the electronic states of the
ionized species: F+2 (1
−1
g ), F
+
2 (1
−1
u ) and F
+
2 (3
−1
g ), where the term
in  brackets designates the origin of the photoelectron in the neutral
molecule.
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Table  1
Spectroscopic parameters employed to build the potential energy curves of the relevant electronic states of F2 and F+2 : the internuclear equilibrium distance, Req, the harmonic
frequency, ωe ,  the anharmonicity parameter, ωexe ,  and the adiabatic ionization potential, IP.
Electronic state Req (a.u.) ωe (cm−1) ωexe (cm−1) IP  (a.u.)
F2(1+g ) 2.66816 [23] 916.64 [23] 11.236 [23] –
F+2 (
2g ) 2.479 [2] 1104 [3] 9.84  [3] 0.57671 [3]
F+2 (
2u) 3.10 [2] 640 [3] 13.2 [3] 0.67251 [3]
F+2 (
2+g )  3.16 [2] 481 [2] 7.8  [2] 0.76200 [2]
Fig. 1. Morse potential energy curves of the electronic ground state of F2 and of the
three low-lying states of F+2 constructed from the spectroscopic parameters shown
in  Table 1.  The wave function of the vibrational ground state of F2 is represented in
orange as  well as the Franck–Condon region. (For  interpretation of the references to
color in this legend, the reader is referred to the web  version of the article.)
3. Total photoionization cross section
We  have computed the photoionization cross sections of F2
from the valence, the inner-valence and the core shells for photo-
electron energies up to  40 a.u. Fig. 2 shows the cross sections as
functions of photon energy for each molecular orbital of F2 (listed
in the legend from the outer to  the more inner shell), evaluated
within the fixed nuclei approximation (FNA). We can see that for
photon energies up to ≈10 a.u., photoionization leaves the ion in
the two lowest electronic states. Only for photon energies larger
than 10 a.u., inner valence ionization dominates, and at ≈25 a.u. one
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Fig. 2. Photoionization cross sections of F2 as a function of the photon energy
obtained using the static DFT approach within the fixed nuclei approximation. The
photoelectron’s molecular orbital of origin is listed in the legend from the outer to
the more inner shell.
reaches the ionization potential for K-shell electrons, thus becom-
ing this core ionization the dominant contribution as expected.
For F2,  the energy splitting between the 1g and 1u orbitals is
extremely small, ∼ 4–30 meV according to our DFT calculations per-
formed with different basis sets. This splitting is  much smaller than
that found in  other homonuclear diatomic molecules, as, e.g.,  N2,
for which it is  of the order of 100 meV. This is the consequence of
the fact that the F2 bond  is  long and the 1s orbitals of the F atoms
are very concentrated around the corresponding nuclei, resulting
in an almost zero overlap between them. The lifetimes of the F(1s)
core-hole states are also very small and the corresponding widths
are thus rather large, of the order of 200 meV  [24],  i.e., much larger
than the energy splitting between the two states. Therefore, the
peaks associated to ionization from the 1g and 1u orbitals will
be very difficult to  resolve experimentally. For the sake of compari-
son with future experimental work, the unresolved F(1s) total cross
section is  shown as a  dotted line in Fig. 2.
In the bottom right panel in Fig. 2,  valence and inner-valence
shells photoionization cross sections are amplified for low photon
energies. The sharp structures arising near the threshold in  some
photoionization channels can be understood in  terms of  shape
resonances due to  the existence of small potential barriers. Such
features have been previously reported and explained for existing
measurements in  diatomic [10,25,26] and polyatomic molecules
[27].  Note that the use of a single excitation approach prevents us
from observing any possible signature coming from multiple (dou-
bly, triply) excited electronic states of the molecule embedded in
the ionization continua [28].
For larger photon energies, the cross sections in Fig. 2 show
oscillations as functions of the photon energy. Although slightly
obscured by  the rapid exponential decay, these features are visi-
ble, mainly for the core and the inner valence, where the 1g(2g)
and the 1u(2u)  channels are  out of phase because of  the differ-
ent bonding character. One can thus better explore these features
by taking the ratios between the cross sections corresponding to
those orbitals with different parity. The corresponding ratios are
shown in  Fig. 3,  plotted now as functions of the photoelectron
linear momentum for analysis purposes as explained in  the fol-
lowing. The oscillations, which are now clearly distinguishable,
are the fingerprint of the coherent photoelectron emission from
two equivalent centers. Cohen and Fano [29] explained this phe-
nomenon more than forty years ago for the photoionization of  the
hydrogen molecule by  assuming that the photoelectron could be
adequately described by  a  plane wave and by writing the g and
the u molecular orbitals as:
1g/u =
1√
2
(1sa ±  1sb)  (4)
where 1sa and 1sb are atomic 1s orbitals centered on each hydrogen
atom. Under these assumptions, the photoionization cross section
integrated over the ejection angle can be written as:
g/u(ε) = (0)g/u(ε)
(
1 ± sin keR
keR
)
(5)
where (0)(ε) is a  decreasing background depending on the pho-
ton ω or the photoelectron energy ε,  ke is  the photoelectron linear
momentum and R is the internuclear distance. Eq. (5)  can also
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provide qualitative values in more complex diatomic molecules,
even when the electron is  ejected from a  valence shell, and it is
possible to generalize it to the case of heteronuclear molecules [9].
When comparing values corresponding to  g/u ionization in the
same shell, the non-oscillatory terms will be very similar and one
can assume (0)g (ε) =  (0)u (ε) when taking the ratio:
(ε)g
(ε)u
 1 + (ke)
1 − (ke) (6)
where
(ke) = sin keR
keR
(7)
The good qualitative agreement between our DFT-like results and
those coming from Eq.  (6) (see Fig. 3) demonstrates that the oscil-
lations found in the spectra are actually a manifestation of the
coherent multicenter emission of photoelectrons as described by
Cohen–Fano.
We note that  although the previously discussed cross sec-
tions were obtained within the FNA, very similar results are
obtained when including the nuclear motion. We  have carried out
calculations including the nuclear degrees of freedom for the pho-
toionization from the three outer valence shells, for which reliable
potential energy curves of the ion can be found in the litera-
ture. A comparison of the results obtained within the FNA and
those computed including the nuclear motion is given in  Fig. 4,
for the photoionization ejecting an electron from an outer shell.
We include the total cross section as a function of the photoelec-
tron momentum, as well as the contributions from the different
partial waves in which the electronic continuum wave function is
expanded in our numerical description (see Section 2.1). For all
total and partial cross sections, FNA results are indistinguishable
from those including nuclear motion, except for a  tiny difference
in the relative minima, which are slightly smoothened when the
nuclear motion is  included. The origin of these minima, which are
Fig. 4. DFT photoionization partial waves of the fluorine molecule from the 3g
molecular orbital obtained including the nuclear motion in the calculations (lines)
and within the fixed nuclei approximation (dots). Results are shown for the case of
the molecule being parallel (upper panel) and perpendicular (lower panel) to the
polarization vector of the electric field 	E. Dashed line: total cross section.
more apparent in the individual partial waves, can be qualitatively
explained in terms of a  confinement effect, previously explained in
other works with diatomic molecules [6].  In brief, a  relative mini-
mum  is found for values of photoelectron momentum that satisfy
the relation keR  =  l,  where R  is  the internuclear distance. This con-
dition is  similar to  that  satisfied by the eigenstates of a  particle
confined to move in a box of size R. The confinement condition
implies that the electron moves preferentially along the molecular
axis. The expression is thus expected to  work better for   →  tran-
sitions and for high photoelectron energies, when the molecular
potential is  negligible with respect to  the electron kinetic energy.
Considering the equilibrium internuclear distance of the neutral F2
(R =  2.668 a.u.), one can predict the first dips to  appear at around 1.2
a.u. of photoelectron momentum for the wave l =  1 and at 3.5 a.u.
for l  =  3,  which is in qualitative agreement with the values at which
one sees the first minima in  the corresponding cross sections. This
is the case for all g orbitals. Note that Fig. 4 also demonstrates
the convergence of our calculations with respect to  the electron
angular momentum expansion (lmax =  15), in  both the FNA and in
the calculations including the nuclear motion. The latter ones are
widely discussed and analyzed in the next section.
4.  Vibrationally resolved cross section
We  have computed the vibrationally-resolved cross section for
the valence shells, i.e., for 1g, the 1u and 3g photoionization,
and we  seek to extract contributions from both dissociative and
non-dissociative ionization channels. The vibrational structure has
been separately obtained for each electronic state solving equation
3,  where we  use the Morse potential energy curves plotted in Fig. 1
and computed with the parameters given in  Table 1.  We  obtain 56,
24 and 31 vibrational bound states associated to the F+2 (1
−1
g ), the
F+2 (1
−1
u )  and the F
+
2 (3
−1
g ) electronic states, respectively.
The corresponding non-dissociative ionization cross sections
are plotted in  Fig. 5.  We  find quite distinct vibrational distributions
for the bound molecular ion depending on the orbital from which
the electron is  ejected. When the electron is ejected from the out-
ermost molecular orbital, 1g, only the lowest vibrational states of
the  residual ion are significantly populated. This narrow and local-
ized distribution has its maximum at ′ =  1,  since the maximum of
the vibrational wave function located on the right of the node lies
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Fig. 5. Non-dissociative vibrationally resolved cross section in atomic units corre-
sponding to the photoionization of molecular fluorine from the 1g (upper figure),
1u (center figure) and 3g (lower figure) molecular orbitals.
in the middle of the Franck–Condon (FC) region, thus leading to
a maximum overlap with the ground state vibrational state  = 0.
In the case of 1u and 3g ionization, the large value of the bond
length associated to the corresponding potential energy curves
leads to a very unfavorable vibrational overlap with the ground
state vibrational function of the parental ion. Instead, a  large vibra-
tional progression is  observed and the ′ = 7 excited state is found
to be the most populated one in  both cases.
The dissociative photoionization cross section, d/dE, differ-
ential in  the nuclear kinetic energy E is  given in Fig. 6,  while the
total, bound and dissociative ones, are reported in Fig. 7. As can
be seen, dissociative ionization is  negligible when the electron
is removed from the 1g orbital, which was expected because
the non dissociative vibrational distribution is  highly localized
at low ′. Similar results are found for ionization of valence and
inner shells of N2 or CO. However, an important contribution to
Fig. 6. Dissociative photoionization cross section in atomic units of molecular flu-
orine from the 1u (upper figure) and the 3g (lower figure) molecular orbitals.
Molecular dissociation is not observed when the electron is ejected from the 1u
orbital.
the total cross section comes from the dissociative path when the
electron is  ejected from the 1u or the 3g molecular orbitals of
F2. Although the spectroscopic parameters (see Table 1) employed
to set up the potential energy curve of the electronic species
F+2 (1
−1
u )  [3] provide an accurate description of its vibrational
structure, they overestimate the bond dissociation energy, which
can be calculated precisely from the first ionization potential of
the fluorine atom (0.640277 a.u. [30]), the corresponding adiabatic
ionization potential of F2(1
+
g ) (0.67251 a.u. [3])  and the bond
energy of the neutral molecule (0.05902 a.u. [5]). For this reason,
the dissociative contribution coming from this electronic state
is expected to  be even more important than shown in Fig. 7.  In
fact, if  one forces the corresponding potential energy curve to
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Fig. 7. Dissociative (dashed lines) and non-dissociative (continuous lines) photoion-
ization cross sections in atomic units of molecular fluorine from the valence shells.
They  have been obtained by summing over  all the vibrational contributions in the
non-dissociative case (Fig. 5) and by  integrating over the entire range of nuclear
kinetic energies in the dissociative path (Fig. 6).
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the correct dissociation limit, the contribution from dissociative
channel becomes half of the total 1−1u cross section.
As Fig. 6 shows, the cross section decreases with the nuclear
kinetic energy (x-axis), due to the progressively smaller vibrational
overlap. Indeed, the higher the vibrational state, the larger the
internuclear distance at which the maximum near the outer clas-
sical turning point appears, hence the smaller the overlap with
the vibrational ground state of the neutral. Similarly, the ion-
ization cross section decreases dramatically as the photoelectron
energy (y-axis in the figure) becomes higher due to the rapid
decay of the electronic dipole coupling. For a  better analysis of this
high-energy region, where interesting effects due to the molecu-
lar structure may  arise, we  have also calculated the ratios between
different vibrationally resolved cross sections. In doing so, one eas-
ily removes the rapid decrease of the absolute cross sections with
photoelectron energy, thus magnifying all other possible effects [9].
A similar analysis has been performed in  other works with diatomic
and polyatomic molecules and has proven to  be very useful for
comparison with experimental data and extraction of structural
information [31,32].
Figs. 8–10 show the vibrational branching ratios (-ratios) corre-
sponding to the ionization from the 1g, 1u and the 3g molecular
orbitals, respectively, as a  function of the linear momentum of the
ejected photoelectron. To make a  clearer comparison, we  have cho-
sen the most populated state as the common denominator (′ =  1
in the case of 1g ionization and ′ =  7 for 1u and for 3g). The
-ratios show pronounced oscillations around the FC value as a
function of the photoelectron linear momentum. These are the sig-
nature of the multicenter electron emission previously discussed.
The features are now magnified in  the vibrational branching ratios.
To prove that the origin of the oscillations is multicenter electron
emission we have extended the Cohen–Fano formula given in Eq.
(5) to account for the vibrational motion. This simply requires the
knowledge of the initial and final vibrational wave functions, which
are trivial to obtain once the corresponding potential energy curves
are know. The results of the model are included in Figs. 8–10.
In the case of 3g ionization (see Fig. 10), we find an excellent
agreement between theory and the simple model. This is  not the
case for the electron ejection from the 1g or the 1u molecular
orbitals (Figs. 8 and 9), which is not surprising since  orbitals con-
centrate most of the electron density outside the molecular axis (as
illustrated by Eq.  (4),  the Cohen–Fano model is only strictly valid
for an  initial electron density formed by  the superposition of two
spherical distribution). However, even in  these cases, we observe
oscillations in the -ratios, with periodicity and amplitude that are
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Fig. 9. Ratios between vibrationally resolved cross sections corresponding to  1u
photoionization of F2.  Black line: DFT theory; blue dashed line: Cohen–Fano model;
orange  dashed line: FC values. (For interpretation of the references to  color in this
legend, the reader is  referred to the web  version of the article.)
close to the actual ones. Only the phase of the oscillations is not
properly described.
All -ratios show an increase (a decrease if the vibrational level
′ in the numerator is lower than in the denominator) with pho-
ton energy which is  superimposed to their oscillatory trend. This
behavior has its origin in the recoil effect suffered by  the parental
ion when the photoelectron’s linear momentum is  not negligible.
In fact, using a  semi-classical model [33], one can predict the values
0 2 4 6
0.022
0.024
0.026
2 4 6
0.24
0.26
0.28DFT theory
CF model
0.64
0.66
0.68
0.7
0.95
0.96
0.97
0.97
0.98
0.99
0.8
0.82
0.84
0.86
0 2 4 6
0.57
0.6
0.63
0.66
2 4 6
0.26
0.28
0.3
0.32
Photoelectron momentum (a.u.)
I(v
’) 
/ I
(v’
=
 7
)
v’= 0
v’= 4
v’= 8
v’= 12 v’= 16
v’= 10
v’= 6
v’= 2
Fig. 10. Ratios between vibrationally resolved cross sections corresponding to 3g
photoionization of F2.  Black line: DFT theory; blue dashed line: Cohen–Fano model;
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legend, the reader is  referred to the web  version of the article.)
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of the -ratios to increase linearly with photon energy, i.e., quadrat-
ically with photoelectron momentum. In Fig. 8 we have included
the correction to the FC values due to the recoil for the lowest -
ratio to illustrate the effect, finding a good agreement with the our
theoretical results.
5. Conclusion
We  have theoretically explored photoionization of molecular
fluorine for photon energies up to hundreds of eV, by  considering
electron ejection from different molecular orbitals. The photoion-
ization cross sections have been obtained by  using the DFT-like
methodology described in Ref. [15,16].  For the outermost shells, we
have also included the nuclear degrees of freedom as described in
Ref. [9], which allows to describe dissociative and non-dissociative
ionization channels. The photoionization cross sections show an
oscillatory behavior as a function of the photoelectron momentum,
which is the result of the coherent emission from two equivalent
centers. The observed interference patterns are similar to those
already explained by Cohen and Fano [29] in the early sixties.
These interferences can be described by using very simple expres-
sions that account for both the ratio between total photoionization
cross sections associated to  different orbitals and to the branching
ratios between vibrationally resolved cross sections associated to
the same electronic ionic state. Both effects were demonstrated in
previous works [9,27] for other diatomic molecules, so the present
work reinforces the general validity of those findings. Possible
ways of extracting structural information from these ratios have
been recently proposed in  a  similar study on CO [31].  The orig-
inality of molecular fluorine compared to all previously studied
diatomic molecules (but molecular hydrogen) is that there is  a  non-
negligible probability of dissociative ionization when the electron
is ejected from the 1u or the 3g molecular orbitals. This fact could
be exploited experimentally to obtain molecular frame photoelec-
tron angular distributions by  using multi coincidence techniques,
since detection of the charged atomic fragments provides infor-
mation about the orientation of the molecule at the instant of
ionization.
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Ultrafast electron dynamics in
phenylalanine initiated by
attosecond pulses
F. Calegari,1 D. Ayuso,2 A. Trabattoni,3 L. Belshaw,4 S. De Camillis,4 S. Anumula,3
F. Frassetto,5 L. Poletto,5 A. Palacios,2 P. Decleva,6 J. B. Greenwood,4
F. Martín,2,7* M. Nisoli1,3*
In the past decade, attosecond technology has opened up the investigation of ultrafast
electronic processes in atoms, simple molecules, and solids. Here, we report the application
of isolated attosecond pulses to prompt ionization of the amino acid phenylalanine and
the subsequent detection of ultrafast dynamics on a sub–4.5-femtosecond temporal scale,
which is shorter than the vibrational response of the molecule. The ability to initiate and
observe such electronic dynamics in polyatomicmolecules represents a crucial step forward
in attosecond science, which is progressively moving toward the investigation of more
and more complex systems.
T
he investigation of ultrafast processes in
atoms received a major stimulus with the
introduction of attosecond pulses in the
extreme ultraviolet (XUV) spectral region
(1). Real-time observation of the femto-
second Auger decay in krypton was the first ap-
plication of isolated attosecond pulses in 2002
(2). This demonstration was then followed by
other important experimental results in the field
of ultrafast atomic physics, such as the real-time
observation of electron tunneling (3) and the
measurement of temporal delays of the order of
a few tens of attoseconds in the photoemission
of electrons fromdifferent atomic orbitals of neon
(4) and argon (5). The unprecedented time reso-
lution offered by attosecond pulses has also al-
lowed quantummechanical electronmotion and
its degree of coherence to be measured in atoms
by using attosecond transient absorption spec-
troscopy (6). Attosecond techniques have been
applied in the field of ultrafast solid-state phys-
ics, with the measurement of delays in electron
photoemission from crystalline solids (7) and
the investigation of the ultrafast field-induced
insulator-to-conductor state transition in a di-
electric (8). In the past few years, attosecond
pulses have also been used tomeasure ultrafast
electronic processes in simplemolecules (9). Sub-
femtosecond electron localization after atto-
second excitation has been observed inH2 andD2
molecules (10), and control of photo-ionization
of D2 and O2 molecules has been achieved by
using attosecond pulse trains (APTs) (11, 12).
More recently, an APT, in combination with two
near-infrared fields, was used to coherently ex-
cite and control the outcome of a simple chem-
ical reaction in a D2 molecule (13). Although the
study ofmore complexmolecules is challenging,
a formative measurement of the amino acid
phenylalanine has shown that ionization by a
short APT leads to dynamics on a temporal scale
of a few tens of femtoseconds. This has been in-
terpreted as the possible signature of ultrafast
electron transfer inside the molecule (14).
The application of attosecond techniques to
molecules offers the possibility of investigating
primary relaxation processes, which involve elec-
tronic and nuclear degrees of freedom and their
coupling. In the case of large molecules (e.g., bi-
ologically relevant molecules), prompt ioniza-
tion by attosecond pulses may produce ultrafast
charge migration along the molecular skeleton,
which can precede nuclear rearrangement. This
behavior has been predicted in theoretical calcu-
lations by various authors (15–19), whose work
was stimulated by pioneering experiments per-
formed byWeinkauf, Schlag, and co-workers on
fragmentation of peptide chains (20, 21). This
electron dynamics, evolving on an attosecond or
few-femtosecond temporal scale, can determine
the subsequent relaxation pathways of the mole-
cule (9). The process is induced by sudden gen-
eration of an electronic wave packet, whichmoves
across the molecular chain and induces a site-
selective reactivity, which is related to charge lo-
calization in a particular site of themolecule (15).
Although picosecond and femtosecond pulses
are suitable for the investigation of nuclear dy-
namics, the study of electronic dynamics with
these pulses has been made possible by slowing
down the dynamics through the use of Rydberg
electron wave packets (22). However, in order
to study the electron wave-packet dynamics in
the outer-valence molecular orbitals relevant to
most chemical and biological systems, attosecond
pulses are required.
Here, we present experimental evidence of
ultrafast charge dynamics in the amino acid
phenylalanine after prompt ionization induced
by isolated attosecond pulses. A probe pulse then
produced a doubly charged molecular fragment
by ejection of a second electron, and charge mi-
gration manifested itself as a sub-4.5-fs oscilla-
tion in the yield of this fragment as a function
of pump-probe delay. Numerical simulations of
the temporal evolution of the electronic wave
packet created by the attosecond pulse strongly
support the interpretation of the experimental
data in terms of charge migration resulting from
ultrafast electron dynamics preceding nuclear
rearrangement.
The a-amino acids consist of a central carbon
atom (a carbon) linked to an amine (-NH2)
group, a carboxylic group (-COOH), a hydrogen
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Fig. 1. Three-dimensional
structure of phenylalanine.
Molecular structure of the most
abundant conformer of the
aromatic amino acid phenylalanine.
Dark gray spheres represent
carbon atoms; light gray spheres,
hydrogen atoms; blue sphere,
nitrogen; and red spheres, oxygen.
The molecular geometry has
been optimized by using density
functional theory (DFT) with a
B3LYP functional.
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atom, and a side chain (R), which in the case of
phenylalanine is a benzyl group (Fig. 1). In our
experiments, we used a two-color, pump-probe
technique. Charge dynamics were initiated by iso-
lated XUV sub-300-as pulses, with photon energy
in the spectral range between 15 and 35 eV and
probed by 4-fs, waveform-controlled visible/near
infrared (VIS/NIR, central photon energy of
1.77 eV) pulses (see supplementary materials).
A clean plume of isolated and neutral molecules
was generated by evaporation of the amino acid
from a thin metallic foil heated by a continuous
wave (CW) laser. The parent and fragment
ions produced by the interaction of the mol-
ecules with the pump and probe pulses were
then collected by a linear time-of-flight device for
mass analysis, where the metallic foil was in-
tegrated into the repeller electrode (23). Ionization
induced by the attosecond pulse occured in a
sufficiently short time interval to exclude sub-
stantial electron rearrangement during the exci-
tation process.
We measured the yield for the production of
doubly charged immonium ions as a function of
the time delay between the attosecond pump
pulse and the VIS/NIR probe pulse (the struc-
ture of the immonium dication is ++NH2−˙CH-R).
Figure 2A shows the results on a 100-fs time
scale. The experimental data display a rise time of
10 T 2 fs and an exponential decay with time
constant of 25 T 2 fs [this longer relaxation time
constant is in agreement with earlier experi-
mental results reported in (14)]. Figure 2B shows
a 25-fs-wide zoom of the pump-probe dynamics,
obtained by reducing the delay step between
pump and probe pulses from 3 to 0.5 fs. An os-
cillation of the dication yield is clearly visible. For
a better visualization, Fig. 2C shows the same
yield after subtraction of an exponential fitting
curve. The data have been fitted with a sinusoidal
function of frequency 0.234 PHz (corresponding
to an oscillation period of 4.3 fs), with lower and
upper confidence bounds of 0.229 and 0.238 PHz,
respectively (see supplementary materials). The
experimental data have been also analyzed by
using a sliding-window Fourier transform, which,
at the expense of frequency resolution, shows
frequency and time information on the same
plot. The result is shown in Fig. 3A. At short
pump-probe delays, two frequency components
are present, around 0.14 and 0.3 PHz. A strong
and broad peak around 0.24 PHz forms in about
15 fs and vanishes after about 35 fs, with a spec-
tral width that slightly increases upon increasing
the pump-probe delay, in agreement with the
frequency values obtained frombest fitting of the
data reported in Fig. 2C.
From these results, we can draw the following
conclusions: (i) the ultrafast oscillations in the
temporal evolution of the dication yield cannot
be related to nuclear dynamics, which usually
come into play on a longer temporal scale, ulti-
mately leading to charge localization in a par-
ticular molecular fragment. Indeed, standard
quantum chemistry calculations in phenylalanine
(see supplementary materials) show that the
highest vibrational frequency is 0.11 PHz, which
corresponds to a period of 9 fs, associated with
X-H stretching modes, whereas skeleton vibra-
tions are even slower, so that one can rule out
that the observed beatings are due to vibrational
motion. In any case, some influence of the nu-
clear motion cannot be completely excluded, be-
cause, for example, stretching of the order of a
few picometers of carbon bonds can occur in a
few femtoseconds, and this could modify the
charge dynamics (24, 25). (ii) Clear oscillatory
evolution of the dication yield is observed even
without any conformer selection. It is well known
that amino acids exist in many conformations
as a result of their structural flexibility. Typically,
the energy barrier to interconversion between
different conformers is small, of the order of a
few kcal/mol, so that, even at room temperature,
thermal energy is sufficient to induce conforma-
tional changes. Theoretical investigations have
shown that such changes can affect the charge
migration process (26). In the case of phenylala-
nine, 37 conformers have been found by ab initio
calculations (27), with a conformational distrib-
ution that depends on temperature. In our ex-
periment, at an average temperature of about
430 K, only the six most stable conformers are
substantially present, as discussed in the supple-
mentary materials, with the most abundant con-
figuration shown in Fig. 1.
To further investigate themeasured dynamics,
we also varied the photon energy and spectral
width of the attosecond pump pulse by inserting
an indium foil in the XUV beam path. The new
XUV spectrum was characterized by a 3-eV (full
width at half maximum) peak centered around
15 eV, followed by a broad and weak spectral
component extending up to 25 eV. In this case,
doubly charged immonium fragments were bare-
ly visible, suggesting that the dication formation
involves relatively highly excited states of the
cation. We have calculated the energy level dia-
gramwith all the states of singly charged phenyl-
alanine generated by the XUV pump pulse and
all the states of the dication (see supplementary
materials). A number of transitions from excited
states of the cation to the lowest states of the
dication are possible, which involve the absorp-
tion of just a few VIS/NIR photons. These states
cannot be accessed by low-energy excitation, as
in the case of XUV pulses transmitted by the in-
dium foil. In this case, transitions from cation
states to the lowest dication states would require
the less probable absorption of many VIS/NIR
photons.
We also performed theoretical calculations to
describe the hole dynamics induced by an atto-
second pulse similar to that used in the experi-
ment. Details of the method can be found in the
supplementary materials. Because of the high
central frequency and large spectral width of
the pulse, a manifold of ionization channels is
open, thus leading to a superposition of many
one-hole (1h) cationic states, i.e., to an electronic
wave packet. Ionization amplitudes for all 1h
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Fig. 2. Pump-probemeasurements. (A) Yield of doubly charged immonium ion (mass/charge = 60) as
a function of pump-probe delay, measured with 3-fs temporal steps.The red line is a fitting curve with an
exponential rise time of 10 fs and an exponential relaxation time of 25 fs. (B) Yield of doubly charged
immonium ion versus pump-probe delay measured with 0.5-fs temporal steps, within the temporal
window shown as dotted box in (A). Error bars show the standard error of the results of four measure-
ments.The red line is the fitting curve given by the sum of the fitting curve shown in (A) and a sinusoidal
function of frequency 0.234 PHz (4.3-fs period). (C) Difference between the experimental data and the
exponential fitting curve displayed in (A). Red curve is a sinusoidal function of frequency 0.234 PHz.
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open channels (32 for a single conformer) were
quantitatively determined bymeans of the static-
exchange density functional theory (28–30),
which has been thoroughly tested in systems of
similar complexity, and first-order time-dependent
perturbation theory. A calculated photoelectron
spectrum at 45-eV photon energy is in very good
agreement with that obtained at 100 eV in a
synchrotron radiation experiment (31). From the
ionization amplitudes, the actual electronic wave
packet was calculated by using the experimental
frequency spectrum of the attosecond pulse. The
evolution of the electronic wave packet was then
evaluated by using a standard time-dependent
density matrix formalism (6), in which the system
is described by a sum of single-particle Hamil-
tonians. This is a reasonable approximationwhen,
as in the present case, changes in electronic den-
sity aremostly due to the coherent superposition
of 1h cationic states induced by the XUV pulse
(see supplementary materials). In other words,
higher-order processes in which additional elec-
trons are excited (e.g., correlation satellites) play
a minor role in the observed dynamics. The hole-
density was calculated as the difference between
the electronic density of the neutral molecule,
which does not depend on time, and the elec-
tronic density of the cation, from immediately
after XUV excitation up to a 500-fs delay. Be-
cause, in the experiments, the molecules were
not aligned, we calculated the charge dynamics
resulting from excitation by pulses with the elec-
tric field polarized along three orthogonal di-
rections (shown in Fig. 1). The results were then
averaged assuming randomly oriented mole-
cules. For a better analysis, we integrated the
hole density around selected portions of the
molecule: Beating frequencies were observed
when the charge density was integrated around
the amine group.
The six most populated conformers at 430 K
were considered in the simulations. Although
the precise frequencies of the relevant peaks in
the calculated Fourier spectra depend on the
particular conformer, the common character-
istic is the presence of three dominant groups
of Fourier peaks between 0.15 and 0.4 PHz. Our
calculations show that the largest temporal mod-
ulation of the hole dynamics occurs around the
amine group. Because of this fact, in Fig. 3C we
only show the Fourier power spectrum of the
calculated hole density around this group for
the most abundant conformer. We have then
analyzed the numerical results by using the same
sliding-window Fourier transform procedure ap-
plied to the experimental data. Figure 3B shows
the resulting spectrogram in a temporal window
up to 45 fs, considering an experimental tem-
poral resolution of about 3 fs. A dominant peak
around 0.25 PHz is visible, which forms in about
15 fs and vanishes after about 35 fs, in close
agreement with the results of the Fourier anal-
ysis of the experimental data. A higher frequency
component is visible around 0.36 PHz in the
delay intervals below ~15 fs and above ~30 fs.
At short delays, this component favorably com-
pares with the experimental observation of the
frequency peak around 0.30 PHz in the same
window of pump-probe delays. The temporal
evolution of the main Fourier components is a
consequence of the complex interplay among
several beating processes initiated by the broad-
band excitation pulse. Despite the agreement
with the experimental results, we cannot exclude
that the nuclear dynamics, which are not in-
cluded in the simulations, also play a role in the
temporal evolution of the measured oscillation
frequencies. The good agreement between sim-
ulations and experimental results is rather re-
markable in light of the fact that simulations
do not take into account the interaction of the
VIS/NIR probe pulse. The fact that the effects
of the probe pulse are not included in the simu-
lations can explain why the calculated inten-
sities of the different beatings differ from the
experimental ones. We note that the beating fre-
quencies have been observed experimentally
even though the initial hole density is highly de-
localized. An important result of the simulations
is that the measured beating frequencies origi-
nate from charge dynamics around the amine
group. This leads to the conclusion that the pe-
riodic modulations measured in the experiment
are mainly related to the absorption of the probe
pulse by the amine group. The mechanism that
makes the probe pulse sensitive specifically to
the charge density on this group is still not well
understood, and therefore it will not be further
discussed in the manuscript. Moreover, we ob-
serve that, in spite of the large number of poten-
tial frequency beatings associated to the wave
packet motion induced by the attosecond pulse,
only a few ones manifest in the experiment, thus
reducing the impact of the modulations intro-
duced by the probe pulse in the analysis of the
wave packet motion. Figure 4 displays snapshots
of the variation of the hole density with respect
to the time-averaged hole density as a function
of time for the most abundant conformer. In spite
of the very delocalized nature of the hole-density
resulting from the broadband XUV excitation, a
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Fig. 3. Fourier analysis of charge dynamics. Spectrograms calculated for the measured data of Fig. 2C
(A) and for the calculated hole density integrated over the amine group for the most abundant con-
former (B). The sliding window Fourier transforms have been calculated by using a Gaussian window
function g(t – td) = exp[–(t – td)
2/t0
2], with t0 = 10 fs and peak at td (gate delay time).The spectrogram
(B) was calculated considering an experimental temporal resolution of about 3 fs. (C) Fourier power
spectrum of the calculated hole density integrated over the amine group for the most abundant
conformer.
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substantial redistribution of this density is ob-
served on a sub-femtosecond scale. These charge
dynamics cannot be associated with a simple
migration from one side of the molecule to the
other. Despite the complexity of the charge con-
figuration calculated in a realistic (i.e., experi-
mentally accessible) situation, the concept of
charge migration is still valid. In particular, the
snapshots shown in Fig. 4 evidence a notable and
periodic variation of the charge density around
the amine group. This is because the dominant
beatings always involve delocalized orbitals with
substantial localization around the amine group
(see supplementarymaterials), thus showing that
evolution of the hole density around this func-
tional group provides a highly selective interac-
tion with the probe pulse.
Direct measurement of the ultrafast charge
dynamics in an amino acid, initiated by atto-
second pulses, represents a crucial benchmark
for the extension of attosecondmethodology to
complex systems. We have demonstrated that
charge fluctuations over large regions of a com-
plex molecule such as phenylalanine can be in-
duced by attosecond pulses on a temporal scale
much shorter than the vibrational response of
the system. This result was achieved in spite of
the broad bandwidth of the attosecond pulses
and, therefore, their low frequency selectivity,
thus showing that attosecond science offers the
possibility to elucidate processes ultimately lead-
ing to charge localization in complex molecules.
The latter has already been achieved in hydro-
gen molecules, where, after attosecond excitation,
charge localization was induced by the probe
NIR pulse as a result of the coupling with the
nuclear degrees of freedom at long time delays
(10). A similar achievement can be envisaged in
more complex molecules by performing more
sophisticated experiments, e.g., as those of (10),
combined with the extension of the existing
theoretical methods to account for the nuclear
motion.
REFERENCES AND NOTES
1. F. Krausz, M. Ivanov, Rev. Mod. Phys. 81, 163–234 (2009).
2. M. Drescher et al., Nature 419, 803–807 (2002).
3. M. Uiberacker et al., Nature 446, 627–632 (2007).
4. M. Schultze et al., Science 328, 1658–1662 (2010).
5. K. Klünder et al., Phys. Rev. Lett. 106, 143002 (2011).
6. E. Goulielmakis et al., Nature 466, 739–743 (2010).
7. A. L. Cavalieri et al., Nature 449, 1029–1032 (2007).
8. A. Schiffrin et al., Nature 493, 70–74 (2013).
9. F. Lépine, M. Y. Ivanov, M. J. J. Vrakking, Nat. Photonics 8,
195–204 (2014).
10. G. Sansone et al., Nature 465, 763–766 (2010).
11. F. Kelkensberg et al., Phys. Rev. Lett. 107, 043002 (2011).
12. W. Siu et al., Phys. Rev. A 84, 063412 (2011).
13. P. Ranitovic et al., Proc. Natl. Acad. Sci. U.S.A. 111, 912–917
(2014).
14. L. Belshaw et al., J. Phys. Chem. Lett. 3, 3751–3754
(2012).
15. F. Remacle, R. D. Levine, Proc. Natl. Acad. Sci. U.S.A. 103,
6793–6798 (2006).
16. L. S. Cederbaum, J. Zobeley, Chem. Phys. Lett. 307, 205–210
(1999).
17. H. Hennig, J. Breidbach, L. S. Cederbaum, J. Phys. Chem. A
109, 409–414 (2005).
18. J. Breidbach, L. S. Cederbaum, Phys. Rev. Lett. 94, 033901
(2005).
19. J. Breidbach, L. S. Cederbaum, J. Chem. Phys. 118, 3983
(2003).
20. R. Weinkauf, P. Schanen, D. Yang, S. Soukara, E. W. Schlag,
J. Phys. Chem. 99, 11255–11265 (1995).
21. R. Weinkauf et al., J. Phys. Chem. 100, 18567–18585
(1996).
22. J. Wals et al., Phys. Rev. Lett. 72, 3783–3786 (1994).
23. C. R. Calvert et al., Phys. Chem. Chem. Phys. 14, 6289–6297
(2012).
24. S. Lünnemann, A. I. Kuleff, L. S. Cederbaum, Chem. Phys. Lett.
450, 232–235 (2008).
25. D. Mendive-Tapia, M. Vacher, M. J. Bearpark, M. A. Robb,
J. Chem. Phys. 139, 044110 (2013).
26. A. I. Kuleff, L. S. Cederbaum, Chem. Phys. 338, 320–328
(2007).
27. H. Z. Huang, W. Yu, Z. Lin, J. Mol. Struct. THEOCHEM 758,
195–202 (2006).
28. D. Toffoli, M. Stener, G. Fronzoni, P. Decleva, Chem. Phys. 276,
25–43 (2002).
29. E. Plésiat, P. Decleva, F. Martín, Phys. Chem. Chem. Phys. 14,
10853–10871 (2012).
30. S. E. Canton et al., Proc. Natl. Acad. Sci. U.S.A. 108,
7302–7306 (2011).
ACKNOWLEDGMENTS
We acknowledge support from the European Research Council
under ERC grant nos. 227355 ELYCHE and 290853 XCHEM,
LASERLAB-EUROPE (grant agreement no. 284464, European
Commission’s Seventh Framework Programme), European
COST Action CM1204 XLIC, the Ministerio de Ciencia e
Innovación project FIS2010-15127, the ERA-Chemistry project
PIM2010EEC-00751, European grants MC-ITN CORINF and
MC-RG ATTOTREND 268284, UK’s Science and Technology
Facilities Council Laser Loan Scheme, the Engineering and
Physical Sciences Research Council (grant EP/J007048/1), the
Leverhulme Trust (grant RPG-2012-735), and the Northern Ireland
Department of Employment and Learning.
SUPPLEMENTARY MATERIALS
www.sciencemag.org/content/346/6207/336/suppl/DC1
Materials and Methods
Supplementary Text
Figs. S1 to S11
Tables S1 and S2
References (31–53)
Movie S1
28 March 2014; accepted 16 September 2014
10.1126/science.1254061
SCIENCE sciencemag.org 17 OCTOBER 2014 • VOL 346 ISSUE 6207 339
Fig. 4. Snapshots of hole dynamics. Relative variation of the hole density with respect to its time-averaged value as a function of time for themost abundant
conformer. Isosurfaces of the relative hole density are shown for cutoff values of +10−4 arbitrary units (yellow) and –10−4 (purple).Time is with reference to the
end of the XUV pulse (first snapshot). To guide the eye, time intervals between snapshots showing a similar accumulated density over the amine group are
indicated.These time intervals are close to the dominant periods associated with the electronic wave-packet motion shown in Fig. 3.The location of the amine
group is highlighted in the first snapshot with a shaded contour.
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Materials and Methods 
Experimental setup 
For the experiments a Ti:sapphire laser system was used (Femtopower PRO HE 
CEP, Femtolasers) delivering 6-mJ pulses, with 25-fs duration and 1-kHz repetition rate. 
The carrier-envelope phase (CEP) was stabilized by two feedback loops: a fast loop 
acting on the oscillator and a slow loop acting on a glass wedge placed in the stretcher 
before the preamplifier. The pulses used for the experiments present a residual CEP 
fluctuation of ~200 mrad (rms), measured in-loop with a f-2f interferometer using an 
integration time of 1 ms. We have first compressed the pulses using a hollow-fiber (32) 
with pressure gradient (33) and a broadband chirped-mirror dispersive delay line. We 
used a 1-m-long hollow fiber with an inner diameter of 320 µm, filled with helium: the 
pressure at the input of the fiber was kept to <5 mbar and 2 bar at the output. The beam 
position at the input of the hollow fiber was actively stabilized. A pulse energy of 3.3 mJ 
was obtained at the output with no gas in the fibre, and 2.3 mJ with gas. After 8 
reflections on the chirped mirrors, pulses as short as 4 fs were achieved. The pulse 
duration was measured by using a single-shot Self-Referenced Spectral Interferometry 
method (34) implemented with Cross-Polarized Wave (XPW). 
 
Fig. S1. 
Pump-probe experimental setup. Experimental setup for the pump-probe 
measurements. BS is a broadband beam-splitter with 30% reflection; TOF mass 
spectrometer is a time of flight mass spectrometer. The focusing mirror has a 1-m radius 
of curvature. 
 
The experimental setup used for the pump-probe measurements is shown in Fig. S1. 
The visible/near infrared (VIS/NIR) beam was divided into two parts using a beam 
splitter with 30% reflection. The transmitted portion of the beam was focused by a 1-m 
radius of curvature mirror into a 3-mm-thick cell filled with xenon at static pressure to 
produce extreme ultraviolet (XUV) radiation by high-order harmonic generation (HHG). 
Isolated attosecond pulses, with energy in the nanojoule range, were produced by 
employing the ionization gating technique (35). A 100-nm-thick aluminium filter was 
used to filter out the fundamental radiation and the low order harmonics. An indium foil 
has been also used in a few measurements described in the text. The temporal duration of 
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the XUV pulses (29020 as) was measured by using the Frequency Resolved Optical 
Gating for Complete Reconstruction of Attosecond Bursts (FROG CRAB) technique (36-
37). The remaining part of the VIS/NIR beam was collinearly recombined with the XUV 
beam by using a mirror with a central hole. The temporal delay between VIS/NIR and 
XUV pulses was adjusted with attosecond resolution by using a piezoelectric translation 
stage. The pump and probe pulses were collinearly focused into the mass spectrometer by 
using a gold-coated toroidal mirror, with unit magnification, which provided an almost 
aberration-free image of the XUV source with negligible temporal smearing of the 
attosecond pulses (38). The peak intensity of the VIS/NIR probe pulse in the sample was 
about 51012 W/cm2. The spectrum of the XUV radiation was measured by using a high-
resolution flat-field soft x-ray spectrometer consisting of a grating, followed by a 
phosphor screen, and a charge-coupled device (CCD) camera (38). 
 
Molecular Target Preparation 
For the experiments, 99% DL-Phenylalanine was acquired from Sigma-Aldrich and 
used without further purification. It was rubbed directly onto the surface of a 301 
stainless steel foil of 10-m thickness and 12-mm diameter and then clamped into the 
repeller electrode of a time of flight mass spectrometer (23). The distance from the foil, 
and hence the sample, to the focal point of the ionizing laser pulses was approximately 3 
mm. To evaporate the sample, the reverse side of the foil was irradiated with a CW diode 
laser operating at a wavelength of 960 nm, with a spot diameter of 6 mm and power in 
the range 0.3 – 0.4 W. 
The temperature of the sample was estimated by assuming equilibrium heat 
conduction along the foil to the repeller electrode (which acts as a room temperature heat 
sink) and that 30% of the incident radiation was absorbed by the foil at this wavelength 
(39). Radiative heat losses were negligible for the calculated temperatures. For the lowest 
laser power used, the temperature at the centre of the foil was estimated to be 430 K and 
about 410 K at a radius of 2 mm. As the sample depleted, to increase the evaporation at 
greater distances from the center, the diode laser power was increased to maintain a 
constant target gas density.  While the evaporated target molecules were relatively hot, no 
fragmentation of the molecules was expected prior to interaction with the ionizing pulses. 
It was observed that using only the 4 fs VIS/NIR pulses to ionize the molecules produced 
predominantly parent ions in the mass spectrum. In other experiments using an even 
softer ionization method (near threshold single photon ionization), parent phenylalanine 
ions constituted more than 90% of the mass spectrum for a molecular temperature of 423 
K (40). Therefore, we can conclude that the observed ultrafast dynamics can be attributed 
to the parent phenylalanine cation and that loss of the carboxyl group to form the 
immonium dications occurs after interaction with the pump and probe pulses. 
 
Fitting of the oscillations in the yield of immonium dication 
The pump-probe measurement shown in Fig. 2A, acquired in the case of 3-fs 
temporal step for the delay between pump and probe pulses, has been fitted by the 
convolution, F(t), of a Gaussian pulse of 4-fs full-width at half maximum (FWHM) 
corresponding to probe pulse duration, with the following function:  
  
4 
 
   
1 2/ /( ) ( )t tR t A e e            (1) 
where  1 = 102 fs and  2 = 252 fs. In order to fit the temporal evolution of the 
oscillations in the yield of the doubly-charged immonium fragment, we have first 
subtracted the fitting curve F(t) (assuming  1 = 10 fs and  2 = 25 fs)from the 
experimental data acquired in the case of 0.5-fs delay-steps. 
At short pump-probe delays (t < 10 fs) Fourier analysis shows the presence of two main 
frequency components around 0.14 PHz and 0.3 PHz, as displayed in the spectrogram of 
Fig. 3A. Therefore, the experimental data have been fitted by the sum of two sinusoidal 
functions: 
 
1 1 1 2 2 2( ) sin(2 ) sin(2 )S t A t A t            (2) 
 
The curve has been calculated by using the fitting tool of Matlab R2011a with a 
confidence level for the bounds of 95%. The result is displayed in Fig. S2. The calculated 
frequencies are: 0.14 PHz (lower and upper confidence bounds: 0.12 PHz and 0.158 PHz, 
respectively) and 0.293 PHz (lower and upper confidence bounds: 0.281 PHz and 0.304 
PHz, respectively). The total deviation is 0.0063 PHz and the root-mean-square deviation 
is 0.0148 PHz.  
 
Fig. S2 
Fitting curve: short pump-probe delays (t < 10 fs). Dots correspond to the difference 
between the experimental data and the exponential fitting curve F(t). Error bars show the 
standard error of the results of four measurements. Red curve is the corresponding fitting 
curve calculated considering the sum of two sinusoidal functions of frequencies 0.14 PHz 
(A1 = 0.016, 1 = 2.88 rad) and 0.293 PHz (A2 = 0.025, 2 = 3.62 rad). 
 
 In the delay range between 10 fs and 40 fs a strong and broad peak around 0.24 PHz 
is visible in the spectrogram of Fig. 3A, with a spectral width which slightly increases 
upon increasing the pump-probe delay. We have first fitted the experimental data by 
using a single sinusoidal function. The result is shown in Fig. 2C. The calculated 
frequency is 0.234 PHz, with lower and upper confidence bounds of 0.229 PHz and 0.238 
PHz, respectively. The total deviation is 0.0069 PHz and the root-mean-square deviation 
is 0.0119 PHz. The amplitude and phase of the fitting curve are A = 0.022 and  = 1.75 
rad, respectively.  
 The same data can be also fitted by the sum of two sinusoidal functions. The result is 
displayed in Fig. S3. The resulting frequencies are: 0.234 PHz (lower and upper 
confidence bounds: 0.229 PHz and 0.239 PHz, respectively) and 0.292 PHz (lower and 
upper confidence bounds: 0.277 PHz and 0.307 PHz, respectively). The total deviation of 
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0.0059 PHz and the root-mean-square deviation of 0.0113 PHz are slightly reduced 
compared to the single-frequency fitting. 
 Figure S4 shows the experimental data, after subtraction of the fitting curve F(t), in 
the whole temporal region of the pump-probe measurement. The fitting curve displayed 
in the figure is the composition of the curves shown in Fig. S2 and S3. 
  
Fig. S3 
Fitting curve: delay range between 10 fs and 40 fs. Dots correspond to the difference 
between the experimental data and the exponential fitting curve F(t). Error bars show the 
standard error of the results of four measurements. Red curve is the corresponding fitting 
curve calculated considering the sum of two sinusoidal functions of frequencies 0.234 
PHz (A1 = 0.022, 1 = 1.61 rad) and 0.292 PHz (A2 = 0.007, 2 = 4.88 rad). 
 
Fig. S4 
Fitting curve: whole delay range. Dots correspond to the difference between the 
experimental data and the exponential fitting curve F(t). Error bars show the standard 
error of the results of four measurements. Blue curve is the fitting curve shown in Fig. 
S2, red curve is the fitting curve shown in Fig. S3. 
Theoretical method 
As the XUV pulse is weak, we use time-dependent first-order perturbation theory to 
evaluate the ionization amplitudes at the end of the pulse t = T: 
0( )
0( ) ( , ) | | ( ) ( )
T
i E E t
l lc T i r e r r E t e dt
 
  
 

         (3) 
where 0 is the all-electron (hereafter called N-electron) ground state of phenylalanine 
with energy E0, l() is the N-electron continuum state that describes a photoelectron 
ejected from the  molecular orbital with kinetic energy  and angular quantum number l 
(for simplicity in the notation, we have omitted the m quantum number), E is the 
corresponding cationic energy and E(t) is the electric field associated with the XUV pulse 
polarized along the e  direction. This electric field is derived from the experimental 
measurements. The 0 and l() wave functions have been evaluated  in the framework 
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of the fixed-nuclei approximation by using the static-exchange density functional theory 
(DFT) and the LB94 functional for exchange and correlation (see reference (28)) . A 
more accurate description of the corresponding energies has been obtained by using a 
local density approximation that includes the self-interaction correction term that ensures 
that the ionized electron sees the correct asymptotic charge. The electronic Kohn-Sham 
equations were solved by expanding the wave functions in a basis of multicentric B-
spline functions. The static-exchange DFT method has been successfully used to study 
photoionization of a large number of diatomic and polyatomic molecules [see, e.g., (28-
30, 41-50) and references therein].  
Neglecting the interaction of the photoelectron with the remaining (N-1)-electron 
cation, the electronic density of the latter is given by (51, 52): 
'( )(ion) 2 (ion)
ion ' ' ' '
' '
' '
( , ) ( ) ( ) ( )( ) i E E tr t r e r r      
  
   
     
 
      (4) 
 
Fig. S5.  
Ionization potentials. Ionization potentials for the most abundant conformer of the 
phenylalanine molecule obtained from static-exchange DFT-LDA calculations. The 
labels "An" denote the molecular orbital from which the electron is removed. 
 
where ( )r  is the  molecular orbital and 
(ion)
'  is the reduced density matrix element 
defined as :  
(ion) *
' '( ) ( )l l
l
c c d             (5) 
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The hole density is given by the difference between the electronic density of the neutral 
molecule, which does not depend on time, and the electronic density of the cation: 
'( )(ion) 2 (ion)
hole neutral ion ' ' ' '
' '
' '
( , ) ( ) ( , ) 1 ( ) ( ) ( )( ) i E E tr t r r t r e r r      
  
   
       
 
      
           (6) 
where 
2
neutral( ) ( )r r

          (7) 
 
Supplementary Text 
Photoionization cross sections 
Figure S5 shows the ionization energies of all open channels for the most abundant 
(according to Ref. (27)) conformer of phenylalanine. These energies are approximately 
given by the Kohn-Sham orbital energies resulting from the static-exchange DFT 
calculations. The blow-up shows the ionization energies for the highest channels. 
Fig. S6.  
Photoionization cross sections and spectrum of the attosecond pump pulse. 
Photoionization cross sections of the phenylalanine molecule from different molecular 
orbitals provided by the static-exchange DFT method. Numbers and colors denote the 
same molecular orbitals as in Fig. S5. The frequency spectrum of the attosecond pulse 
used in the experiment and in the calculations of the transition amplitudes leading to the 
coherent superposition of the one-hole states is represented by a thick orange curve lying 
over a shaded area. 
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The corresponding photoionization cross sections are shown in Fig. S6 as a function of 
photon energy. The figure also shows the frequency spectrum of the XUV pulse. As can 
be seen, all open channels significantly contribute to the total ionization cross section in 
the whole energy range accessible by the XUV pulse. 
Fig. S7.  
Fourier analysis of hole dynamics: dependence on the polarization direction. Fourier 
power spectra of the hole density integrated over the amine group for the most abundant 
conformer of phenylalanine for the three polarization directions defined in Fig. 1 of the 
manuscript and the average over all polarization directions (randomly oriented 
molecules). We have also identified the Kohn-Sham orbitals that are responsible for the 
most important beatings. 
 
Analysis of the observed dynamics 
We have evaluated the hole density (Eq. 6) at different values of time, from right after the 
interaction with the XUV pulse up to 500 fs. We seek to describe the interaction of 
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linearly polarized light with randomly oriented molecules, so we have considered the 
three polarization directions x, y and z shown in Fig. 1 of the manuscript.  
From the calculated evolution of the hole density it is clear that the largest variations 
of this density are observed around the amine group (-NH2). In order to perform a more 
quantitative analysis, we have integrated the hole density around the amine group. Figure 
S7 shows the results obtained in the case of the most abundant conformer of 
phenylalanine. The Fourier power spectra of the temporal evolution of the integrated hole 
densities are displayed for each orientation and the average over polarization direction, 
assuming randomly oriented molecules.  
To better understand the observed dynamics, in Fig. S7 we have identified the 
Kohn-Sham orbitals that are responsible for the most important beatings. For 
completeness, the Kohn-Sham molecular orbitals are plotted in Fig. S8. As can be seen, 
the dominant beatings almost always involve two orbitals with significant density around 
the amine group, and at least one of these orbitals allows for delocalization over the 
whole molecule. This is the reason why the hole moves all over the molecule and the 
dynamics is better observed in the vicinity of the amine group. To further confirm that the 
observed dynamics can almost be entirely explained in terms of some of the cationic 
states that are initially populated by the XUV attosecond pulse, we have carried out 
calculations for the most abundant conformer in which only cationic states resulting from 
removing an electron from the A24, A25, A28, A29, A31, A32, A35, A36, A41, and A44 
orbitals are included in the free propagation of the electronic wave packet. 
 
 
Fig. S8.  
Kohn-Sham molecular orbitals. Calculated Kohn-Sham orbitals of phenylalanine. 
 
Conversely, we have also performed calculations in which all cationic states but the 
above mentioned ones are included. The results of these two calculations are shown and 
compared with the full calculations in Fig. S9. As can be seen, the full FT spectrum is 
almost entirely reproduced by only including the above ten states. In contrast, the 
dynamics resulting from excluding these states is almost inexistent. 
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Fig. S9.  
Fourier power spectra. Hole density integrated over the amine group for the most 
abundant conformer. Black curves: full calculation. Red curves: only cationic states 
resulting from removing an electron from the A24, A25, A28, A29, A31, A32, A35, A36, 
A41, and A44 orbitals are included. Green curves: all cationic states but the above 
mentioned ones are included. 
 
The ultrafast temporal evolution of the wave packet generated by the attosecond pump 
pulse has also been calculated for the most stable six conformers of phenylalanine. While 
the precise frequencies of the relevant peaks in the calculated Fourier spectra depend on 
the particular conformer, the common characteristic is the presence of three dominant 
groups of Fourier peaks between 0.15 and 0.4 PHz. A thermal average of the various 
conformers has been calculated, on the basis of the estimated temperature of the 
phenylalanine molecules (~430 K), by using the ratios calculated by Huang et al (27), as 
given in Table S1. 
These ratios were obtained by using statistical mechanics methods based on DFT B3LYP 
quantum chemistry calculations of the geometries, energies, vibrational frequencies and 
rotational constants of the 37 lowest conformers of phenylalanine.  
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Table S1: Equilibrium distributions (%) of Phenylalanine conformers at T = 418 K. 
Reported from Ref. (27). 
 
Conformer Eq. distribution (%)  
at T = 418 K 
1 10.6 
2 18.1 
3 11.1 
4 6.0 
5 5.7 
6 15.4 
 
 
The corresponding Fourier power spectrum is given in Fig. S10B. The peaks around 0.25 
PHz and 0.36 PHz, which dominate the corresponding Fourier power spectrum of the 
most abundant conformer (see Fig. S10A), are clearly visible. Likewise, the low-
frequency component at 0.19 PHz is still evident.  
Fig. S10.  
Fourier analysis of hole dynamics: role of conformers.  Fourier power spectra of the 
calculated hole density integrated over amine group: (A) most abundant conformer; (B) 
average over the six mostly populated conformers. 
 
We emphasize that the experiment and the calculations probe the specific dynamics 
generated by the initial pump pulse and go far beyond exclusively providing information 
about energy spacings between the different quantum states of the phenylalanine 
molecule. This is dramatically illustrated by Fig. S11, in which the calculated Fourier 
spectrum corresponding to the most abundant conformer is compared with a similar one 
containing all possible energy spacings with an equal weight. The dynamics of the 
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electronic wavepacket generation by the pump pulse is responsible for the fact that only a 
few beatings are observed. These depend on the dipole matrix elements (i.e., the ionizing 
transition induced by the XUV attosecond pulse) and the interference between the 
different amplitudes, which is a direct consequence of the time evolution of the hole 
density. Moreover, if all six conformers were considered, the bottom panel of Fig. S11 
would appear as a quasi-continuum. This is a clear indication that the few beatings that 
are observed and their relative intensity carry the dynamical information about the 
ionization step and the subsequent evolution of the hole density. 
Fig. S11.  
Fourier power spectra of the calculated hole density integrated over the amine group for 
the most abundant conformer of phenylalanine. Top: actual calculation. Bottom: results 
obtained by using an equal weight for all cationic states accessible by the XUV pulse. 
 
Vibrational frequencies of phenylalanine  
We have calculated the vibrational frequencies and corresponding vibrational periods of 
phenylalanine. These have been obtained from standard DFT-B3LYP quantum chemistry 
calculations. The results are given in Table S2. As can be seen, all the vibrational 
frequencies (periods) are much smaller (larger) than the frequency (period) of the slowest 
observed beating. Therefore, one can rule out that the observed beatings are due to 
vibrational motion. 
 
Table S2: Vibrational frequencies of phenylalanine. Frequency (cm
-1
 and PHz) and 
corresponding periods (fs) of vibrational modes of phenylalanine. 
 
Mode Freq. (cm
-1
) Freq. (PHz) Period (fs) 
1 37.3 0.0011 894.8 
2 45.0 0.0013 740.7 
3 66.8 0.0020 499.2 
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4 104.3 0.0031 319.9 
5 191.5 0.0057 174.2 
6 229.6 0.0069 145.3 
7 248.1 0.0074 134.5 
8 292.9 0.0088 113.9 
9 379.0 0.0114 88.0 
10 408.8 0.0123 81.6 
11 418.2 0.0125 79.8 
12 487.6 0.0146 68.4 
13 493.2 0.0148 67.6 
14 565.8 0.0170 59.0 
15 604.6 0.0181 55.2 
16 635.6 0.0191 52.5 
17 645.0 0.0193 51.7 
18 714.6 0.0214 46.7 
19 733.9 0.0220 45.5 
20 773.4 0.0232 43.1 
21 780.2 0.0234 42.8 
22 855.2 0.0256 39.0 
23 867.3 0.0260 38.5 
24 885.8 0.0266 37.7 
25 922.2 0.0276 36.2 
26 945.6 0.0283 35.3 
27 996.9 0.0299 33.5 
28 1001.0 0.0300 33.3 
29 1008.4 0.0302 33.1 
30 1014.2 0.0304 32.9 
31 1051.5 0.0315 31.7 
32 1105.1 0.0331 30.2 
33 1118.6 0.0335 29.8 
34 1141.6 0.0342 29.2 
35 1177.4 0.0353 28.3 
36 1184.0 0.0355 28.2 
37 1207.1 0.0362 27.6 
38 1218.8 0.0365 27.4 
39 1243.7 0.0373 26.8 
40 1292.8 0.0388 25.8 
41 1330.5 0.0399 25.1 
42 1343.5 0.0403 24.8 
43 1368.9 0.0410 24.4 
44 1377.7 0.0413 24.2 
45 1403.6 0.0421 23.8 
46 1486.9 0.0446 22.4 
47 1487.8 0.0446 22.4 
48 1530.6 0.0459 21.8 
49 1621.4 0.0486 20.6 
50 1643.2 0.0493 20.3 
51 1668.8 0.0500 20.0 
52 1813.3 0.0544 18.4 
53 3024.2 0.0907 11.0 
54 3054.6 0.0916 10.9 
55 3097.8 0.0929 10.8 
56 3154.5 0.0946 10.6 
57 3159.8 0.0947 10.6 
58 3169.5 0.0950 10.5 
59 3176.9 0.0952 10.5 
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60 3187.3 0.0956 10.5 
61 3501.7 0.1050 9.5 
62 3570.7 0.1070 9.3 
63 3754.0 0.1125 8.9 
Accuracy of the time-propagation method 
 To verify the fidelity of our time-propagation method, we have performed theoretical 
calculations for the glycine molecule, which has been extensively studied by Kuleff et al. 
(53). In the latter reference, 2h1p states were explicitly included in the time propagation,  
so that a direct comparison with their results provides an unambiguous answer about the 
role played by such states not included in our time propagation scheme. Our results (to be 
published elsewhere) are in excellent agreement with those of Kuleff et al. (53). 
Therefore, in the range of photon energies leading to the cationic states relevant for the 
observed dynamics, we can safely conclude that 2h1p states do not play a significant role.   
 
 
Fig. S12.  
Energy level diagram containing all the states of singly charged phenylalanine  created by 
the XUV pulse, all the states of doubly-charged phenylalanine and those for the system 
immonium
++
 + COOH. 
 
Possible probe mechanisms 
Figure S12 shows an energy-level diagram with all the states of singly charged 
phenylalanine (P
+
) created by the XUV pulse, all the states of doubly-charged 
phenylalanine (P
++
) and those for the system (immonium
++
 + COOH) (for short I
++
). The 
  
15 
 
energies of the latter two systems have been generated by removing electrons from all 
molecular orbitals of P
+
 and immonium+, respectively. As can be seen, one can go from a 
highly excited state of P
+
 to the lowest states of P
++
 or I
++
 by absorbing just a few 
VIS/NIR photons (photon energy around 1.77 eV). Of course, one cannot know how 
likely this transition will be, but one can unambiguously say that the process only 
requires absorption of very few VIS/NIR photons. Even if these transitions were unlikely, 
e.g., due to unfavorable overlap between initial and final orbitals, the transition should be 
much more likely than others involving many photons even with favorable overlap.  
 
Movie S1 
The movie depicts the calculated temporal evolution of the relative variation of the hole 
density with respect to its time-averaged value  for the most abundant conformer of 
phenylalanine. Iso-surfaces of the relative hole density are shown for cutoff values of 
+10
-4
 a.u. (yellow) and -10
-4
 (purple). Time is referred to the end of the XUV pulse. 
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Abstract—In the past few years, attosecond techniques have
been implemented for the investigation of ultrafast dynamics in
molecules. The generation of isolated attosecond pulses character-
ized by a relatively high photon flux has opened up new possibilities
in the study of molecular dynamics. In this paper, we report on ex-
perimental and theoretical results of ultrafast charge dynamics in
a biochemically relevant molecule, namely, the amino acid pheny-
lalanine. The data represent the first experimental demonstration
of the generation and observation of a charge migration process in
a complex molecule, where electron dynamics precede nuclear mo-
tion. The application of attosecond technology to the investigation
of electron dynamics in biologically relevant molecules represents
a multidisciplinary work, which can open new research frontiers:
those in which few-femtosecond and even subfemtosecond electron
processes determine the fate of biomolecules. It can also open new
perspectives for the development of new technologies, for example,
in molecular electronics, where electron processes on an ultrafast
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temporal scale are essential to trigger and control the electron
current on the scale of the molecule.
Index Terms—Molecular physics, attosecond, femtosecond,
extreme-ultraviolet (XUV) spectroscopy, high harmonics, ultrafast
optics.
I. INTRODUCTION
U LTRAFAST dynamics in molecules is at the root of a num-ber of physical, chemical and biological processes [1]–[3].
Indeed, chemical reactions are the result of bond breaking and
formation, a dynamical process that is initiated by changes in
the electronic structure. The study of the dynamics associated
to the nuclear motion belongs to the realm of femtochemistry, a
well-established field that for more than twenty years has been
able to capture and even control the nuclear motion in chemical
reactions and intramolecular processes [4]. The initial step, i.e.,
electron rearrangement, remains to be fully understood.
Time-resolved studies on electron dynamics can shed light
on the underlying mechanisms in a variety of processes such as
photosynthesis, cellular respiration or electron transport along
large peptides and proteins [5], [6]. Electron dynamics of those
processes are induced by absorption of photons in the ultra-
violet (UV) and extreme UV (XUV) range and occur in the
attosecond time scale. Experimental tools and techniques able
to provide such time resolution in complex molecular targets
are still in their infancy [7]. The first pump-probe experiment
on molecules using an isolated attosecond pulse to launch elec-
tron dynamics was reported in 2010, where electron localization
was then measured in H2 and D2 using an infrared (IR) probe
pulse and recorded with attosecond time resolution [8]. One year
later, trains of attosecond pulses were also used to investigate
how a moderately intense IR field affects the electronic dynam-
ics induced by the XUV photoionization of hydrogen molecules
[9], or to demonstrate the possibility of controlling dissociative
ionization of oxygen molecules [10]. Attosecond pulse trains
have been also combined with two near-IR pulses to coherently
excite and control the outcome of a simple chemical reaction in
D2 molecules [11].
Further applications of attosecond technology nowadays fo-
cus on larger and complex targets. Already in 2012, successful
results have been reported on the use of a short train of attosec-
ond pulses to explore the ultrafast dynamics in an amino acid
[12]. In this paper, the evolution of various ionic fragments of
phenylalanine was followed in time after prompt single-photon
1077-260X © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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ionization of the molecule by the XUV attosecond pulses. More
recently, the authors of the present paper have reported the first
experimental demonstration of charge migration in the same
amino acid. It was found that this process is characterized by
sub-4.5 fs oscillations appearing in the quantum yield of a spe-
cific doubly charged fragment [13].
Charge migration refers to a charge transfer mechanism oc-
curring on a temporal scale that precedes notable nuclear motion
[14], [15]. The first experimental glimpse of an extremely effi-
cient and ultrafast charge transfer within polypeptide molecules,
was reported by Schlag and co-workers [16], [17]. They showed
that if an electron is selectively ionized from a chromophore at
the C-terminal end of a peptide, the location of the charge can
be probed by using the shift in absorption of the chromophore
once charged. By employing this technique, they were able to
observe a charge transfer over more than 10 σ-bonds. They
interpreted their experiments in terms of a very fast charge-
transfer process, which can efficiently compete with fast intra-
chromophoric rates. They also showed that this charge transfer
was directly correlated with the properties of individual amino
acids.
The ultrafast dynamics of charge transfer processes initiated
in complex biologically relevant molecules by sudden pho-
toionization have been investigated in various theoretical pa-
pers [14], [15], [18], [19]. It was suggested that if an electron
is suddenly removed from a molecular orbital, the molecule
will be in a superposition of electronic states of the radical
cation. The temporal evolution of this electronic wavepacket,
producing charge oscillations, has been referred to as charge
migration to distinguish it from charge transfer mediated by
nuclear motion. For example, a hole generated by prompt ion-
ization of the highest-occupied molecular orbital (HOMO) of
the tetrapeptide Trp-Leu-Leu-Leu (Trp and Leu are the amino
acids Tryptophan and Leucine, respectively) and localized on
the Trp chromophore migrates to the N terminus (or amino-
terminus) of the peptide in 0.75 fs [15]. Direct experimental
access to such sub-femtosecond processes is mandatory to im-
age electronic dynamics in complex molecules and requires of
attosecond measurement techniques.
In this paper, we report experimental measurements and a de-
tailed theoretical analysis of the first application of isolated at-
tosecond pulses to phenylalanine. In Section II, the pump–probe
experimental setup is described. Experimental results are dis-
cussed in Section III, where we first present the mass spectrum
of phenylalanine produced upon photoionization by isolated at-
tosecond pulses, followed by the pump-probe measurements
that reveal the signature of ultrafast charge migration along the
molecular skeleton. The theoretical data and interpretation are
given in Section IV. Finally, Section V presents a summary of
the most significant results.
II. EXPERIMENTAL SETUP
For the experiments a Ti:sapphire laser system was used
(Femtopower PRO HE CEP, Femtolasers) with the following
characteristics: 6-mJ pulse energy, 25-fs pulse duration and
1-kHz repetition rate. The carrier-envelope phase (CEP) was
stabilized by two feedback loops: a fast loop acting on the os-
cillator and a slow loop acting on a glass wedge placed in the
stretcher before the preamplifier. The residual CEP fluctuation
was about 200 mrad (rms), measured in-loop with a f-to-2f in-
terferometer using an integration time of 1 ms. We have then
compressed the pulses using the hollow-fiber compression tech-
nique [20], [21] in combination with a broadband chirped-mirror
dispersive delay line. Due to the high energy of the laser pulses,
the pressure gradient scheme has been employed [22]. We used
a 1-m-long hollow fiber with an inner diameter of 320 μm, filled
with helium: the pressure at the input of the fiber was kept to <5
mbar and 2 bar at the output. The beam position at the input of the
hollow fiber was actively stabilized [23]. A pulse energy of 3.3
mJ was obtained at the output with no gas in the fibre, and 2.3 mJ
with gas. After eight reflections on the chirped mirrors, pulses
as short as 4 fs were achieved. The pulse duration was measured
by using a single-shot self-referenced spectral interferometry
method [24] implemented with cross-polarized wave (XPW).
By using a novel single-shot interferometric technique, allow-
ing in situ measurement of intensity-dependent phase changes
experienced by ultrashort laser pulses upon nonlinear propaga-
tion, we have demonstrated that CEP stability is substantially
preserved by the hollow fiber compression technique [25].
The visible/near infrared (VIS/NIR) beam was divided into
two portions by using an ultrabroadband beam splitter with 30%
reflection. The transmitted beam part was focused by a 1-m ra-
dius of curvature mirror into a 3-mm-thick cell filled with xenon
at static pressure to produce extreme ultraviolet (XUV) radiation
by high-order harmonic generation. Isolated attosecond pulses,
with energy in the nanojoule range, were produced by employ-
ing the ionization gating technique, which is a temporal gating
scheme based on sub-cycle ionization dynamics in a gas cell
driven by few-optical-cycle pulses with above-saturation inten-
sity and stable CEP [26], [27]. A 100-nm-thick aluminium filter
was used to filter out the fundamental radiation and the low
order harmonics. An indium foil has been also used in a few
measurements described in the text. The temporal duration of
the XUV pulses (290± 20 as) was measured by using the fre-
quency resolved optical gating for complete reconstruction of
attosecond bursts (FROG CRAB) technique [28], [29]. The re-
maining part of the VIS/NIR beam was collinearly recombined
with the XUV beam by using a mirror with a central hole. The
temporal delay between VIS/NIR and XUV pulses was adjusted
with attosecond resolution by using a piezoelectric translation
stage. The pump and probe pulses were collinearly focused into
the mass spectrometer, as shown in Fig. 1, by using a gold-
coated toroidal mirror, with unit magnification, which provided
an almost aberration-free image of the XUV source with neg-
ligible temporal smearing of the attosecond pulses [30]. The
peak intensity of the VIS/NIR probe pulse in the sample was
about 5× 1012 W/cm2. The spectrum of the XUV radiation
was measured by using a high-resolution flat-field soft X-ray
spectrometer [30].
Gas-phase molecules were produced by employing the laser
induced thermal desorption method. Phenylalanine was de-
posited on a 10-μm-thick stainless steel foil, mounted onto the
repeller electrode of a time of flight (TOF) mass spectrometer
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Fig. 1. Experimental setup for the pump-probe measurements showing the
time-of-flight mass spectrometer used in the experiments.
Fig. 2. Mass spectrum from ionization of phenylalanine by an XUV pulse.
M stands for the parent ion and R for the side chain group. The inset displays
the molecular structure of the most abundant conformer of phenylalanine; dark
gray spheres represent carbon atoms, light gray spheres hydrogen atoms, blue
sphere nitrogen and red spheres oxygen.
[31]. To evaporate the sample, the reverse side of the foil was
irradiated with a CW diode laser operating at a wavelength of
960 nm, with a spot diameter of 6 mm and power in the range
0.3–0.4 W. The distance from the foil to the focal point of the
ionizing laser pulses was approximately 3 mm.
The temperature of the sample was estimated by assuming
equilibrium heat conduction along the foil to the repeller elec-
trode and that 30% of the incident radiation was absorbed by the
foil at this wavelength [32]. Radiative heat losses were negligi-
ble for the calculated temperatures. For the lowest laser power
used, the temperature at the centre of the foil was estimated to
be 430 K and about 410 K at a radius of 2 mm.
III. EXPERIMENTAL RESULTS
A. Fragmentation Results
We investigated the phenylalanine molecule, one of the es-
sential amino acids for human life, whose molecular structure
is displayed in the inset of Fig. 2. It is an α-amino acid, con-
sisting in a central carbon atom (α carbon), linked to an amine
(-NH2) group, a carboxylic group (-COOH), a hydrogen atom
and a side chain (-R). The side chain is specific for each amino
acid and for phenylalanine is formed by a methylene (-CH2-)
group (β carbon) terminated by a phenyl ring. We have chosen
it as a model molecule for charge migration because it con-
tains two electron-acceptor sites with approximately the same
binding energy located on the phenyl and amine groups, and
separated by two singly bonded carbon atoms. The molecule
was first irradiated with the XUV attosecond pulse which has
a photon energy bandwidth of ∼19 eV, from 16 to 35 eV. The
parent and fragment ions produced were then extracted into the
TOF spectrometer for mass analysis. Fig. 2 shows the measured
mass spectrum, where the main contributions correspond to the
parent ion M+ (165 Da), loss of the carboxyl group yielding
the immonium ion (M-COOH at 120 Da), and breakage of the
Cα -Cβ bond with the charge residing on the amine (M-R at 74
Da) or phenyl groups (R at 91). We observe a small peak with
a mass to charge ratio m/q = 60, which is due to the doubly
charged immonium ion. The XUV pulse is capable of ionizing
all valence and some inner shell orbitals, resulting in a wide
range of fragment ions. It was observed that using only the 4-fs
VIS/NIR pulses to ionize the molecule produced predominantly
parent ions in the mass spectrum.
B. Pump-Probe Measurements
The temporal evolution of the ionic fragments produced in
phenylalanine has been investigated by means of two-color
pump-probe measurements, using attosecond pump pulses and
4-fs VIS/NIR probe pulses at a variable temporal delay. To ob-
tain the zero of the experimental data we have removed the
100-nm-thick aluminium filter and we have measured as a func-
tion of time the fragment yields produced by the VIS/NIR-
pumpVIS/NIR-probe interaction. This defines our zero time
position to an accuracy better than 1 fs.
In a previous work [12] we observed dynamics in a number
of fragments with a time constant of 80± 20 fs, which we at-
tributed to an internal conversion process. In this work, which
has much better statistics, the fractional yields of nearly all the
singly charged fragments vary as a function of pump-probe de-
lay. However, there is a marked difference when the XUV beam
is filtered with an aluminium foil, generating an XUV spectrum
from 16 to 35 eV, compared to an indium foil, which produces a
XUV spectrum with a 3-eV (full-width at half maximum) peak
centred around 15 eV, followed by a broad and weak spectral
component extending up to 25 eV. This is demonstrated in Fig. 3
for the fragment m/q = 28 (NH2C). It can be seen that in the
case of XUV pulses transmitted by the aluminium filter (see
Fig. 3(a)), the fragment yield increases with pump-probe delay,
with a time constant of 80± 2 fs. Other fragments also increase
with time constants in the range from 50 to 100 fs at the expense
of the parent (m/q = 165) and immonium ions (m/q = 120)
which decrease. By contrast, in the case of XUV pulses trans-
mitted by the indium filter (see Fig. 3(b)), a sudden increase
in the yield of the fragment m/q = 28 can be observed with
no subsequent dynamics. This result suggests that when only a
valence electron can be ionized (XUV pulse filtered by indium),
no temporal dynamics of the singly charged ions are observed,
but the presence of hole in the valence shell allows the VIS/IR
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Fig. 3. Normalized yield of fragment m/q = 28, as a function of pump-probe
delay for an XUV pump pulse transmitted by an aluminium foil (a) and an
indium foil (b). In (a) the data has been fitted with the convolution of a Gaussian
function (4-fs FWHM) with the function y = y0 + b[1 − exp(−t/τ )]. In (b)
the data has been fitted with the convolution of a Gaussian function with the
step function.
pulse to be absorbed. For instance, it is known that absorption
by the phenyl chromophore shifts from the ultraviolet to the
green when there is a hole in the highest occupied molecular
orbital [17]. This increases the yield of smaller fragments when
the XUV pulse precedes the VIS/IR pulse with a concomitant
reduction in parent and larger fragment ions. When an inner
valence orbital is ionized (by the XUV pulse filtered with alu-
minium), there is initially no resonant absorption of the probe
but an internal conversion to a lower electronic state generates a
hole in the valence shell opening up absorption of the probe and
hence further fragmentation. The measured timescale of 50–100
fs is compatible with an internal conversion mechanism as it is
mediated by nuclear motion on potential energy surfaces.
On the other hand, the immonium dication (m/q = 60) shows
a faster temporal evolution, as shown in Fig. 4, where the data
points have been acquired by using 3-fs step in pump-probe time
delay. The experimental data has been fitted by the convolution,
F(t), of a Gaussian pulse of 4-fs full-width at half maximum
Fig. 4. Yield of doubly charged immonium ion (m/q = 60) as a function
of pump-probe delay. The dotted line is the convolution fitting function F(t)
described in the text.
Fig. 5. Dots correspond to the difference between the experimental data and
the fitting curve F(t). Error bars show the standard error of the results of four
measurements. Blue curve is a fitting curve obtained as the sum of two sinusoidal
functions, red curve is a single sinusoidal fitting curve, as described in the text.
(FWHM), with the following function:
R(t) = A(e−t/τ1 − e−t/τ2 ) (1)
where τ1 = 10± 2 fs and τ2 = 25± 2 fs. Upon decreasing
the delay-step between pump and probe pulses from 3 to 0.5
fs, an oscillation of the dication yield is clearly visible in the
pump-probe measurement. Fig. 5 displays the measured data,
acquired with delay-step between pump and probe pulses of 0.5
fs, after subtraction of the fitting curve F(t) (assuming τ1 = 10
fs and τ2 = 25 fs).
As reported in [13], we have performed a Fourier analysis of
the experimental data. Time-dependent Fourier transforms have
been calculated by using a sliding Gaussian window function
g(t− td) = exp [−(t− td)2/t20 ] (2)
with t0 = 10 fs and peak at td (gate delay time). As shown
in Fig. 6 at short pump-probe delays (t < 10 fs) two main
frequency components are present, around 0.14 and 0.3 PHz.
Therefore in this temporal window the pump-probe data have
been fitted by the sum of two sinusoidal functions:
S(t) = A 1 sin(2πν1t + φ 1) + A 2 sin(2πν2t + φ 2). (3)
The calculated frequencies are: 0.14 PHz (lower and upper
confidence bounds: 0.12 and 0.158 PHz, respectively) and 0.293
PHz (lower and upper confidence bounds: 0.281 and 0.304 PHz,
respectively). At longer pump-probe delays (in the range from
10 to 40 fs) a strong and broad peak around 0.24 PHz is visible in
the Fourier spectrogram. For this reason the data have been fitted
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Fig. 6. Fourier sliding-window analysis of the experimental data.
with a sinusoidal function of frequency 0.234 PHz (oscillation
period of 4.3 fs), with lower and upper confidence bounds of
0.229 and 0.238 PHz, respectively.
IV. THEORETICAL METHOD AND DISCUSSION
We have then performed numerical simulations in order to
analyse the ultrafast charge evolution after attosecond excita-
tion. Due to the low intensity of the attosecond pump pulses
used in the experiment, time-dependent first-order perturbation
theory has been employed for the calculation of the ionization
amplitudes at the end of the pulse (t = T ):
cαεlm (T ) = − i 〈Ψαlm (ε, ~r)| ~e · ~r| Ψ0(~r)〉
×
∫ T
−∞
E(t) ei(Eα +ε−E0 )tdt (4)
where Ψ0 is the all-electron (called N-electron) ground state
of phenylalanine with energy E0 , Ψαlm (ε) is the N-electron
continuum state, describing a photoelectron ejected from the α
molecular orbital with kinetic energy ε and angular quantum
numbers l and m(|m| ≤ l), Eα is the energy of the correspond-
ing cationic species and E(t) is the electric field of the XUV
pulse polarized along the ~e direction. The Ψ0 and Ψαlm (ε)
wave functions have been evaluated in the framework of the
fixed-nuclei approximation by using the static-exchange den-
sity functional theory (DFT) [33] method, which makes use of
the Kohn–Sham (KS) DFT to describe molecular bound states
and of the Galerkin approach to evaluate continuum wave func-
tions in the field of the corresponding KS density. The LB94
functional [34] has been employed to account for exchange and
correlation effects. In order to obtain reliable values of the ion-
ization energies Eα , we have employed the VWN [35] local
density approximation functional within the Slater transition
state procedure [36] using the ADF commercial program [37],
[38] with a TZP basis set (taken from the ADF library). Bound
and continuum states are evaluated in a multicentric basis set
built with products of B-splines and spherical harmonics, as
widely described in previous works [39], [40]. We use a large
one-center expansion (OCE) placed at the center of mass of
the molecule to accurately describe the asymptotic behavior of
the continuum states. To improve the convergence of the cal-
culation for the description of the more localized bound states,
the OCE is supplemented with N (number of atoms) small non-
overlapping off-center expansions located at the nuclear posi-
tions. For phenylalanine, we obtain converged results using as
radial parameters a OCE with a 30 a.u. radius and 23 off-center
expansions extended up to 1 a.u. of radius. Because of the large
size and the lack of symmetry in the phenylalanine molecule, we
have included an angular expansion of 484 spherical harmonics
(equivalently, angular momentum l ≤ 20 in Eq. (4)). The initial
guess for the electronic density was generated with ADF [37],
[38], and the molecular geometries of the different conformers
were optimized at the DFT-B3LYP [41], [42] level with the 6–
311 + g(3df,2p) basis set employing Gaussian09 computational
package [43].
The electronic density of the (N-1)-electron cation can be
calculated as [44], [45]
ρion(~r, t) =
∑
α
( ∑
α ′
α ′ 6= α
γ
(ion)
α ′α ′
)
ϕ2α (~r) +
−
∑
α α ′
α ′ 6= α
γ
(ion)
αα ′ e
i(Eα ′−Eα )tϕα (~r)ϕα ′(~r) (5)
where ϕα (~r) is the α molecular orbital and γ(ion)αα ′ is the reduced
density matrix element defined as:
γ
(ion)
αα ′ =
∑
l,m
∫
cαlm (ε)c
∗
α ′lm (ε)dε. (6)
We have neglected the interaction of the photoelectron with
the remaining (N-1)-electron cation. The hole density is given
by the difference between the electronic density of the neutral
molecule, which does not depend on time, and the electronic
density of the ion, ρhole(~r, t) = ρneutral(~r)− ρion(~r, t), and can
be written as follows:
ρhole(~r, t) =
∑
α
(
1−
∑
α ′
α ′ 6= α
γ
(ion)
α ′α ′
)
ϕ2α (~r) +
+
∑
α α ′
α ′ 6= α
γ
(ion)
αα ′ e
i(Eα ′−Eα )tϕα (~r)ϕα ′(~r) (7)
where
ρneutral(~r) =
∑
α
ϕ2α (~r). (8)
Fig. 7 shows the calculated ionization energies of all open
channels for the most abundant conformer of phenylalanine, ac-
cording to previous theoretical work [46]. These energies are
approximately given by the KS orbital energies resulting from
the VWN-transition state calculations. For a given photon en-
ergy, all channels below that energy will be populated. We are
thus creating a wavepacket containing all ionic states with ion-
ization potentials below 35 eV. As illustrated in Fig. 7, 35 eV
is the largest photon energy contained within the bandwidth of
the attosecond pulses used in the experiment. Their relative con-
tributions to the total wavepacket are given by both the pulse
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Fig. 7. Ionization potentials for the most abundant conformer of the pheny-
lalanine molecule. The labels “An” denote the molecular orbital from which
the electron is removed. The spectrum of the attosecond pulses used in the
experiment and in the calculations is represented by a thick orange curve lying
over a shaded area. All ionic states below the largest absorbed photon energy
(35 eV) are being populated. Note, for instance, that for a photon of 25 eV all
ionic states from A16−1 to A44−1 are accessible.
profile and the dipole couplings from the ground state of the
neutral.
In order to test the validity of our description of the ioniza-
tion process, we have first calculated the photoelectron spectra
of phenylalanine for photon energies of 21.2 and 45 eV, by using
the computed dipole transition matrix elements and ionization
potentials, and we have compared our results with synchrotron
[47] and He(I) [48], [49] radiation experiments. For the compar-
ison with the experimental spectra available in the literature, we
have convoluted our infinitely resolved lines with a Lorentzian
function of 0.3-eV width at half maximum to account for the vi-
brational broadening and experimental energy resolution, which
is rather limited in this and earlier experiments (the experiments
cannot resolve the individual peaks). The comparison between
theory and experiment is shown in Fig. 8. As can be seen, the
agreement is reasonably good. We notice however that the ex-
periment of Plekan et al. was performed at a photon energy of
100 eV, which is substantially higher than ours. Other two ear-
lier experiments were performed at a photon energy of 21.2 eV
[48], [49]. Our results are in better agreement with the most
recent experiment, especially for binding energies below 15 eV,
which includes the most relevant cationic states in the hole dy-
namics reported in the present work. The photoelectron spectra
are expected to be more sensitive to the choice of photon energy
as we approach the threshold. The ionization amplitudes can
strongly vary with photon energy for values below 25–30 eV,
while the variation becomes smother for larger values [13]. This
is most likely the reason to find a better agreement between the
high-energy spectra.
Fig. 8. Comparison between calculated and experimental photoelectron spec-
tra of phenylalanine.
The electronic wavepacket generated by the attosecond pulse
was then calculated from the ionization amplitudes, by using the
experimental frequency spectrum of the pulse (shown in Fig. 7).
Time zero in the simulation corresponds to the end of the attosec-
ond pulse and the wavepacket evolution is calculated for positive
times immediately after the prompt ionization. The evolution of
the electronic wavepacket was then evaluated by using a stan-
dard time-dependent density matrix formalism [50], in which
the system is described by a sum of single-particle Hamiltoni-
ans. Since in this work we consider ionization from the ground
state, which has a pronounced single-determinant character, the
effects related to 2-holes-1-particle (2h1p) states are expected
to be much smaller. In ground state photoionization, 2h1p states
are nevertheless not negligible in inner-valence shell ionization,
as has been extensively studied by Breidbach and Cederbaum
[51], but they are of minor importance in outer-valence ioniza-
tion, which is the dominant process in our work. The latter con-
clusion is supported by photoelectron spectroscopy experiments
in this and similar molecules, in which satellite lines associated
to 2h1p states are always much weaker that those associated to
1h states. It is also supported by new theoretical calculations that
we have carried out for glycine [52], in very good agreement
with the results obtained by Kuleff et al. [53]. Therefore, in the
range of photon energies leading to the cationic states relevant
for the observed dynamics, we can safely conclude that 2h1p
states do not play a significant role.
Every ionic state is related to a single Slater determinant
with doublet spin multiplicity. However, this single determinant
is not built from Hartree–Fock (HF) orbitals but from KS or-
bitals arising from DFT calculations. In complex non symmetric
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molecules it often happens that there is a kind of “orbital ro-
tation” upon ionization, expressed as a mixing of HF orbitals.
This is reported, e.g., in the paper by Lu¨nnemann et al. [19].
However, this does not mean a breakdown of the one particle
(1h) approximation for such states, just that the Dyson orbital,
still of norm close to 1, is a linear combination of ground state
HF orbitals. Since some correlation is built in the KS orbitals,
they are generally closer to the correct Dyson orbitals than the
HF ones. As mentioned above, this has been tested by repro-
ducing the results by Kuleff et al. [53] for glycine outer valence
ionizations [52]. The nature of the Dyson orbital can only be
probed by evaluating dynamical properties, like photoionization
cross sections, or electron momentum spectroscopy. This is ad-
ditionally supported by the vast number of published studies of
photoionization cross sections performed with the present ap-
proach, also in molecules of comparable complexity [54]–[63].
Due to the random orientation of the phenylalanine molecule,
we calculated the hole dynamics resulting from excitation by
pulses with the electric field polarized along three orthogonal
directions, and the results were then averaged. Although no
electron selection rules strictly apply, due the lack of global
symmetry elements, of course approximate local symmetries
will apply, depending on the localization of the initial orbital.
For example, for an initial orbital of mainly σ ring character, a
parallel polarization excites it to σ ring states, while a perpen-
dicular one drives it to π final states, and similar considerations
apply to initial orbitals mainly localized on other moieties (-
NH2 , -COOH, etc.). This explains why the results obtained for
the different polarization directions, x, y and z, are different.
We note that, in the particular case considered in this work,
the Lebedev sampling method to average over molecular ori-
entation [64], would lead to the same final result. Indeed, the
reduced density matrix elements γαα ′ (reported in Eq. (6)) can
be written as a function of the electron ejection direction (Ωe)
and the orientation of the molecule (Ωn ). For randomly oriented
molecules and non-resolved electron ejection angles, one would
have to integrate over both Ωe and Ωn . However, this integra-
tion would only affect the γαα ′ terms in Eq. (7), which contain
products of amplitudes with the same angular momentum l, but
different α and α′. So, if the symmetry of the channels α and
α′ is the same for all states (as in phenylalanine), the algebra to
integrate the angular part of γαα ′ is exactly the same as the usual
one to derive integrated cross sections (see [65] and references
therein). This means that, in practice, it is enough to average the
results obtained for three arbitrary but orthogonal orientations.
We have integrated the hole density around particular portions
of the molecule. Fig. 9 shows the Fourier power spectra of the
calculated hole density over various atoms of the molecule: the
nitrogen atom of the amine group, the doubly bonded oxygen
atom of the carboxylic group, two carbon atoms of the phenyl
group and a non-aromatic carbon atom. Beating frequencies
in agreement with the experimental observations were observed
when the charge density was integrated around the amine group.
The hole densities at different positions in the molecules do not
show clear and clean frequency components (with the exception
of the doubly bonded O atom in the carboxyl group, which
however cannot be observed in the doubly-charged immonium
fragment, which results from the loss of the carboxyl group).
Fig. 9. Fourier power spectra of the calculated hole density integrated over
various atoms of the phenylalanine molecule for the most abundant conformer.
Fig. 10. Fourier sliding-window analysis of the calculated temporal evolution
of hole density integrated over the amine group for the most abundant conformer
of phenylalanine.
We note that the VIS/NIR probe pulse is not locally absorbed
only by the amine group, but also by other sites of the molecule.
However, the simulations indicate that the periodic modulations
observed in the experiment are mainly related to the absorption
of the probe pulse by the amine group. The charge dynamics
around the amine group is then imprinted in the probe absorp-
tion. As shown in Fig. 9, a clear peak at 0.25 PHz is visible
in Fourier power spectrum of the calculated hole density in-
tegrated around the amine group, in very good agreement with
the pump-probe measurement. As discussed in [13], the sliding-
window Fourier analysis of the numerical simulation, shown in
Fig. 10, demonstrated that the main peak at 0.25 PHz forms
in about 15 fs and disappears after about 35 fs, in agreement
with the results of the Fourier analysis of the experimental data.
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TABLE I
VIBRATIONAL FREQUENCIES OF THE HOMO-1
IONIC STATE OF PHENYLALANINE
Mode Wavenumber Freq. Period
(cm−1) (PHz) (fs)
1 34.7 0.0010 961.5
2 55.2 0.0017 604.0
3 68.1 0.0020 489.7
4 92.6 0.0028 360.4
5 164.7 0.0049 202.5
6 218.5 0.0065 152.7
7 281.7 0.0084 118.4
8 339.8 0.0102 98.2
9 365.6 0.0110 91.2
10 384.7 0.0115 86.7
11 395.2 0.0118 84.4
12 409.4 0.0123 81.5
13 486.0 0.0146 68.6
14 503.6 0.0151 66.2
15 515.5 0.0155 64.7
16 554.4 0.0166 60.2
17 596.9 0.0179 55.9
18 631.1 0.0189 52.9
19 652.6 0.0196 51.1
20 676.3 0.0203 49.3
21 782.3 0.0235 42.6
22 791.3 0.0237 42.2
23 805.8 0.0242 41.4
24 833.5 0.0250 40.0
25 841.8 0.0252 39.6
26 913.8 0.0274 36.5
27 970.2 0.0291 34.4
28 999.9 0.0300 33.4
29 1015.9 0.0305 32.8
30 1026.7 0.0308 32.5
31 1032.0 0.0309 32.3
32 1070.2 0.0321 31.2
33 1090.9 0.0327 30.6
34 1109.3 0.0333 30.1
35 1149.9 0.0345 29.0
36 1172.1 0.0351 28.5
37 1188.6 0.0356 28.1
38 1207.6 0.0362 27.6
39 1245.9 0.0373 26.8
40 1286.9 0.0386 25.9
41 1294.8 0.0388 25.8
42 1341.3 0.0402 24.9
43 1362.7 0.0409 24.5
44 1370.8 0.0411 24.3
45 1437.8 0.0431 23.2
46 1470.8 0.0441 22.7
47 1490.9 0.0447 22.4
48 1509.2 0.0452 22.1
49 1542.7 0.0462 21.6
50 1610.1 0.0483 20.7
51 1621.0 0.0486 20.6
52 1832.2 0.0549 18.2
53 3077.5 0.0923 10.8
54 3093.9 0.0928 10.8
55 3150.0 0.0944 10.6
56 3173.8 0.0951 10.5
57 3178.7 0.0953 10.5
58 3188.6 0.0956 10.5
59 3200.2 0.0959 10.4
60 3206.1 0.0961 10.4
61 3524.4 0.1057 9.5
62 3674.4 0.1102 9.1
63 3730.9 0.1118 8.9
Wavenumber (cm-1), frequency (PHz) and corresponding periods (fs) of vibrational
modes for the lowest cationic state of phenylalanine.
Fig. 11. Fourier power spectra of the hole density integrated over the amine
group for the most abundant conformer of phenylalanine; we have identified the
ionic states that are responsible for the most important beatings.
A higher frequency component is visible around 0.36 PHz in
the delay intervals below 15 fs and above 30 fs. The temporal
evolution of the main Fourier components is a consequence of
the complex interplay among several beating processes initiated
by the broad band excitation pulse. We note that the oscilla-
tion periods obtained from the experimental data and from the
numerical simulations are shorter than the fastest vibrational
period for the lowest cationic state of phenylalanine, which we
have calculated by employing standard DFT-B3LYP quantum
chemistry calculations (same procedure as for the geometry op-
timizations). The calculated vibrational frequencies are shown
in Table I.
Of course we cannot claim that the relative intensities of the
relevant beatings observed in the experiment can be explained by
a theoretical calculation in which the probe step is not included
(this may explain the discrepancies between measured and cal-
culated peak intensities), but we can clearly identify that the
observed beatings are unambiguously associated to charge fluc-
tuations around the amine group, which in turn are associated to
a small number of cationic states among all the accessible ones.
Indeed, another important result of the numerical simulation is
that it is possible to identify the ionic states that are responsible
for the most important beatings. These are identified in Fig. 11,
for the most abundant conformer. From the simulation it is pos-
sible to conclude that the main frequency peak around 0.25 PHz
originates from a beating between two states that contain a hole
in a molecular orbital that is highly delocalized (A25) and a sec-
ond one that is more localized on the amine group (A28), shown
in Fig. 12. Similarly, the frequency component around 0.36 PHz
arises from an interference between two states (A41 and A44)
that contain hole density on the amine and the carboxyl groups
(see Fig. 12), which allows charge migration between the two
sites. These interferences manifest as fluctuations in the elec-
tronic density on the amine group.
We have performed calculations for the six most populated
conformers (see Fig. 13) at the temperature of the experi-
ment (430 K), according to previous theoretical work [46]. The
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Fig. 12. Calculated KS orbitals of phenylalanine whose beating is mainly
responsible of the Fourier peaks at 0.25 PHz (A25-A28) and 0.36 PHz (A41-
A44).
Fig. 13. Geometry of the most populated conformers of phenylalanine at the
temperature of the experiment (430 K). Their relative populations are indicated
as well as the 3 orthogonal orientations of the polarization vector of the electric
field we have considered in the calculations.
corresponding Fourier spectra are shown in Fig. 14, together
with the results for the thermal average (see bottom panel in
Fig. 14) obtained by taking into account the relative popula-
tions given in [46]. For the most populated conformers (and
therefore for the averaged results), the frequencies at which the
dominant peaks appear are in good agreement with those ob-
served experimentally.
From the pump-probe measurements and the numerical simu-
lations it is possible to conclude that charge fluctuations moving
across the molecular chain, which ultimately lead to charge lo-
calization, are extremely fast even for a molecule as large as
phenylalanine; therefore, charge localization (spontaneous or
forced by external factors) can occur in a similar or even shorter
time scale. Moreover, we have demonstrated that these fluc-
tuations, which are required for an ulterior localization of the
charge, can be induced by an attosecond pulse in spite of its
broad bandwidth and, therefore, its low selectivity. The conse-
quence is that one does not need to start from a localized charge
state to induce charge fluctuations over the whole molecule (as
done in most previous theoretical works). All this shows that
attosecond pulses not only have the appropriate temporal res-
olution to study charge transfer, but also induce the necessary
Fig. 14. Fourier power spectra of the hole density on the amine group for
the most populated conformers, rescaled with their relative weights for a better
illustration. The lower panel shows the averaged results.
charge fluctuations that are needed to force localization in a
particular molecular site (e.g., by using an external electromag-
netic field). The only remaining issue is how to extract more
precise information about this last step (localization) by using a
probe pulse as the one employed in the present work or others.
Certainly this requires further investigations from the experi-
mental and theoretical points of view.
V. CONCLUSION
The observation of charge migration in complex molecular
structures and, in particular, in biologically relevant molecules
is one of the main targets of attosecond science. The investiga-
tion of charge evolution in these structures initiated by prompt
ionization by attosecond pulses is important per se and for a
better understanding of the interaction process between light
and complex molecules. We adopted a novel methodology for
the measurement of the charge migration process: we found
that the yield of immonium dications is a particularly sensitive
probe of charge location. Indeed, a clear ultrafast oscillation of
the dication yield was measured, following the attosecond exci-
tation, which we have unambiguously associated to the charge
migration process within the investigated amino acid molecule.
The results obtained in the case of phenylalanine can be seen as
the first experimental confirmation that attosecond pulses and
techniques are essential tools for understanding of dynamical
processes on a temporal scale that is relevant for the evolution
of crucial microscopic events at the heart of the macroscopic
biological response of molecular complexes.
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