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Résumé / Abstract
Titre Quelques structures de Poisson et équations de Lax associées au réseau
de Toeplitz et au réseau de Schur
Résumé Le réseau de Toeplitz est un système hamiltonien dont la structure de
Poisson est connue. Dans cette thèse, nous donnons l’origine de cette structure de
Poisson et nous en déduisons des équations de Lax associées au réseau de Toeplitz.
Nous construisons tout d’abord une sous-variété de Poisson Hn de GLn(C), ce
dernier étant vu comme un groupe de Lie-Poisson réel ou complexe dont la structure
de Poisson provient d’un R-crochet quadratique sur gln(C) pour une R-matrice
ﬁxée. L’existence d’hamiltoniens associés au réseau de Toeplitz pour la structure de
Poisson sur Hn ainsi que les propriétés du R-crochet quadratique permettent alors
d’expliciter des équations de Lax du système. On en déduit alors l’intégrabilité
au sens de Liouville du réseau de Toeplitz. Dans le point de vue réel, nous pouvons
ensuite construire une sous-variété de PoissonHαn du groupe Un qui est lui-même une
sous-variété de Poisson-Dirac de GLRn(C). Nous construisons alors un hamiltonien,
pour la structure de Poisson induite sur Hαn , correspondant à un autre système
déduit du réseau de Toeplitz : le réseau de Schur modifié. Grâce aux propriétés
des sous-variétés de Poisson-Dirac, nous explicitons une équation de Lax pour ce
nouveau système et nous en déduisons une équation de Lax pour le réseau de Schur.
On en déduit également l’intégrabilité au sens de Liouville du réseau de Schur
modifié.
Mots-clefs Réseau de Toeplitz, Géométrie de Poisson, Algèbre de Lie, Groupe
de Lie, R-matrices, Systèmes Intégrables
Title Some Poisson structures and Lax equations associated with the Toeplitz
lattice and the Schur lattice
Abstract The Toeplitz lattice is a Hamiltonian system whose Poisson structure
is known. In this thesis, we reveil the origins of this Poisson structure and we derive
from it the associated Lax equations for this lattice. We ﬁrst construct a Poisson
subvariety Hn of GLn(C), which we view as a real or complex Poisson-Lie group
whose Poisson structure comes from a quadratic R-bracket on gln(C) for a ﬁxed
R-matrix. The existence of Hamiltonians, associated to the Toeplitz lattice for the
Poisson structure on Hn, combined with the properties of the quadratic R-bracket
allow us to give explicit formulas for the Lax equation. Then, we derive from it the
integrability in the sense of Liouville of the Toeplitz lattice. When we view the lattice
as being deﬁned over R, we can construct a Poisson subvariety Hαn of Un which is
itself a Poisson-Dirac subvariety of GLRn(C). We then construct a Hamiltonian for
the Poisson structure induced onHαn , corresponding to another system which derives
from the Toeplitz lattice : the modified Schur lattice. Thanks to the properties of
Poisson-Dirac subvarieties, we give an explicit Lax equation for the new system and
derive from it a Lax equation for the Schur lattice. We also deduce the integrability
in the sense of Liouville of the modified Schur lattice.
Keywords Toeplitz lattice, Poisson Geometry, Lie Algebra, Lie Group, R-
matrices, Integrable Systems
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Introduction
Les structures de Poisson jouent un rôle important en mécanique, en particulier
dans l’étude des systèmes intégrables, ne serait-ce qu’à cause du crochet de Poisson
déﬁni pour les fonctions F et G sur R2r par
{F,G} :=
r∑
i=1
(
∂F
∂qi
∂G
∂pi
− ∂G
∂qi
∂F
∂pi
)
. (1)
Les équations de mouvement de Hamilton s’écrivent, en eﬀet, pour une fonction
H = H(p, q), sous la forme usuelle
q˙i =
∂H
∂pi
, p˙i = −∂H
∂qi
, i = 1 . . . r, (2)
où les variables qi correspondent aux positions et les variables pi aux impulsions. En
utilisant le crochet de Poisson {. , .}, on peut réécrire ces équations de mouvement
de la manière suivante
q˙i = {qi, H} , p˙i = {pi, H} , i = 1 . . . r. (3)
Le rôle symétrique de q et p entraîne alors que pour toute solution t 7→ (q(t), p(t))
de ces équations de mouvement, on a
d
dt
F ((q(t), p(t)) = {F,H} ((q(t), p(t)), (4)
pour toute fonction F lisse sur R2r. Ainsi, F est une constante de mouvement du
système si et seulement si son crochet de Poisson avec H est nul.
Une application importante du lien entre le fait d’être de crochet nul et d’être
une constante de mouvement est le Théorème de Liouville qui dit que r constantes
de mouvement indépendantes H,H2, . . . , Hr du champ de vecteurs (3) suﬃsent
pour intégrer les équations de Hamilton par quadratures pourvu que ces fonctions
commutent entre elles pour le crochet de Poisson {. , .}.
En termes de géométrie diﬀérentielle, le crochet de Poisson déﬁnit un opérateur
qui associe à toute fonction H lisse sur R2r un champ de vecteurs XH := {. , H}
sur R2r. On dit qu’un champ de vecteurs est hamiltonien (ou que son équation
diﬀérentielle est hamiltonienne) s’il est de la forme XH .
On peut étendre ce raisonnement pour étudier un type plus général de champs
de vecteurs en généralisant le crochet de Poisson (1). On déﬁnit ainsi une structure
de Poisson π := {. , .} sur une variété M de dimension d comme étant un champ de
bivecteurs sur M vériﬁant pour tout ouvert U ⊂ M et toutes fonctions F1, F2, F3
sur U l’identité de Jacobi :
{F1, {F2, F3}}+ {F2, {F3, F1}}+ {F3, {F1, F2}} = 0. (5)
On observe alors la propriété suivante : si les crochets {F1, F3} et {F2, F3} s’annulent
(on dit alors que les fonctions F1 et F3 sont en involution), le crochet {{F1, F2} , F3}
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s’annule aussi. Autrement dit, le crochet de Poisson de deux constantes de mouve-
ment est aussi une constante de mouvement (Théorème dit de Poisson).
Dans ce contexte général, on introduit la notion d’intégrabilité au sens de Liou-
ville : on dit que (M, {. , .} ,F) est un système intégrable de dimension d et de rang
2r si F := (F1, . . . , Fs) est une famille de s = d− r fonctions lisses sur M , indépen-
dantes et en involution (où le rang est le maximum sur m ∈M des rangs du champ
de bivecteurs π en m).
Le théorème de Liouville se généralise également en un résultat plus fort. Si on
considère un système intégrable (M, {. , .} ,F) de dimension d et de rang 2r, il existe
un ouvert deM (où le rang de {. , .} est maximal et les diﬀérentielles de F sont indé-
pendantes) sur lequel on construit une distribution (XF1 , . . . ,XFs) de rang r. Cette
distribution est involutive (car [XF ,XG] = X{F,G}), donc intégrable. Le théorème
de Liouville [LGPV12, theorem 12.11] spéciﬁe de plus que si les variétés intégrales
de cette distribution (XF1 , . . . ,XFs) sont compactes, alors elles sont diﬀéomorphes
à des tores par un diﬀéomorphisme qui linéarise les ﬂots des champs XFi .
Le réseau de Toeplitz
Le réseau de Toeplitz fut introduit en 1999 par Adler et van Moerbeke dans
l’article [AvM01] où ils explicitent certaines solutions formelles d’un bon nombre de
systèmes intégrables de dimension inﬁnie sous la forme d’intégrales sur des groupes
classiques (et en utilisant des techniques de combinatoire avec des permutations
aléatoires). En particulier, en étudiant certaines solutions formelles du réseau de
2-Toda, ils introduisent les fonctions
xk(t, s) := (−1)k τ
+
k (t, s)
τk(t, s)
et yk(t, s) := (−1)k τ
−
k (t, s)
τk(t, s)
, (6)
avec
τk(t, s) :=
∫
Uk
e
∑∞
j=1 Trace(tjM
j−sjMj)dM, (7)
τ±k (t, s) :=
∫
Uk
(detM)±1e
∑∞
j=1 Trace(tjM
j−sjMj)dM, (8)
où Uk est le groupe unitaire de degré k.
Ils montrent que xk(t, s) et yk(t, s) vériﬁent, pour k > 0, les systèmes hamilto-
niens suivants :

dxk
dtj
= (1− xkyk)
∂H
(1)
j
∂yk
,
dxk
dsj
= (1− xkyk)
∂H
(2)
j
∂yk
,
dyk
dtj
= −(1− xkyk)
∂H
(1)
j
∂xk
,
dyk
dsj
= −(1− xkyk)
∂H
(2)
j
∂xk
,
(9)
où x0 = y0 = 1 et où les hamiltoniens H
(1)
j et H
(2)
j sont déﬁnis pour tout j > 1 de
la manière suivante :
H
(1)
j := −
1
j
Trace(Lj1) et H
(2)
j := −
1
j
Trace(Lj2), (10)
avec L1 et L2 les matrices semi-inﬁnies suivantes
L1 =
−x1y0 1− x1y1
−x2y0 −x2y1 1− x2y2
−x3y0 −x3y1 −x3y2 1− x3y3
−x4y0 −x4y1 −x4y2 −x4y3




(0)
, (11)
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L2 =
−x0y1 −x0y2 −x0y3 −x0y4
1− x1y1 −x1y2 −x1y3 −x1y4
1− x2y2 −x2y3 −x2y4
1− x3y3 −x3y4



 (0)
. (12)
Les fonctions (H(1)j )j>1 et (H
(2)
j )j>1 sont des hamiltoniens des champs de vec-
teurs (9) pour la structure de Poisson déﬁnie par :
{xj , yk} = (1− xjyk)δkj et {xj , xk} = {yj , yk} = 0, (13)
et on montre que les champs de vecteurs déﬁnis par (9) commutent entre eux.
Le système hamiltonien ainsi déﬁni est appelé réseau de Toeplitz. Le réseau
de Toeplitz peut aussi être considéré de manière bi-inﬁni comme fait par Adler,
van Moerbeke et Vanhaecke, dans l’article [AvMV08] et on remarque que tous les
hamiltoniens (H(1)j )j>1 et (H
(2)
j )j>1 sont en involution – d’où la qualiﬁcation du
réseau de Toeplitz d’être un système intégrable.
De plus, Adler et van Moerbeke donnent une équation de Lax pour le réseau de
Toeplitz. Ils l’obtiennent en utilisant le fait que les matrices Lˆ1 := hL1h−1 et L2 (où
h est la matrice diagonale h := diag(h1, h2, . . . ) telle que
hk+1
hk
= 1−xkyk pour tout
k > 1) ont la forme des matrices du réseau de 2-Toda dont on connaît des équations
de Lax. Ils les vériﬁent ensuite en utilisant l’expression des fonctions xk et yk. Le
réseau de Toeplitz est donné par les équations de Lax suivantes :

dLˆ1
dtj
=
[
(P+ + P0)(Lˆ
j
1), Lˆ1
]
,
dL2
dtj
=
[
(P+ + P0)(Lˆ
j
1), L2
]
,
dLˆ1
dsj
=
[
P−(L
j
2), Lˆ1
]
,
dL2
dsj
=
[
P−(L
j
2), L2
]
,
(14)
où P+ (resp. P−) est la projection sur les matrices triangulaires supérieures strictes
(resp. inférieures strictes) et P0 est la projection sur les matrices diagonales. Par
analogie avec le réseau de 2-Toda, ils écrivent ces équations de Lax en double alors
que les équations sur Lˆ1 (resp. L2) suﬃsent à représenter le réseau de Toeplitz (9).
Dans cette thèse, on a choisi d’étudier le réseau de Toeplitz de dimension ﬁnie
où les fonctions xk et yk sont à valeurs complexes. Ainsi pour le réseau de Toeplitz
de degré n, on considère l’espace de phase Tn de dimension 2n− 1 déﬁni par
Tn :=
{
(x0, y0, x1, y1, . . . )
∣∣∣∣xnyn = 1, x0 = y0 = 1,et xk = yk = 1, k > n
}
. (15)
On remarque que Tn est inclus dans Tn+1 : c’est la sous-variété de Tn+1 déﬁnie
par les équations xnyn = 1 et xn+1 = 1 (l’équation yn+1 = 1 se déduit alors de
xn+1yn+1 = 1). On remarque alors que l’idéal des fonctions qui s’annulent sur Tn
est un idéal de Poisson pour la structure de Poisson (13) ainsi Tn est une variété de
Poisson. De plus, Tn est une sous-variété de Poisson de Tn+1 pour cette structure
de Poisson. Les champs hamiltoniens (9) sont donc tangents aux sous-variétés Tn
et leurs restrictions sont des systèmes hamiltoniens sur Tn dont les hamiltoniens
sont obtenus à partir de (H(1)j )j>1 et (H
(2)
j )j>1 en ôtant les termes constants xk et
yk pour tout k > n. On obtient alors une suite d’inclusions de Poisson de réseaux
de Toeplitz de dimension ﬁnie croissante dont la limite est le réseau de Toeplitz
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semi-inﬁni. Ainsi, le réseau de Toeplitz de degré n est le champ de vecteurs sur Tn
suivant : 

dxk
dtj
= (1− xkyk)
∂H
(1)
j
∂yk
,
dxk
dsj
= (1− xkyk)
∂H
(2)
j
∂yk
,
dyk
dtj
= −(1− xkyk)
∂H
(1)
j
∂xk
,
dyk
dsj
= −(1− xkyk)
∂H
(2)
j
∂xk
,
(16)
où x0 = y0 = 1, xnyn = 1, H
(1)
j = − 1j Trace(Lj1) et H
(2)
j = − 1j Trace(Lj2), avec
L1 =
−x1y0 1− x1y1
−x2y0 −x2y1 1− x2y2
1− xn−1yn−1
−xny0 −xny1 −xnyn−1




(0)
, (17)
L2 =
−x0y1 −x0y2 −x0yn
1− x1y1 −x1y2 −x1yn
1− x2y2
1− xn−1yn−1 −xn−1yn




(0)
. (18)
La structure de Poisson associée au réseau de Toeplitz de dimension ﬁnie est
alors déﬁnie pour toutes fonctions F,G sur Tn par
{F,G} :=
n−1∑
i=1
(1− xiyi)
(
∂F
∂xi
∂G
∂yi
− ∂G
∂yi
∂F
∂xi
)
. (19)
On peut également se restreindre au cas périodique du réseau de Toeplitz en
supposant que pour tout k > 0, les fonctions xk et yk vériﬁent xk+N = xk et
yk+N = yk pour un certain N ∈ N∗. Mais cela ne sera pas traité dans cette thèse.
Le réseau de Schur et le réseau de Schur modifié
D’autres systèmes peuvent être obtenus à partir du réseau de Toeplitz. C’est le
cas du système que l’on appelera réseau de Schur.
On part du réseau de Toeplitz semi-inﬁni comme cela est fait dans l’article
[AvM03]. Les champs hamiltoniens de H(1)1 et H
(2)
1 sont donnés par les deux sys-
tèmes suivants :
X
H
(1)
1
:


dxk
dt1
= (1− xkyk)xk+1,
dyk
dt1
= −(1− xkyk)yk−1,
X
H
(2)
1
:


dxk
ds1
= (1− xkyk)xk−1,
dyk
ds1
= −(1− xkyk)yk+1,
(20)
avec k ∈ N, car on a H(1)1 =
∑
j>0
xj+1yj , et H
(2)
1 =
∑
j>0
xjyj+1.
L’involution échangeant les variables xk et yk échange ces deux champs hamil-
toniens à un facteur −1 près. On considère donc la diﬀérence de ces deux champs
hamiltoniens : 

dxk
dt
= (1− xkyk)(xk+1 − xk−1),
dyk
dt
= (1− xkyk)(yk+1 − yk−1).
(21)
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Le champ de vecteurs (21) étant préservé par l’involution échangeant xk et yk, pour
tout k > 1, on peut le restreindre au lieu des points ﬁxes (xk = yk)k∈N (auquel il
est tangent) ce qui donne le champ de vecteurs suivant :
dxk
dt
= (1− x2k)(xk+1 − xk−1) pour k > 0 et x0 = 1, (22)
qui est appelé Schur flow par Faybusovich et Gekhtman dans l’article [FG99] du fait
qu’il est lié au paramètre de Schur ou discrete modified KdV equation (cf. [AL75],
[Com92] et [CH90]) ou encore self dual Toeplitz lattice par Adler et van Moerbeke
dans l’article [AvM03].
Dans cette thèse, on étudiera le champ de vecteurs (22) en dimension ﬁnie, que
l’on appelle réseau de Schur de degré n, en prenant les variables x0, . . . , xn avec
x0 = 1 et xn = ±1. Ce système peut être obtenu à partir du réseau de Toeplitz de
degré n et il s’écrit :
dxk
dt
= (1− x2k)(xk+1 − xk−1) pour 0 6 k 6 n et x0 = 1, xn = ±1. (23)
On trouve une équation de Lax du réseau de Schur dans l’article [FG99] (de Fay-
busovich et Gekhtman) :
dU
dt
= [P+(U + U
−1), U ], (24)
où U est la matrice
U :=
−x0x1 −x0β21x2 −x0β21 . . . β2n−1xn
1 −x1x2
1
1 −xn−1xn




(0)
, (25)
avec pour tout k = 1 . . . n− 1, la contrainte β2k = 1− x2k.
On étudiera également un système très proche du réseau de Schur de degré n,
donné dans l’article [AG94] de Ammar et Gragg, que l’on appellera réseau de Schur
modifié (de degré n) déﬁni par
dxk
dt
= (1− |xk|2)(xk+1 − xk−1) pour 0 6 k 6 n et x0 = 1, xn ∈ S1, (26)
étant convenu que S1 := {z ∈ C | |z| = 1}.
Dans l’article [AG94], on trouve l’équation de Lax suivante pour le réseau de
Schur modifié (de degré n) :
dH
dt
= [H,S(H)] , (27)
où S est la projection sur l’algèbre de Lie unitaire un correpondant à la décompo-
sition gln(C) = un ⊕ t+ (où t+ est l’ensemble des matrices triangulaires supérieures
à diagonale réelle) et
H :=
−x0x1 −x0β1x2 −x0β1β2x3 −x0β1 . . . βn−1xn
β1 −x1x2 −x1β2x3 −x1β2 . . . βn−1xn
−xn−2βn−1xn
βn−1 −xn−1xn



 (0)
, (28)
où x0 = 1, xn ∈ S1, et pour tout k = 1 . . . n− 1, xk ∈ C, βk ∈ R et β2k = 1− |xk|2.
6 Introduction
Quelques structures de Poisson et équations de Lax associées au réseau
de Toeplitz et au réseau de Schur
Le but de cette thèse est d’établir :
(a) La structure de Poisson du réseau de Toeplitz de degré n (sur Tn et sur T Rn )
(b) Les équations de Lax du réseau de Toeplitz de degré n
(c) La structure de Poisson du réseau de Schur modifié (réel) de degré n
(d) L’équation de Lax du réseau de Schur modifié (réel) de degré n
La structure de Poisson du réseau de Toeplitz de degré n est celle donnée par
Adler et van Moerbeke, mais dans cette thèse, nous expliquons d’où elle vient géo-
métriquement parlant. Connaître l’origine de cette structure de Poisson nous permet
de retrouver les équations de Lax (14) du réseau de Toeplitz.
De même l’équation de Lax (27) du réseau de Schur modifié donnée par Ammar
et Gragg se déduit naturellement d’une structure de Poisson que nous construisons.
Cette dernière s’obtient à partir du réseau de Toeplitz (16) considéré comme un
système réel sur l’espace de phase Tn vu comme une variété réelle, de dimension
4n− 2, et notée T Rn .
Pour établir ces résultats, on utilise les outils suivants :
1. R-crochet de Poisson quadratique sur gln(C) (réel et complexe)
2. Structure de groupe de Lie-Poisson sur GLn(C) (réel et complexe)
3. Factorisation de structures de Poisson multiplicatives
4. Involutions anti-holomorphes de Poisson
5. Réduction de Poisson-Dirac
Dans la suite de l’introduction, on expliquera ces outils et comment ils sont utilisés
pour établir les résultats (a), (b), (c) et (d).
Les groupes de Lie-Poisson GLn(C) et GL
R
n(C)
La plupart de nos résultats reposent sur les propriétés des R-crochets de Poisson et
plus particulièrement du groupe de Lie-Poisson GLn(C) qu’il soit considéré comme
un groupe de Lie complexe ou comme un groupe de Lie réel (auquel cas on le notera
GLRn(C)).
On considère dans un premier temps l’algèbre de Lie complexe g := gln(C)munie
d’une forme bilinéaire 〈·|·〉 qui nous permet d’identiﬁer g et son dual g∗, et d’une
R-matrice R antisymétrique et vériﬁant l’équation de Yang-Baxter modiﬁée (on
rappelle qu’une R-matrice de g est un endomorphisme d’une algèbre de Lie g pour
lequel [x, y]R :=
1
2 ([R(x), y]+[x,R(y)]) est un nouveau crochet de Lie sur g). On peut
ainsi construire une structure de Poisson linéaire sur gln(C) mais on s’intéressera
plutôt à la structure de Poisson quadratique sur gln(C) appelée R-crochet de Poisson
quadratique et noté {. , .}QR. Le champ hamiltonien pour la structure {. , .}QR de toute
fonction Ad-invariante F déﬁnie sur gln(C) est donné par l’équation de Lax
x˙ = [x,R(x∇xF )], (29)
où ∇xF est l’élément associé à la diﬀérentielle dxF par l’identiﬁcation g ≃ g∗.
On utilise aussi le fait que l’on peut construire à partir de R une structure de
Poisson sur GLn(C) de deux manières diﬀérentes. Tout d’abord (GLn(C), π) est
un groupe de Lie-Poisson dont la structure de Poisson est donnée par le champ de
bivecteurs π := ←−r − −→r où r est la r-matrice associée à la R-matrice R (i.e r est
l’élément de g⊗ g associé à R ∈ End(g) ≃ g∗ ⊗ g) et où ←−r (resp. −→r ) est le champ
de vecteurs invariant à gauche (resp. à droite) qui vaut r en l’identité. D’autre part,
comme GLn(C) est un ouvert de gln(C), il hérite d’une structure de Poisson π
′
induite de {. , .}QR. On vériﬁe alors que les structures de Poisson π et π′ sur GLn(C)
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sont égales à une constante près. Le fait que (GLn(C), π) soit une sous-variété de
Poisson de (gln(C), {. , .}QR) entraîne que le champ hamiltonien de toute fonction
Ad-invariante F restreinte à GLn(C) est aussi donné par l’équation de Lax (29).
Quelques structures de Poisson et équations de Lax du réseau de Toeplitz
Ammar et Gragg [AG94] donnent une équation de Lax pour le réseau de Schur
modifié en considérant des matrices de Hessenberg du groupe unitaire de degré n
(on rappelle qu’une matrice de Hessenberg est une matrice triangulaire supérieure
à la première sous-diagonale près qui peut être non-nulle). Ils montrent pour cela
que chacune de ces matrices est de la forme
−α0α1 −α0β1α2 −α0β1β2α3 −α0β1 . . . βn−1αn
β1 −α1α2 −α1β2α3 −α1β2 . . . βn−1αn
−αn−2βn−1αn
βn−1 −αn−1αn



 (0)
,
avec α0 = 1. De plus, ils prouvent que toute matrice de Hessenberg unitaire H
s’écrit de manière unique comme le produit H = G1(α1) . . . Gn−1(αn−1)G˜n(αn), où
|αj | 6 1 pour tout j = 1 . . . n− 1, |αn| = 1,
Gj(αj) :=


Ij−1
−αj βj
βj αj
In−j−1

 et G˜n(αn) :=
(
In−1
−αn
)
,
avec βj :=
√
1− |αj |2 > 0.
Pour trouver une structure de Poisson associée au réseau de Toeplitz, on a repris
la forme générale de ces matrices en remplaçant les fonctions αk (resp. αk) par les
fonctions xk (resp. yk). On construit ainsi le sous-ensemble Hn de GLn(C) :
Hn :=
{
H(x, y, β)
∣∣∣∣(x, y, β) ∈ (Cn+1)2 × Cn−1, x0 = y0 = 1, xnyn = 1,β2k = 1− xkyk, 1 6 k 6 n− 1
}
, (30)
où H(x, y, β) est la matrice
H(x, y, β) :=
−y0x1 −y0β1x2 −y0β1β2x3 −y0β1 . . . βn−1xn
β1 −y1x2 −y1β2x3 −y1β2 . . . βn−1xn
−yn−2βn−1xn
βn−1 −yn−1xn



 (0)
. (31)
On établit une bijection ϕ entre Hn et J n−12 × C∗ où
J2 :=
{(
x β
−β y
)∣∣∣∣xy + β2 = 1 et x, y, β ∈ C
}
⊂ GL2(C).
Pour cela, on introduit les inclusions suivantes, où k = 1 . . . n− 1 :
k : GL2(C) −→ GLn(C)(
a b
c d
)
7−→


Ik−1 (0)
a b
c d
(0) In−k−1

 ,
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et
˜n : C
∗ −→ GLn(C)
z 7−→ diag(1, . . . , 1, z).
L’application ϕ déﬁnie comme suit :
ϕ : J n−12 × C∗ −→ Hn
(g1, . . . , gn−1, λ) 7−→ −1(g1) . . . n−1(gn−1)˜n(λ)
se trouve être une bijection. On utilise ce résultat pour montrer que Hn est une
sous-variété non-singulière de GLn(C).
Comme GLn(C) est un groupe de Lie-Poisson pour la structure de Poisson
induite de {. , .}QR, la multiplication
µ : GLn(C)× · · · ×GLn(C) −→ GLn(C),
est un morphisme de Poisson. De plus, GL2(C) est un sous-groupe de Lie-Poisson
de GLn(C) pour chaque inclusion k (k = 1 . . . n− 1) et C∗ est un sous-groupe de
Lie-Poisson trivial de GLn(C) pour l’inclusion ˜n. En composant ces inclusions et
la multiplication
GL2(C)× · · · ×GL2(C)× C∗ −→ GLn(C),
on obtient donc un morphisme de Poisson.
On montre alors que J2 est une sous-variété de Poisson de GL2(C) et que sa
structure de Poisson complexe induite est
{x, y}J2
C
= xy − 1. (32)
Par restriction de µ à J n−12 × C∗, on obtient que la bijection
ϕ : J n−12 × C∗ −→ Hn,
est un morphisme de Poisson.
Ceci nous permet d’établir le résultat (a), dans le cas complexe, que l’on énonce
dans la proposition suivante :
Proposition 1. L’ensemble Hn est une sous-variété de Poisson de (GLn(C), {. , .}C),
dont la structure de Poisson holomorphe induite, notée {. , .}CHn , est donnée sur les
fonctions holomorphes (xk, yk)16k6n par les relations suivantes :
{xi, xj}CHn = {yi, yj}CHn = 0, 1 6 i, j 6 n,
{xi, yj}CHn = −(1− xiyi)δji , 1 6 i, j 6 n− 1,
{xn, yn}CHn = 0.
De plus, le crochet de Poisson {. , .}CHn est de rang 2(n− 1).
La structure de Poisson complexe {. , .}CHn ainsi obtenue sur Hn est la même (à
un facteur −1 près) que celle donnée par Adler et van Moerbeke et les fonctions
(−H(1)j ,−H(2)j )16j6n sont des hamiltoniens du réseau de Toeplitz. Ainsi, comme les
champs hamiltoniens sur GLn(C) sont donnés par les équations de Lax (29), on
obtient le résultat (b) suivant :
Proposition 2. Le réseau de Toeplitz est donné par les champs hamiltoniens de
(−H(1)j ,−H(2)j )16j6n sur (Hn, {. , .}CHn). Les équations de Lax du système sont :

dH(x, y, β)
dtj
=
[
H(x, y, β), (P− +
1
2
P0)(H(x, y, β)
j)
]
,
dH(x, y, β)
dsj
=
[
H(x, y, β), (P+ +
1
2
P0)(H(x, y, β)
−j)
]
,
(33)
pour tout 1 6 j 6 n.
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On vériﬁe alors que les équations de Lax du réseau de Toeplitz ainsi obtenues
sont les mêmes que les équations de Lax (14) données par Adler et van Moerbeke, la
matrice utilisée par Adler et van Moerbeke étant la même que la nôtre à conjugaison
près.
Ce lien entre équation de Lax et champ hamiltonien, ainsi que le fait que les
hamiltoniens soient des traces de puissance de matrices (puissance positive ou né-
gative) entraîne que les fonctions (−H(1)j ,−H(2)j )16j6n sont en involution pour la
structure de Poisson complexe {. , .}CHn
Pour prouver que le réseau de Toeplitz est un système intégrable on cherche à
appliquer la déﬁnition d’intégrabilité au sens de Liouville. Ainsi, comme la variété
de Poisson Hn est de dimension d = 2n − 1 et de rang 2r = 2(n − 1), il faut
trouver une famille de s = d − r = (2n − 1) − (n − 1) = n fonctions involutive et
indépendante. Or c’est le cas des fonctions (−H(1)j )16j6n, qui permettent donc de
former un triplet intégrable au sens de Liouville.
Le réseau de Toeplitz : un champ de vecteurs réel
Pour étudier le réseau de Schur modifié qui est un champ de vecteurs réel,
on aura besoin de considérer le réseau de Toeplitz comme un champ de vecteurs
réel. On appelle ainsi réseau de Toeplitz modifié le système d’équations (16) vu
sur T Rn où les (xk, yk)06k6n sont des variables complexes vue de manière réelle
et les variables tj , sj sont réelles. Ce système dépend alors des variables réelles
(Re xk, Imxk,Re yk, Imyk)16k6n sur T Rn , mais on utilisera parfois les variables
(xk, yk)06k6n pour plus de clareté. Pour étudier le réseau de Toeplitz modifié, on
considère le groupe de Lie réel GLRn(C) et on note HRn l’ensemble de matrices Hn
vu comme une sous-variété lisse de GLRn(C).
On procède ensuite de manière similaire au cas complexe et on obtient le résultat
(a), sur T Rn , que l’on énonce de la manière suivante :
Proposition 3. Le sous-ensemble HRn est une sous-variété de Poisson de GLRn(C),
dont la structure de Poisson réelle induite, notée {. , .}RHn , est donnée pour les
fonctions à valeurs réelles (Re xk, Imxk,Re yk, Imyk)16k6n par les relations sui-
vantes :
{Re xi,Re xj}RHn = {Imxi, Imxj}RHn = {Re xi, Imxj}RHn = 0,
{Re yi,Re yj}RHn = {Imyi, Imyj}RHn = {Re yi, Imyj}RHn = 0,
}
1 6 i, j 6 n,
{Imxi, Imyj}RHn = (Re xi Imyi + ImxiRe yi)δji ,
{Re xi,Re yj}RHn = −(Re xi Imyi + ImxiRe yi)δji ,
{Re yi, Imxj}RHn = (1−Re xiRe yi + Imxi Imyi)δji ,
{Imyi,Re xj}RHn = (1−Re xiRe yi + Imxi Imyi)δji ,


1 6 i, j 6 n− 1,
{Imxn, Imyn}RHn = {Re xn,Re yn}RHn = 0,
{Re yn, Imxn}RHn = {Imyn,Re xn}RHn = 0,
De plus, le crochet de Poisson {. , .}RHn est de rang 4(n− 1).
En utilisant le lien entre les structures de Poisson complexe et réelle de Hn, on
obtient que les fonctions Tj : x 7→ 1j ImTracexj et Sj : x 7→ 1j ImTracex−j déﬁnies
surHRn (pour j = 1 . . . n) sont des hamiltoniens du réseau de Toeplitz modifié pour la
structure de Poisson réelle {. , .}RHn (étendue par C-linéarité aux fonctions à valeurs
complexes). On en déduit ainsi que le réseau de Toeplitz modifié est représenté par
les équations de Lax (33) considérées d’un point de vue réel.
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On montre également que la famille (ReH(1)j , ImH(1)j )16j6n est involutive pour
{. , .}RHn et indépendante, donc que le réseau de Toeplitz modifié est un système
intégrable.
Quelques structures de Poisson et équations de Lax du réseau de Schur
modifié
En utilisant la variété de Poisson associée au réseau de Toeplitz modifié, on va
pouvoir étudier le réseau de Schur modifié. Pour cela, on se place sur T Rn et on
remarque que le réseau de Schur modifié peut être obtenu à partir du champ de
vecteurs (21) que l’on restreint au lieu (yk = xk)16k6n. Ce lieu s’interprête ainsi :
On considère l’automorphisme d’ordre 2 (involution) du groupe de Lie réel
GLRn(C) suivant
τ : GLRn(C) −→ GLRn(C)
g 7−→ (tg)−1. (34)
L’ensemble des matrices unitaires Un, qui est l’ensemble de points ﬁxes de τ , est
une sous-variété de Poisson-Dirac de GLRn(C). De plus, le fait que
H(x, y, β)−1 = tH(y, x, β),
implique que H(x, y, β) ∈ HRn est un point ﬁxe de τ si et seulement si yk = xk pour
tout k = 1 . . . n. On déﬁnit donc la variété réelle Hαn := HRn ∩ Un que l’on peut
expliciter de la manière suivante
Hαn =
{
H(α, β)
∣∣∣∣(α, β) ∈ Cn+1 × Rn−1, α0 = 1, αn ∈ S1,β2k = 1− αkαk, 1 6 k 6 n− 1
}
, (35)
où H(α, β) est la matrice
H(α, β) :=
−α0α1 −α0β1α2 −α0β1β2α3 −α0β1 . . . βn−1αn
β1 −α1α2 −α1β2α3 −α1β2 . . . βn−1αn
−αn−2βn−1αn
βn−1 −αn−1αn



 (0)
. (36)
Alors Hαn est une sous-variété de Poisson de la sous-variété de Poisson-Dirac Un
de GLRn(C). On remarque également qu’il existe un isomorphisme de Poisson entre
(J α2 )n−1 × S1 et Hαn , où J α2 := J2 ∩ U2. Il suﬃt ensuite d’exprimer la structure
de Poisson de U2, puis d’après les propriétés des sous-variétés de Poisson-Dirac, on
obtient le résultat (c) suivant :
Proposition 4. Le sous-ensemble Hαn de Un est une variété de Poisson dont la
structure de Poisson est définie par
{Re αi, Imαj}Hαn =
1
2
(1− (Re αk)2 − (Imαk)2)δji ,
{Re αi,Re αj}Hαn = {Imαi, Imαj}Hαn = 0.
De plus, si on étend cette structure de Poisson par C-linéarité aux fonctions à
valeurs complexes, on obtient la relation suivante :
{αi, αj}Hαn = −
√−1(1− |αi|2)δji . (37)
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Pour la structure de Poisson {. , .}Hαn ainsi déﬁnie sur H
α
n , la fonction T : H 7→
2 ImTraceH, restreinte à Hαn , est un hamiltonien du réseau de Schur modifié.
Comme Un est une sous-variété de Poisson-Dirac de GL
R
n(C) construite à partir
d’une involution, on peut déduire une équation de Lax d’un champ hamiltonien
sur Un à partir de celle d’un champ hamiltonien sur GL
R
n(C). De plus, Hαn est une
sous-variété de Poisson de Un. L’équation de Lax obtenue se restreint donc à Hαn .
On obtient ainsi le résultat (d) suivant :
Proposition 5. Le réseau de Schur modiﬁé correspond à l’équation de Lax
H˙ = [H,S(H)] = −[H, 1
2
R(H +H−1)], (38)
où H ∈ Hαn, S est la projection sur l’algèbre de Lie unitaire un et R := P+ − P−
est une R-matrice antisymétrique sur glRn(C).
Cette équation de Lax pour le réseau de Schur modifié est exactement celle
donnée dans l’article [AG94] de Ammar et Gragg.
On peut également retrouver cette équation de Lax en utilisant le fait que la
structure de Poisson sur Un induite en tant que sous-variété de Poisson-Dirac de
GLRn(C) est la même que la structure de Poisson sur Un induite en tant que sous-
groupe de Lie-Poisson deGLRn(C)muni d’une structure de Poisson autre que {. , .}R,
résultat que nous démontrons. Cette deuxième construction est basée sur la dé-
composition d’algèbres de Lie glRn(C) = t+ ⊕ un (où t+ est l’algèbre des matrices
triangulaires supérieures à diagonale réelle) à laquelle on associe la R-matrice anti-
symétrique R0 = T − S où T et S sont respectivement les projections sur t+ et un.
Il suﬃt ensuite de considérer l’équation de Lax associée au champ hamiltonien de
T : H 7→ 2 ImTraceH avec cette nouvelle structure de Poisson sur GLRn(C) pour
retrouver l’équation de Lax (38).
On peut également à partir de ce résultat sur le réseau de Schur modifié retrouver
une des équations de Lax (à conjugaison près) donnée par Faybusovich et Gekhtman
dans leur article [FG99] pour le réseau de Schur (dans le cas où les fonctions sont
à valeurs réelles). Il suﬃt pour cela de se retreindre à des (αk)16k6n réels et on
obtient le résultat suivant :
Proposition 6. Le réseau de Schur correspond à l’équation de Lax suivante
H˙R = [HR, S(H)R]
où
HR :=
−α0α1 −α0β1α2 −α0β1β2α3 −α0β1 . . . βn−1αn
β1 −α1α2 −α1β2α3 −α1β2 . . . βn−1αn
−αn−2βn−1αn
βn−1 −αn−1αn



 (0)
,
avec αk ∈ R pour tout 0 6 k 6 n, β2k = 1− α2k pour tout 1 6 k 6 n− 1 et
S(H)R :=
0 −β1
β1
−βn−1
βn−1 0



 (0)
(0)
.
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Par contre, cette équation de Lax ne provient plus directement d’un champ
hamiltonien car prendre αk réel n’est pas se restreindre à une sous-variété de Poisson
ou de Poisson-Dirac.
L’organisation de la thèse
Dans le chapitre 1, des rappels sont faits sur les variétés de Poisson de manière
générale puis on donne des constructions de structures de Poisson sur les algèbres
et groupes de Lie au moyen de R-matrices et r-matrices. On rappelle également des
résultats sur les sous-variétés de Poisson-Dirac.
L’étude du réseau de Toeplitz étant basée sur l’étude de structures de Poisson
réelle et complexe du groupe de Lie-Poisson GLn(C), on lui consacre le chapitre 2.
On commence par décrire le lien général entre structures de Poisson réelle et com-
plexe sur une algèbre de Lie (pour des structures linéaires et quadratiques). On
rappelle ensuite l’égalité entre la structure de Poisson du groupe de Lie-Poisson
GLn(C) issue d’une r-matrice ﬁxée et la structure de Poisson sur GLn(C) induite
du R-crochet de Poisson quadratique sur gln(C). On détaille alors ces structures
de Poisson pour la R-matrice P+ − P− et la forme bilinéaire trace, tout d’abord
sur le groupe de Lie-Poisson complexe (où la structure est notée {. , .}
C
) puis sur
le groupe de Lie-Poisson réel (où la structure est notée {. , .}
R
). On explicite pour
chaque structure les équations de Lax de tout champ hamiltonien sur le groupe de
Lie-Poisson et en particulier celles de familles d’hamiltoniens particuliers utilisées
dans le chapitre suivant. On relie enﬁn les structures de Poisson complexe et réelle
sur GLn(C) entre elles.
Dans le chapitre 3, on étudie le réseau de Toeplitz. On commence par construire
une sous-variété Hn de GLn(C) dont on explicite une factorisation. On utilise
ensuite cette factorisation dans le groupe de Lie-Poisson (GLn(C), {. , .}C) (ou
(GLRn(C), {. , .}R)) pour prouver que Hn (resp. HRn) est une sous-variété de Poisson
de (GLn(C), {. , .}C) (resp. (GLRn(C), {. , .}R)). On détaille de plus le lien entre les
structures de Poisson de Hn et HRn, et les conséquences de ce lien. On utilise alors
ces résultats pour expliciter des équations de Lax du réseau de Toeplitz et du réseau
de Toeplitz modifié et on montre que celles du réseau de Toeplitz sont les mêmes, à
conjugaison près, que les équations de Lax (14) données par Adler et van Moerbeke.
On termine ce chapitre en prouvant l’intégrabilité au sens de Liouville du réseau de
Toeplitz sur Hn et du réseau de Toeplitz modifié sur HRn.
Le chapitre 4 est consacré à l’étude du réseau de Schur modifié et du réseau de
Schur. On commence par construire une sous-variété lisse Hαn en restreignant HRn
au lieu des points ﬁxes d’une involution. On montre ensuite que Hαn est une sous-
variété de Poisson de la sous-variété de Poisson-Dirac Un de GL
R
n(C) et on explicite
sa structure de Poisson induite. On exprime le réseau de Schur modifié comme un
champ hamiltonien sur Hαn et on en déduit une équation de Lax du réseau de Schur
modifié. On décrit également une autre construction de la structure de Poisson de
Un qui en fait une sous-variété de Poisson de GL
R
n(C) (muni d’une structure de
Poisson associée à une nouvelle R-matrice) et qui permet de retrouver la même
équation de Lax. On prouve ensuite l’intégrabilité au sens de Liouville du réseau
de Schur modifié en explicitant une famille de fonctions sur Hαn . Finalement, on
restreint l’équation de Lax du réseau de Schur modifié et on obtient une équation
de Lax du réseau de Schur qui est égale à conjugaison près à l’équation de Lax (24)
donnée dans l’article [FG99].
Chapitre 1
Préliminaires
Dans cette partie, on va rappeler les principaux résultats sur les variétés de
Poisson et les groupes de Lie-Poisson, dont on aura besoin dans le reste de la thèse.
La plupart de ces résultats se trouvent dans le livre Poisson structures de Ca-
mille Laurent-Gengoux, Anne Pichereau et Pol Vanhaecke [LGPV12]. On peut aussi
consulter [DZ05] ou [Vai94].
Dans tout ce chapitre, on ﬁxe K un corps commutatif de caractéristique zéro.
1.1 Variétés de Poisson
1.1.1 Algèbres de Poisson
On commence par la notion d’algèbre de Poisson sur K.
Définition 1.1.1. Une algèbre de Poisson est un K-espace vectoriel A muni de
deux multiplications (F,G) 7→ F ·G et (F,G) 7→ {F,G}, telles que :
1. (A, ·) est une algèbre associative, commutative sur K, d’élément neutre 1,
2. (A, {. , .}) est une algèbre de Lie sur K,
3. les deux multiplications sont compatibles dans le sens où
{F ·G,H} = F · {G,H}+G · {F,H} , (1.1)
pour tous F,G et H éléments de A.
Le crochet de Lie {. , .} est appelé crochet de Poisson.
En particulier, une bidérivation antisymétrique {. , .} : A×A → A est un crochet
de Poisson si et seulement si elle vériﬁe l’identité de Jacobi :
{F, {G,H}}+ 	 (F,G,H) = 0, (1.2)
pour tout triplet (F,G,H) d’éléments de A.
Définition 1.1.2. Soient (Ai, ·i, {. , .}i), i = 1, 2, deux algèbres de Poisson sur K.
Une application linéaire φ : A1 → A2 qui vérifie, pour tout F,G ∈ A1,
1. φ(F ·1 G) = φ(F ) ·2 φ(G),
2. φ({F,G}1) = {φ(F ), φ(G)}2,
est appelée morphisme d’algèbres de Poisson.
Il est clair que si φ : A1 → A2 est un morphisme d’algèbres de Poisson et si φ
est bijective, alors φ−1 : A2 → A1 est aussi un morphisme de Poisson. Dans ce cas,
on dit que φ est un isomorphisme d’algèbres de Poisson.
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Définition 1.1.3. Soit (A, ·, {. , .}) une algèbre de Poisson.
(i) Un sous-espace B ⊂ A est appelé sous-algèbre de Poisson de (A, ·, {. , .}) si
c’est une sous-algèbre de (A, ·) et une sous-algèbre de Lie de (A, {. , .}).
(ii) Un sous-espace I ⊂ A est appelé idéal de Poisson si c’est un idéal de (A, ·) et
un idéal de Lie de (A, {. , .}).
Une sous-algèbre de Poisson B de (A, ·, {. , .}) est elle-même une algèbre de Pois-
son, munie des restrictions à B des deux multiplications et l’application d’inclusion
ı : B → A est un morphisme d’algèbres de Poisson.
Si I est un idéal de Poisson de (A, ·, {. , .}), alors A/I hérite d’un crochet de
Poisson de A tel que la projection canonique p : A → A/I soit un morphisme
d’algèbres de Poisson.
Puisque le crochet de Poisson est une bidérivation, on va pouvoir associer aux
éléments de A des dérivations de A.
Définition 1.1.4. Soit (A, ·, {. , .}) une algèbre de Poisson et soit H ∈ A. La
dérivation XH := {. , H} de A est appelée une dérivation hamiltonienne et on appelle
H un hamiltonien associé à XH . On note
Ham(A, {. , .}) := {XH |H ∈ A}, (1.3)
le K-espace vectoriel des dérivations hamiltoniennes de A. On obtient ainsi une
application K-linéaire
X : A → Ham(A, {. , .})
H 7→ XH := {. , H} . (1.4)
Un élément H ∈ A, dont la dérivation hamiltonienne XH est nulle est appelé Casi-
mir et on note
Cas(A, {. , .}) := {H ∈ A |XH = 0}, (1.5)
l’algèbre des Casimirs.
On remarque que Cas(A, {. , .}) est une sous-algèbre de Poisson de (A, ·, {. , .}).
1.1.2 Variétés de Poisson
Dans cette section, nous allons rappeler la notion de structure de Poisson sur une
variété M sur K (cf. [LGPV12, section 1.3.2]). On rappelle pour cela que pour tout
ouvert U de M , on note F(U) l’algèbre des fonctions polynomiales, lisses (K = R)
ou holomorphes (K = C) sur U .
Définition 1.1.5. Soit π un champ de bivecteurs sur une variété M . On dit que π
est une structure de Poisson sur M si pour tout ouvert U de M , la restriction de π
à U fait de F(U) une algèbre de Poisson. On dit alors que (M,π) est une variété
de Poisson.
Si (M,π) est une variété de Poisson, la structure de Poisson π sera souvent notée
{. , .} et on notera indiﬀéremment π[F,G] ou {F,G} le crochet de Poisson de deux
fonctions F et G.
Soit (U, x) une carte locale d’une variété de Poisson (M,π) de dimension d.
Sur U , le champ de bivecteurs π peut alors s’écrire sous la forme :
π =
∑
16i<j6d
{xi, xj} ∂
∂xi
∧ ∂
∂xj
, (1.6)
et la matrice X := ({xi, xj})16i,j6d, dont les éléments appartiennent à F(U), et qui
déﬁnit la restriction de π à U , est appelée matrice de Poisson de π par rapport aux
coordonnées x1, . . . , xd. Le rang de la matrice de Poisson de π, évaluée en m ∈M ,
est indépendant du choix des coordonnées locales.
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Proposition 1.1.6. Soit π = {. , .} un champ de bivecteurs sur une variété M , de
dimension d. Alors π est une structure de Poisson sur M si et seulement si l’une
des conditions équivalentes suivantes est vérifiée :
(i) Pour tout ouvert U de M et pour toutes fonctions F,G,H ∈ F(U), l’identité
de Jacobi est vérifiée :
{F, {G,H}}+ 	 (F,G,H) = 0, (1.7)
(ii) Pour toute collection de cartes locales (U, x) de M qui recouvrent M et pour
toutes fonctions F,G,H ∈ F(U), l’identité de Jacobi (1.7) est vérifiée,
(iii) Pour toute collection de cartes locales (U, x) de M qui recouvrent M et pour
tout i, j, k avec 1 6 i < j < k 6 d, l’identité de Jacobi suivante est vérifiée :
{xi, {xj , xk}}+ 	 (i, j, k) = 0. (1.8)
Remarque : Dans le cas d’une variété réelleM , il suﬃt de vériﬁer l’identité de Jacobi
pour tout triplet de fonctions sur M . Ce n’est pas vrai pour les variétés complexes.
Définition 1.1.7. Une application ψ : M → N entre deux variétés de Poisson
(M,π) et (N, π′) est appelée application de Poisson si pour tout ouvert U ⊂ M et
tout ouvert V ⊂ N tels que ψ(U) ⊂ V , l’application induite ψ∗ : F(V ) → F(U),
définie pour tout F ∈ F(V ) par ψ∗(F ) = F ◦ ψ, est un morphisme d’algèbres de
Poisson, i.e. pour toutes fonctions F,G ∈ F(V ),
{F ◦ ψ,G ◦ ψ} = {F,G}′ ◦ ψ, (1.9)
où {. , .} := π et {. , .}′ := π′.
La condition qui fait de ψ : M → N une application de Poisson peut être écrite
directement en terme de champ de bivecteurs, sans utiliser les fonctions locales
sur N :
Proposition 1.1.8. Soit ψ : M → N une application entre deux variétés de Pois-
son (M,π) et (N, π′). Alors ψ est de Poisson si et seulement si
∧2(Tψ)π = π′, (1.10)
i.e. ∧2(Tmψ)πm = π′ψ(m), pour tout m ∈M .
On peut alors déﬁnir la notion de sous-variété de Poisson.
Définition 1.1.9. Soit (M,π) une variété de Poisson. Une sous-variété (immergée
ou plongée) (N0, ι) est appelée sous-variété de Poisson s’il existe sur N0 une structure
de Poisson πN telle que l’inclusion ι soit de Poisson. Si on considère N := ι(N0)
comme une sous-variété de M , on voit πN comme une structure de Poisson sur N
et on dit que N est une sous-variété de Poisson (immergée ou plongée) de M .
Dans le contexte des variétés de Poisson, on appelle la dérivation hamiltonienne
XH , associée à une fonction H ∈ F(M), le champ de vecteurs hamiltonien associé
à H. On dit alors que H est une fonction hamiltonienne ou un hamiltonien. Plus
généralement, un champ de vecteurs V est dit localement hamiltonien si tout point
m ∈ M appartient à un voisinage U sur lequel V est hamiltonien, i.e. il existe
F ∈ F(U) telle que V = XF sur U , une telle fonction F est dite hamiltonien local
de V. On considère également l’espace vectoriel Hamm(M) constitué des vecteurs
tangents (XH)m, où H est une fonction déﬁnie sur un voisinage de m. Les éléments
de Hamm(M) sont appelés vecteurs hamiltoniens en m.
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Proposition 1.1.10. Soit (M,π) une variété de Poisson. La dérivée de Lie de π
par rapport à tout champ de vecteurs (localement) hamiltonien est nulle. Ainsi, le
flot de tout champ de vecteurs (localement) hamiltonien préserve la structure de
Poisson.
On peut également donner une caractérisation des sous-variétés de Poisson en
terme de champs hamiltoniens.
Proposition 1.1.11. Soit (M,π) une variété de Poisson. Pour une sous-variété
(immergée ou plongée) N := ι(N0) de M les conditions suivantes sont équivalentes :
(i) N est une sous-variété de Poisson de (M,π),
(ii) Pour tout ouvert U ⊂M et pour tout F ∈ F(U), le champ de vecteurs hamil-
tonien XF est tangent à N (i.e. (XF )n ∈ TnN pour tout n ∈ U ∩N),
(iii) Pour tout n ∈ N , le bivecteur πn appartient à ∧2TnN .
De plus, si l’une de ces conditions est satisfaite alors la structure de Poisson sur N
qui fait de l’inclusion ι une application de Poisson, est unique.
Définition 1.1.12. Soient (M,π) une variété de Poisson et m ∈ M . Le rang de
toute matrice de Poisson de π en m est appelé rang de π en m et noté Rkmπ.
Le rang de π est dit maximal en m quand il coïncide avec la dimension de M . Le
maximum maxm∈M Rkmπ est appelé rang de π. Un point de m ∈M est dit régulier
si Rkmπ = Rkπ et singulier sinon.
Les principales propriétés du rang sont données dans la proposition suivante.
Proposition 1.1.13. Soient (M,π) une variété de Poisson et m ∈M .
(i) Rkmπ est pair et égal à dimHamm(M),
(ii) Pour tout s ∈ N, le sous-ensemble M(s) de M , défini par
M(s) := {m ∈M |Rkmπ > 2s}, (1.11)
est ouvert (et dense dans le cas complexe et connexe, s’il est non-vide). En
particulier, le sous-ensemble des points m ∈ M tels que Rkmπ = Rkπ est
ouvert.
1.2 Structures de Poisson linéaires et algèbres de
Lie
1.2.1 La structure de Lie-Poisson sur le dual g∗
On considère une algèbre de Lie (g, [. , .]) de dimension ﬁnie, sur K. On note
g∗ l’espace vectoriel dual de g. On peut alors construire une structure de Poisson
canonique sur le dual g∗ de g, à partir de la structure de Lie [. , .].
On associe à tout élément e ∈ g, une fonction linéaire e∗ : g∗ → K, déﬁnie par
e∗ : g∗ → K
ξ 7→ 〈ξ, e〉 = ξ(e).
Soit (e1, . . . , ed) une base de g, on obtient un système de coordonnées linéaires
(x1, . . . , xd) sur g∗ en posant xi := e∗i . On considère alors la bidérivation antisymé-
trique de F(g∗) (l’algèbre des fonctions polynomiales, lisses ou holomorphes sur g∗),
déﬁnie pour tout F,G ∈ F(g∗) par
{F,G} :=
d∑
i,j=1
xij
∂F
∂xi
∂G
∂xj
, (1.12)
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où xij := [ei, ej ]∗ est une combinaison linéaire des coordonnées (x1, . . . , xd). Alors
{. , .} est la seule bidérivation antisymétrique de F(g∗) telle que {e∗i , e∗j} = [ei, ej ]∗,
pour tout 1 6 i, j 6 d. Par bilinéarité de {. , .} et [. , .], on a pour tout e, f ∈ g,
{e∗, f∗} = [e, f ]∗ .
On en déduit que la déﬁnition de {. , .} est indépendante de la base de g choisie, et
que {. , .} vériﬁe l’identité de Jacobi, ainsi {. , .} est une structure de Poisson de g∗.
On peut alors donner une formule intrinsèque de {F,G} en termes des diﬀéren-
tielles de F et G. Puisque la diﬀérentielle de F ∈ F(g∗) en ξ ∈ g∗ est une application
linéaire dξF : Tξg∗ → K, et puisque Tξg∗ est naturellement isomorphe à g∗, on peut
considérer dξF comme un élément de (g∗)∗, c’est à dire comme un élément de g
(car g et son bidual sont canoniquement isomorphes). Avec cette notation, dξF
s’écrit dξF =
∑d
i=1
∂F
∂xi
(ξ)ei et il en découle l’expression de {F,G} donnée dans la
déﬁnition suivante :
Définition 1.2.1. Soit (g, [. , .]) une algèbre de Lie de dimension finie et soit F(g∗)
l’algèbre des fonctions polynomiales, lisses ou holomorphes sur g∗. La structure de
Poisson sur g∗ définie pour F,G ∈ F(g∗) et ξ ∈ g∗ par
{F,G} (ξ) := 〈ξ, [dξF, dξG]〉 ,
est appelée la structure de Lie-Poisson canonique sur g∗, où dans cette formule dξF
est vu comme un élément de g, sous l’isomorphisme canonique entre g et son bidual.
On introduit ensuite une notion de linéarité pour les structures de Poisson :
Définition 1.2.2. Une structure de Poisson sur un espace vectoriel V de dimension
finie est dite structure de Poisson linéaire si le crochet de Poisson de toute paire de
fonctions linéaires sur V est encore une fonction linéaire sur V .
En particulier, la structure de Lie-Poisson canonique sur g∗ est une structure de
Poisson linéaire (en eﬀet, si F1, F2 ∈ F(g∗) sont linéaires, alors dξFi = Fi ∈ (g∗)∗ ≃
g est indépendante de ξ pour i = 1, 2, donc {F1, F2} = 〈· , [F1, F2]〉 est linéaire).
Proposition 1.2.3. Pour tout espace vectoriel V de dimension finie, il existe une
bijection canonique entre les structures de Poisson linéaires sur V ∗ et les structures
d’algèbres de Lie sur V .
1.2.2 La structure de Lie-Poisson sur l’algèbre de Lie g
Quitte à choisir un isomorphisme linéaire entre une algèbre de Lie (g, [. , .]) sur
K de dimension ﬁnie et son dual g∗, on peut transférer la structure de Lie-Poisson
de g∗ en une structure de Poisson linéaire sur g.
On se donne une forme bilinéaire symétrique, non-dégénérée 〈·|·〉 sur g. Le fait
que 〈·|·〉 soit non-dégénérée entraîne que l’application linéaire χ : g→ g∗ qui associe
à tout x ∈ g la forme linéaire 〈x|·〉 : y 7→ 〈x|y〉, est un isomorphisme. Ainsi, la
structure de Lie-Poisson sur g∗ donnée à la déﬁnition 1.2.1, peut être transférée en
une unique structure de Poisson {. , .}g sur g telle que χ soit un isomorphisme de
variétés de Poisson.
On appelle {. , .}g la structure de Lie-Poisson sur g par rapport à 〈·|·〉.
On explicite alors la structure de Lie-Poisson sur g, pour F,G ∈ F(g) et x ∈ g,
par
{F,G}g (x) := 〈x| [∇xF,∇xG]〉 , (1.13)
où ∇xF , le gradient de F en x (par rapport à 〈·|·〉), est déﬁni par
〈∇xF |y〉 = 〈dxF, y〉 , ∀y ∈ g.
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Remarque : On peut aussi écrire la relation du gradient d’une fonction F ∈ F(g) en
x ∈ g sous la forme
〈∇xF |y〉 = d
dt |t=0
F (x+ ty), ∀y ∈ g.
1.2.3 R-matrices et r-matrices
Le but de cette section est de rappeler les déﬁnitions des R-matrice et r-matrice,
et leur correspondance ([STS83] et [LGPV12]).
R-matrices
Définition 1.2.4. Soit (g, [. , .]) une algèbre de Lie et soit R : g→ g une application
linéaire. Si l’application bilinéaire, antisymétrique [. , .]R : g × g → g, définie pour
tout x, y ∈ g par
[x, y]R :=
1
2
([Rx, y] + [x,Ry]), (1.14)
est un crochet de Lie sur g, alors R est dite R-matrice de g.
Proposition 1.2.5. Soit (g, [. , .]) une algèbre de Lie. Une application linéaire R :
g→ g est une R-matrice de g si et seulement si on a, pour tout x, y, z ∈ g :
[BR(x, y), z]+ 	 (x, y, z) = 0,
où BR ∈ Hom(g ∧ g, g) est définie, pour x, y ∈ g, par
BR(x, y) := [Rx,Ry]−R([Rx, y] + [x,Ry]). (1.15)
Une conséquence directe de cette proposition est que s’il existe une constante
c ∈ K telle que BR(x, y) = −c[x, y] pour tout x, y ∈ g, alors R est une R-matrice
de g. On appelle cette équation pour R l’équation de Yang-Baxter modifiée pour g
de constante c.
Considérons le cas des décompositions d’algèbre de Lie (ou Lie algebra split-
ting). Soit (g, [. , .]) une algèbre de Lie qui se décompose en la somme directe de
sous-algèbres de Lie g = g+ ⊕ g0 ⊕ g−, où g0 est abélienne et contenue dans le
normalisateur de g+ et de g−. On note P+ (resp. P−, P0) la projection sur g+ (resp.
g−, g0).
Proposition 1.2.6. Soit (g, [. , .]) une algèbre de Lie et soit g = g+ ⊕ g0 ⊕ g− une
décomposition d’algèbre de Lie. L’application linéaire R := P+ − P− de g dans lui-
même est une solution de l’équation de Yang-Baxter modifiée pour g de constante 1.
En particulier, R est une R-matrice de g.
Si on considère une algèbre de Lie (g, [. , .]) de dimension ﬁnie, chaque R-matrice
de g permet de construire une structure de Lie-Poisson sur g∗.
En eﬀet, soit une algèbre de Lie (g, [. , .]) de dimension ﬁnie et soit R une R-
matrice de g, alors comme [. , .]R est un crochet de Lie sur g, d’après la déﬁnition
1.2.1 appliquée à l’algèbre de Lie (g, [. , .]R), il existe une structure de Poisson linéaire
sur g∗ déﬁnie pour F,G ∈ F(g∗) et ξ ∈ g∗ par
{F,G}R (ξ) :=
〈
ξ, [dξF, dξG]R
〉
, (1.16)
et appelée R-crochet de Poisson de g∗.
De plus, en utilisant, comme à la section 1.2.2, une forme bilinéaire symétrique
non-dégénérée 〈·|·〉 sur g, on peut transporter le R-crochet de Poisson de g∗ en une
structure de Poisson sur g, qui s’exprime pour F,G ∈ F(g) et x ∈ g par
{F,G}R,g (x) := 〈x| [∇xF,∇xG]R〉 . (1.17)
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r-matrices
Avant de donner la déﬁnition d’une r-matrice, on a besoin de déﬁnir une repré-
sentation naturelle d’une algèbre de Lie g sur son algèbre extérieure ∧•g.
Soit (g, [. , .]) une algèbre de Lie de dimension ﬁnie. Une représentation naturelle
de g sur son algèbre tensorielle T •g est obtenue en étendant, pour tout x ∈ g,
l’application linéaire adx : g→ g en une dérivation (graduée de degré zéro) de T •g.
Explicitement, pour un monôme y1 ⊗ · · · ⊗ yp ∈ T •g, on pose
adx(y1 ⊗ · · · ⊗ yp) :=
p∑
i=1
y1 ⊗ · · · ⊗ [x, yi]⊗ · · · ⊗ yp. (1.18)
L’identité de Jacobi pour [. , .] implique que l’application linéaire ad : g × T •g →
T •g ainsi déﬁnie est une représentation de g sur T •g. Combinée avec la projection
naturelle de T •g sur ∧•g, on obtient une représentation de g, appelée représentation
adjointe de g sur ∧•g.
On restreint la représentation ad à g ⊗ g. Pour p ∈ N, on considère Cp(g) :=
Hom(∧pg, g ⊗ g) l’espace vectoriel des applications p-linéaires et antisymétriques
sur g, à valeurs dans g ⊗ g. Alors, il existe une application δpL : Cp(g) → Cp+1(g)
(appelée opérateur de cobord, [LGPV12], car elle vériﬁe δpL ◦ δp−1L = 0) donnée pour
c ∈ Cp(g) et x0, . . . , xp ∈ g par
δpL(c)(x0, . . . , xp) =
p∑
i=0
(−1)iadxic(x0, . . . , xˇi, . . . , xp)
+
∑
06i<j6p
(−1)i+jc([xi, xj ], x0, . . . , xˇi, . . . , xˇj , . . . , xp).
Soit r ∈ g⊗g ≃ C0(g), on obtient une application linéaire γr := (δ0L(r) : g→ g⊗g),
qui est donnée, pour tout x ∈ g, par
γr(x) = adxr.
L’application transposée de γr est une application linéaire γ⊤r : g
∗ ⊗ g∗ ≃ (g ⊗
g)∗ → g∗ que l’on peut voir comme une application bilinéaire de g∗ × g∗ dans g∗.
Explicitement, pour tout x ∈ g et ξ, η ∈ g∗, on a〈
γ⊤r (ξ, η), x
〉
= (ξ ⊗ η)(adxr).
Définition 1.2.7. Soit (g, [. , .]) une algèbre de Lie de dimension finie. Un bivecteur
r ∈ g⊗ g est appelé r-matrice de g si la transposée γ⊤r de γr = (δ0L(r) : g→ g⊗ g)
est un crochet de Lie sur g∗. Dans ce cas, le crochet de Lie sur g∗, défini par
〈[ξ, η]r, x〉 := 〈ξ ∧ η, adxr〉 , (1.19)
est appelé le crochet de Lie associé à r et (g, [. , .], [. , .]r) est appelée bigèbre de Lie
cobord.
Soit r ∈ g ⊗ g une r-matrice d’une algèbre de Lie de dimension ﬁnie (g, [. , .]).
Alors, puisque (g∗, [. , .]r) est une algèbre de Lie et g ≃ (g∗)∗ est le dual d’une algèbre
de Lie, on obtient une structure de Poisson sur g, déﬁnie pour F,G ∈ F(g) et x ∈ g
par
{F,G}r (x) := 〈[dxF, dxG]r , x〉 , (1.20)
où dans cette formule, dxF est vue comme un élément de g∗ sous l’isomorphisme
entre T ∗xg et g
∗. Cette structure est appelée r-crochet de Poisson sur g.
Faisons à présent le lien entre R-matrices et r-matrices. On rappelle qu’une
algèbre de Lie quadratique g est une algèbre de Lie (g, [. , .]), munie d’une forme
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bilinéaire symétrique 〈·|·〉 non-dégénérée et ad-invariante (i.e. 〈[x, y] |z〉 = 〈x| [y, z]〉
pour tout x, y, z ∈ g). On note χ : g→ g∗ l’isomorphisme déﬁni par
〈χ(x), y〉 = 〈x|y〉 , ∀x, y ∈ g.
Sachant qu’on a un isomorphisme entre g∗ ⊗ g et End(g) (donné par ξ ⊗ x 7→ (y ∈
g 7→ ξ(y)x)), on peut étendre χ à χ⊗ ✶g : g⊗ g→ g∗ ⊗ g ≃ End(g), ce qui permet
d’associer à tout élément de g⊗ g une application linéaire de g dans lui-même.
Pour une application linéaire R : g → g, on note R∗ son adjoint par rapport à
〈·|·〉, ce qui signiﬁe que 〈Rx|y〉 = 〈x|R∗y〉 , pour tout x, y ∈ g. Si R∗ = R (resp.
R∗ = −R), on dit que R est symétrique (resp. antisymétrique).
Proposition 1.2.8. Soient (g, [. , .]) une algèbre de Lie quadratique de dimension
finie et χ : g → g∗ l’isomorphisme induit par la forme bilinéaire sur g. Soient
r ∈ g⊗ g et R ∈ g∗ ⊗ g ≃ End(g) deux éléments associés par la relation
R = 4(χ⊗ ✶g)(r). (1.21)
Alors, R est une R-matrice antisymétrique de g si et seulement si r est une r-matrice
antisymétrique de g. De plus, χ : (g, [. , .]R) → (g∗, [. , .]r) est un isomorphisme
d’algèbres de Lie. On dit alors que R est la R-matrice associée à la r-matrice r et
inversement que r est la r-matrice associée à la R-matrice R.
1.3 Structures de Poisson quadratiques
On rappelle qu’une structure de Poisson sur un espace vectoriel V de dimension
ﬁnie est dite quadratique si le crochet de Poisson de toute paire de fonctions linéaires
sur V est une fonction polynomiale homogène de degré 2 sur V . Ainsi, en termes d’un
système de coordonnées linéaires (x1, . . . , xd) sur V , chaque structure de Poisson
quadratique π sur V est de la forme
π =
∑
16i<j6d
xij
∂
∂xi
∧ ∂
∂xj
,
où chaque xij := {xi, xj} est une fonction polynomiale homogène de degré 2 sur V .
On utilisera pour construire des structures de Poisson quadratiques la proposi-
tion suivante (cf. [LGPV12, proposition 10.18]) :
Proposition 1.3.1. Soit (g, [. , .]) une algèbre de Lie de dimension finie sur K,
associée à une algèbre associative, équipée d’une forme bilinéaire, symétrique, non-
dégénérée 〈·|·〉, à valeurs dans K, qui vérifie 〈xy|z〉 = 〈x|yz〉 , pour tout x, y, z ∈ g.
Soit R : g→ g une R-matrice antisymétrique satisfaisant l’équation de Yang-Baxter
modifiée. Soit F(g) l’algèbre des fonctions polynomiales, lisses ou holomorphes sur g.
Alors la bidérivation définie pour F,G ∈ F(g) et x ∈ g par
{F,G}QR(x) :=
1
2
〈[x,∇xF ]|R(x∇xG+∇xGx)〉 − (F ↔ G), (1.22)
est une structure de Poisson quadratique sur g que l’on appelle R-crochet quadra-
tique de g. De plus, quand K = R ou C, si H est une fonction Ad-invariante sur
g (pour le groupe de Lie connexe G sur K associé à g), son champ de vecteurs
hamiltoniens pour la structure {. , .}QR est donné par
x˙ = −[x,R(x∇xH)]. (1.23)
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1.4 Groupes de Lie et structures de Poisson
1.4.1 Groupes de Lie-Poisson
Les groupes de Lie que nous allons considérer dans cette section sont tous réels
ou complexes (K = R ou C). Pour plus de résultats, on pourra consulter [Lu90] et
[KS97].
Définition 1.4.1. Une structure de Poisson π sur un groupe de Lie G est dite
multiplicative si l’application produit µ : G×G→ G est de Poisson, où G×G est
muni de la structure de Poisson produit. La paire (G, π) est alors appelée groupe
de Lie-Poisson.
Une application φ : G→ G′ entre deux groupes de Lie-Poisson (G, π) et (G′, π′)
est dite morphisme de groupes de Lie-Poisson si elle est à la fois un morphisme de
groupes et une application de Poisson.
Une sous-variété H d’un groupe de Lie-Poisson (G, π) est dite sous-groupe de
Lie-Poisson de (G, π) si elle est à la fois un sous-groupe de Lie et une sous-variété
de Poisson. Dans ce cas, si on note πH la structure de Poisson sur H induite de
celle de G, la paire (H, πH) est un groupe de Lie-Poisson et l’inclusion naturelle de
(H, πH) dans (G, π) est un morphisme de groupes de Lie-Poisson.
On rappelle la construction d’une structure de Poisson linéaire à partir d’une
structure de Poisson, s’annulant en un point, sur une variété de Poisson.
Proposition 1.4.2. Soit (M,π) une variété de Poisson réelle ou complexe et soit
m ∈ M un point où π s’annule. Alors, il existe une unique structure de Poisson
linéaire {. , .}1 = π1 sur TmM , telle que sur tout voisinage U de m dans M et pour
tout F,G ∈ F(U),
{dmF, dmG}1 = dm {F,G} ,
où les éléments dmF, dmG et dm {F,G} de T ∗mM sont vus comme des fonctions
(linéaires) sur TmM .
On appelle la structure de Poisson linéaire π1 sur TmM la structure de Poisson
linéarisée de π en m.
SoitG un groupe de Lie. On rappelle que pour g ∈ G l’application de translation
à gauche Lg (resp. à droite Rg) est déﬁnie par Lg(h) := gh (resp. Rg(h) := hg) pour
tout h ∈ G.
Proposition 1.4.3. Soit (G, π) un groupe de Lie-Poisson. Alors π s’annule en
l’élément neutre e de G. De plus, la structure de Poisson linéarisée de π en e est la
structure de Poisson linéaire π1 sur g = TeG donnée pour x ∈ g par (π1)x = TeΨ(x),
où Ψ : G→ ∧2g est le cocycle défini pour g ∈ G par Ψ(g) := ∧2(TgRg−1)πg.
Un exemple important de groupes de Lie-Poisson sont ceux qui sont construits
à partir d’une r-matrice.
On rappelle que si G est un groupe de Lie, d’algèbre de Lie g, pour x ∈ g, on
note ←−x (resp. −→x ) le champ de vecteurs invariant à gauche (resp. à droite) qui vaut
x en e. Il est déﬁni, pour tout g ∈ G, par ←−x g := TeLg(x) (resp. −→x g := TeRg(x)).
Cette notation s’étend aux polyvecteurs en utilisant ∧•TeLg (resp. ∧•TeRg).
Proposition 1.4.4. Soit G un groupe de Lie connexe d’algèbre de Lie (g, [. , .]) et
soit a ∈ ∧2g. Sur G, on considère le bivecteur π défini par π := ←−a − −→a . Alors
(G, π) est un groupe de Lie-Poisson si et seulement si a est une r-matrice de g.
Cette proposition entraîne la déﬁnition suivante.
Définition 1.4.5. Un groupe de Lie-Poisson (G, π) est dit groupe de Lie-Poisson
cobord si π est de la forme π :=←−a −−→a pour un élément a de ∧2g.
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1.4.2 Bigèbres de Lie
Dans la suite, notre objectif est de faire le lien entre les groupes de Lie-Poisson
et les bigèbres de Lie. Mais avant cela, nous allons faire quelques rappels sur les
bigèbres de Lie.
On considère des structures d’algèbre de Lie sur un espace vectoriel g de dimen-
sion ﬁnie, sur son dual g∗ et sur leur produit d := g× g∗. De plus, on pense souvent
à g et g∗ comme des sous-espaces de d, par les identiﬁcations naturelles g ≃ g×{0}
et g∗ ≃ {0} × g∗. Ainsi par abus de notation, on notera x et ξ pour (x, 0) et (0, ξ).
On notera également sans distinction ad∗ pour l’action coadjointe de g sur g∗ et
celle de g∗ sur g. On rappelle d’ailleurs que ces dernières sont déﬁnies par
〈ξ, [x, y]g〉 = −〈ad∗xξ, y〉 et 〈[ξ, η]g∗ , x〉 = −
〈
η, ad∗ξx
〉
,
pour tout x, y ∈ g et ξ, η ∈ g∗.
On utilise également la forme bilinéaire symétrique, non-dégénérée 〈·|·〉d sur d
déﬁnie pour tout x, y ∈ g et ξ, η ∈ g∗ par
〈(x, ξ)|(y, η)〉d := 〈ξ, y〉+ 〈η, x〉 . (1.24)
La proposition suivante sert à justiﬁer la déﬁnition de bigèbre de Lie :
Proposition 1.4.6. Soit g un espace vectoriel de dimension finie et soient [. , .]g
et [. , .]g∗ des crochets de Lie respectivement sur g et g∗. Sur d := g× g∗, on consi-
dère la forme bilinéaire symétrique non-dégénérée 〈·|·〉d donnée par (1.24). Alors les
conditions suivantes sont équivalentes :
(i) Il existe un crochet de Lie sur d pour lequel 〈·|·〉d est ad-invariant et tel que
les inclusions naturelles g →֒ d et g∗ →֒ d sont des morphismes d’algèbres de
Lie.
(ii) L’application bilinéaire antisymétrique [. , .]d : d × d → d donnée pour tout
x, y ∈ g et ξ, η ∈ g∗ par
[(x, ξ), (y, η)]d := ([x, y]g + ad
∗
ξy − ad∗ηx, [ξ, η]g∗ + ad∗xη − ad∗yξ), (1.25)
satisfait l’identité de Jacobi.
Si l’une de ces conditions est vérifiée, le crochet de Lie sur d qui satisfait la première
condition est unique et est donné par (1.25). Dans ce cas, (d, 〈·|·〉d) est alors une
algèbre de Lie quadratique.
On peut ensuite donner la déﬁnition d’une bigèbre de Lie [KS97] :
Définition 1.4.7. Soit g un espace vectoriel de dimension finie et soient [. , .]g et
[. , .]g∗ des crochets de Lie respectivement sur g et g∗. Le triplet (g, [. , .]g, [. , .]g∗) est
appelé bigèbre de Lie s’il vérifie l’une des conditions équivalentes de la proposition
1.4.6. Dans ce cas, l’algèbre de Lie (d, [. , .]d), où [. , .]d est le crochet de Lie sur
d := g×g∗ donné par (1.25), est appelée double de la bigèbre de Lie (g, [. , .]g, [. , .]g∗).
Soient (h, [. , .]h, [. , .]h∗) et (g, [. , .]g, [. , .]g∗) deux bigèbres de Lie. L’application
linéaire φ : h → g est dite morphisme de bigèbres de Lie si l’application φ :
(h, [. , .]h) → (g, [. , .]g) et sa transposée φ⊤ : (g∗, [. , .]g∗) → (h∗, [. , .]h∗) sont toutes
les deux des morphismes d’algèbres de Lie.
La notion de sous-bigèbre de Lie découle alors tout naturellement de la déﬁnition
de morphisme de bigèbres de Lie.
Définition 1.4.8. Soit (g, [. , .]g, [. , .]g∗) une bigèbre de Lie de dimension finie. Un
sous-espace h de g est appelé sous-bigèbre de Lie si h admet une structure de bigèbre
de Lie telle que l’inclusion h →֒ g est un morphisme de bigèbres de Lie.
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On peut aussi reformuler le fait que la transposée de l’inclusion h →֒ g soit un
morphisme d’algèbres de Lie :
Proposition 1.4.9. Soit (g, [. , .]g, [. , .]g∗) une bigèbre de Lie de dimension finie.
Un sous-espace h de g est une sous-bigèbre de Lie de (g, [. , .]g, [. , .]g∗) si et seulement
si les deux conditions suivantes sont vérifiées :
(i) L’espace vectoriel h est une sous-algèbre de Lie de (g, [. , .]g) ;
(ii) L’annulateur h◦ de h est un idéal de Lie de (g∗, [. , .]g∗).
Remarque : On rappelle que l’annulateur, noté h◦, d’un sous-espace vectoriel h de
g est l’ensemble des éléments de g∗ qui s’annulent sur h.
On fait à présent le lien avec la bigèbre de Lie cobord (g, [. , .], [. , .]r), associée à
la r-matrice r, donnée par la déﬁnition 1.2.7 :
Proposition 1.4.10. Soient (g, [. , .]g) une algèbre de Lie et r ∈ g⊗g une r-matrice
de g. Alors la bigèbre de Lie cobord (g, [. , .], [. , .]r) est une bigèbre de Lie.
Remarque : Toutes les bigèbres de Lie ne sont pas nécessairement des bigèbres de
Lie cobords, mais on peut toujours les plonger dans une bigèbre de Lie cobord. (cf.
[LGPV12, proposition 11.25])
Une autre manière de traiter les bigèbres de Lie est la notion de triplet de Manin :
Définition 1.4.11. Soit (E, [. , .]) une algèbre de Lie quadratique de dimension
finie, dont la forme bilinéaire est notée 〈·|·〉. Soient V et W deux sous-espaces vec-
toriels de E. Le triplet ((E, [. , .] , 〈·|·〉), V,W ) est appelé triplet de Manin si
(1) E = V ⊕W ,
(2) V et W sont des sous-algèbres de Lie de E,
(3) V et W sont isotropes par rapport à 〈·|·〉.
En fait, il existe une bijection entre les triplets de Manin et les bigèbres de Lie :
Proposition 1.4.12. (1) Soit (g, [. , .]g , [. , .]g∗) une bigèbre de Lie de dimension
finie. On considère l’algèbre de Lie double d := g× g∗, munie du crochet de Lie
[. , .]d et de la forme bilinéaire 〈·|·〉d donnés par les équations (1.24) et (1.25).
Alors le triplet ((d, [. , .]d , 〈·|·〉d), g, g∗) est un triplet de Manin.
(2) Inversement, soit ((E, [. , .]E , 〈·|·〉E), V,W ) un triplet de Manin, où E est sup-
posé de dimension finie. On note [. , .]V et [. , .]W la restriction de [. , .]E à V et
W respectivement et χ∗([. , .]W ) le crochet de Lie sur V
∗ obtenu en transportant
[. , .]W par l’isomorphisme χ : V
∗ ≃W induit par 〈·|·〉E. Alors (V, [. , .]V , χ∗([. , .]W ))
est une bigèbre de Lie.
1.4.3 Groupes de Lie-Poisson et bigèbres de Lie
Le but de cette section est d’établir une correspondance naturelle entre les
groupes de Lie-Poisson et les bigèbres de Lie.
Tout d’abord, on considère un groupe de Lie-Poisson, à partir duquel on construit
une bigèbre de Lie. Soit (G, π) un groupe de Lie-Poisson, dont l’élément neutre est
noté e. On note g := TeG l’algèbre de Lie associée, équipée du crochet de Lie [. , .]g.
D’après la proposition 1.4.3, on a une structure de Poisson linéaire π1 sur g et donc
π1 se réduit aux formes linéaires sur g en un crochet de Lie [. , .]g∗ sur g
∗ que l’on
appelera le crochet linéarisé de (G, π).
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Proposition 1.4.13. Soit (G, π) un groupe de Lie-Poisson, d’algèbre de Lie (g, [. , .]g)
et de crochet linéarisé [. , .]g∗ . On note e l’élément neutre de G.
(1) Le triplet (g, [. , .]g , [. , .]g∗) est une bigèbre de Lie ;
(2) Soit Φ un morphisme de groupes de Lie-Poisson de (G, π) dans un groupe de
Lie-Poisson (H, π′) de bigèbre de Lie correspondante (h, [. , .]h , [. , .]h∗). L’ap-
plication tangente TeΦ de Φ en e est un morphisme de bigèbres de Lie de
(g, [. , .]g , [. , .]g∗) dans (h, [. , .]h , [. , .]h∗).
Le second point de cette proposition entraîne un résultat sur les sous-groupes
de Lie-Poisson et les sous-bigèbres de Lie :
Proposition 1.4.14. Soit (G, π) un groupe de Lie-Poisson, de bigèbre de Lie as-
sociée (g, [. , .]g , [. , .]g∗). Soit H un sous-groupe de Lie connexe de G, d’algèbre de
Lie h, alors les assertions suivantes sont équivalentes :
(i) H est un sous-groupe de Lie-Poisson de (G, π) ;
(ii) h est une sous-bigèbre de Lie de (g, [. , .]g , [. , .]g∗).
Si on suppose ces deux conditions équivalentes vérifiées, on note [. , .]h et [. , .]h∗ les
crochets de Lie de la bigèbre de Lie h et on note π′ la structure de Poisson sur H
induite par π. Alors (h, [. , .]h , [. , .]h∗) est la bigèbre de Lie de (H, π
′).
Corollaire 1.4.15. Soit (G, π) un groupe de Lie-Poisson, de bigèbre de Lie associée
(g, [. , .]g , [. , .]g∗). On considère un sous-groupe de Lie connexe H de G, d’algèbre
de Lie h. Alors les assertions suivantes sont équivalentes :
(i) H est un sous-groupe de Lie-Poisson de (G, π) ;
(ii) l’annulateur h◦ de h est un idéal de Lie de (g∗, [. , .]g∗).
Démonstration. Ce corollaire se montre en combinant les résultats des propositions
1.4.9 et 1.4.14.
Nous allons considérer à présent le cas des groupes de Lie-Poisson cobords et
bigèbres de Lie cobords.
On rappelle que par déﬁnition, un groupe de Lie-Poisson (G, π) est dit groupe de
Lie-Poisson cobord, s’il existe a ∈ ∧2g tel que π =←−a −−→a , où (g, [. , .]) est l’algèbre
de Lie de G. D’après la proposition 1.4.4, a est une r-matrice antisymétrique de g
et donc on a un crochet de Lie [. , .]a sur g
∗ donné par l’équation (1.19).
Proposition 1.4.16. Soit (G, π) un groupe de Lie-Poisson cobord, avec π =←−a −−→a
où a ∈ ∧2g est une r-matrice de l’algèbre de Lie (g, [. , .]g) de G. Alors la bigèbre de
Lie associée à (G, π) est la bigèbre de Lie cobord (g, [. , .]g , [. , .]a).
En utilisant l’intégration des algèbres de Lie en groupes de Lie connexes, donnée
par le Théorème de Lie [DK00], on obtient le résultat suivant :
Proposition 1.4.17. (1) Soit (g, [. , .]g , [. , .]r) une bigèbre de Lie cobord, de di-
mension finie. Si G est un groupe de Lie connexe d’algèbre de Lie associée
(g, [. , .]g), alors G admet une structure de groupe de Lie-Poisson cobord dont
la bigèbre de Lie associée est (g, [. , .]g , [. , .]r).
(2) En particulier, toute bigèbre de Lie cobord de dimension finie est la bigèbre de
Lie d’un groupe de Lie-Poisson cobord.
On peut alors considérer le cas des groupes de Lie-Poisson cobords associés à
des bigèbres de Lie quadratiques. La première partie de la proposition suivante est
connue [Lu90], mais la seconde partie n’a pas été retrouvée dans la littérature.
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Proposition 1.4.18. Soit (g, [. , .]g, [. , .]a) une bigèbre de Lie cobord quadratique
de dimension finie, où a ∈ ∧2g est une r-matrice de l’algèbre de Lie quadratique
(g, [. , .]g) et soit (G, π) le groupe de Lie-Poisson cobord connexe associé. On note
〈·|·〉g la forme bilinéaire symétrique, ad-invariante, non-dégénérée sur g et R la
R-matrice associée à la r-matrice a par rapport à 〈·|·〉g.
Si H est un sous-groupe de Lie connexe de G, d’algèbre de Lie h, alors les
assertions suivantes sont équivalentes :
(i) H est un sous-groupe de Lie-Poisson de (G, π) ;
(ii) l’orthogonal h⊥ de h par rapport à 〈·|·〉g est un idéal de Lie de g pour le R-
crochet de Lie [. , .]R.
On suppose que ces deux conditions sont vérifiées. Si on a, de plus, R(h) ⊂ h et
h ⊕ h⊥ = g, alors la structure de Poisson sur H est donnée par πH = ←−rh − −→rh, où
rh est la r-matrice associée à R|h, la R-matrice R restreinte à h.
Démonstration. Soit χ l’isomorphisme de g dans g∗, donné par x 7→ 〈x|·〉g. On
remarque que si x ∈ h⊥, on a 〈x|y〉 = 0, pour tout y ∈ h, c’est-à-dire que χ(x)
s’annule sur h donc appartient à h◦. Inversement, si χ(x) ∈ h◦, alors x ∈ h⊥. Donc
sous l’isomorphisme entre g et g∗, éléments orthogonaux et annulateurs sont en
correspondance.
De plus, χ est un isomorphisme d’algèbres de Lie de (g, [. , .]R) dans (g∗, [. , .]a)
(cf. proposition 1.2.8), donc les idéaux de Lie de (g, [. , .]R) sont en correspondance
avec les idéaux de Lie de (g∗, [. , .]a). Ainsi h
⊥ est un idéal de Lie de (g, [. , .]R) si et
seulement si h◦ est un idéal de Lie de (g∗, [. , .]a).
On conclut d’après le corollaire 1.4.15 quant à l’équivalence (i)⇔(ii).
On suppose à présent que les deux conditions sont vériﬁées et que R(h) ⊂ h et
h⊕ h⊥ = g.
On a H sous-groupe de Lie-Poisson de (G, π) et d’après le proposition 1.4.14,
sa bigèbre de Lie (h, [. , .]h, [. , .]h∗) est la sous-bigèbre de Lie de (g, [. , .]g, [. , .]a), où
[. , .]h est le crochet de Lie sur h induit de [. , .]g par restriction et [. , .]h∗ est le crochet
de Lie sur h∗ induit de [. , .]a en quotientant par h
◦. On va expliciter le crochet de
Lie [. , .]h∗ en utilisant plusieurs isomorphismes de Lie.
1. Tout d’abord, on a l’isomorphisme de Lie entre g et g∗ donné par
χ : (g, [. , .]R)
≃−→ (g∗, [. , .]a)
x 7−→ 〈x|·〉g
et puisque l’idéal de Lie h⊥ de g est en correspondance avec l’idéal de Lie h◦
de g∗, on obtient un nouvel isomorphisme de Lie :
χ˜ : (g/h⊥, [. , .]qR)
≃−→ (g∗/h◦, [. , .]qa)
x+ h⊥ 7−→ 〈x|·〉g + h◦
où [. , .]qR est la structure de Lie quotient de g par h
⊥ et [. , .]qa celle de g
∗ par h◦.
2. Comme R(h) ⊂ h, l’application linéaire R|h est une R-matrice de h. De plus,
on a h ⊕ h⊥ = g, donc la forme bilinéaire 〈·|·〉g se restreint à h en une forme
bilinéaire non-dégénérée et la proposition 1.2.8 nous permet alors de construire
une r-matrice rh de h, associée à R|h, telle que
χh : (h, [. , .]R|h)
≃−→ (h∗, [. , .]rh)
h 7−→ 〈h|·〉g|h
soit un isomorphisme d’algèbres de Lie.
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3. En utilisant le fait que h⊕ h⊥ = g, on a une projection ph : g = h⊕ h⊥ → h.
C’est d’ailleurs un morphisme de Lie de (g, [. , .]R) dans (h, [. , .]R|h). En eﬀet,
soient x = h1 + h2 ∈ h⊕ h⊥ et x′ = h′1 + h′2 ∈ h⊕ h⊥, on a
ph([x, x
′]R) = ph([h1, h′1]R|h + [h1, h
′
2]R + [h2, h
′
1]R + [h2, h
′
2]R) = [h1, h
′
1]R|h ,
car (h, [. , .]R|h) est une sous-algèbre de Lie de (g, [. , .]R) et h
⊥ est un idéal de
Lie de (g, [. , .]R). D’où
ph([x, x
′]R) = [ph(x), ph(x′)]R|h . (1.26)
De plus, comme h⊥ est le noyau de ph, on a un isomorphisme de Lie :
p˜h : (g/h
⊥, [. , .]qR)
≃−→ (h, [. , .]R|h)
h+ h⊥ 7−→ h
4. On considère ensuite l’application de restriction f : g∗ → h∗, ξ 7→ ξ|h (surjec-
tive). Comme (h, [. , .]h , [. , .]h∗) est une sous-bigèbre de Lie de (g, [. , .]g, [. , .]a),
l’application f est un morphisme de Lie. De plus, le noyau de f est h◦, donc
l’application suivante :
f˜ : (g∗/h◦, [. , .]qa)
≃→ (h∗, [. , .]h∗)
ξ + h◦ 7→ ξ|h
est un isomorphisme de Lie.
On compose alors ces isomorphismes et on obtient pour ξ ∈ h∗ (dont l’antécédent
par χh est noté h ∈ h)
f˜ ◦ χ˜ ◦ (p˜h)−1 ◦ (χh)−1(ξ) = f˜ ◦ χ˜ ◦ (p˜h)−1(h)
= f˜ ◦ χ˜(h+ h⊥)
= f˜(〈h|·〉g + h◦)
= 〈h|·〉g|h = ξ.
D’où f˜ ◦ χ˜ ◦ (p˜h)−1 ◦ (χh)−1 = idh∗ et comme on a des isomorphismes d’algèbres de
Lie, on obtient l’isomorphisme de Lie idh∗ : (h∗, [. , .]rh)
≃→ (h∗, [. , .]h∗).
On peut alors résumer cela dans un diagramme :
(g, [. , .]R)
χ
≃
//

(g∗, [. , .]a)

(g/h⊥, [. , .]qR)
χ˜
≃
//
p˜h ≃

(g∗/h◦, [. , .]qa)
f˜ ≃

(h∗, [. , .]h∗)
(h, [. , .]R|h)
χh
≃
// (h∗, [. , .]rh)
idh∗
OO
Ainsi, on a [. , .]h∗ = [. , .]rh et la bigèbre de Lie associée à H est la bigèbre de
Lie cobord (h, [. , .]h, [. , .]rh). Finalement, d’après la correspondance entre groupe
de Lie-Poisson cobord et bigèbre de Lie cobord, on en conclut que la structure de
Poisson sur H est ←−rh −−→rh.
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1.5 Variétés de Poisson-Dirac
Soient M une variété réelle ou complexe et N une sous-variété de M . Dans la
suite, F(M) est l’algèbre des fonctions lisses ou holomorphes sur M .
On ﬁxe n ∈ N et une fonction F déﬁnie sur un voisinage W de n dans N . Le
triplet (F˜ , U, V ) où
1. U ⊂M est un voisinage de n dans M ;
2. V ⊂ (W ∩ U) ⊂ N est un voisinage de n dans N ;
3. F˜ ∈ F(U) est une fonction vériﬁant F˜ |V = F |V ,
est appelé extension locale de F en n.
Toute fonction déﬁnie sur un ouvert de N admet une extension locale en tout
point de son ensemble de déﬁnition.
Définition 1.5.1. Soit (M, {. , .}) une variété de Poisson et soit N une sous-variété
de M . On dit que N est une sous-variété de Poisson-Dirac de M si pour tout n ∈ N ,
toute fonction F définie sur un voisinage de n dans N admet une extension locale
(F˜ , U, V ) en n telle que le champ hamiltonien XF˜ est tangent à N en tout point
de V .
Une sous-variété de Poisson-Dirac hérite alors d’une structure de Poisson pro-
venant de la variété de Poisson ambiante.
Proposition 1.5.2. Soit (M, {. , .}) une variété de Poisson et soit N une sous-
variété de Poisson-Dirac de M . Il existe sur N une unique structure de Poisson
{. , .}N telle que, pour tout ouvert V ⊂ N et tout ouvert U ⊂M avec V ⊂ U , toutes
fonctions F˜ , G˜ ∈ F(U) dont les champs de vecteurs hamiltoniens XF˜ et XG˜ sont
tangents à N en tout point de V et tout n ∈ N , on a
{F,G}N (n) =
{
F˜ , G˜
}
(n),
où F,G ∈ F(V ) sont les restrictions de F˜ , G˜ à V .
Cette unique structure de Poisson {. , .}N sur N est appelée la structure de
Poisson-Dirac sur N et notée πN .
On donne une caractérisation des sous-variétés de Poisson-Dirac.
Proposition 1.5.3. Soit (M, {. , .}) une variété de Poisson de dimension d et soit
N une sous-variété de M de dimension s. Alors N est une sous-variété de Poisson-
Dirac si et seulement s’il existe pour tout n ∈ N une carte (U, x) de M , adaptée à
N (i.e. N est définie au voisinage de n par xs+1 = · · · = xd = 0) et centrée en n,
vérifiant la propriété suivante :
Si on note X := ({xi, xj})16i,j6d la matrice de Poisson de π en termes des coor-
données x = (x1, . . . , xd) qui s’écrit sous la forme d’une matrice par blocs :
X =
(
A B
−tB D
)
,
où A est de taille s = dimN , alors il existe un voisinage V de n dans U ∩ N , tel
que B(n′) = 0 pour tout n′ ∈ V .
De plus, si ces conditions équivalentes sont satisfaites, la matrice de Poisson
de la structure de Poisson-Dirac πN sur N est donnée, en termes des coordonnées
x1|V , . . . , xs|V , sur un voisinage de n dans N par A|V = ({xi, xj}|V )16i,j6s.
Cette caractérisation peut aussi se reformuler en terme de champ de bivecteurs.
On rappelle que si N est une sous-variété de la variété M alors pour tout n ∈ N , il
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existe un voisinage V de n et un supplémentaire E de TN dans TM sur V , c’est à
dire :
Tn′M = Tn′N ⊕ En′ , (1.27)
pour tout n′ ∈ V . On dira que E est un fibré supplémentaire à TN dans TM (sur
un voisinage V ).
Corollaire 1.5.4. Soit (M, {. , .}) une variété de Poisson et soit N une sous-variété
de M . Alors N est une sous-variété de Poisson-Dirac si et seulement si pour tout
n ∈ N , il existe un voisinage V de n dans N et un fibré supplémentaire E à TN
dans TM (sur V ) tel que pour tout n′ ∈ V ,
πn′ = π
N
n′ + π
′
n′ , (1.28)
où πNn′ ∈ ∧2Tn′N et π′n′ ∈ ∧2En′ .
De plus, si ces conditions équivalentes sont satisfaites, la structure de Poisson-
Dirac sur N est πN et pour tout n ∈ N , on dira alors que E est un ﬁbré supplé-
mentaire à TN adapté à πN en n.
Une façon de construire des sous-variétés de Poisson-Dirac est de considérer les
points ﬁxes d’une action sur des variétés de Poisson.
Définition 1.5.5. Soit G un groupe et soit (M,π) une variété de Poisson. On dit
que l’action de G sur M , notée χ : G×M →M , préserve la structure de Poisson
si pour tout g ∈ G, l’application χg : M →M,m 7→ χ(g,m) est de Poisson.
Soit G un groupe ﬁni agissant sur une variété de Poisson (M,π). On note l’en-
semble des points ﬁxes de cette action χ par
MG := {m ∈M | χg(m) = m, ∀g ∈ G},
et on déﬁnit une action induite de G sur F(M) par ψg(F ) := F ◦ χg−1 , pour tout
F ∈ F(M) et g ∈ G.
Proposition 1.5.6. Soit G un groupe fini agissant sur une variété de Poisson
(M,π). Si l’action préserve la structure de Poisson, l’ensemble des points fixes MG
est une sous-variété de Poisson-Dirac de (M,π). De plus, la structure de Poisson
sur MG est donnée, pour tout ouvert U ⊂M et tout ouvert V ⊂MG avec V ⊂ U ,
pour toutes fonctions F,G ∈ F(V ) et pour tout n ∈MG par
{F,G}MG (n) =
1
|G|2
∑
g1,g2∈G
{
ψg1(F˜ ), ψg2(G˜)
}
(n) =
1
|G|
∑
g∈G
{
ψg(F˜ ), G˜
}
(n),
où F˜ , G˜ ∈ F(U) sont des extensions de F,G et |G| est le cardinal de G.
On retrouve ces résultats dans [LGPV12, proposition 5.36].
Proposition 1.5.7. Soient (M,π) une variété de Poisson et φ : M → M une
involution de Poisson. On note N l’ensemble des points fixes de φ, alors
1. L’ensemble des points fixes N forme une sous-variété de Poisson-Dirac de M .
On note πN la structure de Poisson sur N .
2. Pour tout ouvert U ⊂ M et tout ouvert V ⊂ N avec V ⊂ U , pour toute
fonction F˜ ∈ F(U), on a en tout point de V ,
X (πN )F = X (π)1
2 (F˜+φ
∗F˜ )
, (1.29)
où F ∈ F(V ) est la restriction de F˜ à V .
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Démonstration. 1. On pose G := {id, φ} un groupe à deux éléments (car φ2 =
id). Alors G agit sur M par χid = idM et χφ = φ qui sont des applications
de Poisson de M dans M . Ainsi l’action de G sur M préserve la structure
de Poisson et d’après la proposition 1.5.6, l’ensemble des points ﬁxes MG est
une sous-variété de Poisson-Dirac. Or l’ensemble des point ﬁxes de l’action de
G sur M est exactement l’ensemble N des points ﬁxes de l’involution φ, d’où
le résultat.
2. D’après la proposition 1.5.6, la structure de Poisson sur N s’écrit de la manière
suivante :
{F,G}N (n) =
1
|G|
∑
g∈G
{
ψg(F˜ ), G˜
}
(n)
=
1
2
({
F˜ , G˜
}
(n) +
{
F˜ ◦ φ, G˜
}
(n)
)
=
{
1
2
(F˜ + φ∗(F˜ )), G˜
}
(n),
d’où le résultat.
Voici une autre propriété sur les sous-variétés de Poisson-Dirac qui sera utile par
la suite. Elle s’inspire d’un résultat sur l’intersection d’une sous-variété de Poisson-
Dirac de M avec les ﬁbres symplectiques de M [Xu03], mais on ne l’a pas trouvé
sous cette forme dans la littérature.
Proposition 1.5.8. Soit (M,π) une variété de Poisson. Si on a
(i) N une sous-variété de Poisson-Dirac de M ,
(ii) S une sous-variété de Poisson de M ,
(iii) S ∩N est une variété,
alors S ∩N est une sous-variété de Poisson de N et une sous-variété de Poisson-
Dirac de S.
Démonstration. Montrons tout d’abord que S ∩N est une sous-variété de Poisson
de N . Pour tout m ∈ M , on considère l’application π#m : T ∗mM −→ TmM déﬁnie
par
π#m(dmH)[F ] := πm[Hm, Fm] = {H,F} (m) = −XH [F ](m),
pour toutes fonctions H,F déﬁnies sur un voisinage de m dans M . On déﬁnit de
même les applications (πNn )
# : T ∗nN −→ TnN et (πSs )# : T ∗s S −→ TsS, où πN
(resp. πS) est la structure de Poisson-Dirac (resp. de Poisson) sur N (resp. S).
Le fait que (N, πN ) est une sous-variété de Poisson-Dirac de (M,π) implique que
pour tout n ∈ N , l’image de l’application (πNn )# (⊂ TnN) est incluse dans l’image
de l’application π#n .
En eﬀet, soit Vn ∈ Im(πNn )#. Alors il existe un voisinage W de n dans N et une
fonction H ∈ F(W ) tels que Vn = X (π
N )
H (n). De plus comme N est une sous-variété
de Poisson-Dirac de M , il existe une extension locale (H˜, U, V ) de H en n telle que
X (π)
H˜
est tangent à N en tout point de V . Ainsi, d’après la proposition 1.5.2, on a
X (πN )H (n) = X (π)H˜ (n) ∈ Imπ#n .
Comme (S, πS) est une sous-variété de Poisson de M , on a X (π)F (s) ∈ TsS, pour
tous s ∈ S et F ∈ F(M), autrement dit π#s (T ∗sM) ⊂ TsS, pour tout s ∈ S.
Ainsi, pour tout n ∈ N ∩ S, on a Im(πNn )# ⊂ Imπ#n ⊂ TnS, d’où
Im(πNn )
# ⊂ TnS ∩ TnN = Tn(S ∩N).
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Et on en conclut que S ∩N est une sous-variété de Poisson de N .
Montrons à présent que S ∩N est une sous-variété de Poisson-Dirac de S.
Soient p ∈ S ∩N et une fonction H déﬁnie sur un voisinage W de p dans S ∩N .
Comme S ∩N est une sous-variété de Poisson de N , il existe une extension locale
(H ′, U ′, V ′) de H en p, où U ′ (resp. V ′ ⊂ (W ∩ U ′)) est un voisinage de p dans N
(resp. dans S ∩N) et H ′ ∈ F(U ′) telle que
H ′|V ′ = H|V ′ .
De plus, N est une sous-variété de Poisson-Dirac de M , il existe donc une extension
locale (H ′′, U ′′, V ′′) de H ′|V ′ en p telle que XH′′ est tangent à N en tout point de
V ′′ et où U ′′ (resp. V ′′ ⊂ (V ′ ∩ U ′′)) est un voisinage de p dans M (resp. dans N)
et H ′′ ∈ F(U ′′) telle que
H ′′|V ′′ = H
′|V ′′ = H|V ′′ .
D’autre part, comme S est une sous-variété de Poisson de M , XH′′ est tangent
à S en tout point de S. On en conclut donc que H admet un extension locale
(H ′′|S , U
′′ ∩ S, V ′′ ∩ S) en p telle que XH′′|S est tangent à S ∩N en tout point de
V ′′ ∩S où U ′′ ∩S ⊂ S (resp. (V ′′ ∩S) ⊂ (S ∩ V ′ ∩U ′′) ⊂ (S ∩N)) est un voisinage
de p dans S (resp. dans S ∩N) et H ′′|S ∈ F(U ′′ ∩ S) telle que
H ′′|V ′′∩S = H
′|V ′′∩S = H|V ′′∩S .
D’où le résultat.
On résume ces constructions dans le diagramme suivant :
(H ′′, U ′′, V ′′)
}}
M
(H ′′|S , U
′′ ∩ S, V ′′ ∩ S) S +

SP
99
N
3 S
SPD
ee
(H ′, U ′, V ′)
ii
S ∩N
+ 
SP
99
3 S
ee
H ∈ F(W )
AA
où SP (resp. SPD) signiﬁe sous-variété de Poisson (resp. sous-variété de Poisson-
Dirac).
On a également un résultat sur les morphismes de Poisson qui se restreignent
aux sous-variétés de Poisson-Dirac :
Proposition 1.5.9. Soient (M1, π1), (M2, π2) deux variétés de Poisson, un mor-
phisme de Poisson φ : M1 →M2 et N1 (resp. N2) une sous-variété de Poisson-Dirac
de M1 (resp. M2) telles que φ(N1) ⊂ N2.
Pour tout n1 ∈ N1, supposons l’existence d’
– un fibré supplémentaire E1 à TN1 adapté à π
N1
1 en n1 sur un voisinage V1
de n1,
– un fibré supplémentaire E2 à TN2 adapté à π
N2
2 en φ(n1) sur un voisinage V2
de φ(n1),
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satisfaisant Tnφ((E1)n) ⊂ (E2)φ(n) pour tout n ∈ V1.
Alors le morphisme φ|N1 : N1 → N2 est de Poisson.
Démonstration. Soient n1 ∈ N1 et n2 ∈ N2. Comme Ni est une sous-variété de
Poisson-Dirac de Mi, pour i ∈ {1, 2}, et Ei est un ﬁbré supplémentaire à TNi
adapté à πNii en ni ∈ Ni, la structure de Poisson-Dirac πNi de Ni vériﬁe, dans un
voisinage Vi de ni dans Ni, la relation
πn′
i
= (πNi)n′
i
+ (π′i)n′i ,
pour tout n′i ∈ Vi, où (πNi)n′i ∈ ∧2Tn′iNi et (π′i)n′i ∈ ∧2(Ei)n′i , ainsi que la relation
Tn′
i
Mi = Tn′
i
Ni ⊕ (Ei)n′
i
, pour tout n′i ∈ Vi.
Pour montrer que φ|N1 est un morphisme de Poisson, il faut montrer que
∧2Tn1φ(πN1)n1 = (πN2)φ(n1), ∀n1 ∈ N1.
Or φ est un morphisme de Poisson de (M1, π1) dans (M2, π2), donc si on se donne
n1 ∈ N1 et si on pose n2 := φ(n1) ∈ N2, on a :
(∧2Tn1φ)(π1)n1 = (π2)n2
(∧2Tn1φ)(πN1 + π′1)n1 = (πN2 + π′2)n2
(∧2Tn1φ)(πN1)n1︸ ︷︷ ︸
∈∧2Tn2N2
+(∧2Tn′1φ)(π′1)n1︸ ︷︷ ︸
∈∧2(E2)n2
= (πN2)n2︸ ︷︷ ︸
∈∧2Tn2N2
+ (π′2)n2︸ ︷︷ ︸
∈∧2(E2)n2
,
d’où, comme Tn2M2 = Tn2N2 ⊕ (E2)n2 , la relation
∧2Tn1φ(πN1)n1 = (πN2)n2 .

Chapitre 2
Le groupe de Lie-Poisson
GLn(C) réel et complexe
Dans ce chapitre on se concentre sur le cas du groupe de Lie-Poisson GLn(C)
qui peut être considéré comme un groupe de Lie-Poisson réel ou complexe. On va
commencer par étudier le lien général entre des structures de Poisson réelles et
complexes. On l’appliquera ensuite au cas des structures linéaires associées à une
algèbre de Lie pour donner un premier exemple simple. On fera alors de même dans
le cas des structures quadratiques associées à une algèbre de Lie, ces dernières étant
celles que l’on utilisera dans le reste de la thèse.
On va ensuite montrer que GLn(C) est une sous-variété de Poisson de gln(C) et
faire la correspondance entre la structure de Poisson induite et une structure de Lie-
Poisson sur GLn(C), en considérant successivement GLn(C) comme un groupe de
Lie complexe puis réel. On étudiera également, pour chaque construction, certains
champs hamiltoniens pour ces structures sur GLn(C) (champs hamiltoniens étudiés
dans la suite de cette thèse) que l’on exprimera par des équations de Lax.
On terminera ce chapitre en reliant les structures de Poisson complexe et réelle
obtenues sur GLn(C).
Les notations des structures de Poisson réelles et complexes construites sur une
algèbre de Lie réelle g (sous-jacente à l’algèbre de Lie complexe gC), introduites
dans ce chapitre, sont dans le cas :
– des structures de Poisson linéaires
(g, {. , .}ℓ,Re
C
)
×4 // (g, {. , .}ℓ,Re
R
)
gC
〈·|·〉C // (gC, {. , .}ℓC)
Re π
77
Imπ ''
g
Re〈·|·〉C
dd
Im〈·|·〉Czz
(g, {. , .}ℓ,Im
C
)
×−4 // (g, {. , .}ℓ,Im
R
)
(2.1)
– des R-structures de Poisson quadratiques (où gC est une algèbre de Lie qua-
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dratique)
(g, {. , .}Re
C
)
×4 // (g, {. , .}Re
R
)
gC
〈·|·〉C,R// (gC, {. , .}C)
Re π
77
Imπ ''
g
Re〈·|·〉C,R
dd
Im〈·|·〉C,Rzz
(g, {. , .}Im
C
)
×−4 // (g, {. , .}Im
R
)
(2.2)
2.1 Structures de Poisson réelle et complexe
Dans cette section, on étudie deux constructions connues de structures de Pois-
son réelles (dans le cas linéaire et quadratique) sur une algèbre de Lie complexe et
on montre qu’elles sont égales deux à deux à un facteur près.
2.1.1 Structures de Poisson réelles associées à une structure
de Poisson complexe
La construction de structures de Poisson réelles à partir d’une structure de Pois-
son complexe est résumée dans l’article [LGSX08] et le livre [LGPV12, proposition
2.13].
Soit MC une variété complexe de dimension d ∈ N∗. On note M la variété MC
vue comme une variété réelle. On note dans la suite H(MC) l’algèbre complexe des
fonctions holomorphes sur MC, C∞(M) l’algèbre réelle des fonctions lisses à valeurs
dans R et C∞(M,C) l’algèbre complexe des fonctions lisses à valeurs dans C. On
utilise des notations analogues pour les fonctions déﬁnies sur un ouvert UC de MC
(ou U de M , où U représente l’ouvert UC vu de manière réelle). On a alors
H(UC) →֒ C∞(U,C) ≃ C∞(U) +
√−1C∞(U), (2.3)
où le dernier isomorphisme consiste à décomposer une fonction à valeurs complexes
en la somme de ses parties réelle et imaginaire. Il est alors clair que chaque carte
(UC, z = (z1, . . . , zd)) deMC induit une carte (U,Z = (x1, . . . , xd, y1, . . . , yd)) deM ,
où xk, yk ∈ C∞(U) sont les fonctions obtenues en écrivant zk = xk +
√−1yk sous la
décomposition (2.3).
Soit un champ de bivecteurs P de MC, qui s’écrit dans une carte (UC, z =
(z1, . . . , zd)) de MC comme :
P =
∑
16k<l6d
P [zk, zl]
∂
∂zk
∧ ∂
∂zl
=
1
4
∑
16k<l6d
P [zk, zl]
(
∂
∂xk
−√−1 ∂
∂yk
)
∧
(
∂
∂xl
−√−1 ∂
∂yl
)
.
On peut alors décomposer P [zk, zl] en ses parties réelle et imaginaire, ce qui permet
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de déﬁnir deux bidérivations antisymétriques Re(P ) et Im(P ) de C∞(U) :
Re(P ) := 1
4
∑
16k<l6d
Re(P [zk, zl])( ∂
∂xk
∧ ∂
∂xl
− ∂
∂yk
∧ ∂
∂yl
)
+
1
4
∑
16k<l6d
Im(P [zk, zl])( ∂
∂xk
∧ ∂
∂yl
+
∂
∂yk
∧ ∂
∂xl
),
Im(P ) := −1
4
∑
16k<l6d
Re(P [zk, zl])( ∂
∂xk
∧ ∂
∂yl
+
∂
∂yk
∧ ∂
∂xl
)
+
1
4
∑
16k<l6d
Im(P [zk, zl])( ∂
∂xk
∧ ∂
∂xl
− ∂
∂yk
∧ ∂
∂yl
).
(2.4)
On étend ensuite de manière unique Re(P ) et Im(P ) en des bidérivations antisy-
métriques de C∞(U,C), par C-linéarité de la manière suivante :
Re(P )[F,G] := Re(P )[F1, G1]−Re(P )[F2, G2]
+
√−1(Re(P )[F1, G2] +Re(P )[F2, G1]),
(2.5)
où F,G ∈ C∞(U,C) se décomposent en F = F1+
√−1F2 et G = G1+
√−1G2, avec
F1, F2, G1, G2 ∈ C∞(U,R) et U ouvert de M .
Alors Re(P ) et Im(P ) sont caractérisées par les propriétés suivantes : pour tout
F,G ∈ H(UC),
Re(P )[F,G] = 1
2
P [F,G], Im(P )[F,G] = −
√−1
2
P [F,G],
Re(P )[F ,G] = 0, Im(P )[F ,G] = 0,
Re(P )[F ,G] = 1
2
P [F,G], Im(P )[F ,G] =
√−1
2
P [F,G].
(2.6)
Si le champ de bivecteurs P est de plus un crochet de Poisson, on a la propriété
suivante :
Proposition 2.1.1. Si (MC, π) est une variété de Poisson complexe, alors les
champs de bivecteurs Re(π) et Im(π) sont des structures de Poisson réelles sur
la variété de Poisson réelle M .
2.1.2 Le cas des structures de Poisson linéaires
On choisit de commencer par détailler le cas, plus simple, des structures de
Poisson linéaires pour donner une première application du lien entre structures
complexes et réelles.
Constructions de structures de Poisson linéaires réelles
On considère une algèbre de Lie complexe (gC, [. , .]), de dimension ﬁnie d. On
suppose l’existence d’une forme bilinéaire à valeurs complexes, symétrique, non-
dégénérée 〈·|·〉C.
Ainsi, (gC, {. , .}ℓC) est une variété de Poisson holomorphe, où {. , .}ℓC est le crochet
de Lie-Poisson déﬁni, pour tout ouvert UC de gC, pour tout F,G ∈ H(UC) et z ∈ gC,
par
{F,G}ℓ
C
(z) := 〈z|[∇zF,∇zG]〉C .
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On rappelle que le gradient de F ∈ H(gC) au point z ∈ gC est l’élément de gC, noté
∇zF , déﬁni par la relation
〈∇zF |z′〉C = lim
λ→0
λ∈C∗
F (z + λz′)− F (z)
λ
, pour tout z′ ∈ gC. (2.7)
D’après la proposition 2.1.1, on peut alors construire deux structures de Poisson
réelles, sur l’algèbre de Lie réelle g (qui est l’algèbre de Lie gC considérée comme
une algèbre de Lie réelle). Ces structures de Poisson, notées πℓ,Re
C
et πℓ,Im
C
, étendues
à C∞(U,C) par C-linéarité, sont caractérisées par les propriétés (2.6) : pour tout
F,G ∈ H(UC),
πℓ,Re
C
[F,G] =
1
2
πℓC[F,G], π
ℓ,Im
C
[F,G] = −
√−1
2
πℓC[F,G],
πℓ,Re
C
[F ,G] = 0, πℓ,Im
C
[F ,G] = 0,
πℓ,Re
C
[F ,G] =
1
2
πℓ
C
[F,G], πℓ,Im
C
[F ,G] =
√−1
2
πℓ
C
[F,G].
(2.8)
On déﬁnit alors deux formes bilinéaires à valeurs réelles sur l’algèbre de Lie
réelle g :
〈·|·〉Re := Re〈·|·〉C et 〈·|·〉Im := Im〈·|·〉C,
symétriques, non-dégénérées.
Ainsi, on déﬁnit deux structures de Lie-Poisson réelles {. , .}ℓ,Re
R
et {. , .}ℓ,Im
R
,
pour tout ouvert U de g, pour tout F,G ∈ C∞(U) et z ∈ g, par
{F,G}ℓ,Re
R
(z) :=
〈
z|[∇Rez F,∇Rez G]
〉
Re , (2.9)
{F,G}ℓ,Im
R
(z) :=
〈
z|[∇Imz F,∇Imz G]
〉
Im . (2.10)
On rappelle que le gradient de F ∈ C∞(g) au point z ∈ g, par rapport à 〈·|·〉Re
(resp. 〈·|·〉Im) est l’élément de g, noté ∇Rez F (resp. ∇Imz F ), déﬁni par la relation
〈∇Rez F |z′〉Re = limt→0
t∈R∗
F (z + tz′)− F (z)
t
, pour tout z′ ∈ g,
(
resp.
〈∇Imz F |z′〉Im = limt→0
t∈R∗
F (z + tz′)− F (z)
t
, pour tout z′ ∈ g
)
.
On étend ensuite ces structures à C∞(U,C) par C-linéarité, que l’on note encore
{. , .}ℓ,Re
R
et {. , .}ℓ,Im
R
. On résume la construction de ces diﬀérentes structures de
Poisson réelles (données dans le diagramme (2.1)) dans le lemme suivant :
Lemme 2.1.2. Soit (gC, πℓC) la variété de Poisson holomorphe, où π
ℓ
C
est le crochet
de Lie-Poisson sur gC défini à partir de la forme bilinéaire à valeurs complexes,
symétrique, non-dégénérée 〈·|·〉C.
Alors, on peut définir deux structures de Poisson réelles sur g, πℓ,Re
C
:= Re(πℓ
C
)
et πℓ,Im
C
:= Im(πℓ
C
).
De plus, on définit deux structures de Lie-Poisson réelles sur g, notées πℓ,Re
R
et
πℓ,Im
R
où πℓ,Re
R
(resp. πℓ,Im
R
) est définie à partir de la forme bilinéaire à valeurs
réelles, symétrique, non-dégénérée 〈·|·〉Re := Re〈·|·〉C (resp. 〈·|·〉Im := Im〈·|·〉C).
2.1. Structures de Poisson réelle et complexe 37
Le lien entre les différents gradients utilisés
Soit F ∈ H(UC) une fonction holomorphe sur un ouvert UC de gC. Pour tout
z, z′ ∈ UC, la limite lim
λ→0
λ∈C∗
F (z + λz′)− F (z)
λ
existe, donc la limite avec λ ∈ R aussi
et on a :
lim
t→0
t∈R∗
F (z + tz′)− F (z)
t
= lim
λ→0
λ∈C∗
F (z + λz′)− F (z)
λ
= 〈∇zF |z′〉C ∈ C.
De plus, la fonction complexe F se décompose de manière unique en F = Re F +√−1 ImF , avec Re F, ImF ∈ C∞(U). On obtient alors
〈∇Rez (Re F )|z′〉Re = limt→0
t∈R∗
Re F (z + tz′)−Re F (z)
t
= Re
(
lim
t→0
t∈R∗
F (z + tz′)− F (z)
t
)
= Re 〈∇zF |z′〉C
= 〈∇zF |z′〉Re ,
d’où la relation ∇Rez Re F = ∇zF (où les deux gradients sont vus comme des
éléments de l’algèbre de Lie réelle g).
Par un calcul similaire, on obtient les autres cas. On résume cela dans le lemme
suivant :
Lemme 2.1.3. Soit une algèbre de Lie complexe (gC, [. , .]), de dimension finie,
munie d’une forme bilinéaire sur C, symétrique, non-dégénérée 〈·|·〉C dont on déduit
deux formes bilinéaires sur R, symétriques, non-dégénérées 〈·|·〉Re := Re〈·|·〉C et
〈·|·〉Im := Im〈·|·〉C.
Soit F ∈ H(UC) une fonction holomorphe sur un ouvert UC de gC. On note Re F
et ImF , les parties réelle et imaginaire de F dans la décomposition C∞(U,C) ≃
C∞(U) +√−1C∞(U). Alors, on obtient les relations suivantes :
∇Rez Re F = ∇zF, ∇Rez ImF = −
√−1∇zF,
∇Imz ImF = ∇zF, ∇Imz Re F =
√−1∇zF,
(2.11)
où ∇ est le gradient par rapport à 〈·|·〉C et ∇Re (resp. ∇Im) est le gradient par
rapport à 〈·|·〉Re (resp. 〈·|·〉Im).
Le lien entre les différents crochets de Poisson linéaires réels utilisés
On fait à présent le lien entre ces diﬀérents crochets de Poisson linéaires réels,
c’est à dire πℓ,Re
C
et πℓ,Re
R
d’une part et πℓ,Im
C
et πℓ,Im
R
d’autre part.
Soient F,G ∈ H(UC) deux fonctions holomorphes sur un ouvert de gC. On
utilise les relations (2.8) sur le crochet de Poisson πℓ,Re
C
étendu par C-linéarité et
on obtient :
πℓ,Re
C
[
F + F
2
,
G+G
2
]
=
1
4
(πℓ,Re
C
[F,G] + πℓ,Re
C
[F ,G] + πℓ,Re
C
[F,G] + πℓ,Re
C
[F ,G])
=
1
4
(
1
2
πℓC[F,G] +
1
2
πℓ
C
[F,G])
=
1
4
Re(πℓC[F,G]),
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et ainsi, par déﬁnition de πℓ
C
, pour tout z ∈ g, on a :
{Re F,ReG}ℓ,Re
C
(z) =
1
4
Re(〈z|[∇zF,∇zG]〉C).
On obtient alors à partir de cette relation et du fait que Re(√−1F ) = −ImF les
relations suivantes, pour tout z ∈ g :
{Re F, ImG}ℓ,Re
C
(z) =
1
4
Im(〈z|[∇zF,∇zG]〉C),
{ImF, ImG}ℓ,Re
C
(z) = −1
4
Re(〈z|[∇zF,∇zG]〉C).
D’après les relations (2.11) entre les gradients, on a
{Re F, ImG}ℓ,Re
C
(z) =
1
4
Im(〈z|[∇zF,∇zG]〉C)
=
1
4
Im(〈z|[∇Rez Re F,√−1∇Rez ImG]〉C)
=
1
4
Re 〈z|[∇Rez Re F,∇Rez ImG]〉C
=
1
4
〈
z|[∇Rez Re F,∇Rez ImG]
〉
Re
=
1
4
{Re F, ImG}ℓ,Re
R
(z).
(2.12)
Finalement, pour tout F,G ∈ H(U), on obtient
{Re F,ReG}ℓ,Re
C
=
1
4
{Re F,ReG}ℓ,Re
R
,
{Re F, ImG}ℓ,Re
C
=
1
4
{Re F, ImG}ℓ,Re
R
,
{ImF, ImG}ℓ,Re
C
=
1
4
{ImF, ImG}ℓ,Re
R
.
(2.13)
En utilisant le fait que les structures {. , .}ℓ,Re
C
et {. , .}ℓ,Re
R
ont été étendues par
C-linéarité, on obtient pour les fonctions holomorphes F,G,
{F,G}ℓ,Re
C
=
1
4
{F,G}ℓ,Re
R
,
{
F ,G
}ℓ,Re
C
=
1
4
{
F ,G
}ℓ,Re
R
,{
F ,G
}ℓ,Re
C
=
1
4
{
F ,G
}ℓ,Re
R
,
{
F,G
}ℓ,Re
C
=
1
4
{
F,G
}ℓ,Re
R
.
(2.14)
Ainsi, les crochets de Poisson {. , .}ℓ,Re
C
et 14 {. , .}ℓ,ReR sont égaux en tant qu’applica-
tions bilinéaires sur C∞(U,C). On montre également, à partir des relations (2.8) et
(2.11) que les crochets de Poisson {. , .}ℓ,Im
C
et − 14 {. , .}ℓ,ImR sont égaux. On a ainsi
prouvé le résultat suivant :
Proposition 2.1.4. Soit (gC, [. , .]) une algèbre de Lie complexe munie d’une forme
bilinéaire, symétrique, non-dégénérée 〈·|·〉C. On considère les structures de Poisson
réelles πℓ,Re
C
, πℓ,Im
C
, πℓ,Re
R
et πℓ,Im
R
introduites dans le lemme 2.1.2.
Alors, on a
πℓ,Re
C
=
1
4
πℓ,Re
R
et πℓ,Im
C
= −1
4
πℓ,Im
R
.
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2.1.3 Le cas des structures de Poisson quadratiques
On considère une algèbre de Lie complexe (gC, [. , .]), de dimension ﬁnie, associée
à une algèbre associative. On suppose l’existence d’une forme bilinéaire à valeurs
complexes, symétrique, non-dégénérée 〈·|·〉C qui vériﬁe 〈xy|z〉C = 〈x|yz〉C pour tout
x, y, z ∈ gC. On suppose de plus, qu’il existe une R-matrice antisymétrique R :
gC → gC, satisfaisant l’équation de Yang-Baxter modiﬁée de constante c ∈ C.
Ainsi, (gC, {. , .}C) est une variété de Poisson holomorphe, où {. , .}C est le R-
crochet quadratique (cf. proposition 1.3.1) déﬁni, pour tout ouvert UC de gC, pour
tout F,G ∈ H(UC) et z ∈ gC, par
{F,G}
C
(z) :=
1
2
〈[z,∇zF ]|R(z∇zG+∇zGz)〉C − (F ↔ G). (2.15)
D’après la proposition 2.1.1, on peut alors construire deux structures de Poisson
réelles, sur l’algèbre de Lie réelle g (qui est l’algèbre de Lie gC vue de manière
réelle). Ces structures de Poisson, notées πRe
C
et πIm
C
, étendues à C∞(U,C) par C-
linéarité, sont caractérisées par les propriétés suivantes : pour tout F,G ∈ H(UC),
πReC [F,G] =
1
2
πC[F,G], π
Im
C [F,G] = −
√−1
2
πC[F,G],
πReC [F ,G] = 0, π
Im
C [F ,G] = 0,
πReC [F ,G] =
1
2
πC[F,G], π
Im
C [F ,G] =
√−1
2
πC[F,G].
(2.16)
On a donc construit deux structures de Poisson quadratiques réelles sur g.
On reprend à présent les deux formes bilinéaires à valeurs réelles sur l’algèbre
de Lie réelle g déﬁnies par :
〈·|·〉Re := Re〈·|·〉C et 〈·|·〉Im := Im〈·|·〉C,
symétriques, non-dégénérées et vériﬁant la propriété 〈xy|z〉 = 〈x|yz〉 pour tout
x, y, z ∈ g.
On suppose désormais que c ∈ R (où c est la constante de l’équation de Yang-
Baxter modiﬁée vériﬁée par R : gC → gC). Alors l’application R, vue sur l’algèbre
de Lie réelle R : g→ g, est une R-matrice de g, antisymétrique par rapport à 〈·|·〉Re
et 〈·|·〉Im, satisfaisant l’équation de Yang-Baxter modiﬁée pour g de constante c.
Ainsi, on déﬁnit deux structures de Poisson quadratiques réelles {. , .}Re
R
et {. , .}Im
R
,
pour tout ouvert U de g, pour tout F,G ∈ C∞(U) et z ∈ g, par
{F,G}Re
R
(z) :=
1
2
〈
[z,∇Rez F ]|R(z∇Rez G+∇Rez Gz)
〉
Re − (F ↔ G), (2.17)
{F,G}Im
R
(z) :=
1
2
〈
[z,∇Imz F ]|R(z∇Imz G+∇Imz Gz)
〉
Im − (F ↔ G). (2.18)
On étend ensuite ces structures à C∞(U,C) par C-linéarité, toujours notées {. , .}Re
R
et {. , .}Im
R
.
On résume alors la construction de ces diﬀérentes structures de Poisson (données
dans le diagramme (2.2)) dans le lemme suivant :
Lemme 2.1.5. Soit gC une algèbre de Lie complexe, de dimension finie, associée
à une algèbre associative. On suppose l’existence d’une forme bilinéaire à valeurs
complexes, symétrique, non-dégénérée 〈·|·〉C qui vérifie 〈xy|z〉C = 〈x|yz〉C pour tout
x, y, z ∈ gC et d’une R-matrice antisymétrique R : gC → gC, satisfaisant l’équation
de Yang-Baxter modifiée de constante c ∈ C. On définit alors les structures de
Poisson suivantes :
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(i) Soit (gC, πC) la variété de Poisson holomorphe, où πC est le R-crochet de
Poisson quadratique défini à partir de 〈·|·〉C et R.
Alors, on définit deux structures de Poisson réelles sur g, πRe
C
:= Re(πC) et
πIm
C
:= Im(πC).
(ii) De plus, si on suppose que c ∈ R, alors on peut définir deux R-crochets de Pois-
son quadratiques réels sur g, notés πRe
R
et πIm
R
, où πRe
R
(resp. πIm
R
) est défini
à partir de la forme bilinéaire à valeurs réelles, symétrique, non-dégénérée
〈·|·〉Re := Re〈·|·〉C (resp. 〈·|·〉Im := Im〈·|·〉C) et de la R-matrice R.
On fait à présent le lien entre ces diﬀérents crochets de Poisson quadratiques
réels, c’est à dire πRe
C
et πRe
R
d’une part et πIm
C
et πIm
R
d’autre part.
Soient F,G ∈ H(UC) deux fonctions holomorphes sur un ouvert de gC. On
utilise les relations (2.16) sur le crochet de Poisson πRe
C
étendu par C-linéarité et
on obtient :
πReC
[
F + F
2
,
G+G
2
]
=
1
4
(πReC [F,G] + π
Re
C [F ,G] + π
Re
C [F,G] + π
Re
C [F ,G])
=
1
4
(
1
2
πC[F,G] +
1
2
πC[F,G])
=
1
4
Re(πC[F,G]),
et ainsi, par déﬁnition de {. , .}
C
pour tout z ∈ g, on a :
{Re F,ReG}Re
C
(z) =
1
8
Re(〈[z,∇zF ]|R(z∇zG+∇zGz)〉C − (F ↔ G)).
On obtient alors, à partir de cette relation et du fait que Re(√−1F ) = −ImF , les
relations suivantes, pour tout z ∈ g :
{Re F, ImG}Re
C
(z) =
1
8
Im(〈[z,∇zF ]|R(z∇zG+∇zGz)〉C − (F ↔ G)),
{ImF, ImG}Re
C
(z) = −1
8
Re(〈[z,∇zF ]|R(z∇zG+∇zGz)〉C − (F ↔ G)).
D’après les relations (2.11) entre les gradients, on obtient, par un calcul similaire à
(2.12) dans le cas linéaire :
{Re F, ImG}Re
C
(z) =
1
8
Im(〈[z,∇zF ]|R(z∇zG+∇zGz)〉C − (F ↔ G))
=
1
8
Im (〈[z,∇Rez Re F ]|R(z(√−1∇Rez ImG) + (√−1∇Rez ImG)z)〉C
− 〈[z,√−1∇Rez ImG]|R(z(∇Rez Re F ) + (∇Rez Re F )z)〉C)
=
1
8
Re (〈[z,∇Rez Re F ]|R(z(∇Rez ImG) + (∇Rez ImG)z)〉C
− 〈[z,∇Rez ImG]|R(z(∇Rez Re F ) + (∇Rez Re F )z)〉C))
=
1
8
(〈
[z,∇Rez Re F ]|R(z(∇Rez ImG) + (∇Rez ImG)z)
〉
Re − (Re F ↔ ImG)
)
=
1
4
{Re F, ImG}Re
R
(z).
Finalement, pour tout F,G ∈ H(U), on obtient
{Re F,ReG}Re
C
=
1
4
{Re F,ReG}Re
R
,
{Re F, ImG}Re
C
=
1
4
{Re F, ImG}Re
R
,
{ImF, ImG}Re
C
=
1
4
{ImF, ImG}Re
R
.
(2.19)
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Et en utilisant le fait que les structures {. , .}Re
C
et {. , .}Re
R
ont été étendues par
C-linéarité, on obtient pour les fonctions holomorphes F,G,
{F,G}Re
C
=
1
4
{F,G}Re
R
,
{
F ,G
}Re
C
=
1
4
{
F ,G
}Re
R
,{
F ,G
}Re
C
=
1
4
{
F ,G
}Re
R
,
{
F,G
}Re
C
=
1
4
{
F,G
}Re
R
.
(2.20)
Ainsi, les crochets de Poisson {. , .}Re
C
et 14 {. , .}ReR déﬁnis sur C∞(U,C) sont égaux.
On montre également, à partir des relations (2.16) et (2.11) que les crochets de
Poisson {. , .}Im
C
et − 14 {. , .}ImR sont égaux.
En résumé, on a ainsi montré la proposition suivante :
Proposition 2.1.6. Soit gC une algèbre de Lie complexe, de dimension finie, as-
sociée à une algèbre associative, munie d’une forme bilinéaire à valeurs complexes,
symétrique, non-dégénérée 〈·|·〉C qui vérifie 〈xy|z〉C = 〈x|yz〉C pour tout x, y, z ∈ gC
et d’une R-matrice antisymétrique R : gC → gC, satisfaisant l’équation de Yang-
Baxter modifiée de constante c ∈ R. On considère les structures de Poisson réelles
πRe
C
, πIm
C
, πRe
R
et πIm
R
introduites dans le lemme 2.1.5.
Alors, on a
πReC =
1
4
πReR et π
Im
C = −
1
4
πImR .
2.2 Structures de Poisson sur glKn (C) et GL
K
n (C)
Dans cette section, on rappelle comment construire une structure de Poisson
holomorphe (resp. réelle) sur GLn(C) par restriction d’une structure de Poisson
quadratique holomorphe (resp. réelle) sur gln(C). Il existe cependant un lien entre
les structures holomorphe et réelle, comme dans le cas des algèbres de Lie, qui sera
abordé à la section 2.5.
Ainsi, le groupe de Lie GLn(C) peut être vu comme un groupe de Lie complexe
que l’on notera GLCn(C) (ou souvent simplement GLn(C)) mais aussi comme un
groupe de Lie réel que l’on notera GLRn(C).
On rappelle également que gln(C), l’espace des matrices de taille n×n à valeurs
dans C, est l’algèbre de Lie associée à GLn(C). On notera gl
C
n(C) (resp. gl
R
n(C))
l’algèbre de Lie complexe (resp. réelle) gln(C) associée au groupe de Lie complexe
GLn(C) (resp. réel GL
R
n(C)) avec dans le cas complexe une préférence pour la
notation gln(C). On remarque alors que gl
R
n(C) est l’algèbre de Lie gl
C
n(C) vue
comme une algèbre de Lie réelle.
Dans la suite de cette section, on ﬁxe K = R ou C. On considère le groupe de Lie
GLKn(C) sur K, d’algèbre de Lie associée gl
K
n(C) sur K. On suppose que gl
K
n(C) est
munie d’une forme bilinéaire symétrique non-dégénérée 〈·|·〉, à valeurs dans K, qui
vériﬁe 〈xy|z〉 = 〈x|yz〉, pour tout x, y, z ∈ glKn(C) (et qui est donc ad-invariante).
On prend une R-matrice R antisymétrique, satisfaisant l’équation de Yang-
Baxter modiﬁée de constante c ∈ K. D’après la proposition 1.3.1, glKn(C) est munie
d’une structure de Poisson quadratique {. , .}QR sur K. On munit également le groupe
de Lie GLKn(C) de la structure de Poisson π =
←−r −−→r , où r est la r-matrice associée
à R, ce qui fait de (GLKn(C),
←−r −−→r ) un groupe de Lie-Poisson cobord (cf. propo-
sition 1.4.4). En s’inspirant de [LGPV12, proposition 11.13], on a alors le résultat
suivant :
Proposition 2.2.1. Le groupe de Lie GLKn(C) est une sous-variété de Poisson de
(glKn(C),
1
2 {. , .}QR), dont la structure de Poisson obtenue par restriction est égale à
la structure de Poisson π =←−r −−→r pour laquelle (GLKn(C),←−r −−→r ) est un groupe
de Lie-Poisson cobord.
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Démonstration. Le fait queGLKn(C) soit un ouvert de gl
K
n(C), implique que c’est une
sous-variété de Poisson de (glKn(C),
1
2 {. , .}QR) et que l’on peut identiﬁer les fonctions
sur un ouvert de GLKn(C) avec les fonctions sur un ouvert de gl
K
n(C).
Étudions à présent la structure de Poisson de GLKn(C). On pose r =
∑
α sα⊗ tα
la r-matrice antisymétrique de glKn(C), dont la R-matrice associée est déﬁnie par
R(x) = 4
∑
α 〈sα|x〉 tα, pour tout x ∈ glKn(C). Comme R est antisymétrique, on a
R = −R∗ = −4∑α 〈tα|x〉 sα, et donc∑
α
〈sα|x〉 〈tα|y〉 = −
∑
α
〈sα|y〉 〈tα|x〉 , ∀x, y ∈ glKn(C).
Pour simpliﬁer les notations, on n’écrira pas le signe somme
∑
α. Comme R est
antisymétrique, le R-crochet quadratique, déﬁni par l’équation (1.22), se reformule
de la manière suivante pour U ouvert de GLKn(C), F,G ∈ F(U), et x ∈ GLKn(C) :
{F,G}QR(x) = 〈x∇xF |R(x∇xG)〉 − 〈∇xFx|R(∇xGx)〉
= 〈x∇xF | − 4 〈tα|x∇xG〉 sα〉+ 〈∇xFx|4 〈tα|∇xGx〉 sα〉
= −4 〈tα|x∇xG〉 〈x∇xF |sα〉+ 4 〈tα|∇xGx〉 〈∇xFx|sα〉 ,
d’un autre côté, la structure de Poisson π =←−r −−→r sur GLKn(C) s’écrit :
π[F,G](x) =
〈
dxF ∧ dxG,∧2TeLx(sα ⊗ tα)− ∧2TeRx(sα ⊗ tα)
〉
= 〈dxF, TeLx(sα)〉 〈dxG, TeLx(tα)〉
− 〈dxF, TeLx(tα)〉 〈dxG, TeLx(sα)〉
− 〈dxF, TeRx(sα)〉 〈dxG, TeRx(tα)〉
+ 〈dxF, TeRx(tα)〉 〈dxG, TeRx(sα)〉 ,
puis par déﬁnition du gradient de F et G vues comme des fonctions sur glKn(C), on
obtient
π[F,G](x) = 〈∇xF |xsα〉 〈∇xG|xtα〉 − 〈∇xF |xtα〉 〈∇xG|xsα〉
− 〈∇xF |sαx〉 〈∇xG|tαx〉+ 〈∇xF |tαx〉 〈∇xG|sαx〉
= 2 〈∇xFx|sα〉 〈∇xGx|tα〉 − 2 〈x∇xF |sα〉 〈x∇xG|tα〉
=
1
2
{F,G}QR(x),
d’où le résultat.
Ainsi, on obtient une structure de Poisson (réelle ou holomorphe) sur GLKn(C)
qui peut se calculer de trois manières diﬀerentes :
– Tout d’abord, puisque (GLKn(C),
←−r −−→r ) est un groupe de Lie-Poisson cobord,
après avoir explicité la r-matrice, on peut choisir d’appliquer directement le
champ de bivecteurs π =←−r −−→r à des fonctions déﬁnies sur GLKn(C).
– Deuxièmement, puisqueGLKn(C) est une sous-variété de Poisson de gl
K
n(C), on
peut choisir de calculer d’abord le R-crochet quadratique sur glKn(C) à partir
de la relation suivante, dépendant de la R-matrice R,
{F,G}QR(x) :=
1
2
〈[x,∇xF ]|R(x∇xG+∇xGx)〉 − (F ↔ G),
où F,G sont des fonctions sur glKn(C), puis le restreindre à la sous-variété
GLKn(C) (en le multipliant par le facteur
1
2 ).
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– Et troisièmement, en utilisant à nouveau le fait que GLKn(C) est une sous-
variété de Poisson de glKn(C), on peut choisir d’utiliser la seconde formule
russe qui dépend de la r-matrice antisymétrique r, pour calculer le crochet
quadratique 12 {. , .}QR sur glKn(C) et le restreindre à la sous-variété GLKn(C).
On rappelle pour cela la “seconde formule russe” (donnée dans le livre [LGPV12,
equation (10.40)]) :
{Ξ,Ξ}Qr (x) = 2[x⊗ x, r], (2.21)
où (e1, . . . , ed) est une base de gl
K
n(C), de base duale (η1, . . . , ηd), et
{Ξ,Ξ}Qr (x) :=
∑
16i<j6d
{ηi, ηj}QR (x)ei ∧ ej . (2.22)
2.3 Structures de Poisson sur gln(C) et GLn(C)
On rappelle que quand K = C, on note GLn(C) le groupe de Lie complexe
au lieu de GLCn(C) et gln(C) l’algèbre de Lie complexe associée au lieu de gl
C
n(C).
Dans cette section, on va traiter le R-crochet de Poisson quadratique sur gln(C)
correspondant à une forme bilinéaire 〈·|·〉C et une R-matrice particulières et en
déduire une structure de Poisson pour laquelle GLn(C) devient un groupe de Lie-
Poisson.
2.3.1 La structure de Poisson quadratique classique sur gln(C)
Soit l’algèbre de Lie complexe gln(C). On considère la forme bilinéaire, symé-
trique, non-dégénérée notée 〈·|·〉C, déﬁnie pour z, z′ ∈ gln(C) par
〈z|z′〉
C
:= Trace(zz′).
Remarque : Sur gln(C), toute forme bilinéaire symétrique non-dégénérée 〈·|·〉, à
valeurs dans C, qui vériﬁe 〈xy|z〉 = 〈x|yz〉 , ∀x, y, z ∈ gln(C), est colinéaire à la
forme bilinaire 〈·|·〉C.
En eﬀet, soit une telle forme bilinéaire 〈·|·〉, on a 〈x|y〉 = 〈Inx|y〉 = 〈In|xy〉 pour
tout x, y ∈ gln(C). On pose alors f la forme linéaire sur C déﬁnie par 〈In|·〉, et on
a ainsi 〈x|y〉 = f(xy). Comme 〈·|·〉 est symétrique, on a f(xy) = f(yx) pour tout
x, y ∈ gln(C). Or toute forme linéaire vériﬁant cette condition est colinéaire à la
trace, d’où le résultat.
De plus, on décompose gln(C) en gln(C) = g+ ⊕ g0 ⊕ g−, où g+ (resp. g−) est
l’espace des matrices triangulaires supérieures strictes (resp. inférieures strictes),
et g0 est l’espace des matrices diagonales. On note P+, P− et P0 les projections
respectivement sur g+, g− et g0, et si z ∈ gln(C), on pose z{+,−,0} = P{+,−,0}(z).
Ainsi l’algèbre de Lie complexe gln(C), la forme bilinéaire 〈·|·〉C et la R-matrice
R := P+−P− vériﬁent les conditions de la proposition 1.3.1, ce qui nous permet de
déﬁnir la structure de Poisson sur gln(C) suivante :
Proposition 2.3.1. L’application linéaire R := P+ − P− est une R-matrice de
gln(C) qui vérifie l’équation de Yang-Baxter modifiée pour la constante c = 1 et qui
est antisymétrique.
Ainsi l’algèbre de Lie complexe gln(C) est munie d’une structure de Poisson
quadratique holomorphe définie par
{. , .}
C
:=
1
2
{. , .}QR ,
où {. , .}QR est le R-crochet quadratique holomorphe de gln(C) construit à partir de
la forme bilinéaire 〈·|·〉C et de la R-matrice R.
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Démonstration. D’après la proposition 1.2.6, R := P+−P− est bien une R-matrice
qui vériﬁe l’équation de Yang-Baxter modiﬁée pour la constante c = 1. De plus, R
est antisymétrique par rapport à 〈·|·〉C car g+ et g− sont isotropes et orthogonales
à g0.
On en déduit l’existence duR-crochet quadratique à partir de la proposition 1.3.1.
2.3.2 La structure de Poisson holomorphe induite sur GLn(C)
D’après la proposition 2.2.1, si on considère la R-matrice R = P+ − P− sur
gln(C), on peut donner l’expression exacte de la r-matrice rC qui fait de (GLn(C),
←−r C−−→r C) un groupe de Lie-Poisson cobord et une sous-variété de Poisson complexe de
l’algèbre de Lie complexe (gln(C), {. , .}C) où {. , .}C est donnée par la proposition
2.3.1.
Prenons la base (Eij)i<j de g+, et la base (Eji)i<j de g− (où Eij est la matrice
de taille n avec un 1 à la ligne i et colonne j, et des zéros ailleurs), qui sont duales
l’une de l’autre par rapport à 〈·|·〉C (i.e. 〈Eij |Elk〉C = δki δlj , pour tout 1 6 i < j 6 n,
et 1 6 k < l 6 n). On a alors pour tout z ∈ gln(C)
R(z) =
∑
i<j
(〈Eji|z〉CEij − 〈Eij |z〉CEji)
=
∑
i<j
(χ(Eji)Eij − χ(Eij)Eji)(z),
où χ : gln(C)→ gln(C)∗ est l’isomorphisme induit par la forme bilinéaire 〈·|·〉C. La
r-matrice associée à R est donc
rC =
1
4
(χ−1 ⊗ ✶g)(R)
=
1
4
∑
i<j
(Eji ⊗ Eij − Eij ⊗ Eji)
=
1
2
∑
i<j
Eji ∧ Eij .
Le calcul précédent et la propriété 2.2.1 explicitée dans le cas de la forme bilinéaire
〈·|·〉C et de la R-matrice R = P+−P− nous permettent d’obtenir le résultat suivant :
Proposition 2.3.2. Le groupe de Lie complexe GLn(C) est une sous-variété de
Poisson de (gln(C), {. , .}C), dont la structure de Poisson holomorphe obtenue par
restriction (et que l’on notera encore {. , .}
C
) est égale à π = ←−r C − −→r C, où rC est
la r-matrice définie par
rC =
1
2
∑
i<j
Eji ∧ Eij .
D’autre part, le groupe de Lie GLn(C) muni de cette structure de Poisson π =←−r C −−→r C est un groupe de Lie-Poisson cobord.
2.3.3 Le cas de GL2(C)
Dans la suite, on aura besoin de calculer explicitement les structures de Poisson
complexe et réelle de GL2(C). D’après la proposition 2.2.1, on peut choisir de
calculer la structure directement à partir de l’expression (1.22) de 12{. , .}QR plutôt
qu’à partir de la r-matrice.
On va donc expliciter l’expression de la structure de Poisson complexe {. , .}
C
sur
gl2(C). On note ξ11, ξ12, ξ21, ξ22 les fonctions coordonnées sur un ouvert de gl2(C),
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déﬁnies par ξij := 〈Eji|·〉C pour tout 1 6 i, j 6 2 et on notera alors de la même
manière ces fonctions restreintes à un ouvert de GL2(C), vu comme ouvert de
gl2(C). Les gradients de ces fonctions par rapport à la forme 〈·|·〉C sont donnés par
∇zξij = Eji, ∀z ∈ gl2(C), ∀i, j ∈ {1, 2}. On a alors pour z ∈ gl2(C)
{ξ11, ξ22}C(z) = 1
4
〈[z, E11]|R(zE22 + E22z)〉C −
1
4
〈[z, E22]|R(zE11 + E11z)〉C
=
1
4
〈(
0 −z12
z21 0
)
|
(
0 z12
−z21 0
)〉
C
− 1
4
〈(
0 z12
−z21 0
)
|
(
0 z12
−z21 0
)〉
C
=
1
2
Trace(
(
0 −z12
z21 0
)(
0 z12
−z21 0
)
)
= z12z21,
d’où {ξ11, ξ22}C = ξ12ξ21. On peut ensuite calculer de la même manière la structure
de Poisson {. , .}
C
sur les autres fonctions coordonnées, mais cette méthode étant
assez répétitive, on lui préférera la méthode détaillée ensuite.
Une manière plus eﬃcace d’expliciter la structure de Poisson de GL2(C) est
d’utiliser la seconde formule russe. On considère la base (E11, E12, E21, E22) de
gl2(C), et sa base duale (ξ11, ξ12, ξ21, ξ22). En utilisant l’isomorphisme entre gl2(C)⊗
gl2(C) et gl4(C) ainsi que la 2nd formule russe donnée par les équations (2.21) et
(2.22), on obtient pour tout x ∈ gl2(C) la relation matricielle suivante :
2[x⊗ x, rC] =


{ξ11, ξ11}C {ξ11, ξ12}C {ξ12, ξ11}C {ξ12, ξ12}C
{ξ11, ξ21}C {ξ11, ξ22}C {ξ12, ξ21}C {ξ12, ξ22}C
{ξ21, ξ11}C {ξ21, ξ12}C {ξ22, ξ11}C {ξ22, ξ12}C
{ξ21, ξ21}C {ξ21, ξ22}C {ξ22, ξ21}C {ξ22, ξ22}C

 .
On cherche donc à calculer la matrice 2[x⊗x, rC]. D’après la proposition 2.3.2, pour
le cas n = 2, on a l’expression de la r-matrice rC, d’où l’expression matricielle :
rC =
1
4
(E21 ⊗ E12 − E12 ⊗ E21)
=
1
4


0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0

 .
Enﬁn, comme pour tout x ∈ gl2(C), on a
x⊗ x =


x11x11 x11x12 x12x11 x12x12
x11x21 x11x22 x12x21 x12x22
x21x11 x21x12 x22x11 x22x12
x21x21 x21x22 x22x21 x22x22

 ,
et on obtient donc par un simple calcul matriciel :
2[x⊗ x, rC] = 1
2


0 x12x11 −x11x12 0
x21x11 2x12x21 0 x22x12
−x11x21 0 −2x12x21 −x12x22
0 x22x21 −x21x22 0

 ,
d’où par identiﬁcation l’expression de {. , .}
C
, sur les fonctions holomorphes ξ11, ξ12,
ξ21, ξ22, résumée dans la proposition suivante :
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Proposition 2.3.3. La structure de Poisson holomorphe induite sur GL2(C) vue
comme sous-variété de Poisson complexe de gl2(C), décrite dans la proposition
2.3.2, et pour laquelle GL2(C) est un groupe de Lie-Poisson cobord, est définie
pour les fonctions coordonnées ξ11, ξ12, ξ21, ξ22 par :
{ξ11, ξ22}C = ξ12ξ21, {ξ11, ξ12}C = 1
2
ξ11ξ12, {ξ11, ξ21}C = 1
2
ξ11ξ21,
{ξ12, ξ21}C = 0, {ξ12, ξ22}C = 1
2
ξ12ξ22, {ξ21, ξ22}C = 1
2
ξ21ξ22.
La matrice de Poisson de la structure {. , .}C est alors, pour les fonctions coor-
données ξ11, ξ12, ξ21, ξ22 (ordonnées de cette façon) :

0 12ξ11ξ12
1
2ξ11ξ21 ξ12ξ21
− 12ξ11ξ12 0 0 12ξ12ξ22
− 12ξ11ξ21 0 0 12ξ21ξ22
−ξ12ξ21 − 12ξ12ξ22 − 12ξ21ξ22 0

 .
Remarque : Structure de Nambu-Poisson.
On commence par remarquer que les fonctions G1 = ξ11ξ22 − ξ12ξ21 et G2 = ξ12ξ21
sont des Casimirs de {. , .}C et que cette structure est de rang 2. On cherche alors
une fonction φ telle que la structure de Poisson {. , .}C soit la structure de Nambu-
Poisson sur gl2(C) associée aux Casimirs G1 et G2, et à la fonction φ ([LGPV12,
deﬁnition 8.30]).
En eﬀet, notons {. , .}N cette structure de Nambu-Poisson. Pour tout F,G ∈
F(gl2(C)), on a
{F,G}N = φ dF ∧ dG ∧ dG1 ∧ dG2
dξ11 ∧ dξ12 ∧ dξ21 ∧ dξ22 . (2.23)
On cherche alors une valeur de φ, pour que les structures {. , .}C et {. , .}N soient
égales. Prenons le cas de F = ξ11 et G = ξ12, on a d’un côté :
{ξ11, ξ12}N = φ
dξ11 ∧ dξ12 ∧ d(ξ11ξ22 − ξ12ξ21) ∧ d( ξ12ξ21 )
dξ11 ∧ dξ12 ∧ dξ21 ∧ dξ22
= φ
dξ11 ∧ dξ12 ∧ (ξ11dξ22 − ξ12dξ21) ∧ (−ξ12ξ221 dξ21)
dξ11 ∧ dξ12 ∧ dξ21 ∧ dξ22
= φ
ξ12ξ11
ξ221
,
et d’un autre côté {ξ11, ξ12}C = 12ξ12ξ11, on en déduit donc que φ = 12ξ221. On vériﬁe
ensuite que la relation (2.23) où φ = 12ξ
2
21 est vériﬁée pour les autres fonctions
coordonnées.
2.3.4 Champ hamiltonien et équation de Lax sur (GLn(C), {. , .}C)
On rappelle que la structure de Poisson {. , .}
C
de gln(C) est le R-crochet qua-
dratique {. , .}QR multiplié par le facteur 12 , associé à la R-matrice R = P+ − P−.
Ainsi, d’après la proposition 1.3.1, on obtient alors que le champ hamiltonien de
toute fonction F sur gln(C), Ad-invariante, est donné pour la structure de Poisson
{. , .}
C
par l’équation de Lax
x˙ = −1
2
[x,R(x∇xF )], (2.24)
où x ∈ gln(C)
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On rappelle également que si rC est la r-matrice associée à la R-matrice R,
le groupe de Lie-Poisson (GLn(C),
←−r C − −→r C) est une sous-variété de Poisson de
(gln(C), {. , .}C) (d’après la proposition 2.3.2). Ainsi, le champ hamiltonien de toute
fonction Ad-invariante F sur gln(C), restreinte à GLn(C) est donné par l’équation
de Lax réduite à GLn(C) suivante :
x˙ = −1
2
[x,R(x∇xF )], (2.25)
où x ∈ GLn(C).
On explicite alors dans la proposition suivante le cas de fonctions “trace de
puissance de matrices“ utilisées dans le chapitre suivant sous la forme des fonctions
H
(1)
j et H
(2)
j :
Proposition 2.3.4. Soit le groupe de Lie-Poisson (GLn(C), {. , .}C).
On considère les fonctions Hj définies, pour tout j ∈ Z∗, par
Hj : x 7→ 1
j
Tracexj .
Alors le champ hamiltonien de la fonction Hj est donné par l’équation de Lax :
x˙ = −1
2
[x, (P+ − P−)(xj)], (2.26)
où x ∈ GLn(C) et où on rappelle que P+ (resp. P−) est la projection sur les matrices
triangulaires supérieures strictes (resp. inférieures strictes), et P0 est la projection
sur les matrices diagonales.
Démonstration. On rappelle que les fonctions (x 7→ 1
j
Tracexj)j>1 sur gln(C) sont
Ad-invariantes ainsi que les fonctions (x 7→ 1
j
Tracexj)j6−1 déﬁnies sur un ouvert
de gln(C) . On peut exprimer leur champ hamiltonien sous forme d’une équation
de Lax, pour cela il suﬃt de calculer leur gradient.
On calcule alors le gradient de Hj :
〈∇xHj |y〉C = 〈dxHj , y〉
Trace(∇xHjy) = d
dt
∣∣∣∣
t=0
Hj(x+ ty)
=
d
dt
∣∣∣∣
t=0
1
j
Trace(x+ ty)j
= Trace(xj−1y),
et on en déduit que ∇xHj = xj−1.
Ainsi, on obtient que le champ hamiltonien de Hj est donné par
x˙ = −1
2
[x, (P+ − P−)(xj)], (2.27)
où x ∈ GLn(C).
2.4 Structures de Poisson sur glRn (C) et GL
R
n (C)
Dans cette section, on considère le groupe de Lie GLRn(C) et l’algèbre de Lie
associée glRn(C). On va traiter le R-crochet de Poisson quadratique sur gl
R
n(C) cor-
respondant à une forme bilinéaire et une R-matrice particulières et en déduire une
structure de Poisson pour laquelle GLRn(C) devient un groupe de Lie-Poisson.
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2.4.1 La structure de Poisson quadratique classique sur glRn(C)
Soit l’algèbre de Lie réelle glRn(C). On considère la forme bilinéaire, symétrique,
non-dégénérée 〈·|·〉Im, déﬁnie pour z, z′ ∈ glRn(C) par
〈z|z′〉Im := ImTrace(zz′) = Im 〈z|z′〉C .
Remarque : On peut reformuler 〈·|·〉Im directement avec des matrices réelles : soient
z1 = x1 +
√−1y1, z2 = x2 +
√−1y2 ∈ glRn(C), avec x1, x2, y1, y2 ∈ gln(R) on a
〈z1|z2〉Im = Trace(x1y2) + Trace(x2y1) = 〈x1|y2〉C + 〈x2|y1〉C ∈ R.
On reprend alors la décomposition précédente de l’algèbre de Lie gln(C) vue sur
R : glRn(C) = g+ ⊕ g0 ⊕ g−, où g+ (resp. g−) est l’espace des matrices triangulaires
supérieures strictes (resp. inférieures strictes), et g0 est l’espace des matrices diago-
nales. On note P+, P− et P0 les projections respectivement sur g+, g− et g0, et si
z ∈ glRn(C), on pose z{+,−,0} = P{+,−,0}(z).
Ainsi l’algèbre de Lie réelle glRn(C), la forme bilinéaire 〈·|·〉Im et la R-matrice
réelle R := P+ − P− (vue ici comme une application R-linéaire de glRn(C)) vériﬁent
les conditions de la proposition 1.3.1, ce qui nous permet de déﬁnir la structure de
Poisson sur glRn(C) suivante :
Proposition 2.4.1. L’application linéaire R := P+ − P− est une R-matrice de
glRn(C) qui vérifie l’équation de Yang-Baxter modifiée pour la constante c = 1 ∈ R
et qui est antisymétrique.
Ainsi l’algèbre de Lie réelle glRn(C) est munie d’une structure de Poisson qua-
dratique réelle définie par
{. , .}
R
:=
1
2
{. , .}QR ,
où {. , .}QR est le R-crochet quadratique réel de glRn(C) construit à partir de la forme
bilinéaire 〈·|·〉Im et de la R-matrice R.
Démonstration. La preuve est analogue à celle de la proposition 2.3.1 pour l’algèbre
de Lie complexe gln(C). Il suﬃt de remplacer la forme bilinéaire 〈·|·〉C par la forme
bilinéaire 〈·|·〉Im et de remarquer que la constante pour laquelle R vériﬁe l’équation
de Yang-Baxter modiﬁée est réelle. On conclut ensuite avec la proposition 1.3.1.
2.4.2 La structure de Poisson réelle induite sur GLRn(C)
D’après la proposition 2.2.1, on peut également donner l’expression exacte de
la r-matrice r qui fait de (GLRn(C),
←−r − −→r ) une sous-variété de Poisson réelle de
l’algèbre de Lie réelle (glRn(C), {. , .}R) (où {. , .}R est donné par la proposition 2.4.1)
et un groupe de Lie-Poisson cobord.
Pour tout 1 6 i, j 6 n, on note Fij la matrice de taille n × n dont le seul
terme non nul, à la ligne i et colonne j, est égal à
√−1. On remarque ainsi que
(Eij , Fij)16i,j6n est une base de gl
R
n(C). Prenons à présent la base (Eij , Fij)i<j de
g+, et la base (Fji, Eji)i<j de g−, lesquelles sont duales l’une de l’autre par rapport
à 〈·|·〉Im. Comme R = P+ − P−, on a alors
R(x) =
∑
i<j
(〈Fji|x〉ImEij + 〈Eji|x〉Im Fij − 〈Eij |x〉Im Fji − 〈Fij |x〉ImEji)
=
∑
i<j
(χIm(Fji)Eij + χIm(Eji)Fij − χIm(Eij)Fji − χIm(Fij)Eji)(x),
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et la r-matrice associée est donc
r =
1
4
(χ−1Im ⊗ ✶g)(R)
=
1
4
∑
i<j
(Fji ⊗ Eij + Eji ⊗ Fij − Eij ⊗ Fji − Fij ⊗ Eji)
=
1
2
∑
i<j
(Eji ∧ Fij − Eij ∧ Fji).
Le calcul précédent et la propriété 2.2.1 explicitée au cas particulier de la forme
bilinéaire 〈·|·〉Im et de la R-matrice R = P+ − P− nous permettent d’obtenir le
résultat suivant :
Proposition 2.4.2. Le groupe de Lie réel GLRn(C) est une sous-variété de Poisson
de (glRn(C), {. , .}R), dont la structure de Poisson réelle obtenue par restriction (et
encore notée {. , .}
R
) est égale à π =←−r −−→r , où r est la r-matrice définie par
r =
1
2
∑
i<j
(Eji ∧ Fij − Eij ∧ Fji).
D’autre part, le groupe de Lie GLRn(C) muni de cette structure de Poisson π =←−r −−→r est un groupe de Lie-Poisson cobord.
2.4.3 Le cas de GLR
2
(C)
Pour obtenir l’expression de la structure de Poisson réelle sur GLR2 (C), on ex-
prime la structure quadratique réelle {. , .}
R
de glR2 (C).
On note (Re ξij , Imξij)16i,j62 les fonctions coordonnées de l’algèbre de Lie
réelle glR2 (C). On remarque alors que (Re ξij , Imξij)16i,j62 est la base duale asso-
ciée à la base (Eij , Fij)16i,j62 de gl
R
2 (C), en eﬀet on a
〈Re ξij , Ekl〉 = δki δlj ,
〈Re ξij , Fkl〉 = 0,
〈Imξij , Ekl〉 = 0,
〈Imξij , Fkl〉 = δki δlj .
Les gradients de ces fonctions réelles pour la forme bilinéaire 〈·|·〉Im sont donc
donnés par ∇zRe ξij = Fji et ∇z Imξij = Eji, ∀z ∈ glR2 (C), ∀i, j ∈ {1, 2}. On a
alors
{Re ξ11,Re ξ22}R(z) = 1
4
〈[z, F11]|R(zF22 + F22z)〉Im
− 1
4
〈[z, F22]|R(zF11 + F11z)〉Im
=
1
4
〈√−1[z, E11]|√−1R(zE22 + E22z)〉Im
− 1
4
〈√−1[z, E22]|√−1R(zE11 + E11z)〉Im
= −1
4
〈(
0 −z12
z21 0
)
|
(
0 z12
−z21 0
)〉
Im
+
1
4
〈(
0 z12
−z21 0
)
|
(
0 z12
−z21 0
)〉
Im
= −1
2
ImTrace(
(
0 −z12
z21 0
)(
0 z12
−z21 0
)
)
= −Im(z12z21),
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d’où {Re ξ11,Re ξ22}R = −Im(ξ12ξ21) = −Re ξ12 Imξ21 − Imξ12Re ξ21. On ob-
tient de même par un calcul direct le crochet de Poisson {. , .}R des autres fonctions
coordonnées. Puis, par restriction à GLR2 (C), on trouve la structure de Poisson
π =←−r −−→r que l’on note toujours {. , .}R :
Proposition 2.4.3. La structure de Poisson réelle induite sur GLR2 (C), vue comme
sous-variété de Poisson réelle de glR2 (C) et pour laquelle GL
R
2 (C) est un groupe de
Lie-Poisson cobord, est définie pour les fonctions coordonnées (Re ξij , Imξij)16i,j62
par :
{Re ξij , Imξij}R = 0, ∀i, j ∈ {1, 2},
{Re ξ11,Re ξ22}R = −{Imξ11, Imξ22}R
= −Re ξ12 Imξ21 − Imξ12Re ξ21,
{Re ξ11, Imξ22}R = {Imξ11,Re ξ22}R
= Re ξ12Re ξ21 − Imξ12 Imξ21,
{Re ξ11,Re ξ12}R = −{Imξ11, Imξ12}R
= −1
2
Re ξ11 Imξ12 − 1
2
Imξ11Re ξ12,
{Re ξ11, Imξ12}R = {Imξ11,Re ξ12}R
=
1
2
Re ξ11Re ξ12 − 1
2
Imξ11 Imξ12,
{Re ξ11,Re ξ21}R = −{Imξ11, Imξ21}R
= −1
2
Re ξ11 Imξ21 − 1
2
Imξ11Re ξ21,
{Re ξ11, Imξ21}R = {Imξ11,Re ξ21}R
=
1
2
Re ξ11Re ξ21 − 1
2
Imξ11 Imξ21,
{Re ξ12,Re ξ21}R = −{Imξ12, Imξ21}R
= 0,
{Re ξ12, Imξ21}R = {Imξ12,Re ξ21}R
= 0,
{Re ξ12,Re ξ22}R = −{Imξ12, Imξ22}R
= −1
2
Re ξ12 Imξ22 − 1
2
Imξ12Re ξ22,
{Re ξ12, Imξ22}R = {Imξ12,Re ξ22}R
=
1
2
Re ξ12Re ξ22 − 1
2
Imξ12 Imξ22,
{Re ξ21,Re ξ22}R = −{Imξ21, Imξ22}R
= −1
2
Re ξ21 Imξ22 − 1
2
Imξ21Re ξ22,
{Re ξ21, Imξ22}R = {Imξ21,Re ξ22}R
=
1
2
Re ξ21Re ξ22 − 1
2
Imξ21 Imξ22.
On montrera dans la section 2.5 que ce résultat peut être obtenu de manière
plus directe à partir du cas holomorphe décrit dans la proposition 2.3.3.
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2.4.4 Champ hamiltonien et équation de Lax sur (GLRn(C), {. , .}R)
On rappelle que la structure de Poisson {. , .}
R
de glRn(C) est le R-crochet qua-
dratique associé à la R-matrice R = P+ − P−, multiplié par le facteur 12 . Ainsi,
d’après la proposition 1.3.1, on obtient alors que le champ hamiltonien de toute
fonction F sur glRn(C), Ad-invariante, est donné pour la structure de Poisson {. , .}R
par l’équation de Lax
x˙ = −1
2
[x,R(x∇xF )], (2.28)
où x ∈ glRn(C).
On rappelle également que si r est la r-matrice associée à la R-matrice R, le
groupe de Lie-Poisson réel (GLRn(C),
←−r − −→r ) est une sous-variété de Poisson de
(glRn(C), {. , .}R) (d’après la proposition 2.4.2). Ainsi, le champ hamiltonien de toute
fonction Ad-invariante F sur glRn(C), restreinte à GL
R
n(C), est donné par l’équation
de Lax réduite à GLRn(C) suivante :
x˙ = −1
2
[x,R(x∇xF )], (2.29)
où x ∈ GLRn(C).
On explicite alors dans la proposition suivante le cas de fonctions utilisées dans
le chapitre suivant :
Proposition 2.4.4. Soit le groupe de Lie-Poisson réel (GLRn(C), {. , .}R).
On considère les fonctions Tj et Sj définies, pour tout j ∈ N∗, par
Tj : x 7→ 1
j
ImTracexj et Sj : x 7→ 1
j
ImTracex−j .
Alors le champ hamiltonien de la fonction Tj est donné par l’équation de Lax :
x˙ = −1
2
[x, (P+ − P−)(xj)] = [x, (P− + 1
2
P0)(x
j)], (2.30)
où x ∈ GLRn(C) et le champ hamiltonien de la fonction Sj est donné par l’équation
de Lax :
x˙ = −1
2
[x, (P+ − P−)(x−j)] = [x, (P+ + 1
2
P0)(x
−j)], (2.31)
où x ∈ GLRn(C) et où on rappelle que P+ (resp. P−) est la projection sur les matrices
triangulaires supérieures strictes (resp. inférieures strictes), et P0 est la projection
sur les matrices diagonales.
Démonstration. On rappelle que les fonctions (x 7→ 1
j
ImTracexj)j>1 sur glRn(C)
sont Ad-invariantes ainsi que les fonctions (x 7→ 1
j
ImTracexj)j61 déﬁnies sur un
ouvert de glRn(C) . On peut exprimer leur champ hamiltonien sous forme d’une
équation de Lax, pour cela il suﬃt de calculer leur gradient.
On calcule alors le gradient de Tj , où j > 1 :
〈∇xTj |y〉Im = 〈dxTj , y〉
ImTrace(∇xTjy) = d
dt
∣∣∣∣
t=0
Tj(x+ ty)
=
d
dt
∣∣∣∣
t=0
1
j
ImTrace(x+ ty)j
= ImTrace(xj−1y),
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et on en déduit que ∇xTj = xj−1. De même, on obtient que ∇xSj = −x−j−1, pour
tout j > 1.
Ainsi le champ hamiltonien de Tj est donné par
x˙ = −1
2
[x,R(xj)]
= −1
2
[x, (xj)+ − (xj)−]
=
1
2
[x, 2(xj)− + (xj)0]
= [x, (xj)− +
1
2
(xj)0],
et on en déduit que le champ hamiltonien de la fonction Tj est
x˙ = [x, (P− +
1
2
P0)(x
j)]. (2.32)
Calculons à présent le champ hamiltonien de la fonction Sj . On observe que
x˙ = −1
2
[x, (P+ − P−)(−x−j)]
= [x, (x−j)+ +
1
2
(x−j)0],
ainsi le champ hamiltonien de Sj est donnée par l’équation de Lax
x˙ = [x, (P+ +
1
2
P0)(x
−j)]. (2.33)
Remarque : On peut également donner le champ hamiltonien de la fonction x 7→
1
j
ReTracexj , avec j ∈ Z∗. En eﬀet, le gradient de x 7→ 1
j
ReTracexj étant égal
à
√−1xj−1, on obtient que le champ hamiltonien de x 7→ 1
j
ReTracexj est donné
par l’équation de Lax
x˙ = −1
2
[x,R(
√−1xj)],
qui se traduit par l’équation de Lax suivante :
x˙ =
√−1[x, (P− + 1
2
P0)(x
j)]. (2.34)
2.5 Le lien entre les structures de Poisson deGLn(C)
et GLRn (C)
2.5.1 Construction explicite du lien
On donne dans la proposition suivante un lien entre une structure de Poisson
réelle construite à partir de la structure de Poisson complexe {. , .}
C
sur GLn(C) et
la structure de Poisson réelle {. , .}
R
sur GLRn(C).
Proposition 2.5.1. Soit le groupe de Lie-Poisson complexe (GLn(C), {. , .}C) où
la structure de Poisson {. , .}
C
est définie à la proposition 2.3.2 et le groupe de Lie-
Poisson réel (GLRn(C), {. , .}R) où la structure de Poisson {. , .}R est définie à la
proposition 2.4.2.
On considère une structure de Poisson réelle sur GLRn(C), notée {. , .}ImC définie
en prenant Im({. , .}
C
) la partie imaginaire du champ de bivecteurs {. , .}
C
.
Alors, on a
{. , .}
R
= −4 {. , .}Im
C
. (2.35)
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Démonstration. L’existence de la structure de Poisson réelle {. , .}Im
C
sur GLRn(C)
se justiﬁe par la proposition 2.1.1.
Ainsi, d’après la proposition 2.1.6 donnée pour des algèbres de Lie générales,
appliquée à gln(C), on obtient que l’égalité {. , .}R = −4 {. , .}ImC sur glRn(C). Finale-
ment, comme (GLRn(C), {. , .}R) est une sous-variété de Poisson de (glRn(C), {. , .}R),
d’après la proposition 2.4.2, on obtient le résultat.
On en déduit une relation entre la structure de Poisson réelle {. , .}
R
étendue par
C-linéarité aux fonctions à valeurs complexes et la structure de Poisson complexe
{. , .}
C
:
Corollaire 2.5.2. On considère la structure de Poisson complexe {. , .}
C
surGLn(C)
et la structure de Poisson réelle {. , .}
R
sur GLRn(C) définies comme précédemment.
On étend cette dernière (que l’on notera encore {. , .}
R
) par C-linéarité aux fonctions
à valeurs complexes.
Alors, pour toutes fonctions F,G holomorphes sur GLn(C), on a
{F,G}
R
= 2
√−1 {F,G}
C
,{
F ,G
}
R
= −2√−1 {F,G}
C
,{
F ,G
}
R
= 0.
(2.36)
Démonstration. On considère la variété de Poisson réelle (GLRn(C), {. , .}R). On
étend le crochet de Poisson {. , .}
R
par C-linéarité aux fonctions lisses à valeurs
dans C.
En utilisant la relation (2.35) étendue par C-linéarité et le fait que pour toutes
fonctions F,G holomorphes sur GLn(C), on a (par déﬁnition de la partie imaginaire
d’un champ de bivecteurs) :
{F,G}Im
C
= −
√−1
2
{F,G}
C
,
{
F ,G
}Im
C
= 0,
{
F ,G
}Im
C
=
√−1
2
{F,G}
C
,
on obtient le résultat.
En particulier, on obtient que, pour tout 1 6 i, j, k, l 6 n,
{ξij , ξkl}R = 2
√−1 {ξij , ξkl}C ,{
ξij , ξkl
}
R
= −2√−1 {ξij , ξkl}C,{
ξij , ξkl
}
R
= 0.
(2.37)
D’après la proposition 2.5.1, si on connaît l’expression de la structure de Poisson
holomorphe {. , .}
C
sur les fonctions coordonnées holomorphes (ξij)i,j , alors on peut
obtenir directement l’expression de la structure de Poisson réelle {. , .}
R
sur les
fonctions coordonnées (Re ξij , Imξij)i,j :
Corollaire 2.5.3. On considère la structure de Poisson complexe {. , .}
C
surGLn(C)
et la structure de Poisson réelle {. , .}
R
sur GLRn(C) définies comme précédemment.
Alors, on a
{Re ξij ,Re ξkl}R = −Im {ξij , ξkl}C ,
{Re ξij , Imξkl}R = Re {ξij , ξkl}C ,
{Imξij ,Re ξkl}R = Re {ξij , ξkl}C ,
{Imξij , Imξkl}R = Im {ξij , ξkl}C ,
(2.38)
pour tout 1 6 i, j, k, l 6 n.
Démonstration. Comme {. , .}
R
= −4 {. , .}Im
C
, en appliquant la déﬁnition de la
partie imaginaire d’un champ de bivecteurs (donnée par l’équation (2.4)) on obtient
le résultat.
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2.5.2 Applications
Le cas de GL2(C)
Dans la proposition 2.3.3, on explicite la structure de Poisson holomorphe {. , .}
C
de GL2(C) sur les fonctions coordonnées holomorphes (ξij)i,j . D’après les équations
(2.38), on peut donc directement obtenir l’expression de la structure de Poisson
réelle de GL2(C) sur les fonctions coordonnées (Re ξij , Imξij)i,j . On trouve par
exemple que
{Re ξ11,Re ξ22}R = −Im {ξ11, ξ22}C
= −Im(ξ12ξ21)
= −Re ξ12 Imξ21 − Imξ12Re ξ21.
On retrouve ainsi toutes les autres relations de la proposition 2.4.3.
Lien entre les Casimirs des structures holomorphe et réelle
Proposition 2.5.4. On considère les groupes de Lie-Poisson holomorphe (GLn(C), {. , .}C)
et réelle (GLRn(C), {. , .}R). Soit G une fonction holomorphe sur GLn(C), qui se dé-
compose en G = G1 +
√−1G2 où G1 et G2 sont des fonctions sur GLRn(C).
Alors si G est un Casimir de (GLn(C), {. , .}C), les fonctions réelles G1 et G2
sont des Casimirs de (GLRn(C), {. , .}R).
Démonstration. On considère les fonctions coordonnées (Re ξij , Imξij)16i,j6n sur
GLRn(C). Elles sont liées aux fonctions coordonnées (ξij)16i,j6n sur GLn(C) par les
relations ξij = Re ξij +
√−1 Imξij , pour tout 1 6 i, j 6 n.
Comme G est un Casimir de (GLn(C), {. , .}C), et que ξij et G sont des fonctions
holomorphes sur GLn(C), la première relation de (2.36) entraine que
{ξij , G}R = 2
√−1 {ξij , G}C = 0,
pour tout 1 6 i, j 6 n, où {. , .}
R
est étendu par C-linéarité aux fonctions à valeurs
complexes.
D’autre part, on a
0 = {ξij , G}R = {Re ξij , G1}R−{Imξij , G2}R+
√−1({Re ξij , G2}R+{Imξij , G1}R),
pour tout 1 6 i, j 6 n. On utilise ensuite la troisième relation de (2.36) et on obtient
0 =
{
ξij , G
}
R
= {Re ξij , G1}R+{Imξij , G2}R+
√−1({Re ξij , G2}R−{Imξij , G1}R),
pour tout 1 6 i, j 6 n. Ainsi, par identiﬁcation et en combinant ces deux équations,
on obtient que
{Re ξij , G1}R = {Imξij , G2}R = 0,
{Re ξij , G2}R = {Imξij , G1}R = 0,
pour tout 1 6 i, j 6 n, ce qui implique que G1 et G2 sont des Casimirs de
(GLRn(C), {. , .}R).
Chapitre 3
Le réseau de Toeplitz
Tableau récapitulatif des notations utilisées dans ce chapitre :
Réseau de Toeplitz Réseau de Toeplitz modiﬁé
Groupe de Lie,
algèbre de Lie
GLn(C), gln(C) GL
R
n(C), gl
R
n(C)
Base de
l’algèbre de Lie
(Eij)16i,j6n (Eij , Fij)16i,j6n
R-matrice R := P+ − P− R := P+ − P−
r-matrice rC r
Forme bilinéaire 〈·|·〉C 〈·|·〉Im
Crochet de
Poisson
{. , .}
C
{. , .}
R
Fonctions
coordonnées
(ξij)16i,j6n (Re ξij , Imξij)16i,j6n
Sous-variété Hn HRn
Crochet de
Poisson
{. , .}CHn {. , .}
R
Hn
Fonctions sur la
sous-variété
(xk, yk, βk)16k6n−1
xn
(Re xk, Imxk)16k6n−1
(Re yk, Imyk)16k6n−1
(Re βk, Imβk)16k6n−1
Re xn, Imxn
Dimension 2n− 1 4n− 2
Aﬁn d’étudier le réseau de Toeplitz, déﬁni par les équations (16), on cherche à
se placer dans une variété de Poisson et à expliciter des hamiltoniens qui, pour la
structure de Poisson correspondante, représentent le système. Le but de ce chapitre
est alors de déﬁnir une variété, de la munir de la structure de Poisson qui convient
et comprendre ainsi les équations de Lax pour le réseau de Toeplitz données par
Adler et van Moerbeke.
Pour déﬁnir cette variété de Poisson, on s’est inspiré de l’article de Ammar et
Gragg [AG94], qui traite le réseau de Schur en utilisant les matrices de Hessenberg
unitaires et on a généralisé ces matrices pour qu’elles puissent représenter le réseau
de Toeplitz. On montre ensuite que l’ensemble de matrices ainsi créé est une sous-
variété de GLn(C).
Pour déﬁnir la structure de Poisson associée, on prend la structure de Poisson
quadratique sur gln(C), restreinte à GLn(C), comme détaillé dans le chapitre 2 et
pour laquelle GLn(C) est un groupe de Lie-Poisson. Après avoir mis en évidence
une bijection entre la sous-variété de GLn(C) étudiée et un produit de sous-variétés
de Poisson de GL2(C) (bijection inspirée à nouveau de l’article de Ammar et Gragg
56 Chapitre 3. Le réseau de Toeplitz
[AG94]), on utilise des propriétés des groupes de Lie-Poisson pour transporter la
structure de Poisson produit sur la variété étudiée.
Dans la suite de ce chapitre, on explicitera des équations de Lax du réseau de
Toeplitz considéré comme un champ hamiltonien pour la sous-variété de Poisson de
GLn(C) étudiée. On fera également le lien entre les équations de Lax ainsi obtenues
et celles données par Adler et van Moerbeke dans leur article [AvM03].
La dernière partie de ce chapitre est consacrée à l’intégrabilité (au sens de Liou-
ville) du réseau de Toeplitz.
3.1 La sous-variété Hn
Soit n ∈ N. Considérons l’ensemble des matrices complexes de la forme suivante :
H(x, y, β) :=
−y0x1 −y0β1x2 −y0β1β2x3 −y0β1 . . . βn−1xn
β1 −y1x2 −y1β2x3 −y1β2 . . . βn−1xn
−yn−2βn−1xn
βn−1 −yn−1xn



 (0)
,
(3.1)
où xk, yk, βk ∈ C, tels que β2k = 1 − xkyk pour k = 1 . . . n − 1, x0 = y0 = 1 et
xnyn = 1. On notera cet ensemble Hn.
Remarque : Si H = (hij)16i,j6n ∈ Hn, alors il existe xk, yk, βk ∈ C vériﬁant β2k =
1− xkyk pour k = 1 . . . n− 1, x0 = y0 = 1 et xnyn = 1 tels que :

hjk = −yj−1βj . . . βk−1xk, si j < k,
hjj = −yj−1xj ,
hj,j−1 = βj−1,
hjk = 0, sinon.
On note J2 l’ensemble des matrices de la forme suivante :(
x β
−β y
)
, avec x, y, β ∈ C vériﬁant xy + β2 = 1. (3.2)
On a alors J2 ⊂ SL2(C).
On considère également les applications injectives suivantes, où k = 1 . . . n− 1 :
k : GL2(C) −→ GLn(C)(
a b
c d
)
7−→


Ik−1 (0)
a b
c d
(0) In−k−1

 , (3.3)
et l’application, également injective,
˜n : C
∗ −→ GLn(C)
z 7−→


1 (0)
. . .
1
(0) z

 . (3.4)
Si la taille des matrices n’est pas évidente, on notera (n)k : GL2(C) −→ GLn(C) à
la place de k et ˜
(n)
n : C∗ −→ GLn(C) à la place de ˜n.
3.1. La sous-variété Hn 57
3.1.1 Une bijection entre Hn et J n−12 × C∗
Pour montrer que l’ensemble de matrices Hn est une sous-variété (lisse ou holo-
morphe), on va introduire une bijection entre Hn et J n−12 ×C∗, qui nous permettra
d’expliciter les relations qui caractérisent Hn comme une sous-variété quasi-aﬃne.
On donne cette bijection dans la propriété suivante :
Proposition 3.1.1. L’application ϕ définie comme suit :
ϕ : J n−12 × C∗ −→ Hn
(g1, . . . , gn−1, λ) 7−→ −1(g1) . . . n−1(gn−1)˜n(λ)
est une bijection, d’inverse
ϕ−1 : Hn −→ J n−12 × C∗
H 7−→
((
(−1)kHk hk+1,k
−hk+1,k (−1)k(H−1)k
)
k=1...n−1
, (−1)n detH
)
,
où Hk est le mineur principal de taille k de H et (H−1)k celui de H−1.
De plus, on obtient l’expression suivante de l’inverse d’une matrice de Hn :
H(x, y, β)−1 = tH(y, x, β). (3.5)
Démonstration. Montrons dans un premier temps, que l’image de l’application ϕ
est contenue dans Hn. Soient gi ∈ J2 pour i = 1 . . . n− 1 et λ ∈ C∗. Par déﬁnition
de J2, pour tout i = 1 . . . n − 1, il existe xi, yi, βi ∈ C tels que xiyi + β2i = 1 et
gi =
(
xi βi
−βi yi
)
. Montrons par récurrence sur k > 2 que 1(g1) . . . k−1(gk−1) est
égal à la matrice
x1 β1x2 β1β2x3 β1 . . . βk−1
−β1 y1x2 y1β2x3 y1β2 . . . βk−1
0 −β2 y2x3
yk−2βk−1
0 0 −βk−1 yk−1
1
1



 (0)
(0)
.
Tout d’abord, si k = 2, le produit de matrices à considérer est juste la matrice 1(g1)
et le résultat est évident.
Supposons à présent que l’hypothèse est vériﬁée pour k > 2 et montrons qu’elle
reste valable pour k + 1.
Or si X = (xij)16i,j6k est une matrice de taille k× k à valeurs dans C, triangu-
laire supérieure à sous-diagonale et si a, b, c, d ∈ C, alors
X
1
1




(0)
(0)
Ik−1
a b
c d
1
1



 (0)
(0)
=
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x1,1 x1,k−1 ax1,k bx1,k
x2,1
0
xk−1,k−1 axk−1,k bxk−1,k
0 0 xk,k−1 axk,k bxk,k
c d
1
1



 (0)
(0)
.
On applique alors directement ce calcul à X = 1(g1) . . . k−1(gk−1) et a = xk, b =
βk = −c et d = yk, pour montrer que l’hypothèse est vériﬁée au rang k + 1. Ainsi,
la récurrence est prouvée.
On obtient ensuite, en utilisant le cas k = n de la récurrence précédente pour
calculer le produit 1(g1) . . . n−1(gn−1) :
ϕ(g1, . . . , gn−1, λ) = −1(g1) . . . n−1(gn−1)˜n(λ)
= −
x1 β1x2 β1β2x3 β1 . . . βn−1
−β1 y1x2 y1β2x3 y1β2 . . . βn−1
−βn−1 yn−1



 (0)
×
1
1
λ



 (0)
(0)
=
−x1 −β1x2 −β1β2x3 −β1 . . . βn−1λ
β1 −y1x2 −y1β2x3 −y1β2 . . . βn−1λ
βn−1 −yn−1λ



 (0)
= H((1, x1, . . . , xn−1, λ), (1, y1, . . . , yn−1, λ−1), (β1, . . . , βn−1)),
donc, comme xiyi + β2i = 1, pour tout 1 6 i 6 n − 1, et λ 6= 0, on obtient une
matrice de Hn et on montre ainsi que ϕ(J n−12 × C∗) ⊂ Hn.
Montrons la surjectivité de ϕ. Soit la matrice H ∈ Hn, elle s’exprime sous
la forme d’une matrice H(x, y, β) donnée par l’équation (3.1) pour les variables
x = (x0, . . . , xn) ∈ Cn+1, y = (y0, . . . , yn) ∈ Cn+1 et β = (β1, . . . , βn−1) ∈ Cn−1
telles que xiyi+ β2i = 1, pour tout i = 1 . . . n− 1, x0 = y0 = 1 et xnyn = 1. D’après
le calcul matriciel fait précédemment, on trouve que
−1
((
x1 β1
−β1 y1
))
. . . n−1
((
xn−1 βn−1
−βn−1 yn−1
))
˜n(xn) = H.
Puis comme xiyi + β2i = 1, chaque matrice
(
xi βi
−βi yi
)
appartient à J2 et le fait
que xnyn = 1 implique que xn 6= 0. Ainsi
H(x, y, β) = ϕ
((
x1 β1
−β1 y1
)
, . . . ,
(
xn−1 βn−1
−βn−1 yn−1
)
, xn
)
,
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avec
((
x1 β1
−β1 y1
)
, . . . ,
(
xn−1 βn−1
−βn−1 yn−1
)
, xn
)
∈ J n−12 × C∗, d’où la surjectivité
de ϕ.
On a également montré que les matrices de Hn sont inversibles, en tant que
produits de matrices inversibles. En eﬀet, si H = H(x, y, β) ∈ Hn, alors on a
H = −1(g1) . . . n−1(gn−1)˜n(xn),
où pour tout k = 1 . . . n − 1, on a gk =
(
xk βk
−βk yk
)
, où xkyk + β2k = 1. Comme
chacun des k(gk) est inversible et ˜n(xn) est inversible (car xn 6= 0), la matrice H
est aussi inversible.
De plus, on peut donner une expression simple de l’inverse de H(x, y, β). On a
tH(x, y, β)−1 = −t1(g1)−1 . . .t n−1(gn−1)−1 t˜n(xn)−1,
et par déﬁnition de k, on a tk(gk)−1 = k(tg−1k ), pour tout k = 1 . . . n − 1. Puis
comme
hk :=
tg−1k =
t
(
yk −βk
βk xk
)
=
(
yk βk
−βk xk
)
∈ J2,
pour tout k = 1 . . . n− 1 et que t˜n(xn)−1 = ˜n(x−1n ) = ˜n(yn), on obtient
tH(x, y, β)−1 = −1(h1) . . . n−1(hn−1)˜n(yn) = H(y, x, β),
en utilisant le fait que les hk sont obtenus à partir des gk en échangeant x et y.
Pour prouver l’injectivité de ϕ, on va montrer qu’il existe une application ψ de
Hn dans J n−12 ×C∗ telle que ψ ◦ ϕ = id. (On aura ainsi par la même occasion que
ψ est l’inverse de ϕ). On considère l’application :
ψ : Hn −→ J n−12 × C∗
H 7−→
((
(−1)kHk hk+1,k
−hk+1,k (−1)k(H−1)k
)
k=1...n−1
, (−1)n detH
)
,
où Hk est le mineur principal de taille k de H et (H−1)k celui de H−1. Si on montre
que ψ ◦ ϕ = id, le fait que ϕ soit surjective entraînera directement que l’image de
l’application ψ est incluse dans J n−12 × C∗.
Soit (g1, . . . , gn−1, λ) ∈ J n−12 ×C∗, alors pour tout i = 1 . . . n− 1, par déﬁnition
de J2, il existe un unique triplet (xi, yi, βi), tels que xiyi + β2i = 1 et
gi =
(
xi βi
−βi yi
)
.
D’après les résultats précédents, on a
ϕ(g1, . . . , gn−1, λ) =
−x1 −β1x2 −β1β2x3 −β1 . . . βn−1λ
β1 −y1x2 −y1β2x3 −y1β2 . . . βn−1λ
βn−1 −yn−1λ



 (0)
.
On cherche à calculer le mineur principal de taille k de ϕ(g1, . . . , gn−1, λ) (on le
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notera Hk), qui est le déterminant de la matrice :
−x1 −β1x2 −β1β2x3 −β1 . . . βk−1xk
β1 −y1x2 −y1β2x3 −y1β2 . . . βk−1xk
βk−1 −yk−1xk



 (0)
.
Or un calcul identique à celui utilisé pour montrer la surjectivité de ϕ, fait pour
des matrices de taille k, permet d’exprimer cette matrice sous la forme d’un produit
−(k)1 (g1) . . . (k)k−1(gk−1)˜(k)k (xk), d’où
Hk = det(−(k)1 (g1) . . . (k)k−1(gk−1)˜(k)k (xk)) = (−1)kxk. (3.6)
L’expression des mineurs de ϕ(g1, . . . , gn−1, λ)−1 se retrouve alors en utilisant le fait
que prendre l’inverse d’une matrice de J2 revient à échanger les xi et les yi (et à
transposer, mais cela n’a aucune incidence sur le déterminant) doncH−1k = (−1)kyk,
pour tout k = 1 . . . n− 1.
Finalement, comme le k-ième élément sous-diagonal de ϕ(g1, . . . , gn−1, λ) est βk
et que detϕ(g1, . . . , gn−1, λ) = (−1)nλ, on obtient
ψ(ϕ(g1, . . . , gn−1, λ)) =
((
xk βk
−βk yk
)
k=1...n−1
, λ
)
= (g1, . . . , gn−1, λ),
ce qui nous permet de conclure.
Remarque : Le déterminant de H(x, y, β) ne dépend que de la variable xn, en eﬀet
d’après l’équation (3.6) dans le cas où k = n, on a detH(x, y, β) = detHn =
(−1)nxn.
3.1.2 La sous-variété quasi-affine Hn
Nous donnons maintenant des équations déﬁnissant Hn à l’aide de la structure
de variété quasi-aﬃne de GLn(C). Pour cela, on va devoir dissocier deux cas. En
eﬀet, on rappelle que le groupe de LieGLn(C) peut être vu comme un groupe de Lie
complexe GLn(C) mais aussi comme un groupe de Lie réel GL
R
n(C). De même, on
notera HRn (resp. HCn) l’ensemble Hn vu comme une variété réelle (resp. complexe)
et dans le cas complexe, on notera souvent simplement Hn.
On rappelle également que gln(C), l’espace de matrices de taille n× n à valeurs
dans C, est l’algèbre de Lie associée à GLn(C) et que l’on note gln(C) (resp. gl
R
n(C))
l’algèbre de Lie complexe (resp. réelle) gln(C) associée au groupe de Lie complexe
GLn(C) (resp. réel GL
R
n(C)).
Proposition 3.1.2. L’ensemble Hn est une sous-variété quasi-affine de gln(C),
définie par les (in-)équations polynomiales suivantes :
(i) hjk = 0, pour tout j − 1 > k,
(ii) h1k + h2,1 . . . hk,k−1(−1)kHk = 0, pour tout 1 6 k 6 n,
(iii) (detH)j−1hjk + (−1)j+k−1( tCom(H))j−1hj+1,j . . . hk,k−1Hk = 0, pour tout
1 < j < k 6 n,
(iv) (detH)kh2k+1,k +Hk(
tCom(H))k − (detH)k = 0, pour tout 1 6 k 6 n− 1,
(v) detH 6= 0,
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où H = (hij)16i,j6n ∈ gln(C), Hk est le mineur principal de taille k de H et
(tCom(H))k est le mineur principal de taille k de la transposée de la comatrice de
H.
Ainsi Hn est une sous-variété holomorphe de GLn(C) et HRn une sous-variété
lisse de GLRn(C).
Démonstration. On rappelle que Hn est l’ensemble des matrices de la forme (3.1)
où xk, yk, βk ∈ C, tels que β2k = 1 − xkyk pour k = 1 . . . n − 1, x0 = y0 = 1 et
xnyn = 1. Montrons que toute matrice de Hn vériﬁe les conditions (i) à (v).
On remarque tout d’abord que la condition xnyn = 1 équivaut à demander que
xn 6= 0 et à poser yn = x−1n .
Soit H(x, y, β) ∈ Hn, d’après la bijection ϕ entre J n−12 × C∗ et Hn, on peut
exprimer les variables xk, yk, βk en fonction deH = (hjk)16j,k6n. Ainsi, on a x0 = 1,
y0 = 1, xn = (−1)n detH et pour tout 1 6 k 6 n− 1
xk = (−1)kHk,
yk = (−1)k(H−1)k,
βk = hk+1,k,
(3.7)
où Hk est le mineur principal de taille k de H et (H−1)k est le mineur principal de
taille k de H−1 = (detH)−1 tCom(H).
On utilise alors l’expression des entrées de la matrice H(x, y, β) ∈ Hn en fonc-
tions des variables xk, yk, βk :

hjk = −yj−1βj . . . βk−1xk, si j < k,
hjj = −yj−1xj ,
hj,j−1 = βj−1,
hjk = 0, sinon,
(3.8)
et les relations β2k = 1 − xkyk (pour k = 1 . . . n − 1) et xn 6= 0, pour trouver des
équations polynomiales vériﬁées par les éléments de Hn.
Ainsi, en utilisant les équations (3.7) et (3.8), on a pour tout 1 6 k 6 n :
h1k = −β1 . . . βk−1xk = −h2,1 . . . hk,k−1(−1)kHk,
donc H ∈ Hn vériﬁe la condition (ii) :
h1k + h2,1 . . . hk,k−1(−1)kHk = 0. (3.9)
De même, pour tout 1 < j < k 6 n, on a :
hjk = −yj−1βj . . . βk−1xk = −(−1)j−1(H−1)j−1hj+1,j . . . hk,k−1(−1)kHk,
donc H ∈ Hn vériﬁe la condition (iii) :
(detH)j−1hjk + (−1)j+k−1( tCom(H))j−1hj+1,j . . . hk,k−1Hk = 0. (3.10)
La relation β2k = 1−xkyk (pour k = 1 . . . n−1) se traduit également par une relation
polynomiale en les variables hjk :
(detH)kh2k+1,k +Hk(
tCom(H))k − (detH)k = 0, (3.11)
donc H ∈ Hn vériﬁe la condition (iv).
Et ﬁnalement, l’inéquation xn 6= 0 devient
detH 6= 0, (3.12)
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donc H ∈ Hn vériﬁe bien les conditions (i) à (v).
Inversement, montrons à présent que toute matrice H = (hjk)16j,k6n dont les
entrées vériﬁent les conditions (i) à (v) appartient à Hn.
On commence par déﬁnir un ensemble de variables notées (xk, yk, βk) de la
manière suivante : x0 = y0 := 1, xn := (−1)n detH, yn := x−1n (qui existe car
detH 6= 0) et pour tout 1 6 k 6 n− 1,
xk := (−1)kHk,
yk := (−1)k(H−1)k,
βk := hk+1,k.
Tout d’abord, comme detH 6= 0, on a xn 6= 0.
Les équations de la condition (ii) montrent que les éléments de la première
ligne de la matrice H vériﬁent hjk = −β1 . . . βk−1xk (pour tout 1 6 k 6 n) donc
hjk = −y0β1 . . . βk−1xk car y0 = 1.
Les équations de la condition (iii) montrent que les autres éléments sur-diagonaux
de la matrice H vériﬁent hjk = −yj−1βj . . . βk−1xk (pour tout 1 < j < k 6 n).
Les équations de la condition (iv) montrent que les éléments de la matrice H
vériﬁent la condition β2k = 1− xkyk (pour k = 1 . . . n− 1).
Et ﬁnalement, les équations de la condition (i) permettent de montrer que les
éléments sous la sous-diagonale de la matrice H sont nuls et on déduit de tout cela
que H est une matrice de Hn.
On en conclut donc que Hn est une sous-variété quasi-aﬃne de GLn(C) sur
C. Ainsi comme Hn est non-singulière (car J n−12 × C∗ est non-singulière et ϕ est
un biholomorphisme), Hn est une sous-variété holomorphe de GLn(C) (et HRn une
sous-variété lisse de GLRn(C)).
On remarque également que la dimension sur C de Hn est égale à 2n− 1, et que
la dimension sur R de HRn est égale à 4n− 2. De plus, d’après la bijection ϕ (qui est
un diﬀéomorphisme dans le cas réel et un biholomorphisme dans le cas complexe),
les fonctions (Re xi, Imxi,Re yi, Imyi,Re βi, Imβi)16i6n−1 et Re xn, Imxn sont
des fonctions lisses sur HRn. De même, les fonctions (xi, yi, βi)16i6n−1 et xn sont
des fonctions holomorphes sur Hn.
3.2 Structures de Poisson réelle sur HRn et holo-
morphe sur Hn
On va à présent pouvoir utiliser les structures de Poisson multiplicatives obtenues
sur GLRn(C) et GLn(C) pour construire des structures de Poisson sur HRn et Hn.
En vue du chapitre suivant de cette thèse, on a choisi de détailler en priorité le cas
de HRn et d’énoncer seulement les principaux résultats du cas de Hn.
Pour traiter le cas de HRn, on va se servir du diﬀéomorphisme ϕ déﬁni dans la
proposition 3.1.1 par
ϕ : J n−12 × C∗ −→ HRn
(g1, . . . , gn−1, λ) 7−→ −1(g1) . . . n−1(gn−1)˜n(λ).
On explicitera alors la structure de Poisson induite sur J2 vue comme une sous-
variété de Poisson de GLR2 (C), lui-même vu comme sous-groupe de Lie-Poisson de
GLRn(C). Puis après avoir montré que l’application ϕ est un morphisme de Poisson,
on en déduira que HRn est une sous-variété de Poisson de GLRn(C) et on explicitera
alors la structure de Poisson induite sur HRn.
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3.2.1 Le sous-groupe de Lie-Poisson GLR
2
(C) de GLRn(C)
On munit le groupe de Lie-Poisson réel GLRn(C) de la structure de Poisson
{. , .}
R
(introduite par la proposition 2.4.1 et la proposition 2.4.2). Son algèbre de
Lie glRn(C) se décompose en gl
R
n(C) = g+ ⊕ g0 ⊕ g−, où g+ (resp. g−) est l’espace
des matrices triangulaires supérieures strictes (resp. inférieures strictes), et g0 est
l’espace des matrices diagonales.
On rappelle également que la R-matrice R := P+ − P−, antisymétrique pour
〈·|·〉Im, permet de munir GLRn(C) de la structure de Lie-Poisson π = ←−r − −→r où r
est la r-matrice associée à R :
r =
1
2
∑
i<j
(Eji ∧ Fij − Eij ∧ Fji), (3.13)
et que cette structure est la même que la structure {. , .}
R
(cf. proposition 2.4.2).
On pose H := k(GL
R
2 (C)), pour tout 1 6 k 6 n (où k est l’application
déﬁnie par l’équation (3.3)). C’est un sous-groupe de Lie de GLRn(C), d’algèbre
de Lie h = VectR(Eij , Fij | i, j ∈ {k, k + 1}). L’orthogonal de h pour 〈·|·〉Im est
alors h⊥ = VectR(Eij , Fij | (i, j) ∈ {1, . . . , n}2\{k, k + 1}2), qui vériﬁe de plus
h⊕ h⊥ = glRn(C).
Vériﬁons que h⊥ est un idéal de Lie de (glRn(C), [. , .]R). Soient x ∈ h⊥ et y ∈
glRn(C),
[x, y]R =
1
2
[R(x), y] +
1
2
[x,R(y)]
=
1
2
([x+ − x−, y+ + y0 + y−] + [x+ + x0 + x−, y+ − y−])
=
1
2
([x+, 2y+ + y0]− [x−, 2y− + y0] + [x0, y+ − y−]).
On va montrer que chacun des termes [x+, 2y++ y0], [x−, 2y−+ y0] et [x0, y+− y−]
appartient à h⊥. Comme x+ est une matrice triangulaire supérieure stricte dont le
coeﬃcient est nul en xk,k+1, son commutateur avec la matrice triangulaire supérieure
2y++y0 reste de la même forme, donc appartient à h⊥. De même pour [x−, 2y−+y0]
avec des matrices triangulaires inférieures. Puis pour le dernier terme, on utilise
le fait que x0 est une matrice diagonale dont les coeﬃcients sont nuls en xkk et
xk+1,k+1, et que y+ − y− est à diagonale nulle. On en conclut que [x, y]R ∈ h⊥.
L’équivalence de la proposition 1.4.18 et la connexité de GLR2 (C) impliquent
alors que l’ensemble k(GL
R
2 (C)) est un sous-groupe de Lie-Poisson de GL
R
n(C),
pour tout k = 1 . . . n− 1.
On cherche ensuite à exprimer la structure de Poisson sur k(GL
R
2 (C)) qui en
fait un sous-groupe de Lie-Poisson de GLRn(C).
Comme h = VectR(Eij , Fij | i, j ∈ {k, k + 1}) et R = P+ − P−, on a R(h) =
VectR(Ek,k+1, Fk,k+1, Ek+1,k, Fk+1,k) ⊂ h et on a déjà montré que h⊕ h⊥ = glRn(C).
On considère alors la R-matrice R|h qui s’exprime de la manière suivante :
R|h = χ(Ek+1,k)⊗ Fk,k+1 + χ(Fk+1,k)⊗ Ek,k+1
− χ(Ek,k+1)⊗ Fk+1,k − χ(Fk,k+1)⊗ Ek+1,k.
Alors, la r-matrice, notée rh, associée à R|h est la suivante :
rh =
1
2
(Ek+1,k ∧ Fk,k+1 − Ek,k+1 ∧ Fk+1,k), (3.14)
et la deuxième partie de la proposition 1.4.18 implique que la structure de Poisson
sur k(GL
R
2 (C)) est
←−rh −−→rh.
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En conclusion, on a prouvé que GLR2 (C) est une sous-variété de Poisson de
GLRn(C) pour l’inclusion k, pour tout 1 6 k 6 n − 1. De plus, la structure de
Poisson de GLR2 (C) est donnée par la r-matrice :
1
2
(E21 ∧ F12 − E12 ∧ F21), (3.15)
et on retrouve donc la structure de Poisson {. , .}R sur GLR2 (C) introduite à la
section 2.4.
En résumé, on a le résultat suivant :
Lemme 3.2.1. Le groupe de Lie réel GLR2 (C) est un sous-groupe de Lie-Poisson
de (GLRn(C), {. , .}R) pour l’inclusion k pour tout 1 6 k 6 n− 1 et la structure de
Poisson induite est {. , .}
R
.
3.2.2 Le sous-groupe de Lie-Poisson C∗ de GLRn(C)
On traite ensuite de la même manière le cas de H˜ := ˜n(C∗). Son algèbre de
Lie est h˜ := VectR(Enn, Fnn) et son orthogonal pour 〈·|·〉Im est donné par h˜⊥ =
VectR(Eij , Fij | 1 6 i, j 6 n et (i, j) 6= (n, n)). On vériﬁe alors par un rapide calcul
que [h˜⊥, glRn(C)]R ⊂ h˜⊥ et donc que h˜⊥ est un idéal de Lie de (glRn(C), [. , .]R). D’après
la proposition 1.4.18, on obtient que ˜n(C∗) est un sous-groupe de Lie-Poisson de
GLRn(C).
Et comme R restreint à h˜ est nulle, la structure de Poisson sur ˜n(C∗) est la
structure triviale.
Lemme 3.2.2. Le groupe de Lie réel C∗ est un sous-groupe de Lie-Poisson de
(GLRn(C), {. , .}R) pour l’inclusion ˜n et la structure de Poisson induite est la struc-
ture triviale.
3.2.3 La sous-variété de Poisson J2 de GLR2 (C)
On rappelle que l’on considère les fonctions à valeurs réelles (Re ξij , Imξij)16i,j62
sur le groupe de Lie réel GLR2 (C) et que la structure {. , .}R est décrite sur ces fonc-
tions par les équations de la proposition 2.4.3.
On remarque ensuite que J2 est une sous-variété de GLR2 (C) caractérisée par le
fait d’avoir ses termes anti-diagonaux opposés (i.e. ξ12 = −ξ21) et un déterminant
égal à 1 (i.e. ξ11ξ22 − ξ12ξ21 = 1). En eﬀet, au niveau complexe, on montre que
l’application de SL2(C) dans C déﬁnie par
(
x z
t y
)
7→ z + t est une submersion,
ainsi J2, qui est l’image réciproque de 0 par cette application, est une sous-variété
de GL2(C).
L’idéal de fonctions associé à cette sous-variété, que l’on note IJ2 , est donc
engendré d’après la décomposition (2.3) par les fonctions réelles suivantes :
F1 = Re(ξ11ξ22 − ξ12ξ21 − 1)
= Re ξ11Re ξ22 − Imξ11 Imξ22 −Re ξ12Re ξ21 + Imξ12 Imξ21 − 1,
F2 = Im(ξ11ξ22 − ξ12ξ21 − 1)
= Re ξ11 Imξ22 + Imξ11Re ξ22 −Re ξ12 Imξ21 − Imξ12Re ξ21,
F3 = Re(ξ12
ξ21
) + 1 =
Re ξ12Re ξ21 + Imξ12 Imξ21
(Re ξ21)2 + (Imξ21)2 + 1,
F4 = Im(ξ12
ξ21
) =
Imξ12Re ξ21 −Re ξ12 Imξ21
(Re ξ21)2 + (Imξ21)2 .
(3.16)
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Or les fonctions F1, F2, F3, F4 sont des Casimirs pour la structure {. , .}R, en eﬀet
on obtient ce résultat par un calcul sous maple, mais on verra dans la section 3.2.6
une autre preuve à partir du cas holomorphe. On en déduit donc que J2 est une
sous-variété de Poisson de GLR2 (C).
On note {. , .}J2
R
la structure de Poisson réelle de J2 obtenue comme sous-variété
de Poisson de (GLR2 (C), {. , .}R) et on considère les fonctions lisses à valeurs réelles
sur J2, notées Re x, Imx, Re y, Imy, Re β, Imβ, qui vériﬁent
Re ξ11|J2 = Re x,
Re ξ22|J2 = Re y,
Imξ11|J2 = Imx,
Imξ22|J2 = Imy,
Re ξ12|J2 = −Re ξ21|J2 = Re β,
Imξ12|J2 = −Imξ21|J2 = Imβ,
−2Re β Imβ = Re x Imy + ImxRe y,
(Re β)2 − (Imβ)2 = 1−Re xRe y + Imx Imy.
(3.17)
On obtient alors la structure de Poisson sur J2 de la manière suivante :
{Imx, Imy}J2
R
=
{
Imξ11|J2 , Imξ22|J2
}J2
R
= {Imξ11, Imξ22}R|J2
= Re ξ12|J2 Imξ21|J2 + Imξ12|J2 Re ξ21|J2
= Re β(−Imβ) + Imβ(−Re β)
= −2Re β Imβ
= Re x Imy + ImxRe y,
où on utilise la proposition 2.4.3 qui explicite la structure de Poisson {. , .}
R
sur
GLR2 (C). Puis en procédant de même pour les autres fonctions Re x, Imx, Re y,
Imy, Re β et Imβ, on obtient :
{Re x, Imx}J2
R
= {Re y, Imy}J2
R
= {Re β, Imβ}J2
R
= 0,
{Imx, Imy}J2
R
= −{Re x,Re y}J2
R
= −2Re β Imβ
= Re x Imy + ImxRe y,
{Re y, Imx}J2
R
= {Imy,Re x}J2
R
= (Re β)2 − (Imβ)2
= 1−Re xRe y + Imx Imy,
{Imx, Imβ}J2
R
= −{Re x,Re β}J2
R
=
1
2
(Re x Imβ + ImxRe β),
{Re x, Imβ}J2
R
= {Imx,Re β}J2
R
=
1
2
(Re xRe β − Imx Imβ),
{Imβ, Imy}J2
R
= −{Re β,Re y}J2
R
=
1
2
(Re β Imy + ImβRe y),
{Re β, Imy}J2
R
= {Imβ,Re y}J2
R
=
1
2
(Re βRe y − Imβ Imy).
On remarque que les expressions de {. ,Re β}J2
R
et {. , Imβ}J2
R
s’obtiennent à
partir des expressions de {. , .}J2
R
entre les fonctions Re x, Imx,Re y et Imy (en
utilisant les deux dernières relations de (3.17)). La structure de Poisson sur J2 est
donc complètement déterminée sur ces fonctions Re x, Imx,Re y et Imy.
On résume cela dans la proposition suivante :
66 Chapitre 3. Le réseau de Toeplitz
Proposition 3.2.3. Le sous-ensemble de GLR2 (C),
J2 =
{(
x β
−β y
)∣∣∣∣x, y, β ∈ C tels que xy + β2 = 1
}
,
est une sous-variété de Poisson de (GLR2 (C), {. , .}R), dont la structure induite, notée
{. , .}J2
R
, est définie sur les fonctions lisses (Re x, Imx,Re y, Imy) par
{Re x, Imx}J2
R
= {Re y, Imy}J2
R
= 0,
{Imx, Imy}J2
R
= −{Re x,Re y}J2
R
= Re x Imy + ImxRe y,
{Re y, Imx}J2
R
= {Imy,Re x}J2
R
= 1−Re xRe y + Imx Imy.
3.2.4 Une structure de Poisson réelle sur HRn
Commençons par donner la propriété suivante, qui nous permettra de construire
la structure de Poisson sur Hn en fonctions de la structure de Poisson sur les J2.
Proposition 3.2.4. SoientH1, . . . ,Hp des sous-groupes de Lie-Poisson d’un groupe
de Lie-Poisson G. Alors l’application de multiplication
µ : H1 × · · · ×Hp −→ G
(h1, . . . , hp) 7−→ h1 × · · · × hp, (3.18)
est un morphisme de Poisson (où H1 × · · · ×Hp est muni de la structure produit).
Si l’image de µ est une sous-variété de G, alors c’est une sous-variété de Poisson
de G.
De plus, soit Jk une sous-variété de Poisson de Hk, pour tout k = 1 . . . p, alors
l’application de multiplication restreinte à J1 × · · · × Jp est aussi un morphisme de
Poisson.
Aﬁn de démontrer cette proposition, on énonce le résultat préliminaire suivant :
Lemme 3.2.5. Soient (M1, {. , .}M1) et (M2, {. , .}M2) deux variétés de Poisson. Si
N1 ⊂ M1 et N2 ⊂ M2 sont des sous-variétés de Poisson, alors N1 × N2 est une
sous-variété de Poisson de M1 ×M2 muni de la structure de Poisson produit.
Démonstration. On rappelle que la structure de Poisson produit surM1×M2, notée
{. , .}M1×M2 est donnée pour tout F,G ∈ F(M1 ×M2) et pour tout (m1,m2) ∈
M1 ×M2 par
{F,G}M1×M2(m1,m2) = {F ◦ ım2 , G ◦ ım2}M1(m1) + {F ◦ ı′m1 , G ◦ ı′m1}M2(m2),
(3.19)
où
ım2 : M1 → M1 ×M2
m1 7→ (m1,m2) et
ı′m1 : M2 → M1 ×M2
m2 7→ (m1,m2)
On retrouve cette expression dans le livre [LGPV12].
On note ηi l’inclusion de Ni dans Mi, pour i = 1, 2 et comme Ni est une sous-
variété de Poisson de Mi, on a pour tout ouvert Ui de Mi et F,G ∈ F(Ui),
{F,G}Mi ◦ ηi = {F ◦ ηi, G ◦ ηi}Ni .
Pour montrer que N1 × N2 est une sous-variété de Poisson de M1 × M2, il faut
montrer que l’inclusion η := η1 × η2 est un morphisme de Poisson.
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Soient W ouvert de M1 ×M2, F,G ∈ F(W ) et (n1, n2) ∈ N1 ×N2, on a
{F ◦ η,G ◦ η}N1×N2(n1, n2) = {F ◦ (η1 × η2) ◦ ın2 , G ◦ (η1 × η2) ◦ ın2}N1(n1)
+ {F ◦ (η1 × η2) ◦ ı′n1 , G ◦ (η1 × η2) ◦ ı′n1}N2(n2)
= {F ◦ ıη2(n2) ◦ η1, G ◦ ıη2(n2) ◦ η1}N1(n1)
+ {F ◦ ı′η1(n1) ◦ η2, G ◦ ı′η1(n1) ◦ η2}N2(n2),
où on utilise le fait que pour tout (n1, n2) ∈ N1 ×N2, on a
(η1 × η2) ◦ ın2(n1) = (η1 × η2)(n1, n2) = (η1(n1), η2(n2)) = ıη2(n2)(η1(n1)),
d’où (η1 × η2) ◦ ın2 = ıη2(n2) ◦ η1. De même, on utilise le fait que (η1 × η2) ◦ ı′n1 =
ı′η1(n1) ◦ η2.
Puis comme Ni est une sous-variété de Poisson de Mi, pour i = 1, 2, on a
{F ◦ η,G ◦ η}N1×N2(n1, n2) = {F ◦ ıη2(n2), G ◦ ıη2(n2)}M1(η1(n1))
+ {F ◦ ı′η1(n1), G ◦ ı′η1(n1)}M2(η2(n2))
= {F,G}M1×M2(η1(n1), η2(n2))
= {F,G}M1×M2 ◦ (η1 × η2)(n1, n2),
ce qui prouve que η1 × η2 est un morphisme de Poisson.
Donnons à présent la preuve de la proposition 3.2.4 :
Démonstration. Pour simpliﬁer la rédaction, on traitera seulement le cas de p = 2, le
cas général s’obtient ensuite de manière similaire. SoientH1,H2 des sous-groupes de
Lie-Poisson d’un groupe de Lie-Poisson G. Comme G est un groupe de Lie-Poisson,
l’application de multiplication µ : G×G→ G est un morphisme de Poisson pour la
structure de Poisson produit. D’après le lemme 3.2.5, H1×H2 est une sous-variété
de Poisson de G ×G pour la structure de Poisson produit. On utilise alors le fait
que si on a un morphisme de Poisson φ entre deux variétés de Poisson M et M ′ et
une sous-variété de Poisson N de M , alors φ|N est encore un morphisme de Poisson
(en eﬀet, la composition de φ et de l’inclusion de Poisson de N dans M reste un
morphisme de Poisson). On conclut ainsi que µ|H1×H2 est un morphisme de Poisson.
De même, comme Jk est une sous-variété de Poisson de Hk, le lemme 3.2.5
permet de conclure que µ|J1×J2 est un morphisme de Poisson.
Finalement pour montrer que l’image de µ est une sous-variété de Poisson de
G, on utilise le résultat suivant : Si φ : M → N est un morphisme de Poisson entre
deux variétés de Poisson et si φ(M) est une sous-variété de N , alors φ(M) est une
sous-variété de Poisson de N .
En eﬀet, comme φ est un morphisme de Poisson, on a pour tout m ∈M ,
∧2Tmφ(πMm ) = πNφ(m).
De plus, φ(M) étant une sous-variété de N , il existe une immersion naturelle (ou
un plongement) ι : φ(M) →֒ N . Ainsi, comme ι ◦ φ = φ, on a pour tout m ∈M ,
∧2Tm(ι ◦ φ)(πMm ) = (∧2Tφ(m)ι)(∧2Tmφ(πMm ))
∧2Tm(φ)(πMm ) = (∧2Tφ(m)ι)(πNφ(m))
πNφ(m) = (∧2Tφ(m)ι)(πNφ(m)),
et donc ι est un morphisme de Poisson.
On en déduit alors, dans notre cas, le résultat suivant :
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Proposition 3.2.6. Le sous-ensemble de GLRn(C)
HRn =


−y0x1 −y0β1x2 −y0β1 . . . βk−1xn
β1 −y1x2 −y1β2 . . . βk−1xn
βk−1 −yk−1xn




(0)
∣∣∣∣∣∣∣∣∣∣∣∣
xkyk + β
2
k = 1,
x0 = y0 = xnyn = 1


est une sous-variété de Poisson de (GLRn(C), {. , .}R) dont la structure de Poisson
réelle induite, notée {. , .}RHn , est donnée sur les fonctions lisses
(Re xk, Imxk,Re yk, Imyk)16k6n par les relations suivantes :
{Re xi,Re xj}RHn = 0,
{Imxi, Imxj}RHn = 0,
{Re xi, Imxj}RHn = 0,
{Re yi,Re yj}RHn = 0,
{Imyi, Imyj}RHn = 0,
{Re yi, Imyj}RHn = 0,


1 6 i, j 6 n,
{Imxi, Imyj}RHn = (Re xi Imyi + ImxiRe yi)δji ,
{Re xi,Re yj}RHn = −(Re xi Imyi + ImxiRe yi)δji ,
{Re yi, Imxj}RHn = (1−Re xiRe yi + Imxi Imyi)δji ,
{Imyi,Re xj}RHn = (1−Re xiRe yi + Imxi Imyi)δji ,


1 6 i, j 6 n− 1,
{Imxn, Imyn}RHn = 0,
{Re xn,Re yn}RHn = 0,
{Re yn, Imxn}RHn = 0,
{Imyn,Re xn}RHn = 0.
De plus, le crochet de Poisson {. , .}RHn est de rang 4(n− 1).
Démonstration. On pose G = GLRn(C), Hk = GL
R
2 (C) pour k = 1 . . . n − 1 et
Hn = C
∗. D’après le lemme 3.2.1, pour tout k = 1 . . . n− 1, Hk est un sous-groupe
de Lie-Poisson de G pour l’inclusion k et d’après le lemme 3.2.2, Hn est un sous-
groupe de Lie-Poisson de G pour l’inclusion ˜n. De plus, d’après la proposition
3.2.3, Jk := J2 est une sous-variété de Poisson de Hk, pour k = 1 . . . n − 1. Donc,
en utilisant la proposition 3.2.4, on obtient que l’application de multiplication µ
restreinte à J1×· · ·×Jn−1×Hn est un morphisme de Poisson. Or, µ|J1×···×Jn−1×Hn
est exactement l’application ϕ de la proposition 3.1.1, qui a pour image Hn. D’où
le résultat puisque HRn est une sous-variété de GLRn(C).
Le calcul du rang de la structure de Poisson est évident, mais on cherche à
montrer un résultat plus fort en calculant le rang en tout point. On commence par
remarquer que la matrice de Poisson de {. , .}RHn , pour les fonctions à valeurs réelles
(Re x1, Imx1,Re y1, Imy1, . . . ,Re xn−1, Imxn−1,Re yn−1, Imyn−1,Re xn, Imxn),
prises dans cet ordre, en un point H ∈ HRn est une matrice diagonale par blocs de
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la forme suivante :
MRH =
M1
R
H
Mn−1RH
0 0
0 0



 (0)
(0)
,
où pour tout i = 1 . . . n − 1 la matrice MiRH est la matrice de taille 4 de la forme
suivante :
Mi
R
H =


0 0
−(Re xi Imyi
+ ImxiRe yi)
−(1−Re xiRe yi
+ Imxi Imyi)
0 0
−(1−Re xiRe yi
+ Imxi Imyi)
Re xi Imyi
+ ImxiRe yi
Re xi Imyi
+ ImxiRe yi
1−Re xiRe yi
+ Imxi Imyi 0 0
1−Re xiRe yi
+ Imxi Imyi
−(Re xi Imyi
+ ImxiRe yi) 0 0


.
Ainsi, on a
detMi
R
H = (−(Re xi Imyi + ImxiRe yi)2 − (1−Re xiRe yi + Imxi Imyi)2)2
et donc
detMi
R
H = 0⇔
{
Re xi Imyi + ImxiRe yi = 0
1−Re xiRe yi + Imxi Imyi = 0
⇔
{
Im(xiyi) = 0
Re(xiyi) = 1
⇔ xiyi = 1,
ce qui implique également que le déterminant de Mi
R
H est nul si et seulement si la
matrice Mi
R
H est la matrice nulle, ainsi RgMi
R
H = 0 ou 4. On en conclut que le rang
de {. , .}RHn est égal à 4(n− 1) et de plus, pour tout H ∈ HRn, on a
RgH {. , .}RHn = 4×#{i ∈ {1, . . . , n− 1} |xiyi 6= 1}.
3.2.5 Une structure de Poisson holomorphe sur Hn
On considère à présent le groupe de Lie-Poisson complexe GLn(C) muni de la
structure holomorphe {. , .}
C
(ou ←−r C −−→r C) obtenue dans la section 2.3.
On va énoncer dans cette section les résultats nécessaires pour déﬁnir la structure
de Poisson holomorphe sur Hn, mais sans les démontrer (les preuves étant assez
similaires à celles données dans le cas de HRn). On a d’ailleurs choisi de privilégier
le cas HRn, car c’est celui qui sera le plus utilisé dans la suite.
Tout d’abord, on commence par étudier le cas de GL2(C) et C∗.
Lemme 3.2.7. Le groupe de Lie complexe GL2(C) est un sous-groupe de Lie-
Poisson de (GLn(C), {. , .}C) pour l’inclusion k, pour tout 1 6 k 6 n − 1, dont la
structure de Poisson induite est {. , .}
C
.
Le groupe de Lie complexe C∗ est un sous-groupe de Lie-Poisson de (GLn(C), {. , .}C)
pour l’inclusion ˜n, dont la structure de Poisson induite est la structure triviale.
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On remarque ensuite que J2 est une sous-variété complexe de GL2(C) caracté-
risée par le fait d’avoir ses termes anti-diagonaux opposés (i.e. ξ12 = −ξ21) et un
déterminant égal à 1 (i.e. ξ11ξ22 − ξ12ξ21 = 1). L’idéal de fonctions associé à cette
sous-variété, que l’on note ICJ2 , est donc engendré par les fonctions holomorphes
suivantes :
G1 = ξ11ξ22 − ξ12ξ21 − 1,
G2 =
ξ12
ξ21
+ 1.
(3.20)
Or les fonctions G1, G2 sont des Casimirs pour la structure {. , .}C, comme on peut
le voir par un calcul direct en utilisant l’expression de {. , .}C sur GL2(C) donnée à
la proposition 2.3.3.
On obtient alors le résultat suivant :
Proposition 3.2.8. Le sous-ensemble de GL2(C),
J2 =
{(
x β
−β y
)∣∣∣∣x, y, β ∈ C tels que xy + β2 = 1
}
,
est une sous-variété de Poisson de (GL2(C), {. , .}C), dont la structure induite, notée
{. , .}J2
C
, est définie sur les fonctions holomorphes (x, y) par
{x, y}J2
C
= −(1− xy).
On en déduit donc d’après le proposition 3.2.4 la structure de Poisson holo-
morphe suivante sur Hn.
Proposition 3.2.9. Le sous-ensemble de GLn(C)
Hn =


−y0x1 −y0β1x2 −y0β1 . . . βk−1xn
β1 −y1x2 −y1β2 . . . βk−1xn
βk−1 −yk−1xn




(0)
∣∣∣∣∣∣∣∣∣∣∣∣
xkyk + β
2
k = 1,
x0 = y0 = xnyn = 1


est une sous-variété de Poisson de (GLn(C), {. , .}C), dont la structure de Pois-
son holomorphe induite, notée {. , .}CHn , est donnée sur les fonctions holomorphes
(xk, yk)16k6n par les relations suivantes :
{xi, xj}CHn = {yi, yj}CHn = 0, 1 6 i, j 6 n,
{xi, yj}CHn = −(1− xiyi)δji , 1 6 i, j 6 n− 1,
{xn, yn}CHn = 0.
De plus, le crochet de Poisson {. , .}CHn est de rang 2(n− 1).
Démonstration. On va se contenter de détailler le calcul du rang du crochet de
Poisson en tout point, le reste de la preuve étant similaire à celle du cas de HRn.
On remarque tout d’abord que la matrice de Poisson pour les fonctions holo-
morphes (x1, y1, . . . , xn−1, yn−1, xn) prises dans cet ordre, en un point H ∈ Hn est
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une matrice diagonale par blocs de la forme suivante :
MCH =
0 −(1− x1y1)
(1− x1y1) 0
0 −(1− xn−1yn−1)
(1− xn−1yn−1) 0
0




(0)
(0)
.
Ainsi on a RgMCH =
n−1∑
i=1
RgMi
C
H où pour tout i = 1 . . . n − 1, MiCH est la matrice
de taille 2 de la forme
Mi
C
H =
(
0 −(1− xiyi)
1− xiyi 0
)
.
Or, on a
detMi
C
H = 0⇔ (1− xiyi)2 = 0⇔ xiyi = 1, (3.21)
ainsi, en un point H ∈ Hn tel que xiyi 6= 1 pour tout i = 1 . . . n− 1, on a RgMCH =
2(n − 1) et donc le rang du crochet de Poisson {. , .}CHn est égal à 2(n − 1). De
manière plus précise, pour H ∈ Hn, on a
RgH {. , .}CHn = 2×#{i ∈ {1, . . . , n− 1} |xiyi 6= 1}
= 2×#{i ∈ {1, . . . , n− 1} |βi 6= 0}.
3.2.6 Lien entre les structures réelle et complexe
La section 2.5 a montré que les structures de Poisson réelle {. , .}
R
et holomorphe
{. , .}
C
sur GLn(C) sont liées. En eﬀet, dans le corollaire 2.5.2 on a montré que pour
toutes fonctions F,G holomorphes sur GLn(C) on a
{F,G}
R
= 2
√−1 {F,G}
C
,{
F,G
}
R
= 0,{
F ,G
}
R
= −2√−1 {F,G}
C
,
(3.22)
où {. , .}
R
est étendue par C-linéarité aux fonctions à valeurs complexes.
On va donner diverses applications de ce lien appliqué aux sous-variétés de
Poisson Hn et HRn :
Casimirs définissant J2
On peut tout d’abord utiliser cette correspondance et plus précisément le lien
entre les Casimirs des structures holomorphe et réelle donné dans la proposition 2.5.4
pour prouver que les fonctions caractérisant la sous-variété J2 sont des Casimirs de
(GLR2 (C), {. , .}R).
En eﬀet, on remarque que les fonctions F1, F2, F3, F4 données par (3.16) sont
liés aux Casimirs G1, G2 de (GL2(C), {. , .}C) par les relations G1 = F1 +
√−1F2
et G2 = F3+
√−1F4 ainsi en utilisant la proposition 2.5.4, on peut montrer que les
fonctions F1, F2, F3 et F4 sont des Casimirs de (GL
R
2 (C), {. , .}R).
72 Chapitre 3. Le réseau de Toeplitz
Les structures de Poisson {. , .}CHn et {. , .}
R
Hn
On rappelle queHn est une sous-variété de Poisson complexe de (GLn(C), {. , .}C)
(dont la structure est donnée dans la proposition 3.2.9), et que HRn est une sous-
variété de Poisson réelle de (GLRn(C), {. , .}R) (dont la structure est donnée dans la
proposition 3.2.6). Or comme les structures de Poisson {. , .}
R
et {. , .}
C
sur GLn(C)
sont liées par les relations (3.22), on en déduit un résultat similaire entre {. , .}CHn
et le crochet de Poisson {. , .}RHn étendu par C-linéarité aux fonctions à valeurs
complexes sur HRn.
On peut ainsi expliciter la structure de Poisson {. , .}RHn sur les fonctions à valeurs
complexes (xk, yk, xk, yk)k à partir de la structure holomorphe {. , .}CHn et on obtient
ainsi que
{xi, xj}RHn = 2
√−1{xi, xj}CHn = 0,
{yi, yj}RHn = 2
√−1{yi, yj}CHn = 0,
{xi, xj}RHn = −2
√−1{xi, xj}CHn = 0,
{yi, yj}RHn = −2
√−1{yi, yj}CHn = 0,
{xi, yj}RHn = 0,
{xi, yj}RHn = 0,
{xi, xj}RHn = 0,
{yi, yj}RHn = 0,


1 6 i, j 6 n,
{xi, yj}RHn = 2
√−1{xi, yj}CHn = −2
√−1(1− xiyi)δji ,
{xi, yj}RHn = −2
√−1{xi, yj}CHn
= 2
√−1 (1− xiyi)δji
= 2
√−1(1− xiyi)δji ,


1 6 i, j 6 n− 1,
{xn, yn}RHn = 2
√−1{xn, yn}CHn = 0,
{xn, yn}RHn = −2
√−1{xn, yn}CHn = 0.
(3.23)
On peut alors, à partir de ces relations et de l’expression de {. , .}CHn donnée dans
la proposition 3.2.9, retrouver l’expression de {. , .}RHn donnée dans la proposition
3.2.6. Prenons par exemple les fonctions Re xi, Imxi et Re yj , on a
{Re xi,Re yj}RHn =
1
4
{
xi + xi, yj + yj
}R
Hn
=
√−1
2
{xi, yj}CHn −
√−1
2
{xi, yj}CHn
= −Im {xi, yj}CHn
= Im(1− xiyi)δji
= −(ImxiRe yi +Re xi Imyi)δji ,
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et
{Imxi,Re yj}RHn =
1
4
√−1
{
xi − xi, yj + yj
}R
Hn
=
1
2
{xi, yj}CHn +
1
2
{xi, yj}CHn
= Re {xi, yj}CHn
= −Re(1− xiyi)δji
= −(1−Re xiRe yi + Imxi Imyi)δji .
Les autres expressions de {. , .}RHn se retrouvent de la même manière.
Le rang des structures de Poisson {. , .}CHn et {. , .}
R
Hn
On peut également comparer le rang des structures de Poisson réelle et complexe
sur Hn et retrouver le rang de {. , .}RHn en fonction de celui de {. , .}
C
Hn .
En eﬀet, d’après le corollaire 2.5.3, on a
{Re xi,Re yj}RHn = −Im {xi, yj}
C
Hn ,
{Re xi, Imyj}RHn = Re {xi, yj}
C
Hn ,
{Imxi,Re yj}RHn = Re {xi, yj}
C
Hn ,
{Imxi, Imyj}RHn = Im {xi, yj}
C
Hn .
On reprend les notations introduites dans les preuves des propositions 3.2.6 et 3.2.9 :
on note MCH (resp. M
R
H), où H ∈ Hn (resp. H ∈ HRn), la matrice de Poisson de
{. , .}CHn (resp. {. , .}
R
Hn) qui est une matrice diagonale par blocs où pour i = 1 . . . n−1
on note Mi
C
H (resp. Mi
R
H) le i-ième bloc de taille 2 (resp. 4).
On remarque alors que
detMi
R
H = 0⇔ −(Im {xi, yi}CHn)2 − (Re {xi, yi}
C
Hn)
2 = 0
⇔ |{xi, yi}CHn |2 = 0
⇔ {xi, yi}CHn = 0
⇔ xiyi = 1
⇔ detMiCH = 0,
et comme on a detMi
R
H = 0 ⇔ MiRH = 0 et detMiCH = 0 ⇔ MiCH = 0, on obtient
que RgMi
R
H = 2× RgMiCH pour tout i = 1 . . . n− 1, d’où
Rg {. , .}RHn = 2× Rg {. , .}
C
Hn . (3.24)
Les Casimirs des structures de Poisson {. , .}CHn et {. , .}
R
Hn
Finalement, on peut déterminer les Casimirs de ces structures de Poisson réelle
et complexe. D’après la forme par blocs de la matrice de Poisson de {. , .}CHn , on
obtient que les Casimirs de la structure de Poisson {. , .}CHn sont engendrés par les
fonctions constantes et la fonction xn. Puis d’après le lien entre les structures réelle
et complexe et d’après la proposition 2.5.4, on en déduit que les Casimirs de la
structure de Poisson {. , .}RHn sont engendrés par les fonctions constantes (à valeurs
réelles) et les fonctions Re xn et Imxn.
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3.3 Les équations de Lax du réseau de Toeplitz
A partir de l’expression du réseau de Toeplitz et des matrices L1 et L2 introduites
par les relations (17) et (18), on peut trouver par le calcul les équations de Lax du
système données par Adler et van Moerbeke [AvM03] dans le cas (semi)-inﬁni. On
utilise pour cela le fait que le ﬂot est isospectral. Cependant, nous avons montré à
la proposition 3.2.6 (resp. à la proposition 3.2.9) que la structure de Poisson sur HRn
(resp. Hn) provient d’un crochet de Poisson quadratique sur glRn(C) (resp. gln(C)),
ce qui nous permet de trouver des équations de Lax du réseau de Toeplitz modiﬁé et
du réseau de Toeplitz, ces dernières étant égales à celles de Adler et van Moerbeke
à conjugaison près.
Dans cette section, on va donc reprendre les deux familles d’hamiltoniens (Tj)16j6n
et (Sj)16j6n sur GL
R
n(C) déﬁnies à la proposition 2.4.4 dont les champs hamilto-
niens sont donnés par les équations de Lax (2.30) et (2.31). On va tout d’abord
donner un lien entre ces deux familles, puis on va montrer que leurs champs hamil-
toniens correspondent au réseau de Toeplitz modiﬁé. On montrera ensuite comment
retrouver des équations de Lax du réseau de Toeplitz en utilisant la proposition 2.3.4
et on fera alors le lien avec les équations de Lax de Adler et van Moerbeke [AvM03].
3.3.1 Lien entre les champs hamiltoniens de Tj et Sj
On considère l’automorphisme sur le groupe de Lie réel GLRn(C) d’ordre deux
(involution) suivant :
τ : GLRn(C) −→ GLRn(C)
g 7−→ (tg)−1. (3.25)
La diﬀérentielle de τ en l’identité (on note e l’élément neutre de GLRn(C)) est
l’endomorphisme de l’algèbre de Lie glRn(C) :
deτ : gl
R
n(C) −→ glRn(C)
x 7−→ −tx. (3.26)
En eﬀet,
deτ(x) = lim
t→0
τ(e+ tx)− τ(e)
t
= lim
t→0
t(e+ tx)
−1 − e
t
= lim
t→0
t(e− tx+ t o(t)− e)
t
= lim
t→0
t(−x+ o(t)) = −tx.
On utilise alors la propriété suivante pour prouver que l’application τ est un
morphisme de Poisson.
Proposition 3.3.1. Soient (G, π = ←−r − −→r ) un groupe de Lie-Poisson cobord et
φ : G→ G un automorphisme du groupe G.
Supposons que
∧2Teφ(r) = r,
alors φ est un morphisme de groupes de Lie-Poisson.
Démonstration. Supposons que ∧2Teφ(r) = r. Montrer que φ est de Poisson revient
à montrer (d’après la proposition 1.1.8) que :
∧2(Tgφ)(πg) = πφ(g), ∀g ∈ G.
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Tout d’abord, on remarque que pour tout x ∈ g, on a Tgφ(←−x g) =
←−−−−
Teφ(x)φ(g). En
eﬀet, pour tout g ∈ G et x ∈ g on a
Tgφ(
←−x g) = Tgφ(TeLg(x))
= Te(φ ◦ Lg)(x)
= Te(Lφ(g) ◦ φ)(x), car φ est un morphime de groupes,
= TeLφ(g)(Teφ(x))
=
←−−−−
Teφ(x)φ(g).
On retrouve des résultats similaires pour −→x et pour le cas où x ∈ g ⊗ g. Ainsi, on
obtient pour g ∈ G :
∧2(Tgφ)(πg) = ∧2(Tgφ)(←−r g −−→r g) =
←−−−−−−
∧2Teφ(r)φ(g) −
−−−−−−→
∧2Teφ(r)φ(g),
or, par hypothèse, on a ∧2Teφ(r) = r, d’où ∧2(Tgφ)(πg) = ←−r φ(g) − −→r φ(g) = πφ(g)
et donc φ est un morphisme de groupes de Lie-Poisson.
On obtient alors le résultat suivant pour le morphisme τ :
Proposition 3.3.2. L’involution τ définie par
τ : GLRn(C) −→ GLRn(C)
g 7−→ (tg)−1,
est un automorphisme du groupe de Lie-Poisson réel (GLRn(C), {. , .}R).
Démonstration. On rappelle que la structure de Poisson réelle {. , .}
R
sur GLRn(C)
provient de la r-matrice :
r =
1
2
∑
i<j
(Eji ∧ Fij − Eij ∧ Fji).
Par déﬁnition, on a Teτ(x) = −tx et Fij =
√−1Eij , on obtient ainsi que Teτ(Eij) =
−Eji et Teτ(Fij) = Fji, d’où
∧2Teτ(r) = 1
2
∑
i<j
(Teτ(Eji) ∧ Teτ(Fij)− Teτ(Eij) ∧ Teτ(Fji))
=
1
2
∑
i<j
(−Eij ∧ Fji + Eji ∧ Fij)
= r.
La proposition 3.3.1 implique que l’involution τ est de Poisson pour la structure de
Poisson {. , .}
R
sur GLRn(C).
Remarques :
– Si on avait choisi comme forme bilinéaire 〈·|·〉Re, alors τ serait un anti-automorphisme
de groupes de Lie-Poisson.
– L’involution τ n’est pas holomorphe, on ne peut donc pas l’utiliser surGLn(C)
muni de la structure de Poisson complexe {. , .}
C
.
D’après la proposition 3.1.1 qui donne l’expression de l’inverse d’une matrice de
HRn, on trouve que τ(H(x, y, β)) = H(y, x, β) et donc que la variété HRn est stable
par τ . On peut alors exprimer l’action de l’involution τ induite sur les fonctions à
valeurs complexes xk, yk, βk, xk, yk, βk, pour tout 1 6 k 6 n− 1.
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Lemme 3.3.3. On considère l’involution τ restreinte à la sous-variété HRn et les
fonctions à valeurs complexes (xk, yk, βk, xk, yk, βk)16k6n−1, alors on a
τ∗(xk) = yk, τ
∗(yk) = xk, τ∗(βk) = βk,
τ∗(xk) = yk, τ∗(yk) = xk, τ
∗(βk) = βk.
Démonstration. Soit H(x, y, β) ∈ Hn, on a
τ∗(xk)(H(x, y, β)) = xk ◦ τ(H(x, y, β))
= xk(
tH(x, y, β)
−1
)
= xk(H(y, x, β))
= yk.
où on utilise la proposition 3.1.1 pour passer de la deuxième à la troisième ligne.
Par un calcul similaire, on trouve les autres relations.
On cherche ensuite le lien entre le champ hamiltonien de Tj et celui de Sj . Pour
cela, on utilise l’involution de Poisson τ .
Proposition 3.3.4. Soient l’involution de Poisson τ et les fonctions Tj : X 7→
1
j
ImTraceXj et Sj : X 7→ 1j ImTraceX−j, pour j > 1. Alors, on a
τ∗Tj = −Sj ,
et le champ hamiltonien de Tj est transformé en l’opposé du champ hamiltonien de
Sj par le morphisme de Poisson τ .
Démonstration. Soit X ∈ glRn(C), on a
τ∗Tj(X) =
1
j
ImTrace τ(X)j
=
1
j
ImTrace(tX−1)j
=
1
j
ImTrace tX−j
= −1
j
ImTraceX−j
= −Sj(X),
d’où le résultat sur les champs hamiltoniens car l’involution est de Poisson.
L’application τ∗ envoie la famille de fonctions (Tj , Sj)j>1 sur la famille de fonc-
tions (−Sj ,−Tj)j>1.
3.3.2 Les réseaux de Toeplitz comme un champ hamiltonien
Le réseau de Toeplitz modifié : un champ hamiltonien réel
On a montré à la proposition 3.2.6 que (HRn, {. , .}RHn) est une sous-variété de
Poisson de (GLRn(C), {. , .}R), ainsi pour tout j ∈ N∗, les champs hamiltoniens des
fonctions Tj : X 7→ 1j ImTraceXj et Sj : X 7→ 1j ImTraceX−j se restreignent à
HRn et leur équation de Lax sont respectivement
dH
dtj
= [H, (P− +
1
2
P0)(H
j)] et
dH
dsj
= [H, (P+ +
1
2
P0)(H
−j)],
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d’après les relations (2.30) et (2.31), où H ∈ HRn et tj , sj ∈ R.
On souhaite à présent faire le lien avec le réseau de Toeplitz modiﬁé dont on
rappelle l’expression simpliﬁée :

dxk
dtj
= (1− xkyk)
∂H
(1)
j
∂yk
,
dxk
dsj
= (1− xkyk)
∂H
(2)
j
∂yk
,
dyk
dtj
= −(1− xkyk)
∂H
(1)
j
∂xk
,
dyk
dsj
= −(1− xkyk)
∂H
(2)
j
∂xk
,
(3.27)
où (xk, yk)06k6n sont des variables complexes, vues de manière réelle satisfaisant
x0 = y0 = 1 et xnyn = 1, et où les fonctions H
(1)
j et H
(2)
j sont déﬁnies de la manière
suivante :
H
(1)
j = −
1
j
Trace(Lj1) et H
(2)
j = −
1
j
Trace(Lj2), (3.28)
avec
L1 =
−x1y0 1− x1y1
−x2y0 −x2y1 1− x2y2
1− xn−1yn−1
−xny0 −xny1 −xnyn−1




(0)
, (3.29)
L2 =
−x0y1 −x0y2 −x0yn
1− x1y1 −x1y2 −x1yn
1− x2y2
1− xn−1yn−1 −xn−1yn




(0)
. (3.30)
On exprime alors les matrices L1 et L2 en fonction des matrices de Hn :
Lemme 3.3.5. Soit une matrice diagonale Γ := diag(γ1, . . . , γn) ∈ GLRn(C) telle
que γi+1
γi
= βi pour tout 1 6 i 6 n− 1. Alors, on a
tL1 = ΓH(x, y, β)Γ
−1 et tL2 = Γ−1H(x, y, β)−1Γ,
où H(x, y, β) ∈ Hn.
De plus, on en déduit que
H
(1)
j = −
1
j
TraceH(x, y, β)j et H(2)j = −
1
j
TraceH(x, y, β)−j ,
pour tout j > 1.
On en déduit alors le résultat suivant :
Proposition 3.3.6. On munit HRn de la structure de Poisson {. , .}RHn (étendue par
C-linéarité).
Soit j > 1, le champ hamiltonien de Tj : x 7→ 1j ImTracexj sur HRn est défini
par l’équation de Lax :
dH(x, y, β)
dtj
=
[
H(x, y, β), (P− +
1
2
P0)(H(x, y, β)
j)
]
. (3.31)
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Ce champ de vecteurs est alors donné par le système d’équations réel :

dxk
dtj
= (1− xkyk)
∂H
(1)
j
∂yk
,
dyk
dtj
= −(1− xkyk)
∂H
(1)
j
∂xk
,
(3.32)
pour tout 1 6 k 6 n.
De même, le champ hamiltonien de Sj : x 7→ 1j ImTracex−j sur HRn est défini
par l’équation de Lax :
dH(x, y, β)
dsj
=
[
H(x, y, β), (P+ +
1
2
P0)(H(x, y, β)
−j)
]
. (3.33)
Ce champ de vecteurs est alors donné par le système d’équations réel :

dxk
dsj
= (1− xkyk)
∂H
(2)
j
∂yk
,
dyk
dsj
= −(1− xkyk)
∂H
(2)
j
∂xk
,
(3.34)
pour tout 1 6 k 6 n.
Ainsi, le réseau de Toeplitz modifié est donné par les champs hamiltoniens de
(Tj , Sj)16j6n sur (HRn, {. , .}RHn).
Démonstration. Les équations de Lax des champs hamiltoniens de Tj et Sj sont
obtenus en utilisant la proposition 2.4.4 qui donne des équations de Lax surGLRn(C)
et le fait que (HRn, {. , .}RHn) est une sous-variété de Poisson de (GLRn(C), {. , .}R).
On rappelle alors que la structure de Poisson réelle {. , .}RHn sur HRn, étendue
par C-linéarité aux fonctions à valeurs complexes, est liée à la structure de Poisson
complexe {. , .}CHn de la manière suivante : pour toutes fonctions holomorphes F,G
sur Hn, on a
{F,G}RHn = 2
√−1 {F,G}CHn ,{
F,G
}R
Hn = 0,{
F ,G
}R
Hn = −2
√−1{F,G}CHn .
On commence alors par traiter le cas du champ hamiltonien de Tj sur HRn. On
remarque alors que
Tj(H(x, y, β)) =
1
j
ImTraceH(x, y, β)j = −ImH(1)j =
1
2
√−1(H
(1)
j −H(1)j ).
Puis comme H(1)j est une fonction holomorphe sur Hn, on obtient la relation sui-
vante, pour tout 1 6 k 6 n :
{xk, Tj}RHn =
{
xk,
1
2
√−1(H
(1)
j −H(1)j )
}R
Hn
=
1
2
√−1
{
xk, H
(1)
j
}R
Hn
− 1
2
√−1
{
xk, H
(1)
j
}R
Hn
= 0− 1
2
√−1 × (2
√−1
{
xk, H
(1)
j
}C
Hn
)
= −
{
xk, H
(1)
j
}C
Hn
,
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et on conclut alors en remarquant que
−
{
xk, H
(1)
j
}C
Hn
= −
n∑
p=1
({xk, xp}CHn
∂H
(1)
j
∂xp
+ {xk, yp}CHn
∂H
(1)
j
∂yp
)
= −{xk, yk}CHn
∂H
(1)
j
∂yk
= (1− xkyk)
∂H
(1)
j
∂yk
.
En procédant de même pour yk (avec 1 6 k 6 n), on obtient que le champ hamil-
tonien de Tj sur HRn est donné par

dxk
dtj
= (1− xkyk)
∂H
(1)
j
∂yk
,
dyk
dtj
= −(1− xkyk)
∂H
(1)
j
∂xk
.
Pour le champ hamiltonien de Sj , on utilise la proposition 3.3.4 (c’est à dire le
fait que τ∗Tj = −Sj). On obtient ainsi que le champ hamiltonien de Sj est donné
par : 

dτ∗xk
dsj
= −(1− τ∗xkτ∗yk)
∂τ∗H(1)j
∂τ∗yk
,
dτ∗yk
dsj
= (1− τ∗xkτ∗yk)
∂τ∗H(1)j
∂τ∗xk
.
On remarque alors que
τ∗H(1)j = −
1
j
Trace τ(H(x, y, β))j
= −1
j
Trace(tH(x, y, β)
−1
)j
= −1
j
TraceH(x, y, β)−j
= H
(2)
j .
Ainsi en utilisant le fait que τ∗H(1)j = H
(2)
j et le lemme 3.3.3, on trouve que le
champ hamiltonien de Sj est donné le système d’équations suivant :

dyk
dsj
= −(1− ykxk)
∂H
(2)
j
∂xk
,
dxk
dsj
= (1− ykxk)
∂H
(2)
j
∂yk
.
Puis en prenant la conjugaison complexe, on retrouve le système d’équations :

dyk
dsj
= −(1− ykxk)
∂H
(2)
j
∂xk
,
dxk
dsj
= (1− ykxk)
∂H
(2)
j
∂yk
.
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Le réseau de Toeplitz : un champ hamiltonien complexe
En réalité, dans la démonstration de la proposition 3.3.6, on a utilisé le fait (en
le démontrant) que les fonctions −H(1)j et −H(2)j sont des hamiltoniens du réseau
de Toeplitz sur la variété de Poisson complexe (Hn, {. , .}CHn). On énonce alors le
résultat suivant où les champs de vecteurs obtenus ont la même expression que ceux
de la proposition 3.3.6 sauf qu’au lieu d’être des champs de vecteurs réels, ce sont
des champs de vecteurs complexes (tj , sj ∈ C).
Proposition 3.3.7. Soit j > 1, le champ hamiltonien de −H(1)j sur (Hn, {. , .}CHn)
est défini par l’équation de Lax :
dH(x, y, β)
dtj
=
[
H(x, y, β), (P− +
1
2
P0)(H(x, y, β)
j)
]
. (3.35)
Ce champ de vecteurs est alors donné par le système d’équations :

dxk
dtj
= (1− xkyk)
∂H
(1)
j
∂yk
,
dyk
dtj
= −(1− xkyk)
∂H
(1)
j
∂xk
,
(3.36)
pour tout 1 6 k 6 n.
De même, le champ hamiltonien de −H(2)j sur (Hn, {. , .}CHn) est défini par
l’équation de Lax :
dH(x, y, β)
dsj
=
[
H(x, y, β), (P+ +
1
2
P0)(H(x, y, β)
−j)
]
. (3.37)
Ce champ de vecteurs est alors donné par le système d’équations complexe :

dxk
dsj
= (1− xkyk)
∂H
(2)
j
∂yk
,
dyk
dsj
= −(1− xkyk)
∂H
(2)
j
∂xk
,
(3.38)
pour tout 1 6 k 6 n.
Ainsi, le réseau de Toeplitz est donné par les champs hamiltoniens de (−H(1)j ,−H(2)j )16j6n
sur (Hn, {. , .}CHn).
3.3.3 Lien entre les différentes équations de Lax du réseau
de Toeplitz
En résumé, on a donc montré dans la proposition 3.3.7 que le réseau de Toeplitz
est donné par les équations de Lax suivantes :

dH(x, y, β)
dtj
=
[
H(x, y, β), (P− +
1
2
P0)(H(x, y, β)
j)
]
,
dH(x, y, β)
dsj
=
[
H(x, y, β), (P+ +
1
2
P0)(H(x, y, β)
−j)
]
,
(3.39)
où H(x, y, β) ∈ Hn.
Cependant, dans leur article [AvM03] Adler et van Moerbeke donnent une autre
équation de Lax pour le réseau de Toepltiz. On va démontrer dans la preuve de la
proposition suivante que ces équations de Lax sont liées par conjugaison :
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Proposition 3.3.8. On considère les matrices Lˆ1 := hL1h−1 et L2, où h est une
matrice diagonale h := diag(h1, . . . , hn) telle que
hk+1
hk
= 1 − xkyk = β2k pour tout
1 6 k 6 n − 1. Alors le réseau de Toeplitz est donné par les équations de Lax
suivantes :

dLˆ1
dtj
=
[
(P+ + P0)(Lˆ
j
1), Lˆ1
]
,
dL2
dtj
=
[
(P+ + P0)(Lˆ
j
1), L2
]
,
dLˆ1
dsj
=
[
(Lj2)−, Lˆ1
]
,
dL2
dsj
=
[
(Lj2)−, L2
]
.
(3.40)
Aﬁn de démontrer cette proposition, on donne explicitement la matrice Lˆ1 :
Lˆ1 =
−x1y0 1
−x2β21y0 −x2y1 1
1
−xnβ2n−1 . . . β21y0 −xnβ2n−1 . . . β22y1 −xnyn−1




(0)
, (3.41)
et on introduit le lemme suivant :
Lemme 3.3.9. On considère les matrices Lˆ1 et L2 ainsi qu’une matrice diagonale
Γ := diag(γ1, . . . , γn) telle que
γi+1
γi
= βi pour tout 1 6 i 6 n − 1. Alors, on a les
relations suivantes, pour tout j > 1 et pour toute matrice M ∈ gln(C) :[
dΓ
dtj
Γ−1,M
]
=
[
1
2
P0(Lˆ
j
1),M
]
[
dΓ
dsj
Γ−1,M
]
= −
[
1
2
P0(L
j
2),M
]
.
Démonstration. On note η := diag(η1, . . . , ηn) la matrice diagonale dΓdtj Γ
−1. On
commence par utiliser la relation γp+1
γp
= βp (pour tout 1 6 p 6 n − 1) pour
exprimer les coeﬃcients de η :
dβp
dtj
=
d
dtj
(
γp+1
γp
)
= γ−2p
(
dγp+1
dtj
γp − γp+1 dγp
dtj
)
= ηp+1(γp+1γ
−1
p )− (γp+1γ−1p )ηp
= βp(ηp+1 − ηp).
D’autre part, on peut exprimer dβpdtj en utilisant la relation β
2
p = 1− xpyp :
dβ2p
dtj
=
d(1− xpyp)
dtj
2βp
dβp
dtj
= −dxp
dtj
yp − xp dyp
dtj
2βp
dβp
dtj
= −β2p
∂H
(1)
j
∂yp
yp + xpβ
2
p
∂H
(1)
j
∂xp
dβp
dtj
=
1
2
βp
(
xp
∂H
(1)
j
∂xp
− ∂H
(1)
j
∂yp
yp
)
,
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et on en déduit la relation suivante sur les coeﬃcients de η :
ηp+1 − ηp = 1
2
(
xp
∂H
(1)
j
∂xp
− ∂H
(1)
j
∂yp
yp
)
. (3.42)
On va alors étudier séparément les termes xp
∂H
(1)
j
∂xp
et
∂H
(1)
j
∂yp
yp de cette relation. Tout
d’abord, on rappelle que H(1)j = − 1j Trace Lˆj1, ainsi on a
xp
∂H
(1)
j
∂xp
= −xp Trace
(
Lˆj−11
∂Lˆ1
∂xp
)
= −xp
n∑
k=1
(
Lˆj−11
∂Lˆ1
∂xp
)
kk
.
On exprime alors chaque terme diagonal (pour tout 1 6 k 6 n) :
xp
(
Lˆj−11
∂Lˆ1
∂xp
)
kk
= xp
n∑
s=1
(Lˆj−11 )ks
∂(Lˆ1)sk
∂xp
= xp
n∑
s=k
(Lˆj−11 )ks
∂
∂xp
(−xsβ2s−1 . . . β2kyk−1),
on remarque alors que xp
(
Lˆj−11
∂Lˆ1
∂xp
)
kk
= 0 si k > p+ 1, on se place donc dans le
cas où k 6 p :
xp
(
Lˆj−11
∂Lˆ1
∂xp
)
kk
= xp(Lˆ
j−1
1 )kp(−β2p−1 . . . β2kyk−1)
+ xp
n∑
s=p+1
(Lˆj−11 )ks(−xsβ2s−1 . . . β2p+1(−yp)β2p−1 . . . β2kyk−1)
= (−xpβ2p−1 . . . β2kyk−1)(Lˆj−11 )kp
+ (−xpβ2p−1 . . . β2kyk−1)
n∑
s=p+1
(Lˆj−11 )ks(−xsβ2s−1 . . . β2p+1yp)
= (Lˆ1)pk
n∑
s=p
(Lˆj−11 )ks(Lˆ1)s,p+1,
où on rappelle que (Lˆj−11 )p,p+1 = 1 pour tout 1 6 p 6 n−1. On en déduit alors que
xp
∂H
(1)
j
∂xp
= −
p∑
k=1
(Lˆ1)pk
(
n∑
s=p
(Lˆj−11 )ks(Lˆ1)s,p+1
)
. (3.43)
De même, on a yp
∂H
(1)
j
∂yp
= −
n∑
k=1
yp
(
Lˆj−11
∂Lˆ1
∂yp
)
kk
et on peut donc étudier les
termes diagonaux :
yp
(
Lˆj−11
∂Lˆ1
∂yp
)
kk
=
n∑
s=k
yp(Lˆ
j−1
1 )ks
∂
∂yp
(−xsβ2s−1 . . . β2kyk−1),
on remarque alors que
– si k > p+ 1, on a yp
(
Lˆj−11
∂Lˆ1
∂yp
)
kk
= 0,
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– si k = p+ 1, on a
yp
(
Lˆj−11
∂Lˆ1
∂yp
)
p+1,p+1
=
n∑
s=p+1
yp(Lˆ
j−1
1 )p+1,s
∂
∂yp
(−xsβ2s−1 . . . β2p+1yp)
=
n∑
s=p+1
(Lˆj−11 )p+1,s(Lˆ1)s,p+1
= (Lˆj1)p+1,p+1 − (Lˆj−11 )p+1,p,
– si k 6 p, on a
yp
(
Lˆj−11
∂Lˆ1
∂yp
)
kk
=
n∑
s=p+1
yp(Lˆ
j−1
1 )ks(−xsβ2s−1 . . . β2p+1(−xp)β2p−1 . . . β2kyk−1)
= (Lˆ1)pk
n∑
s=p+1
(Lˆj−11 )ks(Lˆ1)s,p+1.
On en déduit alors que
yp
∂H
(1)
j
∂yp
= −
(
p∑
k=1
(Lˆ1)pk
(
n∑
s=p+1
(Lˆj−11 )ks(Lˆ1)s,p+1
))
− (Lˆj1)p+1,p+1 + (Lˆj−11 )p+1,p.
(3.44)
En combinant les équations (3.42), (3.43) et (3.44) on obtient
ηp+1 − ηp = 1
2
(
xp
∂H
(1)
j
∂xp
− ∂H
(1)
j
∂yp
yp
)
2(ηp+1 − ηp) = −
p∑
k=1
(Lˆ1)pk
(
n∑
s=p
(Lˆj−11 )ks(Lˆ1)s,p+1
)
+
(
p∑
k=1
(Lˆ1)pk
(
n∑
s=p+1
(Lˆj−11 )ks(Lˆ1)s,p+1
))
+ (Lˆj1)p+1,p+1 − (Lˆj−11 )p+1,p
= −
p∑
k=1
(Lˆ1)pk(Lˆ
j−1
1 )kp(Lˆ1)p,p+1 + (Lˆ
j
1)p+1,p+1 − (Lˆj−11 )p+1,p
= −
p+1∑
k=1
(Lˆ1)pk(Lˆ
j−1
1 )kp + (Lˆ
j
1)p+1,p+1
= −(Lˆj1)pp + (Lˆj1)p+1,p+1,
d’où la relation entre les coeﬃcients des matrices η et 12P0(Lˆ
j
1) :
ηp+1 − ηp = 1
2
(Lˆj1)p+1,p+1 −
1
2
(Lˆj1)pp, (3.45)
pour tout 1 6 p 6 n− 1.
On conclut alors en remarquant que prendre le commutateur d’une matrice
diagonale D avec une matrice M revient à multiplier chaque coeﬃcient de M par
une diﬀérence de deux termes diagonaux de D. Ainsi, comme les diﬀérences entre
termes diagonaux des matrices η et 12P0(Lˆ
j
1) sont égales, on obtient que[
dΓ
dtj
Γ−1,M
]
=
[
1
2
P0(Lˆ
j
1),M
]
.
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On montre la deuxième partie de l’énoncé de manière analogue en utilisant H(2)j et
L2 au lieu de H
(1)
j et Lˆ1.
Démonstration. (de la proposition 3.3.8)
On rappelle tout d’abord que tL1 = ΓHΓ−1 et tL2 = Γ−1H−1Γ où H ∈ Hn
et Γ est la matrice diagonale Γ := diag(γ1, . . . , γn) telle que
γi+1
γi
= βi pour tout
1 6 i 6 n− 1. On remarque ainsi que (Γ−1)2 = h, d’où Γ = hΓ−1 et Γ−1 = Γh−1.
On en déduit ainsi les relations suivantes entre Lˆ1, L2 et H :
Lˆ1 = hL1h
−1 = h t(ΓHΓ−1)h−1 = hΓ−1 tHΓh−1
= Γ tHΓ−1,
L2 = Γ
tH−1Γ−1.
On suppose connues les équations de Lax (3.39) pour les matrices de Hn. On en
déduit ainsi
dLˆ1
dtj
=
dΓ tHΓ−1
dtj
=
dΓ
dtj
(Γ−1Γ) tHΓ−1 − Γ tHΓ−1 dΓ
dtj
Γ−1 + Γ
d tH
dtj
Γ−1
=
dΓ
dtj
Γ−1Lˆ1 − Lˆ1 dΓ
dtj
Γ−1 + Γ t
[
H, (P− +
1
2
P0)(H
j)
]
Γ−1
=
[
dΓ
dtj
Γ−1, Lˆ1
]
+
[
Γ t(P− +
1
2
P0)(H
j)Γ−1,Γ tHΓ−1
]
=
[
1
2
P0(Lˆ
j
1) + (P+ +
1
2
P0)(Γ
tHjΓ−1), Lˆ1
]
dLˆ1
dtj
=
[
(P+ + P0)(Lˆ
j
1), Lˆ1
]
,
où on utilise le lemme 3.3.9 pour passer de la quatrième à la cinquième ligne.
De même on obtient que
dLˆ1
dsj
=
[
dΓ
dsj
Γ−1, Lˆ1
]
+
[
Γ t(P+ +
1
2
P0)(H
−j)Γ−1, Lˆ1
]
=
[
−1
2
P0(L
j
2) + (P− +
1
2
P0)(L
j
2), Lˆ1
]
dLˆ1
dsj
=
[
P−(L
j
2), Lˆ1
]
,
où on utilise le lemme 3.3.9 pour passer de la premième à la deuxième ligne.
Pour obtenir les équations en fonction de L2 = Γ tH−1Γ−1, on utilise l’équation
sur H−1 suivante :
dH−1
dtj
= −H−1 dH
dtj
H−1
= −H−1
[
H, (P− +
1
2
P0)(H
j)
]
H−1
=
[
H−1, (P− +
1
2
P0)(H
j)
]
,
ainsi que l’équation
dH−1
dsj
=
[
H−1, (P+ +
1
2
P0)(H
−j)
]
.
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Et on conclut à partir de la relation de conjugaison L2 = Γ tH−1Γ−1 entre L2 et
tH−1 pour obtenir les deux dernières équations de Lax :

dL2
dtj
=
[
(P+ + P0)(Lˆ
j
1), L2
]
,
dL2
dsj
=
[
(Lj2)−, L2
]
.
3.4 L’intégrabilité des réseaux de Toeplitz
3.4.1 L’intégrabilité au sens de Liouville
On rappelle la notion d’intégrabilité au sens de Liouville. Dans toute cette partie
les variétés considérées sont réelles (K = R) ou complexes (K = C).
Définition 3.4.1. Soient (M, {. , .}) une variété de Poisson et F1 et F2 deux élé-
ments de F(M). On dit que F1 et F2 sont en involution si {F1, F2} = 0. Plus
généralement, on dit qu’une famille F = (F1, . . . , Fs) d’éléments de F(M) est invo-
lutive si pour tout 1 6 i, j 6 s, les fonctions Fi et Fj sont en involution.
Une famille F = (F1, . . . , Fs) d’éléments de F(M) déﬁnit une application de M
dans Ks, que l’on notera encore F et que l’on appelera application moment si la
famille F est involutive.
Définition 3.4.2. Soit une famille F = (F1, . . . , Fs) d’éléments de F(M). On dit
que F est indépendante si l’ouvert UF, défini par
UF := {m ∈M | dmF1 ∧ · · · ∧ dmFs 6= 0}, (3.46)
est dense dans M .
On peut alors déﬁnir l’intégrabilité au sens de Liouville :
Définition 3.4.3. Soit (M, {. , .}) une variété de Poisson complexe (resp. réelle)
de rang 2r et de dimension d. Soit F = (F1, . . . , Fs) une famille de fonctions holo-
morphes (resp. lisses) sur M . On suppose que
1. F est indépendante,
2. F est involutive,
3. r + s = d.
Alors, on dit que (M, {. , .} ,F) est un système intégrable complexe (resp. réel) au
sens de Liouville de dimension d et de rang 2r.
On dit alors qu’un système d’équations diﬀérentielles (S) sur une variété de Pois-
son (M, {. , .}) est intégrable (au sens de Liouville) s’il existe un système intégrable
(M, {. , .} ,F) au sens de Liouville dont on peut extraire des champs hamiltoniens
redonnant (S) en utilisant les fonctions de F.
3.4.2 L’intégrabilité du réseau de Toeplitz
L’intégrabilité (au sens de Liouville) du réseau de Toeplitz, qui est un champ ha-
miltonien dont les hamiltoniens pour {. , .}CHn sont les fonctions (−H
(1)
j ,−H(2)j )16j6n,
est donnée par la proposition suivante (en utilisant le fait que les fonctions (−H(2)j )16j6n
se retrouvent à partir des fonctions (−H(1)j )16j6n) :
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Proposition 3.4.4. Le triplet (Hn, {. , .}CHn ,H) est un système intégrable de di-
mension d = 2n− 1 et de rang 2r = 2(n− 1), où H := (−H(1)j )16j6n.
Démonstration. On remarque tout d’abord qu’on a le bon nombre de fonctions pour
H, en eﬀet s := d− r = (2n− 1)− (n− 1) = n, où le rang 2r = 2(n− 1) de Hn est
donné dans la proposition 3.2.9. Pour montrer que (Hn, {. , .}CHn ,H) est un système
intégrable, il suﬃt de prouver que H est une famille involutive et indépendante.
Tout d’abord, on rappelle que les fonctions −H(1)j , pour j = 1 . . . n, sont des
traces de puissance de matrices :
−H(1)j : Hn −→ C
H 7−→ 1
j
TraceHj .
(3.47)
De plus, ce sont des hamiltoniens du réseau de Toeplitz dont les champs hamiltoniens
sur (Hn, {. , .}CHn) se traduisent par des équations de Lax (cf. proposition 3.3.7). On
utilise alors le résultat plus général suivant : si pour tout i > 1 le champ hamiltonien
d’une fonction L 7→ TraceLi est donné par l’équation de Lax dLdti = [L,Mi], alors
comme Trace(AB) = Trace(BA), pour tout k > 1, on a
d
dti
TraceLk = kTrace
(
Lk−1
dL
dti
)
= kTrace
(
Lk−1[L,Mi]
)
= kTrace
(
LkMi − Lk−1MiL
)
= 0.
Ainsi, pour tout k > 1, TraceLk est une constante de mouvement de XTraceLi :
0 = XTraceLi [TraceLk] =
{
TraceLi,TraceLk
}
,
d’où pour tout i > 1, l’involution des fonctions (TraceLk)k>1 avec TraceLi et donc
l’involutivité de la famille (TraceLk)k>1.
En particulier, les fonctions (L 7→ 1
j
TraceLj)16j6n sur GLn(C), qui sont don-
nées par les équations de Lax L˙ = − 12 [L, (P+−P−)(Lj)] d’après la proposition 2.3.4,
sont donc en involution sur (GLn(C), {. , .}C). Puis comme Hn est une sous-variété
de Poisson de (GLn(C), {. , .}C), on en déduit que les fonctions (−H(1)j )16j6n sur
Hn sont en involution pour la structure de Poisson {. , .}CHn .
D’autre part, si on note Dn ⊂ GLn(C) l’ensemble des matrices diagonales inver-
sibles de taille n, on remarque que les fonctions (M 7→ TraceM j)16j6n de Dn dans
C sont les fonctions polynomiales de (C∗)n dans C données par ((µ1, . . . , µn) 7→∑n
i=1 µ
j
i )16j6n qui sont les polynômes symétriques somme des puissances de 1
à n, notées P := (p1, . . . , pn). Alors le jacobien Jµ = det
(
∂pi
∂µj
)
16i,j6n
de P
en µ = (µ1, µ2, . . . , µn) est égal à
Jµ = det
1 1 1
2µ1 2µ2 2µn
3µ21 3µ
2
2 3µ
2
n
nµn−11 nµ
n−1
2 nµ
n−1
n




= n!Vandermonde(µ1, µ2, . . . , µn)
= n!
∏
16i<j6n
(µj − µi).
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Ainsi, dµP est de rang n si et seulement si µ ∈ UC, où
UC := {µ ∈ (C∗)n | µi 6= µj , 1 6 i, j 6 n},
est un ouvert dense de Cn. On en conclut que P est une famille indépendante.
Ainsi, si on montre que Dn est une sous-variété de Hn, on aura prouvé que la
famille H est indépendante sur Hn.
Montrons à présent que Dn est une sous-variété de Hn. On considère la sous-
variété DHn de Hn déﬁnie par :
DHn :={H ∈ Hn | βk = 0, 1 6 k 6 n− 1}
={H ∈ Hn | xkyk = 1, 1 6 k 6 n− 1}.
Les éléments de DHn sont les matrices diagonales suivantes
H(x, y, 0) =
−y0x1
−y1x2
−yn−1xn



 (0)
(0)
, (3.48)
puis comme y0 = 1 et xkyk = 1, pour tout 1 6 k 6 n, on obtient que DHn = Dn,
d’où le résultat.
3.4.3 L’intégrabilité du réseau de Toeplitz modifié
Pour traiter l’intégrabilité du réseau de Toeplitz modiﬁé, on rappelle que c’est
un système hamiltonien dont les hamiltoniens sont les fonctions (Tj , Sj)16j6n. On
considère la famille de fonctions sur HRn à valeurs réelles HR := (Tj , T˜j)16j6n, où
Tj : HRn −→ R
H 7−→ 1
j
ImTraceHj et
T˜j : HRn −→ R
H 7−→ 1
j
ReTraceHj . (3.49)
On obtient alors l’intégrabilité du réseau de Toeplitz modiﬁé :
Proposition 3.4.5. Le triplet (HRn, {. , .}RHn ,HR) est un système intégrable réel de
dimension d = 4n− 2 et de rang 2r = 4(n− 1), où HR = (Tj , T˜j)16j6n.
Démonstration. On remarque tout d’abord que l’on a le bon nombre de fonctions
pour la famille HR, en eﬀet d − r = 4n − 2 − 2(n − 1) = 2n, où le rang 2r =
4(n − 1) de HRn est donné à la proposition 3.2.6. Pour prouver l’intégrabilité de
(HRn, {. , .}RHn ,HR), on va montrer l’involutivité puis l’indépendance de la famille HR.
Pour montrer l’involutivité de la famille HR on va prouver un résultat un peu
plus général. On considère pour cela les fonctions Tj , T˜j et H
(1)
j étendues àGL
R
n(C),
que l’on note encore de la même façon. On remarque que Tj = −ImH(1)j =
1
2
√−1
(
H
(1)
j −H(1)j
)
et T˜j = −ReH(1)j = − 12
(
H
(1)
j +H
(1)
j
)
pour tout 1 6 j 6 n.
Le lien entre la structure de Poisson complexe {. , .}
C
sur GLn(C) et la structure
de Poisson réelle {. , .}
R
sur GLRn(C) (étendue par C-linéarité) est donné par les
relations (2.36) dont on rappelle l’énoncé : pour toutes F,G fonctions holomorphes
sur GLn(C), on a
{F,G}
R
= 2
√−1 {F,G}
C
,{
F ,G
}
R
= 0,{
F ,G
}
R
= −2√−1 {F,G}
C
.
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Ainsi, pour tout 1 6 j < k 6 n, on a
{Tj , Tk}R =
{
1
2
√−1
(
H
(1)
j −H(1)j
)
,
1
2
√−1
(
H
(1)
k −H(1)k
)}
R
= −1
4
({
H
(1)
j , H
(1)
k
}
R
−
{
H
(1)
j , H
(1)
k
}
R
−
{
H
(1)
j , H
(1)
k
}
R
+
{
H
(1)
j , H
(1)
k
}
R
)
= −1
4
(−2√−1
{
H
(1)
j , H
(1)
k
}
C
− 0− 0 + 2√−1
{
H
(1)
j , H
(1)
k
}
C
)
= 0,
où on utilise le fait que la famille (L 7→ TraceLj)16j6n sur GLn(C) est invo-
lutive pour {. , .}
C
(cf. la démonstration de la proposition 3.4.4) pour obtenir la
dernière ligne. On trouve de même que
{
Tj , T˜k
}
R
= 0 et
{
T˜j , T˜k
}
R
= 0 pour
tout 1 6 j < k 6 n et on prouve ainsi l’involutivité de la famille de fonctions
(L 7→ 1
j
ImTraceLj , L 7→ 1
j
ReTraceLj)16j6n sur (GLRn(C), {. , .}R). Puis comme
HRn est une sous-variété de Poisson de GLRn(C), on en déduit l’involutivité de la
famille HR sur (HRn, {. , .}RHn).
On montre à présent l’indépendance de la famille HR. Dans la démonstration
de la proposition 3.4.4, on a montré que les diﬀérentielles (−dH(1)j )16j6n sont des
fonctions C-linéairement indépendantes en tout point d’un ouvert dense U de Hn.
Soit u ∈ U . La diﬀérentielle duH de l’application moment H est une application
C-linéaire de rang n. Ainsi duH est une application R-linéaire de rang 2n sur R, cela
vient du fait que chaque terme de la forme
∂H
∂z
de la matrice jacobienne complexe
de H correspond à une matrice réelle de taille 2 de la forme

∂F
∂x
∂F
∂y
∂G
∂x
∂G
∂y

 , où H = F +√−1G et z = x+√−1y,
qui est une matrice de rang 2, par les équations de Cauchy-Riemann, en tout point
non-singulier de H = F +
√−1G.
On en conclut l’indépendance de la famille HR sur HRn.
Chapitre 4
Le réseau de Schur et le réseau
de Schur modifié
Ammar et Gragg [AG94] donnent une équation de Lax pour le système réel
appelé réseau de Schur modifié déﬁni en notation simpliﬁée pour des fonctions à
valeurs complexes par
α˙k = (1− |αk|2)(αk+1 − αk−1).
On utilise dans ce chapitre les résultats obtenus sur le réseau de Toeplitz modiﬁé
pour expliquer d’où vient l’équation de Lax du réseau de Schur modiﬁé. On déﬁnit
pour cela un nouvel ensemble Hαn de matrices comme intersection de HRn avec une
sous-variété de Poisson-Dirac deGLRn(C), et on commence par étudier ses propriétés
géométriques. On montre ensuite que Hαn est une sous-variété de Poisson de la sous-
variété de Poisson-Dirac de GLRn(C) précédente. Sa structure de Poisson s’obtient
alors au moyen d’une restriction de l’application ϕ du chapitre 3 qui est encore
un diﬀéomorphisme de Poisson (ce que l’on montre à partir des résultats sur les
sous-variétés de Poisson-Dirac).
On explicite ensuite un hamiltonien sur Hαn du réseau de Schur modiﬁé, ce qui
nous permet de retrouver l’équation de Lax donnée par Ammar et Gragg [AG94].
On détaille également une autre manière de trouver l’équation de Lax du réseau de
Schur modiﬁé en considérant la sous-variété de Poisson-Dirac de GLRn(C) comme un
sous-groupe de Lie-Poisson de GLRn(C), lui-même muni d’une structure de Poisson
construite à partir d’une R-matrice autre que R = P+ − P−.
On montre par la suite l’intégrabilité du réseau de Schur modiﬁé, en construisant
une famille de fonctions sur Hαn contenant l’hamiltonien du réseau.
On termine ce chapitre par une restriction du réseau de Schur modiﬁé, ce qui
nous permet de retrouver l’équation de Lax du réseau de Schur réel (donnée dans
[FG99]).
4.1 L’involution de Poisson τ et les matrices uni-
taires de HRn
Dans cette section, on va déﬁnir un sous-ensemble de matrices unitaires dont on
va détailler les propriétés géométriques.
On reprend l’involution sur le groupe de Lie GLRn(C) déﬁnie à la section 2.4 :
τ : GLRn(C) −→ GLRn(C)
g 7−→ (tg)−1. (4.1)
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On remarque alors que l’ensemble des points ﬁxes de l’involution τ est l’ensemble
des matrices unitaires Un.
Proposition 4.1.1. L’ensemble Hαn := HRn ∩ Un est l’ensemble des matrices sui-
vantes
H(α, β) :=
−α0α1 −α0β1α2 −α0β1β2α3 −α0β1 . . . βn−1αn
β1 −α1α2 −α1β2α3 −α1β2 . . . βn−1αn
−αn−2βn−1αn
βn−1 −αn−1αn



 (0)
,
(4.2)
où αn ∈ S1, et pour tout k = 1 . . . n − 1, αk ∈ C, βk ∈ R et β2k = 1 − αkαk.
(On remarque que cela implique que αk appartiennent au disque unité D1 et βk au
segment [−1, 1]).
Démonstration. On peut voir HRn ∩ Un comme les points ﬁxes de τ |HRn (car HRn est
stable par τ), c’est à dire les matrices H(x, y, β) ∈ HRn vériﬁant
H(x, y, β) = τ(H(x, y, β)) = t(H(x, y, β))−1 = H(y, x, β).
Ainsi l’unicité de la notationH(x, y, β) (car ϕ est bijective) implique queH(x, y, β) ∈
HRn est un point ﬁxe de τ si et seulement si βk ∈ R, pour tout k = 1 . . . n − 1, et
yk = xk, pour tout k = 1 . . . n. L’ensemble Hαn est donc bien l’ensemble des matrices
de la forme (4.2).
Ammar et Gragg [AG94] ont utilisé les matrices de Hαn mais avec les βk po-
sitifs (on notera cet ensemble Hαn,+). Ils ont alors fait le lien entre Hαn,+ et les
matrices unitaires, dont la première sous-diagonale est réelle positive et les autres
sous-diagonales sont nulles (on appellera, pour simpliﬁer, matrice triangulaire su-
périeure à sous-diagonale ou matrice de Hessenberg, une matrice dont toutes les
sous-diagonales sont nulles sauf la première). En adaptant le résultat de Ammar et
Gragg, on obtient ainsi la proposition suivante :
Proposition 4.1.2. L’ensemble Hαn est l’ensemble des matrices de glRn(C) unitaires
triangulaires supérieures à sous-diagonale réelle.
Démonstration. Par déﬁnition de Hαn := HRn ∩ Un, on a directement le fait que les
matrices de Hαn sont unitaires et triangulaires supérieures à sous-diagonale réelle.
Inversement, soit H = (hij)16i,j6n une matrice unitaire, triangulaire supérieure
à sous-diagonale réelle. On pose α1 := −h11 et β1 := h21 ∈ R. Comme H est
unitaire, la norme de ses vecteurs colonnes vaut 1, ainsi pour la première colonne,
on obtient :
1 = h11h11 + h21h21 + 0 + · · ·+ 0
1 = −α1(−α1) + β21
1 = α1α1 + β
2
1 .
Ainsi, α1 et β1 vériﬁent les conditions recherchées. De plus, si on pose
B(α, β) :=
(
α β
−β α
)
∈ SU2,
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on a pour B1 := B(α1, β1),
t(1(B1))H =
α1 −β1
β1 α1
1
1



 (0)
(0)
−α1 h1,2 h1,n
β1 h2,2
h3,2
hn,n−1 hn,n



 (0)
=
−α1α1 − β21 α1h1,2 − β1h2,2 α1h1,n − β1h2,n
0 ⋆ ⋆
0 h3,2 h3,3 h3,n
0 0 hn,n−1 hn,n




.
Comme H est unitaire, ses colonnes sont orthogonales pour le produit hermitien
usuel, on a tC1Cj = 0, ∀j > 2, où Cj est la j-ième colonne de la matrice H, donc
α1h1,j − β1h2,j = 0 pour tout 2 6 j 6 n, d’où l’égalité suivante :
t(1(B1))H =
−1 0 0
0
0



 Hn−1
,
où Hn−1 ∈ Un−1 est triangulaire supérieure à sous-diagonale réelle.
En réitérant ce procédé, on trouve alors l’existence des variables (α1, . . . , αn−1)
et de (β1, . . . , βn−1) tels que β2j + αjαj = 1 pour j = 1 . . . n− 1, et on a
tn−1(B(αn−1, βn−1)) . . .t 1(B(α1, β1))H =
−1
−1
z



 (0)
(0)
. (4.3)
On pose alors αn := −z. Le fait que les matrices k(B(αk, βk)) soient unitaires nous
permet ainsi de conclure que :
H = −1(B(α1, β1)) . . . n−1(Bn−1(αn−1, βn−1))˜n(αn) = H(α, β).
Il reste alors à montrer que αn ∈ S1. Pour cela on utilise le fait que H est unitaire
et que les matrices tk(B(αk, βk)) sont unitaires, ainsi d’après la relation (4.3), la
matrice diag(−1, . . . ,−1, z) est unitaire, d’où zz = 1. Puis comme αn = −z, on
obtient que αn ∈ S1.
Pour étudier les propriétés géométriques de l’ensemble Hαn , on reprend le diﬀéo-
morphisme de Poisson de la proposition 3.1.1 :
ϕ : J n−12 × C∗ −→ Hn
(g1, . . . , gn−1, λ) 7−→ −1(g1) . . . n−1(gn−1)˜n(λ).
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On va ensuite réduire l’ensemble de départ pour que l’image de cette application
soit égale à Hαn . On introduit pour cela une nouvelle variété :
Proposition 4.1.3. La variété J α2 := J2 ∩ U2 est l’ensemble des matrices de la
forme (
α β
−β α
)
, β2 = 1− αα, β ∈ R, α ∈ C. (4.4)
Démonstration. On rappelle que
J2 =
{(
xk βk
−βk yk
)
|xkyk + β2k = 1
}
.
La forme des matrices de J α2 s’obtient alors en remarquant que J2 ∩ U2 ⊂ SU2 et
en utilisant le fait que les matrices de SU2 sont de la forme
(
α β
−β α
)
avec α, β ∈ C
et αα+ ββ = 1.
On restreint l’application ϕ aux points ﬁxes de τ et on a le résultat suivant :
Proposition 4.1.4. L’application suivante :
ϕα : (J α2 )n−1 × S1 −→ Hαn
(g1, . . . , gn−1, λ) 7−→ −1(g1) . . . n−1(gn−1)˜n(λ) (4.5)
est une bijection.
Démonstration. On remarque que l’application ϕα est la restriction du diﬀéomor-
phisme ϕ (donné à la proposition 3.1.1) au produit (J α2 )n−1 × S1. Il suﬃt donc de
prouver que ϕ−1(Hαn) ⊂ (J α2 )n−1 × S1 pour montrer que ϕα est bien déﬁnie et que
la restriction ϕ−1|Hαn est l’inverse de l’application ϕ
α. Cela prouvera alors que ϕα
est une bijection.
Montrons en eﬀet que ϕ−1(Hαn) ⊂ (J α2 )n−1 × S1. Soit H ∈ Hαn . D’après la
proposition 4.1.1, il existe (α0, α1, . . . , αn) ∈ Cn+1 et (β1, . . . , βn−1) ∈ Rn−1 tels
que α0 = 1, αn ∈ S1, β2k = 1− αkαk, pour tout k = 1 . . . n− 1, et
H =
−α0α1 −α0β1α2 −α0β1β2α3 −α0β1 . . . βn−1αn
β1 −α1α2 −α1β2α3 −α1β2 . . . βn−1αn
−αn−2βn−1αn
βn−1 −αn−1αn



 (0)
.
D’après la déﬁnition de ϕ−1, on obtient alors que
ϕ−1(H) =
((
αj βj
−βj αj
)
j=1...n−1
, αn
)
.
Puis par déﬁnition de J α2 (donnée à la proposition 4.1.3), comme β2k = 1 − αkαk,
pour tout k = 1 . . . n− 1, on obtient que ϕ−1(H) ∈ (J α2 )n−1 × S1, d’où le résultat.
Remarque : On remarque que l’application ϕα est la restriction de l’application ϕ
à des points ﬁxes d’involutions. En eﬀet si on note τ1 (resp. τ2) l’involution (4.1)
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sur C∗ (resp. GLR2 (C)), alors le diagramme commutatif suivant se réduit aux points
ﬁxes par les diﬀérentes involutions de l’espace de départ et d’arrivée :
J n−12 × C∗
ϕ //
τn−12 ×τ1

Hn
τ

J n−12 × C∗
ϕ // Hn
Proposition 4.1.5. La variété Hαn est une sous-variété lisse de glRn(C).
Démonstration. L’application ϕ est un diﬀéomorphisme et ϕα est la restriction de
ϕ à (J α2 )n−1 × S1. Or (J α2 )n−1 × S1 est une sous-variété lisse dont l’image par ϕ
est Hαn , d’où le résultat.
Remarque : La variété lisse Hαn est connexe. En eﬀet, il existe un homéomorphisme
de la sphère S2 dans J α2 déﬁni par (α, β) 7→
(
α β
−β α
)
, donc J α2 est connexe. Ainsi
(J α2 )n−1 × S1 est connexe puis comme ϕα est un homéomorphisme, on en déduit
que Hαn est aussi connexe.
4.2 La variété de Poisson Hαn
On considère l’involution de Poisson τ dont Un est l’ensemble des points ﬁxes.
On a alors le résultat suivant :
Lemme 4.2.1. L’ensemble des matrices unitaires Un est une sous-variété de Poisson-
Dirac réelle de (GLRn(C), {. , .}R).
Démonstration. L’ensemble des points ﬁxes de l’involution τ est l’ensemble des ma-
trices unitaires Un. Donc d’après la proposition 1.5.7, Un est une sous-variété de
Poisson-Dirac de (GLRn(C), {. , .}R).
On en déduit alors le résultat suivant :
Proposition 4.2.2. L’ensemble Hαn est une sous-variété de Poisson de la variété
de Poisson-Dirac Un.
Démonstration. Comme Hαn = HRn ∩ Un et que HRn est une sous-variété de Poisson
de (GLRn(C), {. , .}R), en utilisant le lemme 4.2.1 et la proposition 1.5.8, on obtient
que HRn ∩ Un est une sous-variété de Poisson de Un (en utilisant le fait que Hαn est
une variété lisse d’après la propriété 4.1.5).
On a montré dans la proposition précédente que Hαn est une sous-variété de
Poisson de Un. On cherche à présent à expliciter sa structure de Poisson. On va
pour cela raisonner de manière similaire au cas de HRn, en trouvant la structure
de Poisson sur Hαn à partir du diﬀéomorphisme ϕα. Avant cela, on montre que
(J α2 )n−1 × S1 est une sous-variété de Poisson.
Proposition 4.2.3. L’ensemble J α2 est une sous-variété de Poisson de la sous-
variété de Poisson-Dirac U2 de GL
R
2 (C).
Démonstration. Comme J2 est une sous-variété de Poisson de GLR2 (C) (d’après
la proposition 3.2.3), et que U2 est une sous-variété de Poisson-Dirac de GL
R
2 (C)
(d’après le lemme 4.2.1), en utilisant la proposition 1.5.8, on obtient que J2 ∩ U2
est une sous-variété de Poisson de U2.
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Remarque : La structure de Poisson {. , .}
R
sur C∗ étant nulle, on peut considérer que
le cercle unité S1, qui est l’ensemble des points ﬁxes de l’involution τ sur GLR1 (C) =
C
∗ (car z = τ(z) = (z)−1), est une sous-variété de Poisson-Dirac de C∗.
Pour pouvoir expliciter la structure de Poisson surHαn qui en fait une sous-variété
de Poisson de Un, on a besoin d’expliciter la structure de Poisson de (J α2 )n−1 × S1
et de montrer que ϕα est un morphisme de Poisson.
On va pour cela utiliser diﬀérents morphismes que l’on représente dans le dia-
gramme suivant :
GLRn(C)
GLR2 (C)
n−1 × C∗
µ
OO
Un
2
SPD
11
Un−12 × S1oo
/
SPD
44
J n−12 × C∗
/ O
SP
jj
HRn//
ϕoo
, L
SP
nn
(J α2 )n−1 × S1
% 
??
9 Y
__
Hαn

ϕα
OO
  
DD
> ^
SP
ZZ
(4.6)
où SP signiﬁe sous-variété de Poisson et SPD signiﬁe sous-variété de Poisson-
Dirac.
On peut alors montrer de deux manières diﬀérentes que l’application ϕα est de
Poisson. On peut utiliser le diﬀéomorphisme de Poisson ϕ entre J n−12 ×C∗ et HRn,
ainsi que la proposition 1.5.8 qui implique que (J α2 )n−1 × S1 est une sous-variété
de Poisson-Dirac de J n−12 ×C∗ et que Hαn est une sous-variété de Poisson-Dirac de
HRn, pour prouver que ϕα est un diﬀéomorphisme de Poisson.
On peut également choisir de montrer que le morphisme de Un−12 × S1 dans Un
est un morphisme de Poisson, ce qui entraîne que ϕα est aussi un morphisme de
Poisson. On choisit dans la suite cette deuxième méthode, qui utilise des ensembles
plus classiques tels que Un et dont la preuve implique que toutes les applications
du diagramme (4.6) sont des morphismes de Poisson.
4.2.1 La structure de sous-variété de Poisson-Dirac de U2
Aﬁn de pouvoir expliciter la structure de Poisson de (J α2 )n−1 × S1, on va avoir
besoin d’étudier d’abord celle de J α2 comme sous-variété de Poisson de U2. On
commence donc par regarder la sous-variété de Poisson-Dirac U2 de GL
R
2 (C).
On utilise pour cela la proposition suivante :
Proposition 4.2.4. Soit (G, π) un groupe de Lie-Poisson cobord connexe d’algèbre
de Lie g, dont la r-matrice est notée r. Soit h ⊂ g une sous-algèbre de Lie et H ⊂ G
le sous-groupe de Lie connexe qui l’intègre.
1. On suppose qu’il existe un supplémentaire h′ de h dans g (i.e. h⊕h′ = g) tel que
la r-matrice se décompose sous la forme r = rh+r′, avec rh ∈ ∧2h et r′ ∈ ∧2h′.
Alors le groupe H est une sous-variété de Poisson-Dirac de (G, π =←−r −−→r ),
sa structure de Poisson est donnée par ←−rh−−→rh, et Eh := TeLh(h′) = TeRh(h′)
est un fibré supplémentaire à TH adapté à π sur H.
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2. En particulier, on suppose que g est munie d’une forme bilinéaire, symétrique,
Ad-invariante, non-dégénérée notée 〈·|·〉. On note R la R-matrice antisymé-
trique associée à la r-matrice r par rapport à 〈·|·〉 et h⊥ l’orthogonal de h par
rapport à 〈·|·〉. On suppose de plus que h⊕ h⊥ = g et que h est stable par R.
Alors la r-matrice se décompose sous la forme r = rh + r′, avec rh ∈ ∧2h
et r′ ∈ ∧2h⊥, et rh est la r-matrice associée à la R-matrice R|h par rapport
à 〈·|·〉.
Démonstration. 1. Comme h ⊕ h′ = g et TeLh(h) = TeLh(TeH) = ThH pour
tout h ∈ h, on a
ThH⊕ TeLh(h′) = ThG,
donc Eh := TeLh(h′) est un ﬁbré supplémentaire à TH dans TG. Comme
h′ est stable par AdH , on a Eh := TeLh(h′) = TeRh(h′). De plus, puisque
r = rh + r
′, on décompose alors π de la manière suivante :
π =←−r −−→r
=
←−−−−
rh + r
′ −−−−−→rh + r′
=←−rh +
←−
r′ −−→rh −
−→
r′
=←−rh −−→rh︸ ︷︷ ︸
∈∧2TH
+
←−
r′ −−→r′︸ ︷︷ ︸
∈∧2E
,
d’où le résultat d’après le corollaire 1.5.4.
2. Par déﬁnition, on a r =
∑
α sα ⊗ tα ∈ ∧2g, mais on écrira r = sα ⊗ tα pour
simpliﬁer la rédaction. Comme h⊕ h⊥ = g, on a sα = s0α+ s1α et tα = t0α+ t1α,
avec s0α, t
0
α ∈ h et s1α, t1α ∈ h⊥. D’où
r = sα ⊗ tα = (s0α + s1α)⊗ (t0α + t1α)
= s0α ⊗ t0α + s1α ⊗ t1α + s0α ⊗ t1α + s1α ⊗ t0α,
et comme R = 4(χ⊗ ✶g)(r), où χ(x) = 〈x|·〉, on a pour tout x ∈ g,
1
4
R(x) =
〈
s0α|x
〉
t0α +
〈
s1α|x
〉
t1α +
〈
s0α|x
〉
t1α +
〈
s1α|x
〉
t0α.
On utilise alors la stabilité de h (et donc de h⊥) par R, en eﬀet, si h ∈ h, on a
1
4
R(h) =
〈
s0α|h
〉
t0α︸ ︷︷ ︸
∈h
+
〈
s0α|h
〉
t1α︸ ︷︷ ︸
∈h⊥
∈ h,
donc 14R(h) =
〈
s0α|h
〉
t0α. De même, avec h
′ ∈ h⊥ on trouve que 14R(h′) =〈
s1α|h′
〉
t1α, d’où l’expression de R sur g :
1
4R(g) =
〈
s0α|g
〉
t0α +
〈
s1α|g
〉
t1α, pour
tout g ∈ g. On retrouve alors l’expression de la r-matrice associée :
r =
∑
α
s0α ⊗ t0α︸ ︷︷ ︸
∈∧2h
+
∑
α
s1α ⊗ t1α︸ ︷︷ ︸
∈∧2h⊥
.
De plus, comme h est stable par R, la restriction R|h est une R-matrice de h.
Puis, comme R|h = 4
∑
α〈s0α|·〉t0α et rh =
∑
α s
0
α⊗ t0α, on en déduit que rh est
la r-matrice associée à R|h par rapport à 〈·|·〉.
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On considère la sous-variété de Poisson-Dirac U2 de GL
R
2 (C). Pour pouvoir
appliquer la proposition 4.2.4, on remarque dans un premier temps que l’algèbre
de Lie associée à U2 est u2, l’ensemble des matrices anti-hermitiennes, dont un
supplémentaire est l’ensemble des matrices hermitiennes (i.e. les matrices A vériﬁant
tA = A). On notera dans la suite u⊥2 pour les matrices hermitiennes. On a donc
u2 ⊕ u⊥2 = glR2 (C).
La structure de Poisson réelle {. , .}
R
sur GLR2 (C) est donnée d’après la propo-
sition 2.4.2 par la r-matrice
r =
1
2
(E21 ∧ F12 − E12 ∧ F21).
Écrivons maintenant r comme la somme d’un élément de ∧2u2 et de ∧2u⊥2 :
r =
1
2
(E21 ∧ F12 − E12 ∧ F21)
=
1
2
(E21 ∧
√−1E12 − E12 ∧
√−1E21)
=
1
2
(
1
2
(E12 + E21) ∧
√−1(E12 − E21)− 1
2
(E12 − E21) ∧
√−1(E12 + E21))
=
1
2
(
1
2
(E12 + E21) ∧ (F12 − F21)︸ ︷︷ ︸
∈∧2u⊥2
−1
2
(E12 − E21) ∧ (F12 + F21)︸ ︷︷ ︸
∈∧2u2
),
Ainsi la proposition 4.2.4 implique que la structure de Poisson sur U2 est associée
à l’élément de ∧2u2 déﬁni par :
ru2 =
1
4
(E21 − E12) ∧ (F12 + F21). (4.7)
On résume cela dans la proposition suivante :
Proposition 4.2.5. La structure de Poisson réelle sur U2, en tant que sous-variété
de Poisson-Dirac de GLR2 (C), est donnée par π
U2 :=←−ru2 −−→ru2 où
ru2 =
1
4
(E21 − E12) ∧ (F12 + F21). (4.8)
De plus, TeLh(u⊥2 ) est un fibré supplémentaire à TU2 adapté à π
U2 sur U2.
On cherche ensuite à calculer la structure de Poisson réelle associée à ru2 sur les
fonctions coordonnées (Re ξij , Imξij)16i,j62. Tout d’abord, on a pour tout x ∈ U2,
(←−ru2)x − (−→ru2)x =
1
4
(
x12 −x11
x22 −x21
)
∧
(√−1x12 √−1x11√−1x22 √−1x21
)
− 1
4
(−x21 −x22
x11 x12
)
∧
(√−1x21 √−1x22√−1x11 √−1x12
)
.
Puis en utilisant la formule suivante, pour tout F,G ∈ F(U2), et x ∈ U2,
{F,G}RU2(x) := 〈dxF ∧ dxG, (←−ru2)x − (−→ru2)x〉 ,
on trouve l’expression de la structure de Poisson réelle {. , .}RU2 sur U2 sur les fonc-
tions coordonnées. Par exemple, pour x ∈ U2 et pour les fonctions Re ξ11 et Imξ11
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sur U2, on a
{Re ξ11, Imξ11}RU2 (x) = 〈dxRe ξ11 ∧ dx Imξ11, (←−ru2)x − (−→ru2)x〉
=
1
4
〈
dxRe ξ11 ∧ dx Imξ11,
(
x12 −x11
x22 −x21
)
∧
(√−1x12 √−1x11√−1x22 √−1x21
)〉
− 1
4
〈
dxRe ξ11 ∧ dx Imξ11,
(−x21 −x22
x11 x12
)
∧
(√−1x21 √−1x22√−1x11 √−1x12
)〉
=
1
4
(Re x12 Im√−1x12 −Re√−1x12 Imx12)
− 1
4
(−Re x21 Im√−1x21 +Re√−1x21 Imx21)
=
1
4
((Re ξ12)2 + (Imξ12)2 + (Re ξ21)2 + (Imξ21)2)
En résumé, on obtient pour les autres fonctions coordonnées, les relations sui-
vantes :
{Re ξ11, Imξ11}RU2 =
1
4
((Re ξ12)2 + (Imξ12)2 + (Re ξ21)2 + (Imξ21)2),
{Re ξ22, Imξ22}RU2 = −
1
4
((Re ξ12)2 + (Imξ12)2 + (Re ξ21)2 + (Imξ21)2),
{Re ξ12, Imξ12}RU2 =
1
4
(−(Re ξ11)2 − (Imξ11)2 + (Re ξ22)2 + (Imξ22)2),
{Re ξ21, Imξ21}RU2 =
1
4
(−(Re ξ11)2 − (Imξ11)2 + (Re ξ22)2 + (Imξ22)2),
{Re ξ11,Re ξ22}RU2 = −{Imξ11, Imξ22}RU2 = −
1
2
(Re ξ12 Imξ21 + Imξ12Re ξ21),
{Re ξ11, Imξ22}RU2 = {Imξ11,Re ξ22}RU2 =
1
2
(Re ξ12Re ξ21 − Imξ12 Imξ21),
{Re ξ11,Re ξ12}RU2 = −
1
4
(Re ξ11 Imξ12 + Imξ11Re ξ12) + 1
4
(Re ξ22 Imξ21 − Imξ22Re ξ21),
{Imξ11, Imξ12}RU2 =
1
4
(Re ξ11 Imξ12 + Imξ11Re ξ12) + 1
4
(Re ξ22 Imξ21 − Imξ22Re ξ21),
{Re ξ11, Imξ12}RU2 =
1
4
(Re ξ11Re ξ12 − Imξ11 Imξ12) + 1
4
(Re ξ22Re ξ21 + Imξ22 Imξ21),
{Imξ11,Re ξ12}RU2 =
1
4
(Re ξ11Re ξ12 − Imξ11 Imξ12)− 1
4
(Re ξ22Re ξ21 + Imξ22 Imξ21),
{Re ξ11,Re ξ21}RU2 =
1
4
(Re ξ22 Imξ12 − Imξ22Re ξ12)− 1
4
(Re ξ11 Imξ21 + Imξ11Re ξ21),
{Imξ11, Imξ21}RU2 =
1
4
(Re ξ22 Imξ12 − Imξ22Re ξ12) + 1
4
(Re ξ11 Imξ21 + Imξ11Re ξ21),
{Re ξ11, Imξ21}RU2 =
1
4
(Re ξ22Re ξ12 + Imξ22 Imξ12) + 1
4
(Re ξ11Re ξ21 − Imξ11 Imξ21),
{Imξ11,Re ξ21}RU2 = −
1
4
(Re ξ22Re ξ12 + Imξ22 Imξ12) + 1
4
(Re ξ11Re ξ21 − Imξ11 Imξ21),
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{Re ξ12,Re ξ21}RU2 = {Imξ12, Imξ21}R = 0,
{Re ξ12, Imξ21}RU2 = {Imξ12,Re ξ21}R = 0,
{Re ξ12,Re ξ22}RU2 =
1
4
(Re ξ11 Imξ21 − Imξ11Re ξ21)− 1
4
(Re ξ12 Imξ22 + Imξ12Re ξ22),
{Imξ12, Imξ22}RU2 =
1
4
(Re ξ11 Imξ21 − Imξ11Re ξ21) + 1
4
(Re ξ12 Imξ22 + Imξ12Re ξ22),
{Re ξ12, Imξ22}RU2 = −
1
4
(Re ξ11Re ξ21 + Imξ11 Imξ21) + 1
4
(Re ξ12Re ξ22 − Imξ12 Imξ22),
{Imξ12,Re ξ22}RU2 =
1
4
(Re ξ11Re ξ21 + Imξ11 Imξ21) + 1
4
(Re ξ12Re ξ22 − Imξ12 Imξ22),
{Re ξ21,Re ξ22}RU2 = −
1
4
(Re ξ21 Imξ22 + Imξ21Re ξ22) + 1
4
(Re ξ11 Imξ12 − Imξ11Re ξ12),
{Imξ21, Imξ22}RU2 =
1
4
(Re ξ21 Imξ22 + Imξ21Re ξ22) + 1
4
(Re ξ11 Imξ12 − Imξ11Re ξ12),
{Re ξ21, Imξ22}RU2 =
1
4
(Re ξ21Re ξ22 − Imξ21 Imξ22)− 1
4
(Re ξ11Re ξ12 + Imξ11 Imξ12),
{Imξ21,Re ξ22}RU2 =
1
4
(Re ξ21Re ξ22 − Imξ21 Imξ22) + 1
4
(Re ξ11Re ξ12 + Imξ11 Imξ12).
Remarque :
On peut à présent étendre la structure de Poisson précédente {. , .}RU2 (encore notée
{. , .}RU2) par C-linéarité aux fonctions sur U2 à valeurs complexes, mais cette struc-
ture ne provient pas d’une structure de Poisson holomorphe comme c’est le cas sur
GLn(C). Ainsi, pour les fonctions coordonnées (ξij , ξij)16i,j62, on obtient :
{ξ11, ξ22}RU2 =
√−1ξ12ξ21, {ξ11, ξ12}RU2 =
√−1
2
ξ11ξ12, {ξ11, ξ21}RU2 =
√−1
2
ξ11ξ21,
{ξ12, ξ21}RU2 = 0, {ξ12, ξ22}RU2 =
√−1
2
ξ12ξ22, {ξ21, ξ22}RU2 =
√−1
2
ξ21ξ22.
{ξ11, ξ11}RU2 = −
√−1
2
(ξ12ξ12 + ξ21ξ21), {ξ22, ξ22}RU2 =
√−1
2
(ξ12ξ12 + ξ21ξ21),
{ξ12, ξ12}RU2 =
√−1
2
(ξ11ξ11 − ξ22ξ22), {ξ21, ξ21}RU2 =
√−1
2
(ξ11ξ11 − ξ22ξ22),
{ξ11, ξ22}RU2 = 0, {ξ11, ξ12}RU2 = −
√−1
2
ξ21ξ22, {ξ11, ξ21}RU2 = −
√−1
2
ξ12ξ22,
{ξ12, ξ21}RU2 = 0, {ξ12, ξ22}RU2 = −
√−1
2
ξ11ξ21, {ξ21, ξ22}RU2 = −
√−1
2
ξ11ξ12,
et on obtient le reste des relations en utilisant le fait que
{ξij , ξkl}RU2 = {ξij , ξkl}RU2 ,
pour tout 1 6 i, j, k, l 6 n.
4.2.2 La structure de Poisson de (J α
2
)n−1 × S1
D’après la proposition 4.2.3, on sait que J α2 est une sous-variété de Poisson de U2
pour la structure de Poisson-Dirac réelle {. , .}RU2 . On note alors {. , .}RJα2 la structure
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de Poisson réelle induite sur J α2 . Cette structure s’exprime sur les fonctions à valeurs
réelles (Re α, Imα, β), en utilisant les relations :
Re ξ11 = Re ξ22 = Re α,
Imξ11 = −Imξ22 = Imα,
Re ξ12 = −Re ξ21 = β,
Imξ12 = Imξ21 = 0,
β2 = 1− (Re α)2 − (Imα)2.
On trouve ainsi l’expression de {. , .}RJα2 suivante :
{Re α, Imα}RJα2 =
1
2
β2 =
1
2
(1− (Re α)2 − (Imα)2),
{Re α, β}RJα2 = −
1
2
β Imα,
{Imα, β}RJα2 =
1
2
βRe α.
(4.9)
On munit (J α2 )n−1 × S1 de la structure de Poisson produit, où S1 est muni de
la structure nulle. De plus, parmi les n− 1 copies de J α2 on écrit la k-ième copie en
fonction de variables αk, βk de la manière suivante :
J α2 =
{(
αk βk
−βk αk
)
| αkαk + β2k = 1, αk ∈ C, βk ∈ R
}
. (4.10)
On obtient alors le résultat suivant :
Proposition 4.2.6. La variété produit (J α2 )n−1×S1 est une sous-variété de Poisson
de Un−12 ×S1, dont la structure de Poisson induite, notée {. , .}R(Jα2 )n−1×S1 , s’exprime
pour les fonctions à valeurs réelles (Re αk, Imαk, βk)k=1...n−1, Re αn et Imαn par
les relations suivantes :
{Re αi, Imαj}R(Jα2 )n−1×S1 =
1
2
(1− (Re αk)2 − (Imαk)2)δji ,
{Re αi, βj}R(Jα2 )n−1×S1 = −
1
2
βi Imαiδji ,
{Imαi, βj}R(Jα2 )n−1×S1 =
1
2
βiRe αiδji ,
{Re αi,Re αj}R(Jα2 )n−1×S1 = {Imαi, Imαj}
R
(Jα2 )n−1×S1 = 0,
{βi, βj}R(Jα2 )n−1×S1 = 0,
pour tout 1 6 i, j 6 n− 1. De plus, Re αn et Imαn sont des Casimirs.
Remarque :
La structure de Poisson {. , .}R(Jα2 )n−1×S1 , étendue par C-linéarité aux fonctions sur
(J α2 )n−1×S1 à valeurs complexes, est donnée pour les fonctions (αk, αk, βk)k=1...n−1,
αn et αn par les relations suivantes :
{αi, αj}R(Jα2 )n−1×S1 = −
√−1(1− αiαi)δji ,
{αi, βj}R(Jα2 )n−1×S1 =
√−1
2
αiβiδ
j
i ,
{αi, βj}R(Jα2 )n−1×S1 = −
√−1
2
αiβiδ
j
i ,
{αi, αj}R(Jα2 )n−1×S1 = {βi, βj}
R
(Jα2 )n−1×S1 = {αi, αj}
R
(Jα2 )n−1×S1 = 0,
pour tout 1 6 i, j 6 n− 1. De plus, αn et αn sont des Casimirs.
Ces relations peuvent également s’obtenir à partir de l’expression du crochet de
Poisson {. , .}RU2 étendu par C-linéarité.
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4.2.3 L’isomorphisme de Poisson ϕα
Dans cette section, on va montrer que la bijection ϕα donnée à la proposition
4.1.4 est un morphisme de Poisson. Pour cela, on utilise le fait que l’application de
multiplication
µ : GLR2 (C)
n−1 × C∗ → GLRn(C)
est un morphisme de Poisson (d’après la proposition 3.2.4).
On rappelle également que Un est une sous-variété de Poisson-Dirac de GL
R
n(C)
(d’après le lemme 4.2.1) et que C∗ et la sous-variété S1 de C∗ sont munies de la
structure de Poisson triviale. Du fait que U2 est une sous-variété de Poisson-Dirac
de (GLR2 (C), {. , .}R), on obtient que la variété produit Un−12 × S1 est une sous-
variété de Poisson-Dirac de GLR2 (C)
n−1 × C∗, muni de la structure produit, notée
{. , .}R
GL2(C)n−1×C∗ .
On cherche alors à montrer que l’application µ et les sous-variétés de Poisson-
Dirac Un−12 ×S1 et Un vériﬁent les hypothèses de la proposition 1.5.9 aﬁn de prouver
que l’application produit
Un−12 × S1 −→ Un
(g1, . . . , gn−1, λ) 7−→ −1(g1) . . . n−1(gn−1)˜n(λ)
est un morphisme de Poisson.
On remarque dans un premier temps que l’inclusion µ(Un−12 × S1) ⊂ Un est
vériﬁée. Il reste alors à montrer des résultats sur des ﬁbrés supplémentaires adaptés
aux structures de Poisson-Dirac de Un−12 × S1 et Un.
Lemme 4.2.7. Un fibré supplémentaire de T (Un−12 × S1) adapté à la structure de
Poisson-Dirac de Un−12 × S1 au point (g1, . . . , gn−1, λ) ∈ Un−12 × S1 est donné par
E(g1,...,gn−1,λ) = (TeLg1(u
⊥
2 ), . . . , TeLgn−1(u
⊥
2 ), λR). (4.11)
Démonstration. La proposition 4.2.5 nous permet de montrer que pour g ∈ U2, un
ﬁbré supplémentaire adapté à la structure de Poisson-Dirac de U2 est donné par
TeLg(u
⊥
2 ).
De plus, comme S1 et C∗ sont munis de la structure de Poisson triviale, il suﬃt
de trouver un ﬁbré supplémentaire à TS1 dans TC∗ en λ ∈ S1. Or on a TλC∗ = λC
et TλS1 = λ
√−1R, donc la somme directe √−1R⊕ R = C implique que λR est un
ﬁbré supplémentaire à TS1 dans TC∗ en λ ∈ S1.
On obtient ﬁnalement le résultat pour E, en prenant la structure produit.
On rappelle que l’algèbre de Lie réelle un de Un est l’ensemble des matrices anti-
hermitiennes. Par un raisonnement similaire à celui fait pour U2, on trouve un ﬁbré
supplémentaire V à TUn adapté à la structure de Poisson-Dirac de Un en g ∈ Un
donné par
Vg := TeLg(u
⊥
n ), (4.12)
où u⊥n correspond à l’ensemble des matrices hermitiennes.
Lemme 4.2.8. On considère le fibré supplémentaire E à T (Un−12 × S1) adapté à
la structure de Poisson-Dirac de Un−12 ×S1 en (g1, . . . , gn−1, λ) ∈ Un−12 ×S1 donné
par l’équation (4.11) et l’application produit
µ : GL2(C)
n−1 × C∗ → GLn(C)
(g1, . . . , gn−1, λ) 7−→ −1(g1) . . . n−1(gn−1)˜n(λ).
Alors, on a
T(g1,...,gn−1,λ)µ(E(g1,...,gn−1,λ)) ⊂ TeLµ(g1,...,gn−1,λ)(u⊥n ).
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Démonstration. On commence par calculer la diﬀérentielle de µ.
Soient g := (g1, . . . , gn−1, λ) ∈ GLR2 (C)n−1 × C∗, x := (x1, . . . , xn−1, z) ∈
glR2 (C)
n−1 × C et t ∈ R,
−µ(g + tx) = 1(g1 + tx1) . . . n−1(gn−1 + txn−1)˜n(λ+ tz)
= 1(g1) . . . n−1(gn−1)˜n(λ)
+ t[
n−1∑
i=1
1(g1) . . . 
′
i(xi) . . . n−1(gn−1)˜n(λ)
+ 1(g1) . . . n−1(gn−1)˜′n(z)] + o(t
2),
où on a
′i(xi) =
0i−1 (0)
xi
(0) 0n−i−1



 et ˜′n(z) =
0
0
z




(0)
(0)
,
car on a i(gi + txi) = i(gi) + t′i(xi).
On obtient ainsi que
Tgµ(x) = −
(
n−1∑
i=1
1(g1) . . . 
′
i(xi) . . . n−1(gn−1)˜n(λ)
)
− 1(g1) . . . n−1(gn−1)˜′n(z).
Soient x = (TeLg1(h1), . . . , TeLgn−1(hn−1), kλ) ∈ E(g1,...,gn−1,λ), où h1, . . . , hn−1 ∈
u⊥2 et k ∈ R, et g = (g1, . . . , gn−1, λ) ∈ Un−12 × S1. On a
′i(xi) = 
′
i(TeLgi(hi)) = 
′
i(gi)
′
i(hi) = i(gi)
′
i(hi) et ˜
′
n(kλ) = ˜n(λ)˜
′
n(k),
et la diﬀérentielle devient
Tgµ(x) =
(
n−1∑
i=1
−1(g1) . . . i(gi)′i(hi)i+1(gi+1) . . . n−1(gn−1)˜n(λ)
)
− 1(g1) . . . n−1(gn−1)˜n(λ)˜′n(k)
=
(
n−1∑
i=1
TeL−1(g1)...i(gi) ◦ TeRi+1(gi+1)...n−1(gn−1)˜n(λ)(′i(hi))
)
+ TeL−1(g1)...n−1(gn−1)˜n(λ)(˜
′
n(k)).
Pour tout g ∈ Un, TeLg(u⊥n ) = TeRg(u⊥n ) et ′i(hi) ∈ u⊥n , donc il existe h′i ∈ u⊥n ,
pour tout 1 6 i 6 n− 1, tel que
TeRi+1(gi+1)...n−1(gn−1)˜n(λ)(
′
i(hi)) = TeLi+1(gi+1)...n−1(gn−1)˜n(λ)(h
′
i),
et on trouve alors
Tgµ(x) =
(
n−1∑
i=1
TeL−1(g1)...i(gi) ◦ TeLi+1(gi+1)...n−1(gn−1)˜n(λ)(h′i)
)
+ TeL−1(g1)...n−1(gn−1)˜n(λ)(˜
′
n(k)),
=
(
n−1∑
i=1
TeLµ(g1,...,gn−1,λ)(h
′
i)
)
+ TeLµ(g1,...,gn−1,λ)(˜
′
n(k)),
d’où, comme h′1, . . . , h
′
n−1, ˜
′
n(k) ∈ u⊥n
Tgµ(x) ∈ TeLµ(g1,...,gn−1,λ)(u⊥n ).
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On peut à présent conclure quant au morphisme ϕα :
Proposition 4.2.9. L’application ϕα, définie par
ϕα : (J α2 )n−1 × S1 −→ Hαn
(g1, . . . , gn−1, λ) 7−→ −1(g1) . . . n−1(gn−1)˜n(λ), (4.13)
est un isomorphisme de Poisson où (J α2 )n−1×S1 est muni de la structure de Poisson
produit de n − 1 copies de {. , .}RJα2 avec la structure triviale sur S
1 et Hαn est une
sous-variété de Poisson de la sous-variété de Poisson-Dirac Un de GL
R
n(C), muni
de sa structure de Poisson.
Démonstration. On considère les deux variétés de Poisson réelles (GLRn(C), {. , .}R)
et (GLR2 (C)
n−1 × C∗, {. , .}R
GL2(C)n−1×C∗), et le morphisme de Poisson
µ : GLR2 (C)
n−1 × C∗ → GLRn(C).
On a Un−12 ×S1 (resp. Un) sous-variété de Poisson-Dirac de GLR2 (C)n−1×C∗ (resp.
GLRn(C)) et elles vériﬁent l’inclusion µ(U
n−1
2 × S1) ⊂ Un. On considère également
E le ﬁbré supplémentaire à T (Un−12 ×S1) adapté à la structure de Poisson-Dirac de
Un−12 ×S1 en (g1, . . . , gn−1, λ) ∈ Un−12 ×S1, déﬁni par (4.11), et V le ﬁbré supplémen-
taire à TUn adapté à la structure de Poisson-Dirac de Un en µ(g1, . . . , gn−1, λ) ∈ Un
, déﬁni par (4.12).
Comme Vg := TeLg(u⊥n ), on déduit du lemme 4.2.8 la relation suivante :
T(g1,...,gn−1,λ)µ(E(g1,...,gn−1,λ)) ⊂ Vµ(g1,...,gn−1,λ).
On peut donc appliquer la proposition 1.5.9 à µ pour prouver que l’application
ϕ : Un−12 × S1 −→ Un
(g1, . . . , gn−1, λ) 7−→ −1(g1) . . . n−1(gn−1)˜n(λ), (4.14)
est un morphisme de Poisson.
Puis comme (J α2 )n−1 × S1 est une sous-variété de Poisson de la sous-variété
de Poisson-Dirac Un−12 × S1 de GL2(C)n−1 × C∗, et comme ϕα = ϕ|(Jα2 )n−1×S1 est
un diﬀéomorphisme de (J α2 )n−1 × S1 dans Hαn (d’après la proposition 4.1.4), la
proposition 3.2.4 entraine que l’application
ϕα : (J α2 )n−1 × S1 −→ Hαn
(g1, . . . , gn−1, λ) 7−→ −1(g1) . . . n−1(gn−1)˜n(λ), (4.15)
est un isomorphisme de Poisson.
4.2.4 La structure de Poisson de Hαn
En utilisant le morphisme de Poisson ϕα, on peut transporter la structure de
Poisson produit de (J α2 )n−1 × S1 pour obtenir la structure de Poisson réelle de Hαn
en tant que sous-variété de Poisson réelle de Un. Ainsi, en utilisant la proposition
4.2.6, on obtient le résultat suivant :
Proposition 4.2.10. La structure de Poisson de Hαn, notée {. , .}Hαn , est définie
sur les fonctions à valeurs réelles (Re αk, Imαk, βk)16k6n−1, Re αn et Imαn par
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les relations
{Re αi, Imαj}Hαn =
1
2
(1− (Re αk)2 − (Imαk)2)δji ,
{Re αi, βj}Hαn = −
1
2
βi Imαiδji ,
{Imαi, βj}Hαn =
1
2
βiRe αiδji ,
{Re αi,Re αj}Hαn = {Imαi, Imαj}Hαn = 0,
{βi, βj}Hαn = 0,
pour tout 1 6 i, j 6 n− 1, et Re αn, Imαn sont des Casimirs.
De plus, la structure de Poisson {. , .}Hαn est de rang 2(n− 1).
Remarque :
La structure de Poisson {. , .}Hαn sur H
α
n étendue par C-linéarité aux fonctions de
Hαn à valeurs complexes est donnée par
{αi, αj}Hαn = −
√−1(1− αiαi)δji ,
{αi, βj}Hαn =
√−1
2
αiβiδ
j
i ,
{αi, βj}Hαn = −
√−1
2
αiβiδ
j
i ,
{αi, αj}Hαn = {βi, βj}Hαn = {αi, αj}Hαn = 0,
pour tout 1 6 k, j 6 n− 1, et αn, αn sont des Casimirs.
4.3 Champ hamiltonien et équation de Lax sur Hαn
Ammar et Gragg [AG94] donnent une équation de Lax du réseau de Schur mo-
diﬁé pour des matrices de Hαn à sous-diagonale positive. On reprend ce résultat
pour les matrices de Hαn dans la proposition suivante puis après avoir exprimé le
réseau de Schur modiﬁé comme un champ hamiltonien sur la variété de Poisson
(Hαn , {. , .}Hαn ), on va montrer comment retrouver cette équation de Lax en utili-
sant des propriétés des structures de Poisson quadratiques et des sous-variétés de
Poisson-Dirac.
On considère la décomposition gln = un ⊕ t+, où t+ est l’algèbre des matrices
triangulaires supérieures à diagonale réelle. On note S la projection sur un, et on
obtient alors pour les matrices de Hαn la projection suivante
S(H(α, β)) =
1
2 (−α0α1 − (−α0α1)) −β1
β1
−βn−1
βn−1 12 (−αn−1αn − (−αn−1αn))




(0)
(0)
.
La proposition suivante consiste essentiellement à vériﬁer par le calcul que l’équa-
tion de Lax proposée correspond bien au réseau de Schur modiﬁé. On montrera par
la suite d’où vient cette équation de Lax grace à la variété de Poisson (Hαn , {. , .}Hαn ).
Proposition 4.3.1. Le champ de vecteurs défini par l’équation de Lax sur les ma-
trices de Hαn :
H˙(α, β) = [H(α, β), S(H(α, β))] ,
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est le champ de vecteurs réel donné en notation simplifiée par le système d’équations
en les variables complexes αk, αk, βk :

β˙k =
1
2βk((αk−1αk + αk−1αk)− (αkαk+1 + αkαk+1)),
α˙k = β
2
k(αk+1 − αk−1),
α˙k = β
2
k(αk+1 − αk−1), k = 1 . . . n− 1,
α˙n = α˙n = 0,
(4.16)
que l’on a appelé réseau de Schur modiﬁé dans l’introduction.
Démonstration. Tout d’abord, on suppose que l’on a l’équation de Lax, et on consi-
dère l’égalité entre les coeﬃcients diagonaux de H˙ et de [H,S(H)]. D’une part,
on a
H˙kk =
˙︷ ︸︸ ︷
−αk−1αk = −α˙k−1αk − αk−1α˙k,
et d’autre part, on a
[H,S(H)]kk =
n∑
j=1
HkjS(H)jk −
n∑
j=1
S(H)kjHjk
= Hk,k−1S(H)k−1,k +Hk,k+1S(H)k+1,k
− S(H)k,k−1Hk−1,k − S(H)k,k+1Hk+1,k
= −β2k−1 − αk−1β2kαk+1 + αk−2β2k−1αk + β2k
= − (β2k−1(αk − αk−2))αk − αk−1 (β2k(αk+1 − αk−1)) ,
où on utilise l’égalité suivante pour obtenir la dernière relation :
β2k−1 − β2k = (1− αk−1αk−1)− (1− αkαk) = αkαk − αk−1αk−1
= αkαk(1− αk−1αk−1)− αk−1αk−1(1− αkαk)
= αkαkβ
2
k−1 − αk−1αk−1β2k.
Finalement, on obtient la relation suivante :
α˙k−1αk + αk−1α˙k =
(
β2k−1(αk − αk−2)
)
αk + αk−1
(
β2k(αk+1 − αk−1)
)
. (4.17)
En appliquant cette relation pour le premier élément diagonal, et en utilisant le fait
que β0 = 0 et α0 = 1, on obtient :
α˙1 = β
2
1(α2 − 1). (4.18)
Aﬁn de pouvoir trouver α˙k à partir de α˙k, on considère l’égalité entre les coeﬃcients
sous-diagonaux de H˙ et de [H,S(H)]. D’une part, on a
H˙j+1j = β˙j ,
et d’autre part, on a
[H,S(H)]j+1,j = Hj+1,jS(H)jj +Hj+1,j+1S(H)j+1,j
− S(H)j+1,j+1Hj+1,j − S(H)j+1,jHjj
=
1
2
βj(αj−1αj − αj−1αj)− αjαj+1βj
− 1
2
(αjαj+1 − αjαj+1)βj + βjαj−1αj
=
1
2
αj−1βjαj − 1
2
αjβjαj+1 +
1
2
αj−1βjαj − 1
2
αjβjαj+1.
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En j = 1, on obtient la relation :
β˙1 =
1
2
α0β1α1 − 1
2
α1β1α2 +
1
2
α0β1α1 − 1
2
α1β1α2, (4.19)
puis en appliquant l’opérateur sur la relation β21 = 1− α1α1, on obtient
2β1β˙1 = −α˙1α1 − α1α˙1.
En utilisant les équations (4.18) et (4.19), on obtient alors :
2β1(
1
2
α0β1α1 − 1
2
α1β1α2 +
1
2
α0β1α1 − 1
2
α1β1α2) = −β21(α2 − α0)α1 − α1α˙1
α1α˙1 = β
2
1(α0α1 − α2α1 − α0α1 + α1α2 − α0α1 + α1α2)
= β21α1(α2 − α0),
d’où
α˙1 = β
2
1(α2 − α0).
Il suﬃt ensuite d’utiliser la relation (4.17), pour obtenir par récurrence sur k le
système d’équations suivant :

β˙k =
1
2βk((αk−1αk + αk−1αk)− (αkαk+1 + αkαk+1)),
α˙k = β
2
k(αk+1 − αk−1),
α˙k = β
2
k(αk+1 − αk−1), k = 1 . . . n− 1.
Le fait que βn = 0, nous permet d’obtenir que α˙n = α˙n = 0.
Réciproquement, si on suppose que l’on a le système d’équation (4.16), on montre
selon les valeurs de j et k que l’on a
H˙jk = [H,S(H)]jk .
On souhaiterait à présent trouver un champ hamiltonien sur Hαn correspondant
au réseau de Schur modiﬁé, à partir de ceux trouvés précédemment surGLRn(C) pour
représenter le réseau de Toeplitz modiﬁé. Mais le champ hamiltonien de la fonction
x 7→ Tracex n’étant pas tangent à Un, on ne peut donc pas le réduire directement.
On utilise alors la proposition 1.5.7 pour la sous-variété de Poisson-Dirac Un de
GLRn(C), vu comme l’ensemble des points ﬁxes de l’involution de Poisson τ de
(GLRn(C), {. , .}R) et on obtient les champs hamiltoniens suivants :
XUnReTrace x = XGL
R
n(C)
1
2 (ReTrace x+τ∗(ReTrace x))
= XGLRn(C)1
2 (ReTrace x+ReTrace x−1)
,
XUnImTrace x = XGL
R
n(C)
1
2 (ImTrace x+τ∗(ImTrace x))
= XGLRn(C)1
2 (ImTrace x−ImTrace x−1))
.
On rappelle que le champ hamiltonien d’une fonction Ad-invariante F sur glRn(C),
restreinte à GLRn(C), est donné par l’équation de Lax réduite à GL
R
n(C) :
x˙ = −1
2
[x,R(x∇xF )].
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De plus, les gradients des fonctions précédentes pour la forme bilinéaire 〈·|·〉Im sont :
∇xReTracex =
√−1, ∇xReTracex−1 = −
√−1x−2,
∇x ImTracex = 1, ∇x ImTracex−1 = −x−2.
Ainsi, comme Hαn est une sous-variété de Poisson de la sous-variété de Poisson-Dirac
Un de GL
R
n(C), le champ hamiltonien de la fonction H 7→ ImTraceH sur Hαn est
donné par
H˙ = −1
2
[H,R(
1
2
(H +H−1))], (4.20)
et celui de la fonction H 7→ ReTraceH sur Hαn est donné par
H˙ = −1
2
[H,R(
√−1
2
(H −H−1))]. (4.21)
On va ensuite chercher le lien avec le réseau de Schur modiﬁé. On remarque tout
d’abord que pour tout H ∈ Hαn , on a S(H) = (P− + 12P0)(H)− (P+ + 12P0)(H−1),
car H−1 = tH. On peut ainsi réécrire l’équation de Lax [H,S(H)] sous une forme
plus proche de celle des champs hamiltoniens ReTraceH et ImTraceH :
[H,S(H)] = [H,H− +
1
2
H0]− [H, (H−1)+ + 1
2
(H−1)0]
= [H,H− +
1
2
H0 − 1
2
H]− [H, (H−1)+ + 1
2
(H−1)0 − 1
2
H−1]
= [H,
1
2
H− − 1
2
H+]− [H, 1
2
(H−1)+ − 1
2
(H−1)−]
= −[H,R(1
2
H)]− [H,R(1
2
H−1)]
= −[H,R(1
2
(H +H−1))],
et on retrouve le champ hamiltonien de la fonctionH 7→ 2 ImTraceH sur (Hαn , {. , .}Hαn ).
Il nous reste à vériﬁer que le champ hamiltonien de la fonction T : H 7→
2 ImTraceH, sur Hαn munie de la structure {. , .}Hαn , correspond bien au réseau
de Schur modiﬁé.
Proposition 4.3.2. On munit Hαn de la structure de Poisson {. , .}Hαn . Le champ
hamiltonien de la fonction T : H 7→ 2 ImTraceH sur Hαn, qui est donné par l’équa-
tion de Lax
H˙ = −[H,R(1
2
(H +H−1))] = [H,S(H)], (4.22)
est le réseau de Schur modifié.
Démonstration. On remarque que la fonction T se restreint sur Hαn en la fonction
T (H(α, β)) = −2 Im∑nj=1 αj−1αj . Ainsi, en étendant le crochet {. , .}Hαn par C-
4.4. Une autre approche 107
linéarité, on obtient :
α˙k = {αk, T (H(α, β))}Hαn
=

αk,−2 Im
n∑
j=1
αj−1αj


Hαn
=

αk, 2
n∑
j=1
−αj−1αj + αj−1αj
2
√−1


Hαn
= −
{
αk,
αkαk+1√−1
}
Hαn
+
{
αk,
αk−1αk√−1
}
Hαn
=
αk−1 − αk+1√−1 {αk, αk}Hαn
=
αk−1 − αk+1√−1 (−
√−1(1− αkαk))
= β2k(αk+1 − αk−1).
De plus, on peut exprimer le réseau de Schur modiﬁé dans sa version réelle (au
lieu de la version simpliﬁée avec des variables complexes), en prenant le champ
hamiltonien de la fonction T : H 7→ 2 ImTraceH sur Hαn munie de la structure de
Poisson réelle {. , .}Hαn sur les variables Re αk, Imαk, βk :

β˙k = βk((Re αk(Re αk−1 −Re αk+1) + Imαk(Imαk−1 − Imαk+1)),
˙︷ ︸︸ ︷
Re αk = β2k(Re αk+1 −Re αk−1),
˙︷ ︸︸ ︷
Imαk = β2k(Imαk+1 − Imαk−1), k = 1 . . . n− 1,
˙︷ ︸︸ ︷
Re αn =
˙︷ ︸︸ ︷
Imαn = 0.
(4.23)
Le réseau de Schur modiﬁé est donc un champ hamiltonien sur la variéte de
Poisson réelle Hαn , déﬁni par le système d’équations (4.23) et donné par l’équation
de Lax H˙ = [H,S(H)].
4.4 Une autre approche
Précédemment, on a considéré le groupe de Lie-Poisson réel (GLRn(C), {. , .}R)
(dont la structure de Poisson est associée à la R-matrice R := P+ − P−) et sa
sous-variété de Poisson-Dirac Un. La structure de Poisson {. , .}Un ainsi construite
sur Un nous a permis d’expliciter la structure de Poisson induite sur la sous-variété
de Poisson Hαn de Un et d’associer une équation de Lax au réseau de Schur mo-
diﬁé. Dans cette section, on montre que l’on peut considérer une autre structure
de Poisson sur GLRn(C) (qui en fait aussi un groupe de Lie-Poisson) et pour la-
quelle Un est un sous-groupe de Lie-Poisson de GL
R
n(C) dont la structure induite
est égale (à un facteur près) à {. , .}Un . La variété Hαn est ainsi une sous-variété de
Poisson de GLRn(C) munie de la nouvelle structure de Poisson. On peut alors, par
ce biais, montrer que l’application ϕα est un morphisme de Poisson (puisque Un est
un sous-groupe de Lie-Poisson) et retrouver l’équation de Lax précédente du réseau
de Schur modiﬁé.
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4.4.1 Deux constructions de la structure de groupe de Lie-
Poisson de Un
Soit le groupe de Lie réel GLRn(C) et son algèbre de Lie réelle gl
R
n(C). On consi-
dère les formes bilinéaires, symétriques, non dégénérées 〈·|·〉Im et 〈·|·〉Re, déﬁnies
pour z, z′ ∈ glRn(C) par
〈z|z′〉Im := ImTrace(zz′) et 〈z|z′〉Re := ReTrace(zz′).
On va utiliser deux décompositions d’algèbres de Lie de glRn(C) pour construire
deux structures de Poisson sur Un dont on prouvera l’égalité dans un second temps.
La sous-variété de Poisson-Dirac Un de GL
R
n(C)
On rappelle la décomposition de l’algèbre de Lie glRn(C) en
glRn(C) = g+ ⊕ g0 ⊕ g−,
où g+ (resp. g−) est l’espace des matrices triangulaires supérieures strictes (resp.
inférieures strictes), et g0 est l’espace des matrices diagonales.
D’après la proposition 2.4.1, l’algèbre de Lie réelle glRn(C) est alors munie d’une
structure de Poisson quadratique réelle {. , .}
R
(égale au R-crochet quadratique réel
de glRn(C) construit à partir de la forme bilinéaire 〈·|·〉Im et de la R-matrice R, et
multiplié par le facteur 12 ).
De plus, d’après la proposition 2.4.2, le groupe de Lie réel GLRn(C) est une sous-
variété de Poisson de (glRn(C), {. , .}R), dont la structure de Poisson réelle obtenue
par restriction est égale à π =←−r −−→r (où r est la r-matrice associée à la R-matrice R
pour la forme bilinéaire 〈·|·〉Im) qui est une structure de groupe de Lie-Poisson sur
GLRn(C).
On rappelle alors que d’après la proposition 4.2.1, le groupe de Lie Un est une
sous-variété de Poisson-Dirac réelle de (GLRn(C), {. , .}R). De plus, on peut reprendre
le résultat de la proposition 4.2.5 (qui s’étend au cas de Un au lieu de U2), ainsi
on obtient que la structure de Poisson réelle sur Un, en tant que sous-variété de
Poisson-Dirac de GLR2 (C), est donnée par πUn :=
←−run −−→run où run est la r-matrice
de glRn(C) déﬁnie par
run =
1
4
∑
16i<j6n
(Eji − Eij) ∧ (Fij + Fji). (4.24)
On en déduit le résultat suivant (où on utilise les propositions 1.4.16 et 1.4.17
sur le lien entre les groupes de Lie-Poisson cobord et les bigèbres de Lie).
Proposition 4.4.1. Soit la r-matrice run de gl
R
n(C) (définie par la relation 4.24).
Alors (Un,
←−r un−−→r un) est un groupe de Lie-Poisson (même si ce n’est pas un sous-
groupe de Lie-Poisson de (GLRn(C),
←−r − −→r )) dont la bigèbre de Lie associée est
(un, [. , .] , [. , .]run ).
Dans la suite, on multipliera la structure de Poisson πUn sur Un par le facteur 2,
on rappelle donc que dans ce cas, la bigèbre de Lie associée au groupe de Lie-Poisson
(Un, 2πUn) est (un, [. , .] , [. , .]2run ).
Le sous-groupe de Lie-Poisson Un de GL
R
n(C)
D’autre part, on considère la décomposition de l’algèbre de Lie glRn(C) en
glRn(C) = t+ ⊕ un,
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où t+ est l’algèbre des matrices triangulaires supérieures à diagonale réelle et un est
l’algèbre des matrices anti-hemitiennes (et l’algèbre de Lie associée au groupe de Lie
Un). On note T et S les projections respectivement sur t+ et un, et si z ∈ glRn(C),
on pose zt = T (z) et zs = S(z).
On considère la R-matrice R0 := T − S. Comme t+ et un sont isotropes pour
la forme bilinéaire 〈·|·〉Im, la R-matrice R0 est antisymétrique pour 〈·|·〉Im. Ainsi
l’algèbre de Lie réelle glRn(C), la forme bilinéaire 〈·|·〉Im et la R-matrice réelle R0
vériﬁent les conditions de la proposition 1.3.1 et il existe donc une structure de
Poisson quadratique réelle sur glRn(C) déﬁnie par :
{. , .}0 :=
1
2
{. , .}QR0 ,
où {. , .}QR0 est le R-crochet quadratique réel de glRn(C) construit à partir de la forme
bilinéaire 〈·|·〉Im et de la R-matrice R0.
De plus, d’après la proposition 2.4.2, le groupe de Lie réel GLRn(C) est une sous-
variété de Poisson de (glRn(C), {. , .}0), dont la structure de Poisson réelle obtenue
par restriction (et encore notée {. , .}0) est égale à π0 = ←−r 0 − −→r 0, où r0 est la
r-matrice associée à la R-matrice R0. Ainsi, (GL
R
n(C),
←−r 0 −−→r 0) est un groupe de
Lie-Poisson dont la bigèbre de Lie associée est (glRn(C), [. , .] , [. , .]r0).
Proposition 4.4.2. Le groupe de Lie Un est un sous-groupe de Lie-Poisson de
(GLRn(C),
←−r 0 − −→r 0) et sa bigèbre de Lie associée, notée (un, [. , .] , [. , .]0), est une
sous-bigèbre de Lie de (glRn(C), [. , .] , [. , .]r0).
Démonstration. D’après la proposition 1.4.18, Un est un sous-groupe de Lie-Poisson
de (GLRn(C),
←−r 0−−→r 0) si et seulement si u⊥n est un idéal de Lie de (glRn(C), [. , .]R0).
Or comme un est isotrope pour 〈·|·〉Im, on a u⊥n = un. Montrons que un est un idéal
de Lie de (glRn(C), [. , .]R0) :
Soient x ∈ un et y ∈ glRn(C). On a R0(x) = −x d’où
[x, y]R0 =
1
2
([R0(x), y] + [x,R0(y)])
=
1
2
(−[x, y] + [x, yt − ys])
= −[x, ys] ∈ un,
car (un, [. , .]) est une sous-algèbre de Lie de (gl
R
n(C), [. , .]). Ainsi un est un idéal de
Lie de (glRn(C), [. , .]R0) et Un est un sous-groupe de Lie-Poisson de (GL
R
n(C),
←−r 0 −−→r 0) et d’après la proposition 1.4.14 sa bigèbre de Lie est une sous-bigèbre de Lie
de (glRn(C), [. , .] , [. , .]r0).
On explicite à présent la r-matrice r0 associée à la R-matrice R0. On choisit
la base (Eii, Eij , Fij)16i<j6n de t+ et la base (Fii, Fij + Fji, Eji − Eij)16i<j6n de
un qui sont duales l’une de l’autre pour la forme bilinéaire 〈·|·〉Im. Alors pour tout
x ∈ glRn(C), on a
R0(x) = (T − S)(x)
=
∑
16i<j6n
〈Fii|x〉ImEii + 〈Fij + Fji|x〉ImEij + 〈Eji + Eij |x〉Im Fij
− 〈Eii|x〉Im Fii − 〈Eij |x〉Im (Fij + Fji)− 〈Fij |x〉Im (Eji − Eij),
d’où la r-matrice associée :
r0 =
1
4
(χ−1Im ⊗ ✶g)(R0)
=
1
2
∑
16i<j6n
Fii ∧ Eii + (Fij + Fji) ∧ Eij + (Eji − Eij) ∧ Fij .
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Lien entre ces structures de Poisson sur Un
Les deux structures de groupes de Lie-Poisson 2πUn = 2(
←−r un−−→r un) et π0|Un =
(←−r 0 − −→r 0)|Un ainsi construites sur Un sont les mêmes. Pour montrer cela, on va
comparer les bigèbres de Lie associée (un, [. , .] , [. , .]2run ) et (un, [. , .] , [. , .]0).
Proposition 4.4.3. On considère les groupes de Lie-Poisson
(Un, πUn =
←−r un −−→r un) et (Un, π0|Un = (←−r 0 −−→r 0)|Un).
Alors les structures de Poisson πUn et π0|Un sont liées par la relation 2πUn = π0|Un .
Démonstration. Pour montrer cette égalité de structures de Poisson, on va comparer
les bigèbres de Lie associées (un, [. , .] , [. , .]2run ) et (un, [. , .] , [. , .]0). Ce qui revient
en fait à prouver l’égalité des crochets de Lie [. , .]2run et [. , .]0.
On rappelle que le crochet de Lie [. , .]r associé à une r-matrice r sur un est déﬁni
pour tout ξ1, ξ2 ∈ u∗n et x ∈ un par
〈[ξ1, ξ2]r, x〉 := 〈ξ1 ∧ ξ2, adx(r)〉 .
Tout d’abord, on cherche à expliciter le crochet de Lie [. , .]0 sur u
∗
n. On sait que
ce crochet est déﬁni par le fait que (un, [. , .] , [. , .]0) soit une sous-bigèbre de Lie de
(glRn(C), [. , .] , [. , .]r0). Or d’après la proposition 1.4.9 cela signiﬁe que l’annulateur
u◦n de un est un idéal de Lie de (gl
R
n(C)
∗, [. , .]r0). De plus, l’application surjective de
glRn(C)
∗ dans u∗n déﬁnie par ξ 7→ ξ|un a pour noyau u◦n, ce qui nous permet d’obtenir
un isomorphisme entre glRn(C)
∗/u◦n et u
∗
n. On en déduit alors que [. , .]0 est égal au
crochet de Lie [. , .]r0 restreint à u
∗
n.
On va donc montrer que
adz(r0 − 2run) = 0, pour tout z ∈ un. (4.25)
On calcul tout d’abord la diﬀérence des deux r-matrices, on a
r0 − 2run =
1
2
n∑
i=1
Fii ∧ Eii + 1
2
∑
16i<j6n
(Fij + Fji) ∧ Eij + (Eji − Eij) ∧ Fij
− 1
2
∑
16i<j6n
(Eji − Eij) ∧ (Fij + Fji)
=
1
2
n∑
i=1
Fii ∧ Eii − 1
2
∑
16i<j6n
Eij ∧ Fij + Eji ∧ Fji
= −1
2
∑
16i,j6n
Eij ∧ Fij .
La relation (4.25) est linéaire en z ∈ un, il suﬃt donc de la prouver pour les
éléments de la base (Fii, Fij + Fji, Eji − Eij)16i<j6n de un.
Soit z := Elk − Ekl, où 1 6 k < l 6 n, on a
−2 adz(r0 − 2run) =
∑
16i,j6n
[z, Eij ] ∧ Fij + Eij ∧ [z, Fij ]
=
∑
16i,j6n
[Elk − Ekl, Eij ] ∧ Fij + Eij ∧ [Elk − Ekl, Fij ]
=
∑
16i,j6n
[Elk, Eij ] ∧ Fij + Eij ∧ [Elk, Fij ]− (k ↔ l)
=
∑
16i,j6n
(ElkEij − EijElk) ∧ Fij + Eij ∧ (ElkFij − FijElk)− (k ↔ l).
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On utilise alors le fait que ElkEij = Eljδik, pour tout 1 6 i, j, k, l 6 n, et on obtient
−2 adz(r0 − 2run) =
n∑
j=1
Elj ∧ Fkj −
n∑
i=1
Eik ∧ Fil
+
n∑
j=1
Ekj ∧ Flj −
n∑
i=1
Eil ∧ Fik − (k ↔ l)
= 0,
car tous les termes sont antisymétriques en (k ↔ l).
De même, on considère z := Fkl + Flk, où 1 6 k 6 l 6 n, et on obtient
−2 adz(r0 − 2run) =
∑
16i,j6n
[Fkl + Flk, Eij ] ∧ Fij + Eij ∧ [Fkl + Flk, Fij ]
=
∑
16i,j6n
[Fkl, Eij ] ∧ Fij + Eij ∧ [Fkk, Fij ] + (k ↔ l)
=
∑
16i,j6n
(FklEij − EijFkl) ∧ Fij + Eij ∧ (FklFij − FijFkl) + (k ↔ l)
=
n∑
j=1
Fkj ∧ Flj −
n∑
i=1
Fil ∧ Fik
−
n∑
j=1
Elj ∧ Ekj +
n∑
i=1
Eik ∧ Eil − (k ↔ l)
= 0.
Ce qui prouve donc la relation (4.25), d’où le résultat.
4.4.2 Les triplets de Manin associés aux bigèbres de Lie sur un
On compare les triplets de Manin associés par la bijection de la proposition
1.4.12 aux deux bigèbres de Lie égales (un, [. , .] , [. , .]2run ) et (un, [. , .] , [. , .]0).
On remarque tout d’abord que par construction le triplet
T := ((glRn(C), [. , .] , 〈·|·〉Im), un, t+) (4.26)
est un triplet de Manin. On cherche alors à expliciter sa bigèbre de Lie associée en
utilisant la proposition 1.4.12.
Lemme 4.4.4. La bigèbre de Lie associée au triplet de Manin
T := ((glRn(C), [. , .] , 〈·|·〉Im), un, t+)
est la bigèbre de Lie (un, [. , .] , [. , .]2run ).
Démonstration. On note [. , .] la restriction du crochet de Lie de glRn(C) aux sous-
algèbres de Lie un et t+.
D’après la deuxième partie de la proposition 1.4.12, la bigèbre de Lie associée à
T est la sous-algèbre de Lie (un, [. , .]) dont l’algèbre de Lie duale u∗n est munie du
crochet de Lie [. , .]u∗n := (χ
−1
Im)∗([. , .]) obtenue en transportant le crochet de Lie de
la sous-algèbre de Lie (t+, [. , .]) par l’isomorphisme χ
−1
Im où χIm est déﬁni par
χIm : t+ −→ u∗n
t 7−→ 〈t|·〉Im|un .
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Ainsi, pour tout t1, t2 ∈ t+ et pour tout ξ1, ξ2 ∈ u∗n on a
χIm ([t1, t2]) = [χIm(t1), χIm(t2)]u∗n et [ξ1, ξ2]u∗n = χIm
(
[χ−1Im(ξ1), χ
−1
Im(ξ2)]
)
.
On commence par vériﬁer que χIm est un isomorphisme entre t+ et u∗n.
Soient t1, t2 ∈ t+ tels que χIm(t1) = χIm(t2). Ainsi on a 〈t1|·〉Im|un = 〈t2|·〉Im|un
et comme glRn(C) = t+⊕un et 〈un|un〉Im = 0 (car un est isotrope) on étend ces deux
applications de u∗n par 0 à gl
R
n(C) tout entier. Alors l’isomorphisme entre gl
R
n(C) et
son dual entraîne que t1 = t2, d’où l’injectivité de χIm.
Soit ξ ∈ u∗n. On note ξ˜ l’application de glRn(C)∗ dont la restriction à un est égale
à ξ. Alors il existe x ∈ glRn(C) tel que ξ˜ = 〈x|·〉Im et comme un est isotrope on a
ξ = ξ˜|un = 〈xt|·〉Im|un + 〈xs|·〉Im|un = 〈xt|·〉Im|un = χIm(xt),
d’où la surjectivité de χIm.
On cherche à présent à expliciter le crochet de Lie [. , .]2run sur u
∗
n. Soient ξ1, ξ2 ∈
u∗n et s ∈ un. On note t1, t2 les éléments de t+ qui vériﬁent ξ1 = χIm(t1) et ξ2 =
χIm(t2). Alors, on a〈
[ξ1, ξ2]2run , s
〉
= 〈ξ1 ∧ ξ2, ads(2run)〉
=
〈
ξ1 ∧ ξ2, 1
2
∑
i<j
[s, Eji − Eij ]⊗ (Fij + Fji)
〉
+
〈
ξ1 ∧ ξ2, 1
2
∑
i<j
(Eji − Eij)⊗ [s, Fij + Fji]
〉
=
1
2
〈
t1|

s,∑
i<j
(Eji − Eij) 〈t2|Fij + Fji〉Im

〉
Im
+
1
2
〈
t2|

s,∑
i<j
(Fij + Fji) 〈t1|Eji − Eij〉Im

〉
Im
− 1
2
〈
t2|

s,∑
i<j
(Eji − Eij) 〈t1|Fij + Fji〉Im

〉
Im
− 1
2
〈
t1|

s,∑
i<j
(Fij + Fji) 〈t2|Eji − Eij〉Im

〉
Im
=
1
2
(〈t1|[s, F (t2)]〉Im − 〈t2|[s, F (t1)]〉Im) ,
où pour t ∈ t+ on pose
F (t) :=
∑
i<j
(Eji − Eij) 〈t|Fij + Fji〉Im − (Fij + Fji) 〈t|Eji − Eij〉Im
=
∑
i<j
(Eji − Eij)(Re tij)− (Fij + Fji)(Imtij)
=
∑
i<j
−tijEij + tijEji
=
∑
i6j
−tijEij + tijEji
= tt− t,
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où on utilise le fait que t est triangulaire supérieure à diagonale réelle. On obtient
alors pour le crochet [. , .]2run〈
[ξ1, ξ2]2run , s
〉
=
1
2
(〈
t1|[s, tt2 − t2]
〉
Im −
〈
t2|[s, tt1 − t1]
〉
Im
)
= 〈[t1, t2]|s〉Im +
1
2
(〈
t1|[s, tt2]
〉
Im −
〈
t2|[s, tt1]
〉
Im
)︸ ︷︷ ︸
(⋆)
= 〈[t1, t2]|s〉Im ,
car comme s ∈ un on a
(⋆) =
〈
t1|[−ts, tt2]
〉
Im −
〈
[t2, s]|tt1
〉
Im
=
〈
t1| − t[t2, s]
〉
Im
− 〈[t2, s]|tt1〉Im
=
〈
tt1|[t2, s]
〉
Im −
〈
[t2, s]|tt1
〉
Im
= 0.
Or le crochet de Lie [. , .]u∗n := (χ
−1
Im)∗([. , .]) s’exprime de la façon suivante pour
ξ1, ξ2 ∈ u∗n (où on note t1, t2 les éléments de t+ qui vériﬁent ξ1 = χIm(t1) et
ξ2 = χIm(t2)) et s ∈ u∗n :〈
[ξ1, ξ2]u∗n , s
〉
=
〈
χIm
(
[χ−1Im(ξ1), χ
−1
Im(ξ2)]
)
, s
〉
= 〈χIm ([t1, t2]) , s〉
= 〈[t1, t2]|s〉Im .
Ainsi, on obtient que le crochet de Lie [. , .]2run est égal au crochet de Lie [. , .]u∗n
sur u∗n, donc que (un, [. , .] , [. , .]2run ) est la bigèbre de Lie associée au triplet de
Manin T .
Lemme 4.4.5. Le triplet de Manin associé à la sous-bigèbre de Lie (un, [. , .] , [. , .]0)
de (glRn(C), [. , .] , [. , .]r0) est l’algèbre de Lie double ((d = un×u∗n, [. , .]d , 〈·|·〉d), un, u∗n)
qui est isomorphe au triplet T = ((glRn(C), [. , .] , 〈·|·〉Im), un, t+) sous l’isomorphisme
entre u∗n et t+.
Démonstration. D’après la proposition 1.4.12, le triplet de Manin associé à la bi-
gèbre de Lie (un, [. , .] , [. , .]0) est donné par l’algèbre de Lie double ((d = un ×
u∗n, [. , .]d , 〈·|·〉d), un, u∗n) où le crochet de Lie [. , .]d et la forme bilinéaire 〈·|·〉d sont
déﬁnis pour (s1, ξ1), (s2, ξ2) ∈ d par
[(s1, ξ1), (s2, ξ2)]d := ([s1, s2] + ad
∗
ξ1
s2 − ad∗ξ2s1, [ξ1, ξ2]0 + ad∗s1ξ2 − ad∗s2ξ1),
〈(s1, ξ1)|(s2, ξ2)〉d := 〈ξ1, s2〉+ 〈ξ2, s1〉 ,
où 〈ξ, [s1, s2]〉 = −
〈
ad∗s1ξ, s2
〉
pour tout ξ ∈ u∗n et s1, s2 ∈ un, et 〈[ξ1, ξ2]0, s〉 =
− 〈ξ2, ad∗ξ1s〉 pour tout ξ1, ξ2 ∈ u∗n et s ∈ un.
Or on a déﬁni dans la preuve du lemme 4.4.4 un isomorphisme entre les algèbres
de Lie t+ et u∗n :
χIm : t+ −→ u∗n
t 7−→ 〈t|·〉Im|un .
On va utiliser dans la suite cette correspondance entre t+ et u∗n. Ainsi, on remarque
que l’algèbre de Lie double d = un×u∗n s’identiﬁe à l’algèbre de Lie glRn(C) = t+⊕un
de la manière suivante :
glRn(C) = t+ ⊕ un −→ d = un × u∗n
t+ s 7−→ (s, 〈t|·〉Im|un).
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On cherche à présent à calculer le crochet de Lie [. , .]d et la forme bilinéaire 〈·|·〉d
obtenue par identiﬁcation de t+ et u∗n.
Calcul de 〈·|·〉d : Soient (s1, ξ1), (s2, ξ2) ∈ d, il existe t1, t2 ∈ t+ tels que ξ1 =
χIm(t1) et ξ2 = χIm(t2). Ainsi, on a
〈(s1, ξ1)|(s2, ξ2)〉d = 〈(s1, χIm(t1))|(s2, χIm(t2))〉d
= 〈t1|s2〉Im + 〈t2|s1〉Im
= 〈t1 + s1|t2 + s2〉Im ,
où on utilise le fait que un et t+ sont isotropes. Ainsi, on identiﬁe (d, 〈·|·〉d) et
(glRn(C), 〈·|·〉Im).
Calcul de [. , .]d : Tout d’abord, on cherche à expliciter le crochet de Lie [. , .]0
sur u∗n. On sait que ce crochet est déﬁni par le fait que (un, [. , .] , [. , .]0) soit une
sous-bigèbre de Lie de (glRn(C), [. , .] , [. , .]r0). Or d’après la proposition 1.4.9 cela
signiﬁe que l’annulateur u◦n de un est un idéal de Lie de (gl
R
n(C)
∗, [. , .]r0). De plus,
l’application surjective de glRn(C)
∗ dans u∗n déﬁnie par ξ 7→ ξ|un a pour noyau u◦n, ce
qui nous permet d’obtenir un isomorphisme entre glRn(C)
∗/u◦n et u
∗
n. On en déduit
alors que [. , .]0 est égal au crochet de Lie [. , .]r0 restreint à u
∗
n.
On rappelle que le crochet de Lie [. , .]r0 est déﬁni pour tout ξ1, ξ2 ∈ glRn(C)∗ et
x ∈ glRn(C) par
〈[ξ1, ξ2]r0 , x〉 := 〈ξ1 ∧ ξ2, adx(r0)〉 .
De plus, si on note r0 =
∑
k pk ⊗ qk la r-matrice associée à R0, on obtient que
R0 = 4
∑
k
〈pk|·〉Imqk = −4
∑
k
〈qk|·〉Impk, (4.27)
où on utilise le fait que R0 est antisymétrique.
Soient (s1, ξ1), (s2, ξ2) ∈ d et cherchons l’élement de glRn(C) correspondant à
l’élement [(s1, ξ1), (s2, ξ2)]d de d par l’identiﬁcation entre d et gl
R
n(C). On a
[(s1, ξ1), (s2, ξ2)]d = ([s1, s2] + ad
∗
ξ1
s2 − ad∗ξ2s1, [ξ1, ξ2]r0 + ad∗s1ξ2 − ad∗s2ξ1)
= (s0, ξ0) ∈ un × u∗n.
D’après l’isomorphisme χIm entre u∗n et t+, il existe t1, t2 ∈ t+ tels que ξ1 = 〈t1|·〉Im
et ξ2 = 〈t2|·〉Im. Cherchons à présent l’élément t0 ∈ t+ associé à ξ0 ∈ u∗n par χIm.
Soit s ∈ un, on a
〈ξ0, s〉 =
〈
[ξ1, ξ2]r0 + ad
∗
s1
ξ2 − ad∗s2ξ1, s
〉
= 〈ξ1 ∧ ξ2, ads(r0)〉 − 〈ξ2, [s1, s]〉+ 〈ξ1, [s2, s]〉
=
〈
ξ1 ∧ ξ2,
∑
k
[s, pk]⊗ qk + pk ⊗ [s, qk]
〉
− 〈t2|[s1, s]〉Im + 〈t1|[s2, s]〉Im
=
∑
k
〈t1|[s, pk]〉Im 〈t2|qk〉Im + 〈t1|pk〉Im 〈t2|[s, qk]〉Im
− 〈t1|qk〉Im 〈t2|[s, pk]〉Im − 〈t1|[s, qk]〉Im 〈t2|pk〉Im
− 〈[t2, s1]|s〉Im + 〈[t1, s2]|s〉Im
=
〈
t1|[s,
∑
k
pk 〈t2|qk〉Im]
〉
Im
+
〈
t2|[s,
∑
k
〈t1|pk〉Im qk]
〉
Im
−
〈
t2|[s,
∑
k
pk 〈t1|qk〉Im]
〉
Im
−
〈
t1|[s,
∑
k
qk 〈t2|pk〉Im]
〉
Im
+ 〈[t1, s2] + [s1, t2]|s〉Im ,
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et d’après l’écriture (4.27) de R0 = T − S et comme t1, t2 ∈ t+, on a R0(ti) =
4
∑
k 〈pk|ti〉Im qk = −4
∑
k 〈qk|ti〉Im pk = ti pour i = 1, 2. Ainsi, on a
〈ξ0, s〉 =
〈
t1|[s,−1
4
t2]
〉
Im
+
〈
t2|[s, 1
4
t1]
〉
Im
−
〈
t2|[s,−1
4
t1]
〉
Im
−
〈
t1|[s, 1
4
t2]
〉
Im
+ 〈[t1, s2] + [s1, t2]|s〉Im
=
〈
−1
2
[t2, t1]|s
〉
Im
+
〈
1
2
[t1, t2]|s
〉
Im
+ 〈[t1, s2] + [s1, t2]|s〉Im
= 〈[t1, t2] + [t1, s2] + [s1, t2]|s〉Im ,
Ainsi, on a t0 = [t1, t2] + T ([t1, s2]) + T ([s1, t2]), où on a pris la projection T sur t+
car s ∈ un et un est isotrope.
On cherche à présent à expliciter s0 = [s1, s2]+ad
∗
ξ1
s2−ad∗ξ2s1 ∈ un. Soit t ∈ t+,
on a
〈t|s0〉Im = 〈t|[s1, s2]〉Im +
〈
t|ad∗ξ1s2
〉
Im −
〈
t|ad∗ξ2s1
〉
Im
= 〈t|[s1, s2]〉Im + 〈[〈t|·〉Im, ξ1]r0 , s2〉 − 〈[〈t|·〉Im, ξ2]r0 , s1〉
= 〈t|[s1, s2]〉Im + 〈〈t|·〉Im ∧ 〈t1|·〉Im, ads2r0〉 − 〈〈t|·〉Im ∧ 〈t2|·〉Im, ads1r0〉
= 〈t|[s1, s2]〉Im
+
∑
k
(〈t|[s2, pk]〉Im 〈t1|qk〉Im + 〈t|pk〉Im 〈t1|[s2, qk]〉Im)− (t↔ t1)
−
∑
k
(〈t|[s1, pk]〉Im 〈t2|qk〉Im − 〈t|pk〉Im 〈t2|[s1, qk]〉Im) + (t↔ t2)
= 〈t|[s1, s2]〉Im
+
〈
t|[s2,−1
4
t1]− 1
4
R0([t1, s2])− 1
4
R0([t1, s2]) + [s2,−1
4
t1]
〉
Im
+
〈
t|[s1, 1
4
t2] +
1
4
R0([t2, s1]) +
1
4
R0([t2, s1]) + [s1,
1
4
t2]
〉
Im
=
〈
t|[s1, s2]− 1
2
[s2, t1]− 1
2
T ([t1, s2]) +
1
2
S([t1, s2])
〉
Im
+
〈
t|1
2
[s1, t2] +
1
2
T ([t2, s1])− 1
2
S([t2, s1])
〉
Im
= 〈t|[s1, s2] + S([t1, s2]) + S([t2, s1])〉Im .
Ainsi, on a s0 = [s1, s2] + S([t1, s2]) + S([t2, s1]) et l’élément de gl
R
n(C) associée à
(s0, ξ0) ∈ d est donné par
s0 + t0 = [s1, s2] + S([t1, s2]) + S([t2, s1]) + [t1, t2] + T ([t1, s2]) + T ([s1, t2])
= [s1, s2] + [t1, s2] + [t2, s1] + [t1, t2]
= [s1 + t1, s2 + t2],
on en déduit que le crochet de Lie [. , .]d sur d s’identiﬁe avec le crochet de Lie [. , .]
sur glRn(C).
On en conclut ﬁnalement que le triplet de Manin associée à la bigèbre de Lie
(un, [. , .] , [. , .]0) est isomorphe au triplet ((gl
R
n(C), [. , .] , 〈·|·〉Im), un, t+).
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En résumé, on a alors le diagramme commutatif suivant :
(un, [. , .] , [. , .]0)
prop 1.4.12,(1) // T0 := ((un × u∗n, [. , .]d , 〈·|·〉d), un, u∗n)OO
u∗n≃t+

(un, [. , .] , [. , .]2run )
par adx(r0−2run )=0
T := ((glRn(C), [. , .] , 〈·|·〉Im), un, t+)
prop 1.4.12,(2)
oo
(4.28)
Le fait que l’on ait un isomorphisme au niveau des triplets de Manin et une égalité
au niveau des bigèbres de Lie vient de la nature même de l’isomorphisme. En eﬀet,
l’isomorphisme entre T et T0 consiste à prendre l’identité sur un et à identiﬁer u∗n
et t+. Si on restreint cet isomorphisme aux bigèbres de Lie sur un, il reste donc
seulement l’identité. Ce resultat sur les triplets de Manin est donc cohérent avec la
proposition 4.4.3.
D’autre part, le lemme 4.4.4 peut se prouver sans calcul de r-matrice, mais
en utilisant le lien entre la r-matrice run et la R-matrice R
′ =
√−1(P+ − P−)
restreinte à un par rapport à la forme bilinéaire 〈·|·〉Re. En eﬀet, on a déjà vu que
cette construction conduit à la même r-matrice qu’en prenant R = P+ − P− et la
forme bilinéaire 〈·|·〉Im.
Démonstration. (deuxième preuve du lemme 4.4.4)
La première partie de la preuve est identique à celle de la preuve précédente du
lemme 4.4.4. Ainsi on considère l’isomorphisme χIm et la bigèbre de Lie, associée
au triplet, notée (un, [. , .] , [. , .]u∗n) où [. , .]u∗n := (χ
−1
Im)∗([. , .]). On montre à présent
d’une autre manière que [. , .]u∗n = [. , .]2run .
– Montrons que l’application
χRe : un −→ u∗n
s 7−→ 〈s|·〉Re|un
est un isomorphisme d’algèbres de Lie entre (un, [. , .]2R′|un ) et (u
∗
n, [. , .]2run ).
En eﬀet, comme l’application de glRn(C) dans son dual déﬁnie par x 7→ 〈x|·〉Re
est un isomorphisme et que un⊕u⊥n = glRn(C) où u⊥n est l’orthogonal de un par
rapport à la forme bilinéaire 〈·|·〉Re, on montre que χRe est un isomorphisme.
De plus, comme (u∗n, [. , .]2run ) est une algèbre de Lie et que run est la r-
matrice associée à la R-matrice R′|un par la forme bilinéaire 〈·|·〉Re, on en
déduit que χRe est un isomorphisme d’algèbres de Lie entre (un, [. , .]2R′|un )
et (u∗n, [. , .]2run ).
– L’application
Ψ : t+ −→ un
t 7−→ −
√−1
2 (t+
tt)
(4.29)
est un isomorphisme. En eﬀet, cela s’obtient en composant les applications
χIm et χ−1Re :
Ψ : t+ −→ u∗n −→ un
t 7−→ χIm(t) = χRe
(
−
√−1
2 (t+
tt)
)
7−→ −
√−1
2 (t+
tt).
De plus, pour tout t1, t2 ∈ t+ on a
Ψ([t1, t2]) = [Ψ(t1),Ψ(t2)]2R′|un . (4.30)
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En eﬀet, d’une part, on a
Ψ([t1, t2]) = Ψ(t1t2 − t2t1)
= −
√−1
2
(t1t2 − t2t1 + tt1t2 − tt2t1)
= −
√−1
2
([t1, t2]− [tt1, tt1]).
D’autre part, on a
[Ψ(t1),Ψ(t2)]2R′|un =
1
2
([2R′|unΨ(t1),Ψ(t2)] + [Ψ(t1), 2R′|unΨ(t2)])
=
√−1[(P+ − P−)(−
√−1
2
(t1 +
tt1)),−
√−1
2
(t2 +
tt2)]
+
√−1[−
√−1
2
(t1 +
tt1), (P+ − P−)(−
√−1
2
(t2 +
tt2))]
= −
√−1
4
[(t1)+ + (
tt1)+ − (t1)− − (tt1)−, t2 + tt2]
−
√−1
4
[t1 +
tt1, (t2)+ + (
tt2)+ − (t2)− − (tt2)−]
or, pour t ∈ t+, on a t− = 0, t+ = t− t0, (tt)+ = t(t−) = 0 et (tt)− = t(t+) =
tt− t0. On en déduit que
[Ψ(t1),Ψ(t2)]2R′|un = −
√−1
4
[t1 − tt1, t2 + tt2]−
√−1
4
[t1 +
tt1, t2 − tt2]
= −
√−1
2
([t1, t2]− [tt1, tt1])
= Ψ([t1, t2]).
On a ainsi montré que Ψ est un isomorphisme d’algèbres de Lie entre (t+, [. , .]) et
(un, [. , .]2R′|un ), que χRe est un isomorphisme d’algèbres de Lie entre (un, [. , .]2R′|un )
et (u∗n, [. , .]2run ). Alors, comme χIm = χRe◦Ψ, on peut à présent calculer le crochet
de Lie [. , .]u∗n .
Soient ξ1, ξ2 ∈ u∗n, alors il existe t1, t2 ∈ t+ tels que ξ1 = χIm(t1) et ξ2 = χIm(t2).
On a alors
[ξ1, ξ2]u∗n = (χ
−1
Im)∗ ([ξ1, ξ2])
= χIm
(
[χ−1Im(ξ1), χ
−1
Im(ξ2)]
)
= χIm ([t1, t2])
= χRe ◦Ψ([t1, t2]) = χRe
(
[Ψ(t1),Ψ(t2)]2R′|un
)
= [χRe ◦Ψ(t1), χRe ◦Ψ(t2)]2run
= [ξ1, ξ2]2run .
Ainsi, (un, [. , .] , [. , .]2run ) est la bigèbre de Lie associée au triplet de Manin T .
4.4.3 Application à l’équation de Lax du réseau de Schur
modifié
On rappelle que Hαn est une sous-variété de Poisson de (Un, πUn). Or la propo-
sition 4.4.3 implique que (Un, πUn) = (Un, (
1
2π0)|Un), ainsi, puisque (Un, ( 12π0)|Un)
est un sous-groupe de Lie-Poisson de (GLRn(C),
1
2π0) (cf. proposition 4.4.2), on en
déduit que Hαn est elle-même une sous-variété de Poisson de (GLRn(C), 12π0).
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Comme x 7→ 2 ImTracex est un hamiltonien du réseau de Schur modiﬁé surHαn ,
on peut alors retrouver l’équation de Lax du réseau de Schur modiﬁé directement en
explicitant l’équation de Lax associée au champ hamiltonien de x 7→ 2 ImTracex
surHαn vue comme sous-variété de Poisson deGLRn(C) muni de la nouvelle structure
de Poisson 12π0.
Proposition 4.4.6. Le réseau de Schur modifié est donné par l’équation de Lax :
H˙ = −1
4
[H,R0(2H)] = [H,S(H)], (4.31)
où H ∈ Hαn.
Démonstration. On considère l’hamiltonien x 7→ 2 ImTracex sur Hαn du réseau de
Schur modiﬁé (cf. proposition 4.3.2).
On rappelle que (GLRn(C),
1
2 (
←−r 0 − −→r 0)) est une sous-variété de Poisson de
(glRn(C),
1
2 {. , .}0), où {. , .}0 est la structure de Poisson quadratique par rapport
à la forme bilinéaire 〈·|·〉Im et la R-matrice R0 = T − S. Ainsi, le champ hamilto-
nien d’une fonction Ad-invariante F sur (glRn(C),
1
2 {. , .}0), restreinte à GLRn(C) est
donnée par l’équation de Lax
x˙ = −1
4
[x,R0(x∇xF )],
où x ∈ GLRn(C).
En particulier, comme le gradient de x 7→ 2 ImTracex pour 〈·|·〉Im est égal à 2,
on obtient que le champ hamiltonien de x 7→ 2 ImTracex sur GLRn(C) est donné
par l’équation de Lax suivante
x˙ = −1
4
[x,R0(2x)] =
1
2
[x, S(x)− T (x)] = 1
2
[x, 2S(x)− x] = [x, S(x)].
On restreint ensuite cette équation de Lax à Hαn (puisque Hαn est une sous-variété
de Poisson de GLRn(C)). On conclut ainsi que le réseau de Schur modiﬁé est donné
par l’équation de Lax
H˙ = −1
4
[H,R0(2H)] = [H,S(H)],
où H ∈ Hαn .
4.5 L’intégrabilité du réseau de Schur modifié
On montre à présent que le réseau de Schur modiﬁé est intégrable (au sens de
Liouville, déﬁnition 3.4.3) en construisant une famille de fonctions adaptée.
La variété de Poisson réelle (Hαn , {. , .}Hαn ) est de dimension 2n − 1 et de rang
2(n− 1). On considère la famille de n fonctions Hα
R
= (Tα2k−1)16k6n sur Hαn , où
Tα2k−1 : Hαn −→ R
H 7−→ 22k−1 ImTraceH2k−1.
(4.32)
On rappelle que T = Tα1 est l’hamiltonien du réseau de Schur modiﬁé sur la variété
de Poisson réelle (Hαn , {. , .}Hαn ).
Lemme 4.5.1. La famille de fonctions Hα
R
:= (Tα2k−1)16k6n sur (Hαn , {. , .}Hαn ) est
involutive.
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Démonstration. Comme les fonctions deGLn(C) dans C données par (x 7→ Tracexk)k∈Z∗
sont en involution pour la structure de Poisson complexe {. , .}
C
sur GLn(C) (cf. la
preuve de la proposition 3.4.4 que l’on étend à k < 0), on en déduit, comme dans
la preuve de la proposition 3.4.5, que les fonctions de GLRn(C) dans R données par
(x 7→ ImTracexk)k∈Z∗ sont en involution pour la structure de Poisson réelle {. , .}R
sur GLRn(C).
De plus, Un est une sous-variété de Poisson-Dirac de (GL
R
n(C), {. , .}R) comme
Un est l’ensemble des points ﬁxes de l’involution de Poisson τ (cf. lemme 4.2.1). On
obtient les relations suivantes entre champs hamiltoniens (cf. proposition 1.5.7) :
XUnImTrace xk = X
GL
R
n(C)
1
2 (ImTrace xk+τ∗(ImTrace xk))
= XGLRn(C)1
2 (ImTrace xk−ImTrace x−k))
.
Ainsi, le fait que les fonctions deGLRn(C) dans R données par (x 7→ ImTracexk)k∈Z
soient en involution pour {. , .}
R
implique que les fonctions de Un dans R données
par (x 7→ ImTracexk)k∈N sont en involution pour la structure de Poisson {. , .}Un .
Enﬁn, comme (Hαn , {. , .}Hαn ) est une sous-variété de Poisson de (Un, {. , .}Un),
on en déduit que la famille de fonctions Hα
R
est en involution pour la structure de
Poisson {. , .}Hαn .
On cherche à présent à montrer l’indépendance de la famille Hα
R
. Pour cela, on
va considérer la sous-variété DHαn de Hαn déﬁnie par
DHαn :={H ∈ Hαn | βk = 0, 1 6 k 6 n− 1}
={H ∈ Hαn | |αk| = 1, 1 6 k 6 n− 1}.
Les éléments de DHαn sont les matrices diagonales suivantes
H(α, 0) =
−α0α1
−α1α2
−αn−1αn



 (0)
(0)
, (4.33)
puis, comme α0 = 1 et |αk| = 1, pour tout 1 6 k 6 n, on obtient que DHαn est
l’ensemble des matrices diagonales de taille n dont les termes diagonaux sont de
module 1.
Lemme 4.5.2. La famille de fonctions Hα
R
:= (Tα2k−1)16k6n est indépendante.
Démonstration. On se place sur la sous-variété DHαn de Hαn . On note encore Tα2k−1
la fonction Tα2k−1 restreinte à DHαn .
On pose D = diag(d1, . . . , dn) ∈ DHαn et di = λi+
√−1µi où λi, µi ∈ R satisfont
λ2i + µ
2
i = 1. Pour tout 1 6 i, k 6 n, on a
Imd2k−1i = Im(λi +
√−1µi)2k−1
= Im
2k−1∑
m=0
(
2k − 1
m
)
λ2k−1−mi (
√−1µi)m
=
k∑
p=1
(
2k − 1
2p− 1
)
(−1)pλ2k−2pi µ2p−1i
=
k∑
p=1
(
2k − 1
2p− 1
)
(−1)p(1− µ2i )k−pµ2p−1i
= (−1)k22k−2µ2k−1i + P2k−1(µi),
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où P2k−1 est un polynôme impair à coeﬃcients réels de degré inférieur à 2k − 3.
On note c2k−1 la constante (−1)k22k−2. Alors pour tout 1 6 k 6 n, on obtient :
ImTraceD2k−1 =
n∑
i=1
Im(d2k−1i )
= c2k−1
n∑
i=1
µ2k−1i +
n∑
i=1
P2k−1(µi).
(4.34)
On rappelle que les polynômes symétriques somme des puissances (impaires) sont
déﬁnis, pour k > 1, par
p2k−1(µ1, . . . , µn) :=
n∑
i=1
µ2k−1i . (4.35)
On considère alors l’application P = (p1, p3, p5, . . . , p2n−1) de [−1, 1]n dans Rn.
Alors le jacobien Jµ = det
(
∂p2i−1
∂µj
)
16i,j6n
de P en µ = (µ1, µ2, . . . , µn) est égal à
Jµ = det
1 1 1
3µ21 3µ
2
2 3µ
2
n
5µ41 5µ
4
2 5µ
4
n
(2n− 1)µ2n−21 (2n− 1)µ2n−22 (2n− 1)µ2n−2n




=
n∏
k=1
(2k − 1)×Vandermonde(µ21, µ22, . . . , µ2n)
=
n∏
k=1
(2k − 1)×
∏
16i<j6n
(µ2j − µ2i ).
Ainsi, dµP est de rang n si et seulement si µ ∈ U , où
U := {µ ∈ [−1, 1]n | µi 6= µj , ∀1 6 i, j 6 n},
est un ouvert dense de [−1, 1]n. On en conclut que P est une famille indépendante.
De plus, les polynômes P2k−1, pour 1 6 k 6 n, sont impairs à coeﬃcients réels
de degré inférieur à 2k − 3 et ∑ni=1 P2k−1(µi) est donc un polynôme symétrique
qui s’exprime comme une combinaison linéaire des polynômes p1, p3, . . . , p2k−3 par
l’équation (4.34). On en déduit que pour 1 6 k 6 n, la fonction Tα2k−1 sur DHαn
est une combinaision linéaire des fonctions p1, p3, . . . , p2k−1. L’indépendance de la
famille P sur [−1, 1]n implique alors celle de la famille (Tα2k−1)16k6n sur DHαn .
Finalement, puisque les fonctions (Tα2k−1)16k6n sont indépendantes sur une sous-
variété de Hαn , on en déduit l’indépendance sur Hαn .
On déduit du lemme 4.5.1 et du lemme 4.5.2 le résultat suivant :
Proposition 4.5.3. Le triplet (Hαn , {. , .}Hαn ,H
α
R
) est un système intégrable réel de
dimension d = 2n− 1 et de rang 2r = 2(n− 1), où Hα
R
= (Tα2k−1)16k6n.
4.6 Le réseau de Schur
Dans leur article On Schur flows [FG99], Faybusovich et Gekhtman étudient le
réseau de Schur déﬁni par
α˙k = (1− α2k)(αk+1 − αk−1), (4.36)
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où pour tout k = 1 . . . n− 1, αk ∈ R, α0 = 1 et αn = 1 ou −1.
Ils donnent deux structures de Poisson pour lesquelles le réseau de Schur est
hamiltonien :
– {αi, αi+1}ℓ = −(1−α2i )(1−α2i+1), pour laquelle la fonctionHℓ :=
n−1∑
i=0
ln(1+αi)
est un hamiltonien du système,
– {αi, αj}nℓ = −(1−αi)(1−αj)
j−1∏
k=i+1
1− αk
1 + αk
, où i < j, pour laquelle la fonction
Hnℓ :=
n∑
i=0
αiαi−1 est un hamiltonien du système.
Ils donnent également l’équation de Lax suivante pour ce système :
U˙ = [P+(U + U
−1), U ], (4.37)
où U est la matrice
U :=
−α0α1 −α0β21α2 −α0β21 . . . β2n−1αn
1 −α1α2
1
1 −αn−1αn




(0)
, (4.38)
où pour tout k = 1 . . . n− 1, on a β2k = 1− α2k.
On va à présent utiliser les résultats obtenus sur le réseau de Schur modiﬁé pour
retrouver cette équation de Lax. On rappelle que le réseau de Schur modiﬁé est
déﬁni par
α˙k = (1− |αk|2)(αk+1 − αk−1), (4.39)
où pour tout k = 1 . . . n− 1, αk ∈ C, α0 = 1 et |αn| = 1. De plus l’équation de Lax
H˙ = [H,S(H)], (4.40)
correspond au réseau de Schur modiﬁé, avec H ∈ Hαn de la forme
H :=
−α0α1 −α0β1α2 −α0β1β2α3 −α0β1 . . . βn−1αn
β1 −α1α2 −α1β2α3 −α1β2 . . . βn−1αn
−αn−2βn−1αn
βn−1 −αn−1αn



 (0)
, (4.41)
et avec
S(H) =
1
2 (−α0α1 − (−α0α1)) −β1
β1
−βn−1
βn−1 12 (−αn−1αn − (−αn−1αn))




(0)
(0)
.
On remarque alors que l’on peut se restreindre à l’ensemble {αk ∈ R, k = 0 . . . n}
(i.e. αk = αk). On note HR la matrice obtenue à partir de H ∈ Hαn par restriction
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et on a alors U = η−1HRη, où η est la matrice diagonale η := diag(η1, . . . , ηn) avec
ηk+1
ηk
= βk. De plus, la restriction de S(H) est
S(H)R :=
0 −β1
β1
−βn−1
βn−1 0




(0)
(0)
,
ou encore S(H)R = P−(HR)− P+(H−1R ).
On constate également que le réseau de Schur modiﬁé devient le réseau de Schur
(réel). Par contre comme on ne se restreint pas à une sous-variété de Poisson, il n’y
a plus de structure de Poisson sur les matrices HR, mais de toute façon la restriction
de l’hamiltonien T du réseau de Schur modiﬁé s’annule.
Cependant l’équation de Lax H˙ = [H,S(H)] du réseau de Schur modiﬁé donne
par restriction l’équation de Lax
H˙R = [HR, S(H)R]
correspondant au réseau de Schur. On vériﬁe alors que cette équation de Lax est la
même que celle de l’article On Schur flows [FG99] à conjugaison près.
En eﬀet, comme U = η−1HRη, on a
U˙ = −η−1η˙η−1HRη + η−1H˙Rη + η−1HRη˙
= −η−1η˙U + η−1[HR, S(H)R]η + Uη−1η˙
= [U, η−1η˙] + [U, η−1(P−(HR)− P+(H−1R ))η]
= [U, η−1η˙ + P−(U)− P+(U−1)],
or, de la même façon que dans le lemme 3.3.9, en utilisant le fait que (η−1η˙)k+1,k+1−
(η−1η˙)k,k = Uk+1,k+1 − Uk,k, on en déduit que [U, η−1η˙] = [U,P0(U)]. Ainsi, on a
U˙ = [U,P0(U) + P−(U)− P+(U−1)]
= [U,U − P+(U)− P+(U−1)]
= [P+(U + U
−1), U ],
et on retrouve l’équation de Lax du réseau de Schur donnée par Faybusovich et
Gekhtman [FG99].
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