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1. Let L be a linear differential operator of order n defined by 
Ly sp,y(n) +p,-,y(“-l) + *** + POY, 
where the complex-valued functionsp, , k = 0, I,..., n are either defined and 
continuous on an interval R = (a, b) of the real line, or else are analytic 
functions which are regular in a region R of the complex plane. If p, f 0 in 
the domain of definition, then the operator L is said to be a regular operator. 
The differential equation 
Ly = p,y(n) + p,-ly(n-l) + *** + pay = 0 U-1) 
is said to be disconjugate in R if no nontrivial solution of (1.1) has more 
than n - 1 zeros (where the zeros are counted with their multiplicities) in R. 
The equation (1 .I) is said to be disconjugate in the sense of Reid [13] in R 
if n = 2m and if no nontrivial solution of (1.1) has two zeros of order m in R. 
We remark that for second-order differential equations the concepts of 
disconjugacy and disconjugacy in the sense of Reid are equivalent. It was 
shown by Leighton and Nehari [6] that these two concepts of disconjugacy 
are equivalent also for the fourth-order differential equation 
(ry”)” - py = 0, r,P >o, r E C”, p E c. 
The basic results concerning the zeros of solutions of second-order dif- 
ferential equations with analytic coefficients were obtained by Nehari [g] 
(see also Hille [3]), who proved the following statement: 
THEOREM. In order that the differential equation y” + py = 0 be discon- 
jugate in 1 z 1 < 1, it is necessary that 
3 
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and su#icient hat 
In a recent paper, Hadass [2] established that the fourth-order equation 
y(rr’) + py = 0 is disconjugate in the sense of Reid in 1 z 1 < 1 if 
and conjectured that the sixth-order equation y’“) + py = 0 is disconjugate 
in the sense of Reid in 1 x ( < 1 if 
More recently, Lavie [5] obtained the following theorem for differential 
equations of arbitrary even order: 
THEOREM. The diSferentia1 equation y(2m) + py = 0, where the function p 
is analytic in 1 z 1 < 1, is disconjugate in the sense of Reid if 
where B(2) = 1, B(4) = 9, 
B(2m) = 9 n (4k - 3), m = 3, 4,... 
k=3 
1, The following theorem improves Lavie’s result (1.2) and confirms the 
conjecture made by Hadass [2] with regard to the sixth-order differential 
equation yCwl + py = 0. 
THEOREM 2.1. The diSferentia1 equation 
y(21a) +py = 0, (2-l) 
where the complex-valued function p is analytic in the unit disk 
D = {z : / z I < 11, is disconjugate inthe sense of Reid in D if 
n-1 
We require some preliminary results for the proof of Theorem 2.1. The 
following lemma is easily confirmed by induction. 
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LEMMA 2.1. Lety be an analyticfunction fz and z = K(w - a)/( 1 - isw), 
where K and a are complex constants. Dejke 
where c is a constant. Then we have 
P =exp (-c/&dw) [go(- l),-i (:)$I(~ + 1 -i-j) 
p-6 
x (1 - aw)+-i 
EW - I Q 12)l’y”,] , 
(1 - Gw)~” (2.2) 
Since all but the last erm of (2.2) contain the factor c - (n - I), the follow- 
ing statement is easily verified. 
COROLLARY 2.1. Let y be a solution of the da&rential equation 
yen) + py = 0, and defke 
Y,Jw) = exp [- (n - 1) I& dw] y ( q(wiz) ) . 
Then 
y2lw + [ 
K(1 - I a 1”) R 
(1 _ zw)2 1 q(w) y&4 = 09 
where 
PROOF OF THEOREM 2.1. Assume the contrary, i.e., suppose that the 
differential equation (2.1) has a nontrivial solution y with two zeros z = a, 
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and z = a2 of order n in D. Choose the constants Kand a, 1 K ( = 1, / n 1 < 1, 
such that the transformation 
K(w -- u) 
X=mw- 
carries 2; = al and z = us onto zu = - p and w = + p, 1 p / < 1, respect- 
ively. We may assume that - p and + p are on the real axis. Put 
Y(w) = exp [ - (2n - 1) / & dw] y ( k;cwii) ) , (2.3) 
then the function Y satisfies the differential equation 
y(2n) + 
[ 
KU - I a I"> 
(1 - aw)" I 
znpy = () 
by Corollary 2.1. In other words, the function defined by (2.3) is a nontrivial 
solution of (2.4) with two zeros w = - p and w = + p of order n on the real 
axis. Multiplying (2.4) through by Y and integrating the first erm in the 
resulting expression by parts 7~ times from w = - p to w = + p along the 
real axis, we get 
If we put Y(w) = U(S, t) + k(s, t), w h ere w = s + it, in the above equation, 
we obtain 
sn 
] q(u2 + v”) dw 1 = !“;I [(g,” + (=,‘I ds. (2.5) 
The next step is to show that 
Since the transformation x = K(w - a)/(1 - aw) can be built up from two 
rotations and a transformation z = [w - b]/[l - bw], where b is real, it is 
sufficient o establish (2.6) for th ese two types of transformations. For 
z-Kw, IKI =I, 
n-1 n-1 
fl (2k + II2 n (2k + 1J2 
I K 12n I PWW) I G (;-I 1 Kw (2)2% = F;” , w ,2)2n ’ 
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which proves (2.6) for this particular case. For z = (w - b)/(l - bw), where 
b is real, 
n-1 1 -b* 2n 
= n (2k + 1)2 ______-- 
k=O 1 1 - bw I2 - / w -- b j2 
n-1 
_ Foo(2k + 1J2 
- (l--lw/2)21L * 
This completes the proof of (2.6). 
On substituting (2.6) in (2.54, we obtain 
< 10; (2k + 1j2 p2n jl: zsv$ ds. 
However, this conflicts with a result (Theorem 3.3 with a = - 1, b = + 1, 
and px for x) to be proved in Section 3, according to which 
E (2k + 1)” p2n 1:: t;2ys;;2n ds < ,;I [(s,” + (%)‘I ds 
k=O 
if u, v E C”[- p, p] and u and v both have zeros of order n at - p and + p. 
This contradiction proves the theorem. 
Sufficient conditions of a different ype can be obtained by means of the 
following results [7], [9]: If the function p is analytic in the unit 
disk D = {z : 1 z 1 < I}, z=s+it,and/z’]<l,then 
I PC4 I G 
ii ,z,<l I~(41 dsdt -_ 
?r(l - ) z’ I”)” (2.7) 
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I P(Z’) IG TT(l _ / 2I 12) * (2.8) 
THEOREM 2.2. If the function p is analytic in the unit disk D, and 
where z = s + it, then no solution of the equation yfzn) fpy = 0 kus two 
zeros of order n in D. 
PROOF. Because of (2.7) we see that 
n-1 
Therefore, the equation y (2n) + py = 0 is disconjugate in the sense of Reid 
in D by Theorem 2.1. 
Similar arguments show that the following three conditions are likewise 
sufficient to exclude a solution of y c2~) + py = 0 with two nth order zeros 
in the unit disk D: 
(A) ff 
/Z/<l 
[ p(z) jlln ds dt < T h1(2k + l)‘]lin, 
[ 
p#O in D, 
k=O 
w 
s 
r 1 p(ei”) / d+ < 27r *z (2k + 1)2, 
k=O 
m 
2% 1/n s 1 P(e? I1ln d$ < 2~ o 1 , p # 0 in D. 
Our next result refers to the third-order differential equationy” + py = 0. 
THEOREM 2.3. If the function p is analytic and 
3 
in the unit disk D, then no solution of the system 
y#’ + py = 0, Y(O) = 0 
has a double zero in the deleted unit disk D, = (x : 0 < 1 z 1 < 1). 
(2.9) 
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The proof of this theorem uses the following lemma. 
LEMMA 2.2. If the function u f 0 is dQj%rentiable on the interval [0, a] and 
u(O) = u(a) = 0, then 
a2 a 
-I 
u2 
4 0 x2(a - x)2 
dx < 
I 
%dx. 
0 
Indeed, we have 
d 
a 
= 
u,2 + (x-$j2uu’ +b -;j”uz clx 
0 x(a - x) x2(a- I 
-1 
a a2 a 
d2 dx - - 
i 
U2 
- 
4 0 
dx, 
0 x2(a - x)” 
the last step following from an integration by parts. 
Suppose now there exists a solution y of (2.9) with y(a) -= y’(d) = 0, 
0 < 1 a” / < 1. Choose a constant K, 1 K / = 1, such that Ka is positive, and 
set Y(w) = y(w/K) and q(w) = KFp(w/K). Then the function Y satisfies 
the differential system 
Y” + QY = 0, 
Y(0) = Y(a) = Y’(a) = 0, (2.10) 
where a = Ka, and we have 
1 Q(W) 1 < 
3 
8 1 w I3 (1 - ( w I)2 ’ 
WED. 
Multiplying (2.10) through by Fw and integrating the first erm by parts 
from w = 0 to w = a along the real axis, we obtain 
I 
a Y”‘Fw dw = Y”Fw a Y”(B’w + y) dw 
0 0 
=- Y’(P’w + 7) 1’ + Ja Y’(pw + 2Y’) dw 
0 0 
= 2 j-i 1 Y’ I2 dw + Yfr”w 1’ - j-1 Y(P”‘w $- p”) dw 
0 
=2j-a\Y’12dw-j-aYy”wdw--aYy”dw 
0 0 0 
= 3 Ia ) Y’ j2 dw - j-’ Yy”‘w dw, 
0 0 
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i.e., 
2 Re 
Therefore, from (2.10), we get 
-g ja Re(wp) 1 Y I2 dw = [’ / Y’ 2 dw. 
0 ‘0 
On the other hand, 
(2.11) 
1% ja Re(wq) I Y I2 dw / < % ja Iwq I I Y I2 dw 
0 0 
<$ 
“a 
J 
I Y12 
0 lw12(1 -14)2dw 
where w = s + it and Y(w) = z1(s, t) + iv(s, t). Furthermore, by Lemma2.2, 
a2 
-cl s 
a u2 + 73 ds < 
s2(a - s)~ 
j,” [(g,’ + ($,“1 ds = j; I Y’ I2 dw. 
Combining the above two inequalities, we arrive at 
/ s j; Re(wq) 1 Y 1% dw / < j: 1 Y’ 12 dw, 
contrary to (2.11). This contradiction proves the theorem. 
We shall close this section with a theorem which may be used to construct 
zero-free regions of solutions of the differential equation yen) + py = 0. 
THEOREM 2.4. Consider the deferential system 
y(n) +py =o 
y(a,) =y(az) = *** =y(a,) = 0, (2.12) 
where the functionp is analytic in a region R, ak = a, + pkeib E R, k = 1,2,..., n 
andO=p,<p,,(**.<p,. Dejine 
e?+, + pei6) = I%(P) + iPi( 
where p, and pi are real; 
Pr =s ; I P, I 4 and qi = j” I pi I 4. 0 
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If the differential system (2.12) has a nontrivial solution y, then 
P%& + 4i) > 1. 
PROOF. On the line segment L = {x : z = a, + pei*, 0 < p < p,}, the 
equation in (2.12) becomes 
J-f$ + eniOp(ul + peid) Y = 0, (2.13) 
where Y(p) = y(a, + p&4). Substitute Y(p) = u(p) + k(p), where u and v 
are real, in (2.13) to obtain 
U(“) + p,U - PiV = 0, 
Vfn’ + PiU + PyV = 0, 
(2.14) 
which, in turn, yield 
eu’ = Pw, (2.15) 
where w = (wr , wa ,..., wa,J, w1 = u, wa = u’,..., w = zP+l), wn+r = v, 
W nf2 = VI,..., Wzn = v (+l), and 
r 0 10 
0 0 1 
. . . . . . . . . . . . . . 
-P, 0 Pi tnth row 
. . . . . . . . . . . . . . 
0 0 0 
(n + 1)th column 
The real functions u and v both vanish at the points corresponding to the 
zeros of y. Hence, u and v both have n zeros on the interval [0, ~~1, and it 
follows by a repeated application of Rolle’s theorem that each of the functions 
Wk (k = 1, 2,..., 2~2) has at least one zero on [0, pn]. Hence, by a result of 
Nehari [IO], the equation 
1 -A pn 0 *** 0 
lo--hp,*** . . . 0 
nth row + 
I O 9T --h 4i 
0 
0 0 0 
4i O O 
---A 
4r 
-‘h” 
=: 0 (2.16) 
t 
(n + 1)th column 
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has a root A > 1. It is easily confirmed that the determinant in (2.16) has the 
value 
P” - 2qrp;-5Y - (pi2 - qr2) p?-2. 
Therefore, the roots of the Eq. (2.16) are given by 
he = qrp;-1 f [q72pfy-2 + (qi2 - qr2) pp-211’2 
and thus, 
= P3l, + Qih 
as asserted. 
PY(% + Pi) > 1 
The following result is an immediate consequence of Theorem 2.4. 
COROLLARY 2.2. Suppose the function p is analytic in a regin R. If the 
disferential system 
yen, +py = 0, 
Y(a) =Y'(a) = . . . =ycn-2'(a) =(), acR 
has a nontrivial solution y, then the function y is zero-free on the line segment L : 
z = a + pet*, 0 < p < K, if Kn-l(q, + qi) < 1, where qr and qi are dejned 
as in Theorem 2.4. 
3. The principal result of this section is the inequality stated in Theorem 
3.3, which was used in the proof of Theorem 2.1. 
As a first step towards the proof of Theorem 3.3, we determine the range 
of the values of the constant A for which the equation 
Y 
(0) _ 
(a - x)$(b - x)“y = O, a < 6, 
is disconjugate in the interval (a, 6). 
Consider the function 
Y = (a - x>n-1-C(b - x)“, 
where c is a constant. Evidently, we have 
Y (*I = to (J [(a - x)+-c](n-k) [(b _ X)c](k) 
= If (3 [iiktn - c -_i)] [fi (C + 1 -j)] 
k-0 3=1 34 
(3.1) 
X (- 1)” (a - x)k-l-c (b - ~)c-~, 
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with the convention 
0 0 
n (n - c -j) = n (c + 1 -j) = 1. 
i-1 5-l 
The second product in the square brackets can be put into the form of the 
first by substituting j = n + 1 - i: 
fJ(c+l-i)= n + i) = (- l)-” (n - c - 2). 
i-n-k+1 i-n-k+1 
Therefore, the function y cn) takes the following form: 
Yen) = fi (n -j - c) to (- l)n-k (3 (a - @-r--c (b - x)c-k 
x 
[ 
k$o (3 (- 1)+-K (a - x)” (b - x)n-k] 
Hence, if the constant c is chosen such that 
(u-b)nfi(n-j-c)=A, (3.2) 
then the function 
y=(a-x)A--p-x)C 
is a solution of Eq. (3.1). Therefore, we can construct n linearly independent 
solutions of the differential equation (3.1) if Eq. (3.2) has n distinct roots. 
We remark that the differential equation (3.1) can be reduced to a differential 
equation with constant coefficients by suitable transformations [4]. 
The following lemma concerning some properties of the polynomial in 
(3.2) is required to determine when Eq. (3.2) has 12 distinct roots. Since the 
range of the values of the constant A for which Eq. (3.2) has it distinct roots 
differs according as the order n is even or odd, we shall discuss these cases 
separately. 
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LEMMA 3.1. Let b, , b, ,..., b2m-1, b, < b, < .** < berneI, be the extrema 
of the polynomial 
2m-1 
If we set 
PZWl = l-J (x -- j). 
j-0 
Q2&> = p,, (x + 2m; l ) , 
then the polynomial Qzln is an even junction, i.e., x = (2m - I)/2 (= b,) is an 
extremum of PLm. , and 
Qzm(0) = P&b,) = (- lfff (%p,“. 
k=O 
Furthermore, we have 
I QmO) I = I Pzdm) I = i= 1 pfinzm-, iIf’zvdbi) I>- ,, , 
PROOF. By definition, 
Qzm(x) = P&x + b,) = ‘5’ (x + v -i) = ;g [x2 - (vj”] * 
Therefore, the polynomial Qzm is an even function and 
O,,(O) = P&+,J = (- l)‘+j (?I’. 
The extrema di = bi - (2m - 1)/2, i = 1, 2,..., 2m - 1, of Qzm satisfy 
the following inequalities: 
2m + 1 
i-----<d,ci-v, 
2 
i=l,2 ,..., 2m-1. 
Consider the values of Q21n at the mid-points of the intervals (i - (2m + 1)/2, 
i - (2m - 1)/2), i.e., Q&i - m), i = 1, 2 ,..., 2m - 1. We assert that 
I Qzm(O> I< I Q2d> I < *** < I Q2,& - 1) I . (3.3) 
This follows from the identity 
I Q& + 1) I = I Q2&) I 1;; t ;z ; : ( 
because 
2k+2m+l 
2k-2m+l >I’ 
k = 0, l,..., m - 2. 
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Since Qzm is even, we conclude from (3.3) that 
I Q,mP) I = I ~&m) I = i=l,y~2m-1 iI Sandi - 4 I> 
= 
i=l,*,...,**-1 ‘I P2m(bi) I' min 
because 
I Q2nG - 4 I < I QzmW I = I ~2,,#4 I 3 i = 1, 2 ,..., 2m - 1, 
and 
I QzmP> I = I Qzm(&) I = I ~2mhJ I . 
THEOREM 3.1. The d$erential equation 
y(2m) -(- I)"-- 
(a 
a < b, (3.4) 
is disconjugate in the interval (a, b) if the polynomial equation 
(b - a)2m n (2m -j-zu)-(-l)mA=O 
j=l 
has at least 2m - 1 distinct real roots, 
PROOF. Put 
a+b x=t+- 
2 
and Y(t) =y [t + q’] , 
then Eq. (3.4) becomes 
yc2nz1 -(- l)rn 
(c + t)2-4c - t)2rn y = O, 
(3.5) 
(34 
where c = (b - a)/2. If (3.5) has 2m - 1 distinct real roots 
w = a, , a2 ,..., a2m-1 , then 
yi = (c + ty-1-i (c - Q”‘, i = 1, 2 ,..., 2m - 1, 
are 2m - 1 linearly independent solutions of (3.6). Define the Wronskians 
W, , p = 1, 2 ,..., 2m - 1, by 
Wl = Yl , w2=j; ;I?..., 
, y1 y; . . . y(2m-2) 
' Y2 Y;: *-a 
Wzm-1 = ) 
y~2m-2) 
I Yzmel Y& 1:: Y&;2) * 
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We assert that W, f 0 in the interval (- c, c), p = 1,2 ,..., 2m - I. By 
definition, 
w, = j [(c + qzm-- (c - t)“‘](s-‘) I;,s=l , p = 1, 2 ,..., 2m - 1, 
Zm-UT---j) 111 fita,+ 1 -j) j=l 1 I 
x tc + t)2’-,-s+k tc _ t)%-k 
with the following convention: (3 = 1 and 
fJ @m - up -i> = fj (4 i- 1 -j> = 1. 
Hence, it is easily seen that W,, can be written as the sum of p! determinants 
of the form 
B(k, , k, ,.,., k ) E l~~1)(-1)ka~~(2m-o,-j)] 
X nl (a,. + 1 -j) 1 (c + Q2m--n++k* (c - t)‘+ks 1’ r.Z?=1 
where k, = 0, l,..., s - 1. Furthermore, it is easy to confirm that 
B(k, , k, >..., k,) = fi (c + ~)*-a~-r+k 
r=l 
r tc - q+“‘] 
x [fj (” k, ‘) I(- lYp’21 v’, 
where 
1 B-l a, q2 *.- a, 
9-l v = 1 ua us” **. ua 
. . . 
P-l 1 a, upa ... UP 
and p/2] is the greatest integer less than or equal top/Z.Since the determinant 
V is a Vandermonde determinant with a, f uj for i f j and ui # 0, 
i = 1, z,..., p it does not vanish. Therefore, the B(k, , k, ,..., k )‘s have the 
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same sign in (- c, c) independent of the values of kr, ks ,..., k,, 
k, = 0, l,..., q-1, so that 
w,= c B(k, , k, ,..., k ) # 0, p = 1, 2 ,..., 2m - 1, 
k,it i:*:‘.‘.‘.$&l 
in the interval (- c, c). Without loss of generality, we may thus assume that 
w, > 0, p = 1, 2 )...) 2m - 1, in the interval (- c, c). Hence, by a result 
ofPblya [12], Eq. (3.6) is disconjugate in (- c, c), i.e., Eq. (3.4) is disconjugate 
in (a, 6). 
We remark that the converse of Theorem 3.1 holds if the constant A in 
(3.4) is nonnegative. Suppose A > 0 and (3.5) does not have 2m - 1 distinct 
real roots. Then it follows from Lemma 3.1 that (3.5) has at least wo complex 
roots a: f $3 so that 
and 
Yl = (c + t)2m-1--a (c- t)* sin 
( 
/3 log s) 
Y2 = (c + ty--l-= (c - t)” cos 
( 
t!3 log s, 
are two linearly independent solutions of (3.6). Since it is easily shown that 
there exists a linear combination of Yr and Y, which vanishes infinitely often 
in (- c, c), Eq, (3.6) is not disconjugate in (- c, c). 
From Theorem 3.1 and Lemma 3.1, we obtain the following disconjugacy 
criterion. 
THEOREM 3.2. Let 6, ,6, ,..., b2,+r , bl < b2 < - < b2,+r , be the extrema 
of the polynomial 
2m-1 
De&e 
rS,, = (b - u)2m n (x -j). 
i=o 
min (1 p2,,(b2i-l) I} if m is even 
1M2, = i=1,2 ,..., m
is,,~~~,m-l {I ~2m(b2d II if m is odd. 
Then the differential equation 
yw, - (- 1)" 
@ - 42mA@ - 42mY = 0, a < 6, (3.7) 
is disconjugate in the interval (a, b) if, and only if, 
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PROOF. It is evident from Lemma 3.1 that Eq. (3.5) has at least 2m - 1 
distinct real roots if 
in which case Eq. (3.7) is d isconjugate in (a, 6) by Theorem 3.1. The equa- 
tion (3.7) is also disconjugate in (a, b) for A = - Manl . This is an immediate 
consequence of the fact that the solutions of (3.7) depends continuously on 
the parameter A. 
Conversely, if A < - il!&, or 
A > i+)‘” ‘E’(2k + 1)2, 
k=O 
then Eq. (3.5) has at least wo complex roots. Thus, Eq. (3.7) is not discon- 
jugate in (a, b). 
EXAMPLE. The differential equation 
is disconjugate in the interval (- 1, 1) if, and only if, - 16 < A < 9. 
In the general case, it seems to be difficult tofind the numerical value Ma, . 
However, Lemma 3.1 provides the lower bound 
! 1 b--a 2 2m (2m + 1) (2m - 1) mfi’ (2k + 1)2 k=O 
for JGm , and Eq. (3.7) will thus be disconjugate in (Q, b) if 
- ($)f:)“” (2m + 1) (2m - 1) z (2k + 1)2 < A 
We are now ready to prove the main result of this section. 
THEOREM 3.3. If a nontrivial real function u of Cm[u, b] has two aeros of 
order m at x = a and x = b, then 
j-b [u(7q2 dx > (9,‘” jj; (2k + 1j2 j-,3 &’ s+,$ _ qmz dx* c3-*) a 
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PROOF. The proof is based on the following result ([Ill, see also [13]): 
Suppose that L is a regular self-adjoint real differential operator of order 2m, 
and that the differential equation Ly = 0 does not have a solution with two 
zeros of order m in an interval (a, b). Then there exists a regular differential 
operator M such that L = M*M, where M* is the adjoint of M, and thus 
s b s b b VLV ax = vM*Mv dx = (Mv)~ dx > 0 (3.9) a a (I 
for every nontrivial function v of Czm[u, b] with two zeros of order m at x = a 
and x = b. For the validity of the inequality resulting from (3.9), the condi- 
tions imposed on v can be relaxed; it is sufficient torequire that v E Cm[u, b] 
and that v have zeros of order m at a and b. 
We may apply this result to the regular self-adjoint differential operator 
LY Es YfZrn) - (-- 1)” 
@f,“‘” 5 (2k + 1)a 
(a _ x)2:=;b _ x)2m y 
because the differential equation Ly = 0 is disconjugate in (a, b) by Theorem 
3.2. The integral inequality thus obtained is (3.8). 
When a = - 1 and b = 1, the inequality (3.8) was proved by Nehari [8] 
for m = 1 and by Beesack [I] for m = 2. 
We now turn to the case in which Eq. (3.1) is of odd order. We require the 
following lemma. 
LEMMA 3.2. Let b, , b, ,..., b , be the extrema of the polynomial 
P 2n+1 = i (2 -d. 
Zfwe set Qzm+l(x) = Pzm+Jx + m), then thepolynomialQ,,+, is an oddfunction, 
and 
m-1 
I Pzm+dbi) I 3 s n. (2k + 1)2, 
k=O 
j = 1, 2 ,..., 2m. 
PROOF. By definition, 
Q2m+d~) = P2m+d~ + 4 = E (x + ?a--- j) 
j=O 
= ji+ (x - k) = x fi (x” - k2), 
k=l 
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so that Qam+1 is an odd function. Consider the values of 1 Q2nz+l 1 at 
the mid-points of the consecutive nan-negative zeros of Q2m+1 , i.e., 
I Qzm+1K2~ + WI I 3 i = 0, l,..., m - 1. It is easily confirmed that 
from which we obtain, for i = 0, I,,,., m - 2, 
2i + 2m -+ 3 
22 -22m +-i- > l ’ i = 0, I ,..., m - 2. 
Therefore, 
j = 1) 2 ).“) 2m. 
The argument which led to Theorem 3.1 now yields the following result. 
THEOREM 3.4. The dzflmential equation 
Y (Zm+l) _ __ (a - ~)?dPfl+l~b _ ~)2m+lY = OS a < by (3.10) 
is disconjugate in the interval (a, b) ;f the polynomial equation 
(b - a)2m+1 5 (w -j) - A = 0 
i=o 
has at least 2m distinct real roots. 
(3.11) 
THEOREM 3.5. Let 6, , b, ,..., b,, , b, < b, < .‘* < b,, , be the extretna of 
the polynomial 
fr2m+l = (b - a)am+l E (w -j). 
i=o 
ZEROS OF SOLUTIONS OF yen’ + @ = 0 207 
Define 
M 2m+1 = ;= 1?72fn.,m {I ~2’zm+d~i) 3.
Then Eq. (3.10) is disconjugate in (a, b) if, and only $, j A / < Mz,+I . 
PROOF. If 1 A 1 < M2m+l, then, by Lemma 3.2, Eq. (3.11) has at least 
2m distinct real roots, and hence, the differential equation (3.10) is discon- 
jugate in (Q, b) by Theorem 3.4. The argument used in the proof of Theorem 
3.2 proves that (3.10) is disconjugate in (a, b) for the limiting case 
I A I = M,,+I. 
Conversely, if 1 A 1 > Mzmfl , then Eq. (3.11) has at least two complex 
roots. Therefore, Eq. (3.10) is not disconjugate in (a, b). 
Since we have 
M 2rnfl 2 %&j$E (2k + 1)” 
k-0 
from Lemma 3.2, we have the following result. 
COROLLARY 3.1. The equation (3.10) ’ d ts isconjugate inthe interval (a, b) if 
IAl< s “rll(2k + 1)2. 
k=O 
EXAMPLE. The differential equation 
y’” - (u _ x);“(b _ X)3 Y = 0, a < b, 
is disconjugate in the interval (a, b) if, and only if, 
, A , < 2(b - ‘)” 
’ 3(3)1’2 * 
This is immediate from the fact that M, = P&J = 2(b - CZ)~/~ (3)lf2. 
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