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Recent advances in social and information science have provided linked data that
model our society and the natural world around us. Since graphs are fundamental
data structures that can naturally represent data entities as well as the relationships
among entities, their importance is increasing in representing complicated struc-
tures and schema-less data such as data generated by Twitter, Facebook and various
complex networks. For these complex networks, graph cluster analysis is one of
the most important techniques in various research areas such as data mining, social
science and marketing.
The problem of the graph cluster analysis is to find clusters of nodes which are
densely connected within the cluster and sparsely connected among clusters, and
this problem has been studied for some decades in many fields. Since the size of
graphs is increasing significantly in the big data era, efficient clustering algorithms
that can handle large-scale graphs are highly demanded.
In order to achieve efficient clustering of large-scale graphs, this dissertation in-
vestigates three novel algorithms taking statistical properties of real-world graphs
into consideration: (1) we propose an incremental agglomerative graph clustering
algorithm for modularity-based clustering, (2) we investigate a data parallel cluster-
ing method for modularity-based graph clustering by using SIMD instructions, and
(3) we introduce a novel clustering algorithm for structural clustering by handling
two-hop away nodes in the real-world graphs for efficient clustering. As a result,
in the experiments over real-world and synthetic datasets, this dissertation proves
that the algorithms can achieve not only efficient clustering but also highly accurate
clustering results for large-scale graphs. By providing efficient and sophisticated
approaches that suit for large-scale graphs, the algorithms will help in increasing
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Advances in technology and computing power now provide the possibility of col-
lecting and mining a massive amount of real-world data. Mining such data will
allow us to understand the structure and the workings of real systems and to find
unknown and interesting patterns.
Many types of real-world datasets can be modeled with graphs. Graphs can
represent data entities as well as the relationships among entities and provide a
powerful mathematical tool to represent the relations in the data. They arise in a
wide range of application domains from social networks to biological networks and
beyond. For example, a social network is a graph connecting people who contact or
interact with each other; nodes and edges represent people and interactions among
people, respectively. Social networks are not limited to “online social networks”
such as Facebook, Twitter and LinkedIn. Other examples of social networks are net-
works of people collaborating with each other, co-authorships and co-appearance,
as well as networks of communication among people such as telecommunications
and emails. An information network is a graph of entities such as World Wide Web
(WWW), network of citations, and word co-occurrence networks (a.k.a. word-
net). Technical networks refers to manmade graphs such as the Internet topol-
ogy, the electric power grid, road networks, railways and airline routes. Biologi-
cal networks represent biological systems such as networks of metabolic pathways,
protein-protein interactions, the food web, and the network of blood vessels.
Traditionally, graphs are modeled as random graphs [1]. However, empirical
studies on real-world graphs have revealed that real-world graphs are organized into
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topological structures of some intrinsic properties [2–5]. Hence, it is important to
uncover the intrinsic structures hidden in the real-world graphs to advance scientific
and industrial applications.
In order to understand the structure and the functions hidden in such real-world
graphs, a great many graph mining techniques such as PageRank [6, 7], shortest
path discovery [8, 9], influence maximization [10, 11] and frequent pattern discov-
ery [12,13] have been developed in the last two decades. An extremely well-studied
structural property of real-world graphs is their cluster structure. The cluster struc-
ture captures the tendency of similar nodes in the graph to group together into clus-
ters. This property has been observed in many real-world graphs [2, 3]. In order to
understand the structures and the functions hidden in massive scale graphs, graph
cluster analysis (a.k.a. community detection) is one of the most important tech-
niques in various research areas such as data mining [14], social science [15], com-
puter networks [16]. A cluster can be regarded as a group of nodes that are densely
connected within a group while only sparse connections between different groups.
By discovering the hidden cluster structures in large-scale graphs we can understand
the characteristics and interrelationships of the nodes forming the graph. Here, we
give some real-world applications of graph cluster analyses.
Community Detection in Social Networks: One of the most popular applica-
tions of graph clustering is social analysis. As we described before, graphs can
represent human relationships such as friendship, co-authorship, telephone calls,
and emails in the form of the social networks. Graph clustering algorithms natu-
rally fit to community detection in massive graphs. The communities have natural
interpretations in the context of a variety of social networks:
 For the case of friendship networks such as Facebook, Twitter and LinkedIn,
communities stand for groups of members who may know each other and
may, therefore, be linked with one another. This is useful in determining
important associations in the underlying friendships. In addition, blogging
communities often behave like social networks, and contain links among re-
lated blogs. Graph cluster analyses are also useful for determining the closely
related blogs that are likely to cover the same topics.
 An interesting application in the context of the Enron scandal was to deter-
mine important email interactions among groups of Enron employees. Graph
clustering algorithms are very useful in order to isolate dense email interac-
tions among different groups of customers. This approach can be used for a
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variety of intelligence applications such as determining suspicious communi-
ties through the grouping of interactions.
Cluster Analyses on Biological Networks: In recent years, large amounts of
biological networks have been generated in the field of medical care and bioinfo-
matics. Some biological networks are naturally decomposed into some components,
which are commonly referred to as modular networks such as transcriptional mod-
ules, protein complexes, gene functional groups, and signaling pathways. For this
reason, graph clustering methods are often used for the following biological net-
works:
 Recently, large amounts of mammalian protein-protein interaction (PPI) net-
works have been generated and are available for public access (i.e. BioGRID
[17], HPRD [18] and MINT [19]). PPI networks refer to physical contacts
established among proteins as a result of biochemical events and/or electro-
static forces; each node represents a protein/gene and each edge represents a
physical contact between proteins/genes. From a biological perspective, pro-
tein and gene interactions imply the key mechanisms related with disease and
health. In fact, a lot of existing studies have reported that extremely important
mechanisms can be uncovered through graph cluster analyses [20–23].
 The description of structural and functional connectivity in the human brain
has attracted considerable attention [24]. The human brain is structurally and
functionally organized into a complex network enabling segmentation and
integration of information processing. Recent studies have suggested that
a combination of MRI techniques together with graph cluster analyses can
help us to map structural and functional connectivity patterns of the human
brain [25–28].
Graph cluster analyses are also used in many other applications detailed in
Chapter 2. As we can see above, the graph cluster analyses are undoubtedly signif-
icant for graph data mining and its application.
3
1.1 Motivations
As described above, graph cluster analyses are useful in a wide range of applica-
tions. In order to find clusters from real-world graphs, a lot of graph clustering
algorithms have been proposed over the last few decades in many fields, partic-
ularity in computer science and physics. The main challenge of graph clustering
algorithms is to find clusters, sets of nodes which are densely connected within
clusters and sparsely connected among clusters. Existing clustering methods fail to
scale well and so suffer from high computation cost. This is because the size of the
above real-world graphs are very large. For example, the most well known graph
is the WWW, which now contains more than 50 billion web pages and more than
one trillion unique URLs [29]. In addition, a recent snapshot of the friendship net-
work of Facebook contained over 864 million daily active users [30]. Furthermore,
LinkedData is also going through exponential growth, and it now consists of 31
billion RDF triples and 504 million RDF links [31]. Even though the size of these
graphs continues to increase, most of existing graph clustering algorithms require
exhaustive computations that repeatedly evaluate all nodes and edges. Therefore, it
is difficult to apply current algorithms to large-scale graphs.
Graph cluster analyses of large-scale graphs have applications in many domains.
They include recommendation and marketing where clustering speed is of prime
importance. In addition, the above application domains also require highly accurate
clustering results. Therefore, this thesis presents efficient graph clustering algo-
rithms that maintain their clustering quality even for large-scale graphs. The main
objectives of this research are as follows:
 Efficiency: The algorithms proposed here are designed to achieve faster
clustering speeds than state-of-the-art alternatives for large-scale graphs, i.e.
those with more than a few million nodes.
 Accuracy: The algorithms are designed to match the clustering quality of
state-of-the-art algorithms for large-scale graphs.
As stated before, even though the state-of-the-art algorithms can produce clusters of
good quality, it is difficult to apply them to large-scale graphs due to their clustering
speed limitations. This thesis provides efficient algorithms that are applicable to
large-scale graphs and produce clusters of high quality. Our proposals will help in
increasing effectiveness of clustering in a wider range of applications.
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1.2 Contributions
The goal of our research is to present efficient, accurate and scalable graph clus-
tering algorithms for extremely large-scale graphs. This thesis presents novel algo-
rithms that overcome the low efficiency of the current state-of-the-art graph clus-
tering methods for large-scale graphs based on interesting structural properties of
real-world graphs. Compared to state-of-the-art algorithms, the proposals can ef-
ficiently analyze graphs at least with more than several million nodes and edges.
Moreover, this thesis reveals that the proposals also produce high accurate cluster-
ing results, matching those of existing methods. The proposed algorithms can find
well-clustered results from large-scale graphs within short computation time. In
this section, we first give the main ideas underlying our contributions and then give
summaries of our proposed graph clustering algorithms.
1.2.1 Main Ideas: Structural Properties of Graphs
The basic concept of this thesis is to utilize the structural properties of real-world
graphs for improving clustering speed. Historically, a great deal of work has re-
vealed that real-world graphs have several structural properties [32]. One of the
most famous properties is the “small-world effect” [3], also known as “six degrees
of separation” [2], and the scale-free behavior of graphs [4,5]. It is known that most
of real-world graphs that exhibit the small-world effect has two robust measures:
high clustering coefficient and power-law degree distribution.
The clustering coefficient is a measure of the degree in which nodes in a graph
tend to be in the same cluster. If the value of the clustering coefficient of a graph
is high, nodes of the graph tend to create densely connected groups [33]. In fact,
Watts and Strogatz revealed that many real-world graphs have significantly higher
clustering coefficients than random graphs [3]. This means that in clusters of real-
world graphs most adjacent nodes are densely connected to each other and they are
likely to share large portions of neighboring nodes.
Another measure of the structure of real-world graphs is degree distribution,
which characterizes the distribution of node degrees. It has been shown that real-
world graphs tend to have degree distributions that follow the power-law [4, 5].
This means that most nodes have relatively small degrees while just a few nodes
have significantly larger degrees.
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These properties indicate that real-world graphs are fundamentally different
from random graphs [1]. This thesis introduces three graph clustering algorithms
that are designed to utilize the above structural properties for computational effi-
ciency. The algorithms are summarized in the following subsections.
1.2.2 Fast Algorithm for Modularity-based Graph Clustering
This proposal offers high efficiency for modularity-based graph clustering. Re-
cently, the modularity-based graph clustering algorithm of [34] has become a de
facto graph clustering tool and it is widely used in various applications. The basic
concept of modularity-based graph clustering is to define the subgraphs as clusters
that have significantly different topological structures from random graph struc-
tures. Since finding the clusters that maximize the modularity is an NP-complete
problem, many greedy approaches have been proposed [35–38]. However, these
methods including the state-of-the-art algorithm suffer from the following three
bottlenecks when applied to large-scale graphs: (1) they exhaustively and itera-
tively process all nodes and all edges in the large-scale graph to find clusters, (2)
the random node selection employed by the algorithm involves unnecessary com-
putations for finding clusters, and (3) its random node accesses increase the cost of
node referencing. From these reasons, existing algorithms incur high computation
costs for clustering.
To overcome the above clustering speed limitations, we propose a greedy al-
gorithm named Incremental Modularity Agglomeration Clustering (IMAC). IMAC
focuses on the structural properties of real-world graphs: high clustering coeffi-
cients and power-law degree distributions. Since IMAC considers both structural
properties, it avoids the exhaustive computation of all nodes and edges. Specifi-
cally, IMAC employs the following three approaches for efficient clustering: (1) it
incrementally aggregates nodes, which are placed in the same cluster, into a single
vertex, (2) it incrementally prunes modularity gain computations of nodes that have
already been clustered, and (3) it optimizes the order of vertex selection for efficient
clustering.
As a result, IMAC has three advantages. The first is its high efficiency. IMAC
is considerably faster than existing approaches such as CNM [36] and BGLL [38].
Specifically, our experiments show that IMAC computes clusters from large-scale
graphs of more than 100 million nodes within 3 minutes. The second is its high
accuracy. Our approach provides clustering results with high modularity; it returns
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almost the same modularity scores as the state of the art approach, BGLL. The third
advantage is its effectiveness for real-world graphs. As described in Section 1.2.1,
IMAC is designed to effectively utilize the structural properties of real-world graphs
such as the clustering coefficient and power-law degree distribution. For this reason,
IMAC offers excellent clustering speed for large-scale complex networks. We detail
this algorithm in Chapter 3.
1.2.3 Vectorized Algorithm for Modularity-based Clustering
This proposal is a vectorized modularity-based graph clustering algorithm, named
ParBGLL, that uses SIMD instructions. As described in the previous section, ex-
isting modularity-based graph clustering algorithms, including the state-of-the-art
method, suffer from low efficiency due to their exhaustive computations and ran-
domized data accesses.
Our proposal consists of two building blocks. The first, in order to reduce
computation cost of node referencing, we adopt a CPU cache efficient graph data
representation. Specifically, we employ compressed row storage (CRS format for
short) [39] instead of the adjacency list representation. CRS format, one of the most
popular storage formats for sparse matrixes, puts the subsequent nonzero elements
of the sparse matrix rows in contiguous memory locations. This increases the ef-
ficiency of node referencing. Our algorithm extends the CRS format to cover both
adjacency lists and degrees, and increases the cache hit ratio for efficient cluster-
ing. The second, in order to reduce the time taken to compute modularity gain,
we employ a data parallel method with Streaming SIMD Extensions (SSE), which
is the SIMD instruction set extension of the x86. SIMD instructions are extended
instructions present in most modern CPU designs in order to improve the perfor-
mance of multimedia applications. They perform the same operation on multiple
data points simultaneously, and exploit the data level parallelism of the CPU core
but not concurrency. As described above, real-world graphs have highly skewed
degree distributions and there are many small degree nodes. Hence, by using SIMD
instructions to compute these small degree nodes, we improve the clustering speed
for large-scale graphs. In addition to the above SIMD-based modularity computa-
tion, we propose an efficient modularity computation form to reduce the number of
instructions that are required for each modularity gain computation by transforming
the modularity’s formula into simple representations.
These approaches have three major advantages. The first is that only small com-
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putation cost is needed to extract clusters from large-scale graphs. Our approach
successfully overcomes the bottlenecks of the state-of-the-art method BGLL; the
extended CRS format increases the cache hit ratio and the data parallel method with
SIMD instructions performs the modularity gain computations efficiently. The sec-
ond advantage is that our proposal has better scalability than the state-of-the-art ap-
proach BGLL. The clustering speed of our approach increases almost linearly with
the parallelism level for large-scale graphs. The third advantage is the high mod-
ularity of the clustering results. Our evaluation reveals that the clustering results
produced by our approach have almost the same modularity scores as the state-of-
the-art method BGLL. We detail the algorithm in Chapter 4
1.2.4 Fast Algorithm for Structural Clustering Algorithm
Although modularity-based approaches are effective for many applications, recent
research has pointed out that they fail to fully reproduce the ground-truth from
large-scale graphs [40]. In order to overcome the above drawback of modularity-
based methods, density-based algorithms have been developed recently [41]. The
density-based methods evaluate the density of edge connections between adjacent
nodes, and they regards extremely densely connected subgraphs as clusters. It is
reported that density-based methods offer better clustering results than modularity-
based equivalents, however, their computation cost is significantly higher.
To improve the efficiency of density-based approaches, we propose a novel al-
gorithm based on a basic property of real-world graphs: a node and its two hop
away nodes share a lot of neighbors. By utilizing this property for clustering, our
algorithm successfully reduces the number of edges evaluated in the clusters.
To the best of our knowledge, our proposal is the first solution to achieve both
high efficiency and highly accurate clustering results at the same time for large-
scale graphs. Experiments confirm that it outperforms the existing methods in terms
of running time without sacrificing clustering quality. Even though existing algo-
rithms do offer enhancements in application quality, they are difficult to apply to
large-scale graphs due to their clustering speed limitation. However, by provid-
ing sophisticated approaches that suit large-scale graphs, the proposed method will
help to improve the effectiveness of a wide range of applications. We detail this
algorithm in Chapter 5.
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1.3 Overview of the Thesis
In the above sections we have presented the background and motivations of this
work, and briefly presented the main contributions of this thesis. In this section, we
detail the structure of this thesis:
Chapter 2: In this chapter, we overview existing studies on graph clustering al-
gorithms such as graph partitioning algorithms, modularity-based algorithms and
structural clustering algorithms. Specifically, we focus on the advantages and dis-
advantages of existing algorithms since they employ diverse definitions of graph
clusters. Besides discussing existing algorithms, we also introduce applications
that use graph clustering.
Chapter 3: First, in Chapter 3, we address the goal of finding clusters based on
modularity from extremely large-scale graphs (i.e. greater than 100 million nodes);
we propose incremental modularity agglomerative clustering (IMAC)which utilizes
clustering coefficient and power-law degree distribution of graphs for efficient clus-
tering. We conduct evaluations to confirm the effectiveness of IMAC by using both
real-world datasets and synthetic datasets.
Chapter 4: Then, in Chapter 4, we propose the fast modularity-based clus-
tering approach by using data parallel computation schemes. In order to raise the
computation efficiency of data parallel schemes, we vectorize the state-of-the-art
modularity clustering algorithm BGLL. We evaluate this vectorized approach by
using both real-world datasets and synthetic datasets in Chapter 3.
Chapter 5: Last, in Chapter 5, we propose a novel structural clustering algo-
rithm, named SCAN++, for finding clusters defined by structural similarity from
large-scale graphs. In order to achieve efficient clustering, we focus on the cluster-
ing coefficient of real-world graphs. SCAN++ makes effective use of the cluster-
ing coefficient to reduce the computation cost of clustering. Experiments on both
real-world datasets and synthetic datasets verify the efficiency and effectiveness of
SCAN++.
Chapter 6: In the final chapter, we provide the main conclusions of this thesis





Various kinds of graph cluster analyses are now possible with the emergence of real-
world graphs. This chapter outlines the basics of graph clustering, its applications
and approaches.
2.1 Graph Clustering Applications
Mining large-scale real-world graphs has many different applications such as un-
derstanding the function of a system, and modeling and predicting its behavior. In
this section we review some of the key application areas of graph clustering such as
information networks, social networks, biological networks, and database systems.
2.1.1 Information Networks
In any information network, graph clustering serves as a tool for analyzing, model-
ing, and predicting the function, usage and evolution of the network. Applications
include business analysis, marketing, infrastructure improvements, and identifying
anomalous use.
In computer networks, clustering may be used to identify relevant substruc-
tures and to analyze the connectivity for the purposes of modeling and structural
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optimization. One representative example is the topology design of the Internet.
Grout and Cunningham used a graph clustering approach for optimizing the net-
work topology in order to reduce the total network traffic load [42, 43]. They mod-
eled the network topology, which consists of network switches and non-switches
(i.e. personal computers and servers), as a graph, and then detected the sub-topology
containing high network traffic loads by using graph clustering. In the World Wide
Web, by representing each web page as a node and each hyperlink as an edge and
then subjecting the hypertext documents to graph clustering, we can identify topics
and other entities formed by several interconnected documents [44,45]. Those stud-
ies organized hypertext documents by using graph clustering, and then estimated the
topics of all clusters.
Graph clustering is also used in the structural design and operation of wireless
ad-hoc networks [46–49] and sensor networks [50]. Given that such networks ex-
hibit dynamic topology changes, graph clustering is useful to find better network
routing. For example, Nguyen et al. and Dinh et al. used graph clustering for
mobile ad-hoc networks (MANET) [48, 49]. By extracting clusters in the MANET,
they directly route or forward messages (i.e. network packets) to nodes in the same
cluster as the destinations. By doing this way, they avoid unnecessary messages for-
warded through nodes in different clusters, which reduces the number of duplicate
messages as well as the overhead information.
2.1.2 Social Networks
Applications of graph clustering in social networks include identifying groups of
individuals “exposed” to the influence of a certain individual of interest, such as
identifying terrorist networks when a member is known or locating potentially in-
fected people when an infected and contagious individual is discovered. Graph
clustering of a social network also helps to identify mechanisms such as the forma-
tion of trends and behavior [51–56].
Zhou et al. applied the graph clustering approach to detect communities from
social message networks such as emails, tweets on Twitter, and Facebook updates
[52]. In order to uncover the communities of each user as well as their associated
topics and communities, they designed a latent community model called COCOMP.
In the work [52], they applied their approach to the tweets collected from United
States President Barak Obama’s account from November 2009 to February 2010.
They revealed that the President roughly belongs to the following five communities.
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President: comments on his advocacy of the Presidency, Public Policy: related to
domestic and international politics and policy, Holidays: mainly about wishing the
best for American families and friends, Senate Vote: related to health bills and
Blessing Haiti: a response to the tremendous earthquake.
Finding influential individuals from users of social networks and micro-blogging
services is one of the most critical issues for applications such as viral marketing.
This problem is formally defined as the problem to find the individuals that influ-
ence the greatest number of users. The approach proposed by Chen et al. offers the
effective detection of influential individuals based on SCAN [54]. In order to gen-
erate a small set of candidate individuals, this approach extracts clusters, hubs and
outliers from graphs by their SCAN-based algorithm. Then, it identifies the influen-
tial individuals from just the significantly large clusters and hubs that connect a lot
of clusters. As a result, they revealed that information can spread easily from hubs
to many adjacent clusters; their approach outperforms the previous approaches [57]
for real-world social networks.
Pei et al. utilized the online micro-blogging service Twitter to track the dy-
namically changing topics that are discussed on Twitter [55]. Since such online
micro-blogging services are noisy, informal and surge quickly, they investigated an
incremental density-based clustering approach. By finding clusters from Twitter
and using Part-of-speech Tagger [58] for topic identification, their method can ef-
fectively track, on the fly, events and topic dynamics even from large volumes of
social network data. For example, their approach detected the emergence in Twitter
of the “SOPA (Stop Online Piracy Act) protest” in January 2012.
In the current information society, the study of social networks tends to overlap
the study of information networks, as the popularity and significance of electronic
messaging has become overwhelming in the big data era.
2.1.3 Biological Networks
In the field of bioinfomatics, graph clustering tasks typically deal with the classifi-
cation of gene expression data such as gene-activation dependencies [59,60]. Xu et
al. [59] and Boyer et al. [60] used graph clustering approaches for genome analysis.
As we described in the previous chapter, gene-activation dependencies can be repre-
sented by graphs. By using graph clustering approaches to identify gene-activation
dependencies, we can extract groups of strongly interacting genes that may have
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some helpful functions. For example, Xu et al. applied graph clustering to a gene
expression data set of Arabidopsis, they found a known cis-acting element of chitin
responsive genes from the dataset [59].
As well as genes, protein and gene interactions encode the key mechanisms
determining disease and health [20–23, 61]. In fact, such mechanisms can be un-
covered through graph analyses. For example, in order to effectively identify the
key functional modules and biomarkers underlying the mechanisms of disease and
toxicity, Ding et al. applied graph clustering to PPI networks [61]. They reported
that SCAN [41] could find helpful biomarkers in real-world datasets. For example,
Ding et al. applied SCAN to the gene interaction data of breast cancer patients.
The clusters, hubs and outliers obtained by graph clustering were better prognostic
biomarkers than the traditional biomakers; the former were more helpful for identi-
fying the patients not needing additional chemotherapy.
Another biological application of clustering is epidemic spreading [62,63]. New-
man [63] studied SIR-type epidemic processes in a special class of graphs and found
that graphs with a cluster structure have smaller epidemics, but a lower epidemic
threshold, making it easier for diseases to spread.
2.1.4 Database Systems and Distributed Systems
When storing a large set of data, a key question is how to group the data into pages
in physical memory. A single page is typically large enough to contain multiple
elements, only a small fraction of the entire dataset. Therefore, it is natural choice
to partition the relevant data, which might be retrieved by the same query, into the
same group.
Diwan et al. proposed a paging method that applies clustering to tree-like
data [64]. Wu et al. [65] and Agrawal et al. [66] addressed the graph-based solu-
tions for the database organization issue. They provide graph clustering-based data
layout solutions in order to improve query speed for searching nodes and computing
shortest paths, and implementing distance queries for scale-free graphs. Bradley et
al. used a k-means like algorithm to partition a large database in one scan by us-
ing a limited memory buffer [67]. Recently, Wu et al. presented SemStore [68],
a semantic-preserving distributed RDF triple storage scheme for scalable SPARQL
query processing. They designed an RDF partition algorithm in order to reduce
query processing time.
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As well as database systems, distributed systems can also utilize graph cluster-
ing for load balancing. A standard approach for scalable computation is to partition
the input graph into smaller units which are then processed by a large distributed
system such as GraphLab [69], Trinity [70] and Pregel [71]. For these distributed
systems, partition skewing may degrade scalability, so finding a balanced graph par-
tition is an important task for load balancing. The problem of finding a balanced
graph partition, one that minimizes the number of cut edges, is known as the bal-
anced graph partitioning problem; it has been studied extensively over the last two
decades. To support graphs with million of nodes, multi-level partitioning solutions,
such as Metis [72] and Scotch [73], were proposed.
2.1.5 Other Applications
Beyond the above applications, graph clustering is used in many other application
domains.
User Recommendation
Social tagging systems have emerged as a popular way for users to annotate, and
share resources on the Web, such as Yahoo! Delicious, and Flickr. However, due to
the extreme popularity of such systems, a user is easily overwhelmed by the large
amount of data and it is very difficult to dig out the information that he/she is in-
terested in. The modularity-based graph clustering approach suggested by Zhou
et al. [74], can help users to discover other users with common interests automat-
ically and effectively. It obtains an undirected weighted tag-graph for each user.
In each graph, nodes represent the tags used by each user, and edges represent
co-occurrences of tag pairs. It then extracts clusters as the topics that represent a
user’s interests by using a modularity-based clustering algorithm [36] in each graph.
Finally, it computes the interest-based similarity among users by measuring the
KL–divergence [75] of the topics for each user. Their approach can discover users




Recent micro-blogging services such as Twitter allow users to continuously report
their real life events. Detecting life events would be useful for understanding what
users are really thinking and doing. Therefore, event detection algorithms have long
been a research topic [78, 79]. Weng et al. applied modularity-based clustering to
wavelet-based signals for event detection [80]. They build signals computed by
wavelet analysis for individual words, which capture only the bursts in the words’
appearances. They then obtain a graph whose nodes and edges represent signals
and correlation values between signals, respectively. Finally, they detect events by
using a modularity-based algorithm. Their modularity-based approach shows better
performance than the LDA-based approach [81] in finding events.
Landmarks Detection
Social photo sharing applications such as Flickr have emerged as a popular way to
share and annotate photos by using tags. However, they suffer from the limitations
imposed by tags such as polysemy, lack of uniformity and spam. Thus it is diffi-
cult for users to find photos of interest from the photo collections organized by the
tags. In order to achieve efficient photo searches of tagged photos, Papadopoulos
et al. proposed a landmark detection method based on SCAN [82]. Landmarks
are the representative objects that are frequently found in photos, and the cluster-
ing of tagged photos is regarded as the detection of popular landmarks. They first
build a similarity image graph from tagged images by computing the cosine simi-
larity of SIFT descriptors [83] and the co-occurrences of tags between photos. They
then utilize SCAN to identify clusters, hubs and outliers from the similarity image
graph; the clusters are used for detecting landmarks in the photo collections, and
the hubs and the outliers are removed from the collections as noises. They estimate
landmarks by ranking based on the appearance frequency of the tags included in
the cluster. Their approach discovers landmarks more effectively than the k-means
based algorithm [82].
16
2.2 Graph Clustering Algorithm
Due to the importance of graph clustering in many application domains, many graph
clustering algorithms have been proposed over the last few decades. In this sec-
tion, we first define the problem addressed by graph clustering algorithms in Sec-
tion 2.2.1, which we address in this thesis, and then we survey the graph clustering
algorithms in Sections 2.2.2 to 2.2.4.
2.2.1 Problem Definition
A cluster can be regarded as the group of nodes that are densely connected within
a group and sparsely connected to different groups. Generally, graph clustering
algorithms can be formalized as follows:
Problem 1 (Graph clustering)
Given: Graph G = fV;Eg, where V and E are sets of nodes and edges included
in the graph G, respectively.
Find: All disjoint clusters Ci = fVi;Eig where Vi  V and Ei  E.
In this thesis, to simplify the representations, we assume graphs are undirected and
unweighted. Moreover, clusters do not have nodes overlapping with those of other
clusters, i.e., V =
P
iVi and Vi \ Vj = ; for any i 6= j. In addition, we denote a
set of clusters as C = fC1;C2; : : : ;Ckg when a graph G has k clusters.
Based on the problem definition given by Problem 1, this section discusses and
surveys the graph clustering algorithms categorized as follows:
 Graph partitioning (Section 2.2.2)
 Modularity-based clustering (Section 2.2.3)
 Structural clustering (Section 2.2.4)
Details of each algorithm will be discussed in the following subsections.
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2.2.2 Graph Partitioning
First, we review graph partitioning algorithms. Traditionally, the graph clustering
problem is related to the graph partitioning problem. In this case, the goal is to
partition the graph in such a way to minimize the numbers of edges that cross parti-
tions. This problem is also referred to as the minimum-cut problem and is formally
defined as follows:
Problem 2 (Graph partitioning) Let P be a partition on graph G, and ec(P) =P
u2V ec(u) be the size of edge cut, where ec(u) is the number of node u’s neighbors
that do not belong to the same partition as node u. Graph partitioning divides V
into a set of non-overlapping k partitions P = fC1;C2; : : : ;Ckg such that (1)
jCij  jVj=k for each Ci; (2) ec(P) is minimized.
Since the graph partitioning problem is NP-hard [84], several approximation algo-
rithms have been derived.
In the simplest case, the 2-way minimum-cut problem, we need to partition
the graph into two clusters while minimizing the number of edges that cross the
partitions. Ding et al. proposed one of the most popular algorithms, called min-max
cut method [85]. The min-max cut method [85] seeks to partition graphG = fV;Eg
into two clusters, A and B, in top-down manner. The main idea of min-max cut is
minimizing the number of edges between A and B, and maximizing the number
of edges within each. A cut is defined as the number of edges that would have to
be removed to isolate the nodes in A from those in B. The min-max cut method
searches for the partition that creates two clusters whose cut is minimized and while
maximizing the number of remaining edges.
A major drawback of the min-max method is that it may not effectively cap-
ture the cluster structures included in the given graph. For example, if the min-max
method partitions the following two cluster A = fu 2 Vg and B = Vnfug, the
two clusters can be an optimum result. Therefore, in practice, the min-max meth-
ods requires some constraints such as the size of two clusters A and B should be
equal or similar size (i.e. jAj  jBj). However, such constraints are not always
appropriate; for instance, in social networks some communities are much larger
than others. To address this issue, the normalized cut method [86] was proposed
by Shi and Malik. This method is an extension of the min-max cut method. In
the normalized cut method, Shi and Malik proposed a new measure of partitioning
instead of looking the total number of edges connecting two clusters. Specifically,
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their measure computes the cut cost as a fraction of the total edge connections to
all the nodes in the graph. In order to find such normalized cut partitions, Shi and
Malik employed spectral graph theory [87]. As a result, the normalized cut method
provides partitions, whose size is balanced, as an optimum cluster.
Both the min-max cut method and normalized cut method partition a graph into
only two clusters. In order to divide a graph into k clusters, we have to recursively
apply these methods in a top-down manner; splitting the graph into two clusters,
and then further splitting these clusters, and so on, until k clusters are detected.
However, there is no guarantee of the optimality of the recursive clustering results
and there is no indicator that is used to halt the bisection procedure.
Kerninghan-Lin algorithm [75], proposed by Kerninghan et al. in 1970, is one
of the well known techniques for multi-way graph partitioning. Based on hill climb-
ing, this classical algorithm starts with a random cut of the graph. After that, it
incrementally swaps nodes among partitions until the number of overall edge-cuts
is reduced (this procedure is called coarsening). The result of this algorithm may
be a local optimum rather than a global optimum. There are many variations based
on the Kerninghan-Lin algorithm including the Fiduccia-Matteyses min-cut heuris-
tic [88].
Karypis et al. proposed METIS [72] by improving the Kerninghan-Lin algo-
rithm. METIS works in three steps: (1) coarsening the graph; (2) partitioning the
coarsened graph; (3) uncoarsening. In the first step, METIS coarsens a graph by
finding the maximal match. The maximal match is a set of edges such that all edges
in a maximal match do not share their endpoint nodes with the other edges in the
maximal match. After it finds a maximal match, it collapses the two ends of each
edge into one node, and as a result, the graph is coarsened. The coarsening step
is repeated until the graph is small enough. Then, in the second step, it applies
the Kerninghan-Lin algorithm or Fiduccia-Matteyses min-cut heuristic directly to
the small graph. In the third step, the partitions on the small graph are projected
back to the finer graphs. They also proposed a parallel version of METIS named
ParMETIS [89].
Recently, Wang et al. [90] pointed out that the coarsening approach of traditional
partitioning algorithms spoils the semantics of the real-world graphs. The reason is
that the correctness of the coarsening approach is based on the following assump-
tion: A (near) optimal partition on a coarser graph implies a good partitioning of
the finer graph. However, in general, this assumption only holds when the degree of
node in the graph is bounded by a constant. As we described in the previous chapter,
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real-world graphs tend to follow a power-law degree distribution. Hence, the coars-
ening may fail to capture the semantics of real-world graphs. In addition, they also
pointed out that it is difficult to apply the traditional methods to large-scale graphs
with more than billion nodes since the coarsening approach incurs high computation
costs. In order to overcome the above limitations, Wang et al. proposed the label
propagation based partitioning technique, named MLP. MLP uses multilevel label
propagation to iteratively coarsen a graph until the coarsened graph is small enough.
Since label propagation handles the local topological structure of the given graph,
MLP can find “semantic-aware” coarsened graphs. MLP can partition billion-node
graphs and is easy to parallelize.
The above approaches have been joined by other proposals such as streaming
graph partitioning [91, 92] and approximation algorithms [84, 93].
2.2.3 Modularity-based Clustering
As we described in Section 2.2.2, graph partitioning has drawbacks in that there
is no guarantee of the optimality of the clustering result. Furthermore, to permit
multi-way partitioning, we have to determine the number of clusters (i.e. k in the
previous section) that are to be extracted from the graph.
To overcome the above drawbacks, modularity was proposed as a measure of
graph clustering quality by Newman and Girvan [34]. It measures the difference
of a graph structure from an expected random graph. The main idea of modularity
is to find groups of nodes that have a lot of inner-group edges and few inter-group
edges. Specifically, modularity is defined as follows:
Definition 1 (Modularity Q) Let euv be the total number of edges between clusters
Cu and Cv; au be the total number of edges that are attached to nodes in cluster













In Definition 1, au=2m is the fraction of edges of cluster Cu that we would expect
to obtain if the graph was a random graph. Therefore, well clustered graphs will
have high modularity scores, since the value of euu is greatly different from that of
a random graph.
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The main task for modularity-based methods is to find groups of nodes from the
graph that maximize modularity Q, formally:
Problem 3 (Modularity clustering) Let C = fC1;C2; : : : ;Cig be the set of clus-










Although modularity-based algorithms are effective for many applications, find-
ing the maximum modularity involves NP-complete complexity [34]. This problem
has led to the introduction of approximate approaches such as top-down algorithm
[34], bottom-up greedy algorithms [35–38], simulated annealing approach [94],
spectral algorithm [95] and random walk approach [96].
The Girvan-Newman algorithm [34] is a divisive clustering algorithm, which is
based on the concept of betweenness centrality. Betweenness centrality attempts
to identify edges that are critical bridges between different connected components,
and delete them, until clusters do not change. The betweenness centrality is defined
as the proportion of shortest paths between nodes that pass through a certain edge.
Therefore, the betweenness centrality, B(e), of edge e, is defined as follows:
Definition 2 (Betweenness centrality) Let cp(e; i; j) be the number of shortest paths
between node i and j which pass through edge e; and sp(i; j) be the number of
shortest paths between node i and j. Betweenness centrality B(e) is defined as
follows:
B(e) = cp(e; i; j)
sp(i; j)
: (2.2)
The algorithm ranks edges by B(e), and deletes the edge with the highest score.
They used modularity Q as the objective function of the clustering for choosing the
number of communities into which a graph should be divided.
Instead of performing an exhaustive search, a bottom-up greedy method named
Newman clustering, was proposed by Newman [35]. It iteratively selects and merges
pairs of nodes so as to maximize the rise in modularity. It produces reasonable
clusters with a hierarchical structure that represents the merge history. Despite its
effectiveness in avoiding the NP-complete problem, it incurs high computing cost,
O(jVj2), where jVj is the number of nodes.
Various algorithms were proposed to reduce the computational cost of Newman
clustering [36–38]. Clauset et al. proposed a greedy modularity-based algorithm,
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called CNM [36], which is one of the most widely used methods recently. They
used the modularity gain, which is obtained after merging a pair of nodes, and
nested heap structures of modularity gain for all pairs of nodes. It iteratively selects
and merges the best pair of nodes, the pair that has the largest modularity gain, from
the heap until this procedure no longer improves the modularity. The computation
cost of CNM is O(djEj log jVj), where d and jEj are the depth of the hierarchical
clustering result and the number of edges, respectively. Wakita et al. observed
that CNM suffers a decrease in clustering speed if the cluster size is unbalanced
[37]. Based on this observation, they modified the definition of the modularity
gain; specifically, they added the notion of consolidation ratio to the modularity
gain. The consolidation ratio measures how the sizes of a pair of clusters differ. By
adding this ratio to the modularity gain, they achieved faster clustering than CNM.
However, Blondel et al. reported that the approaches have a tendency to produce
super-clusters with significant low modularity [38]. Since the merge proceeds in a
global maximization manner, super-clusters contain a large fraction of the nodes.
Blondel et al. proposed the efficient greedy algorithm BGLL [38]. In contrast
to CNM, it computes the modularity gain only for adjoining nodes pairs in local
maximization. Although BGLL is effective for extracting high modularity clusters,
it is difficult to realize quick responses for graphs of unprecedented size, such as
Web graphs with their few billion edges. The reason is that it iteratively scans all
nodes/edges as long as modularity increases. It is known that the time complexity
of BGLL is nearly linear to the edge size.
As described above, modularity based methods can handle significantly large-
scale graphs and they are one of the most widely approaches used in many appli-
cations [25, 74, 80, 97]. However, despite the efficiency of the modularity-based
approach, these methods cannot identify hubs and outliers in graphs. Furthermore,
recent research pointed out that modularity is not a scale-invariant measure [40].
Hence, it is difficult for modularity-based methods to find small clusters hidden in
large-scale graphs; these methods fail to fully reproduce the ground-truth [41]. This
serious problem is well known as the resolution limit of modularity [40].
2.2.4 Structural Clustering
Due to the resolution limit of the modularity-based algorithms, structural clustering
[41, 98–101] has been widely examined in many studies in the last few years. The
main idea of structural clustering is that if adjacent nodes are densely connected to
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each other, they should be assigned to the same cluster. To find clusters based on this
idea, these methods extract densely connected subgraphs as clusters. Furthermore,
besides extracting clusters, they can find special role nodes, hubs and outliers, which
are not assigned to any cluster. By finding densely connected clusters, hubs, and
outliers, they achieve more accurate clustering results than existing algorithms (e.g.
edge cut based methods and modularity based methods).
In order to evaluate the density of adjacent nodes, Xu et al. proposed a mea-
surement called structural similarity [102].
Definition 3 (Structural similarity) The following equation gives the structural
similarity, (u; v), between adjacent nodes u and v.
(u; v) =
jN[u] \ N[v]jpjN[u]jjN[v]j ; (2.3)
where N[u] = fv 2 V : (u; v) 2 Eg [ fug.
The structural similarity is a score from 0 to 1 and indicates the scale of match-
ing degree of N[u] and N[v]. When adjacent nodes share many members of their
neighborhoods, their structural similarity will be large.
The main task of the structural clustering is to find all clusters, hubs, and outliers
from a graph according to Definition 3 and user-specified parameters.
Yuruk et al. proposed DHSCAN which adopts the top-down clustering man-
ner [98]. Similar to the Girvan-Newman method in Section 2.2.3, DHSCAN itera-
tively removes edges based on the ascending order of structural similarity measures
given by Definition 3. The graph is divided into disconnected components by re-
moval of edges. This iterative divisive procedure produces a dendrogram showing
the hierarchical structure of the clusters. Additionally, a proposal by Feng et al.
modify Definition 1 to allow this divisive procedure to stop at the point of the max-
imum structural similarity based modularity [102]. Formal definition of structural
similarity based modularity is as follows:
Definition 4 (Structural similarity based modularity Qs) Let ISi be a sum of struc-
tural similarity of nodes within cluster Ci; DSi be the total structural similarity be-
tween nodes in cluster Ci and any nodes in the graph; and TS be the total structural
similarity of any adjacent nodes in the graph. The following equation gives the
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The study [98] reports that the clustering results have better quality than those
of modularity based algorithms (i.e CNM). However, analogous to the Girvan-
Newman method, DHSCAN incurs high computation costs for clustering since it
has to iteratively compute the structural similarity for all edges. Hence, it is imprac-
tical to apply DHSCAN to large-scale graphs.
To achieve high quality clustering results but with lower costs than DHSCAN,
some bottom-up algorithms [41, 99, 100, 103, 104] were proposed in the last few
years.
SCAN [41], proposed by Xu et al., is the most popular method based on struc-
tural similarity. It is an extension of the traditional density based clustering method
DBSCAN [105]. This algorithm can find clusters as well as hubs and outliers in a
graph once two parameters,  and , are specified. For finding clusters, SCAN first
extracts seeds of clusters called cores from the graph. Cores are formally defined as
follows:
Definition 5 (Core) Let N[u] = fv 2 N[u] : (u; v)  g;  and  be user-
specified parameters. Node u is a core if and only if jN[u]j  .
Once SCAN determines node u to be a core, it assigns all nodes in N[u] to the
same cluster as the core. It then selects a node from the cluster and repeatedly
finds cores and expands clusters from the cores. After the cluster extraction termi-
nates, SCAN classifies the remaining nodes as hubs or outliers. If a remaining node
bridges several clusters, it is regarded as a hub; otherwise it is an outlier. This al-
gorithm incurs the average cost of O(jEj2=jVj). The reason is that SCAN evaluates
the structural similarities for all adjacent nodes, and each similarity computation
requires O(jEj=jVj) time, on average.
Huang et al. and Sun et al. proposed the parameter-free methods named SHRINK
[99] and gSkeletonClu [100], respectively. SHRINK is a parameter-free hierarchi-
cal clustering algorithm that combines the advantages of structural similarity and
modularity based methods. It first computes structural similarities for all adjacent
nodes. Then it aggregates densely connected node pairs, called micro communities,
into the same clusters if the aggregation improves the Qs score given by Definition
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4. In this way, SHRINK achieves parameter-free and hierarchical clustering. In
contrast, gSkeletonClu tries to find the best value of  in the clustering process. Fol-
lowing SHRINK, it first computes the structural similarities for all adjacent nodes
in the graph. After that, it extracts spanning trees [106] from the graph by using the
results of the structural similarities; and then searches the trees to find the effective
values of . SHRINK and gSkeletonClu are user-friendly algorithms since they do
not require user-specified parameters. Moreover, Huang et al. reported that their
clustering quality is better than that of SCAN [99–101]. However, these methods
require exhaustive similarity computations for all adjacent nodes; hence the time
complexities of SHRINK and gSkeletonClu are at least O((jEj2 log jVj)=jVj) and
O(jEj2=jVj+ jVj log jVj), respectively. Therefore, as in SCAN, both SHRINK and
gSkeletonClu require large computation time for large-scale graphs.
Recently, Lim et al. proposed LinkSCAN [104], which uses SCAN to find
overlapping communities from a graph. In order to detect overlapping communities
very accurately, LinkSCAN transforms the graph into a link-space graph, which
combines the advantages of the graph and line graph [107]. However, this trans-
formation entails an increase of the size of the graph for clustering. Hence, they
introduced a graph sampling step. This approach is certainly efficient in reducing
the computation time; to the best of our knowledge, LinkSCAN is one of the most
efficient methods for structural similarity based clustering. However, it degrades
the clustering results compared to SCAN since sampling involves approximation.
2.2.5 Summary of the Survey
This chapter provided an overview of the key techniques used for cluster analy-
sis of large-scale graphs. In this chapter, we investigated existing algorithms that
are grouped into three types; graph partitioning, modularity-based clustering, and
structural clustering. Most of the initial graph clustering algorithms tried to mini-
mize the number of edges that cross different partitions. In order to capture more
complicated cluster and community structures hidden in graphs, modularity-based
clustering and structural clustering were widely developed in the fields of computer
science and physics.
Our brief survey indicates that existing methods still suffer from their computa-
tional cost at finding clusters in billion-node graphs. The reason is that the methods
require exhaustive computations; they have to evaluate at least all edges in graphs.
In order to avoid the exhaustive computations of traditional algorithms, this the-
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sis presents three efficient algorithms for modularity-based and structural cluster-
ing. Differ from the existing studies, our proposals are designed to avoid exhaus-
tive computations by capturing the structural properties described in Chapter 1. In
Chapter 3, we present an efficient modularity-based clustering algorithm, named
IMAC, which utilizes clustering coefficient and power-law degree distribution for
avoid exhaustive modularity computations. Chapter 4 also presents a fast vector-
ized modularity-based graph clustering approach ParBGLL. ParBGLL reduces the
computation cost such as the number of CPU instructions for each modularity com-
putations by using data parallel scheme of modern CPUs. Differ from Chapter 3
and 4, we present an efficient algorithm SCAN++ for structural clustering in Chap-
ter 5. SCAN++ effectively reduces number of structural similarity computations
and computational costs of each similarity computation by capturing the clustering
coefficient of graphs.
Table 2.1 lists the time complexities of major modularity-based clustering and
structural clustering methods including our proposals. Note that IMAC, ParBGLL
and SCAN++ are the methods proposed in Chapter 3, 4 and 5, respectively. The
symbols jVj and jEj are the number of nodes and edges in the graph, respectively.
Also, d, c and n are dendrogram depth, clustering coefficient, and average degree,
respectively. The symbols  and ! in BGLL are the number of iterations consumed
in its modularity computations and node aggregations, respectively. We omitted
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the time complexity of DHSCAN and the approach proposed by Wakita and Tsumi
since no full discussion has been provided. As shown in Table 2.1, our propos-
als achieve lower time complexity than the traditional algorithms since they using
the structural properties for avoiding exhaustive computations. The details of each




Fast Algorithm for Modularity-based
Graph Clustering
In AI and Web communities, modularity-based graph clustering algorithms are be-
ing applied to various applications. However, existing algorithms are not applied to
large graphs because they have to scan all nodes/edges iteratively. The goal of this
chapter is to efficiently compute clusters with high modularity from extremely large
graphs with more than a few billion edges. The heart of our solution is to com-
pute clusters by incrementally pruning unnecessary nodes/edges and optimizing the
order of vertex selections. Our experiments show that our proposal outperforms
all other modularity-based algorithms in terms of computation time, and it finds
clusters with high modularity.
3.1 Introduction
Recently, modularity-base clustering proposed by Newman and Girvan [34] has
become one of the most popular algorithms for extracting clusters in a graph. Mod-
ularity evaluates the density of edges inside clusters as compared to edges between
clusters. The better clustering results are achieved with higher modularity scores.
Modularity-based algorithms have been applied to many applications such as image
segmentation [97] and brain analysis [25] due to its effectiveness.
Although the modularity-based algorithms are effective for many applications,
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finding the maximum modularity involves NP-complete complexity [34]. This
problem has led to the introduction of approximation approaches [35–38]. Blon-
del et al. proposed an efficient greedy algorithm BGLL [38]. To the best of our
knowledge, BGLL is representative for the state-of-the-art algorithm; it achieves
fast clustering with higher modularity than the other algorithms. In contrast to
CNM, it computes the modularity gain only for the adjoined nodes pairs as a lo-
cal maximization. Blondel et al. reported that BGLL requires almost 3 hours to
process graphs with 118 million nodes [38]. Although BGLL is effective for ex-
tracting high modularity clusters, it is difficult for BGLL to realize quick responses
for graphs of unprecedented size, such as Web graphs with their few billion edges.
This is because it iteratively scans all nodes/edges as long as the modularity is in-
creasing.
To overcome the limitation of computing time in the previous approaches, we
propose a novel clustering algorithm. In order to reduce computational cost, we
introduce three ideas. First, we incrementally aggregate nodes, which are placed in a
same cluster, into a single vertex. Second, we incrementally prune computations of
modularity gain for nodes whose clusters are obviously obtained. Last, we optimize
the order of vertex selections for efficient clustering. Our proposal has the following
attractive characteristics:
 Efficiency: The proposed algorithm is considerably faster than existing ap-
proaches such as CNM and BGLL.
 High-modularity: Our approach provides clustering results with high mod-
ularity; it returns almost the same modularity scores as the state of the art
approach, BGLL.
 Effectiveness: Our algorithm is effective in improving the performance for
large-scale complex networks.
To the best of our knowledge, our approach is the first solution to divide graphs
into clusters that have more than 100 million nodes and 1 billion edges within 3
minutes. These characteristics confirm the practicality of our algorithm for real
world applications. With our proposal, many more applications can be implemented
more efficiently.
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Table 3.1: Definition of main symbols
Symbol Definition
 (u) Set of adjacent nodes of node u
Pi Set of prunable nodes defined by Definition 10
Ti Set of target nodes defined by Definition 11
Q Modularity score of a clustering result given by Definition 6
4Qij Modularity gain between cluster Ci and Cj defined by Definition 7
eij Number of edges that bridges cluster Ci and Cj
ai Number of edges that connected to nodes in cluster Ci. ai =
P
k eik
cu Cluster ID of the cluster to which node u belongs
c score of clustering coefficient
 skewness of the power-law degree distribution
3.2 Preliminary
In this section, we give some preliminaries of this chapter. Table 3.1 lists main
symbols and their definitions that are used in this chapter.
3.2.1 Modularity
Modularity, introduced by Newman et al. [34], is widely used to evaluate the cluster
structure of a graph from a global perspective. It measures the differences in graph
structures from an expected random graph. The main idea of modularity is to find
groups of nodes that have a lot of inner-group edges and few inter-group edges.
Modularity Q is formally defined as follows:
Definition 6 (Modularity Q) Let euv be the total number of edges between cluster
Cu and Cv; au be the total number of edges that are attached to nodes in cluster
Cu; andm be the total number of edges in the whole graph. The following equation












In Definition 6, au=2m is the expected fraction of edges of Cu, which can be ob-
tained when we assume the graph to be a random graph. Therefore, well clustered
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graphs will have high modularity scores, since the value of euu is highly different
from the random graph.
3.2.2 BGLL
We then overview the state-of-the-art algorithm BGLL.
BGLL is divided in two phases that are repeated iteratively. First phase is local
clustering phase. In this phase, BGLL finds clusters by greedily maximizing the
modularity of its clustering result. Specifically, it first picks a node and computes
modularity gains, which is an increment of modularity after assigning two nodes
into a same cluster, for all adjacent nodes of the node. If BGLL finds adjacent
nodes that have the largest positive score of modularity gain among adjacent nodes,
it assigns the node into the same cluster of the adjacent node. Otherwise, the node
stays in its original cluster. BGLL continues this local clustering until there are no
improvements of modularity.
Second phase is cluster aggregation phase. In the cluster aggregation phase,
BGLL aggregates each cluster, which is obtained by the local phase, into a node.
Besides the cluster aggregation, it also merges edges that are lying inner and in-
ter clusters into weighted edges. The inner edges of a cluster are merged into a
weighted self-loop edge of the corresponding aggregated node. The weight of the
self-loop edge equals to doubled number of edges that are included in the cluster.
On the other hand, the inter edges between two clusters are merged into a weighted
edge that bridges the corresponding aggregated nodes. The weight of the weighted
edge is obtained from number of edges that bridge two clusters. After finishing
cluster aggregation phase, we obtain a weighted graph.
BGLL iterates the above two phases until the modularity score of its clustering
results does not increase. Algorithm 1 shows the detail procedure of BGLL.
3.3 Proposed method
This section presents details of our proposal. In contrast to all the other algorithms,
we can find clusters with high modularity in graphs of unprecedented size, such as
more than a few billion of edges, within a few minutes. We give an overview the
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Algorithm 1 BGLL
Input: G = fV;Eg;
Output: clustering result of G;
1: repeat
2: repeat
3: select node u from V;
4: for all node v included in the adjacent nodes of node u do
5: compute modularity gain between node u and v;
6: end for
7: find node v0 that has the largest modularity gain from the adjacent nodes of node u;
8: if the modularity gain of node v0 > 0 then
9: assign node u to the cluster of node v0;
10: else
11: stay node u in its original cluster;
12: end if
13: until modularityQ is increased
14: aggregate clusters into a weighted graph;
15: until modularityQ is increased
ideas underlying our algorithm that is followed by a full description including graph
clustering algorithm.
3.3.1 Ideas
We introduce three ideas to avoid the high computation cost of existing algorithms.
First, we incrementally aggregate nodes, which are placed in a same cluster, into a
single node to eliminate unnecessary nodes/edges from the graph. Second, we incre-
mentally prune nodes whose clusters are obtained without modularity computing.
Last, we optimize the order of node selections to reduce the number of modular-
ity computations in the clustering process. Instead of iterative computations for all
nodes/edges in the whole graph, we only compute the key nodes/edges efficiently.
Moreover, our proposal successfully produces clustering results with high modular-
ity by obtaining clusters in a local modularity maximization and avoiding skewed
access.
These simple ideas have two main advantages. First, we can extract clusters
with quite-small computational cost for complex networks [108]. Our ideas suc-
cessfully handle the interesting characteristics of complex networks; high cluster-
ing coefficients and power-law degree distributions. This is because our ideas are
designed to perform well even if the graph has many co-occurrence nodes between
adjacent nodes. That is, high clustering coefficients lead our algorithm to compute
efficiently. Additionally, our ideas perform well in the case that there are strong
imbalances among the degrees of all nodes as in power-law distributions. Thus,
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our algorithm runs faster on large size complex networks than the state of the art
algorithm.
Second, our algorithm can produce clustering results with high modularity by
not missing the chances that may improve the modularity. The reason is twofold.
First is that our pruning method does not sacrifice modularity. Second is that our
ideas successfully prevent our algorithm from producing imbalanced clustering re-
sults, which would otherwise greatly degrade the modularity. Therefore, our algo-
rithm can extract clustering results with high modularity.
3.3.2 Incremental aggregation
We extract clusters by incrementally aggregating nodes placed in a same cluster into
an equivalent single node with weighted edges. In contrast to previous algorithms,
our proposal does not traverse all nodes/edges multiple times. In this section, we
formally introduce our incremental aggregation technique and its properties.
We specify the modularity gain proposed by Newman [35], since it is also uti-
lized by our algorithm.
Definition 7 (Modularity gain4Quv) Let 4Quv be the modularity gain which is












By using modularity gain, our proposal finds clusters in a local maximization
manner. When node u is selected, it computes the modularity gain of u for each v
in  (u), where  (u) is the set of nodes neighboring u. After computing all modu-
larity gains between u and v, our algorithm incrementally aggregates u and v that
yields the highest rise in modularity. Details of the incremental aggregation and
aggregated node are as follows:
Definition 8 (Incremental aggregation) Let node v be the neighboring node of
node u that yields the highest rise in modularity. If node u has a positive modu-
larity gain for v (i.e. 4Quv > 0), the pair of nodes, u and v, are aggregated into a
single node w. If node v has the negative modularity gain (i.e. 4Quv  0), the pair
of nodes u and v are not aggregated.
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Definition 9 (Aggregated node) We initialize the weight of each edge to 1 in the
given graph. If node w is aggregated from node u and v, node w has two types of
weighted edges; a self-loop edge and outer edges. The weight of the self-loop edge
is obtained by summing (1) weights of the self-loop edges of nodes u and v, and (2)
weights of edges between node u and v. The weights of outer edges for other nodes
are obtained by summing the weights of edges that incident nodes u and v.
From Definition 9, the degree of w is given as the number of the weighted outer
edges that are obtained by aggregating nodes/edges included in the same cluster.
Then, we introduce the theoretical properties of Definition 8 and 9.
Lemma 1 (Equivalence of the modularity) If (1) node u and v belong to the same
cluster (i.e. cu = cv) and (2) node u and v are aggregated into node w, the modu-
larity taken from node w is equivalent that of nodes u and v.
Proof LetQ(u;v) be the modularity for the case that node u and v belong to the same
cluster, and Qw be the modularity of aggregated node w. From Definition 9, the
weighted edges of w are eww = euu + evv + 2euv = e(u;v)(u;v) and aw = au + av =









euu + evv + 2euv
2m




Thus, node w has the same modularity as nodes u and v that belong to the same
cluster. 
From Lemma 1, we can reduce the number of nodes/edges in the graph without
sacrificing modularity quality. Additionally, we advance the following lemma to
avoid iterative traversal of all nodes/edges:
Lemma 2 (Negativity of the modularity) Once a node has negative modularity
gain for all neighbors, it will never be clustered with its neighbors in the subse-
quent process.
Proof We assume nodes vi and vj are connected. There are two cases in which the
modularity gains of node u can be updated. First is that node u is connected to
both of vi and vj . In this case, the modularity gains of u are given as 4Quvi < 0
and 4Quvj < 0, respectively. If vi and vj are aggregated into node w, the updated
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 4Quvi +4Quvj < 0: (3.6)
As can be see, node u always has negative modularity gain after merging pairs of
neighbor nodes in this case. Next, we assume the case that only node vi is connected
to node u. In this case, the modularity gain between u and vi is given as4Quvi < 0.






























This case also has no positive improvement of4Quw after aggregation. Therefore,
node u never finds a neighbor node yielding positive modularity gain. Thus, once a
node only has negative modularity gains, it will never be clustered in the subsequent
process. 
From Lemma 2, we can efficiently reduce the number of traverses for all nodes/edges.
This is because, once a node is detected as yielding having only negative modularity
gain, it is never considered for aggregation thereafter.
Our proposal efficiently handles the structural feature of high clustering coef-
ficient. The clustering coefficient of adjoined nodes [109] measures how close the
pair of nodes is to being a clique. By considering this pairwise clustering coeffi-
cient, the efficiency of our algorithm is confirmed as follows:
Lemma 3 (Efficiency of incremental aggregation) Let c be the clustering coeffi-
cient of the adjacent nodes, and n be the number of neighbors adjoined to the pair
of nodes (i.e. j (u) [  (v)j). In each incremental aggregation, our algorithm can
eliminate cn edges.
Proof If a pair of nodes have n neighboring nodes, the pair is expected to have cn
neighboring nodes that are co-referenced from both of the pair. From Definition
9, cn edges, indicates co-referenced nodes from the pair, will be eliminated by
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aggregating the pair into a single node. Therefore, we can eliminate cn edges in
each aggregation. 
From Lemma 3, it is obvious that our algorithm performs well when the given graph
has a high clustering coefficient.
3.3.3 Incremental pruning
In practice, there are a lot of nodes whose clusters are trivially determined, we call
them prunable nodes. We call the set of nodes whose modularity gains are to be
computed as target nodes, in the clustering process. Unlike existing algorithms,
our algorithm computes the modularity gain for only target nodes by dynamically
removing prunable nodes in incremental manner. We formally introduce below the
definitions of prunable nodes and target nodes with their theoretical properties. The
set of prunable nodes Pi in the i–th aggregation is defined as follows:
Definition 10 (Prunable vertices) Let cu be a cluster to which node u belongs.
The following equation gives the set of prunable nodes in the i–th aggregation.
Pi=
; (i = 0)
fu : j (u)j=1g[fu :8v;w2 (u); cv=cwg (i > 0) (3.10)
Definition 10 indicates that a node is included in Pi if (1) the node has only a single
adjacent node, or (2) all the adjacent nodes of the node belong to the same cluster.
We can introduce the following properties of prunable nodes:
Lemma 4 (Non-negativity of the modularity gain) If node u is included in Pi,
the modularity gain of node u for each adjacent node must be greater than 0.
Proof From Definition 10, if the node included in Pi has only a single adjacent node
in the given graph (i.e. j (u)j = 1), we have euv = au = 1 and 0 < av < 2m.
Therefore, from Definition 7, the modularity gain 4Quv between node u and v is
always greater than 0. If all neighbor nodes of node u belong to the same cluster
cw, (i.e. cv = cw;8v; w 2  (u)), node u has edges euw = au > 0 and cluster cw has
0 < aw < 2m. Therefore, the modularity gain 4Quw between node u and cluster
cw is always greater than 0. 
From Lemma 4, all nodes included in Pi must have positive modularity gains. That
is, all nodes that belong to Pi are always clustered in their neighbors’ cluster. There-
fore, we can aggregate these nodes without sacrificing the quality of modularity.
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From Lemma 4, the set of target nodes in the i–th aggregation, Ti, can be defined
as follows:
Definition 11 (Target vertices) The following equation gives the set of target nodes
in the i-th aggregation.
Ti =

V (i = 0)
Ti 1   Pi (i > 0) (3.11)
Our algorithm incrementally prunes Pi from Ti 1 in each aggregation step. How-
ever, computation costs would be excessive if we naively search for nodes in Pi such
that all of their adjacent nodes belong to a same cluster. For efficient computing,
therefore, we introduce a theoretical property of Ti and Pi as follows:
Lemma 5 (Incremental pruning) We can find all nodes included in Pi by obtain-
ing nodes such that they have only a single adjacent node from Ti 1 in each aggre-
gation.
Proof If a node in the given graph has only a single adjacent node, the node can be
obviously pruned. If all neighboring nodes of a node belong to a same cluster, all of
them have already been aggregated into a single node by Definition 8. Therefore,
we can obtain Pi by finding nodes such that they have only a single adjacent node.
By Lemma 5, we can efficiently find all nodes in Pi.
3.3.4 Efficient ordering of node selections
We establish efficient ordering of node selections for local modularity maximiza-
tion to reduce the computations. Our proposal dynamically selects node with the
smallest degree by handling the power-law degree distribution.
One of the famous properties of complex graphs is the power-law degree dis-
tribution [110]; most nodes have relatively few neighbors while a few nodes have
many neighbors. Under the power-law degree distribution, the frequency of nodes
with degree number of d is proportional to d , where exponent  is a positive
constant that represents the skewness of the degree distribution. A high  implies
that the vast majority of nodes have small degree. As  decreases, the graph den-
sity and the number of large degree nodes increases. Given the power-law degree
distribution, we find the following empirical observation:
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 Observation 1: Greedy modularity-based algorithms, which maximize mod-
ularity in a local manner, can extract clusters with a small number of modu-
larity computations by selecting nodes that have the smallest degree.
We compute the modularity gains of node u for all neighbor nodes in  (u). This
process involves j (u)j times modularity computations for node u to find the node
that yields the highest rise in modularity gain. Therefore, selecting nodes that have a
large degree waste computation time. Thus, we find nodes of the highest modularity
gain with low computation cost by dynamically selecting nodes with the smallest
degree. By combining the ordering and the incremental aggregation, we reduce the
size of degrees. Thus, the ordering reduces the computational cost especially for
high degree node. Additionally, we find the node of the highest modularity gain
more efficiently as the graph strongly follows power-law degree distribution. This
is because nodes in the power-law degree distribution tend to have highly skewed
degree.
Moreover, we obtain clusters with high modularity by avoiding skewed access
to nodes of large degree. This is because our proposal successfully prevents the
results from producing super-clusters, which would otherwise greatly degrade the
modularity. Thus, we extract clusters from graphs with high modularity.
3.3.5 Graph clustering algorithm
Algorithm 2 shows our algorithm. First, if i = 0, the algorithm initializes
P0 = ; and T0 = V based on Definition 10 and 11, respectively (line 1). Next,
it incrementally computes prunable nodes Pi (line 4) and merge each node in Pi
into its neighboring cluster (lines 5-7). Next, it obtains target nodes Ti as described
in Lemma 5 and Definition 11 (line 8). It selects node u with the smallest degree
from Ti based on Observation 1 (line 9), and finds neighbor node v that maximizes
the modularity gain as defined in Definition 7 (line 10). If the modularity gain
4Quv is positive, it then aggregates nodes u and v into a single node as described
in Definition 8 and 9 (lines 11-14). Otherwise, node u is pruned from Ti by Lemma
2 (line 16). If Ti contains no nodes, it terminates its iteration cycle. Finally, it re-
turns aggregated nodes as a result; all nodes included in an aggregated node belong
to same cluster.
We provide a theoretical analysis of the computation cost.
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Algorithm 2 Incremental Modularity Agglomerative Clustering (IMAC)
Input: G = fV;Eg;
Output: clustering result of G;
1: i = 0, P0 = ;, T0 = V;
2: while jTij > 0 do
3: i = i+ 1;
4: Pi = fu : j (u)j = 1g;
5: for 8u 2 Pi do
6: aggregate node u into its neighbor;
7: end for
8: Ti = Ti 1   Pi;
9: select node u from Ti that has the smallest degree;
10: v = arg max v04Quv0 ;
11: if4Quv > 0 then
12: aggregate u and v into a single node w;
13: Ti = Ti   fu; vg;
14: Ti = Ti [ fwg;
15: else
16: Ti = Ti   fug;
17: end if
18: end while
Theorem 1 (Computational cost) Our algorithm requiresO(jEj+ (1 c)
 1 jVj) time
to obtain a clustering result from a graph, where c and  are the clustering coeffi-
cient and the skewness of the degree distribution, respectively.
Proof Our algorithm needs 2jEj computations without the incremental aggregation,
because it has to compute4Q for all neighbors for each node. Lemma 3 shows that
each incremental aggregation eliminates cn edges from the given graph, where n is
the average degree. Moreover, it iterates the incremental aggregations jTij  jVj
times by Definition 8 and 9, so we can eliminate cnjVj edges from the given graph.
As a result, our method requires O(jEj   cnjVj) modularity computations for clus-
tering the given graph. In addition to the modularity computation costs, our method
also requires aggregation costs for merging two nodes/clusters. The computational
cost of each aggregation isO(njVj) since our algorithm traverses all adjacent nodes
for merging two nodes. Hence, the total computational cost isO(jEj+n(1 c)jVj).
Generally, the average degree is n = 
 1 for the real-world graphs that follow the
power-law degree distribution. Therefore, the computational cost of our method is
O(jEj+ (1 c)
 1 jVj). 
This theorem indicates that the computation cost of our proposal is dramatically
smaller than those of existing algorithms; for instance, CNM requiresO(djEj log jVj)
to obtain a clustering result. Furthermore, we have even smaller computation cost
than the one described in Theorem 1 in practical cases. This is because we have
two other techniques to enhance the clustering speed; incremental pruning and effi-
cient ordering. However their computation costs strongly depend on the structure of
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the graph, we show concrete computation times for real world datasets in the next
section.
3.4 Experimental evaluation
We conducted evaluations to confirm the effectiveness of our algorithm. In the
experiments, we used the five public datasets [111] to evaluate our algorithm:
 dblp-2010: This scientific collaboration graph was extracted from the bib-
liography service DBLP in 2010; each node is a scientist and each edge is
coauthor relationship.
 ljournal-2008: This graph was obtained from a social networking site Live-
Journal in 2008; each node and edge represent a user and friendship among
users, respectively.
 uk-2005: This graph was obtained from a 2005 crawl of .uk domain; each
node and edge mean a Web page and a link between pages, respectively.
 webbase-2001: This Web graph of .us domain in 2001 was downloaded from
the Stanford Webbase project, each node and edge mean a Web page and a
link, respectively.
 uk-2007-05: This graph is a expansion of uk-2005 crawled from .uk domain
Web pages in May, 2007.
The details of our datasets are shown in Table 5.2, where  is the exponent that
controls the skewness of the degree distribution, described in previous section.
Additionally, we also use synthetic datasets generated by DIGG1 and LFR bench-
mark [112] to evaluate the effectiveness of our proposal for complex networks. The
details setting will be described later.
All experiments were conducted on a Linux 2.6.18 server with Intel Xeon CPU
L5640 2.27GHz and 144GB RAM. We implemented our proposal using C++ and
we used the optimization parameter “-O2” for each algorithm. To evaluate the exist-





Table 3.2: Real-world datasets
dblp-2010 ljournal-2008 uk-2005 webbase-2001 uk-2007-05
jVj 326,186 5,363,260 39,459,925 118,142,155 105,896,555
jEj 1,615,400 79,023,142 936,364,282 1,019,903,190 3,738,733,648
 2.82 2.29 1.71 2.14 1.51
Table 3.3: Modularity Q for each dataset
dblp-2010 ljournal-2008 uk-2005 webbase-2001 uk-2007-05
Proposed 0.90 0.74 0.98 0.98 0.97
BGLL 0.88 0.74 0.97 0.96 0.97
CNM 0.82 - - - -
sites.
3.4.1 Efficiency
We evaluated the clustering performance of each algorithm through wall clock time
for each real world dataset. Figure 3.1 shows the results of computational time. In
Figure 3.1, our proposal is tested under two different types; Proposed and Proposed-
Limited. Proposed represents the full version of our algorithm described in Al-
gorithm 2. And Proposed-Limited represents the limited version of Algorithm 2
which only uses the incremental aggregation. Since CNM cannot compute clus-
ters in a day except for dblp, we omitted the results of CNM for other dataset.
Figure 3.1 indicates that Proposed is significantly faster than the other algorithms
under all conditions examined. As described earlier, the existing algorithms tra-
verse all nodes/edges multiple times while our algorithm dynamically eliminates
nodes/edges. As a result, our proposal is up to 60 times faster than the state of the
art algorithm BGLL; our algorithm computed clusters from the graph with 1 billion
edges in 156 seconds. Furthermore, Proposed-Limited is up to 20 times faster than
BGLL, even though Proposed is almost three times faster than Proposed-Limited
under all conditions. This indicates that the incremental aggregation contributes
most to the improvement. Proposed more efficiently reduces the computational cost
























Figure 3.1: Clustering time for real-world datasets
3.4.2 Modularity
One major advantage of our algorithm is that it outputs clusters with high modular-
ity. Table 3.3 shows modularity Q for each of the real world datasets. Table 3.3 in-
dicates that the modularity score of our algorithm is higher than that of CNM. Since
CNM optimizes modularity in a global manner, it tends to produce super-clusters
which significantly degrades modularity. In contrast, our algorithm successfully
avoid to produce super-clusters by using a local modularity maximization and effi-
cient ordering of node selections. Furthermore, Table 3.3 shows that our proposal
achieves slightly higher modularity than BGLL even though BGLL also performs
higher modularity than CNM. The computation time of BGLL is significantly larger
than ours as shown in Figure 3.1. That is, these results show the superiority of our
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Figure 3.2: Power-law differences
3.4.3 Effectiveness
We evaluate the effectiveness of our algorithm for complex networks that have high
cluster coefficients and power-law degree distributions. We compared our proposal
with BGLL since it performed well in terms of computing time and modularity. To
evaluate the effectiveness, we used synthetic graphs produced by the graph genera-
tor DIGG.
Figure 3.2 shows the computation times of our proposal and BGLL for different
 values (from 2.0 to 2.5) of graphs with 1 million nodes;  represents the skewness
of the power-law degree distribution. It is known that the clustering coefficient
also follows a power-law degree distribution [108]; graphs with large  tend to
have high clustering coefficients. As shown in Figure 3.2, BGLL shows almost
constant computational time under all conditions examined. In contrast to BGLL,
our algorithm increases its clustering speed as  increases. In the most efficient
case, i.e.  = 2:5, our proposal is up to two times faster than the result of  =
2:0. This is because our algorithm eliminates a significant number of nodes/edges
as shown in Lemma 3 and 5, when the graph has large . Thus, our algorithm

















Figure 3.3: Clustering coefficient differences
We evaluated the effectiveness of our algorithm in terms of high clustering co-
efficients. We generated LFR benchmark graphs with 1 million nodes; the average
clustering coefficient was varied from 0.1 to 0.6 following the real-world datasets.
The other parameters, average degree and maximum degree were fixed at 20 and
50, respectively. Figure 3.3 shows the computation time of our proposal and BGLL
for different clustering coefficient scores. As shown in Figure 3.3, BGLL shows al-
most constant computation time under all conditions examined. Unlike BGLL, our
algorithm increased its clustering speed as the clustering coefficient increased. In
the most efficient case (i.e. clustering coefficient is 0.6) our algorithm was up to 1.9
times faster than the result of the worst case (i.e clustering coefficient is 0.1). These
results imply that our incremental agglomerative algorithm effectively prunes the
computations for the graphs with high clustering coefficient.
Figure 5.7 shows the scalability for our proposal and BGLL; we show the wall
clock time as a function of the number of nodes. We varied the number of nodes
from 10 thousand to 100 million with  = 2:5. As shown in Figure 5.7, our algo-
rithm scales better than BGLL. This is because we do not traverse all nodes/edges






















Figure 3.4: Scalability of each algorithm
3.5 Summary of this Chapter
We have introduced an efficient algorithm for finding clusters with high modular-
ity that allows graphs of unprecedented size to be processed in practical time. Our
algorithm is based on three ideas. First, it incrementally aggregates nodes, which
are placed in a same cluster, into a single node. Second, it incrementally prunes
computations for nodes whose clusters can be obtained. Last, it dynamically se-
lects the node with the smallest degree. Experiments show that our algorithm can
achieve efficient clustering with high modularity. Modularity-based algorithms are






As we described in Chapter 3, the state-of-the-art algorithm BGLL has to com-
pute modularity gains of all adjacent node pairs to find clusters. However, this
demands extremely high computation time for large-scale graphs. For this reason,
we proposed IMAC (incremental modularity agglomerative clustering) in the previ-
ous chapter. To supplement the previous chapter, we propose here another variation
of efficient modularity-based clustering, named ParBGLL, by using a data parallel
computation scheme.
4.1 Introduction
As shown in the previous Chapter, the state-of-the-art algorithm BGLL is very in-
efficient at finding clusters in large-scale graphs. In Chapter 3, we proposed an
efficient clustering algorithm, named IMAC, from the algorithmic perspective.
In this chapter, in order to overcome the performance limitation of BGLL, we
tackle efficient clustering from the parallel computation and implementation per-
spective. Our solution is the novel data parallel graph clustering algorithm, named
ParBGLL. ParBGLL is based on two ideas: First, in order to reduce the computa-
tion cost for node references, we adopt a graph data representation for BGLL that is
CPU cache efficient. Specifically, we employ compressed row storage (CRS format
48
for short) [39] instead of the adjacency list representation. Our algorithm extends
the CRS format to represent both adjacency lists and degrees, and increases the effi-
ciency of CPU prefetch for fast clustering. Second, in order to reduce the computa-
tion time for modularity gain computations, we employ a data parallel method with
Streaming SIMD Extensions (SSE), which is the SIMD instruction set extension of
the x86. SIMD instructions are the extended instructions included in most modern
CPU designs in order to improve the performance of multimedia applications. They
perform the same operation on multiple data points simultaneously, and exploit data
level parallelism in the CPU core but not concurrency. Since, real-world graphs
have highly skewed degree distributions, there are a lot of small degree nodes. By
computing these small degree nodes efficiently by using SIMD instructions, we can
dramatically improve the clustering speed for large-scale graphs.
Our proposal have three major advantages:
 Efficiency: Our approach successfully overcomes the bottlenecks of the
state-of-the-art method BGLL; the extended CRS format increases the cache
hit ratio and the data parallel method with SIMD instructions is very efficient
at performing the modularity gain computations.
 High modularity: Our evaluations reveal that the clustering results pro-
duced by our approach achieve almost same modularity scores as the state-
of-the-art method BGLL.
 Scalability: Our proposal has better scalability than the state-of-the-art ap-
proach BGLL. Our approach reasonably increases its clustering speed accord-
ing to the level of parallelism for large-scale graphs.
4.2 Preliminary
In this section, we formally define the notations and introduce the background of
this chapter. Table 4.1 lists the main symbols and their definitions that are newly
used in this chapter.
Prior to discussing the details of our proposal, we first introduce the SIMD in-
structions that are the key technique of our proposed method ParBGLL.
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Table 4.1: Definition of main symbols
Symbol Definition
Va node array of CRS-based graph representation given in Section 4.3.2
Ea edge array of CRS-based graph representation given in Section 4.3.2
4Q0ij Relative modularity gain between cluster i and j defined by Definition 12
p maximum parallelism of SIMD-based computation
Single Instruction Multiple Data (SIMD) is a term proposed by Flynn in 1966
[113] and it means that a single instruction set is applied to multiple data items.
In practice, the cores in modern processors have functional units that perform the
same operation on multiple data items simultaneously. These units are called SIMD
units, and instructions based on SIMD units are called SIMD instructions. Today’s
processors have 128-bit wide SIMD instructions that can, for example, perform
operations on four 32 bit elements simultaneously. For instance, the Intel Core i7
processor is a quad-core processor with 128-bit SIMD(SSE), and NVIDIA GeForce
GTX 280 GPU is a 30-core processor with 256-bit SIMD.
Recently, many approaches have been proposed that use SIMD units to per-
form tree search [114, 115]. However, to the best of our knowledge, there are no
graph clustering approaches that have been optimized for SIMD units/instructions.
Therefore, we tackled this challenging problem in developing a SIMD-based graph
clustering algorithm.
4.3 Proposed method
This section overviews our proposal. The main objective is to develop a data par-
allelism technique for modularity-based graph clustering on modern CPUs. Our
data parallel method is based on SIMD instructions. The heart of our solution is
to compute the modularity gain between nodes, which takes the greatest part of the
computing time, in parallel by transforming the modularity’s formula into simple
representations. Moreover, in implementing a clustering algorithm, we introduce a
data structure that improves the cache hit ratio of node selection for greater com-
puting efficiency. In the following sections, we first give an overview the ideas




The proposed method consists of two building blocks. First, in order to reduce
computation cost for node references, we adopt CPU cache and prefetch efficient
graph data representation for BGLL. Specifically, we employ compressed row stor-
age (CRS format for short) [39] instead of the adjacency list representation. CRS
format is one of the most popular storage formats for sparse matrixes. It puts subse-
quent nonzero elements of the sparse matrix rows in contiguous memory locations.
Hence, the format enables us to increase the efficiency of node referencing. Our
algorithm extends the CRS format to represent both adjacency lists and degrees,
which increases the cache hit ratio for efficient clustering.
Second, in order to reduce the computation time for modularity gain computa-
tions, we employ a data parallel method with Streaming SIMD Extensions (SSE),
which is the SIMD instruction set extension of the x86. SIMD instructions are the
extended instructions included in most modern CPU designs in order to improve
the performance of multimedia applications. They perform the same operation on
multiple data points simultaneously, and exploit data level parallelism on the CPU
core but not concurrency. Hence, our algorithm uses SIMD instructions in com-
puting the modularity gain in order to increase clustering speed. Furthermore, for
efficient computation, we reduce the number of instructions that are required for
each modularity gain computation by transforming the modularity’s formula into
simple representations.
These approaches have three major advantages. The first advantage is that only
small computation cost is incurred in extracting clusters from large-scale graphs.
Our approach successfully overcomes the bottlenecks of the state-of-the-art method
BGLL; the extended CRS format increases the cache hit ratio and the data parallel
method with SIMD instructions can efficiently perform the modularity gain com-
putations. The second advantage is that our proposal has better scalability than the
state-of-the-art approach BGLL. Our approach reasonably increases its clustering
speed with the parallelism level for large-scale graphs. The third advantage is the
high modularity of the clustering results. Our evaluations revealed that the cluster-
ing results produced by our approach achieve almost the same modularity scores as
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adjacent nodes
of node 2
Figure 4.1: CRS-based graph representation
4.3.2 CRS-based Graph Representation
Graph G = fV;Eg is commonly represented as an adjacency matrix. For sparse
graphs such a representation wastes a lot of space. Furthermore, the matrix repre-
sentation also increases data access costs for clustering since state-of-the-art algo-
rithms iteratively access all nodes and edges for finding clusters and these compu-
tations on the matrix representation decrease cache and prefetch efficiency.
In order to overcome the above limitations, we present graphs in compact ad-
jacency list form that are packed into large arrays called CRS [39]. We introduce
here details of the CRS-based graph representation. This graph representation con-
sists of two arrays: node array Va and edge array Ea. Each node points to starting
position of its own adjacency list in this large array of edges. Figure 4.1 shows an
example of CRS-based data representation. Each array is formally given as follows:
 Node array: Nodes of the graph are represented as an linear array, called
node array Va. Each index and entry of node array Va correspond to the node
id and the starting index of its adjacency list in edge array Ea, respectively.
For example, in Figure 4.1, node array Va shows the starting index of its
adjacency list in Ea from node 0 to node 100. Specifically, node 2 in node
array Va of Figure 4.1 has the entry of 4, and it implies that the adjacency list
of node 2 starts from index 4 of Ea.
 Edge array: Edges of the graph are represented as a linear array, called edge
array Ea. Each entry of edge array Ea refers to a node in node array Va.
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While the above graph representations use linear arrays, we can obtain adjacent
nodes of a node efficiently. As described above, the node array has the starting index
of its adjacency list in edge array Ea. Hence, we can obtain the adjacent nodes of a
node by retrieving the indices of Ea from Va[u] to Va[u + 1]. For example, we can
obtain the adjacent nodes of node 2, f11; 42; 88g, by retrieving Ea from Va[2] = 4
to Va[2 + 1] = 7.
Additionally, we reduce the data access costs for clustering by using the above
two arrays for clustering. This is because the node array and edge array are stored
in continuous memory address space. Therefore, this representation can improve
prefetch efficiency for graph clustering.
4.3.3 Proposed method: ParBGLL
In this section, we introduce ParBGLL, vectorized modularity-based graph cluster-
ing that uses SIMD instructions.
Vectorization of the modularity computation
The state-of-the-art algorithm BGLL computes modularity gains for all adjacent
nodes of each node. In our proposal ParBGLL, we introduce the vectorized com-
putation form by using SIMD instructions: First, as is true for BGLL, ParBGLL
selects a node to initiate the modularity gain computation. ParBGLL then obtains
all adjacent nodes from the CRS-based graph representation. Last, ParBGLL per-
forms vectorized modularity gain computation for all adjacent nodes.
In order to obtain the modularity gain, we have to evaluate the equation given
by Definition 7 for each adjacent node. In this case, if we assume that we have
already obtained the score of each term in Definition 7 such as eij ,
P
Ck2C eik andP
Ck2C ejk, we have to use SIMD instructions to evaluate at least the following six
instructions:
 quotient of eik and 2m
 quotient ofPCk2C eik and 2m
 quotient ofPCk2C ejk and 2m
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 product ofPCk2C eik=2m andPCk2C ejk=2m










In order to reduce the number of instructions, we focus on the locality of graph
clustering computations in real-world graphs. In the local clustering phase of BGLL,
we have to find the adjacent node that maximizes the modularity gain among all ad-
jacent nodes of the node. Traditionally, the original algorithm BGLL computes the
full description of Definition 7, hence it requires at least six instructions for each
computation as we described above. However, almost modularity gain computa-
tions have similar mathematical expressions since BGLL only needs to select an
adjacent nodes whose modularity gain is local maximum. More specifically, if we
compute the modularity gains for the adjacent nodes of node u, all the modularity
gain computations have same values of 2m and
P
Ck2C euk: They differ only in
values of euj and
P
Ck2C ejk. In fact, we can compute the relative size of the modu-
alrity gain by only comparing euj and
P
Ck2C ejk; and this relative form reduces the
number of instructions for each modularity computation. Hence in our proposal, we
only compute relative form of the modularity gain, defined in Definition 12, instead
of the full description of Definition 7. We define relative modularity gain as follows:
Definition 12 (Relative modularity gain4Q0ij) Letm be the total number of edges
and eij be the total number of edges between cluster Ci and Cj . The following
equation gives the relative modularity gain4Q0ij among the nodes in  (u):







From Definition 12, we can introduce the following Lemma:
Lemma 6 (Equivalence between4Qij and4Q0ij) Let node v; w be the adjacent
nodes of node u. We always have,
4Qu;v > 4Qu;w ,4Q0u;v > 4Q0u;w: (4.2)





























Therefore, the following holds,







































4Q0u;v > 4Q0u;w: (4.8)
As a result, we have4Qu;v > 4Qu;w )4Q0u;v > 4Q0u;w The necessary condition
of Lemma 6 can prove the same approach that we show above. Therefore, we hold
4Qu;v > 4Qu;w ,4Q0u;v > 4Q0u;w 
As we can see, the relative modularity gain contains only three instructions as
follows:
 product of eij and 2m
 product ofPCk2C eik andPCk2C ejk





Hence, we can reduce the number of instructions by using the relative modularity
gain instead of the modularity gain given by Definition 7.
ParBGLL uses the above relative modularity gain to find clusters in a data par-
allel manner. Figure 4.2 shows our vectorized modularity gain computations that
are based on the relative modularity gain of Definition 12. As shown in Figure 4.2,
when we compute the relative modularity gains for the adjacent nodes, we can eval-
uate them in parallel provided they occupy the same SIMD register. For example,
in Figure 4.2, we compute the relative modularity gains 4Q012;4Q013;4Q014 and
4Q015. In this case, we can evaluate them in parallel by using SIMD instructions
(i.e. mm set epi32 and mm sub epi32) since these four relative modularity gain

















































































Figure 4.2: Vectorized relative modularity gain computations
Vectorized selection of the maximum modularity gain node
After computing the relative modularity gains for all adjacent nodes of a node, we
then have to select the one that has the largest relative modularity gain among all
adjacent nodes. We also implement this procedure by SIMD instructions.
In order to find the largest (relative) modularity gain node, we first set up five
SIMD registers, named reg id, reg result, reg max id, reg max and reg mask. reg id
is a SIMD register that stores the adjacent node ids. reg result stores values of the
relative modularity gains that correspond to the reg id. reg max id contains adja-
cent node ids that may have the largest modularity gain among the adjacent nodes.
reg max stores relative modularity gain values that correspond to the reg max id.
Finally, reg mask is a mask SIMD register that is used to select the node with the
largest modularity gain.
Here, we introduce a concrete procedure for selecting the largest modularity
gain node. As shown in the previous section, reg id and reg result are filled by
subsets of the adjacent nodes and their relative modularity gain values, respectively.
If reg max id and reg max are empty, ParBGLL copies the entries of reg id and
reg result to reg max id and reg max, respectively. Otherwise, it updates reg max id
and reg max. In order to update the reg max id and reg max, we first build reg mask
from reg result and reg max. For building reg mask, ParBGLL compares the rela-
tive modularity gain values for each alignment between reg result andreg max. In
each alignment, if the relative modularity value in reg result is greater than that of
reg max, ParBGLL fills the corresponding alignment of reg mask with 1. Other-
wise, it fills the corresponding alignment with 0.
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0.55 0.21 0.67 0.01
0.25 0.43 0.33 0.12
reg_result
reg_max
1111…11reg_mask 0000…00 1111…11 0000…00
_mm_cmpgt_epi32
= = = =
Figure 4.3: Example of reg mask construction from reg result and reg max
Figure 4.3 shows an example of reg mask construction. As we can see, the left
most alignment of reg result is greater than that of reg max. This implies that the
corresponding alignment should be updated by the result of reg result. Therefore,
we fill the left most alignment of reg mast with 1. On the other hand, the right
most alignment of reg result is smaller than that of reg max. This implies that this
alignment does not need to be updated, and hence we fill the right most alignment
with 0.
After computing reg mask, ParBGLL extracts the adjacent nodes that may have
the largest relative modularity gain by using reg mask and reg max id as follows:
reg max id = (!reg mask & reg max id) j (reg mask & reg id) (4.9)
ParBGLL continues the above procedure until all adjacent nodes of a node have
been evaluated, and it continues saving and updating both reg max id and reg max.
After terminating the above procedure, we have the candidate adjacent nodes in
reg max id that have the largest relative modularity gains. Hence, by traversing the
candidate nodes in reg max id with their relative modularity gain values in reg max,
ParBGLL finds the largest relative modularity gain nodes from adjacent nodes.
4.3.4 Graph Clustering Algorithm
Algorithm 3 shows our algorithm. Basically, Algorithm 3 follows the algorithm
of BGLL, see in Algorithm 1. First, ParBGLL fills SIMD register reg 2m with 2m,
repeatedly used in ParBGLL (line 2). Then, it selects a node from V and com-
putes the relative modularity gain values for all adjacent nodes of the node by using
our vectorized method (line 4-15). In these relative modularity gain computations,
ParBGLL first prepares SIMD register reg u (line 5). ParBGLL then computes
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Algorithm 3 ParBGLL
Input: G = fV;Eg;
Output: clustering result of G;
1: repeat
2: fill SIMD register reg 2m with 2m;
3: repeat
4: select node u from V;
5: fill SIMD register reg u withPk2C euk;
6: i = 0, N =  (u);
7: while i  (j (u)j=p+ 1) do
8: pop p nodes fv1; v2; : : : ; vpg from N;
9: fill SIMD register reg id with fv1; v2; : : : ; vpg;
10: fill SIMD register reg e with feuv1 ; euv2 ; : : : ; euvpg;
11: fill SIMD register reg v with fPk2C ev1k;Pk2C ev1k; : : : ;Pk2C ev1kg;
12: compute reg result = (reg 2m)(reg e)  (reg u)(reg v);
13: get reg mask from reg result and reg max;
14: get reg max and reg max id by Eq. (4.9);
15: i++;
16: end while
17: search for node v0 that has the largest4Q0
uv0 from reg max and reg max id;
18: if the modularity gain of node v0 > 0 then
19: assign node u to the cluster of node v0;
20: else
21: keep node u in its original cluster;
22: end if
23: until modularityQ is increased
24: aggregate clusters into a weighted graph;
25: until modularityQ is increased
the modularity gain values for all adjacent nodes of node u in data parallel man-
ner. In Algorithm 3, we assume the maximum parallelism equals p. Therefore, in
each data parallel computation, ParBGLL picks p nodes from  (u) (line 8), and
computes gains by using SIMD instructions (line 9-15). These data parallel compu-
tations continue until there are no unevaluated nodes in  (u). After the modularity
gain computations, ParBGLL selects adjacent node v0 that maximizes the modu-
larity gain from reg max id and reg max (line 17), and assigns node u and v0 to
the same cluster if the gain between them is positive (line 18-22). The consequent
procedures are same as those of BGLL (line 24).
We provide here a theoretical analysis of the computation cost of ParBGLL
Theorem 2 (Computation cost) ParBGLL requires O(1
p
jEj + jVj) time to cluster
a graph, where p, jEj and jVj are the maximum parallelism level, the number of
edges, and the number of nodes, respectively.
Proof Since the average degree is jEj=jVj, the number of iterations consumed by
Algorithm 3 (line 7-16) for each node, is 1
p
jEj+ 1. Our algorithm has to iterate the
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Table 4.2: Real-world datasets
dblp-2010 ljournal-2008 uk-2005 webbase-2001 uk-2007-05
jVj 326,186 5,363,260 39,459,925 118,142,155 105,896,555
jEj 1,615,400 79,023,142 936,364,282 1,019,903,190 3,738,733,648
 2.82 2.29 1.71 2.14 1.51





We conducted evaluations to confirm the effectiveness of our algorithm. In the
experiments, we used the following five public datasets [111] to evaluate our algo-
rithm:
 dblp-2010: This scientific collaboration graph was extracted from the bib-
liography service DBLP in 2010; each node is a scientist and each edge is
coauthor relationship.
 ljournal-2008: This graph was obtained from the social networking site Live-
Journal in 2008; each node and edge represent a user and friendship among
users, respectively.
 uk-2005: This graph was obtained from a 2005 crawl of .uk domain; each
node and edge indicate a Web page and a link between pages, respectively.
 webbase-2001: This Web graph of .us domain in 2001 was downloaded from
the Stanford Webbase project, each node and edge represent a Web page and
a link, respectively.
 uk-2007-05: This graph is a expansion of uk-2005 crawled from .uk domain
Web pages in May, 2007.
The details of our datasets are shown in Table 5.2, where  is the exponent that
controls the skewness of the degree distribution, described in the previous section.
Additionally, we also used synthetic datasets generated by DIGG1 as same as the
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previous section. The specific parameter settings are given later.
All experiments were conducted on a Linux 2.6.18 server with Intel Xeon CPU
L5640 2.27GHz and 144GB RAM. In our evaluation, the maximum parallelism
is 4 since we used SIMD register size and node unit size of 128 bits and 32 bits,
respectively. We implemented our proposal using C++ and we used the optimization
parameter “-O2” for each algorithm. To evaluate the existing algorithms, we used
BGLL programs published on the authors’ sites.
4.4.1 Efficiency
We evaluated the clustering performance of each algorithm through wall clock time
for each real world dataset. Figure 4.4 shows the computation times recorded.
For Figure 4.4, our proposal was tested in two variants; Cache+SIMD and Cache.
Cache+SIMD represents the full version of our algorithm that uses the cache effi-
cient data structure and the SIMD-based parallelism. Cache is the limited version
of proposal that does not uses SIMD-based parallelism. Figure 4.4 indicates that
Cache and Cache+SIMD are superior to the original algorithm BGLL under all ex-
perimental conditions. Specifically, Cache is at least five times faster than BGLL,
and Cache+SIMD is almost 20 times faster than BGLL. As described earlier, the
existing algorithms traverse all nodes/edges multiple times and this computation de-
creases the prefetch efficiency. In contrast, Cache and Cache+SIMD employ CRS
based data layout for clustering. Therefore, both of Cache and Cache+SIMD can
increase the prefetch efficiency and the clustering speed.
In order to experimentally verify the prefetch efficiency of our proposal, we
evaluated the CPU L2/L3 cache hit ratio for Cache and BGLL. To monitoring the
CPU cache hit ratio, we used Intel R Performance Counter Monitor [116]. Fig-
ure 4.5 and 4.6 show that the evaluation result of L2 and L3 cache, respectively. As
we can see, Cache shows higher L2 and L3 cache hit ratios for large-scale datasets
such as uk-2005, webbase-2001 and uk-2007-05. This implies that our CRS-based
graph representation improves the prefetch efficiency and as a result, the L2 and
L3 cache hit ratios are increased. Figure 4.5 and 4.6 also show that the CRS-based
representation matches BGLL for smaller datasets such as dblp-2010. Although the
L3 cache size of our experimental environment is 12 MB, dblp-2010 only consumes
























Figure 4.4: Running time for real-world datasets
datasets. Figure 4.4 also indicates that Cache+SIMD is almost four times faster
than Cache for all datasets. As described above, we set the maximum parallelism
of SIMD-based computation to 4 in this evaluation. The results of Figure 4.4 im-
ply that our method offers reasonable performance. More specifically, we can see
that the performance improvement of Cache+SIMD is high for datasets with high 
values such as dblp-2010, ljournal-2008, and webbase-2001. The reason is simple;
these datasets have a lot of small degree nodes since their degree distributions are
highly skewed. As we can see in Algorithm 3, ParBGLL can compute the rela-
tive modularity gains for all adjacent nodes by a single iteration if node degree is
smaller than the level of parallelism p. Therefore, if a graph has a highly skewed de-
gree distribution that follows a power-law, our algorithm offers improved clustering
performance.
4.4.2 Modularity
We evaluated the clustering quality of Cache, Cache+SIMD and BGLL in terms
of modularity. Table 4.3 shows modularity Q values for each of the real world
datasets. As shown in Table 4.3, our evaluation revealed that our proposal produces
almost same clustering results in terms of modularity as BGLL. This is because









































Figure 4.6: L3 cache hit ratio
Table 4.3: Modularity Q for each dataset
dblp-2010 ljournal-2008 uk-2005 webbase-2001 uk-2007-05
Cache+SIMD 0.868 0.755 0.977 0.980 0.982
BGLL 0.871 0.754 0.979 0.981 0.979
that maximizes the original form of modularity gain (Lemma 6). Hence, clustering
quality equals that of BGLL even though Figure 4.4 shows our algorithms are much
faster than BGLL.
4.4.3 Scalability
We evaluate the scalability of our proposal by using synthetic datasets produced by
the graph generator DIGG. We set the parameter , which controls the skewness
of the power-law degree distribution, as  = 2:0. Under the above condition, we
produced four synthetic graphs with 10 thousand, 100 thousand, one million, and
10 million nodes. Figure 4.7 shows the wall clock time of clustering for the four
synthetic datasets. As shown in Figure 4.7, our proposal is only up to two times
faster than BGLL when graph size is small (i.e. 10 thousand and 100 thousand
nodes). In contrast, the clustering speed of our algorithm is increased when graph



















Figure 4.7: Scalability for each method
4.5 Summary of this Chapter
In this chapter, we have introduced a vectorized modularity-based clustering al-
gorithm named ParBGLL by extending the state-of-the-art algorithm BGLL. Our
algorithm is based on two ideas. First, we extend the CRS format to produce a
data layout that suits graph clustering by increasing cache and prefetch efficiency.
Second, we convert the modularity gain computation into a vectorized computation
form by using Streaming SIMD Extensions (SSE), the instruction set extension for
the x86 CPU. Experiments showed that our algorithm can achieve scalable cluster-




Efficient Algorithm for Structural
Clustering
The structural clustering algorithm SCAN, proposed by Xu et al. [41], is success-
fully used in many applications because it not only detects densely connected nodes
as clusters but also identifies sparsely connected nodes as hubs or outliers. However,
it is difficult to apply SCAN to large-scale graphs due to its high time complexity.
In this chapter, we propose a novel graph clustering algorithm named SCAN++. In
order to reduce time complexity, we introduce new data structure of directly two-
hop-away reachable node set (DTAR). DTAR is the set of two-hop-away nodes from
a given node that are likely to be in the same cluster as the given node. SCAN++
employs two approaches for efficient clustering by using DTARs without sacrificing
clustering quality. As a result, SCAN++ detects exactly the same clusters, hubs, and
outliers from large-scale graphs as SCAN with much smaller computation time.
5.1 Introduction
Besides extracting clusters, finding special role nodes, hubs and outliers, is also a
worthwhile task for understanding the structures of large-scale graphs [117]. Hubs
are generally thought of as bridging different clusters. In the context of graph data
mining, they are often considered as representative or influential nodes. In contrast,
outliers are the nodes that are neither clusters nor hubs; they are treated as noises.
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The hubs and outliers provide useful insights in mining graphs. For instance, hubs
in web graphs act like authoritative web pages that link similar topics [118]. The
detection of outliers in web graphs is useful in stripping spam pages from web
pages [119]. As well as web analysis, hubs and outliers play important roles in
various applications such as marketing [120] and epidemiology [62]. That is why
identifying hubs and outliers has become an interesting and important problem.
Most traditional clustering algorithms such as graph partitioning [85, 90, 121,
122], modularity-based clustering [34, 36, 38, 123], density-based clustering [124–
126], and clique detection [127, 128] only study the problem of cluster detection
and so ignore hubs and outliers. One of the most successful clustering methods
is structural clustering algorithm (SCAN) proposed by Xu et al. [41]. Similar to
density-based clustering and clique detection, the main concept of SCAN is that
densely connected adjacent nodes should be in the same cluster. However, unlike
the traditional algorithms, SCAN successfully finds, at not insignificant cost, not
only clusters but also hubs and outliers. As a result, it has been used in many
applications in social, web and bioinfomatics domains.
Although SCAN’s effectiveness in detecting hubs and outliers as well as clus-
ters is known in many applications, SCAN has, unfortunately, a serious weakness;
it exponentially increases its computation cost with the number of edges. This is
because SCAN has to find all clusters prior to identifying hubs and outliers; it first
finds densely connected node sets as clusters. It then classifies the remaining non-
clustered nodes into hubs or outliers. This clustering procedure entails exhaustive
density evaluations for all adjacent nodes in large-scale graphs. Several methods
have been proposed to improve its clustering speed. For example, LinkSCAN,
proposed by Lim et al., is a state-of-the-art algorithm that uses SCAN to find over-
lapping communities from large-scale graphs [104]. They improve the efficiency of
SCAN by employing an edge sampling technique [104] in the clustering process.
By sampling edges from the graphs, they reduce the number of edges that require
density evaluations. However, this approach produces approximated clustering re-
sults; it does not guarantee the same clustering results as the original algorithm, and
so loses the superiority of SCAN [104].
We present a novel algorithm, SCAN++, which mitigates the low efficiency of
SCAN. Our proposal can efficiently handle graphs with more than several million
nodes and edges. Furthermore, SCAN++ guarantees the exactness of its cluster-
ing result; SCAN++ always returns exactly the same clusters, hubs and outliers as
SCAN.
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SCAN++ is based on the property of real-world graphs; real-world graphs such
as web graphs have high scores of clustering coefficients [3, 108]. The clustering
coefficient of a node is a measure of node density. If a node and its neighbor nodes
approach a complete graph (a.k.a. a clique), the score of clustering coefficient be-
comes high. That is, a node and its two-hop-away nodes especially in real-world
graphs are expected to share large parts of their neighborhoods. Based on this prop-
erty, SCAN++ prunes the density evaluation for the nodes that are shared between
a node and its two-hop-away nodes. Specifically, SCAN++ employs the follow-
ing techniques: (1) it uses a new data structure, directly two-hop-away reachable
node set (DTAR), the set of nodes that are two hops away from a given node, (2)
it reduces the cost of clustering by avoiding unnecessary density evaluations if the
nodes are not included in DTARs, and (3) its density evaluation is efficient since
DTAR allows the reusing of density evaluation results. After identifying clusters,
SCAN++ classifies the remaining nodes, which do not belong to clusters, as hubs or
outliers. Instead of the exhaustive computation performed by the original algorithm,
SCAN++ can find clusters in an efficient manner in large-scale real-world graphs.
SCAN++ has the following attractive characteristics:
 Efficient: SCAN++ exploits DTAR to avoid exhaustively evaluating the den-
sity of all adjacent nodes in the graphs (Section 5.3.3 and 5.3.4). Conse-
quently, it achieves higher clustering speeds than SCAN as well as the edge
sampling technique of LinkSCAN (Section 5.5.2). Although SCAN requires
exponential clustering time against the number of edges, SCAN++ has near-
linear clustering time against the number of edges (Section 5.4.1 and 5.5.5).
 Exact: Unlike state-of-the-art algorithms, SCAN++ theoretically guarantees
the same clustering results as SCAN, even though it drops unnecessary den-
sity evaluations (Section 5.4.2). As a result, SCAN++ always returns exactly
same clusters, hubs and outliers as original SCAN (Section 5.5.3).
 Effective: As described above, real-world graphs have high scores in terms
of clustering coefficients. Accordingly, we designed SCAN++ to effectively
handle graphs of high clustering coefficients by using DTAR. Hence, SCAN++
offers efficient clustering for large-scale real-world graphs that exhibit high
clustering coefficients (Section 5.5.4).
To the best of our knowledge, SCAN++ is the first solution to achieve both high
efficiency and clustering results guarantees at the same time. Our experiments con-
firm that SCAN++ computes clusters, hubs and outliers 20 times faster than original
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Table 5.1: Definition of main symbols
Symbol Definition
 Threshold of the structural similarity, 0    1
 Minimal number of nodes in a cluster
H Set of hubs in H
O Set of outliers in G
B Set of bridges in G
N[u] Set of nodes in the structure neighborhoods of node u
N[u] Set of nodes in the -neighborhoods of node u
D[u] Set of directly structure-reachable nodes of node u
C[u] Set of nodes that belong to the same cluster as node u
T[u] Set of nodes in the DTAR of node u
Tu Set of nodes in the converged DTAR of node u
L[u] Set of nodes in the local cluster of node u
VTu Set of candidate nodes of clusters derived from Tu
P[b] Set of pivots in the -neighborhood pivots of bridge b
(u; v) Structural similarity between node u and v
SCAN on average without sacrificing the clustering quality. Even though original
SCAN is effective in enhancing application quality, it has been difficult to apply
to large-scale graphs due to its performance limitation. However, by providing a
sophisticated approach that suits the identification of clusters, hubs, and outliers,
SCAN++ will help to improve the effectiveness of a wider range of applications.
5.2 Preliminary
In this section, we formally define the notations and introduce the background of
this chapter. Table 5.1 lists the main symbols and their definitions that are newly
used in this chapter.
We briefly review the original algorithm of SCAN proposed by Xu et al. [41].
SCAN is one of the most popular graph clustering methods; it successfully detects
not only clusters C but also hubs H and outliers O in the given graph unlike tra-
ditional methods. Intuitively, SCAN extracts clusters as sets of nodes that have
dense internal connections; it identifies the other non-clustered nodes (i.e. nodes
that belong to none of the clusters) as hubs or outliers. More specifically, SCAN
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determines a non-clustered node as a hub if it bridges different clusters; otherwise,
the node is determined as an outlier. Therefore, prior to identifying hubs and out-
liers, it finds all clusters in a given graph.
SCAN detects clusters based on a simple idea; if adjacent nodes are densely
connected to each other, they should be assigned to the same cluster. To find clusters
based on this idea, SCAN first detects a special node, called core. Core is a node
that has a lot of neighbor nodes with highly dense connections; the core is regarded
as the seed of a cluster. SCAN uses the structural neighborhood [41] to evaluate
density. The structural neighborhood of a node is a node set composed of the node
itself and all its adjacent nodes.
Definition 13 (Structural neighborhood) The definition of structural neighborhood
of node u, denoted by N[u], is given as follows:
N[u] = fv 2 V : (u; v) 2 Eg [ fug: (5.1)
The density of adjacent nodes is computed by the common nodes in the structural
neighborhoods. SCAN measures the number of common nodes in two structural
neighborhoods normalized by the geometric mean of their structural neighborhood
sizes. This measurement is called structural similarity and is defined as follows:
Definition 14 (Structural similarity) The following equation gives the structural
similarity, denoted by (u; v), between node u and v.
(u; v) =
jN[u] \ N[v]jpjN[u]jjN[v]j : (5.2)
The definition is extended from a cosine similarity, and it can be replaced by other
measures such as Jaccard similarity [101]. The structural similarity is a score vary-
ing from 0 to 1 that indicates the scale of matching degree of structural neighbor-
hoods. When adjacent nodes share many members of their structural neighbor-
hoods, their structural similarity becomes large.
From Definition 14, SCAN detects the core by evaluating structural similarities
for all neighborhoods. A node is core if the node has sufficiently large structural
similarities with enough number of its adjacent nodes. In order to specify core
metrics, SCAN requires two user-specified parameters. First is the minimum score
of the structural similarity to neighbor nodes, denoted by . Second is the minimum
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number of neighborhoods, denoted by , all of whose structural similarities exceed
. SCAN regards a node as core when it has at least  neighbors with structural
similarities greater than :
Definition 15 (Core) Node u is core iff the node has at least  neighbor nodes
whose structural similarities are greater than . More precisely,
Node u is core , jN[u]j  ; (5.3)
where N, called -neighborhood, is defined as follows:
N[u] = fv 2 N[u] : (u; v)  g: (5.4)
Once SCAN finds core, SCAN expands a cluster from the core. Specifically,
nodes included in the -neighborhood of the core are assigned to the same cluster
as the core. The -neighborhood nodes of the core are called directly structure-
reachable nodes, and are defined as follows:
Definition 16 (Directly structure-reachable) The following equation gives directly
structure-reachable nodes of node u denoted by D[u]:
D[u] =

N[u] (jN[u]j  )
; (jN[u]j < ) (5.5)
When node u is core and D[u] 6= ;, SCAN assigns all nodes in D[u] to the same
cluster as node u.
SCAN recursively expands the cluster by checking whether each node, which
is included in the cluster, satisfies core condition defined by Definition 15 or not.
Specifically, if (1) node v is included in D[u] and (2) node v is core, SCAN assigns
nodes in D[v] to the same cluster as node u. These directly structure-reachable
nodes (i.e. D[v]) are expanded from a member node of the cluster (i.e. D[u]). These
expanded directly structure-reachable nodesD[v] are called structure-reachable nodes
of node u. On the other hand, if (1) node v is included in D[u] and (2) node v is
not core, SCAN does not expand the cluster from the node. All nodes in a clus-
ter, except the core node, are called border nodes. SCAN recursively finds cores
and expands the clusters from the cores until there are no undiscovered cores in the
structure-reachable nodes of node u. After completion of cluster expansion, SCAN
obtains the structure-reachable nodes of node u, which are composed of cores and
borders. The original algorithm determines the obtained nodes as being in the same
cluster as node u. Formally, the cluster that has node u is defined as follows:
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Definition 17 (Cluster) The following equation obtains the cluster by node u, de-
noted by C[u]:
C[u] = fw 2 D[v] : v 2 C[u]g; (5.6)
where C[u] is initially set to C[u] = fug.
Note that a cluster is uniquely determined by the cores included in the cluster [101].
So, if we find the same cores as SCAN, we also detect the same clusters as SCAN.
After termination of cluster expansion, SCAN randomly selects a new node from
the nodes that have yet to be checked. SCAN continues this procedure until there
are no undiscovered cores.
After detecting clusters, SCAN identifies non-clustered nodes (i.e. nodes that
belong to no cluster) as hubs or outliers. The idea is simple; a node is a hub if the
node is connected to multiple clusters, otherwise it is an outlier.
Definition 18 (Hub and Outlier) Assume node u does not belong to any cluster.
u 2 H iff node v and w exist in N[u] such that C[v] 6= C[w]. Otherwise u 2 O.
Note that, as described in the literature [41], the definition of a hub and an outlier is
flexible enough for practical application. For example, it may be more appropriate
than the above definition for some applications to determine a non-clustered node
with extremely high degree as a hub. This point should be discussed in future when
we consider actual applications.
As a result, SCAN finds all clusters, hubs, and outliers in a graph. However,
despite its effectiveness in finding the hidden structure of graphs, it is difficult to
apply SCAN to large-scale graphs since it requires high time complexity. This
is because the clustering procedure entails exhaustive similarity evaluations for
all adjacent nodes in the given graph; SCAN has to traverse all nodes and com-
pute the structural similarities for all of the adjacent nodes in the graph. Thus, if
V = fu1; u2; : : : ; ujVjg, the running cost of SCAN is of the order of O(jN[u1]j +
jN[u2]j+   + jN[ujVj]j) = O(jEj). In addition to the cost of clustering, each struc-
tural similarity computation (e.g. (u; v)) takes at leastO(min(jN[u]j; jN[v]j)) time
since the computation of structural similarity defined in Definition 14 enumerates all
common nodes between N[u] and N[v]. Therefore, the total running cost of SCAN
is O(min(jN[u]j; jN[v]j)jEj). The average and the largest size of degree are jEj=jVj
and jVj, respectively. Hence, the average and the worst running cost of SCAN are
given by O(jEj2=jVj) and O(jVj3), respectively.
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5.3 Proposed method: SCAN++
Our goal is to find exactly the same clusters, hubs, and outliers as SCAN from large-
scale graphs within short computation time. In this section, we present details of
our proposal, SCAN++. We first overview the ideas underlying SCAN++ and then
give a full description of the graph clustering algorithm.
5.3.1 Overview of SCAN++
As described in the previous section, SCAN incurs high computation cost for clus-
tering since it entails exhaustive structural similarity computations. In order to ef-
ficiently find exactly same clusters as SCAN, we use an observation of real-world
graphs: if node u is two hops away from node v, their structural neighborhoods,
N[u] and N[v], are likely to share large portion of nodes. This observation is based
on a well-known property of real-world graphs: real-world graphs are expected
to have high clustering coefficients [3]. For nodes that have high clustering co-
efficients, the topology among a node and its neighboring nodes is likely to be a
clique [108]. Thus, nodes u and v are expected to share most of their neighbor-
hoods if they are two hops apart. For example, in a social network, if a user and
friends of his/her friends are in the same community, they are likely to share a lot
of common friends even if they do not have direct friendships with each other.
In order to reduce the computation costs, SCAN++ uses a new data structure
based on the observation, called directly two-hop-away reachable node set (DTAR
for short), instead of the directly structure-reachable nodes of the original algo-
rithm. Intuitively, DTAR is a set of nodes such that (1) it includes two-hop-away
nodes from a given node, and (2) the nodes in DTAR are likely to be lie in the same
cluster of the given node. By selecting two-hop-away nodes from the given node,
we share the computation of clustering among the given nodes and nodes in DTAR.
By using DTAR instead of the structure-reachable nodes of SCAN, we consider
two approaches to defeating the exhaustive computation of SCAN. First approach
is the two-phase clustering. In this method, we reduce the number of similarity
computations for clustering without sacrificing the quality of clusters. Specifically,
the method first roughly detects subsets of clusters by computing structural simi-
larity only for the pairs of the pivot in DTAR and its adjacent node. It then refines
the subsets of clusters to find exactly the same clusters as SCAN. The exactness of
clustering results is proved in Section 5.4.2. The second approach is the similarity
72
sharing. In this method, we reduce the computation cost for each similarity com-
putation from O(jEj=jVj) by sharing the scores of each structural similarity com-
putation between two-hop-away node pairs in DTAR. We give a detailed definition
of DTAR in Section 5.3.2. Also, we discuss the details of the two-phase clustering
method and similarity sharing method in Section 5.3.3 and 5.3.4, respectively.
These approaches have two major advantages. The first is that we can extract
clusters with small computation cost from large-scale real-world graphs. As de-
scribed above, our ideas successfully utilize the property of real-world graphs by
using DTAR. SCAN++ thus has much lower computation cost for large-scale graphs
than SCAN. We discuss the efficiency of SCAN++ in Section 5.4.1. The second ad-
vantage is that SCAN++ guarantees the exactness of the clustering results. That is,
SCAN++ always provides exactly the same clusters as SCAN. This is because the
two-phase clustering method of SCAN++ finds all cores in the given graph. We
provide a detailed theoretical analysis of the exactness in Section 5.4.2.
5.3.2 Directly Two-hop-away Reachable (DTAR)
From the observation in the previous section, we first introduce the data structure
called DTAR. Intuitively, DTAR is a set of nodes that (1) it includes two-hop-away
nodes from a given node, and (2) the nodes in DTAR are likely to lie in the same
cluster as the given node. The formal definition of DTAR is as follows:
Definition 19 (Directly two-hop-away reachable) The definition of DTAR of node
u, denoted by T[u], is given by following equation.
T[u] = fv 2 V : v =2 N[u] and N[u] \ N[v] 6= ;g: (5.7)
As a matter of convenience, we call the given node, which acts as the starting point
of DTAR, as pivot (i.e. node u in Definition 19); also, the -neighborhoods of the
pivot are referred as bridges.
Similar to the directly structure-reachable nodes given in Definition 16, DTAR
is recursively expanded by selecting a new pivot. Specifically, let nodes u and T[u]
be a pivot and a DTAR of node u, respectively; SCAN++ selects node v 2 T[u]
as a new pivot and then assigns all nodes in T[v] to a new DTAR expanded from
T[u]. This DTAR, T[v], expanded from a new pivot in T[u], is called the two-
hop-away reachable node set (TAR for short). Our proposal recursively finds new
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pivots and expands DTARs from the pivots until there are no undiscovered pivots in
TAR. After the expansions terminate, SCAN++ obtains a converged TAR rooted at
a given node. Formally, the converged TAR, which is rooted at node u, is defined
as follows:
Definition 20 (Converged TAR) Let node u be a pivot. The following equation
gives the converged TAR rooted at pivot u, denoted by Tu:
Tu = fw 2 T[v] : v 2 Tug; (5.8)
where Tu is initially set to Tu = fug.
SCAN++ efficiently detects clusters, which are exactly same as SCAN, from given
graphs by using the converged TAR.
5.3.3 Two-phase Clustering
SCAN++ detects the clusters in the given graph by constructing converged TARs
and running the two-phase clustering method simultaneously. The two-phase clus-
tering method allows us to efficiently find clusters while matching the exactness of
the SCAN results. In this section, we formally introduce this two-phase clustering
method.
We overview the two-phase clustering below. The two-phase clustering consists
of (1) local clustering phase and (2) cluster refinement phase. In the local clustering
phase, SCAN++ roughly clusters the given graph, and identifies local clusters for
each converged TAR. In our algorithm, local clusters are obtained from a converged
TAR. The local clusters act as a subset of clusters that are potentially included in
the converged TAR. After finding the local clusters, SCAN++ obtains clusters by
merging the local clusters in the cluster refinement phase. This refinement phase en-
ables SCAN++ to produce exactly same clustering results as SCAN but with much
shorter computation time. We detail each phase does in the following sections.
Local clustering phase
At the beginning of clustering, SCAN++ finds a converged TAR (defined in Defini-
tion 20) and then extracts local clusters from the converged TAR, in the bottom-up
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clustering manner. By finding local clusters for each converged TAR, SCAN++
captures the rough cluster structures of the given graph. The formal definition of
the local cluster is given as follows:
Definition 21 (Local cluster) If node u is a member of a converged TAR, the fol-
lowing equation gives the local cluster of node u, denoted by L[u].
L[u] =

N[u] (jN[u]j  )
fug (jN[u]j < ) (5.9)
Note that each local cluster in a converged TAR is connected to the other local
clusters via bridges. The goal of the local clustering phase is to enumerate all local
clusters for each pivot contained in a converged TAR.
Concrete details of the procedure of the local clustering phase are as follows:
First, SCAN++ selects arbitrary node u 2 V as a pivot of a DTAR. Next, SCAN++
evaluates the structural similarity defined in Definition 14 for the pivot and its ad-
jacent node that are included in N[u]. By applying Definition 15, SCAN++ then
checks whether node u satisfies the requirement of core or not; if jN[u]j  ,
then node u is core. Thus SCAN++ assigns all nodes in N[u] to L[u] to the lo-
cal cluster of node u by applying Definition 21. Otherwise, it only assigns node u
to L[u]. After that, SCAN++ obtains the DTAR rooted from node u and selects a
new pivot from T[u]. SCAN++ recursively continues this procedure until it finds
converged TAR Tu that is rooted at node u. After termination of the above proce-
dure, SCAN++ selects a new pivot, a node that has not been a pivot or bridge in
any converged TAR. SCAN++ terminates the local clustering phase if all nodes are
assigned as pivots or bridges.
Efficiency of the local clustering phase: SCAN++ evaluates only the struc-
tural similarities between pivots and neighbor bridges; that is, it does not evaluate
the structural similarities for adjacent node pairs that are lying between bridges.
In the local clustering phase, SCAN++ uses TARs to effectively handle the high
clustering coefficient characteristics of real-world graphs. Specifically, let c be
the clustering coefficient of a node pair defined by Latapy et al. [109]. If node
u and v are pivots such that v 2 T[u], the local clustering phase does not com-
pute the structural similarities for cjfN[u] [ N[v]gnfu; vgj bridges that are shared
between node u and v. Hence, as shown in the observation in Section 5.3.1, a
high clustering coefficient score c implies that each pivot shares large portion of
its structure neighborhoods with the nodes that are two hop-away from the pivot
(i.e. cjfN[u] [ N[v]gnfu; vgj bridges). Thus the local clustering phase successfully
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prunes the candidates subjected to structural similarity computations for adjacent
nodes between other bridges. Theoretical analyses of the efficiency of SCAN++ are
shown in Section 5.4.1.
Cluster refinement phase
After identifying the local clusters, SCAN++ then refines them to find exactly the
same clusters as SCAN. From Definition 17, we introduce a necessary and sufficient
condition for merging local clusters in the following lemma:
Lemma 7 (Merging local clusters) Let nodes u and v lie in the same converged
TAR. We have,
9w 2 N[u] \ N[v] s.t. jN[w]j  ,
L[u] [ L[v]  C[w]: (5.10)
Proof We first prove the necessary condition of Lemma 7. Since w 2 N[u] \
N[v] s.t. jN[w]j  , node w is core and we have u; v 2 D[w]. From Definition
16 and 21, L[u] = N[u] = D[u] and L[v] = N[v] = D[v], when node u and v
are core. Otherwise, L[u] and L[v] contain only node u and node v, respectively.
Thus we have L[u] [ L[v]  D[w] [ D[u] [ D[v]. From Definition 17, we have
C[w] = fw 2 D[v] : v 2 C[w]g where C[w] is initially set to C[w] = fwg. Hence,
L[u] [ L[v]  D[w] [ D[u] [ D[v]  C[w]. Therefore, we have the necessary
condition of Lemma 7.
Next, we prove the sufficient condition of Lemma 7. Since L[u][L[v]  C[w],
we have cu = cv. Hence, from Definition 17, we have node w such that u; v 2
C[w] and jN[w]j  . Additionally, from Definition 21, nodes u and v are pivots.
Recall Definitions 19 and 20, two pivots (i.e. node u and v) only share the nodes
in N[u] \ N[v] (or N[u] \ N[v]). Therefore, node w must be in N[u] \ N[v] (or
N[u]\N[v]). Since u; v 2 C[w], nodes u and v have (u;w)   and (v; w)  ,
respectively. Thus w 2 N[u] \ N[v], which yields the sufficient condition of
Lemma 7. 
From Lemma 7, if we have core in N[u] \ N[v], L[u] and L[v] are assigned to the
same cluster. From Definition 21, a local cluster is adjacent to other local clusters
via bridges. Hence, if a bridge satisfies the core condition in Definition 15, SCAN++
merges the local clusters adjacent to the bridge into the same cluster.
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Intuitively, to find local clusters that are merged into the same cluster, we check
all bridges to determine whether they can be cores or not. This is because Lemma
7 implies that we may be able to merge local clusters if a bridge has more than two
pivots in its -neighborhoods. However, this straightforward approach incurs high
computation costs since we have to compute structural similarities among cores
and bridges. To avoid this inefficient cluster refinement, SCAN++ reuses the results
of the local clustering phase. We first define a set of pivots that are included in
-neighborhood of a bridge.
Definition 22 (-neighborhood pivots of bridge) Let node b be a bridge extracted
during the local clustering phase, the -neighborhood pivots of node b, denoted by
P[b], are defined as follows:
P[b] = fp 2 N[b] : (b; p)   and p is a pivotg: (5.11)
From Lemma 7, we have to extract cores from bridges such that jP[b]j  2 since
such bridges connects two or more pivots (and their local clusters) with the struc-
tural similarity greater than . However, if the -neighborhood pivots of a bridge
already satisfy the core condition in Definition 15 (i.e. jP[b]j   for bridge b) by
the local clustering phase, we can determine that the bridge is core without comput-
ing the structural similarities. In addition, from Lemma 7 and Definition 22, we can
introduce prunable bridges given by the following lemma.
Lemma 8 (Prunable bridges) Let bridge b be core, and
S
p2P[b] L[p] be the merged
cluster by Lemma 7. The following set shows prunable bridges that are merged into





L[p] : jfp0 2 P[b0] : cp0 6= cbgj = 0g; (5.12)
where cp0 and cb are clusters of pivot p0 and bridge b, respectively.
Proof From Definition 22, prunable bridges have neighborhood pivots whose clus-
ter ids are the same as cb. This implies that all neighboring local clusters have
already been merged in the same cluster by Lemma 7. Hence, the prunable bridges
do not merge any local clusters in the subsequent cluster refinement process. 
Lemma 8 implies that we can skip the process to determine the prunable bridges are
core nodes at the cluster refinement process.
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By using Lemma 7, 8 and Definition 22, we introduce a concrete procedure for
the cluster refinement phase as follows: First, SCAN++ obtains a set of bridges B
as a result of the local clustering phase. Next, it selects bridge b 2 B that maximizes
jP[b]j so that we can merge a lot of local clusters and remove many prunable bridges
from B by Lemma 8 if bridge b is core. Then, it determines whether bridge b is core
or not. If bridge b is core, SCAN++ merges all nodes in
S
p2P[b] L[p] into the same
cluster based on Lemma 7. After merging the local clusters, SCAN++ obtains all
prunable bridges included in fb0 2 Sp2P[b] L[p] : jfp0 2 P[b0] : cp0 6= cbgj = 0g by
Lemma 8, and removes them from B. These processes are continued until there are
no bridges that have more than  local clusters.
After the above procedure, we can divide the remaining bridges into two groups
by their degree: (1) bridges with jN[b]j < , or (2) bridges with jN[b]j   and
2  jP[b]j < . From Definition 15, the former case trivially has no cores, hence
SCAN++ removes them from B. The latter case may have some cores, so SCAN++
computes the structural similarities only for the bridges in the latter case. Finally,
SCAN++ terminates the cluster refinement when there are no unevaluated bridges
in B.
Efficiency of the cluster refinement phase: Our cluster refinement phase has
short computation time for two reasons: First is that SCAN++ does not require
exhaustive structural similarity computations for all bridges. In practice, two local
clusters in a converged TAR tend to share a lot of bridges due to the high clustering
coefficients of real-world graphs. This implies that we can merge several local
clusters at the same time by checking only one of the bridges, and thus prune a lot of
computations for prunable bridges included in the merged local clusters (Lemma 8).
Therefore, we can reduce the computation time by merging local clusters. Second
reason is that structural similarity computations are not required for bridges if the
parameter settings are effective. This is based on the observations on the effective
parameters (i.e.  and ) for real-world graphs as revealed by Xu et al. [41] and Lim
et al. [104]. In the literature [41], they revealed the following effective parameter
setting, given the goal of reasonable clustering results for real-world graphs: “an 
value between 0.5 and 0.8 is normally sufficient to achieve a good clustering result.
We recommend a value for , of 2.” Also, in the literature [104], Lim et al. revealed
that clustering quality parameter is less sensitive to  than . These observations
imply that desirable clustering results can be obtained by properly choosing the
above parameters. In practice, if we set parameter  = 2 based on the observation
of the literature [41], the bridges have the following attractive property for efficient
computations:
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Lemma 9 (Property of bridges for  = 2) If we set  = 2, bridges always satisfy
the core condition.
Proof From the definition of DTAR in Definition 19, SCAN++ always selects
bridges from -neighborhoods of a pivot. In addition, from the definitions of the
structural similarity in Definition 14, each node always has the structural similarity
that is equal to 1 with itself (e.g. (u; u) = 1). As a result, bridges have jP[b]j  2,
therefore they always satisfy the core condition when  = 2. 
That is, bridges in real-world graphs are cores and so structural similarities do not
need to be calculated for bridges.
As a result, SCAN++ lowers the computation cost by cluster refinement. We
will show that cluster refinement has small, practical computation time for real-
world graphs in Section 5.5.2.
5.3.4 Similarity Sharing
In this section, we describe our approach to reducing the cost of structural similarity
computation. As shown in Section 5.2, the original algorithm enumerates all com-
mon nodes in the structural neighborhoods of two adjacent nodes. This approach
is expensive since its time complexity is O(jEj=jVj) on average. Therefore, we in-
troduce an efficient method for computing the structural similarity by sharing the
intermediate results of structural similarities in DTAR. We first introduce a topolog-
ical property of DTAR, and then we detail our approach based on the property.
In order to introduce the property, we first define pivot subgraph Gw by using
T[u] as follows:
Definition 23 (Pivot Subgraph) If node v is a two-hop-away node from node u
(i.e. v 2 T[u]) given in Definition 19 and Gw = fVw;Ewg is the pivot subgraph of
node w where Vw  V and Ew  E, Vw and Ew are defined as follows:
Vw = N[u] \ N[v] [ fwg (5.13)
Ew = f(x; y) 2 E : x; y 2 Vwg (5.14)
Definition 23 indicates that if node v is included in T[u], we have two pivot sub-
graphs Gu and Gv for node u and v, respectively.
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Definition 23 provides the following lemma that shows a topological property
of DTAR suggested in Definition 19.
Lemma 10 (Subgraph isomorphism of DTAR) If node v is a directly two-hop away
reachable from node u (i.e. v 2 T[u]) given in Definition 19, the pivot subgraphs of
node u and v (i.e. Gu and Gv) are always isomorphic [129].
Proof From Definition 13 and 19, N[u] \ N[v] = fw 2 V : (u;w) 2 E ^ (v; w) 2
Eg 6= ; if node u and v are two-hop-away nodes. Hence, if mapping '(u) = v
and '(w) = w where w 2 N[u] \ N[v], trivially we have isomorphism mapping
' : Vu ! Vv with (x; y) 2 Eu , ('(x); '(y)) 2 Ev. Therefore, Gu and Gv are
isomorphic. 
This lemma implies that if node u is a pivot and node v is a node in T[u] given by
Definition 19, node v and the nodes in N[u] \ N[v] always have the same subgraph
topology as the subgraph of node u and nodes in N[u]\N[v]. By using Lemma 10,
we introduce the following lemma for efficient structural similarity computation.
Lemma 11 (Similarity sharing) If we have nodes u, v and w such that v 2 T[u]
and w 2 N[u] \ N[v], we can compute structural similarity (v; w) by using the
result of the structural similarity (u;w) as follows:
(v; w) =pjN[u]jjN[w]j(u;w)  j(N[u]nN[v]) \ N[w]j+ j(N[v]nN[u]) \ N[w]jpjN[v]jjN[w]j : (5.15)
Proof From Definition 23, we have two pivot subgraphs Gu and Gv for node u and
v, respectively. From Lemma 10, subgraphs Gu and Gv are isomorphic. Therefore,
N[u]\N[w] shares N[u]\N[v]\N[w] 6= ; with N[v]\N[w] since N[u]\N[v] 6= ;
and w 2 N[u] \ N[v] for v 2 T[u] given by Definition 19. Hence, if we decompose
jN[u] \ N[w]j and jN[v] \ N[w]j by using N[u] \ N[v] \ N[w] into jN[v] \ N[w]j =
jN[u] \ N[v] \ N[w]j + j(N[v]nN[u]) \ N[w]j and jN[u] \ N[w]j = jN[u] \ N[v] \
N[w]j+ j(N[u]nN[v]) \ N[w]j, we have,
jN[v] \ N[w]j =
jN[u]\N[w]j j(N[u]nN[v])\N[w]j+j(N[v]nN[u])\N[w]j: (5.16)
From Definition 14, structural similarity is as follows:
(v; w) =
jN[v] \ N[w]jpjN[v]jjN[w]j ; (5.17)
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(u;w) =
jN[u] \ N[w]jpjN[v]jjN[w]j : (5.18)
Hence, from Eq. (5.16) and (5.18),
Eq. (5:17) =
jN[u] \ N[w]j   j(N[u]nN[v]) \ N[w]j+ j(N[v]nN[u]) \ N[w]jpjN[v]jjN[w]j
=
pjN[u]jjN[w]j(u;w)  j(N[u]nN[v]) \ N[w]j+ j(N[v]nN[u]) \ N[w]jpjN[v]jjN[w]j :(5.19)
Therefore, we have Lemma 11. 
Lemma 11 implies that we can reuse the result of the similarity computation (u;w)
for obtaining (v; w) where node v is a two-hop-away node from node u (i.e. v 2
T[u]) and w 2 N[u] \ N[v].
Efficiency of similarity sharing method: As shown in Lemma 11, SCAN++
shares the scores of structural similarity computations between a node and a node
in the DTAR. Hence, SCAN++ reduces the cost of structural similarity computa-
tion. From Lemma 10 and 11, the efficiency of the similarity sharing method is as
follows:
Lemma 12 (Efficiency of similarity sharing) Let v 2 T[u] and w 2 N[u] \ N[v].
The cost for computing the structural similarity (v; w) isO(min(jN[v]nN[u]j; jN[w]j))
if (u;w) has already been computed.
Proof From Lemma 11, we can obtain the score of (v; w) by computing (u; v),
j(N[u]nN[v]) \ N[w]j and j(N[v]nN[u]) \ N[w]j. Given v 2 T[u], we have already
have the score of (u;w) by Definition 19. Additionally, since (N[u]nN[v]) \
N[w]  N[u] \ N[w], j(N[u]nN[v]) \ N[w]j was also obtained when SCAN++
computed jN[u] \ N[w]j for (u;w). The remaining term of Eq. (5.15) is just
j(N[v]nN[u]) \ N[w]j. Therefore the similarity sharing requires the computational
cost O(min(jN[v]nN[u]j; jN[w]j)). 
As shown in Section 5.2, the original computation form of the structural similarity
in Definition 14 incurs O(min(jN[v]j; jN[w]j)) = O(jEj=jVj) computation time for
average. In contrast, Lemma 12 shows similarity sharing incursO(min(jN[v]nN[u]j; jN[w]j))
when (u;w) has already been computed. Since the average degree is jEj=jVj, we
have jN[v]nN[u]j  jN[w]j = jN[v]j. As a result, O(min(jN[v]nN[u]j; jN[w]j)) =
O(jN[v]nN[u]j)  O(jEj=jVj). Therefore similarity sharing computes (v; w) with
smaller computational cost than the original computation form defined by Defini-
tion 14.
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5.3.5 Algorithm of SCAN++
We can efficiently extract the clustering results by using two-phase clustering and
similarity sharing. The pseudo-code of our proposal, SCAN++, is given in Algo-
rithm 4. Algorithm 4 consists of three parts: local clustering phase given by Section
5.3.3 (line 2-17), cluster refinement phase given by Section 5.3.3 (line 18-37), and
classification of hubs and outliers (line 38-44). Initially all the nodes are labeled
with their own cluster-id (i.e. cu for node u). First, SCAN++ runs local clustering
phase (line 2-17). It selects a node as a pivot of a DTAR (line 3-6). Then, SCAN++
computes the structural similarities for the pivot by using Lemma 11 (line 7-9). Af-
ter that, it finds local clusters from the pivot by Definition 21 (line 10-11). Finally,
it expands Tu by Definition 19 (line 12-13), and continues this procedure until there
are no unvisited pivots in Tu. Then, the cluster refinement phase starts. SCAN++
refines local clusters (line 18-37). First, SCAN++ selects bridge b that maximizes
jP[b]j (line 19). If jN[b]j < , the bridge can not be core, and hence it is removed
from B (line 20-21). Otherwise, when 2  jP[b]j < , SCAN++ computes the
structural similarity of bridge b until SCAN++ can identify node b as core or border
(line 23-25). Then, SCAN++ checks if bridge b satisfies the core condition in Defi-
nition 15 (line 26). If the bridge is core, SCAN++merges local clusters by Lemma 7
(line 27-28) and removes prunable bridges from B based on Lemma 8 (line 29-33).
Finally, SCAN++ adds the clusters derived in this phase to C (line 37). After the
cluster refinement, SCAN++ classifies the singleton nodes that do not belong to any
cluster, as either hubs or outliers (line 38-44). This phase is based on Definition 18.
If a singleton node is adjacent to multiple clusters, it regards the node as a hub (line
38). Otherwise, it regards the node as an outlier (line 40). After assigning all nodes
to clusters C, hubs H or outliers O, SCAN++ terminates the clustering procedure.
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Algorithm 4 SCAN++
Input: G = (V;E),  2 R,  2 N;
Output: clusters C, hubs H, and outliers O;
1: U = V, B = ;, queue Q;
2: while U 6= ; do
3: select a node u 2 U;
4: Tu = fug;
5: while we have unvisited pivots in Tu do
6: select node p 2 Tu;
7: for each node v 2 N[p] do
8: evaluate (p; v) by Lemma 11;
9: end for
10: get L[p] by Definition 21;
11: label all nodes in L[p] as cp;
12: get T[p] by Definition 19;
13: Tu = Tu [ T[p];
14: end while
15: get VTu by Definition 24;
16: U = UnVTu , B = B [ fN[p]nfpgg;
17: end while
18: while B 6= ; do
19: get node b 2 B s.t. arg max jP[b]j;
20: if jN[b]j <  then
21: B = Bnfbg;
22: else
23: if 2  jP[b]j <  then
24: evaluate (b; b0) for b0 2 N[b]nP[b];
25: end if
26: if node b is core then
27: merge
S
p2P[b] L[p] in to the same cluster;
28: label all nodes in
S
p2P[b] L[p] as cb;
29: for each bridge b0 in
S
p2P[b] L[p] do
30: if jfp 2 P[b0] : cp 6= cbgj = 0 then






37: insert all clusters into C;
38: for each singleton node u 2 V do
39: if 9x; y 2 N[u] s.t. cx 6= cy then
40: label node u as hub and u 2 H;
41: else




5.4 Theoretical Analyses of SCAN++
In this section, we theoretically discuss the efficiency and exactness of SCAN++.
5.4.1 Efficiency of SCAN++
We analyze the computational complexity of algorithm SCAN++. Given a graph
with jVj nodes and jEj edges, SCAN++ finds all clusters w.r.t. given parameter
settings. This theoretically entails the following time complexity:
Theorem 3 (Time complexity of SCAN++) SCAN++ incurs time complexity ofO(1 c
c
jEj)
to obtain clustering results where c is the average pairwise clustering coefficient
[109].
Proof Let the average degree of the given graph be jEj=jVj. As we described in
Section 5.3.3, each pivot is expected to share cjEj=jVj bridges with the other pivots
where c is the average pairwise clustering coefficient. Since, from Definition 19 and
20, the shared bridges do not become new pivots, the maximum number of pivots
in the given graph is jVj2=(cjEj). Moreover, for each pivot, which acts as a starting
point of a DTAR, SCAN++ incurs time complexity ofO(jEj=jVj). This is because it
evaluates structural similarities for all adjacent nodes identified by the pivot. Thus
the computational cost for the structural similarity computation for each pivot is
O((jEj=jVj)fjVj2=(cjEj)g) = O(jVj=c).
In addition, Lemma 12 shows that we can obtain structural similarity on DTARs
by computing just j(N[v]nN[u])\N[w]jwhere v 2 T[u] andw 2 N[u]\N[v]. Hence,
the time complexity of each similarity computation isO(min(jN[v]nN[u]j; jN[w]j)).
Recall that a pivot shares cjEj=jVj neighborhoods with the other pivots, hence
we have O(min(jN[v]nN[v]j; jN[w]j)) = O((1   c)jEj=jVj) time complexity for
each structural similarity computation. Therefore, the total time complexity is
O( jVj(1 c)jEj




As shown in Section 5.5, jVj  jEj and 0 < c < 1 in practice. Additionally,
as described in Section 5.3.1, it is known that the clustering coefficient c of most
real-world graphs tends to be high [3, 108]. Hence, Theorem 3 indicates that the
proposed algorithm, SCAN++, can find clustering results much faster than SCAN
that needs O(jEj2=jVj).
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5.4.2 Exactness of SCAN++
In the previous sections, we introduced a new clustering method SCAN++, which is
more efficient than SCAN. However, the following question remains, “Can this ap-
proach find exactly the same clusters as SCAN?”We answer this important question
affirmatively below.
In order to demonstrate the exactness of the clustering results derived from
SCAN++, we show our approach does not fail to find the clusters given by Defi-
nition 17. For discussing the exactness of SCAN++, we define a set of nodes that
are cluster candidates derived from a converged TAR.
Definition 24 (Candidate clusters) LetTu be a converged TAR obtained by SCAN++,
the following equation gives the candidate clusters VTu derived from Tu:




From Definition 24, we have the following lemma:
Lemma 13 (Non-directly structure-reachability) Let VTu be nodes that do not
belong to VTu (i.e. VTu = VnVTu). SCAN++ always has the following property for
adjacent node pair (u; v):
u 2 VTu ^ v 2 VTu ) (u; v) < : (5.21)
Proof We prove Lemma 13 by contradiction. We assume that adjacent node pair
(v; w) has (v; w)   if v 2 VTu and w 2 VTu . From Definition 19 and 20, all
bridges are adjacent to only the nodes in VTu . Thus node v must be a pivot of Tu
since node v is adjacent to node w which belongs to VTu . Recall Definition 19 that
SCAN++ regards -neighborhoods of a pivot as bridges that are included in VTu .
Hence, node w is a member of N[v]  VTu , and this contradicts w 2 VTu . This
yields Lemma 13. 
Lemma 13 implies that node set VTu is always surrounded by adjacent nodes whose
structural similarities are less than .
According to Lemma 13, we introduce a property of clusters derived from con-
verged TAR. Informally speaking, the property is that there are no clusters that
cross several candidate node sets that originated from different converged TARs.
The property is detailed as follows:
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Lemma 14 (Cluster comprehensibility) Let C[v] be a cluster where node v 2
VTu . All member nodes included in C[v] satisfy the following condition:
v 2 VTu ) 8w 2 C[v]; w 2 VTu : (5.22)
Proof We prove Lemma 14 by contradiction. At first, we assume the following
condition:
v 2 VTu ) 9w 2 C[v]; w =2 VTu : (5.23)
From Definition 17, node w is included in the structure-reachable node set of node
v since w 2 C[v]. However, Lemma 13 shows that node w always has structural
similarity less than  for all adjacent nodes in VTu since w =2 VTu . Hence, node w
is not structure-reachable from node v. This contradicts Eq. (5.23), which yields
Lemma 14. 
From Lemma 14, it is clear that there are no clusters that cross several converged
TARs; all structure-reachable cores in a candidate cluster VTu always belong to
VTu . Hence, we can find exactly same clusters as SCAN if we detect all cores that
are included in each candidate cluster VTu .
Based on Lemma 14, we show that SCAN++ can detect exactly the same clus-
ters as SCAN from each candidate node set as follows:
Theorem 4 (Clustering results of SCAN++) Our proposed algorithm SCAN++
always has exactly same clustering results as SCAN.
Proof As shown in Section 5.2, the clusters defined in Definition 17 are uniquely
determined by the cores included in a structure-reachable nodes. Additionally, no
clusters cross several converged TARs from Lemma 14. Hence, if SCAN++ finds
all cores included in the candidate clusters VTu derived from a converged TAR, it
clearly produces exactly the same clustering results as SCAN. As shown in Section
5.3.3, SCAN++ finds all cores from pivots since SCAN++ computes the structural
similarity for all adjacent nodes of the pivots in the local clustering phase. In addi-
tion, SCAN++ can find all cores from the bridges. There are two reasons: (1) as we
described in Section 5.3.3, if bridges are adjacent to more than  pivots with struc-
tural similarity that exceeds , the bridges are trivially regarded as core in the cluster
refinement phase, (2) as shown in Algorithm 4 (line 23-25), SCAN++ computes the
structural similarity for all remaining bridges, i.e. those whose core condition has
not been checked but are adjacent to more than two pivots. Thus, SCAN++ finds all
cores in VTu . Therefore, the clustering results of SCAN++ are exactly the same as
those of SCAN. 
Thus, SCAN++ is assured of yielding exact results as SCAN.
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5.5 Experiments
We compared the effectiveness of four algorithms including our proposed method
SCAN++.
 SCAN++: our proposal with similarity sharing.
 SCAN: a simple variation of SCAN that produces approximate results by
utilizing the edge sampling technique proposed by the state-of-the-art method
LinkSCAN [104]. Based on LinkSCAN, SCAN samples minfdu;  +
 ln dug edges for each node, where du is the degree of a node and both 
and  are user-specified parameters. We set  = 2jEj=jVj and  = 1 as
recommended by LinkSCAN.
 SCAN: the original algorithm [41].
 gSkeletonClu: a state-of-the-art algorithm extended from SCAN that pro-
vides us parameter-free structural clustering [101]. gSkeletonClu employs
the tree-decomposition-based algorithm and it searches clustering results that
maximize the score of modularity [34].
Our experiments will demonstrate that:
 Efficient: Compared to existing algorithms, SCAN++ achieves higher speed
clustering for large-scale graphs (Section 5.5.2)
 Exact: SCAN++ yields exactly the same clustering results as SCAN (Section
5.5.3)
 Effective: SCAN++ is effective in improving clustering speed for large-scale
graphs whose clustering coefficients are high (Section 5.5.4)
 Scalable: SCAN++ has near-linear scalability against graph size in terms of
running time (Section 5.5.5)
Our experiments were designed to show that the proposed approach is a very viable
option for computing clusters, hubs, and outliers.
All experiments were conducted on a Linux 2.6.18 server with one CPU (In-
tel Xeon Processor L5640 2.27GHz) and 144GBytes of main memory. SCAN++,
SCAN* and SCAN were implemented in C/C++ using the gcc-g++ 4.8.1 compiler
and we used the optimization parameter “-O2” for each algorithm. To evaluate the




Table 5.2: Real-world datasets
Dataset jVj jEj c
condmat 23,133 186,936 0.6334
slashdot 77,360 905,468 0.0555
amazon 334,863 925,872 0.3967
dblp 317,080 1,049,866 0.6324
road 1,379,917 3,843,320 0.0470
cnr 325,557 5,477,938 0.5586
google 875,713 5,105,039 0.5143
skitter 1,696,415 11,095,298 0.2581
5.5.1 Datasets
The experiments used the following eight public datasets published by Standard
Network Analysis Project2 and Laboratory of Web Algorithmics3:
 condmat: This is a researcher collaboration network extracted from Arxiv
Condense Matter Physics papers; each node represents an author and each
edge represents co-authorship between users [130].
 shlashdot: This is an online social network in Slashdot. Nodes correspond to
users and edges correspond to friend/foe relationship between users [131].
 amazon: This is a co-purchasing network at Amazon, where each node and
edge represent a product and a relationship between products that are fre-
quently co-purchased, respectively [132].
 dblp: This is a researcher collaboration graph extracted from the bibliogra-
phy service DBLP; each node is an author and each edge represents coauthor
relationship [132].
 road: This is a road network of Texas, where nodes correspond to intersec-
tions and endpoints and the roads connecting these intersections or endpoints































Figure 5.1: Running time for smaller real-world datasets
 cnr: This is a web graph crawled from the Italian CNR domain; nodes and
edges represent web pages and hyperlinks between two web pages, respec-
tively.
 google: This is a web graph released by Google as a part of Google Program-
ming Contest; each node represents a web page and each edge represents a
hyperlink between web pages [131].
 skitter: This is an internet topology graph obtained by the traceroute com-
mand; each node represents a IP address and each edge represents a connec-
tion between IP addresses [131].
The statistics of each dataset are shown in Table 5.2. In the right most column, c
shows the average clustering coefficient. As a matter of convenience, we refer to
the group of datasets condmat, slashdot, amazon and dblp as the smaller datasets,
and the remaining datasets, road, cnr, google and skitter, as the larger datasets.
Additionally, in order to evaluate the effectiveness of our algorithm, we also used
synthetic datasets generated by LFR benchmark [112], which is considered as the

























Figure 5.2: Running time for larger real-world datasets
5.5.2 Efficiency
We evaluated the clustering performance of each method through wall clock time
for the real-world datasets. In this evaluation, we fixed the parameter  = 5 and
varied the parameter  as 0.2, 0.4, 0.6 and 0.8 for each algorithm. Figure 5.2 shows
the running time for each real-world dataset. Since existing algorithm show almost
same results under all parameter settings, we omitted the results of them from Figure
5.2 except for  = 0:6. In addition, we omitted the results of gSkeletonClu for skitter
since it cannot compute clusters in a day.
Figure 5.2 shows that SCAN++ is much faster than existing approaches under all
conditions examined. Of particular interest, SCAN++ is 20 times faster than SCAN
on average, and it is also a few orders of magnitude faster than gSkeletonClu. As
described in Section 5.2, SCAN subjects all adjacent nodes in the given graph to
structural similarity computations. Furthermore, SCAN incurs average computa-
tion time of O(jEj=jVj) for each structural similarity computation. Hence, SCAN
requires O(jEj2=jVj) time on average. Similar to SCAN, for finding clustering re-
sults that maximizes modularity, gSkeletonClu has to extract spanning trees from





















Figure 5.3: Parameter  differences for smaller datasets ( = 0:6)
shown in Figure 5.2, gSkeletonClu requires significantly larger computation times
for clustering than SCAN++ or SCAN. In contrast to both SCAN and gSkeleton-
Clu, as shown in Section 5.3, SCAN++ employs two efficient clustering approaches,
(1) two-phase clustering and (2) similarity sharing that utilizes the clustering coef-
ficient. As a result, as shown in Theorem 3, SCAN++ only requires near-linear
complexity O(1 c
c
jEj) in terms of number of edges. Therefore, SCAN++ can find
clusters, hubs and outliers much more efficiently than SCAN, SCAN and gSkele-
tonClu.
Figure 5.2 also shows that SCAN could be competitive with our proposal
SCAN++ for slashdot in terms of efficiency. This is due to former’s use of the
clustering coefficient of the given graph. As shown in Table 5.2, slashdot has a sig-
nificantly lower clustering coefficient than the other datasets. SCAN++ could not
reduce the running time enough by using two-phase clustering and similarity shar-
ing since the small graphs had low clustering coefficients. Even though road and
skitter have relatively lower clustering coefficients than the other datasets, SCAN++
was much faster than SCAN. There are two reasons. First, road and skitter are
much larger graphs than slashdot. If graph size is large enough, SCAN++ can re-
duce the computation time even if the clustering coefficients are small. Second,
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each node in road has almost the same degree while slashdot has a skewed degree
distribution. As we described, SCAN eliminates edges from the graph when the
degree of each node is large enough. However, the nodes in road have almost the
same degree; hence SCAN could not effectively eliminate edges from the dataset.
Therefore, SCAN++ ran faster than SCAN for road and skitter. Although, SCAN
is efficient for small graphs with lower clustering coefficients, it is an approxima-
tion approach based on SCAN and so can not match the clustering performance of
the other methods. We will discuss this point in Section 5.5.3.
In all conditions examined, the running time of the cluster refinement phase
described in Section 5.3.3 is negligible. Specifically, SCAN++ consumed less than
1% of its running time for merging clusters under all conditions examined. This
is because, in the real-world datasets with high clustering coefficients, each bridge
is adjacent to many pivots with high structural similarity scores. Hence, as shown
in Lemma 8, most bridges are prunable bridges, and they do not require additional
similarity computations for merging local clusters. We omit the detailed results of
the running time for merging local clusters due to space limitations.
Our experiments also considered different parameter  settings. Figure 5.3
shows the running time of SCAN++ for the smaller datasets for various values of
. As shown in Figure 5.3, the values of  have no significant impact for the run-
ning time of SCAN++. This is because the running time of the cluster refinement
phase consumes at most 1% of the total running time. Although we omit the re-
sults of the other algorithms from Figure 5.3 and the results of the larger datasets
due to space limitations, all the other methods shows almost same results as Figure
5.2. SCAN++ can find clusters, hubs, and outliers more efficiently than the existing
approaches even under different parameter settings.
5.5.3 Exactness
One major contribution of SCAN++ is that it outputs exactly same clustering re-
sults as SCAN. To demonstrate the exactness of the clustering results, we evaluated
accuracy of obtaining cores against SCAN for each dataset. This is because, as
shown in Definition 17, clustering results are uniquely determined by the cores. In
this experiment, we used F-measure as the metrics of accuracy [133]. F-measure
quantifies the accuracy of the clustering results by calculating the harmonic mean
of precision and recall. Hence, we defined precision and recall as follows: preci-






























































Figure 5.6: c differences for each algorithm
is the fraction of cores obtained by SCAN that are also extracted by each method.
F-measure takes a value between 0 and 1, and F-measure is 1 if the obtained cores
exactly match those by SCAN. Figure 5.5 shows F-measure of each method against
SCAN. In this evaluation, we set the parameters of each algorithm as  = 0:6 and
 = 5. As well as Figure 5.2, we omitted the results of gSkeletonClu for skitter
since it does not return the clustering result in a day.
Figure 5.5 indicates that SCAN++ can obtain exactly same clustering results as
SCAN. Even though we drops unnecessary similarity computations, SCAN++ guar-
antees of outputting the same cores as SCAN as shown in Theorem 4. Therefore,
F-measure of SCAN++ were 1 as shown in Figure 5.5. On the other hand, SCAN
and gSkeletonClu output clustering results that differ from those of SCAN. This is
because SCAN is an approximation method that samples subset of edges from the
given graph and gSkeletonClu employs the clustering results that maximize modu-
larity [34]. Figure 5.5, as well as Figure 5.2, confirms that SCAN++ is superior to























Figure 5.7: Scalability for each algorithm
5.5.4 Effectiveness
We evaluate the effectiveness of our algorithm in terms of high clustering coeffi-
cients. To evaluate the effectiveness, we used synthetic graphs produced by the
LFR benchmark. We generate LFR benchmark graphs with 1,000,000 nodes; the
average clustering coefficient was varied from 0.1 to 0.6 following the real-world
datasets in Table 5.2. The other parameters, average degree and maximum degree,
were fixed at 20 and 50, respectively. Figure 5.6 shows the computation times of
our proposal and SCAN for difference c scores. As shown in Figure 5.6, SCAN
shows almost constant computation time under all conditions examined. Unlike
SCAN, our algorithm increased its clustering speed as c increased. In the most ef-
ficient case (i.e. c = 0:6) our proposals was up to three times faster than the result
of the worst case (i.e. c = 0:1). These results imply that our two-hop-away node
based algorithm effectively prunes the candidates that are assessed. Thus, our algo-




We evaluated the scalability of SCAN++ and SCAN.We generated LFR benchmark
graphs with various numbers of nodes from 1,000 to 1,000,000. The other parame-
ters, average degree, maximum degree and clustering coefficient, were fixed at 20,
50 and 0.4, respectively. The running times of the algorithms, shown in Figure 5.7,
show that SCAN++ has near-linear scalability in terms of number of edges. On
the contrary, SCAN exponentially increases its running time with number of edges.
This result verifies our theoretical analysis in Section 5.4.1, hence, our proposals
are scalable for large-scale graphs.
5.6 Summary of this Chapter
This chapter addressed the problem of efficiently finding clusters, hubs, and out-
liers in large-scale graphs. Our proposal, SCAN++, is based on three ideas: (1) it
introduces a new data structure, called directly two-hop-away reachable node set
(DTAR), that contains only nodes that two hops away from a given node, (2) it
drops unnecessary density evaluations for adjacent nodes in the clustering proce-
dure by using DTARs, and (3) its density evaluation method is highly efficient since
it shares some of the density evaluation results of DTARs. As a result, SCAN++
has all of the following attractive advantages:
 Efficient: SCAN++ achieves 20 times higher clustering speed than its com-
petitors; it scales very well, offering linear clustering time against the number
of edges in the graph.
 Exact: SCAN++ is not an approximation method. It always returns exactly
the same clustering results as SCAN.
 Effective: SCAN++ is effective in improving the clustering speed for real-
world graphs with high clustering coefficients.
As far as we know, this is the first study to introduce a graph clustering algorithm
that achieves both high speed and exact clustering results at the same time. Graph
clustering algorithms that extract not only clusters but also hubs and outliers are
essential for many applications. The proposal will help to improve the effectiveness




Conclusion and Future Work
This dissertation addressed the problem of efficiently finding clusters in large-scale
graphs. Our graph clustering proposals use the topological properties of real-world
graphs such as clustering coefficient and power-law distribution for efficient cluster-
ing. As far as we know, this is the first study to introduce graph clustering algorithms
that achieve both high speed and highly accurate clustering results at the same time.
The contributions of this dissertation consist of three sub-works: (1) fast algorithm
and (2) parallel algorithm for modularity-based graph clustering (Chapters 3 and 4,
respectively), and (3) efficient algorithm for density-based graph clustering (Chap-
ter 5). Our experiments on both real-world and synthetic datasets showed that our
proposals are much faster than state-of-the-art algorithms for large-scale graphs.
Graph clustering algorithms are essential for many applications. These proposals
will help to improve the effectiveness of current and future applications.
6.1 Summary of Contributions
We summarize the contributions of this thesis as follows:
 We introduced an efficient modularity-based graph clustering algorithm, named
IMAC. Our experimental evaluation reported that IMCA is almost 60 times
faster than the state-of-the-art algorithm BGLL. Specifically, it computes clus-
ters from a real-world graph with more than 100 million nodes and 1 billion
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edges within 156 seconds (Chapter 3).
 We investigated a vectorized variant of BGLL, named ParBGLL, for modu-
larity clustering. We evaluated our approach on both real-world graphs and
synthetic graphs, and showed that our approach is up to 3 times faster than
the default setting of BGLL (Chapter 4).
 We proposed an efficient clustering algorithm, named SCAN++, to address
structural clustering problems. We proved that SCAN++ offers the same clus-
tering quality as the state-of-the-art algorithm SCAN; SCAN++ always re-
turns exactly same clustering results as SCAN. In addition, our experiments
reported that SCAN++ is almost 20 times faster than SCAN for real-world
datasets (Chapter 5).
We believe that this work not only enhances the possibility of analyzing large-
scale real-world graphs, but also contributes to scientific and/or cultural advances.
6.2 Future Work
We state our future work for each chapter and our long-term view.
Future work based on Chapters 3 and 5 has two parts. The first is to investi-
gate fast and highly accurate clustering algorithms for time evolving graphs. Re-
cently, the topology of real-world graphs changes dynamically and the volume of
the changes is significant. For example, the micro-blogging service Twitter reported
that up to 340 million daily posts were logged in 2012 [134]. For this reason, we
believe that incremental graph clustering is critical. The second is to investigate pa-
rameter free graph clustering. As we described in Chapter 5, our proposed method
SCAN++ requires some user-specified parameters. However, different datasets are
likely to have different parameter settings. Therefore, such parameters should be
automatically tuned through an understanding of the statistical properties of real-
world graphs.
Future work for Chapter 4 is also twofold. The first is to investigate more scal-
able data parallel computation techniques by using graph compression. As shown
in Chapter 4, the parallelism of our method is highly dependent on SIMD register
size. This, however, limits the degree of parallelism possible since the largest SIMD
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register is (as of 2014) still less than 512 bits. In order to improve the scalability
of the SIMD register, an intuitive approach is to introduce graph compression. The
second is to propose task parallel techniques that do not sacrifice clustering qual-
ity. In order to introduce task parallel graph clustering, we first partition the input
graph into several subgraphs before the clustering procedure. However, this parti-
tioning may degrade the clustering quality since it can split some clusters. In order
to achieve highly scalable graph clustering, one of the key challenges to introduce
a task parallel method that does not degrade clustering quality.
Finally, we present the long-term goal. In the Big Data era, we must be able to
handle the volume and variety of data. Against the problem of data volume, efficient
data mining algorithms, which are not limited to just graph mining algorithms, are
highly demanded to uncover and understand the real-world data around us. To deal
with data variety, we plan to investigate mining algorithms that handle the attributes
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