Abstract-This paper proposes a novel design methodology that embeds optimal tracking time allocation within the point-to-point iterative learning control framework, thereby enabling significant reduction in the input energy required to follow a given point-to-point motion trajectory. The problem is formulated into an optimisation framework for which a two stage design approach is developed based on gradient method minimisation. Experimental results from a practical implementation of the proposed methodology using a gantry robot experimental test platform demonstrate its effectiveness.
I. INTRODUCTION
Iterative learning control (ILC) is based on the notion that the performance of a system that executes the same task multiple times can be improved by updating the input signal using data from previous executions [1] . The standard ILC framework can be regarded as an open-loop feedforward methodology operating over a finite time horizon to adjust the input signal rather than modify the controller as in adaptive control [2] . Distinct to traditional feedback control, ILC enables the error of a tracking signal to converge to zero over the finite time horizon after sufficient historical attempts. Because of this key feature, ILC has found rich application to industrial tasks which require a high level of accuracy, with examples including robotic systems [3] [4] , chemical batch processing [5] and servo systems [6] . See [1] and [7] for a detailed overview of ILC.
In certain practical applications the system output is only meaningful at a subset of time instants over the task duration, such as in robotic manipulator pick-and-place operations [8] .
A new control framework termed point-to-point ILC has been formulated for these control problems, and only enforces output tracking at those special time instants. The significant freedom gained by removing unnecessary constraints on the output signal has been exploited by point-to-point ILC to address additional performance objectives [9] , with recent research addressing model design [10] , [11] , frequency domain analysis [12] and constrained operating conditions [8] .
All current point-to-point ILC problem formulations assume that the time positions of the tracked points are known a priori, and this information is typically embedded in a performance cost function which is subsequently minimised over multiple task attempts. However, this performance cost function, which may combine a minimum energy requirement with the point-to-point tracking constraint, is generally highly dependent on the time positions of the tracked points. This hence provides clear motivation for the point-to-point ILC framework to be expanded to allow flexibility in the selection of tracked points, with their values also updated by the ILC algorithm to embed further optimisation of the overall point-to-point control objective. Note that recent research has been undertaken into the optimal tracking time allocation of point-to-point robotic motion [13] , but assumes a series of independent motions and does not employ ILC.
This paper addresses the full optimal tracking time allocation problem in which dynamic interaction occurs between points. The proposed framework updates both the control action and the time position of tracked points, enabling completion of the task with reduction in the performance function compared with a priori time position selection. This translates into significant practical benefit, such as reducing the waste energy in industry, reducing the damage to machine components and increasing the efficiency of production (i.e. throughput). At the same time, the framework maintains the ability of point-to-point ILC to provide precise tracking performance of the optimally allocated time points.
The paper is organised as follows: Section II formulates the optimal tracking time allocation problem, which is then addresses in Section III using a two stage optimisation design framework. Example cases are given in Section III and a practical implementation based on a gradient method is developed in Section IV. The optimisation framework is then verified on a gantry robot platform in Section V. Section VI gives conclusions and directions of future research.
II. PROBLEM FORMULATION
Consider a single-input, single-output (SISO) linear timeinvariant system given by state space form S(A, B,C) wherė
where x k (t) ∈ R n , u(t) ∈ R and y(t) ∈ R are the state, input and output respectively; the subscript k denotes the k th ILC trial; A, B,C are system matrices of compatible dimensions; 0 < T < ∞ is the trial length. At the end of each trial, the state is reset to the initial value x 0 . The system can be represented in an equivalent operator form:
where L 1 2 [0, T ] is a Hilbert space with inner product:
and R is a positive scalar. The convolution operator G and signal d take the form:
where, without loss of generality, x 0 = 0 is assumed and thus
In point-to-point ILC problem, only the output values y k (t) at a finite number of time instants t i , i = 1, . . . , M are of interest. The special tracking time set is defined by:
where t 1 < t 2 < . . . < t M . To extract the output values at these time points, introduce the linear mapping f p :
Using this notation, the plant output at time point set Λ is:
with
where R M is a Hilbert space with inner product form:
The control design objective is to compute an input u(t), 0 ≤ t ≤ T such that the output values at these intermediate time instants, i.e. y p k , follow a desired trajectory r p = [r 1 , r 2 , ..., r n ] T to a high degree of accuracy. In previous research, the tracking time set Λ is prescribed a priori. However in some applications, e.g. robotic arm tasks, we are interested in following the motion trajectory vector; the specific time instants at which the system tracks this desired reference is of less concern, therefore creating extra degrees of freedom. This paper aims to fully exploit this extra freedom to choose a time point set Λ to optimise a target performance index. According to the tracking task, the requirement to optimise Λ with respect to an objective function f (u) necessarily involves the constraint (G(Λ)u) p = r p , giving rise to a general optimisation problem of the form
III. A TWO STAGE DESIGN FRAMEWORK The control algorithm must generate optimal time points along the time domain with respect to a suitable performance index. While time set Λ is independent of performance function f (u), they are connected by the constraint G p (Λ)u = r p , making the problem non trivial. The optimisation problem is hence first formulated into a two stage design framework.
A. Framework Description
If, with Λ fixed, there exists a unique global minimiser for u, optimisation problem (10) can be equivalently written as
which in turn is equal to
where
Hence the problem can be written as
In this paper, the input power consumption is selected to be the target performance index, so that f (u) = u 2 R . This guarantees the existence of a unique global minimiser for u within (11) , and hence optimisation problem min Λ f (u ∞ (Λ)) is formulated into the following two stage design framework:
1) Stage One: Keep the tracking time instants set Λ fixed and solve the optimal input selection problem:
where the solution is denoted as u ∞ (Λ) in equation (12).
2) Stage Two:
Substitute the fixed time optimal solution u ∞ (Λ) into the original problem and then find the global optimal solution: min
B. Solutions of the Proposed Framework 1) Solution of Stage One:
It can be seen that Stage One is a classic point-to-point ILC design problem with minimum control energy requirement. A norm-optimal ILC algorithm was derived in [10] to solve this problem, i.e. at trial k + 1 update the input as follows
Note that in the above updating law
where P i (t) = Ce A(t i −t) B. It was shown in [10] that as k → ∞, u k tends to be the optimal input energy solution for the fixed time point set Λ, i.e. u ∞ (Λ). Note that when the system S(A, B,C) is state controllable (which is not restrictive as a state controllable model can always be constructed for a given system and thus is assumed to be true for the rest of the paper), it can be shown that the matrix
* is invertible and an analytic solution can be obtained for u ∞ (Λ) as follows [10] 
2) Solution of Stage Two: The Stage Two design problem is to find a time point set, Λ * , that minimises
Using the solution from Stage One, this can be written as
The above optimisation problem, however, is not easy to solve except for the special case of M = 1, i.e. there is only one tracking point, where the solution can be obtained analytically, as shown in the following theorem.
Theorem 1 (Single Tracking Point M = 1): When there is only one tracking point, i.e. M = 1, the optimisation problem
can be solved analytically and a solution is given by
In this case, the matrix Ψ(t 1 ) is a scalar and 0 < t 1 T . Substitute t 1 into the equation (17):
(22) Then the input energy function becomes:
As Ψ(t 1 ), is a positive increasing function of t 1 , for t
and t
Therefore,f (t
, which means the deceasing monotonicity of the functionf (t 1 ) holds along the time horizon [0, T ]. The conclusion is that the optimal tracking time is t 1 = T for the single tracking point case if Ψ(t 1 ) = 0.
The above theorem shows that when M = 1, Λ * = T is always the best choice in terms of minimizing the control input energy -this is not surprising as this allows the system output to change gradually to the desired position. However, when M > 1, i.e. there are more than one tracking points, the problem is much more complex as the performance index is generally non-linear and non-convex with respect to the time point set Λ, leading to significant difficulties in finding the optimal solution Λ * . This can be illustrated partially by the following simple example of a first order system with M = 2.
Example: Multiple Points Case. The following first order model is an approximation to full order gantry robot system model to be used in the experiment:
It is assumed that the total tracking time is T = 2s, and the tracking reference is given by r p = [0.01, 0.008] T , i.e. M = 2.
In addition for our application, we have the requirement that 
IV. IMPLEMENTATION OF THE DESIGN
APPROACH In this section, the implementation of the proposed design framework is discussed in detail. In particular, a gradient based method is introduced to provide an iterative solution to the Stage Two design problem.
A. Implementation of Stage One
Implementation of the Stage One design is essentially the implementation of the norm-optimal point-to-point ILC algorithm. The norm-optimal ILC updating law can be implemented to obtain the minimum input energy solution, u ∞ (Λ), using the following updating law:
* is the adjoint operator of G p (Λ). The solution can also be implemented in the form of a combined feedback and feedforward solution:
where K(t) denotes the Riccati feedback matrix:
and ξ k+1 (t) denotes the predictive feedforward term given at the (k + 1) th iteration by:
The experimental implementation of norm-optimal ILC using feedback and feedforward solution provides an optimal input energy solution based on real plant dynamics. Please refer to [10] for more details.
B. Implementation of Stage Two
A gradient method is used to provide an approximate optimal solution in Stage Two. Starting from an initial time point set choice Λ 0 , the time point set Λ j = [t 
. . .
where γ is a scalar step size. When the step size is chosen appropriately, the gradient method converges to a (possibly local) optimal solution to the Stage Two design optimisation problem.
In order to use the gradient method to update the time point set, the gradient of the energy function at a given time point set is required, i.e. ∂f /Λ j . This can be either calculated from (20), or if this is too complex or is not possible, by using the following method to estimate the gradient:
When ∆T is sufficiently small, the above gives an accurate approximation of the true gradient value. Both analytic calculation and experimental estimation can be used to compute the fixed time point set's optimal energyf (Λ (Λ j−1 ) ), the energy function value will decrease monotonically [14] . Therefore, this provides a guideline to choose the step size.
Remark 3: The choice of initial time point set Λ 0 can affect the algorithm's convergence performance. If no information is available, Λ 0 can be chosen arbitrarily. Alternatively, Λ 0 can be selected by a grid search which minimises the performance index using a suitably large sampling time T s . The optimal time point set is termed the low resolution initial point set.
C. An iterative implementation algorithm
First choose an initial time point set Λ 0 , and then integrate the implementation of Stage One and Stage Two leads to the following iterative algorithm:
Step 
Note that ε and δ are small numbers which depend on the tracking precision requirement and performance requirement. In the above algorithm we require that Step 1 (i.e. norm-optimal ILC algorithm) is implemented experimentally and Step 2 uses real data from the experiments u ∞ (Λ j−1 ). These requirements are not necessary when an accurate system model is known. However when there exists model mismatches/uncertainties, the proposed algorithm will have attractive robustness properties as the algorithm 'learns' information about the real plant dynamics by using experimental data. This will be demonstrated using experimental results in the next section.
V. EXPERIMENTAL VERIFICATION ON A
GANTRY ROBOT In this section, the proposed design framework is validated experimentally on a three-axis gantry robot test platform to demonstrate its effectiveness. The gantry robot's operating input energy at the experimentally calculated optimal time allocation is compared with the operating energy at the simulated optimal time allocation and original (a priori) time allocation. An inaccurate system model is also used in this section to evaluate the robustness of the implemented algorithm of the design framework.
A. Test Platform Specification
Gantry robots have a wide range of applications in industry. We use the multi-axis gantry robot shown in Figure 2 as our test platform. The gantry robot has three moving axes and is placed above a moving conveyor. The x-axis and the y-axis are designed to move in the horizontal plane with motions that are perpendicular to each other. They are both driven by the linear brush-less dc motors. The vertical z-axis is placed above the other two axes, and has a linear ball-screw stage driven by a rotary brush-less dc motor. The gantry robot can hence move in three dimensional space, and the axis displacement data is measured using optical incremental encoders. The gantry robot uses an electromagnet to pick the payloads from a dispenser and place them onto the moving conveyor, and uses the reference trajectory shown in Figure  3 . Because the motion of the three axes are separate from one another, the gantry robot can be considered as comprising three separate SISO systems.
For simplicity, we only consider the z-axis in this paper. A transfer function is identified by frequency response method:
which has been shown to accurately represent the system dynamics [15] . The control design objective for the z-axis is to perform a pick-and-place task with only two special tracking points (M = 2), which correspond to the 'pick' position and the 'place' position. The total time horizon is T = 2s and the reference, r p , is [0.01, 0.008] T . Furthermore, it is assumed that the time points satisfy 0 < t 1 < 1 < t 2 < 2 to ensure the robot moves to the pick position first and then the place position. Since, it is challenging to track the reference signal at sudden turning points, a feedback proportional gain controller is added to the original system to improve the robustness of the tracking performance. The closed loop feedback system model is:
Note that for this problem, previous studies used a predefined (a priori) time position selection Λ r = [0.5, 1.35] T , with a corresponding control input energy obtained by implementing Step 1 of the algorithm only. In addition, the proposed algorithm can also be applied to the system model (33) only (assuming it is an accurate model) and then the result obtained is taken as the optimum solution (perhaps the most commonly used method in practice). The results obtained by these two methods will be compared with the performance of the proposed method.
B. Experimental Results of the Proposed Method
The proposed algorithm is firstly validated on the gantry robot using the system model (33). We assume Q/R = 500, 000 in Step 1. We arbitrarily choose the initial time point set to be Λ 0 = [0. 5, 1.5] T . Three different step sizes (γ = 0.03, 0.04, and 0.05) are compared and results of 50 updating loops are shown in Figure 4 . In this paper, the solid curves denote the experimental results obtained using the analytical calculation in (31), and the dashed curves denote the experimental results obtained using the experimental estimation in (31). The orange horizontal line denotes the optimal energyf (Λ r ) to operate the gantry robot at the priori time point set and the green horizontal line denotes the optimal energyf (Λ opt ) to operate the gantry robot at the theoretical computed optimal time allocation
For each step size the optimal input energyf (Λ k ) at each loop,f (Λ r ) = 125.1 andf (Λ opt ) = 79.19 have been plotted in Figure 4 . The time points for different step sizes and gradient computation methods all converge to the same value which is [0.99, 1.09] T . The optimal energy obtained is 78.67, and it is clear that the gradient algorithm reduces the input energy by more than 30 % of the operating energyf (Λ r ) at the priori time position selection. As the system model is reasonally accurate, the experimental final converged energy is close to the operating energyf (Λ opt ) at the theoretical optimal allocation. This means that the gradient method can provide a superior allocation of time points to reduce the input energy to perform the tasks in practical applications. At the same time, it maintains a high tracking accuracy. For example, while using the experimental estimation with step size being 0.03, the final mean square error is 0.000128 at Step 1 of the 50 th loop. Step Size = 0.03
Step Size = 0.04
Step Size = 0.05
Step Size = 0.03
Energy at Original Allocation
Energy at Theoretical Allocation We have also performed experiments based on other initial point sets, e.g. the low resolution initial point set described in Remark 3. Because of the paper length, their experimental results are omitted and these results are similar to those presented in Figure 4 .
C. Robustness of the Proposed Method
In practice, obtaining an accurate model is a challenging task. When the model uncertainty is high, the theoretically calculated optimal results may become very different from the true optimal results. Now assume only an approximate system model is available:
Note that there is significant model mismatch between this one and (33). For each step size (γ = 0.03, 0.04, and 0.05), a 60 loop updating procedure is performed using the gantry robot. This generates the optimal input energyf (Λ r ) andf (Λ opt ) experimentally based on the priori time point set and the theoretical computed optimal time allocation Λ opt = [0.99, 1.26]
T . For each step size the optimal input energyf (Λ k ) at each loop,f (Λ r ) = 129.06 andf (Λ opt ) = 98.62 are plotted in Figure 5 . The time points for different step sizes all converge to the same values which is [0.91, 1.01] T . It should be noted that the theoretical gradient method provides an operating energyf (Λ opt ) about 20 % less than the operating energỹ f (Λ r ) at the priori time point set. The experimental final converged energy 88.76 is about 10 % less than the operating energyf (Λ opt ) at the theoretical optimal allocation, which means that the experimental gradient method can provide a better result than the theoretically computed optimal solution when the system uncertainty is high. Furthermore, it displays satisfactory robustness against model uncertainty. Again different initial point sets are used to perform the experiments, and their results are similar to those presented in Figure 5 . Step Size = 0.03
Energy at Original Allocation
Energy at Theoretical Allocation 
VI. CONCLUSIONS
In this paper, a two stage design framework has been developed and a gradient based iterative implementation algorithm has been proposed. Experimental results on a gantry robot test platform show that the proposed method has significant merit in terms of reducing the control energy needed to perform a given task and maintaining the tracking accuracy at the same time, which is of high practical interest.
The experimental results demonstrate that the proposed design has a certain degree of robustness against model uncertainties. A rigorous analysis on the algorithm's robustness properties is however needed. In addition, system constraints exists widely in practice. How to include these constraints into the proposed design framework needs to be investigated. Furthermore, in principle the proposed design framework can be extended to optimise other performance index besides the input energy consumption. All these constitute part of our future research and will be reported separately.
