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MCKEAN-VLASOV EQUATIONS ON INFINITE-DIMENSIONAL
HILBERT SPACES WITH IRREGULAR DRIFT AND ADDITIVE
FRACTIONAL NOISE
MARTIN BAUER AND THILO MEYER-BRANDIS
Abstract. This paper establishes results on the existence and uniqueness of solutions
to McKean-Vlasov equations, also called mean-field stochastic differential equations,
in an infinite-dimensional Hilbert space setting with irregular drift. Here, McKean-
Vlasov equations with additive noise are considered where the driving noise is cylin-
drical (fractional) Brownian motion. The existence and uniqueness of weak solutions
are established for drift coefficients that are merely measurable, bounded, and contin-
uous in the law variable. In particular, the drift coefficient is allowed to be singular
in the spatial variable. Further, we discuss existence of a pathwisely unique strong
solution as well as Malliavin differentiability.
Keywords. McKean-Vlasov equation · mean-field stochastic differential equation ·
weak solution · strong solution · uniqueness in law · pathwise uniqueness · singular
coefficients · fractional Brownian motion · fractional calculus · Malliavin derivative.
1. Introduction
Throughout the paper let T > 0 be a finite time horizon and let (Ω,F ,F,P) be
a complete filtered probability space. McKean-Vlasov (for short MKV) equations,
also called mean-field stochastic differential equations, are an extension of sto-
chastic differential equations, where the coefficients in addition to time and space
are depending on the law of the solution. More precisely, a finite-dimensional
McKean-Vlasov equation is commonly defined as
dXt = b (t, Xt,PXt) dt+ σ (t, Xt,PXt) dBt, t ∈ [0, T ], X0 = x ∈ Rd, (1)
where b : [0, T ] × Rd × P1(Rd) → Rd and σ : [0, T ] × Rd × P1(Rd) → Rd×n
are measurable functions, P1(Rd) is the set of probability measures over Rd with
finite first moment, (PXt)t∈[0,T ] denotes the law of (Xt)t∈[0,T ] under the probability
measure P, and B = (Bt)t∈[0,t] is n-dimensional Brownian motion.
The field of MKV equations is a research area that currently gains broad atten-
tion. Developing historically from the works of Vlasov [31], Kac [17], and McKean
[22] on the modeling of particle systems in mathematical physics, an increased in-
terest in MKV equations emerged following the work of Lasry and Lions [19] who
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applied the mean-field approach to topics in Economics and Finance. Later Car-
mona and Delarue transfered this approach on mean-field games to a probabilistic
environment, cf. the manuscript [11] and the cited sources therein.
In this paper we extend the finite-dimensional MKV equation (1) to infinite
dimensions and further consider cylindrical fractional Brownian motion as additive
driving noise, i.e. we look at MKV equations of the form
Xt = x+
∫ t
0
b(s,Xs,PXs)ds+ Bt, t ∈ [0, T ], x ∈ H, (2)
on a separable Hilbert space H. Here, B = (Bt)t∈[0,T ] is (weighted) cylindrical
fractional Brownian motion defined as
Bt =
∑
k≥1
λkB
Hk
t ek, t ∈ [0, T ],
where λ = {λk}k≥1 ∈ ℓ1, {ek}k≥1 is an orthonormal basis of H, and {BHk}k≥1 a
sequence of independent one-dimensional fractional Brownian motions with Hurst
parameters H := {Hk}k≥1 ⊂ (0, 1). Note that Hurst parameters in the entire
range (0, 1) are admitted, and we introduce the following partition: I− := {k :
Hk ∈ (0, 1/2)}, I0 := {k : Hk = 1/2}, and I+ := {k : Hk ∈ (1/2, 1)}. The main
objective of this paper is to study existence and uniqueness of a solution to the
infinite-dimensional MKV equation (2) for irregular drift coefficients b.
In the literature existence and uniqueness of solutions of the finite-dimensional
MKV equation (1) is examined in several papers with respect to various assump-
tions on the coefficients b and σ, c.f. [4], [3], [5], [8], [9], [10], [12], [13], [16], [20],
[21], and [24]. In particular, in [20] Li and Min show the existence of a weak
solution of a path dependent finite-dimensional MKV equation by the means of
Girsanov’s theorem and Schauder’s fixed point theorem, where they assume that
b is merely measurable and bounded as well as continuous in the law variable.
Further, uniqueness in law is proven under the additional assumption that b ad-
mits a modulus of continuity. Mishura and Veretennikov show in [24] inter alia
the existence of a pathwise unique strong solution to a finite-dimensional MKV
equation (1), where they assume the drift coefficient b to be merely measurable,
of at most linear growth, and continuous in the law variable in the topology of
weak convergence. For their proof they use an approximational approach based
on techniques applied by Krylov in the theory of stochastic differential equations,
cf. [18]. In [3], we consider MKV equation (1) with additive noise, i.e. σ ≡ 1,
and singular drift coefficients b. More precisely, for b being bounded and contin-
uous in the law variable with respect to the Kantorovich-Rubinstein metric, it is
shown that there exists a Malliavin differentiable strong solution of MKV equation
(1). For one-dimensional solutions of (1) we even allow for certain linear growth
behavior of the drift in [5].
Using similar approaches as in [3] and [5], in this paper existence of a weak
solution to the infinite-dimensional MKV equation (2) is established under the
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assumption that the drift coefficient b is in the space L∞(H), i.e. there exists a
sequence C ∈ ℓ1 such that ‖bk‖∞ ≤ Ck for every bk := 〈b, ek〉H, k ≥ 1, and for
k ∈ I+ the projection of the drift bk is Hölder continuous, i.e.
|bk(t, x, µ)− bk(s, y, ν)| ≤ Ck
(
|t− s|γk + ‖x− y‖αkH +K(µ, ν)βk
)
,
for suitable constants Ck, γk, αk, βk > 0, andK denotes the Kantorovich-Rubinstein
metric, cf. (4). For k ∈ I− ∪ I0 it is assumed that the projection bk is merely
continuous with respect to the law variable. More precisely, in order to show
existence of a weak solution we first apply Girsanov’s theorem to show the existence
of a weak solution to the stochastic differential equation, for short SDE,
dXµt = b (t, X
µ
t , µt) dt+ dBt, t ∈ [0, T ], X0 = x ∈ H,
where µ ∈ C([0, T ];P1(H)) is an arbitrary measure process continuous with respect
to time. Afterwards Schauder’s fixed point theorem [28] is applied to the function
ϕ(µ) = PXµt
to show the existence of a fixed point and in particular, to conclude existence of a
weak solution to MKV equation (2).
Assuming additionally that the drift coefficient b is Lipschitz continuous in the
law variable, it is shown that the solution of the infinite-dimensional MKV equation
(2) is unique in law. In order to show uniqueness in law, we apply similar to [3]
and [5] Girsanov’s theorem and a Grönwall type argument.
Existence of a strong solution to MKV equation (2) is then a consequence of
results on ordinary SDEs. Indeed, we can associate the following SDE to MKV
equation (2):
dYt = b
PX (t, Yt) dt+ dBt, t ∈ [0, T ], Y0 = x ∈ H, (3)
where bPX (t, y) := b (t, y,PXt) and X is a weak solution of MKV equation (2). In
order to show that (2) has a strong solution, it suffices to show that there exists
a weak solution that is measurable with respect to the filtration generated by the
driving noise B. Since X is as a weak solution to MKV equation (2) also a weak
solution of SDE (3), it is sufficient to show that every weak solution Y of SDE
(3) is a strong solution. Furthermore, if MKV equation (2) has a weakly unique
solution, the associated SDE (3) is uniquely determined and consequently, path-
wise uniqueness of the solution Y of SDE (3) implies pathwise uniqueness of the
solution X of MKV equation (2). Thus, applying existence results on SDEs as for
example stated in [2], [23], [26], and [29], yields existence of a (pathwisely unique)
strong solution of MKV equation (2). Analogously, Malliavin differentiability of
the solution to MKV equation (2) is deduced from results on SDEs, cf. [3] and [5].
The paper is structured as follows. In Section 2 we give a brief introduction
to measure spaces, fractional calculus, and fractional Brownian motion. After
introducing the driving noise B and a version of Girsanov’s theorem, we present
in Section 3 the main results of this paper on existence and uniqueness of a weak
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solution to the infinite-dimensional MKV equation (2). Concluding, existence of
a unique strong solution to MKV equation (2) and Malliavin differentiability are
discussed in Section 4.
Notation: Subsequently, we give some of the most frequently used notations.
Throughout the paper, let H be a separable Hilbert space with scalar product
〈·, ·〉H and orthonormal basis {ek}k≥1 ⊂ H. Denote by ‖ · ‖H the induced norm
on H defined by ‖x‖H := 〈x, x〉
1
2
H, x ∈ H. For every x ∈ H and k ≥ 1 we denote
by x(k) := 〈x, ek〉H the projection onto the subspace spanned by ek. We denote
by bk : [0, T ] × H × P1(H) → R, the projection of b onto the subspace spanned
by ek, k ≥ 1. Furthermore, we assume for technical reasons that without loss of
generality T ≥ 1.
Let (X , ‖ · ‖X ), (Y , ‖ · ‖Y) be two normed spaces.
• Lp(X ;Y) denotes the space of functions f : X → Y with existing p-th
moment, i.e. ∫
X
‖f(x)‖pYdx <∞.
If X = [a, b] is an interval on the real line and Y = R, we write Lp[a, b].
• Cκ([0, T ];X ), κ > 0, is defined as the space of κ-Hölder continuous functions
f : [0, T ]→ X , i.e. for all t, s ∈ [0, T ]
‖f(t)− f(s)‖X ≤ |t− s|κ.
• We denote by LipC(X ;Y), C > 0 the space of C-Lipschitz continuous
functions f : X → Y , i.e. for all x1, x2 ∈ X
‖f(x1)− f(x2)‖Y ≤ C‖x1, x2‖X .
• For a function f : X → Y define ‖f‖Lip := inf{C > 0 : f ∈ LipC(X ;Y)}
and ‖f‖∞ := supx∈X ‖f(x)‖Y . We define the bounded Lipschitz norm of f
as ‖f‖BL := ‖f‖∞ + ‖f‖Lip. We say f ∈ BL(X ;Y), if ‖f‖BL ≤ 1.
• The Beta function β is defined by
β(x, y) =
∫ 1
0
tx−1(1− t)y−1dt.
• The Gamma function Γ is defined by
Γ(x) =
∫ ∞
0
tx−1e−tdt.
• We write E1(θ) . E2(θ) for two mathematical expressions E1(θ), E2(θ)
depending on some parameter θ, if there exists a constant C > 0 not
depending on θ such that E1(θ) ≤ CE2(θ).
• Let C = {Ck}k≥1 and D = {Dk}k≥1 be two sequences. Then, we denote
C
D
:= {Ck
Dk
}k≥1.
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2. Framework
2.1. Measure Spaces. For a general introduction to (probability) measures on
metric spaces we refer the reader e.g. to [1]. Let (S, d) be a complete separable
metric space, in particular, (S, d) is a Radon space. We define the space M(S)
as the space of finite signed Radon measures on (S,B(S)), where B(S) is the
Borel-σ-algebra on S. Moreover, let
Mp(S) :=
{
µ ∈M(S) :
∫
S
d(x, x0)
p|µ|(dx) <∞ for some x0 ∈ S
}
,
be the set of finite signed Radon measures over (S,B(S)) with finite p-th mo-
ment. M1(S) equipped with the Kantorovich norm ‖·‖K, also called dual bounded
Lipschitz norm, defined by
‖µ‖K := sup
{∫
S
f(x)µ(dx) : ‖f‖BL ≤ 1
}
, µ ∈M1(S),
defines a separable Banach space. Analogously, define the according Kantorovich-
Rubinstein metric K by
K(µ, ν) := ‖µ− ν‖K, µ, ν ∈M1(S). (4)
Let Pp(S) ⊂ Mp(S) be the set of probability measures over (S,B(S)) such that
the p-th moment exists, i.e.
Pp(S) := {µ ∈Mp(S) : µ(S) = 1 and µ(A) ≥ 0 for all A ∈ B(S)} .
Lastly, define the set of continuous functions C([0, T ];M1(S)) from the time inter-
val [0, T ] to the spaceM1(S) and equip it with the norm ‖µ‖K∗ := supt∈[0,T ] ‖µt‖K,
µ ∈ C([0, T ];M1(S)). It can be shown that (C([0, T ];M1(S)), ‖ · ‖K∗) is a linear
separable Banach space.
2.2. Fractional Calculus. We give some basic definitions and properties on frac-
tional calculus. For a general theory on this subject we refer the reader to [27].
Let f ∈ Lp[a, b] for some real numbers a < b, where p ≥ 1, and let α > 0. The
left–sided Riemann–Liouville fractional integral is defined for almost all x ∈ [a, b]
by
Iαa+f(x) =
1
Γ(α)
∫ x
a
(x− y)α−1f(y)dy.
Moreover, we denote by Iαa+(L
p[a, b]) the image of Lp[a, b] by the operator Iαa+ .
For g ∈ Iαa+(Lp[a, b]) and 0 < α < 1, the left–sided Riemann–Liouville fractional
derivative is defined by
Dαa+g(x) =
1
Γ(1− α)
∂
∂x
∫ x
a
g(y)
(x− y)αdy. (5)
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The left–sided derivative of g defined in (5) can further be written as
Dαa+g(x) =
1
Γ(1− α)
(
g(x)
(x− a)α + α
∫ x
a
g(x)− g(y)
(x− y)α+1 dy
)
.
Similar to the fundamental theorem of calculus the following formulas hold
Iαa+(D
α
a+f) = f
for all f ∈ Iαa+(Lp[a, b]) and
Dαa+(I
α
a+f) = f
for all f ∈ Lp[a, b].
2.3. Fractional Brownian motion. In this section we recall the definition of
a fractional Brownian motion and how it can be constructed from a standard
Brownian motion using fractional calculus. For a more detailed introduction to
this subject we refer the reader to [6] and [25, Chapter 5]
Definition 2.1 We say BH =
(
BHt
)
t∈[0,T ] is a one-dimensional fractional Brow-
nian motion with Hurst parameter H ∈ (0, 1), if it is a continuous and centered
Gaussian process with covariance function
RH(t, s) := E
[
BHt B
H
s
]
=
1
2
(
t2H + s2H − |t− s|2H
)
.
It is well-known that BH has stationary increments and (H − ε)–Hölder con-
tinuous trajectories for all ε > 0. Furthermore, BH is not a semimartingale and
its increments are not independent for all H ∈ (0, 1) but H = 1
2
. For H = 1
2
the
process BH is a standard Brownian motion.
In the following we divide fractional Brownian motions into three classes by their
Hurst parameters. The first class, H ∈ (0, 1
2
), is referred to as the singular case,
the second class, H ∈ (1
2
, 1), is referred to as the regular case, and the third class,
H = 1
2
, is the class of Brownian motions. Subsequently, we define for each class the
kernelsKH as well as the related operatorsKH andK
−1
H which allow us to construct
a fractional Brownian motion with Hurst parameter H ∈ (0, 1) from a standard
Brownian motion. For more details see [14] and [26]. Let W = (Wt)t∈[0,T ] be a
standard Brownian motion on the complete filtered probability space (Ω,F ,F,P).
Singular Case: Let H ∈ (0, 1
2
) and define the kernel
KH(t, s) = bH
[(
t
s
)H− 1
2
(t− s)H− 12 +
(
1
2
−H
)
s
1
2
−H
∫ t
s
uH−
3
2 (u− s)H− 12du
]
,
(6)
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where bH =
√
2H
(1−2H)β(1−2H,H+ 1
2
)
. Then
BHt :=
∫ t
0
KH(t, s)dWs
is a fractional Brownian motion with Hurst parameter H . Furthermore, the kernel
KH yields an operator KH : L
2[0, T ]→ IH+
1
2
0+ (L
2[0, T ]) defined by
(KHf)(s) =
∫ t
0
KH(t, s)f(s)ds = I
2H
0+ s
1
2
−HI
1
2
−H
0+ s
H− 1
2 f,
where f ∈ L2[0, T ]. Finally, the inverse operator K−1H of KH is defined by
K−1H f = s
1
2
−HD
1
2
−H
0+ s
H− 1
2D2H0+ f, (7)
where f ∈ IH+
1
2
0+ (L
2[0, T ]). If f is absolutely continuous, we can write
K−1H f = s
H− 1
2 I
1
2
−H
0+ s
1
2
−Hf ′.
Regular Case: Let H ∈ (1
2
, 1) and define the kernel
KH(t, s) = cHs
1
2
−H
∫ t
s
uH−
1
2 (u− s)H− 32du, (8)
where cH =
√
H(2H−1)
β(2−2H,H− 1
2
)
. Then
BHt :=
∫ t
0
KH(t, s)dWs
is a fractional Brownian motion with Hurst parameter H . Furthermore, the kernel
KH yields an operator KH : L
2[0, T ]→ IH+
1
2
0+ (L
2[0, T ]) defined by
(KHf)(s) =
∫ t
0
KH(t, s)f(s)ds = I
1
0+s
H− 1
2 I
H− 1
2
0+ s
1
2
−Hf,
where f ∈ L2[0, T ]. Finally, the inverse operator K−1H of KH is defined by
K−1H f = s
H− 1
2D
H− 1
2
0+ s
1
2
−Hf ′, (9)
where f ∈ IH+
1
2
0+ (L
2[0, T ]).
Brownian case: Let H = 1
2
. Obviously, in the case H = 1
2
the kernel is given by
KH(t, s) ≡ 1. Thus the operator KH is defined as
(KHf)(s) =
∫ t
0
KH(t, s)f(s)ds = I
1
0+f,
where f ∈ L2[0, T ], and thus its inverse operator K−1H is given by
K−1H f = f
′, (10)
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where f ∈ I10+(L2[0, T ]).
Remark 2.2. Consider a sequence H = {Hk}k≥1 of Hurst parameters. For the
Hilbert space H with basis {ek}k≥1 and f ∈ L2([0, T ];H), we define the operator
KH : L
2([0, T ];H)→ IH+1/20+ (L2([0, T ];H)) componentwise by
(KHf)(s) :=
∑
k≥1
(KHkfk)(s)ek,
where fk(s) := 〈f(s), ek〉, k ≥ 1. Here, we say f ∈ IH+1/20+ (L2([0, T ];H)), if for
every k ≥ 1 the projection fk is in IHk+1/20+ (L2[0, T ]). Similarly we define the
inverse K−1H of KH by
K−1H f :=
∑
k≥1
K−1Hkfkek,
where f ∈ IH+1/20+ (L2([0, T ];H)).
2.4. The weighted cylindrical fractional Brownian motion B. Let us now
define the driving noise B and afterwards derive a version of Girsanov’s theorem
for cylindrical fractional Brownian motion. Let {W (k)}k≥1 be a sequence of inde-
pendent Brownian motions defined on the probability space (Ω,F ,P). Similar to
[2] we define the cylindrical Brownian motion W := (Wt)t∈[0,T ] taking values in H
by
Wt :=
∑
k≥1
W
(k)
t ek, t ∈ [0, T ].
The natural filtration of W augmented by the P-null sets is denoted by FW :=
(FWt )t∈[0,T ]. Moreover, we consider a sequence of Hurst parameters H = {Hk}k≥1
and the associated partition {I−, I0, I+} of N defined by
(i) k ∈ I− : Hk ∈
(
0, 1
2
)
,
(ii) k ∈ I0 : Hk = 12 ,
(iii) k ∈ I+ : Hk ∈
(
1
2
, 1
)
.
For {Hk}k≥1 we construct the sequence of fractional Brownian motions {BHk}k≥1
associated to {W (k)}k≥1 by
BHkt :=
∫ t
0
KHk(t, s)dW
(k)
s , t ∈ [0, T ], k ≥ 1,
where the kernel KHk(·, ·) is defined in (6) and (8), respectively. Note that by
construction the fractional Brownian motions {BHk}k≥1 are independent. We then
define the cylindrical fractional Brownian motion BH with associated sequence of
Hurst parameters H = {Hk}k≥1 by
BHt :=
∑
k≥1
BHkt ek, t ∈ [0, T ].
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Observe that the natural filtration of BH augmented by the P-null sets and FW co-
incide. Furthermore, for a given sequence λ := {λk}k≥1 ∈ ℓ1 such that∑k∈I− λk√Hk <∞, we define the self-adjoint operator Q : H → H by
Qx =
∑
k≥1
λ2kx
(k)ek,
and thereby construct the weighted cylindrical fractional Brownian motion B by
Bt :=
√
QBHt =
∑
k≥1
λkB
Hk
t ek, t ∈ [0, T ]. (11)
Due to the following lemma, the process B is continuous in time and is in L2(Ω;H).
Lemma 2.3 The weighted cylindrical fractional Brownian motion B defined in
(11) has almost surely continuous sample paths on [0, T ] and
sup
t∈[0,T ]
E
[
‖Bt‖2H
]
<∞.
Proof. Note first that for every k ∈ I− and time points s, t ∈ [0, T ], the fractional
Brownian motion BHk fulfills
E
[∣∣∣∣∣∣BHkt ∣∣∣− ∣∣∣BHks ∣∣∣∣∣∣2] 12 ≤ E[∣∣∣BHkt − BHks ∣∣∣2] 12 = |t− s|Hk .
Hence due to [7, Theorem 1] the expected maximum of |BHk | is bounded by
E
[
sup
t∈[0,T ]
∣∣∣BHkt ∣∣∣
]
= THkE
[
sup
t∈[0,1]
∣∣∣BHkt ∣∣∣
]
.
THk√
Hk
.
In the case of a standard Brownian motion, i.e. H = 1
2
, the exact value of the
expected maxima is known and is equal to
√
2T
π
. Using Sudakov-Fernique’s in-
equality (see [30, Theorem 1]) we thus get for k ∈ I0 ∪ I+ the of Hk independent
upper bound
E
[
sup
t∈[0,T ]
∣∣∣BHkt ∣∣∣
]
≤ THk− 12E
[
sup
t∈[0,T ]
∣∣∣W (k)t ∣∣∣
]
= THk
√
2
π
≤ T
√
2
π
.
Let us now consider the weighted cylindrical fractional Brownian motion B defined
in (11). Using the previous bounds we have that
E
[
sup
t∈[0,T ]
‖Bt‖H
]
= E
 sup
t∈[0,T ]
∥∥∥∥∥∥
∑
k≥1
λkB
Hk
t ek
∥∥∥∥∥∥H
≤ ∑
k≥1
λkE
[
sup
t∈[0,T ]
∣∣∣BHkt ∣∣∣
]
.
∑
k∈I−
λkT
Hk√
Hk
+
∑
k∈I0∪I+
λk .
∑
k∈I−
λk√
Hk
+ ‖λ‖ℓ1 <∞.
Consequently, the stochastic process B is almost surely finite and the sequence
of projections {∑nk=1〈B, ek〉Hek}n≥1 is a Cauchy sequence in L1(Ω; C([0, T ];H))
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converging almost surely to the process B. Thus, t 7→ Bt is continuous on [0, T ].
Furthermore, using Parseval’s identity we get
E
[
‖Bt‖2H
]
= E

∥∥∥∥∥∥
∑
k≥1
λkB
Hk
t ek
∥∥∥∥∥∥
2
H
= ∑
k≥1
λ2kE
[∣∣∣BHkt ∣∣∣2]= ∑
k≥1
λ2kt
2Hk ≤ ‖λ‖2ℓ2T 2 <∞.

2.5. Girsanov’s theorem for cylindrical fractional Brownian motions.
Due to [2, Theorem 2.2 and Remark 2.3] we get the following version of Girsanov’s
theorem for cylindrical fractional Brownian motions.
Theorem 2.4 (Girsanov’s theorem for fBm) Let u = {ut, t ∈ [0, T ]} be an
FW -adapted process with values in H and integrable trajectories. If
(i)
∫ ·
0 u
(k)
s ds ∈ IHk+
1
2
0+ (L
2[0, T ]), P-a.s. for every k ≥ 1, and
(ii) E
[
exp
{∑
k≥1
∫ T
0 K
−1
Hk
(∫ ·
0 u
(k)
r dr
)2
(s)ds
}]
<∞,
where K−1Hk is defined as in (7), (9), and (10), respectively, then the shifted process
B˜Ht := B
H
t +
∫ t
0
usds =
∑
k≥1
(
BHkt +
∫ t
0
u(k)s ds
)
ek,
is a cylindrical fractional Brownian motion with associated sequence of Hurst pa-
rameters H = {Hk}k≥1 under the new probability measure P˜ defined by dP˜dP := ET ,
where
ET := exp
∑
k≥1
(∫ T
0
K−1Hk
(∫ ·
0
u(k)r dr
)
(s)dW (k)s −
1
2
∫ T
0
K−1Hk
(∫ ·
0
u(k)r dr
)2
(s)ds
) .
(12)
It is shown in [26] that in the case k ∈ I− ∪ I0 it is sufficient to assume∫ T
0 |u(k)s |2ds < ∞ such that for u(k) condition (i) in Theorem 2.4 is fulfilled. In
the case k ∈ I+ condition (i) in Theorem 2.4 is fulfilled if the process u(k) is as-
sumed to have Hölder continuous trajectories of order Hk − 12 + ε for some ε > 0.
If we assume further that
(ii∗)
∫ T
0 K
−1
Hk
(∫ ·
0 u
(k)
r dr
)2
(s)ds ≤ Dk P-a.s. for all k ≥ 1,
where D = {Dk}k≥1 ∈ ℓ1 is a sequence of constants, then assumption (ii) is
also fulfilled and thus Girsanov’s theorem is applicable. We summarize these
observations in the following corollary.
Corollary 2.5 Let (ut)t∈[0,T ] be an FW -adapted process such that
∫ T
0 |u(k)s |2ds <
∞ for all k ∈ I− ∪ I0, and for k ∈ I+ the process u(k) has Hölder continuous
trajectories of order Hk− 12+ε for some ε > 0. Furthermore, assume that condition
(ii∗) is fulfilled. Then, conditions (i) and (ii) in Theorem 2.4 are satisfied, and thus
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the stochastic exponential (12) defines the Radon-Nikodym density of a probability
measure. Moreover, for every p ∈ [0,∞)
E[|ET |p]<∞.
3. Existence and Uniqueness of Weak Solutions
In this section we proof under sufficient conditions on the drift function b the
existence and uniqueness of weak solutions to the MKV equation (2), where the
weighted cylindrical fractional Brownian motion is characterized by a given se-
quence of Hurst parameters H and the weighting operator Q. We show first exis-
tence of a weak solution using Theorem 2.4 and Schauder’s fixed point theorem.
Afterwards weak uniqueness of the solution is proven. Let us first recall the defi-
nition of a weak solution and uniqueness in law, and then state the main result of
this section.
Definition 3.1 We say the six-tuple (Ω,F ,F,P,B, X) is a weak solution of
MKV equation (2), if
(i) (Ω,F ,P) is a complete probability space and F := {Ft}t∈[0,T ] is a filtration on
(Ω,F ,P) satisfying the usual conditions of right-continuity and completeness,
(ii) X = (Xt)t∈[0,T ] is a continuous, F-adapted, H-valued process; B := (Bt)t∈[0,T ]
is a weighted cylindrical fractional Brownian motion with respect to (F,P),
(iii) X satisfies P-a.s. MKV equation (2), where PXt ∈ P1(H) denotes for all
t ∈ [0, T ] the law of Xt with respect to P.
Remark 3.2. We merely say that X is a weak solution of MKV equation (2), if
there is no ambiguity about the filtered stochastic basis (Ω,F ,F,P,B).
Definition 3.3 A weak solution (Ω1,F1,F1,P1,B1, X1) of MKV equation (2)
is called unique in law, if for any other weak solution (Ω2,F2,F2,P2,B2, X2) of (2)
it holds that P1X1 = P
2
X2 , whenever P
1
X1
0
= P2X2
0
.
Theorem 3.4 Let b : [0, T ]×H × P1(H) → H be a measurable function such
that ‖bk‖∞ ≤ Ckλk for all k ≥ 1, where C√1−H ∈ ℓ1 for C := {Ck}k≥1 and assume
that ∑
k≥1
λ2k(t− s)2Hk
 12 ≤ ρ|t− s|κ,
where ρ > 0 and 0 < κ < 1 are constants. Furthermore, assume that in the case
k ∈ I+,
|bk(t, x, µ)− bk(s, y, ν)| ≤ Ckλk
(
|t− s|γk + ‖x− y‖αkH +K(µ, ν)βk
)
, (13)
where γk > Hk − 12 , 2 ≥ καk > 2Hk − 1, and κβk > Hk − 12 , and in the case
k ∈ I− ∪ I0 that for every µ ∈ C([0, T ];P1(H)) and every ε > 0 there exists δ > 0
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such that for all k ≥ 1 and ν ∈ C([0, T ];P1(H))
sup
t∈[0,T ]
K(µt, νt) < δ ⇒ sup
t∈[0,T ], y∈H
|bk(t, y, µt)− bk(t, y, νt)| < εCkλk. (14)
Then, MKV equation (2) has a weak solution.
The proof of Theorem 3.4 is divided into two main steps. First we show using
Theorem 2.4 that for every µ ∈ Cκ([0, T ];P1(H)), for some suitable κ > 0, the
(distribution dependent) SDE
dXµt = b (t, X
µ
t , µt) dt+ dBt, t ∈ [0, T ], Xµ0 = x, (15)
has a weak solution. Second, we apply Schauder’s fixed point theorem, see [28],
to find a solution of MKV equation (2). Let us start with the application of
Girsanov’s theorem in the following lemma.
Lemma 3.5 Let b : [0, T ] × H × P1(H) → H be a measurable function such
that ‖bk‖∞ ≤ Ckλk for all k ≥ 1, where C√1−H ∈ ℓ1. Furthermore, assume that
for every k ∈ I+ the function bk fulfills assumption (13). Then for every µ ∈
Cκ([0, T ];P1(H)), SDE (15) has a weak solution which is unique in law.
Proof. Let (Ω,F ,F,P) be a complete filtered probability space with a sequence
of independent Brownian motions {W (k)}k≥1 defined thereon. Following the con-
structions in Section 2.4, we define the cylindrical fractional Brownian motion BH
with associated sequence of Hurst parameters H = {Hk}k≥1 generated by W . Fur-
ther, we define the process Xµt := x+
√
QBHt , t ∈ [0, T ]. If ut :=
√
Q
−1
b(t, Xµt , µt),
t ∈ [0, T ], fulfills the assumptions of Corollary 2.5, we get due to Theorem 2.4 that
the process
BH,µt := B
H
t −
∫ t
0
√
Q
−1
b
(
u, x+BHu , µu
)
du, t ∈ [0, T ],
is a cylindrical fractional Brownian motion with respect to the probability measure
Pµ defined by dP
µ
dP
:= EµT , where
EµT := exp
∑
k≥1
(∫ T
0
K−1Hk
(∫ ·
0
u(k)r dr
)
(s)dW (k)s −
1
2
∫ T
0
K−1Hk
(∫ ·
0
u(k)r dr
)2
(s)ds
) .
(16)
Consequently, the sextuple (Ω,F ,F,Pµ,√QBH,µ, Xµ) is a weak solution of SDE
(15). Thus it is left to show that u fulfills the assumptions of Corollary 2.5.
Let k ∈ I− ∪ I0. Then,∫ T
0
|u(k)s |2ds =
∫ T
0
|λ−1k bk(s,Xµs , µs)|2ds ≤ TC2k <∞,
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where we have used that bk is bounded by λkCk. Consider now the case k ∈ I+,
then we get for t, s ∈ [0, T ] that
E
[∣∣∣u(k)t − u(k)s ∣∣∣]= λ−1k E[|bk(t, Xµt , µt)− bk(s,Xµs , µs)|]
≤ Ck
(
|t− s|γk + E
[∥∥∥∥√QBHt −√QBHs ∥∥∥∥αkH
]
+K(µt, µs)βk
)
≤ Ck
|t− s|γk +
∑
j≥1
E
[
λ2j
∣∣∣BHjt − BHjs ∣∣∣2]

αk
2
+ |t− s|κβk

≤ Ck
|t− s|γk +
∑
j≥1
λ2j |t− s|2Hj

αk
2

. Ck
(
|t− s|γk + |t− s|καk2
)
. |t− s|γk + |t− s|καk2 ,
(17)
where we have assumed without loss of generality that γk = κβk. Due to Kol-
mogorov’s continuity theorem and the assumptions γk > Hk − 12 and 2 ≥ καk >
2Hk − 1, we get that u(k) is (Hk − 12 + ε)–Hölder continuous in t ∈ [0, T ] for some
ε > 0 and hence, assumption (i) of Theorem 2.4 is fulfilled for all k ≥ 1 due to
Corollary 2.5. Next, we show that assumption (ii∗) holds, i.e. for all k ≥ 1∫ T
0
K−1Hk
(∫ ·
0
u(k)r dr
)2
(s)ds ≤ Dk,
where D = {Dk}k≥1 ∈ ℓ1. Consider first the case k ∈ I0, then∫ T
0
K−1Hk
(∫ ·
0
u(k)r dr
)2
(s)ds =
∫ T
0
|λ−1k bk(s,Xµs , µs)|2ds ≤ TC2k ,
and thus we define Dk := TC
2
k for k ∈ I0. In the case k ∈ I− it is shown in [2] that∫ T
0
K−1Hk
(∫ ·
0
u(k)r dr
)2
(s)ds . T 2C2k ,
and thus we define Dk := T
2C2k for k ∈ I−. Last, we consider the case k ∈ I+ and
get that∣∣∣∣K−1Hk
(∫ ·
0
u(k)r dr
)
(s)
∣∣∣∣ = ∣∣∣∣K−1Hk
(∫ ·
0
λ−1k bk(r,X
µ
r , µr)dr
)
(s)
∣∣∣∣
≤ Cks
1
2
−Hk
Γ
(
3
2 −Hk
) +
(
Hk − 12
)
sHk−
1
2
λkΓ
(
3
2 −Hk
) ∣∣∣∣∣
∫ s
0
bk(s,X
µ
s , µs)s
1
2
−Hk − bk(r,Xµr , µr)r
1
2
−Hk
(s− r)Hk+ 12
dr
∣∣∣∣∣
≤ Cks
1
2
−Hk
Γ
(
3
2 −Hk
) +
(
Hk − 12
)
sHk−
1
2
λkΓ
(
3
2 −Hk
) (∫ s
0
|bk(s,Xµs , µs)|
r
1
2
−Hk − s 12−Hk
(s− r)Hk+ 12
dr
+
∫ s
0
r
1
2
−Hk |bk(s,Xµs , µs)− bk(r,Xµr , µr)|
(s− r)Hk+ 12
dr
)
. (18)
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Due to (17) there exists ε > 0 such that for all k ∈ I+
|bk(s,Xµs , µs)− bk(r,Xµr , µr)| . Ckλk|s− r|Hk−
1
2
+ε.
Thus, (18) can be further bounded by
∣∣∣∣K−1Hk
(∫ ·
0
u(k)r dr
)
(s)
∣∣∣∣ . Cks
1
2
−Hk
Γ
(
3
2
−Hk
) + Ck
(
Hk − 12
)
sHk−
1
2
Γ
(
3
2
−Hk
)
×
∫ s
0
r
1
2
−Hk − s 12−Hk
(s− r)Hk+ 12 dr +
∫ s
0
r
1
2
−Hk(s− r)ε−1dr

≤ Cks
1
2
−Hk
Γ
(
3
2
−Hk
) + Ck
(
Hk − 12
)
sHk−
1
2
Γ
(
3
2
−Hk
)
×
s1−2Hk ∫ 1
0
u
1
2
−Hk − 1
(1− u) 12 +Hk du+ s
1
2
−Hk+εβ
(
3
2
−Hk, ε
)
≤ Cks
1
2
−Hk
Γ
(
3
2
−Hk
) + Ck
(
Hk − 12
)
s
1
2
−Hk
Γ
(
3
2
−Hk
) + Ck
(
Hk − 12
)
sε
Γ
(
3
2
−Hk
) β (3
2
−Hk, ε
)
. Cks
1
2
−Hk + Ck.
Here, we have used that
sup
α∈(0, 12)
∫ 1
0
u−α − 1
(1− u)α+1du <∞.
Integrating the squared of the inverse kernel over the time interval [0, T ] yields∫ T
0
∣∣∣∣K−1Hk
(∫ ·
0
u(k)r dr
)
(s)
∣∣∣∣2 ds ≤ 2C2k
(∫ T
0
s1−2Hkds+ 1
)
.
1
1−HkC
2
k ,
and thus we define Dk :=
C2
k
1−Hk for k ∈ I+. Finally, we see that D ∈ ℓ1. Indeed,∑
k≥1
Dk = T
∑
k∈I0
C2k + T
2
∑
k∈I−
C2k +
∑
k∈I+
C2k
1−Hk .
∑
k≥1
C2k
1−Hk ,
which is finite by assumption. Thus the stochastic exponential EµT is well-defined
and gives the probability measure Pµ. If EµT is invertible, the solution of SDE (15)
is unique in law. Indeed, let X and Y be two solutions of SDE(15) with respect to
the measures P and Q, respectively. Then, we have for every bounded functional
f : H → R that
EP[f(X)] = EPµ
[
f
(
x+
√
QBH,µ
)
ηT
]
= EQ[f(Y )],
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and thus X and Y have the same law. Here,
ηT := exp
∑
k≥1
(
−
∫ T
0
K−1Hk
(∫ ·
0
u(k)r dr
)
(s)dW˜ (k)s −
1
2
∫ T
0
K−1Hk
(∫ ·
0
u(k)r dr
)2
(s)ds
) ,
is the inverse of EµT , where W˜ = {W˜ (k)}k≥1 is a sequence of independent Brownian
motions with respect to the measure Pµ which generate the fractional Brownian
motions {BHk,µ}k≥1.
In order to show that ηT is well-defined it suffices by Corollary 2.5 to prove that
the assumptions (i) and (ii∗) are fulfilled. Due to the proof of the existence of a
weak solution of SDE (15), in particular the derivation in (17), it suffices to show
that for every k ∈ I+
E
[
|X(k),µt −X(k),µs |2
]
. |t− s|2Hk .
Using Hölder’s inequality and the fact that Xµ solves the SDE (15) we get for
every k ∈ I+ that
EPµ
[
|X(k),µt −X(k),µs |2
]
= EPµ
[∣∣∣∣∫ t
s
bk(r,X
µ
r , µr)dr + λkB
Hk,µ
t − λkBHk,µs
∣∣∣∣2
]
.
(
C2kλ
2
k|t− s|2 + λ2k|t− s|2Hk
)
. |t− s|2Hk .
Consequently, EµT is invertible and thus the solution is unique in law. 
As a direct consequence of the proof of Lemma 3.5 we get under the assumption
that there are no Hurst parameters of the regular case, i.e. I+ = ∅, existence and
uniqueness (in law) of a solution for an even broader class of drift coefficients b
and measures µ.
Corollary 3.6 Assume I+ = ∅. Let b : [0, T ]×H×P1(H)→ H be a measurable
function such that ‖bk‖∞ ≤ Ckλk for all k ≥ 1, where C ∈ ℓ1. Then SDE (15) has
a weak solution which is unique in law for every µ ∈ C([0, T ];P1(H)).
Next, we come to the second step of the proof of Theorem 3.4, namely the
application of Schauder’s fixed point theorem, see [28].
Proof of Theorem 3.4. Define E := Cκ([0, T ];P1(H)) ⊂ C([0, T ];M1(H)). Then
Lemma 3.5 yields that SDE (15) has a weak solution Xµ which is unique in law
for every µ ∈ E.
Consider the function ψ : E → C([0, T ];M1(H)) defined by
ψs(µ) := P
µ
Xµs
, s ∈ [0, T ].
If ψ has a fixed point, i.e. µ∗s = ψs(µ
∗) = Pµ
∗
Xµ
∗
s
, s ∈ [0, T ], we can insert µ∗ in
SDE (15) and consequently get a weak solution of MKV equation (2). In order to
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apply Schauder’s fixed point theorem we have to verify that (E, ‖ · ‖K∗) is convex,
ψ is continuous, and it exists a compact subset G of E such that ψ(E) ⊂ G ⊂ E.
(E, ‖·‖K∗) is convex. This is an immediate consequence of the definition of E and
the fact that the Kantorovich-Rubinstein metric K is induced by the Kantorovich
norm ‖ · ‖K.
ψ is continuous. Consider an arbitrary µ ∈ E and let ε > 0. Due to the
continuity assumption (14) on b, we can find δ > 0 such that for every ν ∈ E with
supt∈[0,T ]K(µt, νt) < δ
sup
t∈[0,T ],y∈H
|bk(t, y, µt)− bk(t, y, νt)| < Ckλkε, k ≥ 1.
Consequently, we get by the measure change defined in (16) and Cauchy-Schwarz’
inequality that
K(ψt(µ), ψt(ν)) = sup
h∈BL(H;R)
∣∣∣∣∫H h(y)PµXµt (dy)−
∫
H
h(y)PνXνt (dy)
∣∣∣∣
= sup
h∈BL(H;R)
|E [(h (Bxt )− h(x)) EµT ]− E [(h (Bxt )− h(x)) EνT ]|
≤ E [‖Bt‖H |EµT − EνT |] ≤ E
[
‖Bt‖2H
] 1
2
E
[
|EµT − EνT |2
] 1
2 .
Note that supt∈[0,T ] E
[
‖Bt‖2H
]
is finite due to Lemma 2.3. We now employ the
inequality
|ex − ey| ≤ |x− y| (ex + ey) , x, y ∈ R. (19)
Since EµT ∈ Lp(Ω) for every µ ∈ E and 1 ≤ p <∞ by Lemma 2.3, we get again by
Cauchy-Schwarz’ and Minkowski’s inequality that
E
[
|EµT − EνT |2
] 1
2 . E
∣∣∣∣∣∣
∑
k≥1
∫ T
0
λ−1k
(
K−1Hk
(∫ ·
0
bk (u,B
x
u, µu) du
)
(s)
−K−1Hk
(∫ ·
0
bk (u,B
x
u, νu) du
)
(s)
)
dW (k)s
∣∣∣∣4
] 1
4
+
1
2
E
∣∣∣∣∣∣
∑
k≥1
∫ T
0
λ−2k
(
K−1Hk
(∫ ·
0
bk (u,B
x
u, µu) du
)2
(s)
−K−1Hk
(∫ ·
0
bk (u,B
x
u, νu) du
)2
(s)
)
ds
∣∣∣∣∣
4
 14 =: A+B.
For A we get equivalently to Lemma 3.5 using the linearity of K−1H for every
H ∈ (0, 1) and Burkholder-Davis-Gundy’s inequality that
A . E
∑
k≥1
(∫ T
0
1
λ2k
K−1Hk
(∫ ·
0
bk (u,B
x
u, µu)− bk (u,Bxu, νu) du
)2
(s)ds
)2 14
MKV EQUATIONS ON INFINITE-DIMENSIONAL HILBERT SPACES 17
.
∑
k≥1
Dkε
2
 12 . ε.
For B note that
B . E
∣∣∣∣∣∣
∑
k≥1
1
λ2k
∫ T
0
(
K−1Hk
(∫ ·
0
bk (u,B
x
u, µu) + bk (u,B
x
u, νu) du
)
(s)
)
×
(
K−1Hk
(∫ ·
0
bk (u,B
x
u, µu)− bk (u,Bxu, νu) du
)
(s)
)
ds
∣∣∣∣4
] 1
4
,
which can be bounded equivalently to A. Hence, ψ is continuous.
ψ maps E onto itself. It suffices to show that for every µ ∈ E
K(ψt(µ), ψs(µ)) . |t− s|κ.
Let µ ∈ E be arbitrary and without loss of generality s < t. Then we get
K(ψt(µ), ψs(µ)) = sup
h∈BL(H;R)
|E [h(Xµt )− h(Xµs )]| ≤ E
[
‖Xµt −Xµs ‖2H
] 1
2
= E
[∥∥∥∥∫ t
s
b (u,Xµu , µu) du+ Bt − Bs
∥∥∥∥2H
] 1
2
≤
∑
k≥1
C2kλ
2
k
 12 (t− s) +
∑
k≥1
λ2kE
[∣∣∣BHk,µt − BHk,µs ∣∣∣2]
 12
≤
∑
k≥1
C2kλ
2
k
 12 (t− s) +
∑
k≥1
λ2k(t− s)2Hk
 12 . |t− s|κ.
∃G ⊂ E compact such that ψ(E) ⊂ G ⊂ E. Define
∆ :=
{
P
µ
Xµs
, s ∈ [0, T ], µ ∈ Cκ([0, T ];P1(H))
}
⊂ P1(H).
By the last step, we already know that for s, t ∈ [0, T ] and µ ∈ Cκ([0, T ];P1(H)),
K(PµXµt ,P
µ
Xµs
) . |t− s|κ.
Hence, ψ(E) ⊂ G := Cκ([0, T ]; ∆) ⊂ E, where ∆ is the closure of ∆ with respect to
the Kantorovich-Rubinstein metric. If we can show that ∆ is relatively compact,
then G will be compact.
Indeed, note first that G is a closed set of equicontinuous functions. Moreover,
for every s ∈ [0, T ] the set
Gs :=
{
P
µ
Xµs
, µ ∈ Cκ([0, T ];P1(H))
}
⊂ ∆
is relatively compact due to the compactness of ∆. Hence, we can apply Arzelá-
Ascoli’s theorem which shows the compactness of G with respect to the metric
induced by ‖ · ‖K∗ .
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In order to show relatively compactness of ∆, note first that relatively compact-
ness of ∆ is equivalent to tightness of ∆. Tightness of ∆ then again is implied by
uniformly integrability of the set
X := {Xµs , s ∈ [0, T ], µ ∈ Cκ([0, T ];P1(H))}.
Hence, it suffices to show that
sup
s∈[0,T ]
sup
µ∈Cκ([0,T ];P1(H))
E
[
‖Xµs ‖2H
]
<∞,
but this follows directly due to Lemma 2.3 and the observation
E
[
‖Xµs ‖2H
]
= E
[
‖x+
∫ s
0
b(r,Xµr , µr)dr + Bs‖2H
]
. ‖x‖2H + T 2‖Cλ‖ℓ2 + ‖Bs‖2H.
Finally, we can apply Schauder’s fixed point theorem, which yields a fixed point
µ∗ = ψ(µ∗) = Pµ
∗
Xµ∗
. Define P := Pµ
∗
, X := Xµ
∗
and BH := BH,µ
∗
. Then,
(Ω,F ,F,P, BH, X) is a weak solution of MKV equation (2). 
For the case I+ = ∅ we get an immediate extension of Theorem 3.4.
Corollary 3.7 Assume I+ = ∅. Let b : [0, T ]×H×P1(H)→ H be a measurable
function such that ‖bk‖∞ ≤ Ckλk for all k ≥ 1, where C ∈ ℓ1, and assume that b
is continuous in the sense of (14). Then, MKV equation (2) has a weak solution.
Proof. The proof is analog to the proof of Theorem 3.4, where we define the sets
E :=
µ ∈ C([0, T ];P1(H)) : K(µt, µs) ≤
∑
k≥1
C2kλ
2
k
 12 (t− s) +
∑
k≥1
λ2k(t− s)2Hk
 12
 ,
and
G :=
µ ∈ C([0, T ]; ∆) : K(µt, µs) ≤
∑
k≥1
C2
k
λ2
k

1
2
(t− s) +
∑
k≥1
λ2
k
(t− s)2Hk

1
2
 .

Concluding this section we show that under slightly more regularity in the law
variable of the drift b we get a solution which is unique in law.
Theorem 3.8 Suppose the assumptions of Theorem 3.4 are fulfilled and in
addition that supk∈I+ Hk < 1. Furthermore, for every k ≥ 1 assume that for all
µ, ν ∈ P1(H)
sup
t∈[0,T ],y∈H
|bk(t, y, µ)− bk(t, y, ν)| ≤ CkλkK(µ, ν). (20)
Then, MKV equation (2) has a weak solution which is unique in law.
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Proof. In this proof we proceed similar to [5, Theorem 2.7]. Let (Ω,F ,F,P,B, X)
and (Ω˜, F˜ , F˜, P˜, B˜, Y ) be two weak solutions of MKV equation (2) such that X0 =
Y0 = x ∈ H. For the sake of readability we assume x to be the Null element in H
whereas the general case can be shown analogously. Furthermore we denote by BH
and B˜H the cylindrical fractional Brownian motions related to B and B˜, respec-
tively. Lastly, we denote by {W (k)}k≥1 and {W˜ (k)}k≥1 the generating sequences of
Brownian motions of BH and B˜H, respectively.
Due to the proof of Theorem 2.4 and Theorem 3.4 there exist probability mea-
sures Q and Q˜ such that X and Y are weighted cylindrical fractional Brownian
motions of the form (11) under Q and Q˜, respectively. Furthermore, we define the
probability measure Q̂ ≈ P˜ by
dQ̂
dP˜
:= exp
−∑
k≥1
∫ t
0
λ−1k K
−1
Hk
(∫ ·
0
bk
(
u, Yu, P˜Yu
)
− bk (u, Yu,PXu) du
)
(s)dW˜ (k)s
−1
2
∑
k≥1
∫ t
0
λ−2k K
−1
Hk
(∫ ·
0
bk
(
u, Yu, P˜Yu
)
− bk (u, Yu,PXu) du
)2
(s)ds
 ,
and the Q̂ cylindrical fractional Brownian motion
B̂Ht := B˜
H
t +
∫ t
0
√
Q
−1 (
b
(
s, Ys, P˜Ys
)
− b (s, Ys,PXs)
)
ds, t ∈ [0, T ].
Note that we can find a measurable function Φ : [0, T ] × C([0, T ];H) → H such
that
BHt = Φt(X) and B̂
H
t = Φt(Y ),
since
BHt =
√
Q
−1 (
Xt −
∫ t
0
b (s,Xs,PXs) ds
)
, and
B̂Ht =
√
Q
−1 (
Yt −
∫ t
0
b (s, Ys,PXs) ds
)
.
Consequently,
EP
[
F (BH, X)
]
= EQ
[
E
(∫ T
0
√
Q
−1
b (t, Xt,PXt) dXt
)
F (Φ(X), X)
]
= E
Q˜
[
E
(∫ T
0
√
Q
−1
b (t, Yt,PXt) dYt
)
F (Φ(Y ), Y )
]
= E
Q̂
[
F (B̂H, Y )
]
,
for every bounded measurable functional F : C([0, T ];H)× C([0, T ];H) → R and
thus P(BH,X) = Q̂(B̂H,Y ). Therefore it is left to show that supt∈[0,T ]K
(
Q̂Yt , P˜Yt
)
= 0
from which we can conclude that dQ̂
dP˜
= 1 and in particular that PX = P˜Y .
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Applying a measure change, inequality (19), Burkholder-Davis-Gundy’s inequal-
ity, and assumption (20), yield
K
(
PXt , P˜Yt
)
= sup
h∈BL(H;R)
∣∣∣E
Q̂
[h(Yt)− h(0)]− EP˜ [h(Yt)− h(0)]
∣∣∣
≤ sup
h∈BL(H;R)
E
P˜
[∣∣∣∣∣dQ̂dP˜ − 1
∣∣∣∣∣ |h (Yt)− h(0)|
]
≤ E
P˜
∣∣∣∣∣dQ̂dP˜ − 1
∣∣∣∣∣
2

1
2
E
Q˜
( dP˜
dQ˜
)2
1
4
E
Q˜
[∥∥∥B˜Ht ∥∥∥4H
] 1
4
. E

∣∣∣∣∣∣
∑
k≥1
∫ t
0
λ−2k K
−1
Hk
(∫ ·
0
bk
(
u,Bu, P˜Yu
)
− bk (u,Bu,PXu) du
)2
(s)ds
∣∣∣∣∣∣
2

1
4
+ E

∣∣∣∣∣∣
∑
k≥1
∫ t
0
λ−2k K
−1
Hk
(∫ ·
0
bk
(
u,Bu, P˜Yu
)
− bk (u,Bu,PXu) du
)2
(s)ds
∣∣∣∣∣∣
4

1
4
=: A.
Consider first the Brownian case k ∈ I0. Then, we get∫ t
0
K−1Hk
(∫ ·
0
bk
(
u,Bu, P˜Yu
)
− bk (u,Bu,PXu) du
)2
(s)ds ≤ C2kλ2k
∫ t
0
K(PXs , P˜Ys)2ds.
In the singular case k ∈ I−, we have∫ t
0
K−1Hk
(∫ ·
0
bk
(
u,Bu, P˜Yu
)
− bk (u,Bu,PXu) du
)2
(s)ds
≤ C
2
kλ
2
k
Γ
(
1
2
−Hk
)2 ∫ t
0
s2Hk−1K(PXs, P˜Ys)2
(∫ s
0
(s− u)−Hk− 12u 12−Hkdu
)2
ds
≤ C
2
kλ
2
k
Γ
(
1
2
−Hk
)2 ∫ t
0
s1−2HkK(PXs, P˜Ys)2β
(
3
2
−Hk, 1
2
−Hk
)2
ds
≤ C
2
kλ
2
kT
1−2HkΓ
(
3
2
−Hk
)2
Γ (2− 2Hk)2
∫ t
0
K(PXs , P˜Ys)2ds
. C2kλ
2
k
∫ t
0
K(PXs , P˜Ys)2ds.
Lastly we get in the regular case k ∈ I+ equivalent to (18) that∫ t
0
K−1Hk
(∫ ·
0
bk
(
u,Bu, P˜Yu
)
− bk (u,Bu,PXu) du
)2
(s)ds
. C2kλ
2
k
∫ t
0
K
(
PXs , P˜Ys
)2
s1−2Hkds.
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Using Hölder’s inequality with 1 < p < 1
2 supk∈I+ Hk−1
and its conjugate q > 1
yields
∫ t
0
K
(
PXs, P˜Ys
)2
s1−2Hkds
≤
(∫ t
0
K
(
PXs, P˜Ys
)2q
ds
)1
q
(∫ t
0
sp(1−2Hk)ds
) 1
p
≤
(∫ t
0
K
(
PXs, P˜Ys
)2q
ds
)1
q
(
1
p(1− 2Hk) + 1t
p(1−2Hk)+1
) 1
p
.
(∫ t
0
K
(
PXs, P˜Ys
)2q
ds
)1
q
.
Consequently,
K(PXt , P˜Yt) .
∑
k≥1
C2k
(∫ t
0
K
(
PXs , P˜Ys
)2q
ds
) 1
q
 12 +∑
k≥1
C2k
(∫ t
0
K
(
PXs , P˜Ys
)2q
ds
) 1
q
.
(∫ t
0
K
(
PXs , P˜Ys
)2q
ds
) 1
2q
+
(∫ t
0
K
(
PXs , P˜Ys
)2q
ds
) 1
q
.
Assume
∫ t
0 K(PXs, P˜Ys)2qds ≥ 1. Then,
K
(
PXt , P˜Yt
)q
.
∫ t
0
K
(
PXs, P˜Ys
)2q
ds.
In the case 0 ≤ ∫ t0 K(PXs, P˜Ys)2qds < 1, we get
K
(
PXt , P˜Yt
)2q
.
∫ t
0
K
(
PXs , P˜Ys
)2q
ds.
Next we show that t 7→ K
(
PXt , P˜Yt
)
is continuous. Since t 7→ Xt and t 7→ Yt
are almost surely continuous, we immediately get that t 7→ PXt and t 7→ P˜Yt are
weakly continuous. Furthermore, it can be shown as in the proof of Theorem 3.4
that {PXt : t ∈ [0, T ]} and
{
P˜Yt : t ∈ [0, T ]
}
are relatively compact with respect
to the Kantorovich-Rubinstein metric and consequently, that t 7→ K
(
PXt , P˜Yt
)
is
continuous. Hence, using Grönwall’s inequality in the first case and a non-linear
Grönwall type inequality by Stachurska [15, Theorem 25] in the second, yields
K
(
PXu , P˜Yt
)
= 0 for all t ∈ [0, T ] and thus the proof is complete. 
4. Strong Solutions and Pathwise Uniqueness
In this section we examine under which assumptions MKV equation (2) has a
pathwisely unique strong solution. Therefore, we first recall the definitions of a
strong solution and pathwise uniqueness.
MKV EQUATIONS ON INFINITE-DIMENSIONAL HILBERT SPACES 22
Definition 4.1 A strong solution of MKV equation (2) is a weak solution
(Ω,F ,FB,P,B, X) where FB is the filtration generated by the weighted cylindrical
fractional Brownian motion B and augmented with the P-null sets.
Definition 4.2 We say a weak solution (Ω,F ,F,P,B, X) of MKV equation (2)
is pathwisely unique, if for any other weak solution (Ω,F ,F,P,B, Y ) on the same
stochastic basis with the same initial condition X0 = Y0,
P (∀t ≥ 0 : Xt = Yt) = 1.
Remark 4.3. In the following we speak of a unique solution, if the solution is
unique in law and pathwisely unique.
Provided that a weak solution of MKV equation (2) exists, the task of proving
the existence of a strong solution becomes a problem in the field of SDEs. More
precisely, the difference between a weak and a strong solution lies in the measur-
ability with respect to the filtration of the driving noise. Since the dependence
on the law is mere deterministic, it does not effect adaptedness of the solution.
Therefore, the SDE
Yt = Y0 +
∫ t
0
bPX (s, Ys)dt+ Bt, t ∈ [0, T ], (21)
can be considered, where bPX (s, y) = b (s, y,PXs) and (Xs)s∈[0,T ] is a weak solution
of MKV equation (2). For more details on this transition we refer the reader to [5].
Subsequently we give a general result regarding strong solutions of MKV equation
(2).
Theorem 4.4 Suppose the assumptions of Theorem 3.4 are fulfilled and SDE
(21) has a unique strong solution (Yt)t∈[0,T ]. Then, MKV equation (2) has a strong
solution. More precisely, any weak solution (Xt)t∈[0,T ] of MKV equation (2) is a
strong solution. If in addition supk∈I+ Hk < 1 and condition (20) is fulfilled, the
solution of MKV equation (2) is unique.
Proof. Due to Theorem 3.4 there exists a weak solution X of MKV equation (2).
Moreover, X can be seen as a weak solution of the associated SDE (21). Since
SDE (21) has a unique strong solution Y , i.e. in particular Y is a weak solution
which is unique in law, we have that X and Y have the same law. Thus, equations
(2) and (21) coincide and Y is a strong solution of MKV equation (2).
Under the additional assumptions supk∈I+ Hk < 1 and condition (20), we know
by Theorem 3.8 that the weak solution X of MKV equation (2) is unique in law.
Consequently, there exists a unique associated SDE (21), which has by assumption
the unique strong solution Y . In particular, Y is also a strong solution of MKV
equation (2) due to the first part. Since the associated SDE is uniquely determined,
the pathwise uniqueness of a solution to SDE (21) transfers to the solution of MKV
equation (2). Thus, Y is the unique strong solution of MKV equation (2). 
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In the following we link Theorem 4.4 to results in the literature on the existence
of strong solutions of SDEs. We start with a corollary in the infinite-dimensional
case applying the result of [2]. Subsequently, we consider the finite-dimensional
case applying the result of [26].
Corollary 4.5 Assume I0 ∪ I+ = ∅, ∑k∈I−Hk < 16 , and supk∈I−Hk < 112 .
Let b : [0, T ] × H × P1(H) → H be a measurable function fulfilling the Lipschitz
condition (20) and for which there exist sequences C ∈ ℓ1 and D ∈ ℓ1 such that
for every k ≥ 1
sup
y∈H
sup
t∈[0,T ]
|bk(t, y, µ)| ≤ Ckλk, and
sup
d≥1
∫
Rd
sup
t∈[0,T ]
|bk
(
t,
√
Q
√
Kτ−1y, µ
)
|dy ≤ Dkλk,
where y = (y1, . . . , yd) and K : H → H is defined by
Kx = ∑
k≥1
KHkx
(k)ek, x ∈ H,
for {KHk}k≥1 being the local non-determinism constant of {BHk}k≥1, i.e. a constant
merely dependent on H such that for every t ∈ [0, T ] and 0 < r ≤ t
Var
(
BHt
∣∣∣BHs : |t− s| ≥ r) ≥ KHr2H .
Then, MKV equation (2) has a Malliavin differentiable unique strong solution.
Proof. The result is an immediate consequence of Theorem 4.4 and [2, Theorem
4.11]. 
Consider now the one-dimensional real-valued MKV equation
Xt = x+
∫ t
0
b (s,Xs,PXs) ds+B
H
t , t ∈ [0, T ], (22)
where b : [0, T ] × R × P1(R) → R and BHt one-dimensional fractional Brownian
motion with Hurst parameter H .
Corollary 4.6 Let b : [0, T ]×R×P1(R)→ R be a bounded measurable function.
If H > 1/2 suppose that
|b(t, x, µ)− b(s, y, ν)| ≤ C
(
|t− s|γ + |x− y|α +K(µ, ν)β
)
,
where C > 0, γ > H − 1
2
, 2 ≥ α > 2H − 1, and β > H − 1
2
, and if H ≤ 1/2
suppose that for every µ ∈ C([0, T ];P1(R)) and every ε > 0 there exists δ > 0 such
that for all ν ∈ C([0, T ];P1(R))
sup
t∈[0,T ]
K(µt, νt) < δ ⇒ sup
t∈[0,T ], y∈H
|b(t, y, µt)− b(t, y, νt)| < ε.
Then, MKV equation (22) has a strong solution. If in addition condition (20) is
fulfilled, the solution is unique.
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Proof. This result is a direct consequence of [26] together with Theorem 3.4 and
Theorem 3.8, respectively. 
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