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Interpolation mit nichtlinearen Klassen von Spline-Funktionen 
DEDICATEI~ TO PROFtSSOR 1. J. SCHOtNlXRG 
ON I-HE OC(‘ASIOh Of HIS 70TH BIRTHDAY 
Diese Arbeit behandclt das Interpolationspl-oblem fiir allgemeine nichtlineare 
Klassen bon Spline-Funktionen, welche u.a. gewisse exponentielle, t:-igono- 
metrische tmd rationale Spline-Funktionen enthalten und Kombinationen 
dieser Typen zulassen. Die Spline-Intcrpolierenden werden dabei durch Differen- 
zicrbarkeitsforderungen fcstgelegt und sie sind eindeutig bestimmt. Die Exiatenz 
dcr Interpolierenden gird fiir den Fall der Interpolation der Wertc glattcr 
Funktionen bei kleinen Stiitzstellenabst~nden bewiesen; gleichzeitig ergebcn sich 
Aussagen iiber die numerische Berechnung und das asymptotische Verhalten 
der Interpolierendcn bei kleinen Stiitzstellenabst5nden. Fiir spezielle Klassen 
uird das Interpolationsproblem auf eine Optimierungsaufgabe zuri&kgefiihl t 
und ohne Voraussetzungen iibcr die Stiitzstellenabstlnde geliist. 
I. BEZICIJNUNGEN ISI) PROBLEMSTELLUNG 
Gegeben sei ein Interval1 [n. h] -: I der reellen Zahlen iw mit einel 
Zerlegung 
a s,, --.I s, -_ “. e.: x,, , := h, ? I ) 
und II A I nicht notwendig paarweise verschiedene Klassen 7’,, ,.._. T,, 
eon zweimal stetig differenzierbaren Funktionen ,f mit offenen Detinitions- 
bereichen D, in 1w. 
AI,< (T,, ,..., T,)-Spline aufder Zerlegung (I) wird jede Funktion,f’+ ~?[a. h] 
bezeichnet, deren Restrikti0nen.J; ::- ,/‘I [.Y, . s, + ,] fiirj := O,..., 11 die Gestalt 
.fj(X) = aj t b,X + [j(X) (s E [x, ) x,,J) (2) 
mit Funktionen t, t T, n P[s, , xi J haben. 
Sind ferner zu einer Zerlegung (I) reelle Zahlen .I’(, . . . . . j‘,,.,l gegeben, 
Ii3 
5~) \\i:ci ein (7~,, ._,.. T,,)-Spline f’(.~) auf / intcrpolicrend LLI ,I.,! . rll , genannt. 
Me!ll: 
.fl*v, 1 .I‘, (0 j il I I (3, 
gilt. Zu\atzbedingungen der Form 
f  ( (1) Ii’. 
t-11 
f’(h) 11 . 
bzu 
/ ‘I(u) (I’. 
(5) 
f”(h) I>‘. 
\\erd;n aIs Randbedingungen erster bzw. rweitc‘r Art bezeichnet. 
Dtc Verwendung verschiedener Klassen T, bei einer febten Zerlegung (I ) 
macht e\ miiglich, fiirjedes Teilintervall [.I- , . .Y,. 1] einer anderen Funktionstyp 
7tt xpezifizieren und dadurch die Flexibilitiit der Interpolation LU erhiiren. 
D::; Ziel dieser Arbeit ist es. fiir tniiglichst grot3e Klassen T, Aussagen 
iiher Ekistenz. Eindeutigkeit und Konstruktionsverfahren fiir interpolierendc 
(T,, .._ T,,)-Splines mit Randbedingungen erster oder rweiter Art 7~1 
corgcgebenen Werten ,I’,, . . . . . J’,, , , a’. h’ hcrzuleiten. Fiir lineare Klnssen 
der Form 
mit fc>ten Funktionen ,q, , <yr I: C’)[LI. h] ist dieseb Probletn itn Fall 
_ 
I Pi “’ T,, T innerhalb dcr bisherigen Literatur unter schwachen 
\ ‘;r:-;urzetzungen an it und g2 behandelt Morden [I 1. 131. 141. Der Spezialfall 
7-o 7-h ] ,. (’ (1 
(. ii 52: 
findei Gch in der Dissertation der Verfasser> [5]. [h]: in [7] ist der Fall 
7-u 
‘[‘ 
?I i CC” 
iI i’. rl Ft, ; 
numerl>ch angewandt, aber nicht theoretisch untersucht uorden. 
cjm diese Klassen einheitlich in den Griff zu bekomtnen, wird folgendet 
BegriiYeingefiihrt. 
~~l.t~t~tTtON I. Eine Klasse T ~011 zweitnai stetig dill’erenzierbaren 
Funktionen f  auf offenen Teilmengen I), \on R hril.it schwach regulgr. 
wenn fiir jedes Paar,f; ,q aus T die Funktion ,f ’ 6” auf jedetn Teilintervall 
con n, n D,, hiichstens eine Nullstelle hat. {ofern f  ,(: nicht identisch 
Lerschbvindet. 
Einige Beispiele schwach regullrer Klassen sind in Tabetle I aufgefiihrt. 
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L3elixY.y. Es seien ,/. g interpolierende Splines. Dan11 hat./ ” g” in [a. /I] 
mindestens 77 2 Nullstellen und wegen der schwachen Regularitgt der I-, 
gilt f’ g auf einem Teilintervall [x~ . .yi, ,I. Dnmit kann die Behauptung 
vvie in [6] induktiv bewiesen werden. 
3. RLGUL.&RI. FIJYKTW\LNKLASSI A 
DEFINITION 2. Erne Klasse 7 van rvveimal stetig differcnzierbaren 
Funktionen ,f’ auf oft‘enen Teilmengen D, van W wird tr:lnslationsinvariant 
pxannt, wenn fiir jede Funktion,f’E 7‘ und jedes C’ :- R suck die Funktion 
j;(s) : = /is - c) 
in T liegt. Pranslationsinvariante xhwach regulgre I-unktionenklassen 
werden als regul%r bezcichnet. 
Fur translationsinvariante Funktionenklassen ist das Interpolations- 
vcrhalten vom zugrundeliegenden Interval1 unabh2ngig. 
Zu jeder schwa& replarcn Funktionenklasse 7 gibt es eine Funktion I‘. 
so dall fur alle,f’:z 7’und alle .x c R, /I,, 0 mit [.I-. .Y lr,,] C fl, die Beziehung 
r(.\‘. /I,, . j“‘(.Y /I,,). .f”‘(.t). 17) f i .\- ll) 
fur alle /7 i- [0, /7,,] gilt. 
1st T zuslitzlich translationsinvariant. so hat man fur jedes ,f’f~~ 7, jedes 
C’ F R und jedes x F R die Gleichungen 
,f;(x 1’ /7) ~~ f(.Y /I) 
= r(.\-, /I,, . ,yc.\- /7,,). j”‘(X), 17) 
- r(.\- (‘, /7(, ,,fy(.Y ~~- c /7,,)..fy(.’ 1’). 17) 
r( .\- C’, /7(, ) f”(.Y h,,). j “(.Y). II). 
und es folgt, da8 I’ nicht vom ersten Argument abhiingt. 
Fur regulare Klassen T ergibt sich dadurch, da0 die Griifien 
nur van ,f”(.\- IT,)), ,f”(.~) und /I,, abhangen: mithin eui4tiert eine Funhtion 
p( j’. ;. II). so daR fiir alle / T und alle .Y in [a, h]. /I 0. fiir die [s. .\- /I] 
in D, lie@. die Bezichungen 
gelten. Die Funktion 17 tiird im folgenden aIs chnrakteristische Funktion 
der regul&ren Klassc 7‘ hereichnet. Die Delinition \on /I ist so angelegt. 
dalj sich in den Beispielen der Tabelle I die F‘ormeln (6) und (7) ohne 
Fallunterscheidung ergeben. 
Klassc 7 
Die spezielle Wahl des Vorzeichens in (7) sichert ferner, da13 fiir jedes 
,f~ T und jedes x aus dem Definitionsbereich LIP von ,f die Grenzwerte 
euistieren und gleich AS”(s) sind; man kann also 
/7(,fN(.Y). f”(X). 0) : -z= 1 f‘“(x) (s t I>, . f ly T) 
setzen. 
(IO) 
4. GLkICHbNGLN FijR DIE IKTtRPOLIERENDEh 
Es sei f’eine (T,, .__.. T,,)-Spline-Interpolierendc zu den Werten .I.,) . . . . . ~7,~ i , 
auf einer Zerlegung dcr Form (1): ferner seien T,, ,.... T,, regular. 
Mit /I, -: x, 1 .Y, bilde man die Differenzenquotienten 
/J 1 ,‘ : -';LJ_! .---K, / llj (0 i 
II). (II) 
d 2 : $‘J’ - 0: !.y 
, .’ I?, hi , 
(1 i /I). (12) 
Aus den Eigenschaften 
L-Y,) .I‘, . 
(0 i /I), 
./i(-~j~& 1) ~-~ J', 1 
.L'C.Yi 1) -- i‘:. I(.\'! I) (0 'i II ~~ I ). 
(13) 
,fy(.YjJ,) .I‘:.](.\.j-.I) = M, 1 (0, i I?). 
schliebt man durch elementare Rechnung unter Benutzung der Gleichungen 
(6) und (7) und der Bezeichnungen in (I I)-( 13) auf die nichtlinearen 
Gleichungen 
fur j ‘: { I,..., 171 in den GroBen M,, --f”(.v,,). Dabei sei 17, die charakte- 
ristische Funktion von T, 
Aus einer Randbedingung der Form (4) folgen die zusatzlichen Gleichungen 
Setzt man /TL, : = 0 -=: /I,~, , . so haben obige Gleichungen ebenfalls die 
Form ( 14). 
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Randbedingungen der Form (5) iiul3ern sich dadurch. daIJ im System ( 14) 
die GrbBen M,, und M,, , , durch a’ und h’ tixiert \ind. Somit hat man im 
wesentlichen tin nichtlineares Gleichungasystcm i 14) LLI Ii&en. 
Durch elementare Rechnung bestgtigt man fcrner. daO die abgeleiteten 
Gleichungen such hinreichend sind. wenn man an eine Liisung (W,, .__.. :\I,, I) 
von ( 14) die folgende Forderung stellt. 
DCFINITIO~ 3. Das Quadrupel (.u, , :i, , . .1/, . \I, ,) herI /uliissig fiir 7. 
falls ein,f; ’ T, existiert mit [.r) . .Y,, ,] C lj,, und,f I(.Y)) II,. fyC.Y, ,) I f  , 
Zusammengefafit erhglt man. 
Urn schlrfere Aussagen iiber die charakteristische Funktion 17 zu erhalten. 
hat man erhiihte Differenzierbarkeitsforderungen zu stellen. 
DEFINIUON 4. Eine regulgre Klasse T wird glatt genannt. wenn gilt 
(I) die Elemente ,/’ von 7‘ sind in ihrem Detinitionsbereichen dreimal 
stetig differenzierbar und j”“) verschwindet in keinem Teilintervall von g 
identisch, falls,f’nicht identisch verschwindet. 
(2) die charakteristischc Funktion p von T ist in ihrem Definitions- 
bereich zweimal stetip partiell differenzierbar. 
(3) es gilt 
1, m il’c?- gj -: 0 (17) 
h ,o ?/7 (1”(.8 h)J”(~).lO 
fiir alle,f’i 7’ und alle .Y g Di 
Die in Tabelle I aufgefiihrten regulgren Funktionenkiassen sind glatt. 
Fiir alle Elemente ,f’ einer glatten regulgren Funktionenklasse T und 
alle x aus dem Definitionsbereich von ,f erhklt man durch Differentiation 
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von (6) und (7) nach h, Division durch j’(3)(.~) und Grenziibergang h + 0 
die Aussagen 
(18) 
Durch Differentiation von (6) und (7) nach x und Einsetzung von (18) 
ergibt sich ferner 
,im @P(?‘, z, II) I _ 
hJ.0 %z i(/"(z-h),t~(rl.),//) 3’ 
li* ~~P(~‘, ‘, “) 1 
h.lO az (f"(r).t"(s+T/),-10 3 
(19) 
Diese vom Punkt x unabhangigen Aussagen werden im folgenden Abschnitt 
beniitigt. 
6. CT, ,..., T,,)-SPLINES BEI KLEINEN ST~~TZSTELLENABST~~NDEN 
Urn asymptotische Aussagen iiber (T,, ,..., TJ-Splines fur kleine Sttitz- 
stellenabst%nde zu gewinnen, wird im folgenden von einer Funktion 
g E C2[a, b] und einer Zerlegung (I) des Intervalls [a, 61 ausgegangen. 
Durch eine Folge von Zerlegungen 
mit 
x!, :- a, k -%Lli+2 = b, hjk : _ .& - .yj’c, -1 < ,j < MI; -+ 1, 
h,c := max /I~~‘, 
O< j-:.n, v% h/, = 0 
und {x, ,..., x,+~) C {x,~,.... xk,+,} fiir alle k E N wird die Zerlegung (1) 
verfeinert. 
Gefragt ist nach der Existenz von (To”,..., TZJ-Splines f& unter den 
lnterpolationsbedingungen 
.h~(~j”> = g(Xj”‘) 
und den Randbedingungen 
oder 
.f;s’W = g’(d h’(b) = g’(b) 
fix4 = g”(a), f;(b) = g”(b) 
(20) 
(21) 
640/8/Z-6 
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fiir hinreichend grol3e X, wobei T,’ T, gilt, sobald [x,“, xj,,] in [s, . .x, ,] 
liegt und die Klassen T,, . . . . . T,, glatt und regulgr sind. Gleichzeitig interessiert 
das Konvergenzverhalten der Funktionen f; fiir I1 -+ x und die numerische 
Berechnung der,/;, 
Dazu wird der Konvergenzsatr van Kantorowitsch t’iir das Newton- 
Verfahren (vgl. u. a. [3]) zur Liisung des Gleichungssystems (14) hcrangezogen. 
Als Startwertc fiir das Newtoll-Verfahrcn bieten sich die ;IUS 7weiten 
Differenzenquotienten abgeleitetcn Gr6Een 
( I ; l?,, . I, il;) 
g”(a) i‘alls (2 1 ) gefordert. 
ili,,L : ~ 
-_1_ g(s,“) -- g(.v,,“) 
I+,/. i 17”” 
~~ ,y’(u) ) falls (20) gefordert, 
I@;(,, . , : 
falls (21) gefordert. 
falls (20) gefordert 
an. Definiert man Vektoren M’ : ( IW,,~ ,... I MA,~.,) t Iw”h ‘Z und bildet die 
Funktionen 
fiir .j = I _._.. II,, mit 
sowie 
&qM/,) :- \o falls (2 I ) gefordert. 
(p”“(M,‘~, M,,L, /I(,‘.) ~ gi(,~ falls (20) gefordert, 
falls (21) geforderl, 
M” ,Lli 1 . -473 ~~~ gq l falls (20) gefordert 
so hat man das (14) entsprechende nichtlineare Gleichungssystem 
jrj”‘(MA) ;. 0 (0 i 121: t 1) 
zu l&en. 
(23) 
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Urn die Durchfiihrbarkeit des Verfahrens zu sichern, ist von der Funktion 
g und den Klassen T,, ,..., T,, folgendes zu verlangen. 
DEFINITION 5. Gegeben sei eine Zerlegung (I), eine Funktion g E C2[a, h] 
und glatte regular-e Klassen T,, ,..., T,Z. Dann wird g als (c, ,..., T,,)-zulgssig 
bezeichnet, falls fur alle r E (O,..., n) eine offene beschrankte Umgebung K, 
von g”([x,. , x,,~,]) und ein /I,, Y, 0 existiert, so daB die charakteristische 
Funktion p,. von T,. auf der Menge iT,. x R,. K [ -h,, , /7,,] definiert und 
dort zweimal stetig differenzierbar ist. 
Wird g als (7’,, ,..., T,)-zulassig vorausgesetzt, so sind die /Ii” fiir geniigend 
grol3e k auf Umgebungen der Punkte (Hj”, J?F+r , -11,“) und (Ii?;,~, , lqjTj”‘, /I,“) 
definiert und zweimal stetig differenzierbar und das NewtonVerfahren 
kann gestartet werden. 
Urn die Konvergenz des Newton-Verfahrens fur geniigend groRe k 
nachzuweisen, werden zunachst die GriilJen g,“(IITi) = gi”(Il~OL’,..., :IfA,,tl) 
untersucht. 
Zu gegebenem E > 0 kann man wegen der gleichmal3igen Stetigkeit 
der py auf R,. x R,. x [--h, , h,] nach (IO) ein 6 > 0 angeben, so dab fur alle 
r E {O,..., 17: und alle ( y, z, /I) E K, ;: R, x [--/q) , I$,] mit [ y -- 2 1 < 8, 
II s:: 6 die Abschatzung 
gilt. Fur alle k mit 
1 p,.( .1’, z, I?) - ;z 1 < E/2 
hat man wegen hj”’ 4 pj” = 1 die Abschatzungen 
1 gjqiw)l < E 
fiirj = 0 ,..., nk + 1. Also gilt 
Die Funktionalmatrix G”(bf) :- (i’g,‘/FM,),,, ist tridiagonal und hat an der 
Stelle I@l- in derjten Zeile die Elemente 
Also ist wegen der Beschrlnktheit der partiellen Ableitungen der Funktion 
17,. auf K,. \,/ R, i [ --/I,, , /q,] die Zeilensummennorm der Matrix CL(?;/“) 
gleichmBlJig beschrgnkt fiir k F %. Auf Grund von (IS). (19). und (22) 
streben die GriiDen 
gegen den Wert k . Bei Forderung von (21) kann man die Funktionen go” 
und gkp+l streichen; bei Forderung von (20) strebt (24) gegen A such fiir 
j = 0 und fiir ,j = n, -/ 1. Somit ist die zugrundeliegende Funktionalmatrix 
fiir li ---f co diagonalhominant: daraus folgt (vgl. etwa [l, p. 211) 
in der Zeilensummennorm. 
Da such die zweiten Ableitungen der giL beztiglich h gleichm%Rig 
beschrgnkt sind, ist der Satz von Kantorowitsch anwendbar und es folgt 
SAT2 3. Sind die Klassen T,, . . . . . T,, glatt und reguliir und isr die Funktion ,q 
aqf (1) (T,, ,..., TJ-zuliissig, so konvergiert das Newron- Verfahren zur Lijsuyy 
der Gleichungen (23) fiir geniigend grope k bei Verwendung des Atlfangsvektors 
iiF gegen eine Liisutzg M”‘. 
Fernrr gilt eine Abschtiitzung der Form 
Urn damit eine Konvergenzaussage formulieren zu kiinnen, wird eine 
schwach regulgre Klasse T zweimal stetig differenzierbarer Funktionen f 
auf offenen Definitionsbereichen Df in (w steif genannt, wenn ein c :-, 0 
und ein K >- 0 existiert, so dal3 fiir alle ,ft T, alle x E D, und alle f?. 6 mit 
0 CC 8 -2: 11 .. E und [x, x -(- /T] in Df die Abschatzung 
If”(x + 6) - f”(x)1 -2 K 1.f“‘c.r ~:~m h) -~~ f”(x)i, K .I (26) 
gilt. lstf”’ monoton fiir alle./‘E T, so ist T steif mit K = I. 
Setzt man zus%tzlich voraus, daf3 die Klassen T,, . . . . . T,, steif sind, ho 
erhllt man fiir alle x aus I zuntichst 
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\+obei der index ,j so gewihlt sei, da0 x, i der grafite unterhalb x gelegene 
Punkt der Zerlegung ist. Da der letzte Term in (27) mit (26) durch 
K ~11,~ ~- .lI: 1 bzw. durch 
majorisiert wird. erhglt man unter Verwendung des Stetigkeitsmoduls 
w( g’. 6) von gn insgesamt 
und es folgt die gleichm$&ge Konvergenz f; --j g” in I. Durch Integration 
von (28) ergibt sich 
KATZ 4. Sind die Klassen T,, ,..., T, stef und gelten die Voraussetzungen 
ran Satz 3, so hat man das Konvergenzverhalten 
in der Tscheb!wheffJ1 Norm. 
7. ERZEUGENDE FUNKTIONEN 
DEFINITION 6. Gegeben seien eine schwach regul&-e Klasse T und eine 
Funktion g E C”(D,) mit einer offenen Menge D, C R. Ferner sei g” auf 
jedem Teilintervall von D, streng monoton. Mit der Funktion 
p,(.r. z) = 
1 
___ (g(g”-l(y)) ~-- g(g”W)) (g”-‘(y) - g”-‘(z))” 
.- (g”-‘(y) - g”-‘(z)) g’( g”-‘(z))) (29) 
fiir alle y, z aus Teilintervallen von g”(D,) und p( I’, Z, /I) : = /I,( ~3, -7) magen 
die Gleichungen (6) und (7) fiir allefE T gelten. 
Dann hei& g Erzeugende von T und T wird als von g erzeugt bezeichnet. 
Ferner werden schwach regulare Klassen erzeugbar genannt, wenn sie im 
Sinne dieser Definition eine Erzeugende besitzen. 
Beziiglich der Existenz erzeugbarer Klassen verifiziert man elementar den 
SATZ 6. 1st g E C2(Dy) eine Funktion gem@ Dejinition 6, so gelten (6) 
und (7) fiir alle Funktionen der Form ,f{s) = x(x I d) mit dt IW. wobei 
p( ~3, z. 17) /7,,( .I‘, :) 21 setzen ist. 
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Hut p,,( J‘. 2) die Eigenschqfi 
1st iiberdies g c C3( D,,) ~cnd sind die Klussen (3 I) bzw. (32) xI71zmi7 reguitir, 
so sit7d (3 1) bzw. (32) reguiiirt J giutte steifti ran g erxugte Klussen. 
Fiir von einer Funktion g E C”(D,,) erzeugte schwach regulgre Klassen r,, 
l%Bt sich die Bestimmung einer (T,, . . .._ T,,)-Spline-lnterpolierenden auf 
einer Zerlegung (1) auf ein nichtlineares Optimierungsproblem zuriickf<khren. 
Mit den Bezeichnungen von Abschnitt I bilde man 
D,” : =m (/lj 1 17,) A,zy (0 . .j ‘-5 n -1 I) 
und die Funktion 
(33) 
fiir Vektoren Z --m (z,, ,..., z,_J E R” ,~2 aus der Menge 
D, := {Z E R”” ; z” ,..., =,!,I aus einem Teilintervall von /I(,;. (34) 
Durch Differentiation von E nach den zj ergibt sich, dalj die Gleichungen 
(14) bzw. ( 15) und ( 16) die Gestalt 
haben und somit stationPre Punkte der Funktion E zu Liisungen des 
Interpolationsproblems fiihren und umgekehrt. 
ZusammengefaDt erhglt man. 
SATZ 7. Es sei T, eine con eincr Funktion g E C’(D,) rrzeugfe SCI~~~L.II 
reguhre Klusse. Dunn gilt: Die Funktion ,f E C”[u, b] isr getzuu duunt7 rim 
CT, >..., T,,)-Spiine-fnterpolierende zu den Warren ~1~ ,. .1 y,, , 1, a’, b’ uyf ( I ) un ter 
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( 1 ) t-u,) 1 .\‘, I, . g’(=,), g”(zi , ,)) i.st x/~L~.~ig fiir 7;,,/Gr 0 j 11. 
(2) Z ist srationiirer Pwlkt ro11 E, ~\,ohri die Argm~e~r~e z,, rmcl z,, , . 
(a) hri Fordermg rot? (4) jLei rariabel sid LUI~ 
(b) hei For&rung ran (5) hrch g” ‘(a’) wd g" '(b') jisiert sid. 
Auf Grund von Satz 7 liegt es nahe, fiir spezielle Klassen T, die Funktion ,5 
auf Maxima bzw. Minima zu untersuchen. 1st die Existenz eines Maximums 
bzw. Minimums auf DE gesichert, so kann die Liisung des nichtlinearen 
Gleichungssystems (3) durch Maximierung bzw. Minimierung von E mit 
Hilfe einer der bekannten Methoden durchgeftihrt werden. Da nach Satz I 
keine weiteren stationgren Punkte existieren. treten bei der numerischen 
Durchfiihrung solcher Verfahren keine hesentlichen Schwierigkeiten auf. 
8. SPFZIELLE FUWTIONENKLASSE~ 
Fiir gewisse erzeugende Funktionen g(z) wird im folgenden die Funktion 
E(Z) auf Minima bzw. Maxima untersucht. Dies geschieht dadurch. daD die 
BeschCnktheit der Men&en 
K, :m {Z E DE i E(Z) c) und K, :m- {Z r DE ! E(Z) --L.; (36) 
fiir c -, 0 nachgewiesen wird. 
BEISPIEL I. <q(z) L- ? I, /C E N. D,, L= R. Mit 
_h 7: omin /li 
j ,I 
folgt fiir alle Z E K,, und allej E {O,.... 11: die Abschatzung 
(37) 
c > E(Z) ;- _h !&d---i?d _ F. D,Zzj. 
Z,,l - 2; 
Da die Ungleichung 
(38) 
elementar verifiziert werden kann, ergibt sich 
und die BeschtGktheit von Kp ist bewiesen. 
Fur die folgenden Funktionenklassen ist die Zulassigheit der Quadrupel 
0, - .y, , / ,V, , n!, ,) einer Losung iI4 (?;I,, ,_... M,, ~,) van i 14) aquivalent 
zu 
sgn iv,, -. .” sgn M,, , . (39) 
Daher miissen alle D,” mit gleichem Signum vorgegeben werden und man 
hat E auf der Menge der Z c IR” 2 mit sgn g”(z)) sgn fI,? fur alle 
i, .j E (0 . . . . . 17 I) zu untersuchen. Deshalb wird fI,2 ’ 0 fur j o.....n ! I 
im folgenden vorausgesetzt. 
BEISPIU 2. g(z) P. D, = W oder g(z) := Z’L, D,, :_ R ,) : {z t R, I O), 
u _ ,I. 
Mit den Bezeichnungen 
il : =- min D,2, 
0. I nil 
0 :=z ‘x1 D,‘, 
,=,I 
5 . =: max 2, , ; : := min 
O.-j: uil 0 j .n+l zi 
folgt fur alle Z E K, aus (33) analog zu (38) 
c > b g(Z) - g(z’) ._ 
- I Dr, - - 2 (40) 
wenn man Z 0 annimmt und 2’ := min(O,~) setzt. Aus (40) ergibt sich 
weiter 
Da aus (33) im Falle g < 0 such 
folgt, hat man 
Damit erhalt man 
(41) 
und es ergibt sich die Beschranktheit von 2. Auf Grund von (41) ist such 
2 / beschrankt. 
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BEISPIEL 3. g(z) :~ ?I’, 1 < 11 < 2, z 2; 0. Aus (33) folgt fur alle Z :+ K, 
wegen der Monotonie der Differenzenquotienten 
woraus die Beschranktheit von Kc- folgt. 
Aus Satz 6 ergibt sich, da0 alle Funktionen der Form cg(z i- I/) bzw. 
g(c’; d) mit C, d E R, c + 0 aus schwach regularen Klassen (31) hzw. (33) 
die betreffenden Klassen erzeugen. Daher kann man sich bei der Unter- 
suchung der Funktion E jeweils einen geeigneten Vertreter dieser Klassen 
heraussuchen. Da allerdings schon die Vereinbarung Dj2 > 0 getroffen 
wurde, hat man wegen der Zulassigkeitsforderung in Satz 7 darauf zu 
achten, da13 g und D, so gewahlt sind, daB g”(z) .., 0 auf D, gilt. 
BEISPIEL 4. 
(a) g(z) = C-z)“, II < 0, z < 0 oder 
(b) g(z) = --log(--z), z < 0 oder 
(c) g(z) = 4--z)?‘, 0 < u < I, z < 0. 
Die Negativitat der tj fur Z t Kc liefert nach (38) 
Fur die g(z) mit Singularitaten im Nullpunkt hat man noch Z mit (38) 
abzuschatzen: 
c > h gw - g(- 1) .., h g(Z) - g(-I) ,’ - z 1 T 
-9--l ) 
wenn man ohne Einschrankung 0 Y Z :i - I annimmt. Damit folgt 
und man hat in den Fallen (a) und (b) eine EinschlieBung der Form 
-(l/C) < Zj < --E < 0 
fur alle Z =: (z,, ,..., z,&+~) E K, . 
lnsgesamt sind also eine Reihe nichtlinearer Spline-Interpolationsprobleme 
nach Zurtickfiihrung auf eine Optimierungsaufgabe durch Minimierungs- 
verfahren eindeutig l&bar. 
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