Abstract: This paper describes a neural network that can be used as a virtual sensor for measuring particulate matter (PM) emissions of a medium or heavy-duty diesel engine. The neural network is stable across a broad range of engine operation points. The input parameters are chosen based on the PM formation mechanism, physical knowledge of the process and an insight of the underlying physics. The results show that neural network models could predict the particulate matter successfully with R 2 above 0.99 with 5 inputs only.
INTRODUCTION
Diesel engines produce a variety of particles generally classified as diesel particulate matter (PM) due to incomplete combustion. The increasingly stringent emissions regulations enforce engine manufactures to reduce the PM. The technologies available for PM reduction may be classified into two groups: The first method is based on the aftertreatment system, such as diesel Particular filter (DPF), to capture PM. The second method is based on combustion modification technologies, which rely on the development of realtime advanced control systems that will either aid or complement the actions of engines. It could be seen that both methods heavily rely on the measurement of PM. Therefore the ability to predict the PM emissions is one of the key technologies that could reduce the PM. Diesel engine PM Prediction has always been a big challenge (Liu, 2005; Kennedy, 1997; Bockhorn, 1994) . Computational fluid dynamics (CFD) based PM models are not suitable for control purposes and real time measurement. Recently, neural networks are used in different areas of automotive applications. Neural networks have been successfully used for emission prediction (Wu et al., 2006 ). He et al. (He et al., 2004) built a model that considers several engine parameters such as boost pressure and EGR and it generates several outputs amongst other things also PM emissions. Maass et al. presented a smoke prediction neural network model ), which used threelayer non-linear autoregressive model with exogenous inputs (NLARX) model. This increases the complexity of the whole neural network, thus could cause delay in the system, either for real time measurement or control. How to choose effective inputs based on easily obtained parameters is of great importance for building a PM model successfully. Schilling et al. designed a real time model to predict NOx emission whose inputs are start of injection, injection duration, injection duration, air mass flow and boost pressure. They chose these inputs based on a sensitivity analysis (Schilling et al., 2006) . This paper chooses input parameters based on the PM formation mechanism, physical knowledge of the process, and insight of the underlying physics. The advantage of neural networks is their ability to be used as an arbitrary function approximation mechanism without knowing the complicated underlying process. This represents an economic way to get the measurement. In this paper, various kinds of experiments, such as random walk (RW), constant speed load acceptance (CSLA), non-road transient cycle (NRTC), idle (zero torque) to full throttle (maximum torque) change with minimum time (ITF), are designed to catch all kind of characteristics of PM. The model is developed to estimate the PM based on the easily available sensors in engine operation. The model could be used for indicating the DPF regeneration time, optimising engine operation and control purpose. Such model should be simple to implement, easily trained or re-trained and produce good prediction performance over unseen data. Moreover, to be used for different diesel operation, the model should also convey rich system information This paper successfully identifies a NLARX that could capture both steady and transient status with accuracy of R-square of both training and validation 0.99 with high regression coefficient in a heavy-duty diesel engine. Different experiments are designed in order to catch both dynamic and steady state of diesel engine dynamics. The engine is operated in different transient status. The resulting data is normalised and processed into a training and validation set. These methods could be borrowed by any other kind of the modelling. This paper demonstrates a modelling technique that could be used in engine applications. In Section 1 a brief background of the research are introduced. Section 2 describes the mechanism of PM formation. Section 3 is the experiment facility and the data collection. Section 4 explains the implemented model architecture and Section 5 shows the results of modelling and discusses how to choose input parameters based on PM formulation mechanism. Section 6 is the conclusion.
PHYSICAL PM MODEL
In diesel engines, the fuel is directly injected into the cylinder before the ignition and combustion process while the air flows into the cylinder to enable the complete combustion. The modelling exercise either for ignition or combustion would be very complicated (Ouenou-Gamo et al. 1998 ). This paper follows the same theoretical analysis of this paper what assumes that the combustion process is:
Air+Fuel  PM + other products.
The rate r of appearance of a reaction product is (1) where is the unburned fuel mass fraction, is the unburned oxide mass fraction, R is the universal gas constant, c, d, E, A are all constants. Activation energy E and pre-exponential factor A are decided by experiments. However, this is impractical.
For simplification, the assumption is that the chemical reaction constant depends on temperature. The order of the reaction depends on the reaction pressure Ouenou-Gamo et al. 1998)... But the combustion pressure is not constant. Therefore, it is natural to link the reaction order to the cylinder pressure. The cylinder pressure is dependent on the volume variation due to the mixture of air and fuel in the cylinder. The volume variation linked to the engine speed. Therefore the emission is ultimately linked to the engine speed as follows: (2) where N is the engine speed. It is based on such a theoretical analysis that the initial input parameters will be chosen for model identification.
EXPERIMENT FACILITY AND DATA COLLECTION
This paper studies PM from a Caterpillar C6.6 ACERT heavy-duty off-highway engine (Fig. 1) . The engine is a 6-cylinder, 6.6 litre engine with a Caterpillar common rail fuel system. The engine calibration used for this work produces up to 159kW at rated speed (2200rpm) with peak torque of 920Nm occurring at 1400rpm. The engine has been modified with a high-pressure loop EGR system and a variable geometry turbine.
The engine is fully instrumented to measure air, fuel and cooling system pressures, temperatures and flow rates. Emissions data is gathered principally from AVL 415 smoke and 439 opacity meters (steady state and transient measurement respectively) and a Horiba 9100 exhaust gas analyser measuring nitrous oxide, carbon dioxide, carbon monoxide, hydrocarbons and oxygen. The temperature and pressure at the exhaust port are measured for each of the six cylinders. This is supported by exhaust manifold, post turbocharger, pre/post EGR cooler/control valve temperature and pressure measurements. Figure 1 shows the engine facility. All the engine parameters are recorded in a 10HZ sampling frequency under these conditions. RW is a mathematical formalisation of a trajectory that consists of taking successive random steps. For CSLA test, the speed is changed from 1000 RPM to 2200 RPM in 200RPM increments. For each speed step, a step change towards peak torque is imposed and the response is recorded over a holding time. The engine response is recorded from idle (no torque) to full throttle (peak torque) for ITF test. NRTC is an engine dynamometer transient driving schedule of total duration of about 1200 seconds. Motivation for this choice of cycle is twofold. First, experience has shown that this is one of the most challenging cycles in terms of emissions modelling. Secondly, meeting emission formation requirements under the NRTC cycle is also a major concern to engine manufacturers. The current trend is to design engines that are marginally passing legislative emission test, thereby the use of reliable and highly accurate emissions models is of critical importance.
The test is completed with 70% maximum load and full speed range due to the limitation of the test facility. This operation covers a wide range of engine transients in different frequencies and combinations. Each set contains the same amount of data of each of the test cycles. The feature density is high covering a wide scope of engine operation behaviour in both steady-states and transient operation. In the graphs the blue line shows the engine speed curve whereas the green curve represents the torque, the engine load. Both curves show the complete range of the present engine from 800-2300RPM and 0-900Nm for speed and torque, respectively. The field of virtual sensing has become more and more popular with growing systems complexity such as in combustion engine control. Its origin lies in the field of estimators that are specified through physical and numerical relations whereas virtual sensors are characterized through black-box approaches such as neural networks.
Neural networks can be split into the following three categories:
The chosen network structure or architecture is crucial for the output performance. Depending on the systems characteristic if linear or non-linear, static or dynamic, the network needs to be designed accordingly. Here, the prediction of PM is known as highly dynamic and non-linear behaviour what means a recurrent network structure has to be chosen for sufficient predictive results. The NLARX structure can take into account the dynamics of the system by feeding previous network outputs back into the input layer. It also enables the user to define how many previous output and input time steps are required for representing the systems dynamics best. In this paper a NLARX model is applied, as it is suitable for non-linearity of the problem. Although an important result of approximation theory is that a three-layer feedforward neural network with sigmoid activation functions in the hidden layer and linear activation functions in the output layer, has the ability to approximate any continuous mapping to arbitrary precision, provided that the number of units in the hidden layer is sufficiently large (Funahashi, 1989) . However, the performance of feed-forward neural networks is limited due to limitations to the number of units in the hidden states. Performance is further limited by the memory of personal computers. It is for this reason that, SLFN and MLFN have not formed part of the work reported in this paper.
The NLARX model is an input-output recurrent model and can be implemented with multiple inputs and outputs. Its feature of recurrence enables the model to take into account precedent states and dynamical behaviour. Fig. 4 . NLARX canonical structure A typical structure of a NLARX model is illustrated in Figure 4 . The inputs are represented by u(n) and the outputs are described by y(n). Every input and output is fitted with a delaying factor q. The model enables the delay to be set for each input and output individually. The formulation of this NLARX model can be described as: (3) Each output of an NLARX model is a function of regressors that are transformations of past inputs and past outputs. Usually this function has a linear block and a nonlinear block. The model output is the sum of the outputs of the two blocks. Typical regressors are simply delayed input or output variables. More advanced regressors are in the form of arbitrary userdefined functions of delayed input and output variables.
A NLARX model-training problem can be cast as a non-linear unconstrained optimization problem: (4) where is a training data set, represents the measured output which is the measured soot in the training set, is the NLARX output, is a 2-norm operation, and is a parameter vector, where and is the number of parameters. The training process can be described as follows: Given a neural network described by equation 3, there is an error metric that is referred to as performance index of equation 4. This is index is to be minimised and represents the approximation of the network to some given training patterns. The task will be to modify the network parameters to reduce the index over the complete trajectory to achieve the minimal value. Given a vectorising trajectory for the network output and training patterns, the performance index is the Euclidean norm of the error matrix of the whole training batch for the soot output.
MODELLING EXERCISE
For the model identification, five inputs were chosen: Torque, speed, air-to-fuel ratio, exhaust manifold pressure, intake manifold pressure.
The input parameters are chosen which is based on the model analysis of Equation (2), a physical knowledge of the process and an insight of the underlying physics. From Equation (2), we know that the soot is mainly affected by engine speed, unburned fuel and air fraction, which are not independent variables. Therefore, the inputs will include all the parameters that affect these variables. Air-to-fuel ratio (AFR) provides an indicative threshold of smoke formation. EGR flow will change the combustion temperature, thus affects the soot formation. Since, EGR flow is not measured directly, exhaust and intake manifold pressures are used instead as inputs. It is believed that this is equivalent to having EGR flow rate as an input. Compressor mass air-flow affects the fresh-air supply to the engine, which is accounted by intake manifold pressure and air-to-fuel ratio. Emission formation rate is also dependent on the engine speed and torque transient responses and thereby these are included as inputs. The effect of rail pressure and start of injection can be lumped into the inputs used.
In the operated test cycles smoke output of the engine is represented through an opacity measurement of an AVL 439 opacity meter appliance. Five inputs described previously are fed into the NLARX model. Predicted output by the NLARX model is PM. The results for training and validating of NLARX model are shown in Fig. 5 and Fig. 6 . Half set of the four-cycle test data is used for training and half for validation in order to catch as much of the dynamics as possible for the engine's PM. The accuracy of the prediction is measured by using the R 2 coefficient what is the regression R-value. R 2 = 1 means perfect correlation. R 2 is calculated both in training data and validation data. In these two cases, R 2 is equal to 0.996 for both training and validation data. The application of a NLARX to predict the PM of a diesel engine has been investigated. The model is obtained in three phases. Firstly, in order to catch as much as dynamics of the PM, different cycles are tested. Secondly, input parameters are chosen based on the soot formation mechanism. Finally, a NLARX model is trained to predict PM. This approach is successful in predicting diesel engine PM. The accuracy of the model is checked both in training and validation data. In these two cases, the R 2 coefficient is 0.996.
