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The Application of ‘Optimal Search’ to Marine
Mapping
Claire Walton, Sean Kragelund, Isaac Kaminer
Abstract—This paper discusses the application of ‘optimal
search,’ an optimization framework developed by the US Navy
to optimize sonar-based search and rescue operations, to marine
mapping tasks. In contrast to path planning methods which
focus on maximizing area coverage, optimal search seeks to
directly optimize expected sensor performance over a region,
through consideration of vehicle dynamics, sensor intake rates,
and the distribution of regions of interest. This paper describes
a specific framework for optimal search which explores some
of the opportunities the framework provides for refining the
performance of marine mapping path plans.
I. INTRODUCTION
The rise of mobile, automated vehicles as sensor plat-
forms has created new opportunities for marine mapping.
Autonomous surface vehicles have been used to measure the
effects of sea-ice melt in the harsh conditions of the Bering Sea
[8], underwater vehicles have been used to evaluate coral reef
health beneath safe diving depths in the U.S. Virgin Islands
[2], and aerial vehicles have been used to image the Deepwater
Horizon oil spill across the expanse of the Gulf of Mexico
[16].
These vehicles provide us with a range and scope of
capabilities far beyond human-driven systems. Maximally uti-
lizing these new capabilities, however, has raised a slew of
increasingly important questions. In addition to the usual me-
chanical questions, such as steering [14] and communication
[1], mapping endeavors bring the challenge of path planning.
Given limited sensor ranges, data intake rates, and vehicle
dynamics, planning must be undertaken to achieve coverage,
minimize wasteful redundancy, and ensure satisfactory fidelity.
The problem of achieving coverage over a region has been
studied in robotics as the coverage path planning problem. This
problem can be broadly defined as the challenge of planning a
path for a vehicle which reaches all regions of interest (ROIs)
while avoiding obstacles, and reviews of current methods can
be found in [5] and [12]. Further refinement of the problem
can be made by seeking to minimize overlap in the path, or
by making use of a priori information (the problem can be
approached with or without assuming prior terrain and obstacle
knowledge). Approaches to coverage path planning for marine
mapping, such as [11], have provided methods for creating
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spatial paths designed to minimize overlap of sensor field of
view (FOV) and cover ROIs in irregular terrain spaces.
This paper discusses, in contrast to spatial path focused
methods, the application of ‘optimal search,’ an optimization
framework originally developed by the US Navy to aid in the
design of submarine patrols [18], [27], to the problem of cov-
erage path planning for marine mapping endeavors. Although
it has historically been studied in the context of searching for
specific targets, the framework of optimal search provides a
powerful foundation both for tracking the information intake
of rapid-acting sensors such as sonar and for optimizing this
information intake given the kinematic capabilities of sensor
platforms and the time requirements of sensor intake.
Rather than producing spatial paths, this problem is ap-
proached as an optimal control problem, explicitly producing
optimized control inputs over time for steering mobile sensor
platforms. In the last decade, optimal search has experienced
a computational maturation, progressing from an abstract
framework solvable in mostly idealized cases to a practi-
cal framework which can provide global path planning for
multiple, heterogeneous vehicles and sensors [22], [29], [30].
This development has opened wider applicability of optimal
search’s latent potential as a well-studied tool for refining
mobile sensor performance.
By approaching the problem of mapping as a fundamentally
dynamic one, optimal search is able to take into account
kinematically based approaches to constructing path plans for
information mapping. One of these factors is the relationship
between the motion of the sensor platform and the perfor-
mance of the onboard sensor. Sensors performance can be
impacted by turn rates and also by velocity. On the one hand,
steering a sensor platform too slowly can be redundant in terms
of sensor capabilities and limits the area that can ultimately
be mapped by the sensor in a given timeframe. But on the
other hand, steering a sensor platform too quickly can result
in missed readings and loss of fidelity.
Another factor, increasingly relevant as unmanned vehicle
variety expands, is the incorporation of sensor platform dy-
namics as a consideration. These dynamics can present as a
problematic issue, in that fitting real world platform motion to
infeasible path plans (such as sharp-angled geometric solutions
for reaching all points of interest) can result in decreased
performance via missed mapping areas or, even worse, plat-
form damage. However, vehicle dynamics can also present
as an opportunity, especially when utilizing multiple vehicles
with differing capabilities. By taking into account the different
strengths and weaknesses of platforms and coordinating their
functions to take advantage of these differences, performance
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can be achieved.
The goals of this paper are threefold. The first goal is to
present the optimal search framework, mostly researched so
far in naval and operations research contexts, to the marine
mapping community. The second goal is to provide some of
the technical details necessary to apply this framework to the
question of mapping. The third goal is to elucidate some of
the benefits of this approach, as described in overview above.
II. OPTIMAL SEARCH
‘Optimal search’–as the term is in this paper–considers the
question of how to optimize the probability of detection of
a non-evasive target with uncertain features, given detection
equipment capabilities and limitations on the allocation of
search effort. The problem has been studied extensively in the
fields of applied mathematics [23], [24], [20], and operations
research [6], [10], and has applications in search and retrieval,
rescue operations, and mine countermeasures; surveys can be
found in [27], [7], and [3].
The nature of an optimal search problem depends on the
modeling choices behind three major components:
1) a model for detection probabilities at examined locations
given some allocated search effort,
2) a model for allocating that search effort (for instance
through the movement of a ship as a sensor platform),
3) and a model to capture what knowledge we have of target
motion and location.
The input in to this problem is the ‘control’ one has over the
searching agents (e.g. the available steering options such as
heading and velocity), and the optimized output of the problem
is the expected probability of target detection given what we
know. This structure is illustrated in Figure 1.
Fig. 1. Diagram of Components of the Optimal Search Problem
The collective contributions to these three branches over
multiple decades have been varied. Discrete methods of allo-
cating search effort over time into gridded regions have been
examined [26], [4]; targets with no or linear movement have
been studied [31], [20]; the search for randomly diffusing
targets has been considered [15], [21]. In the last few years,
due to progress in numerical optimal control, the consideration
of optimal search in continuous time and space has been
made feasible. In particular, the combination of sonar-based
detection models, ODE-driven searching platforms (moving
vehicles, equipped with sonar equipment, with dynamic ca-
pabilities modeled through ODEs), and parameterized target
uncertainty, has yielded a tractable framework capable of both
assessing a wide variety of scenarios and supplying numerical
solutions [6], [10], [30]. It is this latter framework which this
paper will discuss in relation to marine mapping. The next few
sections describe in more detail its three branches.
A. Detection
Establishing a model to quantity the effectiveness of rapid-
acting equipment, such as sonar, was one of the earliest
contributions to the optimal search problem, and the model
derived during WWII in [19]–the so-called ‘exponential de-
tection model’–remains ubiquitous in the literature today. The
exponential detection model follows directly from the property
that the sensors in question are very rapid-acting. Their intake
of information, though at a foundational level based on the
intake of discrete ‘snapshots,’ is so fast that it can be well-
approximated as a continuous process–a continuous rate of
detection.
This rate of detection is determined by the rate of the sensor
snapshots coupled with the detection capabilities of the equip-
ment. With sonar, for instance, these detection capabilities are
modeled with the sonar equations, sonar performance models
that consider factors such as propagation and noise to predict
the probability that a target at a given distance from the source,
through a given medium, will register above the detection
threshold of the sonar [9], [28].
With the assumption that sensor activity is nearly contin-
uous, and that its performance characteristics at each time
interval are independent, one finds that the probability of a
searcher located at x(t) 2 Rnx for time interval [0, t] not
detecting a target located y(t) 2 Rny follows an exponential
law:
P (t) = e 
R t
0 r(x(⌧),y(⌧))d⌧ , (1)
where r(x(t),y(t)) is the detection rate function [30]. The ex-
ponential detection model naturally captures two key features
of the act of detection:
1) Detection is probabilistic – Detection through visual
input or input such as sonar and radar is probabilistic
in nature. There is a chance that an object’s presence can
be missed, even when it’s within sensor range.
2) Detection probability is duration dependent – The
probability of missing something within sensor range
decreases as attention is focused on it for a longer period
of time.
An illustrative example of a detection rate function can be
found in the Poisson Scan Model [17], [32]. The Poisson Scan
Model is a model for passive sonar performance, derived from








where   is the scan rate, F is the figure of merit (a term
from the sonar equations),   is the signal excess variance,
and ⇢(x(t),y(t)) is the propagation loss due to distance.  
is the cumulative normal distribution . Figure 2 shows the
distribution of the Poisson Scan Model for propagation loss
Fig. 2. Example Detection Rate Function: Poisson Scan Model
⇢(x(t),y(t)) = kx(t)] y(t)k2, with k ·k being the Euclidean
norm.
B. Dynamic Searchers
Search platforms in this framework are dynamic vehicles,
driven by control inputs u(t) 2 Rnu , with states x(t) 2 Rnx
given by ODEs, e.g.:
x˙(t) = f(x(t),u(t), t), x(0) = x0. (3)
As a result of these dynamics, the problem of optimizing
final detection probabilities is an optimal control problem. The
form of this optimal control problem is shaped by the target
uncertainty.
C. Parameterized Target Uncertainty
When a possible target location is parameterizable by a
set of possible parameter values ! 2 ⌦ ⇢ Rn! , with
prior probability density function  (!), the conditioning of
target locations on these uncertain parameters leads to de-
tection probabilities which are conditional as well. A natural
performance measure is to minimize the expectation of the
conditional probability of detection over the distribution of
parameter values. Thus for final time T one gets the following
cost function J to be minimized over all control inputs:










This cost function can be interpreted as the expected probabil-
ity of detecting a single target with possible locations given by
⌦, or equivalently as the average detection performance over
a spatial region specified parametrically via ⌦ and  (!). In
the latter case, the density function  (!) can serve as a weight
function, to weight regions of higher importance (ROIs), and
if these weights aren’t in the form of a pdf, the cost can be
normalized by dividing by the normalization constant:Z
⌦
 (!)d!. (5)
D. Solving the Optimal Search Problem
The optimal search task as described gives rise to the
following optimal control problem:
Optimal Search. Determine the function pair (x,u)










subject to the dynamics:
x˙(t) = f(x(t),u(t), t), x(0) = x0. (7)
This control problem may additionally contain constraints on
the control function u or the states x, depending on the needs
of the application.
The optimal search problem above creates a nonstandard
optimal control problem, due to the integration over the
parameter space ⌦. In the last few years, distinct progress has
been made in numerical algorithms for generating solutions
to optimal control problems of this type. Beginning with the
work of [6] and [10], and reaching greater generality with
[22], [25], and [29], efficient algorithms are now available
for use. Informally, the approaches to solving problems of
this form have focused on discretization of the parameter
space ⌦. For a set of nodes {!i}Mi=1 and an associated set
of quadrature weights {↵i}Mi=1, the cost function of equation











Having removed the extra layer of integration which distin-
guishes the problem from standard optimal control problems,
the approximate problem can be solved using numerical opti-
mal controls algorithms such as [13]. For brevity, the reader
is referred to these references for the technical details on the
numerical approaches and the requirements they impose on
the optimal control problem.
III. APPLICATION TO MAPPING TASKS
Constructing the task of path planning for mapping coverage
as a continuous-time optimal control problem is an approach
which has distinct limitations and benefits. As a key limita-
tion, optimal control tends to necessitate the use of smooth
functions, which can prevent its use in cluttered environments
with multiple, sharp-edged obstacles. However, in open-ocean
applications where few obstacles are expected, optimal control
provides the opportunity to refine aspects of path planning for
sensor coverage which are dependent not just on the spatial
aspects of a proposed path, but also on the time-dependent
aspects: the duration spent over locations, and the mechanics
of the vehicle while passing over a locations.
A. Exploration vs Exploitation
The ability to control the movement of sensor platforms
introduces tradeoff questions between wider coverage versus
higher fidelity–the challenge of exploration versus exploita-
tion. The choice to drive a vehicle faster and cover more
territory, or to drive it slower and ensure higher quality
readings, presents an opportunity cost which can be optimized
depending on needs. These relative costs are produced by the
spatial qualities of the chosen path, but also by time-dependent
features such as vehicle speed and sensor sweep rate.
As an example, consider the effectiveness of a surface
vehicle tasked with surveying a region and given a fixed-
width lawnmower path, shown in Figure 3. The vehicle is
equipped with a sonar whose performance is modeled by
the Poisson Scan Model of equation (2) with calibration
parameters given by Table I. Available for decision-making
TABLE I
CALIBRATION VALUES FOR EXAMPLE POISSON SCAN MODEL
Sweep Rate   2
Figure of Merit F 0
Variance  A 100
Propagation Loss ⇢(x(t),y(t)) kx(t)]  y(t)k2
is the vehicle’s velocity as it performs this lawnmower path.
A higher velocity will ‘cover’ more territory, but it comes
with performance costs. Figure 3 illustrates the performances,
in terms of detection probabilities, of two possibilities for the
vehicle, across a subsection of the total territory traveled. In
image a), the vehicle traverses the lawnmower path with the
constant speed of 5 m/s; in image b) the vehicle traverses the
path at 10 m/s. With the slower speed the vehicle ultimately
traverses a region of 7⇥ 103 m2, while using the faster speed
it ends up traversing 1.5 ⇥ 104 m2 in total (as approximated
by the last fully traversed lawnmower line). However, this
increase in range comes with a decrease in local performance
of approximately 27%. Within the region it covers, the slower
vehicle has an average detection probability of .7784, while
the faster vehicle has an average detection probability of .5696.
A notable aspect of the drop in performance given velocity
change is that its relation to time spent surveying the region is
not linearly related to improved average performance. Vehicle
a) spends approximately twice as long in the region of Figure
3 as vehicle b) does, while gaining 27% average performance.
Dwindling marginal benefits are an inherent feature of the ex-
ponential detection model, due to the nature of the exponential
decay curve (Figure 4) which has derivatives of decreasing
magnitude as time progresses.
The largest benefits are received initially, with decreasing
benefits as the accumulated detection effort given to a point,
i.e.
R T
0 r(x(⌧),!)d⌧ , increases. Because of this relationship,
the opportunity cost of distance versus performance is changed
both with velocity and also with the sensor’s innate detection
rate. A sensor with a slower sweep rate will take longer
to reach its decreased marginal benefits, and thus perform
distinctly better given a longer duration over the region. In
contrast, a sensor with a higher sweep rate will quickly
accumulate the quantity
R T
0 r(x(⌧),!)d⌧ , and will lose less
when pressed to higher speeds.
Figure 5 demonstrates the differing opportunity cost curves
for a vehicle traversing the lawnmower pattern of Figure 3
for Poisson Scan Model-based sensors with sweep rates of
  = .5,   = 2, and   = .5. The squared distance covered
was approximated for vehicles with speeds of 5 m/s, 10 m/s,
20 m/s, and 30 m/s. For the slow sweep sensor, the loss in
average performance from increasing from 5 m/s to 30 m/s
Fig. 3. a) Detection performance for vehicle with speed 5 m/s in the
region [0, 50],⇥[0, 100] m; average detection probability .7784, b) Detection
performance for vehicle with speed 10 m/s in the region [0, 50],⇥[0, 100]
m; average detection probability .5696.
Fig. 4. Detection probability over time for stationary sensor and stationary
target within range
is approximately 82%; for the fast sweep sensor, the loss is
approximately 43%.
Fig. 5. Opportunity Cost of squared distance covered versus average detection
probabilities for
B. Target Parameterization
The optimal search problem optimizes performance in re-
gards to a parameter space ⌦ and a weight function  (!).
In general, it would be difficult to specify these quantities
analytically for irregularly shaped regions. However, in appli-
cation, optimal search is solved using the numerical approxi-
mation algorithms specified in Section II-D. These algorithms
approximate parameter space discretely, at a finite set of nodes
{!i}Mi=1. Methods such as these require only the specification
of a set of values of  (!i), in a manner which is consistent
with smooth gradients.
Given any discrete map containing regions of interest as
specified by a finite set of points of interest, a smooth
map providing the values of  (!i) can be computationally
constructed as follows. Assign ⌦ to be the smallest rectangle
encompassing the region or regions of interest. Assign all
points of interest, !, the value  (!) = 1, and all other points,
initially, the value zero. Figure 6 part a) illustrates this step
for a non-contiguous region. For each relevant node !i with
value zero, find the nearest point of interest ! in the discrete
map. Set the value of  (!i) using a function of the distance
from that point, such as the one shown in Figure 7. Figure 6
part b) illustrates the continuously differentiable map which
results from this. Normalizing by equation (5) provides the
average expected detection probability over the region.
IV. DISCUSSION
The framework of optimal search provides path plans which
take into account both the spatial and kinematic aspects of
sensor performance. Formulated during WWII, this tool has
only reached computational feasibility for nonlinear dynamics
and irregular target spaces in the last few years, thanks to
contributions such as [6], [10], [22], [25], and [29]. It now
provides a foundation which can be leveraged to provide both
guidance and insight.
Fig. 6. Smoothed search interest map. Image a) is a 1/0 valued interest map
where 1 denotes interest. Image b) is the smoothed version of the map, that
makes  (!) continuous and continuously differentiable.
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