Abstract. We explain an elementary, topological construction of the Springer representation on the homology of (topological) Springer fibers of types C and D in the case of nilpotent endomorphisms with two Jordan blocks. The Weyl group action and the component group action admit a diagrammatic description in terms of cup diagrams appearing in the context of Khovanov arc algebras of types B and D. We determine the decomposition of the representations into irreducibles and relate our construction to classical Springer theory. In addition to that we give a presentation of the cohomology ring of the two-block Springer fibers in types C and D.
Introduction
Let G be a complex, connected, reductive, algebraic group with Lie algebra g. Given a nilpotent element x ∈ g, the associated (algebraic) Springer fiber B x G is defined as the variety of all Borel subgroups of G whose Lie algebra contains x. Let A x G be the component group associated with x, i.e. the quotient of the centralizer of x in G by its identity component. In his groundbreaking work [Spr76, Spr78] , Springer constructed a grading-preserving action of the Weyl group W G associated with G and a commuting action of A In general, the varieties B x G are singular and decompose into many irreducible components. Despite their fundamental importance for Springer theory, the topology of the irreducible components and their intersections is still not well-understood. If x ∈ gl 2m is a nilpotent element with two Jordan blocks of equal size, Khovanov [Kho04] introduced a combinatorially defined topological space homeomorphic to the (algebraic) Springer fiber B x GL2m of type A (as proven in [Weh09, RT11] using results from [CK08] ). This construction of topological Springer fibers was generalized to all two-block Springer fibers of type A by Russell [Rus11] . Furthermore, in [ES16a, Wil15] a combinatorially defined topological model for all two-block Springer fibers of types C and D was defined and shown to be homeomorphic to the respective (algebraic) Springer fiber.
This article connects classical Springer theory with the cup diagram combinatorics of Khovanov arc algebras. In type A this was achieved by Russell-Tymoczko [RT11] and Russell [Rus11] in the two-block case. The first goal of this article is to generalize the construction of [RT11, Rus11] to types C and D and reconstruct the Springer representation on the homology of the topological Springer fibers with the advantage that the resulting construction admits a combinatorial description accessible for explicit computations (which appears to be difficult using Springer's original theory). As a byproduct, we also compute the cohomology ring of these Springer fibers and provide an explicit description using generators and relations. The surprising fact that two-block Springer theory in types C and D admits a concrete description using the combinatorics of arc algebras of types B and D should be interpreted as some form of Langlands duality, see Remark 7.
1.1. Topological Springer fibers via cup diagrams. The main diagrammatic tool in this article are cup diagrams, see [LS13, ES16b] . In order to define them we fix a rectangle in the plane together with m vertices evenly spread along the upper horizontal edge of the rectangle. A cup diagram is a non-intersecting arrangement of cups and rays inside the rectangle. A cup is defined as a line segment connecting two distinct vertices and a ray is a line segment connecting a vertex with a point on the lower horizontal edge of the rectangle. Every vertex has to be joined with exactly one endpoint of a cup or ray. Additionally, any cup or ray which is accessible from the left side of the rectangle, meaning that there exists a path inside the rectangle connecting this cup or ray to the left vertical edge of the rectangle without intersecting any other part of the diagram, is allowed to be decorated with one single marker (a black box). Diagrams related by a planar isotopy fixing the boundary are considered to be the same. Here are all cup diagrams on three vertices with an even number of markers in total: Usually we neither draw the rectangle nor display the numbering of the vertices.
Let (2m − k, k), 1 ≤ k ≤ m, be a partition of 2m labeling a nilpotent orbit in so 2m , i.e. k is odd or m = k by the classification of nilpotent orbits in so 2m , see [Wil37, Ger61] . Let B 2m−k,k even denote the set of all cup diagrams on m vertices with ⌊ k 2 ⌋ cups and an even number of markers in total. Consider the standard unit sphere S 2 ⊆ R 3 on which we fix the points p = (0, 0, 1) and q = (1, 0, 0). Given a cup diagram a ∈ B 2m−k,k even , define S a as the subset of S 2 m consisting of all (x 1 , · · · , x m ) ∈ S 2 m which satisfy the coordinate relations x i = −x j (resp. x i = x j ) if the vertices i and j are connected by an unmarked cup (resp. marked cup). Additionally, we require the relations x i = p if the vertex i is connected to a marked ray and x i = −p (resp. x i = q) if i is connected to an unmarked ray which is the leftmost ray in a (resp. not the leftmost ray). The type D topological Springer fiber S 2m−k,k SO2m is then defined as the union ⊆ (S 2 ) m in homology is injective.
Remark 3. In [RT11, Rus11] the authors had to use a sign-modified inclusion instead of the natural inclusion in order for their construction to work. The reason for this is that in the original definition of topological Springer fibers, [Kho04] , the coordinates at endpoints of unmarked cups were identified without twisting with the antipodal map. The sign conventions used in this article seem preferable, not only for the purposes of Springer theory, but also from the point of view of functorial Khovanov homology, where passing from one endpoint of an unmarked cup to the other one can be interpreted as passing a singularity (which produces a sign) in the singular cobordism approach developed in [EST16a, EST16b] based on ideas from [Bla10] . GLn , C) as a quotient of H * (B GLn , C), see [DCP81, Tan82] . Outside of type A the cohomology ring of the Springer fibers have so far been poorly studied. The ring H * (B x SO2m , C), where x ∈ so 2m (C) has Jordan type (m, m), was computed only recently, [ES16a, Theorem B], using methods from equivariant cohomology [KP12] which in addition to the surjectivity of the canonical map also require the nilpotent operator to be of standard Levi type. Since this assumption does not hold in the general two-block setting we use a different, topological approach to generalize [ES16a, Theorem B] from the case of two Jordan blocks of the same size to the general two-block case and realize the cohomology ring of S 2m−k,k SO2m
Theorem A. If m = k, then we have an isomorphism of graded algebras
, where X I = i∈I X i . In particular, in combination with [ES16a, Theorem B] and Remark 1 this yields an explicit description of the cohomology rings of all two-block Springer fibers of types C and D. In this article we use a different and elementary approach to defining these actions. We explicitly define commuting actions of these groups on (S 2 ) m which induce commuting actions on
Since the map γ 2m−k,k is injective by Proposition 2, we can identify
. This turns out to be a stable subspace of H * ((S 2 ) m , C) with respect to both actions.
The model is combinatorial and the vector space H * (S 2m−k,k SO2m , C) is described as follows:
Proposition 4. The cup diagrams on m vertices with an even number of markers and precisely l cups form a basis of
Remark 5. In [RT11, Rus11] the authors use dotted cup diagrams to describe a diagrammatic homology basis of the two-row Springer fibers in type A. In order to avoid confusion we stress that the dots appearing in their work have a different meaning than the markers in the present article.
Via the diagrammatic basis of the above proposition, the Weyl group and component group action can be described combinatorially.
The component group action. The component group A x G depends (up to isomorphism) only on the Jordan type λ of x which allows us to use the notation A λ G . In the case of classical groups it was proven by Spaltenstein, see [Spa82, I.2.9] , that this group is isomorphic to a finite product of copies of Z/2Z. In the two-block case we have isomorphisms
see also Section 4 for more details.
We construct an action of A
Theorem B. Setting a.α := γ
and a is a cup diagram, yields a well-defined grading-preserving left action of the component group A
SO2m , C) which can be described explicitly. A generator α ∈ A
acts as the identity on a if a has a ray connected to the first vertex. Otherwise it creates (resp. kills) a marker on the cup connected to the first vertex if it is unmarked (resp. marked) and at the same time creates (resp. kills) a marker on the leftmost ray if it is unmarked (resp. marked) (note that if A
is not trivial, i.e. m is odd, there always exists a leftmost ray).
In type D we define the action of the component group to be the trivial one (even though the group itself is not trivial if m = k).
The Weyl group action. We proceed as for the component group and first construct a geometric action of the Weyl group on (S 2 ) m . The Weyl group W SO 2m is a Coxeter group with generators s 0 , s 1 , · · · , s m−1 satisfying certain relations which are specified at the beginning of Section 4. There is a right action of W SO2m on (S 2 ) m , where s i permutes the coordinates i and i + 1 and s 0 permutes the first two coordinates and additionally takes their antipodes.
Theorem C. Setting a.s := γ −1 2m−k,k (γ 2m−k,k (a).s), where s ∈ W SO 2m and a is a cup diagram, yields a well-defined, grading-preserving right action of the Weyl group W SO 2m on H * (S 2m−k,k SO2m , C) which can be described explicitly using a skein calculus. Given a cup diagram a and an element s ∈ W SO 2m we can write s = s i1 s i2 · · · s i l as a product of generators. Diagrammatically, we represent the generators as follows:
In order to obtain the linear combination of cup diagrams a.s, we take the cup diagram and stack the pictures corresponding to the generators s i1 , · · · , s i l on top of a. By resolving crossings according to the rule = +
and by using the following additional local relations
together with the rule that we kill all diagrams containing a connected component with both endpoints at the bottom of the diagram, we obtain a linear combination of cup diagrams which equals a.s.
The Weyl group W SP 2(m−1) can be identified with the subgroup of W SO 2m generated by s 0 s 1 and s i , i ∈ {2, · · · , m − 1}. In particular, the action of the Weyl group of type C obtained by restricting the action of W SO2m (which we identify as the Springer action) admits an explicit description via Theorem C.
1.4. Connection to Springer theory. In order to determine the decomposition of our representations into irreducibles in each homological degree and compare the results to classical Springer theory, recall that in type C the isomorphism classes of irreducibles are parameterized by ordered pairs of partitions, and in type D by unordered pairs of partitions with a pair consisting of two equal partitions counted twice, see e.g. [Can96, MS16] .
1.4.1. Case 1: Two Jordan blocks of equal size: Consider the generic Hecke algebra H(W SO 2m ) attached to W SO 2m with its standard basis H w , w ∈ W SO 2m as a L = C[q, q −1 ]-module. Inside H(W SO2m ) we have the subalgebra H(W GL 2(m−1) ) attached to the maximal parabolic subgroup in W SO 2m generated by 
2 ⌋}, with exactly one irreducible of the induced trivial module in type D, see Theorem 61 for details. However, we are not able to write down an explicit isomorphism and match the cup diagram basis with the tableaux basis of the Specht module. In type A such a result is known, see [Nar89] . In type C the situation is more complicated (as one might already expect from the nontrivial component group action in case m = k is odd). The representations in each degree, i.e. the Kazhdan-Lusztig cell modules are not irreducible anymore. But since the W Sp 2(m−1) -action is the restriction of a W SO2m -action (for which we have determined the irreducibles) we obtain the desired decomposition by applying results of [Tok84] , see Theorem 62. 
SO2m , C) as graded W SO 2m -module (and thus also as W Sp 2(m−1) -module). In fact, this is obvious from the diagrammatic description in Theorem C and reduces the general two-block case to Case 1 above. This phenomenon was also observed in type A, see [Rus11] .
The Springer correspondence was explicitly described for the classical groups in work of Shoji, [Sho83, Sho79] . Given an irreducible module, Shoji writes down an algorithm which determines the Jordan type of a nilpotent element x ∈ g as well as the irreducible character φ of A 
. They use this result to deduce that the Kazhdan-Lusztig theory of parabolic type (B m−1 , A m−2 ) is controlled by the Kazhdan-Luztig theory of parabolic type (D m , A m−1 ) which explains the fact that they can be described using the same combinatorics. In particular, the isomorphism (1) should morally be understood as type B instead of type C although this does not make any difference since the construction of the parabolic Hecke module only depends on the Weyl group (which coincide in types B and C). The isomorphism
can then be interpreted as Langlands dual to the isomorphism (1) which gives a conceptual perspective on the surprising fact that the cup diagram combinatorics describing Kazhdan-Lusztig theory in types B and D also describe the topology and representation theory associated with the two-block Springer fibers of type C.
Notation and conventions. In this article the term "vector space" means "complex vector space" and a "graded vector space" is a Z-graded complex vector space. Given a finite set S and a commutative ring R, we write R[S] to denote the free R-module with basis S. If X is a topological space, we write H * (X) and H * (X) to denote its singular homology and cohomology with complex coefficients, i.e. H * (X) = H * (X, C) and H * (X) = H * (X, C). Since we work over the complex numbers, homology and cohomology are dual, i.e. the universal coefficient theorem provides natural isomorphisms H * (X) ∼ = Hom C (H * (X), C) of graded vector spaces, which enable us to transfer results obtained for cohomology to homology and vice versa.
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A cell partition and dimension of cohomology
We construct an explicit cell partition of the topological Springer fiber S , we write a → b if one of the following conditions is satisfied:
• The diagrams a and b are identical except at four not necessarily consecutive vertices α < β < γ < δ ∈ {1, · · · , m}, where they differ by one of the following local moves:
• The diagrams a and b are identical except at three not necessarily consecutive vertices α < β < γ ∈ {1, · · · , m}, where they differ by one of the following local moves:
Remark 8. The local moves (2) and (3) defined in an ad hoc manner above have a natural geometric interpretation in the context of perverse sheaves (constructible with respect to the Schubert stratification) on isotropic Grassmannians, see [Bra02] and [ES16b] .
Definition 9. We define a partial order on B 
A cell decomposition compatible with intersections. Let a ∈ B
2m−k,k even and let i 1 < i 2 < · · · < i ⌊ k 2 ⌋ be the left endpoints of cups in a. Definition 10. Given a vertex r ∈ {1, · · · , m}, we say that a cup connecting vertices i < j or a ray connected to vertex i is to the right of r if r ≤ i. Let σ(r) be the number of marked cups and marked rays to the right of r.
We have the following homeomorphism
where y r = (−1) jr+σ(jr ) x jr and 1 ≤ r ≤ ⌊ k Denote by t : S 2 → S 2 the homeomorphism induced by restricting the linear transformation
where s is the number of cups which are not to the right of the second leftmost ray (if m = k, in which case there is no second ray, the map (5) is the identity).
In the following, the composition of the maps in (4) and (5) will play a crucial role.
In order to define a cell decomposition of S a for a ∈ B . By definition the set of vertices V(Γ a ) is the set of cups in a. We define the set of edges E(Γ a ) as follows:
Two
with b → a such that a is obtained from b by a local move of type I)-IV) at the vertices i 1 , i 2 , j 1 , j 2 .
We say that a cup of given a cup diagram a is outer, if it is not nested in any other cup and does not contain any marked cup to its right, see also [ES16a, Definition 4.12]. The graph Γ a is a forest whose roots R(Γ a ) are precisely the outer cups.
We assign to each subset
Lemma 12. There is a decomposition
. Moreover, pushing forward along (4) gives a cell decomposition
where
The proof of (6) is the same as in the equal-row case [ES16a, Lemma 4.17] because the additional rays do not play any role in the construction of the C ′ J . Note that (7) is a direct consequence of (6).
The reason for choosing the homeomorphism Ψ a in the construction of the cell decomposition (7) of S a is that the resulting cell decompositions are compatible with pairwise intersections in the sense of the next lemma which extends [ES16a, Proposition 4.24] to the general two-row case.
where e ∈ E(Γ a ) is the edge of Γ a determined by the move b → a.
(ii) If b → a is of type I')-IV'), then there is a unique cup α ∈ cups(a) such that α / ∈ cups(b). Moreover, α ∈ R(Γ a ) and
Proof. This is a case-by-case analysis. Inspired by the combinatorial completion procedure we define an embedding of topological Springer fibers Lemma 16. For any a ∈ B 2m−k,k even we have
Proof. In case m = k the claimed equality was proven in [ES16a, Lemma 4.23].
Since → implies <, the left side is contained in the right side.
and therefore
Since η 2m−k,k (x) is contained in the leftmost set above, it is also contained in the rightmost set. By the injectivity of η 2m−k,k , we deduce that x ∈ b→a S b ∩ S a , a contradiction.
such that b → a, where a and b are related by a local move of type I')-IV'), and this cup is the unique cup which changes under the move a → b. Let R(Γ a ) sp be the set of special cups in a. In particular, we have R(Γ a ) sp = ∅ if k = m is even, i.e. if there are no rays in a.
Remark 17. As in [ES16a, Remark 4.25], the moves I')-IV') imply that all outer cups (in the sense as defined above) of a given cup diagram a ∈ B 2m−k,k even are special if the leftmost ray in a is marked, whereas only outer cups to the right of the leftmost ray are special if the ray is unmarked.
Proof. This follows directly from the previous two lemmas.
In order to argue inductively in the proof of the following proposition, we introduce the notion of a partial/one-step extension. This is defined as the ordinary extension introduced above, except that we only replace the rightmost ray with a cup.
Proposition 19. If k = m, then we have the following dimension formula:
Remark 20. In the special case m = k we have dim
i.e. we count the cells contained in S a \ S <a for all a ∈ B 2m−k,k even (which by Corollary 18 correspond bijectively to the outer cups in a which are not special) and take their sum. This yields a cell partition of S 2m−k,k SO2m which can be used to calculate the dimension of cohomology, see [Kho04, Lemma 6] .
Since the equal-row case was already proven in [ES16a, Proposition 4.28], we prove that the right hand side of (9) equals
by induction on m − k (the number of rays in the cup diagrams contained in B 2m−k,k even excluding the leftmost ray). We consider a partition (2m − k, k), m − k > 1, labeling a nilpotent orbit of type D. Then we have (10) 2
denotes the partial completion of a (note that the completed cup is always special). We compute
k+2,k+2 even are precisely those with a ray connected to the rightmost vertex. The summands corresponding to the diagrams a for which this ray is marked contribute .
are precisely the cup diagrams with a unmarked ray connected to the rightmost vertex m + 1.
Thus, using again induction, the above chain of equalities equals
which proves the claim. elements which is exactly the dimension of the cohomology by Proposition 19. In the next section we fix an explicit basis element for each cup diagram.
3. The cohomology ring and a diagrammatic homology basis of the Springer fiber
m be the inclusions. We obtain a commutative diagram
where φ 2m−k,k (resp. ψ 2m−k,k ) is the direct sum of the maps induced by φ a (resp. ψ a ) and γ 2m−k,k is induced by the inclusion S
3.1. Homology bases via cell decompositions. In this subsection we define certain cell decompositions of the manifolds S 2 m and S a , a ∈ B 2m−k,k even , which are used to obtain a combinatorial description of the homology of the respective spaces. We begin by introducing the necessary diagrammatic tools. Example 23. Here is a complete list of all line diagrams on two vertices:
The two-sphere has a cell decomposition S 2 = S 2 \ {p} ∪ {p} consisting of a point and a two-cell. In the following we fix this CW-structure and equip (S 2 ) m with the cartesian product CW-structure. The generators of the homology H * ((S 2 ) m ) are in one-to-one correspondence with the cells of the CW-complex (S 2 ) m . In particular, the line diagrams on m vertices can be viewed as a basis of H * ((S 2 ) m ), where a line with a dot (resp. without a dot) means that we have chosen the 0-cell (resp. 2-cell) for the corresponding sphere. The homological degree of a line diagram (viewed as a homology generator) is given by twice the number of lines without a dot.
Example 24. The line diagrams in Example 23 represent (in the same order) the generators of H * (S 2 × S 2 ) corresponding to the cells
Definition 25. An enriched cup diagram is a cup diagram in which some of the cups and all of the rays are decorated with a dot. Hereby, we allow at most one dot per component with no accessibility condition as for the markers. If a cup (resp. ray) is decorated with both a marker and a dot we place the marker to the left (resp. above) of the dot. Let B In the rest of the article we will work with a different (somewhat easier) cell decompositon of S a than the one introduced in the previous section which can be viewed as the analog of [RT11, Rus11] .
Given a ∈ B 2m−k,k even , let i 1 < i 2 < · · · < i ⌊ k 2 ⌋ denote the left endpoints of the cups in a. Then we have a homeomorphism
We equip S a with the structure of a CW-complex, where the cells are obtained as the preimages of the cells of (S 2 ) ⌊ k 2 ⌋ with the cartesian product CW-structure under the homeomorphism. Since the generators of the homology H * (S a ) are in one-to-one correspondence with the cells of S a we can view the enriched cup diagrams coming from a as a basis of H * (S a ), where a cup with a dot (resp. a cup without a dot) means that we have chosen the 0-cell (resp. 2-cell) for the corresponding sphere. The homological degree of an enriched cup diagram (viewed as a homology generator) is given as twice the number of cups without a dot.
Remark 27. We would like to emphasize that our white dots in this article play exactly the same role as the black dots on the cup diagrams in the analogous work in type A, see [RT11, Rus11] . Dots also appear in the recently developed foam approach to the Khovanov arc algebras of type D, see [ETW16] . These dots should not be confused with the dots in this article. In fact, in comparison with [ETW16] , the conventions are reversed in this article (in order to match the combinatorics of [RT11, Rus11] ) in the sense that undotted cups and rays should be dotted and vice versa.
3.2.
A combinatorial description of ψ 2m−k,k . In the previous subsection we have chosen bases of the right (resp. left) vector space appearing in the commutative diagram (11). Furthermore, we have given a combinatorial description of these bases in terms of line diagrams (resp. enriched cup diagrams). This allows of a combinatorial description of the map ψ 2m−k,k .
Definition 28. Given an enriched cup diagram M , we define the associated line diagram sum L M as follows
where U M is the set of all subsets U ⊆ {1, · · · , m} containing precisely one endpoint of every cup without a dot and Λ M (U ) counts the total number of all endpoints of cups with a marker and no dot, plus the number of right endpoints of cups in U with neither a marker nor a dot. Before we prove this proposition in general, we note the following useful combinatorial fact whose (straightforward) proof is omitted (cf.
and if the cup does not have a dot, then we have
where if S ⊆ {i, j}, then we have
and σ = 1, if the cup has a marker, and σ = 0, if it has neither a marker nor a dot.
Proof (Proposition 29).
In the next step we use the small examples above in order to deduce the claim for the cup diagram a which consists of ⌊ k 2 ⌋ subsequent cups connecting neighboring vertices with (possibly) and additional collection of subsequent rays to the right of the cups. Assume that the cup connecting the first two vertices is unmarked and identify S a with S × S a ′ and the inclusion S a ֒→ (S 2 ) k with ψ × ψ a ′ . Here a ′ is the cup diagram obtained by removing the leftmost cup. Via the cross-product isomorphism, the map induced by ψ × ψ a ′ is the tensor product (ψ ) * ⊗ (ψ a ′ ) * . Hence, if the cup connecting the two leftmost vertices in M has a dot, we compute
where the first equality follows by induction and the small cases above. Here M ′ denotes the enriched cup diagram obtained by removing the leftmost cup. Applying the Künneth isomorphism to the above equation yields the claim.
On the other hand, if the leftmost cup in M does not have a dot, we compute
If the leftmost cup has a marker we argue similarly. For the general case let a be a cup diagram and a 0 the cup diagram obtained by rearranging the cups in such a way that the diagram is completely unnested. Let τ a be the permutation of the vertices which realizes the change of passing from a to a ′ . This induces a homeomorphism τ a : (S 2 ) k → (S 2 ) k which permutes the coordinates accordingly and hence restricts to a homeomorphism S a → S a0 . The inclusion S a ֒→ (S 2 ) k can be written as the composition
Let M 0 be the cup diagram obtained from a 0 whose i-th component has a dot if and only if the i-th component of M has a dot. Then we have
which proves the claim.
3.3. Standard cup diagrams. In order to obtain a diagrammatic labeling set of a basis of H * (S m,m SO2m ) we introduce the notion of a standard cup diagram. Definition 32. A standard enriched cup diagram, or shorter standard cup diagram, is an enriched cup diagram in which all cups marked with a dot can be connected to the right side of the rectangle by a path which does neither intersect the rest of the diagram nor any given path connecting a marker with the left side. We define a map C : B m,std → C(m), called "cutting", which takes a standard cup diagram M ∈ B m,std and replaces each cup with a dot by two unmarked rays (this can be thought of as cutting the cup along the dot). Furthermore, the dots on the rays of M are deleted (again, the reader might think of this as cutting along the dots and throw away the resulting line segment which is not connected to the vertex).
The map G : C(m) → B m,std , called "gluing", is defined as follows: Given a cup diagram a ∈ C(m) we replace the two rightmost rays by a cup with a dot (this can be thought of as gluing the two endpoints of the rays resulting in a cup in which the gluing point is marked with a dot). The resulting cup has a marker if and only if one of the rays from which it resulted had a marker. Take the new diagram and continue with this procedure until all rays are glued together and there is at most one ray left. Proof. We prove the statement by induction on the total number of components of M which can be decorated with a marker. If there is precisely one decorable component in M , then there exists precisely one cup diagram with the claimed properties and the claim follows. In case that M consists of a single cup without a dot we note that all the possible decorations with markers (without fixing the parity) are linearly independent.
So suppose there is more than one component in M which is allowed to have a marker. In particular, since M is standard, there exists a cup in M without a dot which may be decorated with a marker. In the following we fix such a cup connecting i and j. Let M = M 1 , N 1 , M 2 , N 2 , · · · , M r , N r be the standard cup diagrams obtained from all the possible decorations of M with markers and a fixed parity of markers. The diagrams are listed in such a way that M i and N i are the same except that M i does not have a marker on the fixed cup, but a marker on the leftmost component with a dot. On the other hand, N i has a marker on the fixed cup but no marker on the leftmost component with a dot. In case that M has no dots we simply consider all standard cup diagrams M 1 , N 1 , · · · , M r , N r (not only the ones with a fixed parity of markers) and drop the condition on the leftmost component with a dot.
Let
′ r be the cup diagrams obtained by deleting the cup connecting i and j. We compute
Since the family of vectors l Ui , l Uj is linearly independent if U varies over all elements in U M ′ , we deduce the equations (14)
which implies λ l = −µ l for all l ∈ {1, · · · , r} because the L M ′ l are linearly independent by induction. Similarly, we also obtain λ l = µ l by repeating the calculation with the right equation in (14). Hence, we deduce that λ l = µ l = 0 for all l ∈ {1, · · · , r}.
Proof (Proposition 37)
. It suffices to prove that the elements L M , where M varies over all standard cup diagrams in B m,l,std even with precisely l cups without a dot, are linearly independent in H 2l ((S 2 ) m ), 0 ≤ l ≤ m. We define a total order on the subsets of {1, · · · , m} of cardinality l:
which induces a total order on the line diagrams l U , where U ⊆ {1, · · · , m} consists of l elements, i.e. an order on our basis of
undec as the map which forgets all markers. Given a standard cup diagram M , we write U M ∈ U M to denote the set containing all right endpoints of the cups without a dot. Note that U M is maximal in U M with respect to the order (15). Assume that
Fix N max such that U Nmax is maximal amongst all N ∈ B m,std undec . Since the cup diagrams without markers are determined by the right endpoints of cups there is a unique such N .
Note that the basis vector l UM occurs (with nonzero coefficient) in each line diagram sum L M ′ with f (M ′ ) = M but it does not occur in any L M ′ , where f (M ′ ) = M because these L M ′ only contain basis vectors which are strictly smaller with respect to the total order (this follows from our maximality assumption on M and the fact that U M is maximal in U M for every M ).
Hence, equation (16) decouples into two independent equations
By iterating the above argument we obtain equations
undec . Hence, Proposition 37 follows from Lemma 38.
3.5. An explicit basis in homology.
Lemma 39. The map γ m :
Proof. By considering the commutative diagram (11) 
where U a is the set of all subsets U ⊆ {1, · · · , m} containing precisely one endpoint of every cup of a, and Λ a (U ) is the number of right endpoints of unmarked cups plus the number of endpoints of marked cups in the set U .
Example 42. In case m = 3 we obtain the diagrammatic homology basis 
where the isomorphism of vector spaces
SO2m ) (and hence also the homology because they are dual) is given by the counting the number of all cup diagrams on m vertices with at most ⌊ k 2 ⌋ cups. Thus, in order to check that the elements φ 2m−k,k (a) form a basis, where a varies over all cup diagrams in B 2m−k,k SO2m , it suffices to see that they are linearly independent. Under the assumption that they are not linearly independent, it follows that the vectors γ 2m−k,k (φ 2m−k,k (a)) = ψ 2m−k,k (a) are not linearly independent either. But Proposition 29 directly implies that ψ 2m−k,k (a) = ψ m (G(a)) and the ψ m (G(a)) are linearly independent (as a subset of the linearly independent vectors in Proposition 37), a contradiction. In particular, the map Γ 2m−k,k defines indeed an isomorphism. Note that the commutativity of the diagram follows easily from ψ 2m−k,k (a) = ψ m (G(a)). Since γ m is known to be injective by Lemma 39, the commutativity of the diagram implies that γ 2m−k,k must be injective, too.
Remark 44. We point out that the isomorphism H * (S ⊆ (S 2 ) m induces a surjective homomorphism of algebras
). Note that the surjectivity follows directly from dualizing Proposition 43 where we already proved that the induced map in homology H * (S
Secondly, the complex dimension of the algebraic variety B n−k,k
SO2m is known to be k−1 2 and thus
is contained in the kernel of our surjection and we obtain an induced surjective homomorphism of algebras
which we claim to be an isomorphism. In order to prove this claim, we compare the dimensions of the two algebras. Recall that 
as well as the map
define embeddings of Weyl groups.
The group W Dm (and thus by Lemma 45 also the subgroup W Cm−1 ) acts from the right on (S 2 ) m according to the following rules:
Given i ∈ {1, · · · , m − 1}, let τ i : {1, · · · , m} → {1, · · · , m} be the involution of sets which exchanges i and i + 1 and fixes all other elements. Given a subset U ⊆ {1, · · · , m}, we define τ i U as the subset of {1, · · · , m} containing the images of the elements of U under the map τ i .
In particular, one obtains an induced linear action on H * ((S 2 ) m ) which can easily be described explicitly in terms of line diagrams: by standard algebraic topology we have
where χ U is the cardinality of the set {1, 2} ∩ U .
Let x be a nilpotent element of Jordan type λ contained in sp 2m (resp. so 2m ) and let r j denote the number of parts λ i of λ which equal j. Then A x is isomorphic to (Z/2Z) t , where t is the number of even (resp. odd) j such that r j > 0, see [Spa82, I.2.9]. Let a j be the generator of the copy of Z/2Z corresponding to an even j with r j > 0.
In the two-row case we have
is identified with the subgroup generated by products of an even number of generators, see [Sho83] .
We have a left A 2m−k−1,k−1 -action on (S 2 ) m , where a generator a j acts as the antipode on the first component, i.e. a j .(
Thus, in homology we have
Note that the special orthogonal component group acts trivial although it is not always trivial itself.
Lemma 46. The left A
x -action and the right W Cm−1 -action on H * ((S 2 ) m ) defined above commute. In particular, the induced actions on H * (S 2m−k,k even ) compute.
Proof. The A x -action and the W Cm−1 -action on (S 2 ) m defined above obviously commute. Hence, so do the induced actions on homology.
4.1. The Weyl group action on homology.
Proposition 47. Given a basis element a ∈ H * (S n−k,k even ) and a generator s
yields a well-defined right action of W Dm on H * (S n−k,k even ) which is explicitly given by Table 1 and 2 (the action on H * ((S 2 ) m ) is the one defined above).
Proof. We distinguish between four different cases depending on what the cup diagram a locally looks like at the vertices i and i + 1.
Case 1: Vertices i and i+1 are both incident with a ray. If i and i + 1 are both connected to rays, then we have τ i U = U for all U ∈ U a and compute Case 2: Vertices i and i+1 are connected by a cup in a.
We decompose U a = U a,i ⊔ U a,i+1 , where U a,i (resp. U a,i+1 ) consists of all sets U ∈ U a containing i (resp. i + 1). Then we have Firstly, note that τ i : U a,i → U a,i+1 is a self-inverse bijection. Secondly, for all U ∈ U a we have equalities (−1) Λa(τiU) = (−1) Λa(U)−1 (resp. (−1) Λa(τiU) = (−1) Λa(U) ) if i and i + 1 are connected by an unmarked cup (resp. marked cup). Now we compute
Analogously, we obtain L a,i+1 .s
if the cup connecting i and i + 1 is unmarked (resp. marked). Hence, we compute
Modifying the above calculation with the additional sign yields the claim for the s D 0 -action.
Case 3: Vertices i and i+1 are incident with one cup and one ray.
In the following we assume that i and j, j < i, are connected by an unmarked cup (if i + 1 and j, i + 1 < j, are connected by a cup we only need to switch i and i + 1 in the proof below). Decompose U a = U a,i ⊔ U a,j and L a = L a,i + L a,j as in the case above.
Let b be the cup diagram different from a appearing in the sum a.s
Since
where the second equation is a simple change of the summation index using the bijection τ i . Next, we see that
If the cup connecting i and j is marked, we argue similarly. We omit to verify that s D 0 acts as claimed in Table 2 .
Case 4: Vertices i and i+1 are incident with two different cups.
Let i and j as well as i + 1 and k be connected by a cup. We decompose U a = U a,j,i+1 ⊔ U a,j,k ⊔ U a,i,i+1 ⊔ U a,i,k and similarly Note that τ i : U a,j,k → U a,j,k and τ i : U a,i,i+1 → U a,i,i+1 are identities. Thus, we deduce 
If we act with s D 0 , then the additional factor of (−1) is killed by (−1)
Next, we note that there are equalities of sets U a,i,k = U b,i,k and U a,j,i+1 = U b,j,i+1 . Furthermore, we have Λ a (U ) = Λ b (U )±1 for all U ∈ U a,i,k ∪U a,j,i+1 . Again, this follows directly by looking at the table. Putting these two facts together we obtain
We are ready to compute
Proof of Theorem C.. This is a direct consequence of the discussion above. In fact, a straightforward case-by-case analysis shows that the W Dm -action given by Table 1 and Table 2 coincides with the W Dm -action described by the skein calculus. . This action can be described explicitly as follows: Given a cup diagram a, the generator of Z/2Z acts by putting a marker on the cup connected to the first vertex and the leftmost ray. If there is a ray connected to the first vertex, then the action is trivial. The resulting diagram by acting with a j on a is denoted by a − .
Proof. Suppose there is a cup connecting the first vertex with some vertex i > 1. We decompose U a = U a,1 ⊔ U a,i , where U a,1 (resp. U a,i ) consists of all sets U ∈ U a containing 1 (resp. i). Then we have
and acting by a generator a j yields
which proves the claim Remark 51. The action of the component group was described explicitly in [vL89] (cf. also [Pie04] ) in terms of signed domino tableaux. Our description fits with this if one translates the results into the language of cup diagrams using [ES16a] .
Relation to Springer theory
5.1. A diagrammatic description of the parabolic Hecke module. In this subsection we recall the diagrammatic description of the parabolic Hecke module of type D from [LS13] and generalize the result to type C. The parabolic Hecke module. We continue by recalling some facts from [KL79, Soe97] . Let H Dm be the Hecke algebra for W Dm over the ring of formal Laurent polynomials L = C[q, q −1 ]. It has a Lbasis H w indexed by the elements of the Weyl group w ∈ W Dm which satisfy the algebra relations 
, where the vertical maps are given by acting from the right with the indicated element of the respective Hecke algebra.
Proof. The first part follows directly from the definition of the Kazhdan-Lusztig polynomials and Remark 54.
We only prove the commutativity of the right square and omit discussing the left square. We check the commutativity on standard basis vectors. Using (23) one easily checks that the composition
C , for i ∈ {1, · · · , m − 2}, and the composition
By comparing the two results using the combinatorial description, the claim follows easily.
Let C alt (m) be the set of all cup diagrams on m vertices which have an even number of markers if and only if the total number of cups of the diagram is even, i.e. the parity of markers alternates when passing to diagrams with one more or one less cup. In the following we identify M Dm with M 5.2. Specht modules and the induced trivial representation. In this section we identify our representations in each homology degree for every two-row Springer fiber by providing an explicit decomposition into irreducible Specht modules. In this section we use the results obtained in the previous one specialized at q = 1 in which case the Hecke algebra becomes the group algebra and the parabolic Hecke module becomes the induced trivial representation.
Classification of irreducible representations.
Proposition 58. The isomorphism classes of the irreducible representations of the Weyl group W Cm are in bijective correspondence with pairs (λ, µ) of partitions such that |λ| + |µ| = m.
We fix an irreducible representation V (λ,µ) corresponding to (λ, µ). The reader interested in the construction of these representations is referred to the literature, e.g [MS16] .
The restriction of V (λ,λ) to W Dm decomposes into two non-isomorphic irreducible W Dm -modules of the same dimension which we denote by V In particular, H * (S m,m even ) is isomorphic to the induced trivial module because both have the same irreducible constituents.
The second claim follows from the isomorphism in Remark 48.
In the two-row character case the restriction of the simple W Dm -module V {λ,µ} to the subgroup W Cm−1 decomposes as V (λ−1,µ) ⊕ V (µ−1,λ) . The simples V Remark 63. The identification of our representations with the induced trivial module shows (using [Lus04] ) that we have indeed reconstructed the Springer representation (in Lusztig's normalization, see [Lus81] , i.e. it is Springer's original representations tensored with the sign representation).
5.3.
Recovering the Springer correspondence. In this subsection we focus on the type C case. Given a pair of partitions τ = (λ, µ) such that |λ| + |τ | = m − 1, we can use the Shoji algorithm [Sho79, Sho83] to compute the Jordan type of the nilpotent endomorphism for which the representation V (λ,µ) appears in the top degree of the homology of the corresponding Springer fiber of type C (the type D case is similar and is omitted due to the trivial component group action).
Given a pair of partitions τ = (λ, µ), define a pair (d 
else, and ε
else. This is a well-defined algorithm which stabilizes, i.e. there exists an integer q > 0 such that (d Proof. This follows directly from the Shoji algorithm above.
Proposition 66. The Springer representation in top degree cohomology of the (m − 1, m − 1) algebraic Springer fiber of type C m−1 is (in Lusztig's normalization) isomorphic to the irreducible labeled by (
