This paper proposes a Benders-like partitioning algorithm to solve the network loading problem. The effort of computing integer solutions is entirely left to a pure integer programming solver while valid inequalities are generated by solving standard nonlinear multicommodity flow problems. The method is compared to alternative approaches proposed in the literature and appears to be efficient.
Introduction
Let G(N , A) be a directed graph where N is the set of nodes and A is the set of arcs. We denote K the set of OD pairs of demands. The network loading problem (NLP) consists of installing least cost capacities on the arcs that are sufficient to handle a network flow that meets the demands. As in [1] and [7] , the capacities are assumed to be integer multiples of a base unit. NLP is the following mixed integer programming problem min y,x a∈A r a y a (1a)
x k a ≥ 0, ∀a ∈ A, ∀k ∈ K,
y a ∈ N, ∀a ∈ A.
Here, N is the network matrix; r a is the cost of installing a unit capacity on arc a and the integer variable y a represents the capacity on arc a; δ k is the demand for the OD pair k; and d k is vector with only two non-zeros components: 1 at the origin node and −1 at the destination node. The variable x k is the flow for OD pair k on the arcs of the network. This problem is known to be strongly NP-hard on general graphs [7] . In general, the number of integer variables is very small compared to the number of flow fractional variables. This problem has drawn a large attention in the literature [4] . The standard solution method for NLP is a cutting plane algorithm based either on the capacity formulation or on the flow formulation. The cutting plane algorithm solves the continuous relaxation of the NLP while heuristics are performed to find out an integer solution close to the fractional solution. These heuristics may be time consuming. A large variety of valid inequalities has been proposed to implement the cutting plane scheme. We can mention cut inequalities, 3-partition inequalities and arc residual capacity inequalities in [13] ; flow cutset inequalities in [8, 9] ; tight metric inequalities in [1] ; partition inequalities and total capacity inequalities in [7] .
Our solution method is a Benders partitioning scheme. The master program is a pure integer programming problem in the space of capacities. The subproblem is a continuous optimization problem; it tests whether the integer capacities generated by the master program is sufficient to support flows that meet the demands. It also computes supporting hyperplanes to the set of feasible fractional capacities. The subproblem makes it possible to construct a polyhedral relaxation of the set of feasible capacities. The master program looks for interesting integer solutions within that polyhedral relaxation.
The effort of computing integer solutions is entirely left to a pure integer programming solver (CPLEX in our case). The proposed solution method does not need heuristic to compute an integer solution and does not attempt to incorporate refinements of the cuts to get closer the convex hull of feasible integer capacities. The essential difference with the classical Benders partitioning scheme is that the master program does not search for a least cost integer solution within the relaxation. Rather, it looks for an improving integer solution that is nearest to the best feasible integer solution generated so far. The subproblem is a standard nonlinear multicommodidity flow problem. We solve it with a Matlab version of OBOE [14], a solver for convex nondifferentiable optimization based on ACCPM (Analytic Center Cutting Plane Method).
The main advantage of our solution method is its simplicity and its efficiency on some problems. We improve the best upper bound found in the literature on some instances.
The method has two main drawbacks. First, it does not generate lower bound during the process. Only one lower bound is computed in the initialization phase that is the rounded fractional capacities from continuous relaxation of NLP. The second drawback is its reliance on a integer solver (commercial in our case).
Capacity formulation
For the sake of simpler notation, let us consider the equivalent formulation
where X is the set of feasible flows and the matrix A collects the flows on the individual arcs. Problem (2) involves a few integer variables and very many continuous variables. It is possible to give an alternative formulation in the y variables only. Let us define the set of feasible fractional capacities as
This set is the continuous relaxation of the feasible set of (2) . Note that Y is the projection in the y space of a polyhedral set in the (x, y) space. It is thus a polyhedral set and it can be described by a finite set of inequalities that we shall denote By ≤ b thereafter. Thus
In the literature these inequalities are referred to as Metric Inequalities. With these notations problem (2) is equivalent to the following problem
which is known as the capacity formulation [7] . It is not possible to formulate explicitly the set of inequalities that define Y in (3). However it is relatively easy to construct polyhedral relaxations of this set. Suppose that Y = {y ∈ R n + |By ≤c} is one such relaxation, we have Y ⊂Ȳ. It follows that the problem min
is a relaxation of (4). If y * solves it and y * ∈ Y, then y * is optimal to (2). In view of this short discussion we propose a conceptual Benders-like partitioning algorithm. We describe the basic iteration.
• Initial data for the basic iteration -A setB k y ≤c k of inequalities defining the relaxationȲ k of Y.
-A feasible point y k ∈ Y ∩ N n .
• Master iteration -Findŷ ∈Ȳ k ∩ N n such that r Tŷ < r T y k . If there is no suchŷ, terminate; y k is an optimal solution.
• Subproblem iteration (Feasibility test)
To make the algorithm operational, we have to explicit the computation to be performed in the master iteration and in the subproblem iteration. In the standard Benders decomposition scheme, the master iteration selects the best point in the relaxation
This strategy is inefficient because the chosen point usually turns out to be very far from the feasible set Y. Moreover, computing an optimal point of a the pure integer programming relaxation is more than often very demanding. We shall present an alternative in the next section. The computation in the subproblem iteration consists in finding a hyperplane that separates the candidate pointŷ from the convex set Y. This can be done by solving some kind of convex programming problem. Of course, one would like the separation as deep as possible. We shall discuss several strategies to achieve this goal.
Benders master problem iteration
We now make precise the second step of the conceptual algorithm. As pointed out, the classical Benders decomposition scheme selects the best integer point in the relaxed capacity feasible set. This strategy is not appropriate. Assume for instance that the current relaxation includes a single inequality -a situation that occurs at the first iteration-. As we shall see, this inequality b 1 y ≤ c 1 has the property-in our problem of interest-that b 1 ≤ 0 and c 1 < 0. Benders decomposition selects
This point will be close to one of the extreme points of the simplex (b 1 ) T y = c 1 and is likely to be almost irrelevant for the capacity problem. The second objection to Benders scheme is that finding the best integer point is a difficult task, even for efficient integer programming solvers. In view of these potential shortcomings, we propose a new strategy:
Given a current feasible capacityȳ ∈ Y ∩ N n , find y ∈ N n which is closest toȳ (relatively to some well-chosen norm) and such that r T y < r Tȳ .
This problem turns out to be easier. Moreover, it produces points that are close to the feasible capacityȳ and, as such, that are likely to be informative.
To implement this strategy, we need an initial feasible point for (1). We propose a simple heuristic: solve the LP-relaxation of (1) and round up its fractional optimal solution. The resulting capacity is feasible and is used as the starting point for the heuristic.
Letȳ be a feasible capacity installation, the main iteration consists in finding a new feasible integer point close toȳ that improves the objective function value r Tȳ . We denote by η + ∈ N n and η − ∈ N n the capacity increase and capacity decrease forȳ, respectively. Then y −ȳ = η + − η − and
With this notation, the inequality r T y < r Tȳ is equivalent to r T (η + − η − ) < 0. Finally, we replace the conditionȳ + η + − η − ∈Ȳ bȳ
The main iteration solves
If the pair (η + ,η − ) solves (5), then the candidate point isŷ =ȳ +η + −η − .
Metric inequalities for the subproblem
Letŷ ∈ N n be an integer capacity vector, possibly infeasible. One wants to test
To this end, we introduce a convex function f : R n + → R with the property that f (0) = 0 and f (β) > 0 if β = 0. We solve the problem
The function δ(ŷ, Y) is non negative and takes the value 0 iff y ∈ Y. We resort to the Lagrangian duality to compute δ(ŷ, Y). By duality, the min value is equal to the optimum of the dual problem
and
The function δ(ŷ, Y) is convex, since it is the maximum of a family of linear forms inŷ.
we have the following separating dual-based hyperplane forŷ such that δ(ŷ, Y) > 0
The g 2 function
Problem (8) is a linear programming problem. More precisely, in the multicommodity case, the problem boils down to independent shortest paths problems, one for each commodity. Very efficient techniques are used to solve this problem [10] .
The g 1 function
The range of admissible functions f (β) is large, but a norm is particularly well-suited f (β) = ||β|| p , p ≥ 1. We give in Table 1 , the functions f (β) we use in the experiments. Let us explicit the computation in Table 1 for f (β) = ||β|| ∞ . With this norm, problem 
Indeed, the scalar γ can be interpreted as an upper bound on the components of β in (6) .
The optimum is either 0 if e T u ≤ 1 and −∞ otherwise. Therefore, we set g 1 (u) = 0, and add the constraint e T u ≤ 1. Actually, the equality holds, because forŷ ∈ Y, then γ > 0 at the optimum and the complementarity condition γ(e T u − 1) = 0 implies e T u = 1. The case f (β) = ||β|| 1 , with β ≥ 0, is equivalent to f (β) = e T β, a function that is commonly used to generate metric inequalities. In that case g 1 (u) is easily computed to be either 0 if u ≤ 0 or +∞ otherwise. Finally, the computations in the case 1 < p < +∞ are a little more tedious, but yet straightforward.
Suboptimal cutting planes
The separating hyperplane (9) is defined with respect to the optimal solution u * of the Lagrangian dual problem. This solution cannot be computed exactly, but it is still possible to compute a separating hyperplane with an approximate solution. Suppose we observe
Since
, we can safely state that
The cutting plane with 1 < p < ∞
The choice of this norm yields an alternative primal-based cutting plane that is unique, but requires high precision in the minimization of g 2 . To see this, let y * =ŷ + β * with β * = arg min
The point y * is unique, because f is strictly convex for 1 < p < ∞. Consider the level set
Clearly intL ∩ Y = ∅. Because f is smooth, the tangent plane at y * is well-defined and unique. The separation hyperplane is thus
In the case of the 2-norm, we obtain the simple inequality
Recall that the normal to the supporting hyperplane also belongs to the negative of the normal cone to Y at y * . This normal cone may include many other elements (the boundary of Y is not smooth) and the elements in that cone are all valid candidates to define a supporting plane to Y. The minimum norm approach with 1 < p < ∞ selects a single element in that set, a choice that is likely to produce a more efficient cutting plane in the master iteration. The drawback of this approach is that y * must be computed with high accuracy to yield a valid separation.
The above argument falls apart for the extreme cases p = 1 and p = ∞ because the corresponding norms are not strictly convex (the minimizing point is not unique) and not smooth.
The full algorithm
The initialization phase and the main steps that compose the algorithm are described below. 3. Feasibity check and metric inequalities : ACCPM solves (6) with norm p .
(a) If f (β) = 0,ŷ is feasible, i.e., y ∈ Y. Update y k+1 =ŷ and remove all metric inequalitiesȲ k+1 = R n + . Set
Compute a metric inequality b T y ≤ c using (9) or (12) . UpdateȲ k =Ȳ k ∩ {y | b T y ≤ c} and I k = I k + 1. (c) Go to 2.
The index k corresponds to the number of times the solution method improves the upper bound in 3(a). The counter I k gives the number of metric inequalities (and/or the number of Master iterations) until the k-th improvement of the upper bound. The total number of metric inequalities generated is denoted M I = k κ=0 I κ in the tables below.
Remark 1 Note that the updateȲ k+1 = R n + in step 3(a) removes all previously generated metric inequalities, even though those inequalities are still valid. This choice is motivated by our empirical observation that the pure integer programming solver in the master iterations dangerously slows down when the number of metric inequalities (constraints) becomes large.
Numerical experiments
The main goal of our empirical study is to test the efficiency of our partitioning algorithm using different metric inequalities. We use published results to benchmark the proposed algorithm.
Test problems
Our test bed is made of the two sets of Asymmetric Norwegian instances, named Sun.tr and Sun.dense, that have been used in [1, 7] . Each network has 27 nodes and 102 directed arcs. The Sun.tr instances have 67 OD-demand pairs with magnitude in the interval [0.1, 0.2]. All Sun.tr instances have been solved optimally in [1] . Because of greater congestion, the Sun.dense instances are considered to be more difficult; only bounds on the optimal solution are known. Each Sun.dense instance has 702 OD-demand pairs with magnitude in the interval [1, 2] .
The tests were performed on a PC (Pentium IV, 2.8 GHz, 2 Gb of RAM) under Linux operating system. The metric inequalities have been generated using the solution method based on ACCPM and as described in [3] . We used CPLEX 8.1 to solve the integer programming problem in the master iterations. The overall shell is written in Matlab as well as our version of ACCPM.
Algorithmic settings
The settings of CPLEX 8.1 are the default ones. To solve (6), we essentially used the default settings with ACCPM, but we varied the optimality tolerance level depending on the norm used in f (β). We know that dual-based valid inequalities (9) can be generated at suboptimal points, more precisely as soon as (10) is satisfied, a situation that may occur with a non-negligible relative optimality gap. Of course, if the dual values gets closer to the optimum, the deeper is inequality (9). Nevertheless, the required level on the relative optimality gap in ACCPM is not an issue. In contrast, we need a good quality of the primal solution y * to generate the primal-based inequality (12) , and thus a very small relative duality gap in ACCPM. Table 2 gives our choice for the optimality tolerance parameters.
Synthesis of results
To get at a glance the comparative performance between our algorithm and the algorithms in [1] and [7] , we put in Table 3 the results with [1] and [7] and a synthesis of the results inequality dual-based (9) primal-based (12) [1] , in the best upper bound computed in [1] by solving the capacity formulation of (1). The last two ones are reported from [7] . UB1 and UB2 are the best upper bounds computed by solving the capacity formulation and the multicommodity formulation of (1) To make those results more readable, we display in Table 4 the same results, but in terms of the relative gap of the current solution with respect to the best solution achieved by the 4 algorithms. Surprisingly enough, our algorithm performs better on the more difficult problems Sun.dense than on the easier Sun.tr. On the former, our algorithm does better than the three algorithms in [1] and [7] . On the latter, our algorithm does rather better than UB1 [7] , rather worse than UB2 [7] and worse than [1] .
Detailed results
In this section we give a more detailed account on the behavior of our algorithm when the metric inequalities are derived from different norms. For each norm, we run our algorithm four hours on all the instances. The results are reported in Table 5 for the 1 norm, in Table 6 for the 2 norm, in Table 7 for the ∞ norm, and in Table 8 for the 2 norm using the metric inequality (12) . In each case, we report the results after 1 hour, 2 hours and 4 hours. For all results, the tables give the upper bound, denoted UB, the number of times the algorithm improves the objective function, denoted It, and the number of generated metric inequalities, denoted MI. In all the tables, we use bold face characters to emphasize the production of a value that improves the best result of the literature. For instance, in Table 5 , the algorithm produces a better value for Sun.dense2 after one hour of computing time. This result is subsequently improved after 2 hours, but no better value is obtained in the next two hours. More precisely, between hour 2 and hour 4 the integer programming solver received 2006 − 1825 = 181 metric inequalities but could not produce a better integer solution. The next table, Table 9 , summarizes the behavior of our algorithm with the different norms to generate the metric inequalities. It appears that the L2-norm * (with the separating hyperplane (12) ) is more efficient. However, we can observe that on the Sun.tr instances, the difference among the four approaches is less than 0.8 % in average while the same figure drops to 0.06 % for the Sun.dense instances. Our algorithm with the L2-norm * is better than UB2 on all Sun.dense instances, except # 4 by a short margin.
The last two tables, Table 10 and (11), give the average time to generate one metric inequality for each norm and for each time interval and the proportion of time spent in computing metric inequalities. We observe that the average time is relatively constant during the processing and is not affected by the proximity to optimality. We also observe Table 9 : Optimality gap in percent with respect to the best result that as the algorithm gets closer to the solution, the computing of metric inequalities takes far less time. In contrast, finding an improving integer solution is more and more difficult; the integer programming solver dramatically slows down the whole process. 
Conclusion
We have proposed a new algorithm to solve the network loading problem. At the upper level, the method works on the space of integer capacity variables. Contrary to previous approaches, it does not exploit the original mixed integer programming formulation of the problem. Rather, it uses metric inequalities to approximate the set of feasible capacities. The task of generating integer solutions in the space of the capacity variables is left to the integer programming solver. This solver uses the machinery of valid inequalities of various types and branch and bound schemes, but this is not visible to the user. At a lower algorithmic level, the metric inequalities are generated with a specialized and efficient solver for nonlinear multicommodity flow problems.
In many respects, our approach resembles the Benders partitioning scheme. The essential difference is that the integer programming solver is not used to produce the best integer point in the polyhedral relaxation of the set of feasible capacities, but an improving integer solution that is closest to the best known integer solution. The advantage of the method are threefold. The method is easy to implement (no need to construct sophisticated and specialized valid cuts); it produces good solutions; and, last but not least, it is very general and can be applied straightforwardly to other mixed integer programming problems.
