Most procedures which correct for multiple tests assume ideal p-values, for instance the Bonferroni correction or the procedures of Bonferroni-Holm, Sidak, Hochberg or BenjaminiHochberg. This article considers multiple testing under the assumption that the ideal pvalues for the hypotheses under consideration are not available and thus have to be approximated using Monte-Carlo simulation. This scenario widely occurs in practical situations. We are interested in obtaining the same rejections and non-rejections as the ones obtained if the ideal p-values for all hypotheses had been available. The contribution of this article is threefold. Firstly, it introduces a new framework for the scenario aforementioned, both in terms of a generic algorithm used to draw samples and an arbitrary multiple testing procedure to evaluate the tests. We establish conditions on both the testing procedure and on the algorithm which guarantee that the rejections and non-rejections obtained through MonteCarlo simulation only are identical to the ones obtained with the ideal p-values. Secondly, by simplifying our condition for an arbitrary step-up or step-down procedure, we extend the applicability of our framework to a general class of step-up and step-down procedures used in practice. Thirdly, we show how to use our framework to improve established methods without proven properties in such a way as to yield certain theoretical guarantees on their results. These modifications can easily be implemented in practice and lead to a certain way of reporting classifications as three sets together with an error bound on their correctness, demonstrated exemplarily using a real biological dataset.
Introduction
P-value based multiple hypotheses testing has become a widely used tool to evaluate scientific studies. This article considers multiple tests for which p-values cannot be computed exactly but can be approximated through Monte-Carlo methods, for instance bootstrap tests or permutation tests. This scenario occurs widely in practical situations (Chen et al., 2013; Nusinow et al., 2012; Rahmatallah et al., 2012) . Throughout the article, the ideal p-value of a test is the p-value obtained by integrating over the underlying theoretical bootstrap distribution of a bootstrap test or, in case of a permutation test, by exhaustively generating all permutations.
However, most procedures which correct for multiple tests assume ideal p-values, for instance the Bonferroni (1936) correction, the Sidak (1967) correction or the procedures of BonferroniHolm (Holm, 1979) , Hochberg (1988) or Benjamini and Hochberg (1995) .
In practice, a naive method is widely applied which uses estimates of all p-values as input for the multiple testing procedure, thus treating the estimates as being the ideal p-values. Recent examples for studies using this approach include Zhou et al. (2013) , Li et al. (2012) and Cohen et al. (2012) . This naive method does not provide any guarantees on how its test result relates to the one obtained if the ideal p-values of all hypotheses had been available. In fact, its classifications contain a considerable number of incorrectly rejected or incorrectly non-rejected hypotheses when applied to a real data study (Gandy and Hahn, 2013b) . The aim of this article is to investigate algorithms whose test result is proven to be correct.
Algorithms having such a guarantee are desirable in practice: the guarantee ensures the correctness of the classification and thus provides a reliable testing result, it eliminates randomness incurred by using Monte-Carlo simulation and it ensures the repeatability of all findings.
The contribution of this article is threefold. Firstly, Section 2 provides a framework for multiple hypotheses testing under the assumption that ideal p-values are not available and thus have to be approximated using Monte-Carlo methods, both in terms of a generic multiple testing procedure (Section 2.1) and a generic algorithm used to draw samples (Section 2.2). We establish conditions on both the testing procedure and on the generic algorithm which guarantee that the rejections and non-rejections obtained using Monte-Carlo simulation only are correct and, moreover, converge to the ones obtained with the ideal p-values. These are the two main results of this article, stated in Lemma 1 and Theorem 1 in Section 2.3. The framework also incorporates multiple testing at a corrected testing threshold, for instance using an estimate of the proportion of true null hypotheses.
Secondly, in Section 3, we simplify the condition on the multiple testing procedure, yielding an easy-to-check criterion for an arbitrary step-up or step-down procedure (Section 3.1). We then show that many widely used procedures can be employed in our framework (Section 3.2), thus demonstrating its wide applicability.
Thirdly, we show how to modify established algorithms giving no guarantees on their result in such a way as to provide certain proven guarantees on their test result (Section 4). As shown in Section 5 using a real dataset, these modifications can easily be implemented in practice, come at virtually no additional computational cost and lead to a certain way of reporting classifications as three sets together with an error bound on their correctness.
The article concludes with a discussion in Section 6. One specific implementation of our generic algorithm is the MMCTest algorithm of Gandy and Hahn (2013a) . MMCTest uses similar results to the ones in Section 2.3 to prove the correctness of its test result up to a pre-specified error probability. In contrast to the present article, which presents results for a generic algorithm and a generic multiple testing procedure, MMCTest focuses on one specific implementation only as well as on the two specific multiple testing procedures of Bonferroni (1936) and Benjamini and Hochberg (1995) . Gandy and Hahn (2013a) do not prove that a correct classification can also be achieved through appropiate modifications of existing methods. Moreover, hypotheses testing at a variable testing threshold is not possible with MMCTest, and Gandy and Hahn (2013a) do not provide a simple criterion to prove whether an arbitrary step-up or step-down procedure allows one to classify hypotheses without knowledge of the ideal p-values.
More sophisticated approaches than the naive method aforementioned are available, for instance the method of Besag and Clifford (1991) , the approaches by Lin (2005 ), van Wieringen et al. (2008 or the MCFDR algorithm of Sandve et al. (2011) . Though being more sophisticated, none of these recent methods gives any guarantees on how its test result relates to the one obtained if ideal p-values had been available.
A different framework, aiming at the design of multiple testing procedures which are proven to control the familywise error, was proposed in Goeman and Solari (2010) . In contrast to the work of Goeman and Solari (2010) , we assume that the multiple testing procedure is already proven to control the desired error criterion, for instance the familywise error or the false discovery rate. Our additional conditions stated in the present article then ensure that it is possible to obtain correct rejections and non-rejections even when approximating p-values through MonteCarlo methods.
Instead of using a fixed testing threshold, estimating the proportion of true null hypotheses allows one to increase the overall testing threshold while still controlling the desired error criterion, for instance the familywise error or the false discovery rate. Using the increased testing threshold potentially results in more significant hypotheses, which is desired in practice. Starting with the work of Storey (2002) , Langaas et al. (2005); Cheng (2006) ; Pounds and Cheng (2006) ; Jiang and Doerge (2008) as well as Finner and Gontscharuk (2009); Celisse and Robin (2010) ; Hwang (2011) and Friguet and Causeur (2011) investigated such estimators. Our framework allows one to test at a variable testing threshold at no additional assumptions except for the ones made on the multiple testing procedure.
All proofs are included in the Appendix. Throughout the article, let | · | denote the length of an interval or the size of a set. For any set S ⊆ {1, . . . , m}, where m ∈ N, let S c denote the complement of S with respect to {1, . . . , m}.
The framework
We would like to test m hypotheses H 01 , . . . , H 0m for statistical significance. Let p * i be the ideal p-value belonging to the hypothesis H 0i . We assume that p * = (p * 1 , . . . , p * m ) is unknown but can be approximated through Monte-Carlo methods.
We assume that the testing is carried out at a threshold α * . This threshold may depend on other parameters. In practical applications, it is often desired to test all hypotheses at the corrected threshold α * = t * /π 0 , where t * is an uncorrected threshold and π 0 = m 0 /m ∈ [0, 1] is the proportion of true null hypotheses (m 0 is the number of true null hypotheses, see for instance Benjamini and Hochberg (1995) ). The proportion π 0 is often estimated as a function of p * . As t * /π 0 ≥ t * , the increased threshold potentially yields more significant hypotheses, which is desired in practice. However, even if all the ideal p-values p * were known it would only be possible to obtain an estimate m 0 of m 0 , or equivalently, an estimate π 0 of π 0 . Consequently, the framework presented in this article will only be able to provide error control at the threshold α * = t * / π 0 .
Admissible multiple testing procedures
The hypotheses under consideration shall be tested for statistic significance using a multiple testing procedure
which takes a vector of m p-values p ∈ [0, 1] m and a threshold α ∈ [0, 1] and returns the set of indices of hypotheses to be rejected, where P denotes the power set. For simplicity of notation we sometimes drop the dependance of h(p, α) on the variable α.
As testing of the hypotheses shall be carried out without the knowledge of their ideal p-values it is necessary to put some conditions on h. For this we define the following two monotonicity properties (Tamhane and Liu, 2008) .
h is monotonic in the second argument if
A multiple testing procedure is thus monotonic if either smaller p-values or a higher testing threshold lead to more rejections.
Any multiple testing procedure h and choice of p * , α * can be used in our framework if they satisfy the following condition.
Condition 1.
1. h is monotonic in both arguments.
Let
p, q ∈ [0, 1] m . If q i ≤ p i ∀i ∈ h(p) and q i ≥ p i ∀i / ∈ h(p), then h(p) = h(q).
There exists
We will call a multiple testing procedure admissible if it satisfies Condition 1. Besides guaranteeing monotonicity, Condition 1 ensures that lowering (increasing) the pvalue of any rejected (non-rejected) hypothesis does not affect the result of h. Moreover, we require that there exists a neighborhood around p * and α * on which the multiple testing procedure is constant.
Many widely used multiple testing procedures used in practice, such as the ones of Bonferroni (1936) ; Sidak (1967) ; Holm (1979) ; Hochberg (1988) or Benjamini and Hochberg (1995) belong to a special class of procedures, called step-up and step-down procedures. In Section 3 we will simplify Condition 1 for this class of procedures and use the simplified condition to show that all procedures aforementioned are admissible. Appendix A shows that the Hommel (1988) procedure is an example of a procedure which is not admissible.
The generic algorithm
We propose to use the following generic sequential algorithm to draw samples for each hypothesis. As the ideal p-value for each hypothesis is unknown in our setting, in each iteration n, the generic algorithm shall instead compute intervals I i n for each p * i , i ∈ {1, . . . , m}, as well as an (m + 1)th interval I m+1 n for α * . A priori, the intervals I i n , i ∈ {1, . . . , m + 1}, do not have to be related to p * i or α * in any way, in particular they do not have to be confidence intervals. Nevertheless, Section 4 shows how established methods benefit from the computation of confidence intervals I i n .
In each iteration n, the generic algorithm shall process certain data D n , which contains all information stored by the algorithm, and new observations O n drawn by the algorithm.
The key of the proposed algorithm is the classification of all hypotheses based on lower (min I i n ) and upper (max I i n ) confidence limits. These two classifications are stored in A n and A n . By sequentially applying a successor function S in each iteration n, the generic algorithm shall use the data D n−1 and A n−1 , A n−1 from the previous iteration as well as the newly drawn observations O n to update D n . Afterwards, the data D n is evaluated by applying functions F i , i ∈ {1, . . . , m + 1}, which return the ith interval I i n for the current iteration n. The new intervals are used to compute two new classifications which are stored in A n and A n , respectively. Starting with no data (D 0 = ∅), A 0 = ∅, A 0 = {1, . . . , m} and trivial intervals this can be summarized as the following generic algorithm.
Algorithm 1 (Generic algorithm).
Guarantees on the correctness of the classification computed by Algorithm 1 follow on the event F which will be used throughout: let F = F 1 ∩ F 2 , where
On the event F 1 , the ideal p-value p * i is contained in the interval I i n , i ∈ {1, . . . , m}, in each iteration n ∈ N. Moreover, the ideal testing threshold α * is contained in the interval I m+1 n . On the event F 2 , the length of all intervals in A n \ A n ∪ {m + 1} goes to zero.
Convergence results
In this section we highlight the advantages of this framework by stating our main results. The following lemma shows that on the event F 1 , and in connection with a multiple testing procedure satisfying Condition 1, Algorithm 1 allows to correctly identify rejected and non-rejected hypotheses based on intervals only. Lemma 1. Let h be a monotonic multiple testing procedure.
1.
A n ր and A n ց as n → ∞.
A
The first part of Lemma 1 is not dependant on the event F . It follows purely from the construction of Algorithm 1 for any multiple testing procedure satisfying Condition 1. The second part of Lemma 1 requires the event F 1 only. It shows that on the event F 1 , all the hypotheses in the set A n (A c n ) can already be classified as being rejected (non-rejected). If F 2 is also satisfied, that is, if the length of the intervals of all the hypotheses not yet classified goes to zero, the following theorem shows that the classification by Algorithm 1 converges to the one based on the ideal p-values.
Theorem 1. Let h be a multiple testing procedure satisfying Condition 1. On the event F , both sequences
3 Admissibility of step-up and step-down procedures
Although the multiple testing procedure h does not have to be of a special form, many procedures used in practice such as the ones of Bonferroni (1936) ; Sidak (1967) ; Holm (1979) ; Hochberg (1988) or Benjamini and Hochberg (1995) belong to a certain class of procedures, called step-up and step-down procedures. For this class Condition 1 can be simplified. The simplified condition will then be used to verify that widely used procedures are admissible.
A simplified admissibility condition
Suppose we are given an arbitrary step-up procedure h u or step-down procedure h d (Romano and Shaikh, 2006; Lehmann et al., 2005) ,
returning the set of rejected indices. In the above, p = (p 1 , . . . , p m ) is a vector of m p-values with their order statistic denoted by
. As before, we sometimes drop the dependance of h u or h d on the variable α for simplicity of notation. Such a step-up or step-down procedure is purely determined by its threshold function τ α : {1, . . . , m} → [0, 1]. For each rank i in the order statistic, the threshold function returns the critical value τ α (i) each p (i) is compared to. The function τ α depends on a testing threshold α ∈ [0, 1]. We assume that τ α satisfies the following condition. 
Examples of admissible step-up and step-down procedures
This section shows that a variety of commonly used step-up and step-down procedures satisfies Condition 1 and can thus be used in our framework.
Let H (i) be the hypothesis corresponding to the ordered p-value
The following procedures, determined by τ α (i), i ∈ {1, . . . , m}, test these m hypotheses while controlling the Familywise Error Rate (FWER) or the False Discovery Rate (FDR) at a threshold α. We regard τ α (i) as having a continuous parameter i and check Condition 2 on the threshold function only in non-trivial cases.
1. The Bonferroni (1936) correction rejects all {H i : p i ≤ α/m}. It can be obtained from either h u or h d using the constant threshold function τ α (i) = α/m, thus satisfying Condition 2.
2. The Sidak (1967) correction determines the minimal index k such that
. If no such k exists, all hypotheses are rejected. It can be obtained from h d using the threshold function τ α (i) = 1 − (1 − α) 1/(m+1−i) . Verifying derivatives shows that Condition 2 is satisfied.
3. The Bonferroni-Holm procedure (Holm, 1979) determines the minimal index k such that p (k) > α/(m + 1 − k) and rejects the hypotheses H (1) , . . . , H (k−1) . If no such k exists, all hypotheses are rejected. It can be obtained from h d using the threshold function τ α (i) = α/(m + 1 − i), thus satisfying Condition 2.
4. The Simes (1986) procedure rejects ∩ i∈{1,...,m} H i if there exists a k ∈ {1, . . . , m} such that p (k) ≤ kα/m. It can be used in our framework with the help of the following modification. Let h u be a step-up procedure with threshold function τ α (i) = iα/m, thus satisfying Condition 2. Once the testing result of h u (p, α) is correctly determined, the Simes (1986) procedure rejects ∩ i∈{1,...,m} H i if and only if |h u (p, α)| > 0.
5. The Shaffer (1986) procedure modifies the Bonferroni-Holm procedure in order to obtain an increase in power. For the tests under consideration, let 0 ≤ a 1 < a 2 < · · · < a r ≤ n be all possible numbers of true null hypotheses. Assuming that H (1) , . . . , H (i−1) are false, let t i = max{a j : a j ≤ n − i + 1} be the maximum possible number of true null hypotheses. The Shaffer (1986) procedure determines the minimal index k such that p (k) > α/t k and then rejects H (1) , . . . , H (k−1) . It can be obtained using h d and the threshold function τ α (i) = α/t i . As a i ր and thus t i ց, τ α (i) is non-decreasing in i for a fixed α. It is obvious that τ α (i) is non-decreasing in α for a fixed i.
6. The Hochberg (1988) procedure determines the maximal index k such that p (k) ≤ α/(m + 1 − k) and rejects H (1) , . . . , H (k) . If no such k exists, none of the hypotheses is rejected. It can be obtained using h u and the same threshold function τ α (i) = α/(m + 1 − i) already used for the Bonferroni-Holm procedure.
7. The Rom (1990) procedure increases the power of the Hochberg (1988) procedure by replacing its critical points τ α (i) = α/(m + 1 − i) by "sharper" values τ α (i) = c i . The c i are computed recursively as given in Rom (1990) and satisfy c i ր for a fixed α. Moreover, the c i are non-decreasing in α. Condition 2 is thus satisfied.
8. The Benjamini and Hochberg (1995) procedure determines the maximal index k such that p (k) ≤ kα/m and rejects H (1) , . . . , H (k) . If no such k exists, none of the hypotheses is rejected. It can be obtained from h u using the threshold function τ α (i) = iα/m, thus satisfying Condition 2.
9. The Benjamini and Yekutieli (2001) procedure controls the FDR under arbitrary dependance. It uses h u and the same threshold function as the Benjamini and Hochberg (1995) procedure, but at the corrected constant threshold α/
It is straightforward to check that all the threshold functions listed above are also continuous in α. For a given fixed α * , by Lemma 2, all the procedures listed above thus satisfy the three properties stated in Condition 1 for all but a null set of p-values p * .
Improving existing algorithms
In this section, we exemplarily show how the framework provided by Algorithm 1 can be used to modify established methods without guarantees on their result in such a way as to compute correct classifications.
Denote the total number of samples drawn for each of the m hypotheses up to iteration n by s i n , and the total number of exceedances observed among these s i n samples by E i n , where i ∈ {1, . . . , m}. These will be treated as the data
where D 0 = (0, . . . , 0).
Each algorithm under consideration in this section assumes that it is possible to draw new samples for the test statistic T i under the null hypothesis. A random variable X i n ∈ {0, 1} shall indicate whether the nth sample drawn for hypothesis H 0i exceeds the observed value t i for H 0i (X i n = 1 in case of an exceedance).
Obtaining guaranteed results with a naive method
A naive sampling method which draws a constant overall number of samples s for each hypothesis H 0i , then computes a point estimate for each p-value and classifies all hypotheses based on pvalue estimates is widely used in practice to evaluate real data studies (Nusinow et al., 2012; Gusenleitner et al., 2012; Rahmatallah et al., 2012) . During each of the s iterations, the naive method shall draw one new sample for each hypothesis, thus O n = (X 1 n , . . . , X m n ). Additionally, we suppose that testing is carried out at the corrected testing threshold α * = t * /π 0 (p * ), whereπ 0 (p) = min 1, We improve the naive method by using Lemma 1. Let ǫ be the error probability on any false classification chosen by the user. Instead of computing point estimates, in iteration s, we propose to modify the method in such a way as to compute a Clopper and Pearson (1934) confidence interval CP (based on E i n exceedances observed among s i n samples) at level ǫ/(m + 1) for the p-value p * i of each hypothesis, i ∈ {1, . . . , m}, as well as an interval I m+1 s for the unknown testing threshold α * . This ensures that
and hence P(α * ∈ I m+1 s , p * i ∈ I i s ∀i) ≥ 1 − ǫ. The modified naive method is obtained by defining D n = S(D n−1 , O n ) and I i n = F i (D n ) for all n ∈ N and i ∈ {1, . . . , m}, where In the above, I m+1 n (ǫ/(m + 1)) is an interval at level ǫ/(m + 1) for the corrected testing threshold α * , derived below using Hoeffding's inequality (Hoeffding, 1963) . Essentially, the naive method draws a constant total number s of samples per hypothesis after which both the data D n and the intervals I i n , i ∈ {1, . . . , m + 1}, remain unchanged. Although being updated in every iteration, solely the classification based on the intervals of the last iteration I i s , i ∈ {1, . . . , m + 1}, will be reported as final classification result of the algorithm.
Remark 2. By the second part of Lemma 1, the modified naive method has the property that all the hypotheses rejected (non-rejected) in the last iteration s based on upper (lower) confidence levels A s (A s ) are indeed correctly rejected (non-rejected) with probability at least 1 − ǫ.
The confidence interval I m+1 n can be constructed as follows. Each p-value is approximated by the number of exceedances observed over the number n of samples drawn, i.e.p i = 1 n n j=1 X ij , where X ij ∼ Binomial(p * i ), j ∈ {1, . . . , n}. By Hoeffding's inequality,
Setting the last expression equal to ǫ/(m + 1) and solving for t leads to a two-sided confidence interval forπ 0 (p * ), given by I m+1
, where t = −2/(m 3 n) log((ǫ/(m + 1))/2).
In the same fashion, virtually any algorithm can be modified in such a way as to compute joint confidence intervals instead of point estimates. This applies to methods working with bootstrap point estimates of the ideal p-values (Besag and Clifford, 1991; van Wieringen et al., 2008; Sandve et al., 2011; Jiang and Salzman, 2012) , methods approximating p-values via other means such as fitted distributions (Knijnenburg et al., 2009 ) as well as permutation based methods (Westfall and Young, 1993; Westfall and Troendle, 2008; Meinshausen, 2006) . Classifying all hypotheses in Algorithm 1 based on lower and upper confidence levels then immediately allows to obtain correct rejections and non-rejections with pre-specified probability by Lemma 1.
Convergence to the complete classification based on ideal p-values
The algorithm of Guo and Peddada (2008) computes p-value estimates P (B) based on B bootstrap samples. Their algorithm aims at stopping the sampling for individual hypotheses as soon as a decision can be made.
Over a pre-specified number N of iterations, the algorithm draws further bootstrap samples for each hypothesis, where the sequence of samples B 0 ≤ B 1 ≤ · · · ≤ B N is pre-specified. Moreover, their algorithm computes confidence intervals [c The aim of the authors is therefore to prove that although their algorithm stops drawing samples for certain hypotheses, it still returns the same result as the one based on full bootstrap estimates with B N samples. However, as Guo and Peddada (2008) do not prove any further guarantees, and as their algorithm does not satisfy the event F 1 , no guarantee on the correctness of its classification can be made, in particular the second part of Lemma 1 and Theorem 1 do not hold.
We propose to improve the algorithm by Guo and Peddada (2008) in the following way. Let (ǫ n ) n∈N be a sequence such that ∞ n=1 ǫ n = ǫ. It is used to spread out the overall error probability ǫ over all iterations, where ǫ n is the total amount of error probability available for all confidence intervals in iteration n. Allocating a share of ǫ n /m to each of the m confidence intervals in each iteration n ensures that
and hence P(p * i ∈ I i n ∀i, n) ≥ 1 − ǫ. The testing threshold is assumed to be known, hence I m+1 n = α * for all n ∈ N. Suppose Lemma 1 is used to identify rejected and non-rejected hypotheses and further samples are drawn in each iteration for all the hypotheses with an index in the set A n−1 \ A n−1 . These modifications of the algorithm of Guo and Peddada (2008) lead to a specific implementation of Algorithm 1, the MMCTest algorithm (Gandy and Hahn, 2013a) . As shown in Gandy and Hahn (2013a) , computing a Clopper and Pearson (1934) confidence interval at level ǫ n /m for each p-value (see Section 4.1) satisfies the event F 2 .
As P(p * i ∈ I i n ∀i, n) ≥ 1 − ǫ, the probability of the event F 1 and thus of the event F occurring is at least 1 − ǫ. With the same probability, by Theorem 1, MMCTest converges to a classification which is identical to the one obtained using the ideal p-values, given that the multiple testing procedure h used satisfies Condition 1. This could be one of the multiple testing procedures listed in Section 3.2. In Gandy and Hahn (2013a) , only the Bonferroni (1936) correction and the Benjamini and Hochberg (1995) procedure are considered.
For an unknown testing threshold, we simply allocate some of the error probability to the computation of a confidence interval I m+1 n for α * in each iteration n as done in Section 4.1. If P(α * ∈ I m+1 n , p * i ∈ I i n ∀i, n) ≥ 1 − ǫ, the probability of the event F occurring is at least 1 − ǫ from which the results of Theorem 1 follow with equal probability (given that the multiple testing procedure h used satisfies Condition 1).
An example of a classification reported as three sets
In this section, we promote to report classifications of real data studies as three sets: rejected, non-rejected and undecided hypotheses, together with an error bound on their correctness. This type of reporting classifications can easily be implemented in practice and, given that the modification of an existing algorithm like the naive method is straightforward, comes at virtually no additional computational cost (see Section 4.1). The following contains an example of such a classification. Sandve et al. (2011) classify the dataset of H3K4me2-modifications of Pekowska et al. (2010) with the aim to test the hypothesis if H3K4me2-modifications appear significantly at the upstream end of the gene. The dataset of Pekowska et al. (2010) consists of gene regions and H3K4me2-modifications, characterized by their midpoint, within each region. The authors first filter the dataset for genes with at least 10 modifications per gene region. Each such region becomes one hypothesis. This leads to 3466 ensembl genes under consideration. They then test each null hypothesis using a Monte-Carlo test which permutes the H3K4me2-modifications in each region while preserving their inter-point distances. The test statistic used in their study is the average relative position of modifications per gene region, where the beginning and the end of each region are normed to 0 and 1, respectively. For a given number of permutations, the p-value of each hypothesis (region) is estimated as the proportion of permuted test statistics exceeding or equal to the unpermuted relative position of modifications. Sandve et al. (2011) evaluate the data using the Benjamini and Hochberg (1995) procedure with a corrected testing threshold at level 0.1/π 0 (p), whereπ 0 is the estimator of Pounds and Cheng (2006) introduced in Section 4.1 andp is an estimate of p * . Sandve et al. (2011) discover that H3K4me2-modifications significantly appear in the upstream end for 2747 genes.
Nevertheless, the authors are unable to provide any guarantee on the correctness of their finding. Recomputing the classification of Sandve et al. (2011) indeed shows considerable variability in their result. Such a randomness in the testing result is representative for many real data studies which evaluate data using Monte-Carlo multiple testing (Gandy and Hahn, 2013b) .
We used the improved naive method described in Section 4.1 to reclassify the data. The improved naive method was run with s = 1000 samples per hypothesis, an overall error probability of ǫ = 0.01 and Hoeffding's confidence interval for the corrected threshold α * (see Section 4.1). We obtain 2606 rejections and 600 non-rejections using Lemma 1. The remaining 260 hypotheses are still unclassified, meaning that within this limited computational effort, no statement about these genes should be made. The above results are proven to be correct with probability at least 0.99. We recommend any multiple testing result to be reported in this fashion.
Discussion
This article considered p-value based multiple hypotheses testing under the assumption that the ideal p-value for each hypothesis is not available and thus has to be approximated using Monte-Carlo methods. This scenario widely occurs in experimental studies.
Common methods assessing the statistical significance of multiple hypotheses based on Monte-Carlo simulation do not give a guarantee on the correctness of their classification.
The present article made three contributions. Firstly, we introduced a general framework for Monte-Carlo based multiple testing in the aforementioned setting, both in terms of a generic multiple testing procedure and a generic algorithm used to draw samples. On conditions on both the multiple testing procedure and the algorithm, our framework guarantees that the rejections and non-rejections returned by our algorithm are identical to the ones obtained if the ideal p-values for all hypotheses had been available. Such a guarantee is desirable: it guarantees the correctness of the classification and thus provides a reliable testing result, it eliminates randomness incurred by using Monte-Carlo simulation and it ensures repeatability of all findings. Our guarantee is still valid if testing is carried out at a corrected threshold taking into account, for instance, an estimate of the number of true null hypotheses.
Secondly, by deriving a simplified condition on an arbitrary step-up or step-down procedure, we verified that many multiple testing procedures can be used in our framework, including the widely used procedures of Bonferroni (1936) ; Holm (1979) and Benjamini and Hochberg (1995) .
Thirdly, the present article showed how to use our framework to modify established methods giving no guarantees in such a way as to yield certain theoretical guarantees on their classifications. The framework can also be used to construct new algorithms yielding classifications which are proven to be correct. A real data example demonstrated that our proposed modifications can easily be implemented in practice, come at virtually no additional computational cost and lead to a classification consisting of three sets: we recommend to report rejected, non-rejected and undecided hypotheses, together with an error bound on their correctness.
A The Hommel procedure is not admissible The Hommel (1988) procedure determines the largest index k satisfying p (m−k+j) > jα/k for all j = 1, . . . , k and then rejects all the H i with p i ≤ α/k. If no such k exists, all hypotheses are rejected.
The Hommel (1988) procedure h(p, α) is not a classical step-up or step-down procedure. Given p, determining the index k corresponds to applying m step-up procedures h j , j ∈ {1, . . . , m}, to the p-values P j = (p (m−j+1) , . . . , p (m) ) using the threshold functions τ j (i) = iα/j, i ∈ {1, . . . , j}. Once k p = max{j : h j (P j ) = ∅} is determined, rejections are calculated by applying the Bonferroni (1936) 
The Hommel (1988) procedure satisfies the first and the third part of Condition 1. However, for q i ≥ p i ∀i / ∈ h(p, α), the second part of Condition 1 is not satisfied. Consider p = [α/3 + ǫ, α/2 + ǫ, 1], where 0 < α < 1 and 0 < ǫ ≤ α/6. Then h 1 (P 1 ) = ∅, h 2 (P 2 ) = ∅, h 3 (P 3 ) = {1, 2}, so k p = 2. Therefore, h(p, α) = {1}. Increasing p 2 to p 2 = 2α/3 + ǫ yields h 1 (P 1 ) = h 2 (P 2 ) = h 3 (P 3 ) = ∅, hence k p = 3 and h(p, α) = ∅.
B Proofs
The following sections contain all proofs sorted by section.
B.1 Proofs of Section 2.3
Proof of Lemma 1. 1. By construction, Algorithm 1 computes nested intervals. Therefore, p n = (max I i n ) i∈{1,...,m} ց, α n = max I m+1 n ց and p n = (min I i n ) i∈{1,...,m} ր, α n = min I m+1 n ր.
By monotonicity of h (Condition 1),
where the first (second) subset relation follows from the monotonicity of h in the first (second) argument. 2. On the event F , p * i ∈ I i n and α * ∈ I m+1 n for all i, n, thus p n ≥ p * n ≥ p n and α n ≤ α * ≤ α n . By monotonicity of h (Condition 1),
Proof of Theorem 1. Let α n = max I m+1 n , α n = min I m+1 n as well as B n = A n \ A n . Suppose ∃i ∈ lim sup n→∞ B n . On the event F 2 , |I i n | → 0 as n → ∞ for i ∈ lim sup n∈N B n as well as |I m+1 n | → 0 as n → ∞. Let δ be as given in Condition 1. As B n ⊆ {1, . . . , m} is finite ∀n ∈ N, there exists n 0 ∈ N such that |I i n | 2 < δ 2 /m and |α n − α n | < δ for n ≥ n 0 and all i ∈ lim sup n→∞ B n .
We show that for all n ≥ n 0 ,
j ∀j ∈ A n , the second part of Condition 1 yields
(2) As (max I i n ) i∈{1,...,m} ≥ p (3) and as h is monotonic by Condition 1,
j ∀j / ∈ A n , the second part of Condition 1 yields h(p (2) , α n ) = h(p (3) , α n ).
(3) On the event F , |α n −α n | < δ implies |α * −α n | < δ and |I i n | 2 < δ 2 /m implies p (3) −p * < δ. The third part of Condition 1 thus yields h(p (3) , α n ) = h(p (4) , α * ) = h(p * , α * ) ∀n ≥ n 0 .
Arguing similarly to (1), (2), (3) we can show h(
B.2 Proofs of Section 3.1
Before proving Lemma 2 we will prove three properties of step-up and step-down procedures which are slightly stronger than the requirements stated in Condition 1. For a vector p = (p 1 , . . . , p m ), we denote the rank of p i in the sorted sequence p (1) ≤ . . . ≤ p (m) by r p (i). 1. h u is monotonic.
2. If q i ≤ τ α (|h u (p)|) ∀i ∈ h u (p) and q i = p i ∀i / ∈ h u (p), then h u (p) = h u (q).
3. If q i = p i ∀i ∈ h u (p) and q i > τ α (r p (i)) ∀i / ∈ h u (p), then h u (p) = h u (q).
4. h d is monotonic.
If
q i ≤ τ α (r p (i)) ∀i ∈ h d (p) and q i = p i ∀i / ∈ h d (p), then h d (p) = h d (q).
Proof. As h u and h d are invariant to permutations, we may assume p 1 ≤ · · · ≤ p m . 1. Let p ∈ [0, 1] m and i ∈ {1, . . . , m}. It suffices to show that h u (p) ⊇ h u (q) for any q ∈ [0, 1] m given by q j = p j ∀j = i and q i > p i .
Let k := |h u (p)| be the largest rejected index. We need to show that j / ∈ h u (q) ∀j ≥ k + 1. Let α be fixed.
Case 1: r q (i) ≤ k. This implies r q (j) = j ∀j ≥ k + 1 and hence q j = p j > τ α (j) = τ α (r q (j)). Therefore, j / ∈ h u (q) ∀j ≥ k + 1. Case 2: r q (i) ≥ k + 1. Let j ≥ k + 1, j = i. Then the rank of the jth p-value can only drop by one when p i is replaced by q i , i.e. r q (j) ∈ {j − 1, j}. Thus q j = p j > τ α (j) ≥ τ α (r q (j)) by Condition 2 (using that τ α (i) is non-decreasing in i). Furthermore, as r q (i) ≥ k + 1, q i takes the position of the former p rq(i) in the ordered sequence of values from q, i.e. q i ≥ p rq(i) . Hence, r q (i) / ∈ h u (p) because of r q (i) ≥ k + 1 and thus q i ≥ p rq(i) > τ α (r q (i)). Therefore, {k + 1, . . . , m} ∪ {i} / ∈ h u (q). This proves the monotonicity in the first argument of h u . The monotonicity in α is immediate as each i ∈ h u (p, α) satisfies p i ≤ max{p (j) : p (j) ≤ τ α (j) ≤ τ α ′ (j)} for α ≤ α ′ on Condition 2 (using that τ α is non-decreasing in α), hence i ∈ h u (p, α ′ ). This proves 1.
2. All i / ∈ h u (p) satisfy p i > τ α (r p (i)) > τ α (|h u (p)|) whereas by assumption, q i ≤ τ α (|h u (p)|) ∀i ∈ h u (p). Hence, using q i = p i ∀i / ∈ h u (p), it follows that r q (i) = r p (i) ∀i / ∈ h u (p). Thus, q i = p i > τ α (r p (i)) = τ α (r q (i)) for all i / ∈ h u (p). Hence h u (p) c ⊆ h u (q) c . Conversely, defineq := max{q i : i ∈ h u (p)}. Asq ≤ τ α (|h u (p)|) < q i for all i / ∈ h u (p) and as there are precisely |h u (p)| values q i ≤q, wlog, the rank ofq in q is precisely |h u (p)|. As q i ≤q ≤ τ α (|h u (p)|) ∀i ∈ h u (p), all {q i } i∈hu(p) are rejected and h u (p) ⊆ h u (q). This proves 2.
3. As q i = p i for all i ∈ h u (p), have h u (p) ⊆ h u (q). Let i / ∈ h u (p). If r q (i) ≤ r p (i), then q i > τ α (r p (i)) ≥ τ α (r q (i)) by Condition 2. If r q (i) > r p (i), q i replaces a q j > τ α (r p (j)) at rank r p (j) in the sorted sequence of q, hence r q (i) = r p (j) and q i ≥ q j > τ α (r p (j)) = τ α (r q (i)). Thus q i > τ α (r q (i)) ∀i / ∈ h u (p), which implies h u (p) c ⊆ h u (q) c . This proves 3.
In a similar fashion, 4., 5. and 6. can be proven for step-down procedures h d .
3. As τ α (i) is continuous in α ∀i ∈ {1, . . . , m} by Condition 2, for each ǫ i > 0 there exists a δ i > 0 such that |α * − α| < δ i implies |τ α * (i) − τ α (i)| < ǫ i . Applying continuity to ǫ i = δ yields a δ i for each i ∈ {1, . . . , m}, where δ > 0 is given by Lemma 4. The third part of Condition 1 then follows for all p ∈ [0, 1] m and α ∈ [0, 1] satisfying p − p * ∨ |α − α * | < min{δ, δ 1 , . . . , δ m }.
