Abstract. Convolutional Nerual Networks (CNN) have emerged as powerful tools for learning discriminative image features. In this paper, we propose a framework of 3-D fully CNN models for Glioblastoma segmentation from multi-modality MRI data. By generalizing CNN models to true 3-D convolutions in learning 3-D tumor MRI data, the proposed approach utilizes a unique network architecture to decouple image pixels. Specifically, we design a convolutional layer with pre-defined Differenceof-Gaussian (DoG) filters to perform true 3-D convolution incorporating local neighborhood information at each pixel. We then use three trained convolutional layers that act to decouple voxels from the initial 3-D convolution. The proposed framework allows identification of high-level tumor structures on MRI. We evaluate segmentation performance on the BRATS segmentation dataset with 274 tumor samples. Extensive experimental results demonstrate encouraging performance of the proposed approach comparing to the state-of-the-art methods. Our data-driven approach achieves a median Dice score accuracy of 89% in whole tumor glioblastoma segmentation, revealing a generalized low-bias possibility to learn from medium-size MRI datasets.
Introduction
Glioblastoma (GBM) is a highly malignant brain tumor with a dismal prognosis [1] . Most patients experience disease progression within 7-10 months, and targeted therapies have not increased survival [2, 3] . Accurate brain tumor segmentation is a significant yet challenging task for follow-up computer-aided diagnosis. Semi-automatic segmentation remains a bottleneck in mining medical imaging data with a lack of definitive guidance of human experts involvement. Automated methods such as graph cuts method tend to lead high-bias models that have not significantly improved accuracy [8] .
While data-driven models like Convolutional Neural Networks (CNNs) are
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increasingly prevalent [11, 12, 15, 17] , high variance limits their use for medical image analysis as many medical data sets have at most hundreds of patient samples. Strategies like data augmentation and transfer learning may gain success in creating more generalizable low-bias models [9, 10] , but they do not consider the development of network structures incorporating specific domain knowledge in tumor MRI. In this paper, we identify two key weaknesses in previous approaches by applying CNN models to medium sized imaging data sets. Canonically, CNNs utilize layers of 2-D convolutions as filters for feature learning, feeding the outputs of these convolutional layers into a fully connected neural network. We propose a 3-D CNN model for brain tumor segmentation by generalizing the conventional 2-D architecture to fully take advantage of 3-D multi-modality MRI data. In addition, we propose several important advances leading to accurate segmentation performance. First, most prior methods for volumetric image data use either 2-D convolutions or limited 3-D convolutions on the xy, xz, and yz planes. By contrast, we propose a true generalization to 3-D CNNs, made it computationally feasible by the transformation into Fourier space. Such innovation renders our system more robust with minimal loss of spatial information during convolution.
Second, the use of CNN models with medium data sets likely lead to high variance due to the lack of training data for learn network weights. Related algorithms have been proposed to use pre-trained filters from ImageNet [11] , but these 2-D filters maximize object classification from real-world images rather than volumetric medical images [11, 12, 13] . Since texture filters have been proven as effective tools for image data analysis, in this study, we perform 3-D convolutions using pre-defined difference of Gaussian (DoG) filters, which are rotationally symmetric and act as effective blob detectors [14] . Subsequent CNN layers use 1 × 1 × 1 convolutions to decouple pixels, expanding effective data size from patient number to total pixel count and significantly reducing variance. Our 3-D CNN leverages the structure of medical imaging data to train a robust and efficient algorithm for learning from 3-D images. We apply our framework for segmenting brain tumors and compare with previous approaches as well as results provided by expert annotations.
Methods

3-D Convolutional Neural Networks Architecture
Our CNN architecture utilizes 5 convolutional layers ( Figure 1 ). Starting from 240 × 240 × 155 inputs of volumetric image data in 4 MRI modalities (channels), the first layer performs 3-D convolution over all input channels with 72 predefined 33 × 33 × 33 × 4 filters. We then train 4 convolutional layers of 1 × 1 × 1 filters over the number of channels in the preceding layer (72 for the first and 100 for all subsequent layers). The final output layer of 5 channels represents scores for the predicted class probabilities of each pixel as either non-tumor or 4 tumor subregions. The remaining convolutional layers use 1 × 1 × 1 (scalar) filters over all channels to generate the subsequent layer, decoupling all pixels after the initial convolution. The last layer produces 5 channels, each corresponding to a probability for classifying each pixel into non-tumor or 4 tumor subregions.
3-D Convolution
Next, we minimized the potential bias of the CNN architecture by considering the volumetric image data as a 3-D space of pixels. For 3-D image I and filter f , the usual 2-D filters of CNNs can be generalized to 3-D convolutions (Eq. 1) as defined below,
Given n × n × n images and m × m × m filters, time complexity of 3-D convolution is O(m 3 n 3 ). Since convolution in space is equivalent to element-wise multiplication in Fourier space, this complexity can be reduced to O n 3 log n . Previously, CNNs have repeatedly been found to have a first layer with trained weights that resemble Gabor-like filters [10] . Thus, to save computational time in training the model, we pre-select the first layer's filters to function as edge detectors. More specifically, we use 3-D Difference-of-Gaussian (DoG) filters, each represented by the difference of two normalized 3-D Gaussians of scales √ 2σ and σ, as defined in Eq. 2. [14] ; in particular, their rotational symmetry enables the CNN to learn a blob profile for each pixel. By contrast, while Gabor texture filters have emerged as a common theme in deep learning on image data [12] , their lack of rotational symmetry requires learning a full feature vector for each pixel for every possible orientation, which greatly increases learning complexity.
Next, we apply the 8 DoG filters to the original input as well as the magnitude of the gradient of those images. Thus, we create 18 "feature" images: the original pixel intensities and their 8 filter products as well as the magnitude of the gradient values and their 8 filter products. After applying such computation on 4 MRI modalities, such design leads to a 72-dimensional feature space for each pixel. Overall, this non-trained convolutional layer results in a 3-D convolution of the 240 × 240 × 155 × 4 input data using 72 pre-defined 240 × 240 × 155 × 4 filters.
Subsequent Convolution Layers as Pixel-wise Neural Network
Each subsequent convolution layer consists of 1 × 1 × 1 kernels over all input channels. This choice enabling training on a CPU cluster is motivated by two benefits: (1) drastic decrease in the number of weights to be trained and (2) decoupling of pixels, allowing for a fully connected neural net implementation of the last five convolution layers. This decoupling is possible because the convolution layers and the softmax loss function operate independently for each pixel.
Thus, given a 72-dimensional feature vector produced for each pixel by the first convolutional layer, we classify each pixel using a fully connected neural network. Our network architecture consists of 3 hidden layers of 100 neurons each, with a rectified linear unit (ReLU) as the activation function and the softmax function as the loss function. The output layer of five neurons predicts the following classes: 0 = non-tumor, 1 = necrosis, 2 = edema, 3 = non-enhancing, and 4 = enhancing. The final classification step follows a voting algorithm as described previously for pooling expert segmentations from BRATS dataset [16] .
Experiments
Brain Tumor MRI Data
We used the Brain Tumor Image Segmentation Challenge (BRATS) [16] to evaluate performance of the proposed approach. The 2015 BRATS data set consists of 274 samples: 220 patients with high-grade GBM (HGG) and 54 with lowgrade GBM (LGG). Each patient has 4 modalities (T1 post-contrast, T1 precontrast, T2-weighted, and FLAIR) and an expert segmentation that we treat as ground truth. The expert segmentation, which provides pixel-wise labeling into five segmentations based on the consensus of eleven radiologists: 0 = non-tumor, 1 = necrosis, 2 = edema, 3 = non-enhancing, and 4 = enhancing. We additionally included BRATS 2013 dataset to compare with prior studies. All images were pre-processed by stripping the skull, co-registering images, and interpolating images to 240 × 240 × 155 pixels (Figure 2) . 
Evaluation
We evaluated our algorithms by focusing on three clinically relevant segmentations: "whole" or "total" referring to the entire tumor, "core" including all structures except "edema," and "active" including only "enhancing" subregions unique to HGG [16] . For each of these three regions, accuracy is reported using the Dice coefficient by comparing the predicted segmentation with the expert reference and with previously developed algorithms. This score, given in Eq. 3, is equivalent to the harmonic mean of the precision and the recall.
Results
The performance of the 3-D CNN for "total," "core," and "active" tumor regions on the 2015 data set is shown (Figure 3) , with a median accuracy of over 90% on total tumor detection (compared to inter-radiologist reproducibility of 85%). Slice-level comparison of our algorithm's labels with the expert segmentation is shown for representative samples of varying Dice scores (Figure 4) . Table 1 compares the performance of our algorithm to expert segmentations and competing methods for brain tumor segmentation. Overall, our algorithm shows quite competitive results comparing to prior approaches. First, comparing to raters, our results are comparable with annotations by individual radiologists and even close to results of expert segmentation generated by a voting algorithm [16] . Additionally, we evaluated the performance of our method on the 2013 BRATS data set, comparing it to the best combination of programs from the 2013 BRATS challenge [16] . While each individual program from the 2013 challenge has lower performance than the combination, our algorithm, trained only on the 2013 data, has equal or better results than the combination in all three categories. Finally, we compare our method with other methods on the 2015 data [18] . Our algorithm achieves Dice scores for whole, core, and active tumor detection of 87%, 76%, and 80%, with the highest performance in two of the three clinically used regions. Our similar outcomes on both 2015 data and 2013 BRATS data reaffirmed the superior performance of the proposed 3-D CNN model with a notable improvement in classification accuracy of active tumor regions. 
