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Commentary 1979
Introduction
Many different approaches are being used to map the structural
and functional state of chromosomes, and their relationship to gene
regulation. The first is being used by a large number of studies that
aim to map chromatin features along the linear genome (e.g.
Barrera and Ren, 2006; Bernstein et al., 2007; Hon et al., 2009;
Rando and Chang, 2009). Here, we refer to these as one-
dimensional (1D) approaches. These studies involve mapping genes
and their expression, the positions of histone modifications,
DNase-I-hypersensitive sites, patterns of DNA methylation and
binding of transcription factors (Box 1). The state of the art of
these studies is perhaps best exemplified by the efforts of the
ENCODE consortium, which is in the process of generating
comprehensive 1D maps of the human genome in a panel of model
cell lines (ENCODE-consortium, 2004; ENCODE-consortium,
2007). The second, more recently emerging set of approaches
aims to analyze the spatial arrangement of chromosomes (Cremer
et al., 2001; Fraser and Bickmore, 2007; Misteli, 2007; Zhao et al.,
2009). These three-dimensional (3D) studies employ what are
known as 3C-based methods to determine the population-averaged
spatial proximity of distant genomic loci (Dekker, 2008; Dekker
et al., 2002; Simonis et al., 2007), as well as high-resolution
single-cell 3D imaging techniques to determine the sub-nuclear
localization of loci with respect to each other and to (sub-)
nuclear structures including nucleoli, nuclear bodies (such as
transcription factories) and the nuclear periphery (see Box 2).
1D and 3D studies yield distinct but complementary
descriptions of the same genome. Here, we propose that a unified
and coherent understanding of genome regulation can only
be obtained by integrating 1D and 3D data. Integrating information
obtained using these approaches is complicated because currently
we do not fully understand the structural and functional
relationships between 1D and 3D observations. 1D elements, such
as genes and regulatory elements, can appear unrelated as judged
by the fact that they are widely separated along the linear genome
or even located on different chromosomes. However, 3D analysis
can reveal that some of these regulatory elements are engaged in
long-range looping interactions with target genes, or that groups of
genes spread out throughout the genome congregate at the same
sub-nuclear structures. Major emerging questions in this area of
inquiry are: (1) What are the structural and functional relationships
between the linear positions of genes and regulatory elements, and
their spatial disposition? (2) What are the causal and mechanistic
relationships between local (1D) chromatin state and
3D chromosome conformation and nuclear organization? (3) Do
chromosome conformation, and nuclear organization affect gene
expression, or vice versa (or both)? In this Commentary,
we summarize emerging insights into how the genome is
organized on the basis of 1D and 3D studies. In addition, we
propose a path towards a more integrative analysis of chromosome
biology that combines 1D and 3D approaches with single-cell
observations that will begin to provide answers to some of these
questions.
1D genome organization
Linear compartmentalization of chromosomes
Chromosomes are linear entities and, thus, are linearly organized.
This is clearly illustrated by Giemsa staining of metaphase
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Summary
Genomes exist in vivo as complex physical structures, and their functional output (i.e. the gene expression profile of a cell) is related
to their spatial organization inside the nucleus as well as to local chromatin status. Chromatin modifications and chromosome
conformation are distinct in different tissues and cell types, which corresponds closely with the diversity in gene-expression patterns
found in different tissues of the body. The biological processes and mechanisms driving these general correlations are currently the
topic of intense study. An emerging theme is that genome compartmentalization – both along the linear length of chromosomes, and
in three dimensions by the spatial colocalization of chromatin domains and genomic loci from across the genome – is a crucial
parameter in regulating genome expression. In this Commentary, we propose that a full understanding of genome regulation requires
integrating three different types of data: first, one-dimensional data regarding the state of local chromatin – such as patterns of protein
binding along chromosomes; second, three-dimensional data that describe the population-averaged folding of chromatin inside cells
and; third, single-cell observations of three-dimensional spatial colocalization of genetic loci and trans factors that reveal information
about their dynamics and frequency of colocalization.
This article is part of a Minifocus on exploring the nucleus. For further reading, please see related articles: ‘The nuclear envelope at a glance’ by
Katherine L. Wilson and Jason M. Berk (J. Cell Sci. 123, 1973-1978) and ‘Connecting the transcription site to the nuclear pore: a multi-tether
process regulating gene expression’ by Guennaëlle Dieppois and Françoise Stutz (J. Cell Sci. 123, 1989-1999).
Key words: Nuclear organization, Long-range gene regulation, Genome structure
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chromosomes, which reveals the classic pattern of light and dark
bands – so-called R-bands and G-bands (Bernardi, 2000; Furey
and Haussler, 2003; Holmquist, 1992) (Fig. 1, top panel; Fig. 2A).
These patterns are highly characteristic of specific chromosomes,
independent of the cell type, and are a striking illustration of the
distinct genomic features that are arranged in a linear (1D) manner
along chromosomes. G-bands correspond to AT-rich and gene-
poor segments of chromosomes, whereas R-bands are more GC-
rich and gene-rich. Fly polytene chromosomes provide another
visual example of structurally distinct domains along the length of
chromosomes. DNA staining of these chromosomes produces a
pattern of bands and interbands that correspond to condensed and
more-open chromatin compartments, respectively (Zhimulev et al.,
2004). Thus, chromosomes are generally compartmentalized along
their linear length, with alternating domains that differ in gene
density and local chromatin state.
A variety of powerful high-resolution 1D approaches have been
developed and are being applied to study chromosome organization
(Fig. 1, Box 1). These methods map local chromatin features, as well
as transcription and replication along the genome sequence, and
provide detailed descriptions of the molecular features of
chromosomal compartments. First, fractionation of the genome in
open and more-compact fractions, followed by microarray analyses,
shows that gene-dense and gene-poor compartments differ with
respect to their levels of chromatin compaction (Gilbert et al., 2004).
Second, analyses of transcription profiles indicate that highly
expressed genes are clustered in specific chromosomal regions,
referred to as regions of increased gene expression (RIDGEs),
that are related to classical R-bands (Caron et al., 2001; Kosak
et al., 2007; Lercher et al., 2002; Lercher et al., 2003; Versteeg et al.,
2003). Furthermore, analyses of patterns of histone modifications
using chromatin immunoprecipitation (ChIP) combined with deep
sequencing again reveal the presence of these same compartments.
For example, ‘active’ histone marks, such as acetylation, are enriched
in gene-dense compartments (Barski et al., 2007; Martens et al.,
2005).
The domains described above tend to be large, typically several
megabases in size, but 1D compartmentalization can also be
discerned at a finer scale. Analysis of a variety of 1D datasets –
including those that measured gene expression, DNase I
hypersensitivity, timing of DNA replication and status of histone
modification – that were generated for 1% of the human genome
by the ENCODE pilot project showed the presence of chromatin
domains that range from 20 Kb to 1 Mb (Thurman et al., 2006)
(Fig. 1). Again, two types of domain were found: one contained
most of the genes and displayed chromatin features that are typically
associated with active chromatin, such as histone acetylation, open
chromatin and early replication; the other was generally inactive
or repressed.
Several observations suggest that compartmentalization of
chromosomes is functionally relevant. First, gene expression
analyses revealed that genes that are located near each other in
the genome tend to be co-expressed, even when they are
apparently functionally unrelated (Hurst et al., 2004). This
phenomenon has been observed in Saccharomyces cerevisiae
(Cohen et al., 2000), Drosophila melanogaster (de Wit et al.,
2008; Spellman and Rubin, 2002), mouse (Kosak et al., 2007)
and human (Caron et al., 2001; Lercher et al., 2002). The
mechanisms that drive co-expression are not well understood,
but it has been proposed that the generally open-chromatin state
of gene-rich chromosomal compartments could poise resident
genes for expression. This model is supported, for instance, by
experiments in which a GFP-reporter gene is inserted at random
locations in the mouse genome. Expression of the reporter was
found to be related to the general expression status of the
chromosomal domain into which it had been inserted (Gierman
et al., 2007). Second, functionally related genes are often located
next to one another in the linear genome. Well-studied examples
include the gene clusters of - and -globin, and the Hox genes.
Although clustering of these genes probably reflects the
evolutionary process by which they were formed (e.g. gene
duplication), clustering can be crucial for their coordinated
regulation during development, as it can facilitate the sharing of
common sets of nearby regulatory elements (de Laat and
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Box 1. Methods of genome analysis in 1D
Transcription profiling is used to identify transcribed sections of
a genome in a particular cell type. RNA is extracted, amplified
and used to hybridize tiling microarrays or is directly sequenced.
Replication profiling is the measurement of replication timing
along the genome. Replication timing informs on the positions of
replication origins, replication-fork progression and convergence
of replication forks. Replication timing can be determined using
synchronized cells sorted at different stages of S phase. DNA
extracted from these cells is then hybridized to microarrays or is
analyzed by deep sequencing (Hansen et al., 2010; Hiratani
et al., 2008; Jeon et al., 2005).
ChIP-chip or ChIP-sequencing are techniques that combine
chromatin immunoprecipitation (ChIP) with microarray technology
(chip) or deep sequencing (Johnson et al., 2007; Ren et al.,
2000). These methods determine genomic locations at which
specific proteins (e.g. RNA polymerase II, transcription factors)
bind, or where specific protein modifications (e.g. histone
modifications) occur. The method relies on formaldehyde
crosslinking of proteins to DNA, followed by shearing and
immunoprecipitation of specific protein-DNA complexes. DNA is
then analyzed using microarrays or deep sequencing. Data
analysis allows identification of promoters and regulatory
elements, such as enhancers, silencers, insulators and locus
control regions.
DamID is a powerful methylation-based in-vivo approach for
mapping genomic interactions for a particular transcription factor
or chromatin protein (van Steensel and Henikoff, 2000). The
protein of interest is fused to E. coli DNA adenine
methyltransferase (dam) and the fusion protein is expressed at
very low levels in the cells. The fusion protein methylates
adenines in DNA sequences surrounding native binding sites or
distal sites that interact with the primary binding site. Adenine-
methylated DNA fragments are isolated by selective PCR and
can then be identified by microarray hybridization or deep
sequencing. One advantage of this method over ChIP-based
methods is that DamID does not require the use of specific
antibodies or DNA crosslinking.
DNase I chip or DNase I sequencing are methods that detect
DNase-I-hypersensitive sites (sites that are more readily cleaved
by DNase I and that represent open chromatin) across genomes.
As DNase I hypersensitivity is a universal feature of active cis-
regulatory sequences, mapping of DNase I hypersensitivity is an
accurate way of identifying promoter regions, enhancers and
silencers, locus control regions and new elements. The method
involves treatment of intact nuclei with DNase I, followed by
detection of DNA fragment ends by ligation-mediated PCR
amplification. Amplified DNA is then hybridized to tiling
microarrays or is directly sequenced (Boyle et al., 2008; Crawford
et al., 2006; Sabo et al., 2006).
Jo
ur
n
a
l o
f C
el
l S
cie
nc
e
Grosveld, 2003; Sproul et al., 2005). For instance, the gene
domain of -globin contains a cluster of linked developmental-
and differentiation-stage-specific genes (Stamatoyannopoulos,
2005). In erythroid cells, when the genes in the -globin cluster
are active, they form a domain of open chromatin (Bulger et al.,
2003); the genes in this domain share common cis-regulatory
sequences and replicate early during S phase in erythroid cells
(Kitsberg et al., 1993). In non-erythroid cells, these genes are
repressed, lie within compacted chromatin and replicate late
during S phase (Kitsberg et al., 1993).
Therefore, it is clear that, at the level of chromosomal
subdomains or groups of genes – i.e. at the scale of hundreds of
Kb up to megabases – linear relationships along chromosomes are
correlated with gene expression.
Genes and their regulatory elements can be far apart and
out of linear order
Genes can be regulated by multiple regulatory elements. It is
generally believed that regulatory elements are located on the same
chromosome as their target gene (cis), although cases have been
described in which elements on one chromosome affect genes on
other chromosomes (trans) (Lomvardas et al., 2006; Spilianakis
et al., 2005). In many cases, regulatory elements are located near
their target genes (i.e. from a few Kb to 1 Mb away), as in the
globin and the Hox gene clusters (Spitz et al., 2003;
Stamatoyannopoulos, 2005). Thus, from a global point of view,
chromosomes appear to be composed of a linear series of genes,
each directly surrounded by its regulatory elements.
Now that regulatory elements are being mapped with increasing
accuracy and throughput (ENCODE-consortium, 2007), it is
becoming clear that the number of regulatory elements far exceeds
the number of genes, and that regulatory elements might be located
at large genomic distances from their target genes. For instance,
DNase-I-hypersensitive sites – the hallmark of a wide variety of
regulatory elements such as promoters, enhancers and insulators –
are abundant near genes but can also be found in large intergenic
regions (Boyle et al., 2008; Crawford et al., 2006; Crawford et al.,
2004; Sabo et al., 2006). Furthermore, regulatory elements are
being identified in ChIP experiments that are used to identify sites
bound by specific transcription factors. For instance, most of the
mapped sites bound by the estrogen receptor (ER) are located quite
far away (from tens up to hundreds of Kb) from promoters
(Bourdeau et al., 2004; Carroll et al., 2006; Fullwood et al., 2009;
Lin et al., 2007; Liu et al., 2008). Similar results were obtained in
studies of the transcription factor GATA1 (Cheng et al., 2009;
Fujiwara et al., 2009; Yu et al., 2009): this erythroid-specific
transcriptional regulator binds sites that, in almost 50% of cases,
are located further than 10 Kb from the nearest putative target
gene. These studies imply that long-range phenomena, in which
regulatory elements must act over large genomic distances (up to
hundreds of Kb or more) to regulate genes, must be quite prevalent
(Miele and Dekker, 2008).
1981Compartmentalization of genomes
Box 2. Methods of genome analysis in 3D
Chromosome conformation capture (3C)-based methods
3C-based methods allow determination of the probabilities that
genomic loci interact in nuclear space (Dekker et al., 2002).
Chromosome conformation is captured by formaldehyde fixation,
followed by digestion by restriction enzyme. Subsequently, ligation is
performed under very dilute conditions that favor intramolecular
ligation; thus, loci that are physically touching are converted
into ligation products. The resulting library of 3C-ligation products
represents the sum of long-range chromosomal interactions that
occur throughout the genome. The various 3C-based methods differ
mainly in the way the library of 3C-ligation products is interrogated
(Simonis et al., 2007), but all of them capture interactions across all
the cells of a population, thus providing population-averaged data.
3C involves analyzing the interactions between pairs of loci one by
one through quantitative PCR, using specific primers to detect and
quantify the corresponding ligation products in the library of 3C-
ligation products (Dekker et al., 2002). 3C is typically used to
analyze relatively small genomic regions (up to several hundred Kb)
(Gheldof et al., 2006; Miele et al., 2009; Tolhuis et al., 2002).
4C (3C-on-chip or Circular 3C) allows detection of a genome-wide
interaction profile of a single locus of interest (Simonis et al., 2006;
Zhao et al., 2006). The basic notion of 4C is that most 3C ligation
products are already circular, or can be circularized by digesting the
3C library using a frequent-cutting restriction enzyme, and then re-
circularized by ligation. Therefore, 3C ligation products that involve a
single locus of interest can be selectively amplified by inverse PCR.
The PCR library is analyzed by microarray or deep sequencing.
5C allows the parallel detection of up to millions of interactions
between two large sets of loci (Dostie and Dekker, 2007; Dostie
et al., 2006). 5C employs ligation-mediated amplification with pools
of 5C primers that are designed to anneal across 3C ligation
junctions. The resulting 5C library is analyzed by microarray or deep
sequencing. 5C can be used for interrogating interactions
throughout a genomic region (or whole chromosome) to gain
insights into its 3D folding, or for analysis of long-range interactions
between specific sets of functional elements (e.g. between a set of
promoters and a set of enhancers) (Lajoie et al., 2009).
Hi-C is a truly unbiased method for genome-wide chromatin
interaction discovery (Lieberman-Aiden et al., 2009). Hi-C data is
used to map the 3D architecture of complete genomes. Hi-C is a
3C-based method in which ligation junctions are marked with biotin.
DNA is then sheared and precipitated with streptavidin beads to
selectively isolate DNA fragments with biotin-containing ligation
junctions. The resulting Hi-C library is analyzed by deep
sequencing.
Combinations of 3C-based methods and ChIP have also been
developed (e.g. ChIP-loop, 6C, ChIA-PET, e4C). Here, chromatin is
digested and then precipitated with an antibody in order to enrich for
chromatin bound by the protein of interest. Subsequently, chromatin
is intramolecularly ligated. The resulting ligation-product library is
enriched in specific genetic elements with which the protein of
interest associates through long-range chromatin interactions
(Cai et al., 2006; Fullwood et al., 2009; Schoenfelder et al., 2010;
Tiwari et al., 2008a).
Single-cell cytological techniques
Immunofluorescence with fluorescent antibodies is used to
analyze the locations of specific proteins inside nuclei. This method
is widely used for the detection of nuclear speckles (transcription
factors, splicing machinery etc.) and transcription factories. In
combination with RNA and DNA FISH, immunofluorescence is used
to determine the colocalization of a locus of interest with nuclear
proteins and substructures.
DNA fluorescence in situ hybridization (FISH) requires fixation,
and DNA denaturation, and is used to visualize the spatial
relationships between loci (or chromosomes) in single cells.
RNA FISH is used to reveal subnuclear localization of specific RNA
molecules, and differs from DNA FISH in that it lacks a denaturation
step. Sites of transcription can also be detected by growing cells in
the presence of BrU. Incorporation of BrU shows – in a nonspecific
manner – all sites of active transcription in living nuclei, and can be
used to reveal transcription factories.
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There are over 900 transcription factors encoded by the C.
elegans genome (Reece-Hoyes et al., 2005), and more than 1000
by the mouse and human genomes (Vaquerizas et al., 2009).
Mapping of the binding sites of these factors is only slowly
progressing, however, mainly owing to the lack of suitable
antibodies. As more data are generated through ChIP studies and
complementary gene-centered approaches such as the yeast one-
hybrid system (Deplancke et al., 2006; Walhout, 2006), it is possible
that we will learn that most transcription factors bind to sites all
along chromosomes, often far from their target genes. The fact that
regulatory elements can act over large genomic distances makes it
conceivable that unrelated genes and elements could separate
regulatory elements from their target genes. Indeed, detailed studies
of the transcriptional regulation of individual loci have revealed
that the linear order of genes and regulatory elements is not
necessarily directly related to functional relationships. That is, an
element that regulates a given gene might be located within another
unrelated gene or might regulate a gene located several hundreds
of Kb away, but not a gene located nearby (e.g. Lettice et al., 2003;
Spilianakis and Flavell, 2004) (for reviews, see Kleinjan and van
Heyningen, 2005; West and Fraser, 2005). Our knowledge of such
long-range relationships is still incomplete, and it is often difficult
to assign target genes to known enhancers on the basis of only 1D
annotations. In fact, in most cases, the relationships between
regulatory elements and their target genes can only be indirectly
inferred on the basis of correlations found between transcription
factor binding and the analysis of gene expression [e.g. as in the
case of ER-responsive genes (Carroll et al., 2006)].
Therefore, 1D analyses of chromosomes reveal that, at the
megabase scale, chromosomes are linearly compartmentalized into
1982 Journal of Cell Science 123 (12)
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DNase I HeLa Pval
Duke/NHGRI DNase I hypersensitivity
Fig. 1. 1D genome analysis. Mapping various genomic and chromatin features along chromosomes yields 1D data. The top part of the figure shows a screenshot of
the Genome browser (http://genome.ucsc.edu/), presenting genome tracks for the ENCODE region Enm005. All data were generated by the ENCODE pilot project
and are publicly available through the UCSC genome browser (ENCODE-consortium, 2007). Methods used to collect data are indicated on the left. Tracks indicate
the presence of genes (GENCODE genes); the presence of DNase-I-hypersensitive sites (P-values are from HeLa cells; data from the ENCODE group at Duke
University, led by Greg Crawford); the level of RNA (expression profiling data from HeLa cells; generated by the ENCODE group at Affymetrix, led by Tom
Gingeras); the level of acetylated H3 (H3Ac; generated by ChIP-chip by the ENCODE group at the Sanger Institute, led by Ian Dunham); and levels of RNA
polymerase II (Pol2) binding, and levels of acetylated H4 (H4Ac) and methylated H3 (H3K27me3) in HeLa cells as determined by ChIP-chip (data from the
ENCODE group at Yale University, led by Michael Snyder). The bottom part of the figure shows an analysis of chromosomal domains, by using a combination of
wavelet analysis and Hidden-Markov-Model segmentation of 1D datasets, including replication timing, DNase I hypersensitivity and histone modifications
(adapted with permission from Thurman et al., 2006); see text for details.
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Fig. 2. 3D genome analysis. The spatial organization of genomes can be studied using single-cell methods or using population-based methods, and at different
resolutions or length scales (A-D). (A)A hypothetical pair of metaphase chromosomes. 1D compartmentalization is indicated: constitutive heterochromatin
domains include the centromere (cen), pericentromeric heterochromatin (subcen het) and telomeres (tel). Chromosome arms further consist of alternating active
and repressed domains (indicated by different colors). Numbers indicate (chromosomal) regions to be analysed by 3D methods in panels B, C and D. (B)Spatial
organization of chromosomes shown in A in the interphase nucleus. Chromosomal regions that are located far apart on the same chromosome (2 and 3) or located
on different chromosomes (1 and 2, 1 and 3) can colocalize in 3D to form spatial compartments. (C)A higher-resolution (Mb scale) analysis of cis and trans
associations of chromosomal regions 1 to 3 shown in B. At this resolution, associations of groups of genes can be detected surrounding subnuclear structures such
as transcription factories (green circles) and splicing bodies [characterized by the presence of the splicing factor SC35 (red)]. For example, a trans interaction
between regions 1 and 2 can occur through colocalization to the same transcription factory (Osborne et al., 2004) or to two different transcription factories that are
both associated with one SC35 granule (Brown et al., 2008). (D)High-resolution (Kb scale) analysis of 3D folding and long-range associations that can be studied
using 3C-based methods. At this scale, specific looping interactions can be detected between genes and regulatory elements. This scheme provides an example of a
3C analysis in which the interaction probability of a single defined genomic element is mapped throughout the larger region 3 (right). Peaks in this 3C map indicate
long-range interactions that suggest a looped conformation (indicated on the left). Visual representation of the chromosomes and nucleus were inspired by Fig. 4J
of the article published by Solovei and colleagues (Solovei et al., 2009).
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functionally distinct sub-chromosomal domains. At a finer scale –
i.e. at the level of genes and regulatory elements – the correlation
between position and function is less clear, because the linear
relationship between genetic loci and their regulatory elements
cannot necessarily be used to predict gene expression.
3D genome organization
Spatial compartmentalization of the genome
Chromosomes are not simply 1D entities – their 3D organization
inside the nucleus can have important roles in genome regulation
(Dekker, 2008; Fraser and Bickmore, 2007; Miele and Dekker,
2008; Misteli, 2007). The 3D organization of chromosomes – and
the nucleus in general – has traditionally been studied by
microscopic methods. More recently, molecular methods based on
the chromosome conformation capture technique (3C) (Dekker et
al., 2002) have become widely applied for analysis of long-range
chromatin interactions between genomic loci. Now that these
methods allow genome-wide mapping of long-range interactions
(e.g. the Hi-C method, which analyses spatially adjacent DNA
across the entire genome), complete 3D views of the genome can
be obtained (Lieberman-Aiden et al., 2009). These new high-
throughput and high-resolution methods have already led to new
insights, including the notion that long-range associations between
genomic loci are a commonly employed control mechanism of
gene expression, and that they have crucial roles in determining
nuclear organization in general. Box 2 summarizes these methods.
At the level of the whole nucleus, chromosomes form individual
compartments, so-called chromosome territories (Fig. 2) (Cremer
and Cremer, 2001). These can be directly observed by fluorescence
in-situ hybridization (FISH) studies using whole-chromosome paint
probes. The formation of territories implies that chromosomes do
not readily mix with one another, although some level of
intermingling does occur, which provides opportunities for trans
interactions between loci (Branco and Pombo, 2006; Fraser, 2006).
Furthermore, chromosomes have preferred, but not absolute,
subnuclear positions; particular chromosomes are located more
frequently at the nuclear periphery than at the center of the nucleus,
whereas others display the opposite tendency and are more often
located near the center of the nucleus (Cremer et al., 2001; Croft
et al., 1999; Lieberman-Aiden et al., 2009).
Chromosome territories are also internally compartmentalized.
Recent genome-wide chromatin-interaction maps of the human
genome generated using Hi-C technology (Box 2) showed that
chromosomes are distributed over two types of ‘spatial
compartments’: one compartment is enriched in active genes and
open chromatin (compartment A), whereas the other compartment
contains inactive and closed chromatin (compartment B)
(Lieberman-Aiden et al., 2009). Interestingly, genomic regions
found in these spatial compartments closely correlate with gene-
rich and gene-poor regions identified along the linear genome
(described above). Data obtained through Hi-C, 4C and FISH
approaches showed that active domains along a given chromosome
tend to preferentially interact with each other – i.e. they are near
each other in 3D despite being separated by large linear genomic
distances (Brown et al., 2008; Iborra et al., 1996a; Lieberman-
Aiden et al., 2009; Osborne et al., 2004; Schoenfelder et al., 2010;
Simonis et al., 2006; Solovei et al., 2009) (Fig. 2B). However,
inactive compartments also preferentially associate with one another
(Bantignies et al., 2003; Lieberman-Aiden et al., 2009; Simonis et
al., 2006). Thus, the alternating linear compartments defined by
active and inactive local chromatin states also define two types of
spatial compartment in which chromosomal domains with similar
chromatin state (i.e. active/open versus inactive/closed chromatin)
come together (Fig. 2B). Interestingly, these spatial compartments
are not restricted to single chromosomes and also contain regions
of other chromosomes, as demonstrated by Hi-C, 4C and FISH
analyses (Lieberman-Aiden et al., 2009; Osborne et al., 2004;
Schoenfelder et al., 2010; Simonis et al., 2006; Zhao et al., 2006).
Spatial clustering of groups of loci could be functionally relevant,
similar to the functional consequences that result from the clustering
of groups of genes along the linear genome sequence (see above).
In one model, spatial clustering results in high local concentration
of transcription (or silencing) machinery components, which could
increase the efficiency of transcription (or silencing) (Miele et al.,
2009; Sutherland and Bickmore, 2009).
As stated above, genes and their regulatory elements can be
located far apart, and can even be in separate chromosomal domains
(i.e. be located in separate 1D compartments). 3C-based studies
have convincingly shown that regulatory elements can act over
large genomic distances by chromatin looping (Cai et al., 2006;
Fullwood et al., 2009; Kurukuti et al., 2006; Majumder et al.,
2008; Spilianakis and Flavell, 2004; Tiwari et al., 2008b;
Tolhuis et al., 2002; Vakoc et al., 2005; Vernimmen et al., 2007;
Zhou et al., 2006). The role of long-range looping interactions in
gene regulation has been extensively covered in a number of recent
reviews (Chambeyron and Bickmore, 2004; de Laat and Grosveld,
2003; Dekker, 2008; Fraser, 2006; Göndör and Ohlsson, 2009;
Kadauke and Blobel, 2009; Miele and Dekker, 2008; Vilar and
Saiz, 2005), and will not be treated here in detail. We speculate that
the formation of the large spatial compartments that are enriched
in active chromatin segments described above brings large sets of
genes and regulatory elements located in different domains along
the linear genome in general spatial proximity (mainly in cis, but
also in trans). This would also facilitate the sometimes very long-
range interactions between specific sets of regulatory elements and
their target genes. Thus, as for large chromosomal domains, genes
and regulatory elements that are widely spaced along the linear
genome come together in 3D. In fact, the frequency of 3D
colocalization might be a more accurate predictor of functional
relationships between genes and regulatory elements than their 1D
proximity along the linear genome.
Collectively, these observations suggest that spatial separation
of active and inactive chromatin domains, as well as the clustering
of functionally related loci, are general principles at all length
scales: at the level of the nucleus, of whole chromosomes, of sub-
chromosomal domains, and at the gene and gene-regulatory-element
level. A major unanswered question revolves around the specificity
(and functional relevance) of these associations at each of these
levels. Although it seems probable that the interactions between
genes and regulatory elements are in most cases specific to ensure
appropriate spatiotemporal regulation of gene expression, the
specificity of these interactions at the scale of subchromosomal
domains and the whole nucleus is currently an unresolved issue.
Subnuclear localization of transcription and repression
machineries, and their correlation with spatial
chromosome compartments
Microscopy studies have revealed that processes such as
transcription, splicing, DNA replication and repair, and repression
of gene expression occur at subnuclear foci that are enriched in the
relevant trans-acting protein machineries (Dellaire and Bazett-
Jones, 2007; Iborra et al., 1996a; Kitamura et al., 2006). For
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instance, sites of transcription can be visualized by 5-bromo-uridine
(BrU) incorporation into nascent RNAs or by staining for active
RNA polymerases (Sutherland and Bickmore, 2009). In addition,
transcription mediated by all three nuclear RNA polymerases
appears to be carried out at discrete sites that are specific for each
type of polymerase (Iborra et al., 1996a; Pombo et al., 1999).
These sites of transcription are sometimes referred to as
‘transcription factories’, although their composition and mode of
formation are still controversial (Sutherland and Bickmore, 2009).
More specifically, one model proposes that sites of transcription
are pre-formed, and that genes migrate to these locations to be
transcribed (Mitchell and Fraser, 2008; Iborra et al., 1996b); an
alternate model states that active genes self-assemble to form
transcription foci (Cook, 2002), perhaps through entropic forces
(Cook and Marenduzzo, 2009) or by (weak) attractive
forces between locally recruited protein complexes.
A well-known example of a specialized nuclear site of transcription
is the nucleolus, a self-assembling structure of 200-500 nm in
diameter where ribosomal genes are transcribed by RNA polymerase
I. Most other genes are transcribed by RNA polymerase II. Punctate
sites of gene transcription are found throughout the nucleus, and it
is thought that, at each of these sites (transcription factories), multiple
genes are being actively transcribed (Iborra et al., 1996a; Martin and
Pombo, 2003; Osborne et al., 2004). Similarly, proteins involved in
gene silencing are also enriched in other subnuclear locations. One
example is the formation of polycomb bodies at specific sites where
polycomb-repressed loci cluster together (Bantignies et al., 2003;
Lanzuolo et al., 2007).
Therefore, the nucleus appears to be composed of a large number
of small neighborhoods that are enriched in either active or inactive
chromatin. These neighborhoods, which can be detected by
immunofluorescence, might correspond to the spatial compartments
that have been detected using 3C-based assays (Lieberman-Aiden
et al., 2009; Schoenfelder et al., 2010; Simonis et al., 2006). For
example, a recent study by the Fraser laboratory demonstrated that
groups of expressed genes that were found to physically associate
(as determined by e4C, a 3C-based assay) were also observed (by
FISH) to be colocalized at transcription factories (Schoenfelder et al.,
2010).
Are all active (repressed) neighborhoods equal?
The notion that the nucleus is composed of a large number of active
or inactive neighborhoods immediately raises the question of whether
there is any specificity in the composition of these neighborhoods.
In particular, do functionally related genes – i.e. those regulated by
a similar set of transcription factors – preferentially associate to form
specialized active neighborhoods (or transcription factories)?
Observations that both support and oppose such a model have been
reported. For instance, in support of this model, direct evidence of
specialization of transcription factories comes from studies
of subnuclear localization when different plasmids were transfected
into COS7 cells (Xu and Cook, 2008): plasmids carrying the same
promoter were more likely to cluster together than plasmids
containing different promoters. Notably, selective association between
the plasmids was also found to depend on the presence of an intron
in the genes on both plasmids. This finding suggests that association
with transcription factories is also linked to mRNA splicing.
There is also evidence that functionally related endogenous genes
associate. For instance, Schoenfelder and co-workers found that the
active -globin locus associated with a large number of active genes
in erythroid cells (Schoenfelder et al., 2010). In particular,
genes regulated by the erythroid-specific transcription factor Krüppel-
like factor 1 (KLF1) were found to associate with the -globin locus,
and these associations occurred at transcription factories enriched in
KLF1. These findings suggest the presence of specialized
transcription sites inside the nucleus where co-regulated and
functionally related genes are clustered together. Another example is
the close spatial association of the interferon  (Ifng) gene on
chromosome 10 with regulatory elements that control the expression
of the interleukin (IL) gene cluster containing Il4, Il5 and Il13 on
chromosome 11. It has been proposed that this association between
Ifng and the regulatory elements of the IL gene cluster is important
for coordinating mutually exclusive expression of these genes
(Spilianakis et al., 2005). Further indications that co-regulated loci
cluster together come from studies showing that many transcription
factors are localized to subnuclear foci. For instance, steroid hormone
receptors form ‘speckles’ upon binding their activating ligands; it is
probable that the genes targeted by these nuclear receptors are also
localized at these sites. Consistently, Fullwood and co-workers
reported that multiple ER-bound sites often interact with each other
to from looped clusters that are involved in regulation of ER target
genes (Fullwood et al., 2009).
Conversely, other studies suggest a lack of association of specific
genes at specialized transcription factories. For example, the de Laat
laboratory used 4C to analyze associations between the mouse
-globin locus and the rest of the genome, and showed that the
active locus associates with other active genes throughout
the genome, whereas the inactive locus is more frequently
associated with other inactive genes (Simonis et al., 2006).
However, the authors did not find that the active locus preferentially
associates with other functionally related erythroid-specific genes,
suggesting that there is no, or only very limited, specificity or
preference in these associations.
It is important to clarify that any preference of co-regulated and
functionally related genes to associate in 3D space is probably not
absolute. Both of the studies on the -globin locus described above
found that most of the genes that associate with active -globin
genes are not erythroid-specific genes or genes that are thought to
share specific regulatory factors. Thus, our view is that the issue
of whether there are specific associations among co-regulated and
functionally related genes is not settled. Notably, in several cases,
foci formed by transcription factors do not overlap with sites of
target-gene transcription. For instance, foci containing the
transcription factors OCT1 and E2F1, and the (steroid)
glucocorticoid receptor, were not found to overlap with sites of
BrU incorporation (Grande et al., 1997).
Population-averaged data versus single-cell
observations
When data obtained by immunofluorescence (e.g. detection of
subnuclear transcription sites) are compared with genome-wide
interaction data (e.g. obtained by 4C and Hi-C approaches), an
apparent discrepancy emerges. Genome-wide profiles of chromatin
interactions show that a given gene interacts with a large number
of loci throughout the genome. For instance, the active mouse
-globin locus interacts with a large number of other active genes
(Schoenfelder et al., 2010; Simonis et al., 2006). However,
immunofluorescence analysis of transcription sites suggests that
only very few (eight to 20) genes are transcribed at a given sub-
nuclear site or transcription factory (Jackson et al., 1998; Martin
and Pombo, 2003), thereby indicating that, in any given nucleus, a
gene can associate with or be located close to only a few other loci
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or regulatory elements. The reason why these different approaches
lead to different conclusions is because 3C-based chromatin-
interaction studies typically analyze many millions of cells and,
therefore, report on quantitative trends in a large population of
cells. By contrast, imaging studies analyze individual cells in much
smaller numbers, typically on the order of hundreds at most.
One model that unifies the data obtained by using both types of
approach is the one that suggests that, at any given moment in a
given cell, an active gene (or chromosomal locus in general) is
associated with (or is located close to) only a limited number of
other active genes (or loci), but that the precise composition of this
group is different in every cell (e.g. Lomvardas et al., 2006; Sandhu
et al., 2009). In other words, the genome-wide active and inactive
spatial compartments identified by chromatin-interaction studies
should actually be viewed as a large collection of much smaller
neighborhoods that each contain only a few chromosomal segments.
Furthermore, the precise composition of each neighborhood of
active (or inactive) chromatin varies across a population of cells.
Importantly, 3C-based assays clearly indicate that there are general
tendencies for certain loci to be more frequently located close to
each other than to others. Therefore, the spatial organization of
chromosomes is probabilistic in nature, as has been previously
proposed (de Laat and Grosveld, 2007; Misteli, 2001). Population-
based chromatin-interaction studies reveal the probability
distributions of contacts within an entire cell population, whereas
single-cell analyses provide an example of an individual set of
associations in a given cell, thereby highlighting the variability in
long-range associations between specific loci that occur from cell
to cell.
Integrating 1D and 3D approaches
When 1D, 3D or single-cell studies are performed in isolation,
each reveals only a limited view of the genome. Only when these
data are combined can we interpret each set of data correctly, and
obtain a full appreciation of the complexity of chromosome form
and function. For instance, 1D approaches such as ChIP can identify
the binding sites for a transcription factor along the genome (Fig. 3)
but the dataset will not necessarily reveal the target genes of these
putative regulatory elements. 3D approaches such as 3C or its
derivations can be used to determine whether these elements loop
to distant target genes, and to determine the colocalization of sets
of genes. Finally, single-cell analysis by using microscopic methods
can reveal a final layer of genome organization, by demonstrating
that these loci associate in only in small groups and have
compositions that vary in different cells (Fig. 3). Furthermore,
only single-cell analysis will provide insights into the dynamics
of individual spatial associations, for example, upon induction of
transcription.
Besides complementing one another, these different approaches
can also help to correctly interpret individual datasets. First, not all
sites identified in a ChIP experiment are the primary binding site
of the protein that is being studied; ChIP can also identify sites that
are only indirectly bound by the protein through a chromatin-
looping interaction (Fig. 3, asterisk). 3C-based assays can be used
to determine whether such looping interactions occur and, if so,
with which other protein-bound sites. Second, although large-scale
chromatin interaction studies [e.g. by (e)4C, 5C, Hi-C and ChiA-
PET approaches] can show the tendency of sets of loci to be
located close to each other, only microscopic studies reveal the
true frequency at which specific associations occur and the average
spatial distance between loci. Third, 3D studies can reveal close
spatial relationships between sets of loci in specific locations of the
nucleus (e.g. near the nuclear lamina, nuclear speckles etc.), which
can suggest that they are co-regulated and share common regulatory
proteins. 1D experiments, such as gene-expression profiling and
ChIP for transcription factors, can be used to identify factors that
are bound, and might determine the colocalization of these loci.
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Fig. 3. Integration of 1D and 3D genome annotations. Data collected by 1D
and 3D approaches supplement and complement one another. 1D genome
annotations – for example, transcription factor (TF)-binding sites, obtained by
ChIP-sequencing – indicate the locations of potential regulatory elements.
(Top panel) Binding profiles for two TFs (red and yellow), which show
association of TF red with regulatory elements A, B and C (red bars), and
association of TF yellow with regulatory element B only (yellow bars). Note
that these binding profiles do not identify the target genes controlled by these
elements because the target genes can be located elsewhere in the genome.
(Middle panel) 3D annotations, such as looping interactions between genes
and elements detected by 3C-based techniques, can help to assign regulatory
elements to their target genes. Here we show an example of long-range
interactions between the three regulatory elements A, B and C indicated in the
top panel. Red and yellow colors indicate which transcription factor was
detected on each element by ChIP-sequencing. (Bottom panel) Both 1D data
and 3C-based 3D data are obtained from large cell populations (millions) and
represent the sum of all interactions that occur in that population. Single-cell
3D analysis (e.g. determining colocalization of loci by microscopic
methodologies) shows the real quantitative spatial relationships between
genomic regions. The bottom panel shows four individual nuclei that each
have differential subnuclear localization of elements A, B and C, illustrating
that different combinations of long-range interactions between loci occur in
different cells. By combining the information from the three panels shown in
this figure – i.e. by integrating 1D and 3D studies – a more comprehensive
model of the functional state of the chromatin can be obtained. In this
example, one can hypothesize that TF red binds to element B (asterisk, upper
panel) only indirectly, through a looping interaction with elements A and/or C
(see middle panel). Further single-cell analysis of colocalization of these
elements and bound transcription factors (obtained by combining DNA FISH
and immunofluorescence-mediated detection of proteins) can resolve this
issue. For instance, if binding of TF red to element B – as detected by ChIP –
is an indirect effect, single-cell observations should reveal that TF red is only
found at element B when element B colocalizes with element A or C.
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Future perspectives
The spatial organization of chromosomes promises to be the topic
of intense study for years to come. Over the last several years,
powerful new technologies have pushed the field forward.
Molecular genome-wide methods, such as RNA-sequencing, ChIP-
sequencing, 4C, 5C and Hi-C now enable detailed studies of local
chromatin states and 3D folding of complete genomes.
Sophisticated imaging methods allow a peek into how the genome
is organized in single cells, in some cases in living cells in real
time. Together, these methods can be used to address many open
questions in the field. First, what are the mechanisms by which
loci that are located far apart in the genome become spatially
colocalized? To what extent is this spatial organization of the
genome deterministic versus the result of self-organization? Which
long-range associations and interactions are specific and functional?
What is the benefit of formation of neighborhoods that are enriched
in active and inactive loci? When 1D and 3D methods are integrated
and combined with real-time single-cell studies, we will be in a
better position to address these long-standing mechanistic questions.
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