We study a network con guration problem in telecommunications where one wants to set up paths in a capacitated network to accommodate given point-to-point tra c demand. The problem is formulated as an integer linear programming model where 0-1 variables represent di erent paths. An associated integral polytope is studied and di erent classes of facets are described. These results are used in a cutting plane algorithm. Computational results for some realistic problems are reported.
Introduction
A major trend in telecommunications is increased exibility in terms of network con guration and resource allocation. In particular communication paths in networks may be set up on a temporary basis and controlled by software in order to meet changing demands due to, e.g., data communications or video applications. Such paths (often called virtual paths) have the attractive feature of low processing time in the intermediate nodes. An important problem area concerns the management of these capacitated paths, and in this paper we are concerned with such a problem in a two-layered network.
The model we study is as follows: One has given a set of point-to-point tra c demands that need to be routed in a so-called pipe-network. Each edge in this network is called an express pipe. It has a xed, uniform capacity measured in the same units as the tra c demands. Each express pipe corresponds to a path in an underlying physical transmission network. When an express pipe is established, it uses resources in the transmission network, say, a ber pair in a ber cable. For each edge in the transmission network, one has therefore an upper bound on the number of pipes that can go through it. The problem is now to select some of the given express pipes such that the tra c can be routed upon them, taking into account express pipe capacity and physical link capacity. Costs are associated with the establishment of express pipes and with the routing. When we use the term \routing", we don't mean dynamic routing at call setup time. We focus rather on the setup of the express pipes which accommodate forecasted tra c and are not changed every few minutes. We also assume that the set of pipes to choose from, is given beforehand. Pipes are not generated dynamically in the course of the algorithm.
One motivation for studying the routing and path-packing model comes from routing and grouping in the PDH or SDH bandwidth hierarchy. There tra c given in 2 Mbit/sec is switched onto systems of di erent xed bandwidths. A model involving several levels of networks and an LP-based solution method is described in 9] .
Another application may be in ATM-networks. There tra c corresponds to virtual circuits, which can be packed into virtual paths (our express pipes). Our model should, however, be re ned to capture this case. Especially do virtual paths take many bandwidths (not just one as in our model) in the physical network, the virtual paths don't \eat" capacity of the physical network in the form of ber but in the form of bandwidth, and our cost function does not exactly model the gains (less call control in intermediate nodes) versus the disadvantages (splitting of bandwidth) of setting up virtual paths. 14] and 15] describe integer programming algorithms for routing (unsplittable) demands in a capacitated network such as to maximize revenue and route as many demands as possible. This is the bandwidth packing problem. Our model is distinguished from theirs in that it involves the intermediate pipe layer, and the demand routing is modeled with ow variables instead of path variables.
This paper is organized as follows. In Section 2 the integer linear programming model for the mentioned problem is presented. The body of this work is a polyhedral study which is found in Section 3. Various classes of facet de ning inequalities are introduced. These inequalities are used to nd stronger relaxations of the integer program, and in Section 4 we describe a cutting plane algorithm using such relaxations. Separation heuristics and primal heuristics are also discussed and computational results for some realistic problems are reported.
We use fairly standard notation from graph theory and polyhedral theory, see 4] and 18], respectively. However, a few notions need to be explained. 
Mathematical model
In this section we give a mathematical formulation of the problem, describe it as an integer linear programming model and introduce an associated polytope corresponding to the feasible solutions. Some basic properties of these polytopes are discussed.
The physical network of interest is modeled as an undirected graph N = (V; L) with node set V corresponding to switching nodes and edge set l 2 L corresponding to transmission lines ( ber cables). We call N the physical graph and its edges physical edges (links). The tra c demands are mod- (Typically, there are several isolated nodes in the demand graph). The nal ingredience of our model is the pipe graph G = (V; E) where each pipe (edge) e = u; v] 2 E corresponds to a uv-path in the physical graph N. A pipe may then represent a transmission path in the telecommunication network (possibly set up up for a limited time period) on which di erent tra c may be routed. Note that G may contain many parallel edges. One may view the whole network architecture as two-level hierarchical. Sometimes more than two levels are of interest, but we do not treat this here.
The model also incorporates capacities in the following way. Each demand should be routed in the pipe graph, i.e., each demand k = u; v] uses some uv-path e 1 ; : : : ; e t of pipe edges in G. We assume that the capacity of each pipe e 2 E is B > 0 meaning that the total demand that may be routed on each pipe may not exceed B. Furthermore, the number of selected pipes (in a feasible solution) containing a physical link l 2 L must not exceed the capacity c l (we assume throughout that c l 1). This may, e.g., correspond to the situation where each pipe is allocated to an individual ber on the ber cable l 2 L. Thus we have capacity constraints in both levels of the network architecture, both for \embedding" demands (connections) in the pipe graph, and for embedding pipes in the physical network.
The problem of interest is to select pipes that are to be used and to determine on which path of the selected pipe set each of the demands should be routed. The cost function is the sum of the costs e for selecting a pipe e and the costs ! k e for routing a demand k through pipe e. This problem of nding a minimum cost pipe selection and routing is called the pipe selection and routing problem PIPE.
We We introduce a family of integer polytopes associated with the model in minff(x; y) j (x; y) 2 P S g; (3) where f(x; y) is the linear objective function in (1) . In order to solve (1), or produce good lower bounds, one needs to nd a \su ciently" good approximation to a linear system of inequalities with solution set P S . The polytope P S has a complicated polyhedral structure, and an analysis of some of its properties is made in the next section.
Polyhedral properties
The goal of this section is to establish a number of properties of the polytope P S . We study the dimension of P S and additional classes of inequalities that de ne facets of this polytope.
The problem of deciding whether P S is nonempty (i.e., nding a feasible solution in (1)) is NP-complete. This follows from the fact that the special case of deciding the existence of edge-disjoint paths between speci ed terminals is NP-complete, see 8]. However, a criterion for fulldimensionality may be stated as follows. Proof. Assume that S(e) has a feasible solution for each e 2 E. Also assume that P S is contained in the hyperplane de ned by the linear equation for all k 2 K and e 2 E. Thus a = 0 and b = 0, which contradicts that the inequality in (5) de nes a hyperplane. Therefore P S is fulldimensional as claimed.
We remark that in the case when L = E, a necessary condition for P S to be fulldimensional is that S(e) = (N; G n feg; D; B; d; c 0 ) is feasible for all e 2 E.
All the inequalities in (1) de ne facets of P S whenever the pipe graph is \dense" enough. We do not go into these details, but concentrate in the following on nding strengthened formulations. Several classes of new facet de ning inequalities are introduced.
Knapsack inequalities
Each inequality in (1) (ii) may be viewed as a knapsack inequality. In fact, using the linear transformation T e (y) = z where z e = 1 ? y e for each e 2 E we get the knapsack inequality 
Each valid inequality for the knapsack polytope de ned by (6) is also valid for P S when setting z e = 1 ? y e .
For a study of di erent properties of knapsack polytopes, see 13] and the references cited there. Based on the knapsack inequality we obtain the following class of cover inequalities that are valid for P S for each pipe edge e 2 E:
y e for all k 1 2 K 1 . (7) A combinatorial interpretation of such an inequality is that if more than one demand is routed on e, then all these demands are K 1 -demands. In certain special situations a complete linear description of knapsack polytopes has been found, see 19] . It follows from the results of 19] that a complete linear description of the knapsack polytope de ned by (6) is given by the inequalities (6), (7) and simple bounds.
Note that if jK 1 j B, then the knapsack inequality (1) (ii) is dominated by the sum of cover inequalities. Under certain known conditions the cover inequalities de ne facets of the knapsack polytope (see 13] for a general discussion). With suitable additional assumptions on the PIPE instance S, the cover inequalities also de ne facets of P S . (8) which we call the strengthened cut inequality. These inequalities are also nonredundant under reasonable conditions. To avoid technicalities, we will show this for highly-connected graphs G and N.
Strengthened cut inequalities
Lemma 9 The strengthened cut inequality (8) de nes a facet of P S if the following conditions are satis ed. 
such that each root of (8) satis es (10) with equality. We will show that the coe cients of this inequality are as in the strengthened cut inequality. Because of condition (i) one can also nd su ciently many routings of small demands to prove a k e = 0 for e 2 G (W). Now compare a root solution using F G (W) with a root solution using F ?feg+ffg for arbitrary edges e 2 F and f 2 G (W) n F . The routings in F ? feg are supposed to be the same in both solutions, and e is supposed to carry only demands of
Note that, because of condition (i), K 0 is not empty! The comparison of the two solutions proves that a e = a f . This is true for all e; f 2 G (W). Now compare a root solution using F G (W) with the root solution in which an arbitrary edge e 2 G (W) n F is added to F , then y e and some x k e for k 2 K 2 is set to 1, and all other variables stay the same. This proves that a k e = ?a e . Since e, k, and F were arbitrary, (10) has the same coe cients as the strengthened cut inequality 8, hence it de nes a facet.
Note that condition (i) is also necessary for (8) to de ne a facet.
Remark. The strengthened cut inequalities may be generalized in the spirit of the \ ow-cutset inequalities" introduced in 3]. Let F be a subset of G (W). In the validity proof above add the inequalities 
Hypomatchable inequalities
We introduce and study a large class of inequalities called hypomatchable inequalities.
Consider an instance S of PIPE with B 2. Choose an odd number of nodes V 0 = fv 1 ; v 2 ; : : : ; v n g V , and demands k 1 , k 2 , . . . , k n in K 1 (not necessarily distinct) such that demand k i is incident to v i . Lastly, choose a set F E V 0 ] with the property that if k i = k j then v i ; v j ] is not in F . Denote by K 0 the set of chosen demands with only one endpoint in V 0 , and denote by K 00 the set of chosen demands with two endpoints in V 0 . Let F 0 be the set F together with all edges v i ; v j ] with k i = k j .
Consider the inequality
e connects u k ;v k x k e dn=2e (11) which we call a hypomatchable inequality, because, as we shall see later, the inequality has a good chance to be facet-de ning when (V 0 ; F 0 ) de nes a hypomatchable graph.
Lemma 12 The hypomatchable inequality (11) is valid for P S . Proof. Add the valid degree and cover inequalities (1) as well as the knapsack and cover inequalities (6), (7) , and the strengthened cut inequalities (8) . However, ( x; y) violates the hypomatchable inequality y(F ) +
We discuss conditions under which a hypomatchable inequality is nonredundant. We introduce some convenient terminology. For a graph H = (V; F ) with an odd number of nodes, we call M F a supermatching if all nodes except one are incident to exactly one edge of M, and the last node is incident to two edges of M. A supermatching of H has (jV j + 1)=2 edges.
Consider a root (x; y) of a hypomatchable inequality (11), i.e., (x; y) is a feasible solution of (1) that satis es (11) 
such that each root of (11) satis es (15) with equality. As P S is fulldimensional, it su ces to show that the two inequalities (11) and (15) are equal up to a positive scalar multiple. We rst describe a basic construction of roots of (11) . Let M be a match- Then (x; y) is feasible and a root of (11).
For each e 2 E n F 0 one can construct a root (x; y) of (11) with y e = 0 by choosing a supermatching in the basic root construction and avoiding e in the routing. This works because of jV 0 j < jV j ? 1. For each e 2 F 0 n F one can construct a root (x; y) of (11) with y e = 0 by choosing a maximum matching M of G F 0 that avoids e. That is possible by condition (iii). By comparing these solutions with the corresponding root solutions where y e is set to 1, one proves that a e = 0 for each e 2 E n F . Similarly, we derive a k e = 0 for e 2 E n F and for those k 2 K whose coe cient in (11) Thus, whenever in (11) a coe cient of some variable is zero, then the corresponding coe cient in (15) (15) is a scalar multiple of (11) , showing that (11) de nes a facet of P S .
We note that conditions (i) and (ii) are present only to simplify the proof. Any one of them can be relaxed. Especially the restriction on the number and size of demands is not necessary. Condition (iii) is probably necessary, but we have not been able to prove this.
In our computations we have chosen F to be an odd cycle. We call this subclass of (11) cycle inequalities.
The hypomatchable inequalities may be extended into larger classes of facet de ning inequalities using lifting techniques. The idea is to shrink certain node sets in some PIPE instance and thereby obtain a \smaller" related instance for which a hypomatchable inequality is valid. The lifted inequality is obtained by letting all edges that were shrunk get a coe cient zero. One can show (under certain conditions on the subgraphs that are shrunk) that a lifted hypomatchable inequality is nonredundant. 4 The cutting plane algorithm
In this section we describe the implementation of our cutting plane algorithm for solving the PIPE problem. We assume that the reader is familiar with the general outline of a cutting plane algorithm (see, for instance, 1] or 17]). The following table presents the main steps of such a cutting plane algorithm. We hereafter let V 0 be the subset of V consisting of all endnodes of demand edges (i.e., nodes u solve the LP 6.
separate inequalities and add them to the LP 7.
while there are violated inequalities 8.
call primal heuristic 9.
branch if necessary 10. print best feasible solution and best lower bound 11. STOP.
In the Initialization phase we set up the rst LP and initialize the branchand-bound tree with the root node representing the whole problem. As initial cuts for the rst LP we use the trivial inequalities 0 x inequalities a T (x; y) to the current LP, if the slack (= ?a T ( x; y), where ( x; y) is the current LP solution) is at least VIEPS, which is set to 0.1 in our implementation. In order to keep the LPs of moderate size, each inequality is assigned an \age" (at the beginning the age is set to 0). Each time the inequality is not tight at the current LP solution, the age is increased by one. If the inequality gets too old, i.e., the age exceeds a certain limit (in our implementation this limit is set to 8), the inequality is eliminated from the LP.
If we do not nd more violated inequalities and there is still a gap between the current optimum LP objective function value and the best known feasible solution, we call the primal heuristic (step 8). This procedure will be described in Subsection 4.2. If (after a possible improvement of the best feasible solution) there is still a gap between the current local lower bound and the best solution, we branch on a variable that is closest to 0.5. In this way, we create two new subproblems, one where the branching variable is xed to 0, and one, where it is xed to 1. We add these two subproblems to our branch-and-bound tree and continue with step 3. The strategy we use to select the next leaf is best-rst-search, i.e., we select a leaf with the worst lower bound (equal to the global lower bound).
In principle, if we let this algorithm run forever, it will nd an optimum solution. But, \forever" really can mean forever. In the next section we will see two examples where we cannot improve the gap between the best lower and upper bound after hours of CPU time. Therefore, the algorithm has an option to stop when a certain time limit or a certain number of branchand-bound nodes is exceeded. In this case, we print out the best feasible solution and the global lower bound providing a solution guarantee for the best solution.
Separation algorithms
In the following we discuss separation algorithms for the cut inequalities (1) (i) and (8), the cover inequalities (7), and the cycle inequalities (11) . The separation problem for a class of inequalities can be stated as follows:
Separation problem. Given a vector ( x; y) with x We also use our max-ow algorithm to nd violated strengthened cut inequalities (8 Cover inequalities. Separating the cover inequalities (7) is easy. Since there are linearly many (linear in the number of demands and edges, see Section 3), we sequentially check all of them for possible violation. One might think it is possible to store all cover inequalities explicitly in the LP, but it turns out that the number of such inequalities may be very large (see next section), though only a fraction of them is needed to solve the problem.
Cycle inequalities. We do not know whether the separation problem for the cycle inequalities (11) can be solved in polynomial time (when F de nes a cycle), because we do not know how to nd a low-weight cycle that only contains terminal nodes for demands of value 1. In the following we present a heuristic, where we rst try to nd a minimum cycle with respect to a certain weight function, and then choose, if possible, for each node in the cycle, the best demand of size 1. Let us rst describe the weight function according to which we want to nd a minimum cycle. Consider again (11) with F being a cycle with node set fv 1 ; : : : ; v n g; n odd, and k 1 ; : : : ; k n demands of size 1 such that demand then w(F ) ? 0:5 exactly coincides with the di erence between the left-and right-hand sides of (16), when F is an odd cycle and each node in the cycle has exactly one incident demand of size 1. Thus, if w(F ) < 0:5 and F is odd, we have a violated cycle inequality, otherwise not. If there are parallel edges fe 1 ; : : : ; e p g; p 2, connecting nodes u and v, we aggregate these edges to a single edge, uv say, and assign it the weight w uv := 0:5 + It might be that the cycle inequality that is de ned by our choices F and k 1 ; : : : ; k jF j yields no longer a violated inequality, because the edge weights w uv do not re ect the exact slack, when nodes have more than one incident demand of size 1.
There remains the problem of nding a minimum cycle F in an undirected graph G = (V; E) with edge weights w uv ; uv 2 E, that can be negative. If the edge weights are indeed arbitrary, the problem to determine a minimum cycle is NP-complete. However, we can decide whether there is a cycle of negative weight and if not, nd a minimum cycle by transforming the problem to a perfect matching problem (see 2]). Thus, we can decide whether there exists a cycle of weight less than 0.5 which might give rise to a violated inequality. Since a perfect matching algorithm is very time consuming and since such an algorithm might return just one cycle, we preferred to implement the following heuristic. Starting from each node v 2 V , we determine a shortest spanning tree by using Prim's algorithm ( 16] ) and check all fundamental cycles whether their weight is less than 0.5. In case the cycle is even, we contract one edge. This results in many violated cycle inequalities, and for many instances this algorithm nds a cycle of weight less than 0.5 whenever there is one.
The primal heuristic
In step 8 of our branch-and-cut algorithm we call the primal heuristic. We do that after the cutting plane phase for the current node is nished, i.e., we have not found any more violated inequalities, and the current LP solution is fractional. The idea of our primal heuristic is to x a set of fractional variables to zero or one, solve the LP again, and iterate this process until all variables are integer. This heuristic idea, often used in general mixed integer programming solvers, is sometimes called \plunging" or \diving", because we \dive" deep into the branching tree and \plunge" for a feasible solution.
The tuning parameters of this heuristic are the order in which the fractional variables should be xed in one step and their number. We performed several tests trying to give an answer to these two questions. It turned out that the heuristic in general worked best when we just x one fractional variable at a time and choose a fractional variable that is close to one. Moreover, we x all variables that are 1 to value 1 for the rest of the heuristic. If the heuristic does not change the linear program (except for xing variables) it frequently ends with an integral solution that violates one of the cut or cover constraints in (1), since not all of these constraints are contained in the LP. Therefore we separate those inequalities for each fractional solution appearing in the course of the heuristic. This unfortunately slows the heuristic down. In order to speed up the separation process in the heuristic, we only add those cut inequalities (1) (i), knapsack inequalities (1) (ii) and cover inequalities (7) that are violated by at least 0.5 (the usual violation epsilon in the cutting plane phase is 0.1). Moreover, we restrict the number of times the heuristic is called, depending on its success. More precisely, we calculate (i) the ratio between the time spent in the heuristic and the total time, and (ii) the ratio between the number of times the heuristic could improve the best solution and the number of times the heuristic was called. If the \time" ratio is less than the \success" ratio, we call the heuristic, otherwise not. The results in the next section show that this strategy performs quite well, we obtain reasonably good primal solutions by spending at most 30% (usually less than 10%) of the total time in the heuristic.
Computational results
In this section we report on the test runs performed with our branch-and-cut algorithm. The code is implemented in C, and all results were obtained on a Sun SPARC 20 Model 71. The examples are modi ed real-world examples with pipe capacity B = 4. Table 1 The last column gives the number of 0=1 variables in our IP formulation. The numbers range from about 250 for the smallest problem up to 25000 variables. The test series in Table 1 are based on two physical networks. nw is an example approximating parts of the physical network in Norway. All other examples whose name starts with \nw" are derived from nw. nw3 di ers from nw in that it contains some further physical links, that some more physical nodes are endnodes of demands, and that the set of possible express pipes is extended. The remaining \nw"-examples are variations of these two instances, where we wanted to test how sensible the solution is with respect to changes in the input data. If the name contains the letters \.0", the link capacities (of the example without \.0") are multiplied by ten in order to see what in uence the link capacities have on the solution. Examples ending with \.p" have more express pipes than the corresponding example without \.p". The input pipes in the \.p"-examples were generated by nding for each demand k a set of short u k v k -paths (these were determined by adding certain edges to shortest path trees). Example nw3.d1.p results from nw3.p by changing the size of 9 demands from B to 1. The last three examples in Table 1 are typical for local area networks. The demand graph of terbstar consists of node-disjoint stars. The demands of terbco form a complete graph between the root nodes of these stars, and the demand graph of terbstco is the union of these two demand graphs. Unfortunately, the network planners could not give us any reasonable numbers for the cost of installing the express pipes. Thus, we played with this parameter a little bit and performed di erent tests varying the installation cost from 0 (which means that we get the express pipes for free) up to 10 which results in rather high express pipe costs compared to the routing costs.
An interpretation of may be illustrated as follows. If we have the choice between installing a new direct pipe for a demand of value 1 and using the spare capacity of an existing path of \length" less than in the physical network, then the \long" path is preferred. Table 2 through 5 summarize our tests. Column 2 gives the number of inequalities of the initial LP, Columns 3 to 5 show the number of violated cut (those of type (1) (i) and (8) together), cover and cycle inequalities. The number of LPs solved (including those in the primal heuristic) and the number of solved branch-and-bound nodes are presented in Columns 6 and 7. Columns 8 and 9 show the global lower bound and the value of the best feasible solution after the algorithm stopped. The total time (in CPU seconds) of the algorithm and the time spent in the heuristic are given in the last two columns.
Looking at Table 2 with the results for = 0 we see that we can solve all problem instances in the root node, i.e., we do not have to branch. Even more, with the exception of terbstar and terbstco the solutions of the root LPs are integer, since the primal heuristic has not been called. This indicates that the inequalities we separate are indeed important to solve the problems. Note that all \.p"-examples have lower objective function value than their corresponding counter part without \.p". An interesting question is how the number and variability of the express pipes in uences the solutions. To completely answer this question and to nd the best feasible solution among all possible express pipes, our algorithm must be embedded into a column generation approach. In case the network planners do not impose any restrictions on the set of express pipes, it will be a challenge for the future to integrate the cutting plane and the column generation approach in order to obtain the globally best solution. Whether the link capacities have an in uence on the quality of the solution, we cannot draw any conclusions from this test set. For nw3 the optimum is the same, for nw3.p we obtain a better solution. A noteworthy fact is that all \nw"-examples are solved within seconds. The \terb"-examples seem to be harder, but still our algorithm provides the optimum solution after at most 25 minutes of CPU time. For = 1 (see Table 3 ) the results are basically the same with mostly slightly higher running times. But, if we further increase the situation changes (Table 4 and 5). We still can solve all \nw"-examples within one minute, but for terbstar and terbstco our algorithm gets stuck. We can give a solution guarantee of 9% or less after about 3 hours of CPU time (which might be acceptable in practice), but we almost cannot improve this gap any further, even if we spent some more hours of CPU time. Since the express pipes are very expensive, the algorithm tries to avoid using y-variables. What is missing are further inequalities (like the hypomatchable inequalities) that force the y-variables to one whenever the routing variables x are positive. If network planners will indeed come up with such high express pipe installation costs and they are really interested in nding the optimum solution more research in this area will be necessary. Pipe selection and routing problems in telecommunications is a rather new area for applied combinatorial optimization. There are many related problems and models to the one in our study that call for analysis and algorithmic development.
The results obtained in our study indicate that a cutting plane approach may be attractive for solving certain real-world pipe selection and routing problems. Further work could be directed towards solving problems with larger pipe installation cost . This would require a further polyhedral study of the polytope P S and, for this, other inequalities derived from path packing problems (see 6] , 11]) may be of interest.
A very interesting area is to extend the problem by allowing (almost) arbitrary express pipes and to modify the cutting plane algorithm by adding a column generation scheme.
