The zero duality gap that underpins the duality theory is one of the central ingredients in optimisation. In convex programming, it means that the optimal values of a given convex program and its associated dual program are equal. It allows, in particular, the development of efficient numerical schemes. However, the zero duality gap property does not always hold even for finite dimensional problems and it frequently fails for problems with nonpolyhedral constraints such as the ones in semidefinite programming problems. Over the years, various criteria have been developed ensuring zero duality gaps for convex programming problems. In the present work, we take a broader view of the zero duality gap property by allowing it to hold for each choice of linear perturbation of the objective function of the given problem. Globalising the property in this way permits us to obtain complete geometric dual characterisations of a stable zero duality gap in terms of epigraphs and conjugate functions. For convex semi-definite programs, we establish necessary and sufficient dual conditions for stable zero duality gaps, as well as for a universal zero duality gap in the sense that the zero duality gap property holds for each choice of constraint right-hand side and convex objective function. Our approach makes use of elegant conjugate analysis and Fenchel's duality.
Introduction
Consider the convex programming problem:
(P ) inf {f (x) : −g(x) ∈ S}, where X, Y are Banach spaces, S is a closed convex cone in Y , f : X → R ∪ {+∞} is a proper lower semicontinuous convex function and g : X → Y is a convex mapping with respect to S. Its Lagrangian dual problem is given by (D) sup
where S + is the (positive) dual cone of S. The optimal value, v(D), of the dual (D) provides a lower bound for the optimal value, v(P ) of the original problem (P ). Thus, v(P ) ≥ v(D), by construction. The equality of the optimal values is a key ingredient of duality theory, which often reveals deep information that is not explicit in the original problem. The equality also allows the development of efficient numerical schemes. Yet, the optimal values are not always equal even for finite dimensional optimisation problems. The problem (P ) is said to have a zero duality gap whenever v(P ) = v(D), that is, inf
f (x) = sup y * ∈S + inf x∈X {f (x) + y * , g(x) }.
(1.1)
The problem (P ) is said to have strong duality when inf x∈g −1 (S) f (x) = max
where g −1 (−S) := {x ∈ X : g(x) ∈ −S}. Various sufficient conditions, and complete characterizations of (1.1) in terms of the value function of (P ) have been given in the literature [1, 2, 17] .
On the other hand, in some contexts, it is desirable to examine a globalised form of strong duality by allowing (1.2) to hold for each choice of linear perturbation of the objective function. In such a situation, the problem (P ) is said to posses stable strong duality [6, 11] . In symbolic terms, it states that ∀x * ∈ X * , inf
{f (x) + x * , x } = max y * ∈S + inf x∈X {f (x) + x * , x + y * , g(x) }, (1.3) where X * is the topological dual space of X. Very recently, dual characterisations of such stable strong duality have been obtained in [11] with applications to secondorder cone programs. For related stability results of convex programming problems, see [7, 8, 20] . Nevertheless, even for a one-dimensional problem (P ), (1.3) may fail whereas the following equality holds: ∀x * ∈ X * , inf x∈g −1 (−S)
{f (x) + x * , x } = sup y * ∈S + inf x∈X {f (x) + x * , x + y * , g(x) }, (1.4) where the supremum in the dual problem is not necessarily attained. Whenever (1.4) holds, the problem (P ) is said to posses a stable zero duality gap. The purpose of this paper is to establish complete dual characterisations of the stable zero duality gap and to obtain corresponding characterisations for convex semidefinite programming problems [16, 21] . As a consequence, we also obtain a characterisation of the standard zero duality gap for convex programming problems in the sense that (1.1) holds for each proper lower semicontinuous convex function f : X → R ∪ {+∞}. Related recent work on zero duality gaps can be found in [4, 11, 13, 19] . For convex semi-definite programs, we establish necessary and sufficient conditions for stable zero duality gaps, as well as for a universal zero duality gap in the sense that the zero duality gap property holds for each choice of constraint right-hand side and convex objective function.
We show that a closure condition involving the infimal convolution of the conjugate function of f and a convex majorant of the support function of g −1 (−S) is necessary and sufficient for the stable zero duality gap. In the case where f (·) + x * , · attains its minimiser over g −1 (−S), for each x * ∈ X * , we derive a subdifferential equality condition characterising "stable min-sup zero duality gap", which states, symbolically as follows:
The outline of the paper is as follows. Section 2 provides background material on convex analysis that will be used later in the paper. Section 3 presents characterisations of stable zero duality gaps. As an application, section 4 establishes complete characterisations of the stable zero duality gap as well as a universal zero duality gap for convex semi-definite programming problems. Section 5 provides complete characterisations of the stable zero duality gap result for convex second-order cone programming problems.
Preliminaries of Conjugate Analysis
Throughout this paper, X denotes a Banach space and X * denotes its topological dual. The bilinear form between X and X * is denoted by x * , x . We use B(x, ) (resp. B(x, )) to denote the open (resp. closed) ball of X with centre x and radius . For a set A in X, the interior (resp. relative interior, closure, convex hull, affine hull) of A is denoted by intA (resp. riA, A, coA, affA). If A is a subset of X * , its weak * closure is denoted by A w * . The indicator function δ A : X → R ∪ {+∞} is defined by
The support function σ A is defined by σ A (u) = sup x∈A u, x , u ∈ X * . For a extended real-valued function f : X → R ∪ {+∞}, the effective domain and the epigraph are respectively defined by domf := {x ∈ X : f (x) < +∞} and epif := {(x, r) ∈ X × R : f (x) ≤ r}. We say f is proper if f (x) > −∞ for all x ∈ X and domf = ∅. Moreover, if lim inf x →x f (x ) ≥ f (x) for all x ∈ X, we say f is a lower semicontinuous function. The lower semicontinuous envelope of f , denoted by clf , is defined by epi(clf ) = cl(epif ). The subdifferential of f at x ∈ X is defined by
More generally, for any ≥ 0, the -subdifferential of f at x ∈ X is defined by
The normal cone (resp. -normal cone) of a convex set A at the point a ∈ A, denoted by N A (a) (resp. N A (a)), is defined by
As usual, for any proper convex function f on X, its conjugate function f * :
The definition of f * entails that x * , x ≤ f * (x * ) + f (x) (Young's inequality) for any x ∈ X and x * ∈ X * . Moreover, for any ≥ 0 and x ∈ domf
In particular, we have the following Young's equality
For any proper lower semicontinuous convex functions f 1 , f 2 ,
Let f 1 , f 2 be proper lower semicontinuous convex functions on X. The infimal convolution of f 1 and f 2 , denoted f 1 2f 2 , is defined by
It is well known (see [22] 
The the weak * closure in the first and the second equation are superfluous if int domf 1 ∩ domf 2 = ∅ (see [22] for detail). The following lemma will be useful later in the paper.
Lemma 2.1. (cf. [5, 14] ) Let I be an arbitrary index set and let f i be a proper lower semicontinuous convex function on X. Suppose that there exists
Characterising Support Function of the Feasible Set
Let Y be another Banach space with topological dual Y * . Let S ⊆ Y be a closed convex cone. Its (positive) dual cone S + is defined by
We consider the partial order induced by S, " S ", defined as follows
The notation g −1 (−S) is defined by g −1 (−S) := {x ∈ X : g(x) ∈ −S}. The function h : X * → R ∪ {+∞}, whose epigraph closure coincides with the epigraph of the support of function of g −1 (−S), plays a key role in characterising the zero duality gap property for convex programming problems with the constraint set g −1 (−S).
Then, it easily follows from the definition that h is a proper convex and positively homogeneous function on X * . Moreover, for any y * ∈ S + , δ g −1 (−S) ≥ y * , g . So, by taking conjugation,
Thus, h (.) serves as a majorant to the support function of g −1 (−S) in the sense that
Proof. Note first from (2.12) that epih ⊆ epiδ *
On the other hand, since δ g −1 (−S) = sup y * ∈S + y * , g , it follows from Lemma 2.1 that
Note that epih ⊇ y * ∈S + epi( y * , g ) * and epih is a convex set. So,
This together with (2.13) implies that epiδ *
Characterisations of stable zero duality gaps
In this section, we provide various dual characterisations for stable zero duality gaps of convex programming problems. Unless stated otherwise, we assume throughout the rest of the paper that S ⊆ Y is a closed convex cone, f : X → R ∪ {+∞} is a proper lower semicontinuous convex function, g : X → Y is a continuous S-convex mapping and g −1 (−S) = ∅.
and η :
Then, it can be verified that
Thus, one has
Fix x * ∈ X * and y * ∈ S + . Then, we have
where the third equality follows from the Fenchel duality and y * , g is a continuous function on X. Therefore, for each x * ∈ X * ,
where h : X * → R ∪ {+∞} is given in Definition 2.1.
Theorem 3.1. Let f : X → R∪{+∞} be proper lower semicontinuous convex function and let g : X → Y be a continuous convex mapping with domf ∩ g −1 (−S) = ∅. Then the following statements are equivalent.
Then, η * (x) = φ(x, 0) (and hence is proper). From (3.15), epi(f * 2h ) is weak * closed means epi η is weak * closed. Note that epi η is weak * closed is equivalent to the condition that , for each x * ∈ X * ,
This condition is, in turn, equivalent to the condition that, for each
As an easy consequence of the preceding theorem, we provide a characterisation of the standarad zero duality gap property. For related results, see [13] . f (x) = sup
(2) For each continuous linear function f : X → R,
f (x) = sup
(3) epih is weak * closed.
Proof.
[ (1) ⇒ (2)]. This implication trivially holds.
It follows from the preceding theorem that epi(f * 0 2h ) is weak * closed, where
Since epih is weak * closed, epiδ * g −1 (S) = epih , and so, h = δ *
which is weak * closed. Here the first equality follows from the assumption that int domf ∩ g −1 (−S) = ∅. The statement (1) now follows from the preceding Theorem.
A necessary condition for the stable zero duality gap property is given in the following Theorem.
The assumption that epi(f * 2h ) is weak * closed entails that epi(f * 2h )
The conclusion will follow if we show that
To see this inclusion, fix an arbitrary weak * neighbourhood U of 0 and an arbitrary > 0. Let 
We have to show that (x * , r) ∈ epi(f * 2h ) + U × (− , ). To achieve this, let v > 0 be a net satisfying v → 0 Thus, for each v, there exists a * v ∈ X * such that
This implies that (a
Note that epiδ *
, /4). Since v → 0, without loss of generality we may assume that v ∈ (0, /4). Now,
This implies that (x * , r) ∈ epi(f * 2h ) + U × (− , ), as required.
The equality, epi(f * 2h ) = epi(f * 2δ * g −1 (−S) ), holds whenever epih is weak * closed. In this case, epih = epiδ * g −1 (−S) and hence h = δ * g −1 (−S) . This observation leads to the following characterisation of stable zero duality gaps.
Corollary 3.2. Suppose that epih is weak
* closed. Then the problem (P ) has the stable zero duality gap property if and only if epi(f * 2δ * g −1 (−S) ) is weak * closed.
Proof. If (P ) has the stable zero duality gap property then by the preceding Theorem epi(f * 2δ * g −1 (−S) ) is weak * closed. Conversely, if epi(f * 2δ * g −1 (−S) ) is weak * closed, then the assumption that epih is weak * closed gives us that epi(f * 2h ) = epi(f * 2δ * g −1 (−S) ), and so, epi(f * 2h ) is weak * closed, which ensures the stable zero duality gap property.
A sufficient condition for the stable zero duality gap property is given in the following Theorem. 
Therefore, by the assumption the set epi(f * 2h ) is weak * closed.
Note that the converse of the preceeding Theorem is in general not true as one can see from the case where X = R, S = R + , f = 0 and g = x 2 . It is worth noting that, in [11] , the the weak * closedness of epif * + y * ∈S + epi( y * , g ) * was shown to characterise the stable strong duality for (P ). For various sufficient conditions for stable strong duality, see [11] .
Convex Semi-definite Programming
In this section, we consider the following convex semi-definite programming problem
where x = (x 1 , . . . , x m ) ∈ R m , f is a proper lower semicontinuous convex function on R m and F i ∈ S n , the vector space of n × n symmetric matrices with the trace inner product M, N = T r[M N ]. The space S n is partially ordered by Löwner order of S n ; that is, for M, N ∈ S n , M N if and only if N − M is positive semi-definite.
Denote the feasible set of (P SDP ) by F SDP . Let F : R m → S n andF : R m → S n be respectively defined by
It is clear thatF is a continuous linear mapping from R m to S n . Its adjoint mappingF * : S n → R m is given bŷ
The Lagrangian dual problem of (P SDP ) can be formulated as follows:
Note that the optimal values of (P SDP ) and (D SDP ) are denoted by v(P SDP ) and v(D SDP ) respectively. To apply the results of our general model problem (P ), let X = R m , Y = S n , S = S + n and let g : X → Y be defined by g(x) = F (x). In this case, for each x * ∈ R m , we have
We derive complete characterisations of stable zero duality gaps for (P SDP ) and obtain a universal zero duality gap property [18] for a given set of matrices (1) The stable zero duality gap holds, i.e.
Thus the conclusion follows from Theorem 3.1.
We now see that the zero duality gap of (P SDP ) can be characterised simply in terms of closedness of the convex cone
Corollary 4.1. Let F SDP = ∅. Then the following statements are equivalent:
Proof. The conclusion follows from Corollary 3.1 on noting that epih = D F 0 , which is closed.
For given matrices F i ∈ S n , i = 1, 2, . . . , m, we see in the following Theorem that the closedness of the coneF * (S + n ) completely characterises a universal zero duality gap [18] for the pair (F , S + n ) in the sense that the zero duality gap property for (P SDP ) holds for each F 0 ∈ S n and for each continuous convex function f . Theorem 4.2. Let F i ∈ S n , i = 1, 2, . . . , m. Then the following statements are equivalent:
. This equivalence readily follows from Corollary 4.1.
[(2) ⇒ (3)]. Let F 0 be the zero matrix. Then F SDP = ∅ since 0 ∈ F SDP . In this case,
Thus (3) follows from (2).
[(3) ⇒ (2)]. We establish this implication by the method of contradiction. Suppose that there exists F 0 ∈ S n with F SDP = ∅ such that D F 0 is not closed. Then there exists a sequence (x * n , r n ) ∈ D F 0 with (x * n , r n ) → (x * , r) and (
T r[AF 0 ] ≤ r n and inf
for some > 0. So, for each n, there exists
This means that x * ∈F * (S + n ), and so,F * (A 0 ) = x * for some A 0 ∈ S + n . It then follows that
and for sufficiently large n,
Now, let u n ∈ kerF * and v n ∈ (kerF * ) ⊥ be such that
Then, from (4.19), one hasF * (v n ) → 0. By passing to subsequence if necessary, we may assume without loss of generality that v n → 0. [Otherwise, there exists δ > 0 such that v n ≥ δ. ThenF
By passing to subsequence, we may assume that
It follows from (4.21) that v ∈ kerF * ∩ (kerF * ) ⊥ = {0}. This is a contradiction.] We claim that kerF * ⊆ {F 0 } ⊥ Granting this, it follows from (4.20) that
This is a contradiction. To see kerF * ⊆ {F 0 } ⊥ , we proceed by contradiction. Suppose that there exists A 0 ∈ kerF * \{F 0 } ⊥ . Without loss of generality, we may assumê
This contradicts the fact that h is a proper function.
In passing, it is worth noting that Pataki (see [15, Theorem 4.1] ) has established that, for a linear map F , the closedness of F * (S + n ) can be verified in polynomial time. The result of Pataki [15] together with our preceding theorem shows that one can efficiently check closedness of D F 0 . This together with Corollary 4.1, in turn, shows that the zero duality gap property of (P SDP ) can efficiently be determined.
Next, we present an example of a semidefinite program with objective function f and matrices F 0 F 1 , F 2 which possesses zero duality gap whereas strong duality fails. Indeed, the universal zero duality gap holds for the constraint matrices F 1 and F 2 . Consider the semi-definite program
The corresponding dual problem can be formulated as follows
where C ⊆ R 6 is given by
So, v(D SDP ) cannot be attained and hence the strong duality fails. In fact,F * (S + 3 ) = R × R + , which is closed, and the zero duality gap property holds for each F 0 and for each continuous convex function f .
Convex Second-order Cone Programming
In this section, we consider the following convex second-order programming problem
where x = (x 1 , . . . , x m ) ∈ R m , f is proper lower semicontinuous convex function on
. . , n, and z = √ z T z for any z ∈ R n−1 .
Let C n := {(z, t) ∈ R n−1 × R + : z ≤ t}, that is, C is the second-order cone in R n . It can be verified that C n is a self-dual cone, i.e. C + n = C n . We derive complete characterizations of stable zero duality gaps for (P SOC ). The Lagrangian dual problem of (P SOC ) can be formulated as follows:
Denote the optimal values of (P SOC ) and (D SOC ) by v(P SDP ) and v(D SDP ) respectively. To apply the results of our general model problem (P ), let X = R m , Y = R n , S = C and let g : X → Y be defined by g(x) = (−a
In this case, for each x * ∈ R m , we have Thus the conclusion follows from Theorem 3.1.
We now see that the zero duality gap of (P SOC ) can be characterized simply in terms of the convex set
λ i a i }}. Proof. The conclusion follows from Corollary 3.1 on noting that epih = D, which is closed.
Finally, we present an example of a second-order cone program where the correpsonding convex set D is not closed, and hence the zero duality gap fails for some proper lower semicontinuous objective function f . ) ∈ D for each n ∈ N. On the other hand, we see that its limit (−1, 0) / ∈ D. [Otherwise, there exists λ 2 , λ 3 ∈ R with 1 + λ 2 2 ≤ λ 3 and λ 2 + λ 3 = 0. Ellimnating λ 3 from the equality, this implies that 1 + λ 2 2 ≤ −λ 2 , which is impossible.] Thus, from our preceding corollary, there exists a proper lower semicontinuous objective function f such that the zero duality gap fails. Indeed, consider f (x 1 , x 2 ) = −2x 1 and the associated second-order cone program It can be verified that v(DP ) = −∞. Thus, v(EP ) > v(DP ) which verifies our preceding corollary.
