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Abstract
This thesis addresses the nature of global (many body) fluctuations in highly cor­
related systems. We begin with the question of temperature dependence in finite 
two dimensional X Y  (2dX Y )  model magnets. Such systems have a fully critical low 
temperature phase. It is shown analytically, backed up by extensive Monte Carlo sim­
ulations, that the non-Gaussian distribution of order parameter fluctuations is not 
strictly universal but has an explicit temperature dependence -  contrary to previous 
findings. The temperature dependence is used to explain why past studies derived 
the same distribution for fluctuations of the full order parameter and an approximate 
linearized form. The appearance of spin vortices in the related Harmonic model is 
discussed and an argument is presented for why these defects must always appear as 
bound pairs.
The linearized order parameter of the 2d X Y  model leads to a family of dimen- 
sionally dependent models defined in reciprocal space. An argument is presented for 
the interpretation of these systems as being critical and a direct space Hamiltonian 
is derived for the one dimensional case. This model has order parameter fluctuations 
distributed according to the Fisher-Tippett-Gumbel distribution from extreme value 
statistics (EVS). The link between criticality and EVS is investigated, as are the ori­
gins of the non-Gaussianity. The ability to distinguish between critical distributions 
is discussed. It is seen that for one, two and three dimensions the critical models 
presented lead to functionally similar fluctuation distributions.
A previously reported link between EVS and l / f  noise is investigated. Our one 
dimensional critical model is mapped onto the action used to generate 1 / /  signals and 
we propose an alternative interpretation of the link in the context of a 1  /q dispersion 
of spatial normal modes. The experimental observability of the FTG distribution in 
l / f  signals is considered with emphasis on imperfections in the noise. A physically 
relevant method of generating l / f  noise from the superposition of random telegraph 
signals is also examined.
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Notation
The following symbols and abbreviations appear frequently throughout this thesis:
§ A label used to refer to other sections of the thesis.
arXiv Used in the bibliography to denote pre-prints available from the e-print
archive, http ://arxiv .org/.
(x ) The mean average value of x.
(i, j)  Used in sums to denote the set of all pairs of variables with i ^  j .
(i,j) Used in sums to denote the set of all pairs of variables with i — j
permitted.
P Used as both the inverse temperature and the order parameter critical
exponent. The context should make it clear in which sense it is being 
used.
BHP Bramwell-Holdsworth-Pinton (probability density function).
CLT Central Limit Theorem.
d The dimensionality of the system.
FBC Free Boundary Conditions.
f.s.s. Finite size scaling.
FTG Fisher-Tippett-Gumbel (probability density function).
11
Icb The Boltzmann constant. Throughout this thesis we use units with
ks  = 1  unless stated otherwise.
S  The imaginary part of a complex number.
id Identically distributed.
iid Independent and Identically Distributed.
J  The magnetic exchange interaction. All the systems considered here
are ferromagnetic so J  is always positive.
L The ‘linear’ size of a discrete system. Generally applied in the case of
a hypercubic lattice where it represents the length of one side of the 
hypercube.
MLG Multiple Loop Graph.
N  The system size for discrete systems. Equal to the number of degrees
of freedom. For a hypercubic lattice N  = Ld.
PBC Periodic Boundary Conditions.
PDF Probability Density Function. Often loosely refered to as the Probabil­
ity Distribution Function.
5R The real part of a complex number.
SLG Single Loop Graph.
T  Temperature. Unless stated otherwise T  is in units of J , the exchange
interaction.
WBC Window Boundary Conditions.
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Chapter 1
Introduction
Fluctuations inherent in physical systems can sometimes make it impossible to assign 
constant values to observables[1, 2]. Instead these are quantified by a distribution 
function describing the probability that a measurement will yield a particular result. 
For a quantum system, when the wavefunction is not an eigenstate of some operator 
A, repeated measurement of the observable corresponding to A  will necessarily yield a 
distribution of values [3]. The origins of classical fluctuations are less clearly defined. 
They depend explicitly on the system and are generally too complex to describe 
theoretically [2]. Despite this, certain generalizations are possible regarding the form 
of the fluctuation distributions. A global measure of a system with a large number of 
degrees of freedom is usually expected to be normally distributed as a result of the 
central limit theorem (CLT) [4]. For this to be true, the system must be separable 
into micro- or mesoscopically independent, individually negligible, elements [1]. When 
these criteria are not met there is no reason to expect fluctuations to adopt a Gaussian 
form and the distribution of the global measure may be any of a range of suitable 
probability functions.
Systems at thermodynamic critical points are infinitely correlated and may there­
fore have non-Gaussian global fluctuations [2, 5]. In regions of phase space away from 
these points the Landau expansion of the free energy is generally valid*, e.g. for some
* Although there are notable exceptions -  the non-critical three dimensional X Y  model, for ex­
ample, where non-Gaussian fluctuations occur as a result of the influence of Goldstone modes [6].
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global variable x , the chemical potential p is given by
fi(x, T)  ~  a(T) + b(T)x2 +  . . . ,  (1.1)
and so the probability density function (PDF) is Gaussian, as
P ( s )~ e x p ( - / i ( s ,T ) /T ) .  (1 .2 )
The width of this function scales with system size, N,  as a oc N ~1!2 and is therefore 
zero in the thermodynamic limit, with P(x)  being a delta function centred on the 
average value [1, 2]. Macroscopic observables are then effectively constant as their 
values are many orders of magnitude greater than the range of their fluctuations -  a 
fact which underpins the theory of classical thermodynamics [2, 4].
The CLT strictly only applies to the normalized variate x / y / N  [7] and with this 
scaling the Gaussian form is extracted from the delta function PDF [8 , 9]. At a 
critical point Landau theory breaks down and the high degree of correlation leads to 
fluctuations scaling as N ~ l!2+P with p ^  0 [6 , 8 ]. The PDF is then expected to be 
non-Gaussian, as can be shown explicitly for the Ising model [10, 11]. A universal, 
non-Gaussian PDF of a global quantity is a signature of critical fluctuations and the 
characterization of the forms of these functions is one of the central problems in the 
study of critical phenomena [5].
1.1 Motivation for the Present Work
At the heart of the renormalization group (RG) method is the assumption that the 
PDF of a global measure of a critical system is scale invariant and may be obtained 
from the appropriate critical fixed point [8 , 10, 1 2 ]. As such the statistics of critical 
fluctuations are expected to be the same for all members of a given universality class. 
Studies of Ising [13, 14] and Potts [15] models provide strong evidence to this effect. 
These results also show the generic features that have become associated with critical 
PDFs, such as a skewness with large fluctuations below the mean [6 ] (Figure 1 .1 ).
If statistical behaviour is characteristic of a universality class, there is no reason to 
expect that systems belonging to different classes will possess the same critical PDFs.
16
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(a)
2
1
0
(b)
Figure 1.1: Non-Gaussian Critical PDFs: (a) For the Ising model in two dimensions, 
from [13]. The plot shows the distribution of the magnetization, including both 
positive and negative branches. In each case there is a clear skewness with a high 
probability of large fluctuations for small |m|. (b) The scaled distribution of z = \m\ 
for the 3 state two dimensional Potts model, from [15]. The data plotted corresponds 
to systems with N  =  1024 (stars) and N  =  2304 (circles). $ ( 2 ) corresponds to our
n(*).
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However in recent years there has been much interest in a distribution function which 
appears to describe critical fluctuations in systems governed by a range of different 
fixed points [6 , 16-30]. The function, called the BHP (Bramwell-Holdsworth-Pinton) 
distribution, was first identified in studies of the instantaneous scalar magnetization 
of the two dimensional X Y  (2dX Y )  model of magnetism [16]. This model has the 
unusual property of a fully critical low temperature region comprised of a line of 
critical points with a continuously varying exponent rj(T) = T / 2 -kJ  (Appendix C). 
The magnetization, m, is not strictly an order parameter as it is non-intensive and 
becomes identically zero in the thermodynamic limit. However the slow approach to 
this limit allows m  to remain physically relevant for large but finite systems [31, 32]. 
The temperature dependence of rj indicates that each critical point corresponds to a 
different universality class. However the numerical results in [16] appeared to show a 
universal distribution of m, independent of both N  and T.
This unusual universality is not confined to the critical region of the 2d X Y  model. 
The BHP function has been seen to describe global fluctuations in a wide range 
of model and experimental systems. These include power fluctuations in steady 
state turbulence [18-20, 33-36] and in liquid crystals undergoing electroconvective 
flow [37-39], variations in river heights [25], resistance fluctuations near electrical 
breakdown [29, 40], models of forest fires [21, 41], distributions of model avalanche 
sizes [21, 42], and global fluctuations in numerous other equilibrium and self-organized 
critical models [21]. Many of these systems are not critical in the traditional sense 
as they are far from equilibrium and subject to some sort of driving force. They 
do however possess strong long range correlations and scale invariance, properties 
which provide at least a heuristic link with the theory of equilibrium critical phenom­
ena [19, 43, 44].
It appears unlikely that the wide range of systems exhibiting BHP fluctuations 
all belong to the same universality class -  raising questions about why they should 
exhibit such similar statistical behaviour. An explanation was proposed by Bramwell, 
Holdsworth and Pinton [19] on the basis of structural similarities between the 2d X Y  
model and closed turbulent flow, where power fluctuations were seen to be BHP like
18
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x
a
o 10-3
-6 - A -2 0 2 4
(X -  X) /  c x
Figure 1 .2 : The Distribution of Global Fluctuations in the 2d X Y  Model and Closed 
Turbulent Flow (from [19]): The continuous lines represent the distribution of power 
fluctuations for Re=25, 30, 35, 40 and 45. The magnetization data is from Monte 
Carlo simulations at T / J  =  0.5 for N  = 100 (circles), N  =  1024 (stars) and N  = 
10000 (triangles), and for T / J  = 1.0 for N  = 1024 (squares). The semi-logarithmic 
axes highlight the behaviour in the wings.
and independent of Reynold’s number, Re [19, 45] (Figure 1 .2 ). For the magnetic 
system non-Gaussianity is a consequence of the infinite correlation length leading 
to fluctuations on all available length scales [6 ]. In the case of turbulence, power 
is injected into the system at the macroscopic level to maintain constant Reynold’s 
number [45]. This drives a cascade of fluctuations on all scales down to the micro­
scopic dissipation length and, as in a critical system, each of these is important in 
determining the fluctuation distribution [19]. A closed experimental system necessar­
ily imposes a finite upper limit on Re, which in turn restricts the number of degrees 
of freedom. This equivalence with finite N,  coupled with the importance of all length 
scales, was interpreted as indicating a complete analogy with 2d X Y  critical behaviour 
-  a hypothesis that was later supported analytically [2 0 ].
Throughout the literature there are varying claims regarding the universality of 
the BHP distribution. Perhaps the best interpretation comes at the end of [19]:
19
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.. it is likely that, for certain universality classes, the departure from 
Gaussian behaviour at a critical point is described to an excellent approx­
imation by the spin-wave limit of the two-dimensional X Y  model, with the 
fine details that characterize and separate the universality classes being 
concentrated in the central part of the distribution function, or otherwise 
being hidden by experimental errors.”
The usefulness of this generality of functional form remains to be fully established. 
The fact that so many disparate systems show BHP fluctuations is reminiscent of the 
CLT. It suggests the possibility that critical PDFs may be governed by a weak equiv­
alent of this theorem, tending toward a general functional form rather than a specific 
function. This idea is addressed in the present work together with the related question 
of the effect of this functional similarity on our ability to infer microscopic behaviour 
from empirically observed PDFs. There may also be consequences for the study of 
non-equilibrium fluctuations, where the lack of a microscopic theory results in a great 
emphasis on empirical observations. This has lead to the proposal of a ‘picture gallery’ 
of scaling functions which could be used to group experimental results into dynamic 
universality classes [44]. The development of functions to contribute to this gallery 
has focused largely on roughness distributions in models of interface growth [46-50]. 
As the 2d X Y  model may be mapped onto the two dimensional Edwards-Wilkinson 
(EW) model of interface growth [51], the BHP ‘picture’ may be considered as falling 
into this category. This is perhaps even more significant in the context of the Kadar- 
Parisi-Zhang (KPZ) equation [52] -  a more rigorously non-equilibrium extension to 
the EW model with non-trivial roughness distributions [53].
Zheng and Trimper have argued that the BHP distribution is a generic bivari- 
ate scaling function arising from fourth order mean field theory [22, 54] and not a 
result of critical behaviour. In support of this they cite the results of Bramwell et 
al. concerning magnetization fluctuations in the Ising model [2 1 ]. These simulations 
were performed for T*(L) just below Tc, where the correlation length was signifi­
cantly smaller than L, interpreted by Zheng and Trimper as an indication that the
20
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fluctuations could not be critical. In a reply to this suggestion [23] Bramwell et al.
emphasized an important facet of the finite size scaling of the 2d X Y  model, reiterat­
ing one of the central results of [16]. The hyperscaling condition, cr/ (m) =  constant, 
is obeyed in the critical regime and, crucially, the value of this constant is very small 
(approximately 0.04T/J). Therefore, as m  approaches zero with increasing N , the 
width of the distribution P(m)  narrows with the effect that P(0) is effectively zero for 
all finite N.  The result is that the magnetization remains a well defined one dimen­
sional quantity, despite the divergent susceptibility [16]. Another way of interpreting 
this behaviour is to say that the magnetization never feels the effect of its boundaries 
at 0 and +1, regardless of the size of the system. In the case of the Ising model 
simulations, the small value of £ is analogous to the small value of a /  (m) in the 
2d X Y  model -  it means that the magnetization never reaches the limits of its range. 
However as £ scales directly in proportion to L, diverging in the thermodynamic limit, 
the BHP function does arise as a result of critical fluctuations.
Analytical studies of the BHP distribution have focused on the harmonic spin wave 
model which completely captures the behaviour of the 2d X Y  model in the critical 
regime [55-59]. The Gaussian form of this Hamiltonian allows the moments of the 
fluctuations to evaluated [6 , 16, 17]. Combining the resulting expressions leads to an 
integral representation of the distribution,
where p* are constants (defined in Chapter 4) and the sum and integral may be 
performed numerically. So far it has proved impossible to find a closed form expres­
sion for the distribution, however the large and small m  asymptotes are analytically 
accessible [6 ], with
k~
(1.3)
(1.4)
for fluctuations below the mean, and
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for fluctuations above the mean. Here a «  0.11351444 is a constant, and the mag­
netization has been normalized by its standard deviation, in the now accepted man­
ner [6 , 16] (see also §2.2.5), with crP(ra) =  n(z) and z =  (m — (m ) ) / a .
Knowledge of these asymptotes assists in fitting the BHP form to well defined 
functions [6 ]. Over the range of greatest experimental interest (i.e. within a few 
standard deviations of the mean) it was seen that a generalized log-normal function
n w = vm* -  z)exp ( - A [ln(s - - Q]2} (L6)
s =  3.45981, a = 1.20109, a =  0.28325
offered the best fit of the possibilities studied. However the asymptotes of this function 
are incorrect. Perhaps surprisingly, a x l  distribution with approximately 10 degrees 
of freedom represents a very good fit to the BHP function over a wide range of m, 
and has the correct asymptotic behaviour,
n (z) =  w(s -  z f ! 2 - ie- “(*—*> (1.7)
v = 10.07155, s = a = 2.24405, w =  2.31233.
This result indicates that the statistics of a critical 2d X Y  magnet, a highly correlated 
many body system, may be reasonably represented by a distribution derived from a 
small number of independent identically distributed degrees of freedom.
An intriguing result is that the BHP distribution is fitted well by a generalized
form of the Fisher-Tippet-Gumbel (FTG) distribution for the ath largest of a sample
of random numbers [60, 61],
n (z) = exp { - a  [a„(z -  ua) +  } (1 .8 )
a = 7r/2, b = 0.938, s =  0.374, w = 2.14.
A link between critical phenomena and extreme value statistics (EVS) is an attractive 
proposition [62, 63]; however the non-integer value of a for the BHP distribution is 
difficult to interpret physically [6 ]. In particular it is unclear which quantity’s extreme 
values should be examined. An approximate ‘linearized’ form of the magnetization
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may be diagonalized in reciprocal space [6 ]. One of the most remarkable observations 
in the study of the 2d X Y  model has been that the distribution of this quantity is 
precisely the BHP function, even at temperatures when it completely fails to represent 
the full order parameter [6 , 25]. The advantage of the linearized magnetization is that 
it consists of a set of independent normal modes. Studies showed, however, that the 
BHP function was not recovered from fluctuations of the largest normal mode [64] 
and it has been suggested that any physical link with extremal statistics must be 
via correlated many body objects [2 1 , 24, 28]. Numerical studies of the Sneppen 
de-pinning model appear to confirm this [42].
It remains an open question whether there is any physical manifestation of ex­
tremal statistics present in critical phenomena. Attempts to identify suitable indepen­
dent extreme quantities have proved unsuccessful [64] (see also Chapter 5). However 
there is numerical [42] and analytical [65] evidence of a relationship between the BHP 
distribution and the extreme values of correlated variables. More work is needed be­
fore the critical -  EVS link is fully understood.
The treatment of the linearized order parameter in [6 ] may be extended to cover 
a family of models in general dimension d [25]. In the case d =  1 the distribution of 
the magnetization can be found analytically and is seen to be the ‘fundamental’ FTG 
distribution (a =  1). In Chapter 5 we present an argument for the interpretation of 
this model as representing a critical system. This result gives renewed impetus to the 
idea of a critical -  extremal link, though once again the distribution of the largest 
normal mode is not the FTG function.
The d =  1 model also provides a very appealing link to the phenomenon of 1 / /  
noise. The breakthrough came in the work of Antal et al who showed analytically 
that the roughness distribution of Gaussian signals with l / f  power spectra was pre­
cisely the FTG function [48]. l / f  noise was first observed in fluctuations of current 
in vacuum tubes [6 6 ] and has since been seen in a wide range of physical systems 
from the luminosity of stars [67] to the pitch an volume of many types of music [6 8 ]. 
The temporal scale invariance of these signals is analogous to the spatial behaviour at
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equilibrium critical points. It is therefore tempting to associate the two. Combined 
with the results of [48], [25] and Chapter 5 this suggests a heuristic cycle of connec­
tions between critical phenomena, l / f  noise and extreme value statistics. Whilst the 
connection between l / f  noise and the FTG distribution is mathematically rigorous 
it remains physically unexplained. Thus far it has not been possible to identify a 
suitable extreme quantity in the noise signal [69]. As such it is not yet clear whether 
there is any physical basis for linking these three fields or whether the appearance of 
the FTG distribution is a purely mathematical result.
To end this section we note that the universality of the BHP distribution has 
become widely accepted in the literature [6 , 20, 25, 26, 29, 70]. However it has been 
suggested by Labbe et al. that, contrary to previous findings, the distribution is 
dependent on temperature [30]. This study uses relatively short simulations (it is 
unlikely that the 5 x 105  MCS/s used would be sufficient to accurately sample the 
wings of the distribution). It is also possible that their results are subject to vortex 
corrections [27]. In Chapter 4 we present clear analytical evidence that the 2d X Y  
magnetization fluctuations are dependent on T  together with Monte Carlo simulations 
confirming this result.
1.2 Organization of the Thesis
The rest of this thesis is organized as follows...
Chapter 2 introduces the theoretical background to critical phenomena, from the 
ideas of classical thermodynamics and statistical mechanics, through critical expo­
nents and universality to the basic ideas of the renormalization group. Probability 
distributions are discussed, together with the central limit theorem and normalization 
procedures.
Chapter 3 is in two parts. The first considers the toy model of non-interacting 
Ising spins as a tractable system for the introduction of certain theoretical techniques. 
This allows for a direct comparison between statistical and statistical mechanical
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methods and leads to the derivation of a number of quite general relations. Part two 
discusses aspects of series expansion approximations to the Ising partition function. 
A potentially useful link between zero and finite field expressions is demonstrated. A 
finite size scaling expression for fluctuations in the specific heat is introduced which, 
coupled with exact expressions for the finite size partition function, leads to a means 
for predicting the finite size scaling of Tc.
The work presented in this thesis was inspired by studies of the 2dX Y  model. 
Chapter 4 reviews the theoretical development of this model culminating in the deriva­
tion of the BHP function. This derivation is re-examined with emphasis on certain 
assumptions regarding the effect of taking the thermodynamic limit. By showing that 
these assumptions are invalid we demonstrate an explicit temperature dependence, a 
result backed up by Monte Carlo simulations. A possible Kosterlitz-Thouless transi­
tion in the Harmonic model is discussed in the light of the observation of vortices in 
this supposedly purely spin-wave system.
The linearized order parameter for the 2d X Y  model leads to a reciprocal space 
description in terms of independent normal modes with a large dispersion of ampli­
tudes. This is generalized in Chapter 5 to general dimension and it is argued that 
the resulting family of systems are all critical. For d = 1 the magnetization has been 
seen previously to be FTG distributed [25]. We introduce and analyse two real space 
Hamiltonians for this model. It is seen that the distribution of the largest normal 
mode is not FTG like, and contributions to the PDF from different parts of the 
Brillouin zone are examined.
Finally, the link with l / f  noise is discussed in Chapter 6 . We consider the link 
between 1 / /  noise and extreme value statistics and suggest that this may be better 
understood in the context of a l / q  dispersion of spatial normal modes. The effects of 
imperfections in the l / f  behaviour are considered within the framework of a thought 
experiment designed to test our ability to observe the l / f  -  extremal link experimen­
tally. We also provide numerical confirmation of Machlup’s theory that l / f  noise 
may result from the superposition of random telegraph (RT) signals, and discuss the 
effect of varying the boundaries of the energy window for the RT components.
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The Theoretical Background to  
Critical Phenom ena
2.1 The Theory of Critical Phenomena
2.1.1 Phase Transitions
A thermodynamic system has associated with it a set of potentials which are functions 
of various intensive and extensive variables. Knowledge of one potential completely 
describes the system as the others may derived from it via a series of Legendre trans­
forms [2 ]. Of particular interest is the potential whose natural variables* are all 
intensive, the per unit mass form of which is called the chemical potential, n [71]. 
For a system at equilibrium the value of n is the same for all phases present, however 
it need not vary smoothly across a coexistence curve. This has led to the functional 
form of /i being used to characterize different types of phase transition [71, 72] .
A ‘first order’ transition separates phases which are distinct, occupying different 
region of thermodynamic configuration space [2 ]; they have different entropies, result­
ing in a non-zero latent heat. For example, consider a magnetic system for which the
"The ‘natural variables’ of a potential X  are those that enable dX to be readily separated into 
components of heat and work, and that lead to physically relevant partial derivatives of X . For a 
discussion see Appendix B of [71].
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chemical potential is the per particle Helmholtz potential, n = f(T,  H),  a function of 
temperature and magnetic field.1 The entropy is given by S = ( f f ) #  anc* latent 
heat per particle is
■ d f \  f d U \I = T{s+ -  S_) =  T
9 T ) h  W w
(2 .1)
where the ±  subscripts indicate values infinitesimally above and below the transition 
temperature. From (2.1) it is seen that a first order transition requires a discontinuous 
first order derivative of the chemical potential, hence the name. The classification of 
transitions as first order, second order and so on was due to Ehrenfest who categorized 
a transition as nth order where the nth derivative of n  was the lowest order derivative 
to be discontinuous [72]. Confusion arose however when systems with logarithmically 
divergent derivatives were identified (for example in the Ising model [74]). It is now 
more common to group all non-first order transitions together under the heading 
‘continuous’ [71].
2.1.2 Critical Exponents, Power Laws and Self-Similarity
Critical phenomena are associated with continuous (generally second order) phase 
transitions. Thus the free energy and its first order derivatives are continuous func­
tions but second order and higher derivatives possess singularities the nature of which 
characterize the critical behaviour. It is found experimentally that the divergences 
in these quantities may be represented by power laws. Assuming that all parame­
ters other than temperature are held fixed at their critical values, the distance of 
the system from its critical point, the point in phase space where the second order 
transition occurs (Figure 2.1), may be expressed in terms of the reduced temperature 
t =  (T — Tc)/Tc where Tc is the critical temperature. Quantities such as the specific 
heat, susceptibilities, correlation lengths etc. then vary as T{t)  ~  | t | ~ w e r e  x, a 
‘critical exponent’, generally takes a positive value (see Table 2 .1 ).
tSome confusion arises for magnetic systems over whether /i is the specific Gibbs or Helmholtz 
potential. The origin of the problem comes in the definition of the first law as either d?7 =  dQ — 
M  dH  or dU ~  dQ +  H d M  [73]. Throughout this thesis the first of these definitions will be used.
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P
CP
T
(a)
CP
(b)
Figure 2.1: Critical Points: Denoted here CP for (a) fluid and (b) ferromagnetic 
systems, critical points normally occur at the end of coexistence curves on phase 
diagrams. For the fluid system the phases are solid (s), liquid (1) and gas (g), the 
CP terminating the 1/g coexistence curve. Beyond this point there is a single fluid 
phase for all temperatures (T) and pressures (p ). For the ferromagnet the phases are 
defined by the direction of the applied field {H) and are separated by the line H  = 0 
(T < Tc). Above Tc the system is in a purely paramagnetic state.
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It may be assumed that these power law divergences represent a good first ap­
proximation to a more complicated relationship [73]
matical expression of scale invariance or self-similarity. This is seen by considering 
the effect a change of scale has on the appearance of a power law, as opposed to on 
some other functional form. A plot of y = x a can always be superimposed on plot of
Thus, if no dimensions are given, it is impossible to tell the scale of an observable 
from a power law plot. This property, peculiar to power laws, is made manifest in
critical system when viewed in isolation [12] (Figure 2.1.2).
Table 2.1 gives definitions of the more common critical exponents. As phase 
transitions may be approached from both high and low temperatures, each physical 
quantity was originally thought to have two relevant exponents. However the renor­
malization group has shown that the singularities are symmetric about the transition 
(this is demonstrated explicitly in Chapter 5 of [71]) and so only one exponent per 
quantity is listed. The definition of 5 makes it clear that power laws need not always 
be functions of temperature.
The ‘order parameter’ (OP) is a quantity whose thermal average is zero on one 
side of a continuous phase transition and finite on the other. Near Tc this quantity 
varies as a power law with exponent /?. As the name suggests, the OP is a measure of 
the degree of long range order in the system. The complexity of the order parameter 
varies greatly from simple scalars to complex vector fields [71]. For ferromagnetic 
systems, the appropriate choice is the magnetization, m  (defined in Table 2.1), a 
derivative of the chemical potential that is zero in the paramagnetic phase but finite
F(t) = At~x{l + B ty +  ...) , (2 .2)
where the exponent x  is defined by
(2.3)
The observation of power laws is of direct physical significance as it is a mathe-
y  = (nx)a by rescaling the x axis by a factor of n and the y axis by a factor of na.
critical systems by the fact that it is impossible to tell the scale of a portion of a
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(a) (b)
HI
(c) (d)
Figure 2.2: Scale Invariance in Critical Systems: These pictures are the results of 
snapshots of a Monte Carlo simulation of the two dimensional Ising model for a 
system with N  = 159201. In (a) and (b) the system is at its critical temperature, 
Tc «  2.27. The first of these (a) is simply the top left hand corner (comprising 17689 
spins) of the lattice at equilibrium. Picture (b) is formed by splitting the original 
lattice into squares of 3 x 3 spins and assigning each square the value ±1 on the basis 
of ‘majority rule’, thus defining a new lattice with N  = 17689 Ising ‘block spins’. 
The blocking procedure, a sort of real space renormalization (see §2.1.9) causes no 
apparent change in the distribution of cluster sizes relative to the original lattice. The 
bottom pictures are for a simulation with T  > Tc. In (c) we see the top left hand 
corner of the original lattice. Picture (d) shows the results of the blocking procedure. 
In this case the blocking clearly results in a change in the distribution of cluster sizes 
with smaller clusters becoming more prevalent.
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Exponent Quantity Divergence Conditions
a Specific Heat (constant field) CH = - T ( g i ) u ~ a \ \ t \ - ' > - \ ) T -+ Tc, H  =  0
P Order Parameter (magnetization) m = ~ (§h )t  ~  tlS T - > T ~ ,  H  =  0
7 Isothermal Susceptibility xt  = -  (fs& L  ~  i* r7 T  -+ Tc> H = 0
8 Magnetization m  ~  H 1!6 H  -► 0, T  = Tc
V Two Point Correlation Function G<2> (r ) -< So.sr) -  | (s2) | ~  ^ T  = TC, H  = 0
V Correlation Length T  Tc, H = 0
Table 2.1: Critical Exponents: Definitions of the most common critical exponents in magnetic systems, and the quantities to 
which they relate. After Binney et al [71]
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below Tc. Although strictly a vector, it is often more useful to consider the magnitude 
m  =  |m| to avoid problems of symmetry [75]. Care must be taken though as minor 
changes in the definition of the order parameter may have significant effects on the 
behaviour of quantities derived from it (see for example §4.5.3).
2.1.3 Relationships Between the Critical Exponents
A number of relationships between the critical exponents can be derived from gen­
eral thermodynamical considerations rather than the specifics of the system [73]. 
These relationships were originally derived as inequalities from standard thermody­
namic expressions and physical constraints. For example, the Rushbrooke inequality, 
a  +  2/3 +  7 > 2 , is derived for a ferromagnet simply using the relation Xt {Ch ~ C m ) = 
T a 2H and the fact that Cm can not be negative [76]. Hence, for H  = 0 and T  —» Tc,
Try2
CM = CW - — > 0  (2.4)
XT
Try2
CH > —^  (2.5)
XT
> - ^ d T ) l i . (2.6)
XT
Recalling Ch ~  |£|~a , Xt  ~  W~ 7  and ( f r ) H ~  l ^ -1> anc  ^ usinS (2.3), the relation­
ship in (2 .6 ) may be expressed as
—a  > 2(/3 — 1) — (—■7 ) or a  +  2/3 +  7  > 2 . (2.7)
Similar considerations lead to the Griffiths [77, 78], Fisher [79] and Josephson [80] 
inequalities,
Oi +  (5(1 +  5) ^  2  (2 -8 )
(2 - 77)1/ > 7  (2.9)
dv > 2 - q : ,  (2.10)
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relating the six major critical exponents. The Josephson inequality is particularly 
interesting as it links the values of the exponents to the dimensionality, d, of the 
system. This is an example of a ‘hyperscaling’ relation and it ties the specific heat to 
the behaviour of the correlation length (defined in §2.1.5). The linking together of six 
exponents in just four relationships indicates a reduction in the degrees of freedom. 
This is only in a weak sense however as these relationships are inequalities rather 
than equations.
In 1965 Widom proposed the ‘scaling hypothesis’, a mathematical trick that yields 
the same exponent relations as above but renders them as rigorous equations [81]. 
The justification for his approach was, at the time, mainly heuristic, however subse­
quent theoretical work has enabled scaling to be derived from firmer physical prin­
ciples [12]. In its simplest form the scaling hypothesis states that, near the critical 
point, the chemical potential is a generalized homogeneous function of its reduced 
variables (such as t and h =  H  — Hc). For example a magnetic system would have 
f (a ytt , aVhh) =  af(t, h) for any a. Immediately it is seen that only two parameters (yt 
and yh) are required to specify the system, so certain exponent relations must exist. 
Differentiating the free energy with respect to the field gives,
yh d f (a ytt, aytih) _  d f ( t ,h )  
a d(ayhh) a dh
(2 .11)
so
ayhm(aytt , aytlh) = am(t , /i), (2 .12)
and
m(t, 0) =  aVh 1m(aytt, 0). (2.13)
As (2.13) must be true for all values of a, it is possible to set a =  \t\ lfyt such that
m(t, 0) =  \t\^ yh^ ytm( 1,0). (2.14)
Given that m (l,0) is a constant, the only temperature dependence comes from the 
first factor so, according to the definition of j3,
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Setting a =  h l/yh for m(0,1) one arrives at
< 5 = - ^ - .  (2.16)
1 -  Vh
Alternatively, differentiating /  twice with respect to h yields the susceptibility expo­
nent
=  (2 . 17) 
yt
whilst differentiating twice with respect to t gives a similar expression for a,
a = 2yt ~ 1 . (2.18)
yt
Equations (2.15), (2.16), (2.17) and (2.18) may then be combined to give some familiar 
exponent relations in equation form (see, for example, [73]).
2.1.4 Fluctuations
One of the defining characteristics of critical systems is the manner in which certain 
quantities fluctuate on all length scales. The reasons for this are clear in the context 
of diverging second derivatives of the free energy. Figure 2.3 shows schematic plots of 
the specific Gibbs free energy as a function of the magnetization. The plots represent 
the behaviour of a system whose paramagnetic symmetry is spontaneously broken at 
Tc as one moves along h = 0. Above Tc, p(T, m) has a single well-defined minimum 
corresponding to m =  0. For T  < Tc the most stable value of g(T, m) is doubly 
degenerate with two values of m  minimizing the free energy. The two minima are 
separated by a potential barrier the height of which is diminished as the critical 
point is approached, leaving, at T  = Tc, a single broad minimum. Recalling that 
i ) T =  ~ m  and (Im )T =  ^ giyes the relation
- l
(2.19)\ d m 2 )  T \ d h 2 )  T
Therefore, as the second derivative of /  with respect to h diverges at the critical 
point, (J^ j)  must be zero. As there can be no point of inflexion the conclusion 
must be that g(m) is constant over the range of physical interest. This range then
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g(T, m) g(T, m)
m m
(a) (b)
g(T, m)
m
(c)
Figure 2.3: The Schematic Gibb’s Free Energy for a Ferromagnet: The plots show 
g(T, m ) for (a) T  < T C where a potential barrier separates minima corresponding to 
two distinct phases, (b) T  > Tc where a single phase exists, and (c) T  = TC where the 
free energy develops a plateau over which many configurations have effectively the 
same energy and large scale fluctuations occur.
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provides a plateau over which m  is able to take any value with effectively zero cost in 
energy, accounting for the fact that m  can have such large scale fluctuations. Also, for 
the same reasons, an arbitrarily small perturbation can produce a substantial change 
in m, accounting for the divergent susceptibility. As the temperature is increased 
above Tc the plateau in the potential rapidly narrows to a sharper single minimum 
and critical behaviour ceases.
Large scale fluctuations are not in themselves confined to critical systems. The 
important thing for criticality is that, as larger fluctuations become feasible, the small 
scale variations continue to make their presence felt. This is demonstrated by the phe­
nomenon of critical opalescence - the first [82], and arguably most visually impressive, 
experimental realization of critical behaviour (Figure 2.4). As the gas/liquid critical 
point is approached along the coexistence curve, the sizes of the gas and liquid regions 
begin to fluctuate over an increasingly large range. When the largest fluctuations be­
come comparable in size to the wavelength of visible light, the light is scattered and 
the fluid mixture starts to appear milky or opalescent. It is possible to get even closer 
to the critical point though, and correspondingly the sizes of the largest fluctuations 
continue to increase - even up to centimetre proportions. Importantly, the scatter­
ing of light is not diminished, confirming the presence of smaller fluctuations which 
remain physically relevant [73].
2.1.5 Correlations
Consider a model ferromagnet consisting of a large number, N , of spins confined 
to a d dimensional hypercubic lattice with linear size L (such that N  = Ld). The 
energy of the system typically depends on short range interactions between the spins, 
often including just nearest neighbours. Being ferromagnetic, each spin influences its 
neighbours to adopt a similar orientation. These in turn influence the next nearest 
neighbours and so the effect of the first spin may propagate further than the range of 
direct interaction. This behaviour is described by the two point correlation function
(2 .20)
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(a) (b)
(c) (d)
Figure 2.4: Critical Opalescence: This illustration uses a mixture of methanol and 
hexane in a molar ratio of 435:665. It is therefore fluctuations in the refractive index 
(rather than the density as in liquid/gas transitions) that give rise to the opalescence. 
In (a) the solution is above its critical temperature Tc =  315.55# and the components 
are miscible in all proportions, (b) The mixture has been cooled to the critical point 
and the milkiness of critical opalescence is visible, (c) As further cooling takes place 
the miscibility decreases and a meniscus starts to form (indicated by the arrow), (d) 
Finally, far enough below Tc, the components separate into distinct phases. These 
pictures may be found on the University of Iowa website [83].
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where r* and r, are the position vectors of the sites of the spins s* and sj .  Above Tc 
correlations between spins become small; below Tc long range order results in little 
variation of G(Ti,Tj) with distance between the spins. For this reason it is useful to 
remove contributions from the averaged order parameter, defining the connected two 
point correlation function
Gc(r) =  (si-s,) -  |{s)|2 , (2.21)
where translational invariance reduces G to a function of a single variable, r =  |r* — T j \ .  
For large r, the function Gc(r) behaves as a power law precisely at the critical point, 
however as Tc is approached, it is as an exponential decay [71],
~ ^  T  =  T ‘ (2.22)
~  e~r/( T - + T c. (2.23)
This introduces f, the correlation length, a measure of the distance over which two 
parts of the system may be considered to be correlated. For r > £ spins are effectively 
independent. The fact that Gc(r) falls exponentially to zero away from Tc, but only 
as a power law at the critical point, suggests that the argument of the exponential 
must be zero for all r  at T  =  Tc, and thus £(TC) =  oo. This is indeed the case and
the correlation length has a power law divergence, £ ~  \t\~v. This really captures the
essence of criticality: at a critical point the correlation length is infinite, so every part 
of the system feels the effect of every other part. A change in any microscopic degree 
of freedom (e.g. spin) exerts an influence across the infinite range of a thermodynamic 
system, and fluctuations on all length scales become possible.
2.1.6 Universality
Table 2.2 shows the numerical values of some critical exponents for the Ising model.
It is seen that the exponents take different values for each of d = 2,3, however for
fixed d =  2 they are unaffected by the type of lattice studied*. This is an example of
*This is not always the case. There are examples of frustrated systems where the lattice type 
affects the critical exponents [84].
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System Q P 7 6 r) V
d =  2 Ising Model (square lattice) 0 18
7
4 15
1
4
1
d =  2 Ising Model (triangular lattice) 0 18
7
4 15
1
4
1
d =  3 Ising Model (cubic lattice) 0.108 0.327 1.237 4.77 0.0366 0.6298
Table 2.2: Some Critical Exponent Values for the Ising Model: From [73] for d = 2 
and from [85] (a, /3,7 , (5) and [86] (77, v) for d = 3.
the fact that critical exponents are insensitive to the much of the microscopic detail of 
the system. Observations of this behaviour from numerical work on series expansions 
led to the hypothesis of universality - that critical behaviour may be characterized 
by only a few macroscopic parameters such as the spatial dimensionality and the 
symmetry of the ordered phase.
Universality is a useful concept as it enables the grouping of systems into ‘univer­
sality classes’, members of each class sharing a common set of critical exponents. One 
needs only to solve the simplest member of each class to have a complete descrip­
tion of the critical behaviour of all the other members. That such a simplification 
as universality is possible is remarkable. It demonstrates that some aspects of the 
microscopic physics giving rise to the transition in the first place play no part in 
determining the critical behaviour.
2.1.7 Finite Size Scaling
The experimental relevance of thermodynamic theory relies on the assumption that 
the thermodynamic limit, N  —> 0 0 , is applicable for experimental systems with typ­
ically N  =  0 ( 1023). When dealing with finite systems the divergences associated 
with phase transitions do not occur and instead one sees finite peaks at tempera­
tures shifted from Tc. As numerical work is necessarily performed on systems with 
N  1023, it is important to be able to quantify the effects of finite size. This is 
also useful for systems where the thermodynamic limit may not be experimentally 
accessible (see Chapter 4).
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For a critical system that is finite in all dimensions the effect of N  may be under­
stood in the context of the diverging correlation length. In such systems there is a 
restriction on the largest possible fluctuations constraining f  to the order of L. This 
provides a link between the system size and the critical exponents -  as it assumed 
that £/L  ~  0(1),  it must be true that L ~  \t\~y [87]. This in turn implies that 
|t| ~  L~x!v, and so, for example,
X ~  i 7'" (2.24)
C  ~  Lalv (2.25)
m  ~  L~^lv. (2.26)
In all these expressions it is assumed that the system is at the shifted critical tem­
perature, TC(L) =  Tc(oo) -  aL~l/v for some constant a [12, 87].
More formally, if a general function f(\ t \ ,L)  scales as \t\x for L = oo, then [87]
L ^ f ( \ t \ , L )  = (L1/’'\t\r<t,{L^\t\), (2.27)
the right hand side being a function of a single variable, L l/U\t\.
When simulating a critical system, care must be taken to ascertain the precise 
value of TC(L). It is generally not appropriate to use Tc(oo) as the behaviour at this 
temperature may not be strictly critical [14].
2.1.8 Statistical Mechanics
Critical behaviour cannot be explained by thermodynamics [2]. Instead a statistical 
mechanical approach must be adopted, explicitly considering microscopic interactions. 
If a system has a state i with energy Ei, the probability of the system being in this 
state is
Pi = -^ =e~0Ei where Z  = (2.28)z I
where /3 =  1 /T  (in units where the Boltzmann constant ks = 1) and Z  is the partition 
function. This function plays a central role as it provides a link with thermodynamics
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via the Helmholtz potential,8
f {T ,H )  = - U o g Z . (2.29)
Thus knowledge of Z  is sufficient to completely describe a system. The energy of 
a each microscopic configuration is given by the Hamiltonian. However, even when 
a suitable Hamiltonian is known, derivation of the partition function using (2.28) is 
often an intractable problem.
There are a number of model systems of varying complexity for which Z  may be 
determined analytically [88]. In such cases the partition function may be used directly 
to investigate fluctuations. The average value of a some property, say X , is given by 
(X ) = Xie~PEi/Z.  Assuming there is a term — a X  in the Hamiltonian,
(X) =
J _  d 
PZ da Vr )
i a  (log z)
a= 0
(2.30)
(2.31)
o=0P da
If the required term is not present in the Hamiltonian, it can always be added (giving 
E[ = Ei) since a is set equal to 0 after the differentiation. The fluctuations in X  are 
provided by the second differential,
1 ^ (log  Z)
0 da2 a —0
I A
P da
1 d Z  
Z  da a=0>
1 ' I d2Z / I  d Z
0 Z  da2 a=0 \ Z  da o = 0 /
x
0'
(2.32)
(2.33)
(2.34)
(2.35)
Equation (2.35), demonstrating the interdependence between probability distribu­
tions and thermodynamic potentials, is known as the linear response theorem [71].
®This link is assuming the canonical ensemble where, for a system of fixed size at a fixed tem­
perature, the energy is free to vary. See [2] for a good proof.
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When X  is a product of microscopic variables, e.g. Sj, it is possible to obtain 
correlation functions using the above method. This time each variable is assumed 
to have its own linear term in the Hamiltonian, and the n point correlation
functions are,
G<"> (r,. . .  r,) = <*•■•«*> =  |  d J ° ZdJn (2-36)
Harder to prove (see Appendix D of [71]) but more useful are the corresponding 
expressions for the connected n point correlation functions,
G<">(s*.. ,s„) = A  ... A  (log Z).  (2.37)
2.1.9 The Renormalization Group
The development of the renormalization group (RG) represents a major achievement 
in the study of critical phenomena, providing a sound mathematical footing for many 
physical observations. The concepts behind the RG are most readily discussed in the 
context of a specific system and the d = 2 Ising model is a straightforward choice 
(see §3.2 for a description of the model). A ‘thought experiment’ may be performed 
where one views the lattice of Ising spins through a window in an otherwise opaque 
screen. Assuming the lattice is large, only a fraction of it will be visible. For a 
system at its critical point, there will be clusters of up and down spins of all sizes 
distributed across the lattice, and this will be reflected in the visible portion. Moving 
the lattice backward, away from the screen, increases the visible area but results in 
a loss of definition and the highest resolution detail may be lost. However, as the 
the system is critical the distribution of clusters will appear the same. For T  < Tc, 
clusters with spins in one direction (e.g. up) will be larger, on average, than cluster 
of spins in the other direction (down). As the lattice is moved away from the screen 
the loss of high resolution results in the down clusters gradually being obscured and 
the system appears more ordered than when viewed up close. For T  > Tc, as the 
lattice is moved away, large clusters become smaller relative to the visible portion of 
the lattice indicating that only short range order is present. In very simplistic terms 
the RG procedure is the mathematical equivalent of moving the lattice back.
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Real space renormalization may be understood in terms of Kadanoff’s ‘block 
spins’ [89], bypassing much of the technical detail of the RG method. The idea 
is that the degrees of freedom are split into groups, with new degrees of freedom 
being defined as some function of the members of each group. Consider sectioning 
a square lattice of magnetic spins, s*, into blocks of size 6 x 6 .  Each block is then 
assigned a value cr* =  /({s*}) where the braces indicate the set of spins in block k. 
The only constraint on the function /  is that the cr* have the same range of values 
as the original spins [71]. If the PDF of states of the original spins is known then the 
equivalent distribution of the block spins can be determined by summing the proba­
bilities of simple spin configurations that give rise to each block spin configuration. 
Therefore if X  is a function of the spin configuration its distribution is unaffected by 
the renormalization procedure [71],
Renormalization has the effect of introducing more couplings into the system than 
may have been present initially. It is often said that the renormalization transfor­
mation is simply a move from one point, {if}, to another, {if'}, in the infinite 
dimensional space of all possible couplings, such that {if'} =  R{K}.  If certain fixed
is the set of equations defining the renormalization group transformation [12]. It is 
best to think of the original Hamiltonian as depending on all possible couplings, but 
with many of them being zero. The RG transformation then simply alters the values 
of the various parameters, not the form of the Hamiltonian itself.
The matrix Tab describes the geometry of the coupling space near i f * and it is 
this that ultimately controls the behaviour of the system. The eigenvalues of the 
matrix may be written as A, =  byi (with 6 defined above). For > 0 the scaling 
variables Ui renormalize away from their fixed point values, as u\ =  Aji^, and are
z ( W )
Y .  X({ak} r P ( { a k}) = Y  * ( M ) " P ( M ) .  (2.38)
{<Tk} VI li) {Si}
points, {if*}, exist such that R({K*}) = {if*}, and if the transformation operation 
R  is differentiable in their vicinity, then
K  - K ~ E  Tab(Kb -  Kb) where
b
(2.39)
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said to be relevant. For t/, < 0, Ui renormalizes to zero and is irrelevant. The sub­
space in which all relevant scaling variables are zero is called the critical surface.
By tuning the external constraints such that the Hamiltonian lies on this surface, 
repeated renormalization leads to the fixed point controlling that RG flow.
Figure 2.5 shows a schematic diagram of RG flows in a two dimensional sub­
space. This could represent the two dimensional Ising model with K\ and K 2 being 
the reduced nearest and next nearest neighbour couplings respectively. The original 
model then has K 2 =  0 and the Hamiltonian is some point along the K\  axis, exactly 
where is determined by the temperature.^ At Tc the RG flow leads to the critical 
fixed point. If the original system had K 2 ^  0 varying the temperature could move 
the Hamiltonian along a line other than the K\  axis, for example the dotted line 
shown. This line crosses the critical surface at a different point from the simple Ising 
model, however both systems renormalize to the same fixed point and so belong to 
the same universality class.
Exactly how fixed points ‘control’ critical behaviour depends on the way in which 
the free energy renormalizes. The singular part of the free energy may be written as 
a function of the relevant scaling variables" as [12]
/-(tit, Uh) = b~ndf s(bnytut , bnyhuh), (2.40)
where n is the number of iterations of the RG procedure. Some algebra then gives [12])
f , ( t ,h )  = \t/t0\d/«<t> - (2-41)
(where to and ho are constants) which is exactly the prediction of the scaling hypoth­
esis in §2.1.3. Differentiating (2.41) in the appropriate manner then leads to (2.15), 
(2.16) and (2.17), and therefore to the exponent relations (2.7)-(2.10).
Renormalization of the correlation function makes use of (2.36) giving G(r) ~  r~2<<d~yh\  
This may then be generalized to correlations of ‘scaling operators’, </>*, each of which
* There are in fact two relevant scaling variables for the 2d Ising model, one related to temperature, 
the other to field. However, they exist in even and odd sub-spaces respectively and so, working in
the even sub-space the Hamiltonian depends only on T  [12].
II Irrelevant scaling variables lead to corrections which are considered negligible here, though
strictly speaking they may be significant.
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Critical Surface
FR
Figure 2.5: RG Flows in a Two Parameter Subspace: For parameter sets lying on the 
critical surface, renormalization leads to the critical fixed point (FP). Away from the 
critical surface, renormalization leads to either of the trivial (high or low temperature) 
fixed points. Any model with T  fixed such that K\  and K 2 lie on the critical surface 
will renormalize to the same fixed point and thus exhibit the same critical behaviour.
is uniquely coupled to a scaling variable it*, and is defined by linear combinations of
products of the microscopic variables of the system, such that [12]
(<f>i{ri)& (r2)) oc |ri -  r 2r 2xi, (2-42)
where
Xi — d — yi. (2-43)
This result is completely general and defines the ‘scaling dimension’, X{. For systems 
that may be represented, or approximated, by a Gaussian Hamiltonian, (2.42) is 
particularly useful as all the averages may be evaluated using Gaussian integration 
(see Appendix A).
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2.2 Probability Distribution Functions
2.2.1 Definitions of Probability Functions
A distribution function, F(x), is a measure of cumulative probability. Simply defined, 
F(x') is the probability that a variable x  will take a value less than or equal to x1. This 
imposes certain restrictions on the form of F(x). The function must be defined for all 
values of xmin < x < xmax with only a finite number of discontinuities. The function 
must be monotonically non-decreasing between F (x min) =  0 and F(xmax) = 1.
A probability density function (PDF)** f (x )  is defined such that f(x ')  is the 
probability that the variable x  takes the value x ' . Thus, for discrete and continuous 
data respectively,
F(x) = f ( x ') or F(x) = f  f(x ')  dx', (2.44)
rr>— ~. . • ' E m i n—^min
and hence
d F = f (x )  dx. (2.45)
It is convenient that, as /(x ) is zero for all x  below xmin and above xmax,
fXm&x ro c
F{xmax) = /  / ( x ' ) d x ' = /  f ( x )  dx = I ,  (2.46)
the last equality indicating that x  must assume some value.
2.2.2 Moments
It is often not possible to express PDFs in terms of analytical mathematical functions. 
Therefore it is useful to define the moments of a distribution, which may be used to 
compare one distribution with another. The general expression for the rth moment, 
Hr of a distribution about a point x = a is
/oo (x -  a)rf (x )  dx. (2-47)
-oo
**The nomenclature is often flexible here -  sometimes the term ‘probability distribution function’ 
is used in place of ‘probability density function’. As we are almost never interested in distribution 
functions, such as F(x), there should be no cause for confusion.
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The zeroth moment is always unity and is unimportant. The first moment is simply 
related to the arithmetic mean. In the discrete case this is easily thought of as the 
sum over all possible values of the variable x =  x' with each value weighted by its 
probability. In the case of continuous x  this becomes
/oo x /(x )d x  = ^i(o), (2.48)
-oo
and in general,
/oo x rf (x )  dx = H r ( 0 ) ,  (2.49)
-oo
where (xr) denotes the rth moment about x = 0, viz. the average of x r .
The so-called ‘principle’ moments (labelled simply nr) are defined as those for 
which a =  (x) and are usually the quantities of most interest. It is often easier to 
evaluate moments about a point other than the mean and then relate these to the
principle values. This is done by making the substitution z = x — a and using the
binomial expansion
Mr =  E ( - l ) *  rc*  {zk) Hr-k(a). (2.50)
k=0
If the functional form of f (x )  is known, the moments may be extracted from the 
moment generating function,
/ oo
esxf (x )  dx,
-oo
(2.51)
where, without loss of generality, a = 0. Obtaining the moments from G(s) is achieved 
by expanding the exponential and integrating term by term,
/ oo roo ©2 roo
f ( x ) d x  + s x f ( x ) d x  + — x f (x )  dx 4 b (2.52)
-OO J — oo 2 J — oo
S 2 / \
=  1 +  s (x) +  — +  • • ’+, (2.53)
dT G{s)
thus
(xr> = ds1 (2.54)s=0
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For independent variables x  and y with distributions f i{x) and f 2(y),
Gx+y(s) = JJ eix+y)sf i {x ) f2(y )dxdy  (2.55)
=  Gx(s)Gy(s). (2.56)
2.2.3 Cumulants
There are circumstances in which the moment generating function, as defined above, 
does not exist for all real s. An equivalent definition using the pure imaginary variable 
is (in place of s) gives rise to the more useful ‘characteristic function’. It can be shown 
that, within certain general constraints, this function completely describes the PDF, 
and is, in turn, totally determined by it [90].
The definition of the characteristic function, 0(s), shows that it is the Fourier 
transform of the PDF,
/oo etsxf (x )  dx. (2-57)
-oo
This is still a moment generating function as it obeys all the rules discussed above. 
It also defines the cumulants -  a set of constants similar to the moments (and related 
to them), which are more directly connected to the shape of the distribution making 
them descriptively more useful. The rth cumulant, /cr , is defined by the equation
00 (i
log (0(s)) =  ]T  — (2-58)
r=l T-
Two properties, true of both moments and cumulants, are worth noting. Firstly, 
a shift in the origin of the distribution affects only the first cumulant. For example, 
if the origin is shifted by +c,
M s )  =  f°° eis^ c)f ( x )A x  (2.59)
J — OO
/OO e%sxf(x )  dx  (2.60)-ooe~lsc
= eiscM s )  (2 -6 1 )
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where (f>\ and 0 2  are the characteristic functions for the original and shifted distribu­
tions respectively. As
log (</>2 (s)) =  - i s c  +  log(0 i(s)) (2.62)
only the coefficient of is has changed, so moments with r  > 1  remain unaffected. 
Secondly, a change in variable x —> ax does not alter f (x )  dx  and so the cumulants 
transform as «r —> ar nr.
The infinite set of cumulants will, for most well behaved PDFs, completely define 
the distribution. However, often only the first four cumulants are needed to obtain 
a good description of its shape [91]. The mean (/x) and variance (a2, where a is 
the standard deviation) are just the first and second cumulants respectively. The 
skewness (7 3 ) is a measure of the asymmetry, while the ‘defect of kurtosis’ (7 4 ) is the 
deviation of the kurtosis, a measure of the sharpness of the peak (sometimes called 
the ‘fatness’), from the Gaussian value of 3. These two quantities are respectively 
equal to the third and fourth cumulants of the variate normalized to the standard 
deviation.
Some important relations are:
/x =  — = — (x) (2.63)o 0
a2 — k,2 = (x2^ -  {x)2 (2-64)
7* =  %  =  ^  ( i* 3) -  3 ( x2) <x > +  2 <x >3) <2-65)
74 = ^  =  ^ 4  ( ( z “) -  4 (x3) <x) -  3 (x 2 ) 2  +  12 (x2) (x ) 2  -  6  <x>4). (2.66)
2.2.4 Distributions of Compound (Global) Variables 
The Central Limit Theorem
A compound variable, or global quantity 5, depends on more than one microscopic 
component, S{. Generally speaking S  is the sum of its microscopic constituents, 
each of which has its own distribution of values. Therefore the PDF, P(S), depends
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both on the individual PDFs of the s*, and on the manner in which these microscopic 
components interact with each other. In many physical systems one would expect the 
microscopic variables to be identically distributed (id), and this makes the statistical 
analysis somewhat easier.
When the variables s* do not interact with each other, that is they are statistically 
independent, the central limit theorem (CLT) applies. This remarkable theorem states 
that if Sn = si and the s* have mean // and variance a2, then
lim P (a < S n ~ N v  < b\ =  _ L  /‘V “2/2du. (2.67)
N->oo V -  a V N  ~  )  V 2 T T  J a
In other words, as the system becomes infinitely large, the distribution of the global
measure approaches a Gaussian -  regardless of the form of the distribution of the
Si. In fact the result is even more general. Firstly the microscopic variables do not 
need to be identically distributed, simply to share a common mean and variance. 
Secondly the S{ do not need to be independent. Instead, any correlation between the 
microscopic variables must have a sufficiently short range that the global quantity may 
be expressed as the sum of mesoscopic independent variables [1]. There is however 
one final criterion that must be fulfilled for the CLT to apply. Each of the constituent 
parts of the global quantity must make an individually negligible contribution to the 
sum. Thus there must not be a large spread in values of the s* [92-94].
Things become very much more complicated when the microscopic variables begin 
to strongly interact with each other. The limiting example of this is critical behaviour. 
For a critical system the infinite correlation length prevents the system having even 
mesoscopically independent regions. Therefore any global measure will be the sum of 
highly correlated variables and the central limit theorem breaks down [6 , 8 ]. Unfortu­
nately, when this occurs, there is no known equivalent non-Gaussian function toward 
which distributions tend. Thus, at first sight, the distributions of global quantities in 
critical systems are limited in form only by the general restrictions that apply to all 
PDFs.
Universality suggests that the non-trivial PDFs that do occur at critical points 
are not all different but may be grouped together in universality classes [8 , 1 0 , 12-15].
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Thus the shape of a critical distribution depends on dimensionality and symmetry 
rather than on detailed microscopic considerations. As a result it might be reasonable 
to assume that an experimental system could be assigned to a given universality class 
by comparing its measured distribution with a gallery of predetermined functions. 
This idea of a ‘picture gallery’ has been proposed by Racz in the context of non­
equilibrium scaling functions (see in particular [44]).
2.2.5 Normalization of Global Variables
From (2.67) it is seen that the CLT applies to the normalized global variable 
not simply to S. This is crucial to extract any meaning from the distribution as the 
thermodynamic limit is taken. The standard deviation of fluctuations in S  scales as 
N 1!2 when the components s* are independent [7]. Thus if S  is normalized by any 
power of N  other than 1/2 the distribution of the global quantity will either become 
infinitely narrow or infinitely wide as N  —> oo (for a detailed discussion see Appendix 
A of [6 ]).
For a critical system the fluctuations in the intensive quantity z = S / N  may scale 
in manner other than TV- 1 / 2  [8 ]. In fact, finite size scaling leads to the relation [6 ]
1 i 1 —»?/2
a ~  N~* + d .  (2.68)
Thus critical variables should be normalized by their standard deviation, not sim­
ply A1/2, in order to obtain a reasonable limit distribution. The appropriate limit 
function, shifted to zero mean, is therefore [16, 19]
p ' =  ° z P { z ) - (269)
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Toy Models and Approximate 
M ethods
This chapter begins by looking at a simple model with no phase transition as an 
introduction the concepts involved in solving a thermodynamic system. The purpose 
is two-fold: firstly to demonstrate the approach of statistical mechanics in terms of 
counting numbers of configurations, and secondly to show that this approach yields 
exactly the same results as can be obtained directly from purely statistical consider­
ations.
The second half of the chapter focuses on the Ising model in two dimensions, for 
which a phase transition does exist. A series expansion approach to the problem in 
finite field is discussed and related to an equivalent expression in zero field using the 
ideas of graph theory. Also a simple finite size scaling argument is suggested for the 
variance of the energy fluctuations.
3.1 Non-Interacting Spins - A Simple Precursor to  
the Ising Model
This section focuses on the susceptibility of a simple toy model of N  non-interacting 
one dimensional (Ising) magnetic spins, s* =  ±1, in an external field. The only energy
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in the system comes from the interaction of each spin with the field,
N
E  = (3.1)
1 = 1
where n  is the magnetic moment of an individual spin (which will be taken as 1  from 
now on). The location of the spins is unimportant so no lattice type needs to be 
specified.
3.1.1 A Statistical Mechanical Approach
It is possible to solve the model defined in (3.1) by using either statistical mechanics 
or simple statistics. The latter is the more straightforward, however the former is 
more informative and leads to the derivation of a number of useful and quite general
relations. We begin with the statistical mechanical approach and define the extensive
magnetization,
N
M = (3.2)
1 = 1
thus
S = <3-3>
Expressions for the M agnetic Susceptibilities
The aim is to find expressions for the per spin susceptibilities of this model,
- ( M
T
where m  =  M/N .  The approach taken is to perform the majority of the analysis 
using the extensive magnetization and then transform the results at an appropriate 
stage. It will be seen that correct normalization of the resulting distribution makes 
the distinction between extensive and intensive properties irrelevant. However it is 
important at each stage of the derivation to be clear with which quantity one is 
dealing. If the magnetization and energy of a given spin configuration, say a, are Ma 
and Ea respectively, then
E  a Mae ~ ^
Yla ^
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2  „
where Z  is the partition function. Thus 
d ( M “)
= (3.6)
dh
| ,3 5 2 Afae - « -  j  (3.8)
=  ^ { ( M “+I) - ( A f ° ) ( M ) } .  (3.9)
Also, differentiating powers of (3.5) gives
• J g L  .
Repeated use of (3.9) and (3.10) yields the following expressions for the first three 
extensive susceptibilities in terms of the moments of M:
=  P { ( m 2) - < M ) 2} (3.11)
= P2 { ( M 3) - Z { M 2) ( M )  + 2 (M }3} (3.12)
P3 | ( M 4} -  4 (M 3) (M) -  3 (M 2 ) 2  +  12 (lW2) (M ) 2 -  6  (M )4) .
dh2
&(M)  
dh3
(3.13)
Comparing this set of equations with the results of §2.2.3 shows that each right hand 
side is equal to f3a times /c0+i where Kr is the r th cumulant of the distribution of M. 
Hence all that remains is the determination of the forms of (Ma).
To this point the exact form of the Hamiltonian has not been referred to and so
the independence of the spins has not been a factor. The results are therefore quite
general and apply to all magnetic systems.
Evaluation of Averages
The lack of interaction in this model enables contributions from each spin to be 
treated separately. Thus the sum over all states may be replaced by the product of
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sums over all possible values of each variable,
F  M  e~^Ea
{ M)  =  (3 ' 14)
S , I = ± 1  E » = ± i  E 33= ± i  ( s i  +  s 2 +  s 3 +  ■ ■ • + )  e - ^ « + t »+ c »+ - + )
E . , = ± i  E . , = ± 1  E » 3 = ± i e - « " + * * + * » + - + )
(3.15)
  3T^Sl = ±l
"  N  E si=±1e - ^  ’ (3'16)
Having only two terms, the sums may be performed explicitly,
<M > =  (3-17)2^si=±i “
( -p-V* +
«  <3 1 »>
-  W I S S )  (3.»)
=  ./Vtanh(/?/i). (3.20)
At this point, (3.20) may be differentiated repeatedly to find the susceptibilities. 
However the following method shows how the desired quantities may be found by 
counting the different configurations.
The method for evaluating (M2), (M 3) and (M4) is essentially the same as used 
above, however ‘cross terms’ in the expansion of (si +  S2 +  S3  + . . .  + )r result in minor 
complications. Some observations about (M r) make the calculation easier.
• The form of the exponential is unaltered by the power to which M* is raised. 
Thus the numerator of the average expression will be of the form Ae&h +  Be~^h.
• The coefficients of A  and B  arise from the multiplication of r terms, each of
which is restricted to be ± 1 . This means that factors in the numerator are restricted 
to be of the form 2 sinh(I3h) or 2  cosh(/3h). The denominator is always ( 2  cosh((3h))N.
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•  Whether a given term is cosh (/3/i) like or sinh(/3/i) like depends simply on the 
product of the s* concerned. If the product of the exponents of the r  relevant spins 
is positive the term is cosh (/3/i), if negative it is sinh(/3/i).
• Finally, each free spin (those not explicitly represented in a given term) yields 
a cosh function from the sum over its states. This applies to distinct spins, so 
whilst SiSjSk is multiplied by a factor coshN~3(/3h), the term sf is associated with 
coshN~1(/3h) because for this term there are N  — 1  free spins.
Hence the problem is reduced to one of evaluating the number of each type of term 
arising from the expansions of (J2i Sj)r , r  =  2,3,4, and thus is a question of combi­
natorics.
The case with r  =  2  is simplest, with only two types of term arising from the 
squaring of the magnetization. Terms are either sf or SjSj.
In the expansion of (si +  « 2  +  s3  +  • • • + ) 2  there are N  possible choices for the 
spin to consider from the ‘first’ bracket. For terms of the form sf this is the only 
degree of freedom as the second spin is constrained to equal the first. Hence there 
are N  sf terms arising from expansion. For the SiSj type, the only restriction on the 
second spin is that it must not be the same as the first. Hence there are N  — 1  spins 
to choose from resulting in N ( N  — 1 ) terms of the form SiSj. Therefore, using the 
observations noted above,
Similar considerations provide the factors in Table 3.1, and the expression for
(3.21)
V (cosh(/3ft))(cosh'v l {ph)) 
cosh N(f3h)
(sinh2 (^/i))(coshyv 2{fih))
(3.22)
iV(l + (N — 1 ) tanh2((3h)). (3.23)
(M3) is,
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r Type of term Factor
2 «? N
S i S j N {N  -  1)
3 S> N
c?c ■ 3 N(N  -  1 )
S i S j S f c 1 t—
‘
1 to
4 S i N
s^s ■ 4 N (N  -  1 )
S 2 S j S k 6 N (N  -  1)(N -  2)
sis2 3 N (N  -  1 )
S j S j  S f c S i N ( N  — l)(iV — 2) (TV — 3)
(m3) =
Table 3.1: Factors in the Expansion of (Mr) 
E « M 3e - ^
-PEa
+3N(N — 1 ) coshJV_1 (/3/() sinh(/3/i)
+  N ( N  - 1 ) ( N -  2 ) sinh3(/3h) cosh"-3^ ) }
= N  tanh(/3/i)(3JV -  2  +  (N  -  1 )(JV -  2 ) tanh 2 (^ft)).
For (A/4) one gets,
E a M 4e -^ «(M4)
|  AT cosh^f/J/t)
Z a e-»E<- 
N
coshN(fth)
+4JV(N — l)sinh 2 (/8 h)coshN~2 (fih)
+ 6 N (N  -  1 )(N -  2)sinh2(ph)coshN- 2(ph)
+ N (N  -  1 )(JV -  2){N -  3 )sinh4 (/3/i)coshw_4 (/J/t)
+  3 JV(JV — l)cosh N(/3h)}
(3.24)
(3.25)
(3.26)
(3.27)
(3.28)
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=  N  |3 A  — 2 +  4AT2 tanh2((3h) — 6N  tanh2((3h)
+ 2 tanh2(ph) + (N -  1 )(N -  2) (N -  3) tanh4(/?h)} . (3.29)
Relating Susceptibilities to  Cumulants
It is the fluctuations in the intensive magnetization that are of interest and so it 
is desirable to express the intensive susceptibilities, Xi”t i terms of the intensive 
moments, (mx).
x!»t =  ^  (3.30)
-
=  j f p  ( ( m2) -  <M >2) t3-32)
=  &  ( ( m 2) N * - <m)2 N 2 )  (3-33)
=  f)N ((m 2) -  (m)2) . (3.34)
Similarly
XinI  =  =  P 2 N *  i i ™ 3 )  ~  3 ( m 2)  ^  +  2 ^m )3)  (3 ' 35 )
Xint =  =  p N 3 ( (m 4) -  4 (m 3) (m) -  3 (m2) 2
+12 (m 2) (m)2 -  6 (m>4) (3.36)
Thus for the first three susceptibilities it is seen that
x£! =  (/W )“Ko+1. (3.37)
where Ka is the ath cumulant of the intensive magnetization distribution. Again this 
result is quite general and does not arise from the independence of the spins. Using the 
expressions derived for the extensive moments, together with (xy) =  (1 /Ny) ((N x )y), 
gives the dependence of xlnt on the external field,
x |2> =  /3 (l —tanh2 (/?/»)) (3.38)
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Xint =  2 £ 2  (tanh 3 (/?/i) -  tanh(/3/i)) (3.39)
Xint =  2/ ? 3  (4tanh 2 (/?/i) -  1  — 3tanh 4 (/3/i)) . (3.40)
The cumulants of the distribution of m  are therefore (note that =  &2)
(2 )
(3-41)
=  j j  (!  -  tanh 2 (/3fc)) (3.42)
(3.43)
(3)
=  ^2jV2 (3 *44)
= ^  (tanh 3  (j3h) -  tanh (/?/*)) (3.45)
H=° 0 (3.46)
(4 )
^  (3-47)
(4 tanh 2  (/3/i) — 1  — 3tanh 4 (/?/i)) (3.48)N 3
H ^ O  2^
N 3
(3.49)
The mean, //, variance cr2  =  «2, skewness 7 3  =  Ks/a3 and the defect of kurtosis,
7 4  =  Kt/a4 may therefore be found. In the limit of zero field they are,
IL = 0 (3.50)
o 2  =  (3-51)
7 3  =  0 (3.52)
74 =  ~ J f '  (3.53)
consistent with the predicted Gaussian form.
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3.1.2 The Statistical Route to the Cumulants
In theory, (3.50)-(3.53) may be derived in a simple statistical manner as the distri­
bution function for each individual spin is known,
p(«,) =  l ( t f ( - i ) + t f ( + i ) ) .
The characteristic function of this double delta function is
1 f°°
W )  =  5 /  e (<5(—1) +  £(+1)) dx
Z  J — o o
=  \ [ t *  + e-*]
(3.54)
(3.55)
(3.56)=  cos (£).
For the distribution of the global quantity, M  = the characteristic function
is the product of the contributions from the individual spins. Hence,
$N(t) =  COS N(t)
ln[$jv(^)] =  In [cos^t)]
N  In cos(t)
=  N  In
N  In
n t2 t4 
“  2! +  4!
, i2 t4' 
1 +  l _ 2! +  4!
N
N
N
N
_ £  £  _  1 
~2! +  4! 2
J l  t - t .
2! +  4! 8
2! 2 4!
(it)2 2.(*04
2! + 4l)
2! 4!
(3.57)
(3.58)
(3.59)
(3.60)
(3.61)
(3.62)
(3.63)
(3.64)
(3.65)
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The power series expansions used for the cosine and logarithm functions have been 
truncated at the appropriate points such that the fourth order cumulant remains 
exact. The r th cumulant of the distribution of M  is the coefficient of (it)r/r\,
*i =  0 (3.66)
* 2  =  N  (3.67)
«3 =  0 (3.68)
«4 =  - 2  N. (3.69)
These values refer to the distribution of the extensive magnetization. Only after 
normalizing by gm do the values become the same as (3.50)-(3.53). This highlights 
the fact that the for correctly normalized distributions it is not important whether 
one deals with intensive of extensive quantities.
The system being considered has no means for cooperation between variables, 
so the central limit theorem predicts that the magnetization distribution should be 
Gaussian in the thermodynamic limit (N  —► oo). This is clearly the case; the variance 
and defect of kurtosis scale as 1/AT, the skewness is identically zero.
3.2 The Two Dimensional Ising Model
The model discussed in the previous section is effectively the Ising model, defined by 
the Hamiltonian
H  = —J ^ 2  SiSj — si (3.70)
< * J >  *
in the case of zero exchange interaction, J  = 0. This model has a long history dating 
back to Ising’s 1925 solution of the one dimensional case [95], and Onsager’s solution 
of the two dimensional model [74] in zero field remains one of the most important 
breakthroughs in the theoretical development of critical phenomena. For h ^  0 no 
exact solution has yet been found and so approximate methods must be used.
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3.2.1 Series Expansions
There is a wealth of literature regarding series expansions of the Ising model par­
tition function covering all manner of lattices, dimensions, couplings and boundary 
conditions (see for example [73]). The aim of this section is not to add to the large 
numbers of terms already evaluated, but rather to draw attention to a link between 
zero and finite field expansions that we have not seen discussed explicitly elsewhere.
A low temperature expansion discussed by Baxter [88] expands the partition func­
tion as a power series in u = exp (—4K),  where K  = (3 J. This series results in two 
branches stemming from the minima associated with all spins aligned with the field 
and all spins aligned against the field. The first few terms in both series are given as,
Z N = e2NK+Nh { l  + N u 2e~2h
+2Nu3e~4h +  §1V(1V -  5)u4e -4'*
+ 6  J V u V 6'1 +  N u i e~sh +  . . .+ }
+e2NK~Nh{ l  + N u  2e2h
+2Nu3eih + |iV(JV -  5)u4e4fc
+6Nu4e6h + N u 4e3h +  . . .+ }  (3.71)
where the temperature factor has been absorbed into the field under the transforma­
tion h —> (3h.
More recently, Beale [96] used a similar expansion for a finite m x n  lattice. Using 
Kaufman’s extension [97] to Onsager’s solution [74], he managed to obtain the exact, 
zero field, expansion for systems up to n = m = 32. Constraining Beale’s lattice to 
be a square (m = n = \/N),  with a small transformation of variables (Beale expands 
in x = y/u) his expansion can be expressed as:
ZN = e2NK £  gkvk
k—0...
= e2NK {2 +  2N u 2 + 4N u 3 +  (N 2 + 9N)u4 + (41V2 +  241V)u5 +  . . .+ }
(3.72)
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Where is the number of possible configurations with energy 4kJ  above the ground 
state.
Comparison of the coefficients of ux in equations (3.71) and (3.72) shows that they
are closely linked. Let O(z) denote the coefficient of z and consider @(u2) in the finite
field expansion (3.71):
0 (u 2) =  Ne2NK (e<N~2»  +  e*2-")*) (3.73)
Setting h = 0 in (3.73) results in:
6 (u 2) h=° 2Ne2NK (3.74)
which is the same as is obtained directly from the zero field approach as represented 
by equation (3.72). A similar relationship also holds for u4 where there are many 
contributions to the partition function in (3.71) with various h dependencies. Letting 
h —> 0 in this case and cancelling the factor of e2NK common to both expansions 
gives,
2 \ - N { N  -  5) +  6JV +  jvl =  TV2 + 9N  (3.75)
.2
This link is quite intuitive as setting h = 0 in the finite field expansion must ultimately 
give rise to the same partition function as one obtains by simply considering the zero 
field case to start with. The question then arises:
Is possible to split up the coefficients obtained in zero field to arrive at 
the correct h dependent terms?
If so, given that the zero field terms are exactly calculable, the finite field coefficients 
follow directly.
Consider first the expansion in equation (3.72). The Hamiltonian for this system 
is H = - J E ( i j )  SiSj with the ground state energy corresponding to all spins aligned, 
Egs = —J(2N).  The smallest energy interval is 4 J  corresponding to the flipping of 
a spin with three positive and one negative interactions. Thus all energy levels may 
be expressed as =  Egs +  4k J  where k is an integer. Taking g* as the number of 
states with energy £* then yields equation (3.72).
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(a) (b)
Figure 3.1: The four types of graph that may be constructed on a square lattice using 
8 ‘bonds’: The two sub-graphs of part (d) may be joined at a vertex but must not 
share any common linkages.
Comparison with Peierls’ discussion of spin zone boundaries [98] shows that Q(uk) 
is related to the number of closed even vertex graphs with 2k bonds that can be em­
bedded in a toroidal lattice of size N. Given the symmetry of the system, the number 
of graphs is precisely half the value of the coefficients, as ‘all spins up’ is equivalent 
to ‘all spins down’. For example, 0 (u 4) =  iV2 + 9N.  Now consider the permitted 
graphs that may be drawn with 2k =  8 bonds -  these are shown in Figure 3.2.1 
(a)-(d). Graph (a) may appear N  times on the lattice, once at each of the N  lat­
tice points, because it is the same in all four orientations. By contrast, (b) has two 
distinct orientations that it can adopt at each lattice point, and (c) has four such 
possibilities. Thus these graphs contribute 2N  and 4N  respectively. Finally graph 
(d) consists of two distinct squares with four lines each. These may be joined at the 
corners but must not share any bonds. The first square may be placed freely at any 
point on the lattice and has only a single orientation. The second square may be 
sited anywhere that does not result in a bond overlap with the first. This restricts 
it to N  — 5 possibilities. The identical nature of the two squares means either could 
be chosen as the first, introducing a combinatorial factor of | .  Thus the contribution 
from graph (d) is \  N  (N — 5) giving a total for the number of graphs with eight lines 
of \ N ( N  + 9). As predicted this is exactly half the value of the coefficient.
Similar analysis of the finite field expansion (3.71) is made more complicated by
64
Chapter 3: Toy M odels and Approximate M ethods
the presence of two terms in the Hamiltonian. If H = —JJ2{i,j)SiSj — hY,i$i  then 
the ground state energy is given by Egs =  —(J(2N) +  hN). The smallest energy 
increments for each term are 4 J  and 2h (a single spin flip goes from a contribution of 
—h to or vice versa). As expected from topological considerations, only certain 
values of 0 (J )  are possible for each 0(/i). For example, if all spins are ‘pointing up’ 
then two are flipped, there are only two outcomes. If the spins are neighbours there 
is a single region of minority spins with a perimeter of 6 bonds. This scenario relates 
to the term in u3. Alternatively the spins could be separate as represented by the 
eight line graph in Fig. 3.2.1(d). This relates to the term in u4.
Thus the expansion has terms in uxe~yh corresponding to graphs with ‘area’ y/2  
and perimeter 2x. If the coefficients of graphs with perimeter 2x are summed irre­
spective of the values of y to which they pertain, one obtains the same coefficients as 
for the zero field expansion, which we can determine precisely numerically for a given 
value of N.
If we can separate the graphs w ith perim eter 2x into groups with  
area y / 2, and count the number of graphs in each group, we will 
be able to split the known zero field coefficients into the contri­
butions required to define the finite field partition function.
Unfortunately this procedure is practically impossible for all but a few very small 
lattices. The first problem one encounters is the limitation on the size of system 
for which the exact zero field coefficients can be obtained. There is no theoretical 
maximum, only a huge computational expense as the size increases. Currently the 
largest size for which we have zero field results is N  = 1024. This expansion contains 
coefficients of the order 10306 -  as computational time increases rapidly with system 
size this is clearly a limiting factor. The next difficulty arises from the sheer number 
of graphs that must be categorized. This is of the order of the largest coefficient and 
is prohibitively large even for N  = 1024. Unless some considerable simplification is 
achieved the problem appears to remain intractable (see also Chapter 7).
An interesting aside is an observation which possibly simplifies some elements of
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graph counting programs, and which we have not seen in previous work. If each point 
in the perimeter of a graph is assigned a value | ,  1, depending on the portion of
that point contained within the graph, then the sum over all points is equal to the 
area of that graph.
3.2.2 The Energy Distribution at Zero Field
An extension of Onsager’s solution due to Kaufman [97] can be simplified to a sum 
of products of polynomial factors [96]. Using Mathematica it is possible to expand 
these products - setting precision to A In 2/ In 10 decimal digits ensures that the exact 
integer values are obtained. The coefficients were evaluated for all square lattices in 
the range L = 7 to L =  32 at temperatures from T / J  =  1 — 2.9 in steps of 0.1 and 
T / J  = 5 — 50 in steps of 5.
According to Beale’s expansion [96], the energy distribution may be expressed as
p{Ek) = (3'76)
where u = exp (—4f3J) and, as stated previously, state k has energy
Ek = - J ( 2 N )  +  4k J. (3.77)
Given that the coefficients gk are known explicitly, the moments of the distribution
of energies can be evaluated exactly.
These exact moments provide a useful means for investigating finite size scal­
ing. For example, Onsager’s solution shows that the specific heat has a logarithmic 
singularity in the thermodynamic limit,
C ~  — ln(t), (3.78)
which is predicted to scale as (from §2.1.7),
C ~  — ln(£~*) (3.79)
~  (3-80)
66
Chapter 3: Toy M odels and Approximate M ethods
0.297
Figure 3.2: Scaling of cje in the 2d Ising Model: (a) a  as a function of y/N  In N  
appears to show good linearity, (b) a /y /N  In N  as a function of I / y /N  In N  highlights 
deviation from the predicted scaling. Note, z = y /N\n  N  and the solid line in (a) is 
a least squares fit to the data.
But the specific heat is simply proportional to the variance of the energy distribution, 
and so
c  = <3-81)N T 2 
1
a%. (3.82)_/VT2 ’
Therefore,
aE ~  V N C  (3.83)
~  V A In A’ (3.84)
Thus it is expected that the variance of the energy distribution will vary as N\n(N).  
Intuitively this seems reasonable given the weakness of the anomaly in the specific 
heat (one would not therefore expect strong deviations from normal behaviour). To 
test this hypothesis, exact values of a are plotted against y/N In N  in Figure 3.2(a), 
for L in the range 7-32. A least squares fit to the data is an almost perfect straight 
line with an R2 value of 1.00, seeming to confirm the prediction. Plotting a /y /N \n  N  
against l / y / N  In N  is a more sensitive way to treat the data, and allows for better
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y * 0291x ♦ 0.162 
R2 * 1.000
Figure 3.3: Scaling of oe , Neglecting Small N : As for Figure 3.2.2 but neglecting 
systems with L < 20. Again, 2  =  \/A ln  N  and the solid lines are a least squares fit 
to the data.
interpretation of the behaviour as N  becomes large. This plot, shown in Figure 3.2(b), 
shows a noticeable deviation from linearity. This may be an indication that (3.84) is 
incorrect, or at least subject to significant corrections, however a major cause of the 
discrepancy is likely to be the fact that the scaling of Tc has been ignored. Thus, as 
L decreases, the evaluation of a is taking place further and further from the effective 
critical temperature. In order to test the hypothesis exactly, one must therefore know 
the precise form of the finite size scaling of the temperature.
We suggest that, given the fact a is known exactly, its dependence on N  may be 
used to go backward and obtain an expression for TC(L), at least to a first approx­
imation. The procedure is very simple and lacks a rigorous underpinning, however 
it is open to scrutiny via numerical simulation of other thermodynamic properties. 
Firstly, it is recognized that the finite size scaling arguments leading to (3.84) assume 
that L is reasonably large, whilst remaining finite. Thus for very small systems one 
expects f.s.s. to fail and it is reasonable to reject the values of a arising from the 
smallest systems. As shown in Figure 3.3, this leads to a much greater linearity, with 
the expected relationships between the gradients and intercepts of the two graphs. A 
good working expression is thus obtained for the scaling of the standard deviation as 
a function of y/N\n N  which may be used to generate ‘ideal’ values for a(N)  at the
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appropriate critical temperatures, TC(L),
a(N)  «  0.29\/ A in  TV + 0.16. (3.85)
Then one needs only to identify the temperature giving rise to the predicted value 
of a(N)  for a range of system sizes, to enable the determination of the dependence 
of Tc on L. The results are plotted in Figure 3.4, where it is seen that, to a first 
approximation,
Te(L) = 2.27 +  1.76ZT1 +  12.7ZT2. (3.86)
The accepted form of the scaling of Tc is TC(L) = Tc{oo)+bL~llv, with Tc(oo) =  2.269 
and v = 1 for the 2d Ising model [87]. Thus (3.86) deviates from general theory only 
by higher order corrections which diminish for large L, and predicts 6 «  1.76 for this 
model with periodic boundary conditions (implicit in the analysis in [96, 97]).
We note that this is by no means the first suggestion that Kaufman’s solution 
could be used to investigate finite size scaling. In particular there is a detailed study 
by Ferdinand and Fisher [99] which gives a rigorous treatment of the specific heat 
in finite lattices. Our contribution is to suggest that the energy distribution could 
be used as a tool in this analysis. The only drawback to this claim is the large 
discrepancy between our approximate value of b «  1.76 and the undoubtedly more 
accurate value of b «  0.68 reported in [99]. The reasons for this remain unclear. 
Despite the fact that our study is at an early stage (see “Future Work”, §7.1) and 
the approximations made are quite coarse, such a large error is still surprising.
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2.85 i  
2.8
TC(L) 2.75
= 12.720x2 + 1.760X + 2.268 
R2 = 1.000
2.65
2.55
2.5
2.45
2.4
2.35 VN
2.3
0 0.02 0.06 0.08 0.1 0.120.04 0.14 0.16
Figure 3.4: Scaling of Tc in the 2d Ising Model: The points represent the temperatures 
at which a obeys (3.85) for each system size. The line is a least squares fit showing 
the quadratic nature of the data.
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Studies of the Two Dimensional 
X Y  Model
4.1 Introduction to the 2d X Y  Model
This chapter introduces and discusses various properties of the two-dimensional X Y  
(2dX Y )  model of magnetism -  a model ideally suited to the study of critical phe­
nomena and fluctuating global quantities. Numerical simulations of critical behaviour 
are often complicated by finite size shifting of Tc, making it hard to know precisely 
what temperature to study. The 2d X Y  model avoids such difficulties as it is critical 
not at a single point, but over a continuous range of temperatures. Furthermore the 
model proves analytically tractable, the critical region being completely described by 
a Gaussian Hamiltonian.
4.1.1 Definition of the M odel
The 2d X Y  model consists of classical spins, Sr , of unit length, lying in the plane of 
a two dimensional lattice. In this work a square lattice of linear dimension L is used, 
such that the system size is N  = L2. The state of a given spin is then completely 
described by the angle, 9r, that it makes with some arbitrary (but fixed) axis. In the
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absence of any external magnetic field the model is defined by the Hamiltonian
H= - J J 2  Sr-Sr* = ~J E  C0S(e* ~ 0r') (41)
(r ,r') (r,r')
where the sum runs over all nearest neighbour pairs of spins and J  is the ferromag­
netic (therefore positive) exchange interaction. Unless otherwise stated the lattice 
parameter is taken to be a = 1.
4.1.2 Lack of Order in the 2d X Y  Model
A ferromagnet passing from its low temperature phase to a high temperature para­
magnetic region is a paradigm of a continuous phase change, with a well defined 
critical point and associated critical exponents. However, the 2d X Y  model is unable 
to support long range order in the face of very low energy excitations, as expressed 
mathematically by the Mermin-Wagner theorem [100]. This theorem states that d = 2 
is the ‘lower critical dimension’ (the highest dimension at or below which long range 
order is unsustainable) for systems with a continuous symmetry.
The ease with which order is destroyed can be understood by considering the 
effect of having continuous spins in a low dimensional systems. Even if neighbouring 
spins have tiny differences in their angular variables -  corresponding to vanishingly 
small energies -  it is clear that, in the thermodynamic limit, spins separated by 
large distances could be pointing in significantly different directions. This is shown 
schematically in Figure 4.1 which represents a ‘spin wave’. It is the excitation of long 
wavelength (low energy) spin waves that accounts for the destruction of long range 
order. As the dimensionality is increased the greater number of neighbouring spins 
negates this effect and long range range order is sustainable.
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t / / - — — \  I
Figure 4.1: Part of a Spin Wave: The spins at the extremities are pointing in opposite 
directions, however each spin differs only slightly from its neighbours resulting in a 
minimal energy penalty.
4.2 Theoretical Treatments of the Infinite 2d X Y  
Model
4.2.1 Vortices and the Kosterlitz-Thouless Transition
Numerical studies of the 2d X Y  model indicated the presence of a phase transi­
tion [101-103] and therefore appeared to contradict the Mermin-Wagner theorem [100]. 
This prompted Kosterlitz and Thouless to propose a new type of transition in which 
neither phase possesses traditional long range order [55]. They introduced the concept 
of ‘topological long range order’ as the absence of topological defects*. Their tran­
sition is from such an ordered state to a fully disordered phase in which topological 
defects occur; it is characterized by the different response of the system to external 
perturbations in the two phases.
Spin Vortices
The Kosterlitz-Thouless (KT) transition focuses on the role played by spin vortices.
A vortex can be defined as a region of spins around which tracing some closed path
results in a change in 9 of 2n7r where n is its strength or vorticity. Figure 4.2 represents
a pair of vortices with n = 1 and n = — 1. In the region immediately surrounding a
vortex core it is clear that 9 changes rapidly. However, as one moves further away,
*What constitutes a topological defect depends on the system. In crystals they are dislocations, 
in magnets they are spin vortices etc.
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Figure 4.2: A Vortex Anti-Vortex Pair: These two vortices have equal and opposite 
vorticity (+1 on the left, -1 on the right). On their own each vortex is energetically 
unstable below the Kosterlitz-Thouless transition temperature, however they may 
occur as a bound pair.
neighbouring spins align more closely making only a small contribution to the energy.
The energy of an isolated vortex with n = 1 is
Ev = irJ \n L ,  (4.2)
and so diverges logarithmically with system size. As the entropy associated with the 
introduction of the vortex diverges at the same rate,
Sv = 2\nL,  (4.3)
a temperature dependent balance exists between these two contributions to the free 
energy,
Fv = (ttJ  — 2T) In L. (4.4)
Therefore, in the thermodynamic limit, isolated vortices are excluded for all temper­
atures below the Kosterlitz-Thouless transition temperature, Tkt =  t t /2, resulting in
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a topologically ordered ‘phase’. At higher temperatures free vortices are energetically 
stabilized by their entropy and all order is lost.
It is the behaviour of vortices in response to an applied magnetic field that defines 
the KT transition. A vortex is a defect analogous to a dislocation in a crystal; 
thus the transition can be understood in the context of the dislocation theory of 
melting [104]. A liquid close to its melting point will have a structure similar to that 
of the crystalline solid, but with a number of dislocations. Application of a small 
shear stress will effect a viscous flow which brings the defects to the surface. In the 
solid state, where there are no dislocations at equilibrium, the response to an applied 
force is markedly different. A magnetic system with free vortices acts like the liquid 
phase; the vortices move to the surface on application of a small magnetic field. If 
there are no vortices present the response to the field (the susceptibility) will be of 
a different form, characteristic of the topologically ordered region. In this way a 
transition may exist between two magnetic ‘phases’ despite the fact that spin waves 
destroy long range order in both of them.
The Spin Wave -  Vortex M odel o f K osterlitz and Thouless
Thus the 2d X Y  model has two phases characterized by the form of the susceptibility 
and separated by the transition temperature Tk t - The low temperature phase has no 
isolated vortices but does have low energy excitations in the form of spin waves. The 
high temperature region has a mixture of vortices and spin waves, and is disordered 
in both the conventional and topological sense.
These observations were combined into a simplification of the 2d X Y  model which 
relies on two basic assumptions [55]. Firstly, at low temperatures, one expects neigh­
bouring spins to have very similar values of 9. When this is true it is reasonable to 
expand the cosine in (4.1) and truncate the expansion at the quadratic term. This 
gives, leaving aside the constant,
H  =  r -  8 r ' f  =  \  £ (A 0 (r ))2, (4.5)
<r,r') r
where A is the first difference operator and 0(r) is effectively a continuous field but
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is strictly defined only at the lattice sites. The second assumption is that the field 
defined by the spin variables may be split into two terms, 0(r) =  t/>(r) +  #(r), where 
$(r) represents spin configurations at local minima (corresponding to vortices), and 
i/>(r) the spin wave deviations from these minima. From the definition of spin waves 
and vortices it is clear that
g  ^ (r)  = 0  2C ^(r ) =  2mr’ (4-6)
where the sums are over all closed paths for ^(r) and at least some closed paths 
encircling the vortex core for $(r).+ The first of these constraints kills the cross term 
in the Hamiltonian, leaving
B  =  \  £  (A^(r))2 + J- Y ,  (Atf(r))2 . (4.7)
So the problem is separable into two non-interacting systems, one corresponding to 
spin waves, the other to vortices.
w
Berezinskii’s Harmonic Spin Wave M odel
The spin wave component arising from Kosterlitz and Thouless’ work is relatively 
straightforward to solve analytically. In fact it corresponds exactly to Berezinskii’s 
Harmonic model [56], defined by a Hamiltonian which he proposed completely cap­
tured 2d X Y  behaviour at low temperatures,
H - E 0 =  ^  £ ( 0 r - 0 r.)2, (4.8)
( r >r ' )
where E q = 2 J N  is the energy of the ground state.
The beauty of the Harmonic model lies in the fact that its quadratic nature leads to
Gaussian Boltzmann factors and a reciprocal space Hamiltonian that is diagonalized
into independent normal modes. By introducing a field term, Berezinskii was able to
express the free energy as
F — Eq T ,  2tt T / , 1 1 / t a / .
N  =  2  1 d Y  ~ h +  2  J  dqln(JA (q) + h), (4.9)
*Not all paths around the core of a vortex result in a change in 6 of 2n7r. Consider Figure 4.2 -  
a path encircling both the vortices leaves 9 unchanged. Thus (4.6) is valid only for paths enclosing 
a region of total vorticity n.
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where A is a discretized version of the Laplace operator in reciprocal space.
The behaviour of A is extremely important and leads to one of the more subtle 
aspects of the theoretical development of the model. The study of Brownian motion
on a d dimensional infinite discrete lattice provides the definition of a Green’s function
for that lattice,
r dda eiq r 
G(r) =  /  (27^ 1 —A (4'10)
Here n is an index for the possible dimensions and qM is therefore the component of 
the wavevector q in dimension n . The Green’s function is, in this context, a measure 
of the average amount of time spent at a given lattice site and may also be defined as
G (r) =  - A " 1 (4.11)
where the real space first difference operator is defined, for some function /(x ) , as
Ar/ ( x ) =  ^  E  [/(x + af) +  / ( x ~  »/*) ~  2/ ( x )l > (4-12)
with being the primitive lattice vectors. This analysis translates directly into the 
language of field theory where G(r) becomes a propagator of a Euclidean free field 
0(r), and
G (r) =  ^  (Br9r,)  . (4.13)
Berezinskii [56] recognized a problem with applying this relation to the Harmonic 
model. In the field theoretical definition the field must be freely varying between 
±oo. Indeed this must be true as one can see from (4.10) that the propagator diverges 
logarithmically for d = 2, which is only possible (from (4.13)) when the variables 9r are 
unconstrained. However, implicit in the definition of the the magnetic spin variables 
is their periodicity, with — ir < 9r < 7r. Imposing this range on the ‘field’ kills the 
divergence of Green’s function. It was decided therefore to relax the bounds allowing 
the spins to be infinitely variable. Given that the Harmonic model was only designed 
to be applicable in the region of the global minimum at low temperatures, this is a 
reasonable approximation.
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The two-spin correlation function for the Harmonic model has a power law be­
haviour [56],
(4.14)
(4.15)
where the divergence leads to an infinite susceptibility per spin [57],
X ~  / s ( r ) d r (416)
=  00. (4.17)
Such behaviour is unusual as the susceptibility remains infinite at all temperatures, 
not at an isolated critical point. This is the first evidence of a line of critical points
with a temperature dependent exponent r/(T), and is a defining characteristic of the
low temperature region of Kosterlitz and Thouless.
In te rac ting  Vortices
Kosterlitz and Thouless realised that tightly bound vortex-antivortex pairs have finite 
energy and so are not excluded from the ‘ordered’ phase. Thus the phase transition 
does not see the creation of new defects, but is rather a manifestation of the unbinding 
of pairs of defects already present. In this revised picture one must take into account 
the interaction between vortices, particularly the relaxation of bound pairs in the field 
of a larger pair as it separates.
The vortex problem was mapped onto a model of a two dimensional Coulomb gas 
which was solved using an iterated mean field approach [55]. In the low tempera­
ture phase the total vorticity is required to be zero and the infinite susceptibility of 
the Harmonic model is observed. Inclusion of vortex interactions results in a low­
ering of the transition temperature, and the spin-spin correlation function vanishes 
discontinuously at Tk t -
Greater weight was given to these findings with the more detailed renormaliza­
tion approach taken by Kosterlitz in 1974 [57]. The renormalization procedure is
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clearly explained by Cardy [1 2 ] on the basis of a Gaussian model modified to include 
a contribution from vortices, associated with a scaling operator y. The scaling di­
mension of a single isolated vortex is xy  =  ttK  (where K  is the inverse temperature 
or spin wave stiffness) and so the renormalization group eigenvalue for the vortex is 
yv = 2 — 7rK  which is relevant only for temperatures above T = 7r / 2 . In addition, 
the presence of bound pairs of vortices in the low temperature region is confirmed. 
These pairs are integrated out by the coarse graining effect of renormalization, and 
the RG trajectories flow, at low temperatures, toward Gaussian fixed points.
What constitutes ‘low temperatures’ in this context depends on the energy of 
the vortex core, C, which controls the initial value of the expansion parameter 
V = yoe~*KC, where yo is the vortex fugacity. For a given value of y there is a temper­
ature T  < 7r/ 2  below which RG flows are toward the Gaussian fixed points. Above 
this value the flows are toward a high temperature fixed point controlling the truly 
paramagnetic region. The renormalization flows are labelled by the parameter K eg , 
the effective value of the reciprocal temperature at the fixed point controlling the flow. 
Thus Teff =  1 / Keg is the renormalized temperature for a system with no vortices -  
i.e. the Harmonic model. So the RG analysis provides a link between the vortex/spin 
wave model at temperature T  and the Harmonic model at Teg. Starting at K eg = 2/ tt 
the vortices renormalize in a self-similar manner giving rise to a universal exponent 
77 =  1/4. The ordered phase with K eg > 2 / 7T is completely described by the Harmonic 
model, with r](T) = 1/AttK eg being temperature dependent. A schematic diagram of 
the RG flows is shown in Figure 4.3.
The parameter y is a function of the temperature T. Thus at some point the 
function y(T) coincides with the trajectory K eg = 7t/2. It is this temperature that 
will be referred to as Tkt as it corresponds to the point at which isolated vortices 
become energetically viable. K eg jumps discontinuously to zero at this point [105].
Renormalization of the harmonic component is slightly complicated by the pe­
riodicity of the spin variables. This prevents simple rescaling of 9 so that K  = 1  
as would normally be the case. Instead, K  is an exactly marginal variable and so 
corresponds to a line of fixed points [12]. The result is precisely as predicted by spin
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y
Continuum of Gaussian fixed points T
Figure 4.3: Schematic Renormalization Group Trajectories for the Kosterlitz-
Thouless Approximation to the 2d X Y  Model: The trajectories are labelled according 
to the effective inverse temperature after all vortices have been renormalized out (cor­
responding to y =  0). For K es > 2/7T the flows are toward a line of Gaussian fixed 
points. For higher temperatures y increases under renormalization and free vortices 
emerge. The dotted line represents the behaviour of the expansion parameter y(T) 
for a particular value of C.
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wave analysis, except the inclusion of vortices terminates the line of critical points at 
Tk t -
As well as confirming the mean field and spin wave results, the RG analysis yields 
information regarding the correlation length,
£ ~  e x p ^ r-1/2) r  > 0 (4-18)
~  oo r  < 0 (4-19)
which diverges faster than any power of t  =  (T — Tk t )/Tkt  making the exponents 
v and 7  undefined for the 2d X Y  model. The infinite correlation and infinite suscep­
tibility are the defining characteristics of the critical low temperature phase.
The V illain M odel
The mapping of vortices onto a Coulomb gas and the expansion of the cosine inter­
action in the Hamiltonian both make the qualitative assumption of low temperature. 
There is no clear evidence that these approximations are appropriate in the region 
of the Kosterlitz-Thouless transition, as discussed by Villain in 1975 [58]. He pro­
posed a new model in which the cosine interaction of equation (4.1) is replaced by 
another function altogether, rather than a simplification of the cosine form. This new 
potential,
VrAO ) =  ^ T l n {  f l  e x p ( - ^ A r r , ( 0 - 2 7 r n ) 2) J ,  ( 4 . 2 0 )
maintains the full symmetry properties of the 2d X Y  model yet corresponds to a 
Hamiltonian which may be expressed exactly in quadratic form,
H  =  i  A rr'{0r ~  0r' ~  2?r n r r / ) 2 , ( 4 . 2 1 )
1  <r,r'>
where Arri is a function of J  and T.  The Fourier transformed Hamiltonian then 
consists of two non-interacting parts which are seen to correspond to the spin wave 
and vortex contributions discussed above. The vortices arise as a result of the variables 
nrr> which have no strict physical interpretation, but may be thought of as relating 
the number of times 9r and 0rt have been ‘wound’. In this model the spin variables are
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once again constrained to be in the range ±7r with the divergence of the correlation 
function being managed by nTr>.
Villain acknowledged that the similarity between his Hamiltonian and that of the 
full 2d X Y  model was not self-evident, however he was able to make a good case for the 
rigorous equivalence of the two models, as well as re-deriving the results of Kosterlitz 
and Thouless. A later renormalization group treatment of the Villain model [59] 
yielded the same scaling functions as those derived by Kosterlitz, with Tkt  ~  1-351 
in excellent agreement with numerical results [106].
4.3 Pseudo Ordering in Finite Size Systems -  The 
Physical Relevance of the 2d X Y  Model
The scalar instantaneous magnetization per spin (or simply the ‘magnetization’),
2
£ S r ) ,  (4-22)
is the usual choice of order parameter for ferromagnetic systems. As this quantity 
depends on the sum over the spin variables, its average is zero in the paramagnetic 
phase and finite only when there is ferromagnetic ordering. In the 2d X Y  model, the 
destruction of long range order by low energy spin waves means that (m) goes to zero 
in the thermodynamic limit for all finite T  [100]. However, the manner in which this 
limit is approached is of great physical significance [31, 32].
Taking a large, but finite, system and applying periodic boundary conditions 
leads to a reciprocal space Hamiltonian of the form (note detailed derivations of all 
the equations in this section may be found in Appendix C)
#  ^ E l ' q K I 2, (4-23)
qjiO
where, <pq is the Fourier transform of the spin variable 0r , and in two dimensions, 7 q
is defined in terms of the orthonormal components of the wavevector q as,
7 q =  4 — 2 cos qx — 2 cos qy. (4.24)
82
Chapter 4: Studies of the Two Dim ensional X Y  Model
It is convenient to move to a reference frame in which the Goldstone (zero frequency)
mode is excluded. This is achieved by defining a new variable, = 9r — 0, where 9 
is the instantaneous magnetization direction [16],
size that its thermodynamic limit is experimentally inaccessible, with a magnet the 
size of Texas retaining a measurable finite value [31, 107]! This result indicates that 
although the thermodynamic limit is essential to classify the macroscopic behaviour, 
it may be too extreme an approximation to capture the detailed behaviour of real 
systems. In this way, m  may be considered as a pseudo order parameter arising 
directly as result of finite size.
Interest in the behaviour of finite 2d X Y  magnets began in earnest with a renor­
malization group treatment modified to account for finite size scaling [31]. Given the 
critical nature of the low temperature region, and the absence of long range order, the 
exponent (3 is undefined in the thermodynamic limit. However, for a finite system, 
there is a region slightly above Tkt  where an effective (3 is seen to exist and the 
magnetization varies with T  as a power law.
(4.25)
An alternative definition of the magnetization is
(4.26)
which differs only slightly from (4.22) with the corrections disappearing for large N. 
This makes the analysis tractable and yields
(4.27)
where C «  1.8456 [6]. The spin-spin correlation function is therefore
(4.28)
and the susceptibility
(4.29)
Using equation (4.27) it can be shown that (m) decreases so slowly with system
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For a finite system the effective spin wave stiffness does not have a discontinuous 
jump at Tkt hut rather goes smoothly, albeit steeply, to zero. The temperature above 
which K eff = 0 is essentially the Curie temperature, Tq = Tc. This is defined in the 
usual manner as the point at which the correlation length becomes equal to the linear 
dimension, £ =  L. A second relevant characteristic temperature is T*, defined such 
that K es(T*(L)) = 2/ir. RG analysis shows that both Tc  and T* are shifted values 
of Tkt  with a logarithmic dependence on L,
™  + <«»
Thus for an infinite system the two temperatures converge on T K t  accounting for the 
jump in K eS.
Empirical observations in layered magnets [31] and thin films [108] show that 
the excitation of vortices slightly above Tkt lead to a deviation of (m) from the 
form predicted by spin wave theory. Instead the magnetization is well described 
by a power law with a universal exponent f} «  0.23, the best fit occurring at T*. 
Furthermore the power law behaviour was observed over a range of temperatures, not 
just asymptotically close to Tc, explaining numerical and practical observations of 
critical behaviour well below the Curie point.
The power law behaviour can be seen analytically if Tes  replaces T  in the magne­
tization expression (4.27). This is valid when the spin wave stiffness varies little with 
wavelength, as is the case at T* [32]. Defining
(4 JB )
where t = Tc — T, it is seen that /3(L, T*) = 37r2/128 =  0.231... which is a universal 
value. Indeed T* may be regarded as a universal point where it is seen that the 
magnetization scales with size, field and temperature [32].
It is clear that only finite 2d X Y  systems are of any physical relevance. There 
can be no physical manifestation of the infinite systems which have been the focus
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of the bulk of theoretical work. The effective p has been measured for a number 
of layered Heisenberg magnets with planar anisotropy, which may be considered as 
quasi-2dAT systems [31]. Many of the compounds studied (covering a range of spin 
values and lattice types) had the predicted value (3 = 0.23. For other systems there 
were small deviations with the exponent in the range 0.18 < (3 < 0.26. The theoretical 
predictions of T* and Tc have also been confirmed [32, 109].
A later paper by Elmers et al., looking at the critical behaviour of an ultra-thin 
layer of Fe(100) on W(100), is even more emphatic. This epitaxial system has been 
shown to be unequivocally two dimensional. The magnetization was seen to obey 
a power law with p =  0 . 2 2  ±  0 .0 1 , achieving much greater accuracy than previous 
studies. Perhaps most significantly, the first analysis of the critical susceptibility for 
this class of system was also reported. Close to Tc the susceptibility was extremely 
large. Above 1.027c it was seen to diverge as x  oc exp(6 r _ 0  5) with b = 1.6 ±  0.1. 
This is of the same order of magnitude as predicted by Kosterlitz, b «  2.6.
4.3.1 Magnetization Distributions in the Harmonic X Y  Model: 
The Universal Nature of the Critical Region
Prompted by the interesting behaviour and physical relevance of the finite magneti­
zation, numerical studies were performed with a view to determining the distribution 
function, P(m)  [16]. Given that m  is a global variable, depending on microscopic con­
tributions from all spins, one would generally expect it to be normally distributed, as 
a result of the central limit theorem (CLT). At a critical point, however, the infinite 
correlation length leads to a breakdown of the CLT and non-Gaussian fluctuations 
may be observed. Thus non-Gaussian behaviour is expected to be possible throughout 
the low temperature region of the 2d X Y  model.
Finite size scaling predicts that the magnetization should scale as (m) ~  L~&lv 
(see §2.1.7). Therefore, whilst (3 and v are undefined, their ratio is well behaved and 
is given by spin wave theory as [57]
P T
v 47r J
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The temperature dependence of this ratio implies that the fixed points governing the 
spin wave region belong to different universality classes. Thus, not only can P(m)  
be non-Gaussian below Tk t , but there is nothing to suggest that it should adopt the 
same functional form at each critical point.
The model studied in [16] was a simplified version of that put forward by Vil­
lain [58], called the Harmonic X Y  (H IF )  model. The Hamiltonian is,
H  = i  E  -  9r< -  2 ™ ) 2 (4.34)
1  <r,r'>
where the thermodynamic ‘vortex variables’ used by Villain have been replaced by 
integers, n =  0, ±1, such that (9r — 0r> — 2mr) remains bounded by ± 7r.
This Hamiltonian requires some discussion. The implication of the definition of 
the n variables is that the 0T are restricted to between ±7r in the same way as in the 
original 2d X Y  model. This ignores the divergence of G(t) discussed by Berezinskii 
which is not dealt with by the restricted n parameter as in the Villain model. However, 
if n is allowed to vary freely whilst keeping the 0 variables constrained, the effect of the 
periodicity is lost and the model reduces to a simple spin wave system [59]. Allowing 
n = ±  1  permits vortices to enter the system but not with arbitrarily high vorticity. 
This is an extremely effective approximation (see §4.5.2 for a comparison between 
simulations of the 2d X Y  and H X Y  models) as renormalization shows that below 
T k t  vortices with \n\ > 1  are irrelevant. At higher temperatures the approximation 
remains valid only when evaluating periodic functions of the spin variables.
Somewhat surprisingly the simulations [16] clearly showed a non-Gaussian distri­
bution of the magnetization which was, without fitting, the same for all temperatures 
up to the point at which vortex pair unbinding becomes an issue (Figure 4.4(a)). This 
remarkable observation suggested that P(m)  was universal in a way that transcends 
the boundaries between universality classes. In addition, it was subsequently realised 
that this PDF, termed the BHP distribution, is of a very similar form to that describ­
ing fluctuations of power consumption in closed turbulent flow [19] (Figure 4.4(b)). 
Three dimensional turbulence and two dimensional magnets in equilibrium appear to 
have relatively little in common. What was clear, however, was that both systems
86
Chapter 4: Studies of the Two Dimensional X Y  Model
1 0
- 1
1 0
- 2
1 0
- 3
1 0
- 4
1 0
- 5
1 0 -8  -6  -4  -2  0 2 4
( M - < M > ) / ct
(a)
10- '
s<a
10~»
-6 -4 -2 0 2 4
(X -  X) / ox
(b)
Figure 4.4: Demonstrating the Apparent Universality of the BHP Distribution: Part 
(a) shows the magnetization distribution from Monte Carlo simulations [16] of the 
Harmonic X Y  model at T / J  = 0.5, for N  = 100 (stars), N  = 1024 (circles), N  = 
10000 (squares), and for T / J  =  1.0 for N  = 1024 (triangles). Part (b) shows a direct 
comparison (without fitting) between the power distribution in a closed turbulent flow 
and the magnetization distribution in the 2d X Y  model (from [19]). The turbulence 
measurements (lines) are for rotation rates Q of 25, 30, 35, 40 and 45Hz where Q. is 
proportional to the Reynolds number of the flow. The magnetization results are taken 
at T /J  =  0.5, for N  =  100 (circles), N  = 1024 (stars), N  = 10000 (triangles), and 
for T / J  =  1.0 for N  =  1024 (squares). The variable X  is the power or magnetization 
as appropriate. Parts (a) and (b) are both plotted on semi-log axes to highlight the 
behaviour in the wings of the distributions. Note that Q(X)  is simply the distribution 
function called P{X)  in this work. Taken from Bramwell et al., Nature 396, 552 
(1998).
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are, in a sense, critical. The criticality of the low temperature HX Y  model has been 
explained in terms of the divergent susceptibility and infinite correlation length. The 
idea of the turbulent system being critical comes from its inherent self-similarity, with 
eddies on all scales, from the dissipation length to the chamber size, being significant. 
Put simply, the characteristic shared by the two systems is scale invariance with a 
finite size cut off. The magnet is constrained by the length L, while for the turbulent 
flow the size of the apparatus prevents the system from reaching the limit of infinite 
Reynold’s number.
It was proposed that this link provided an explanation for the similarity of the 
two distribution functions. The CLT results in the Gaussian distribution describing 
many disparate quantities, but links them together via the concepts of mesoscopic in­
dependence and individual negligibility of microscopic components (see §2.2.4). Why 
then should not critical systems have a similar distribution, characteristic of their 
scale invariance and high degree of correlation? In other words is it not reasonable to 
infer the existence of an alternative set of universal limit functions for cases when the 
CLT fails? This is the implication of the work of Bramwell et al. [19] who suggested 
that the spin wave limit of the 2d X Y  model may describe, to a good approximation, 
non-Gaussian critical behaviour for a number of universality classes.
In order to test this hypothesis, numerical simulations were performed on many 
critical and self-organized critical (SOC) systems. These included order parameter 
fluctuations in the two-dimensional Ising and percolation models, as well as fluctua­
tions of global quantities in models of forest fires and avalanches in SOC states [21]. 
The distribution functions obtained in each case were good fits to the BHP form 
in confirmation of the proposition in [19]. A cautionary note in [6] warns against 
the conclusion that the distributions for all these systems are analytically the same. 
The more likely justification for the results is that many universality classes share 
common features which account for the functional form of the PDF, with differences 
either appearing outside the range of observation or being masked by experimental 
error.
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4.3.2 Normalization of the Order Parameter
Calculations of P(m) make use of the thermodynamic limit, in contrast to simulations 
which are necessarily performed on finite systems. In order to avoid spurious results 
with P(m)  having either zero or infinite width, normalization of the order parameter
must render the distribution of the normalized quantity independent of N  [6, 16].
This is discussed more generally in §2.2.5; for magnetic systems the distribution has 
been suggested to scale as [14]
P(m, L) ~  l f l vPL(mlJ>lv,ZIL). (4.35)
In finite critical systems the correlation length is constrained by the finite size, fixing 
the ratio of £/L.  This reduces (4.35) to a function of a single variable and rescaling 
m  —> mL~Plv produces a PDF which is independent of the size of the system.
The spin wave expression for the susceptibility is [16] (see also Appendix C)
-1 (4.M)X = T
N
Y  exP { j G ^ )  ~ 1
((m 2) -  (m)2) (4.37)T
N  ■> ,
= f O 2, (4.38)
where o is the standard deviation of the magnetization. If the exponential is expanded 
and truncated at the quadratic term,
X *  (4-39)2 J 2 
N T  (m2)
92 (4.40)2 J 2
where (4.40) follows from (4.13) and <72 is as defined in §4.4.1, having a value of 
approximately 1/259 in two dimensions. On this basis the susceptibility diverges as 
X ~  N l~T^ J such that 0  ~  jv~r /87rJ. This yields the important result that the 
average value of the magnetization scales with N  in the same way as the standard 
deviation,
A  ~  (4-41)(m)
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Equation (4.41) is a demonstration of the hyperscaling relation du = 7  +  2/5, as finite 
size scaling requires
— ----------------------------------------------------------(4.42)
<m)
To obtain a well behaved distribution function in the thermodynamic limit, one must 
therefore normalize the variate to the standard deviation [6 , 16, 19]. This result is 
quite general (indeed the CLT strictly applies to the normalized variate X j o x \90]), 
and is confirmed by equations (4.33), (4.35) and (4.41). In this work, following [16] 
and [6 ], the distribution is also shifted with respect to the mean giving the PDF
n(*) =  aP(m)  (4.43)
where
* = (4.44)
a
As discussed in Chapter 1 , it is not simply that the ratio in (4.41) is constant
that is important, but the fact this ratio is numerically very small. This prevents
the magnetization feeling its physical boundaries and m  behaves, to an excellent 
approximation, as a one dimensional quantity.
4.4 The Question of Temperature Independence
This section introduces new work concerning the observed temperature independence 
of the magnetization distribution. Following the surprising numerical indications of a 
temperature independent P(m), and spurred on by the relevance of the BHP form to a 
wide range of highly correlated systems, an attempt was made to derive an analytical 
expression for the function [6 , 21]. The first moment, (m), may be derived from spin 
wave theory. In [6 ] this calculation is extended providing a general expression for (mp) 
which was used to construct a size and temperature independent integral expression 
for the distribution. In the following discussion this derivation is re-examined in detail, 
with particular emphasis placed on certain assumptions that were made regarding the 
effect of taking the thermodynamic limit. Terms previously thought to be negligible 
are shown to make a significant and, crucially, temperature dependent, contribution
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to the moments. The effect this has on the scaling function is considered with the 
conclusion that the dependence on the sole, temperature dependent, critical exponent, 
77, is very weak. In fact it is so weak that it has little visible effect on the distribution 
function which remains apparently universal until vortex corrections become relevant
[27].
4.4.1 Evaluation of the Constants
For reasons that will become apparent, it is useful to define a set of constants
-£ £ (£ )* •  < 4 ' 4 5 )
The first of the set, <7 1 , has already been useful (in the guise of G(0), equation 
(4.13)) in defining (m) where it was claimed to diverge logarithmically. This can be 
seen by taking the continuum limit and converting the sum to an integral over the 
first Brillouin zone (BZ),
*  =  (4.46)
7V q^o Iq
TV—>00 T *  /  ^  (4.47)
>7f ) d J BZ 7 a
ddq
(2 a q
As the sum is dominated by contributions with small |q|, the cosine terms in 7 q 
may be expanded and truncated in the normal way, approximating 7 q ~  <7  ^+  <7y • To 
proceed further requires conversion to polar coordinates and, ignoring the geometry of 
the Brillouin zone, that the integral be performed over a circle. This last move seems, 
at best, questionable, however it is justified a posteriori by the numerical accuracy 
of the value of <7 1 , accuracy that benefits from the flexibility of the integral limits.
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=  i  inf r <) t4-49)Ztt \  r mjn /
This leaves the question how best to choose the limits of r. The Brillouin zone is
split into blocks of area (2tt/L )2 centred at coordinates (2xir/L, 2 ?/7r/L), where x and
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Figure 4.5: The First Brillouin Zone for a Two Dimensional Square Lattice with 
N  =  81 spins: The integer parameters x and y have the range ±(L  — l) /2  which 
is ±4 for this lattice. The area is 4 7 r2 regardless of the system size; each reciprocal 
space cell occupies an area of (2tt/L )2.
y take integer values in the range — (L — l)/2  —► (L — l)/2 , as in Figure 4.5 (it is 
easiest to consider systems where L is odd).
Setting the upper limit to iry/2 and the lower limit to 7x/L represents the best 
circular approximation such that no values of q allowed in the sum are excluded 
from the integral. The result is that the shaded regions in Figure 4 5 are erroneously 
counted. This leads to
*■ ■ (4S0)
=  ^ M 2 A 0 ,  (4.51)
which, until recently, was the generally accepted result [16, 110]. Appendix C of [6 ] 
presents a much more rigorous analytical treatment, concluding that the logarithmic 
divergence goes as \n(CN) with C «  1.8456 rather than 2 as previously thought.
For k > 1 the sum over q, which may be viewed as a double summation over x
and y, must be simplified. In order to avoid q = 0 the sums run from 1, contributions
from the axes being reintroduced by means of a second sum corresponding to a one
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Figure 4.6: Integration Over the First Brillouin Zone: This figure shows the effect of 
integrating over a circular region rather than the square Brillouin zone. Taking limits 
such that no possible q vectors are excluded results in the unwanted inclusion of the 
shaded areas.
dimensional system (note 7 q= 1  =  (2 — 2cosq), where q is now a one dimensional 
vector, see Appendix C). Both terms are multiplied by 4 to account for the sym­
metrically equivalent quadrants of the BZ. The upper limits on the sums are simply
Q = ( L-  l)/2.
4 Q Q i  4  Q 1
Nk ( 4  -  2cos -  2cos (^p ))*  Nk S i  ( 2  -  2cos (^p ))*
Replacing the cosine terms by their power series, the constants cancel and, letting 
N  —> 00, the denominator in the first term in (4.52) takes the form
2(-l)‘ (? f )2i -  2(-l)i
j s (2 0 ! +( 2  <)! j
with a similar expression in the second term. In both cases the denominators contain 
terms in L~a where a > 2k. Bringing the factor of N k = L2k inside the sums leaves 
the denominators with a constant plus terms dependent on inverse powers of L, all 
of which disappear in the thermodynamic limit. Hence only the squared terms in the
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expansions of the cosines are retained, and bringing out the factor of (2ir)2k gives
(4.53)
This expression is a corrected version of the form previously reported in [6 ],
The discrepancy seems to arise from not updating the constants when the result 
for general k is extrapolated from the specific case k =  2 . As the numerical val­
ues reported elsewhere in that paper were correct, the problem appears to be only 
typographical.
The importance of (4.53) is that # * > 2  are simply numerical constants with definite 
determinable values.
4.4.2 Evaluation of the M oments (mp)
Probability theory enables the definition of a distribution function in terms of its 
moments via the relation [90]
(4.54)
,vmx (4.55)
Following from the definition of the order parameter in (4.26),
(4.56)
(4.57)
(4.58)
(4.59)
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where, without loss of generality, the index r replaces the position vector r  and i is 
the imaginary unit y/—T. Introducing the trace operator
N  N  N
E  E - E  E  E  ••• E
ri =  l T2 =  l  rp =  l  C l= ± l CT2 =  ±1 <7p = ± l
simplifies the notation and equation (4.59) becomes
^  = (2^0?^ ( 6XP ( -^j i<7a'^ T') ) ' 4^'6°^
The form of the reciprocal space Hamiltonian (4.23) shows that |0q | is normally 
distributed. This implies (Appendix C) that 9r is also Gaussian, as it arises from 
multiple convolutions of Gaussian functions. The nature of 0r , and therefore t/v, 
mean that the techniques of Gaussian integration described in Appendix A may be 
used to evaluate the average in (4.60).
exp ^ =  exp J3  c r ^ G ^  (4.61)
q -  P  \  j  q .  P  P  XI O I I T=  e x p ( - - 53 ^aGaaj ®XP  ^ 2  53 53 ^ a^bGabj (4.62)
( - ^ G (  0 )) exp \ - T- E E ^ G«i] (4-63)\  a b^ a )
=  eXP
=  {m)p exp ^ 53 aa°bGabj (4.64)
In this expression Ga& represents G(ra — rb), r  = T / J  is the reduced temperature, 
(a, b) represents all possible pairs of a and b and the shorthand Yla^b = J2a Ylb^a is 
introduced. The upper limits of the sums are included explicitly as a reminder that 
they run over p spins, not the entire lattice.
Combining equations (4.60) and (4.64) gives
(mp) = Tr |e x p  E  j  . (4.65)
and the exponential under the trace may be expanded to give
\  A:
<-> - 00 1 T  PE m - o E ^ G W tj
k= 0  V Z a^b .
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/
► . (4.67)
\ kth order product J
This expression is exact. To proceed further one must develop a means of expressing 
the sums so that they may either be evaluated exactly, or approximated in a controlled 
manner. The approach adopted in [16] was to introduce a graphical interpretation 
of the sums. In the re-summation that followed, certain terms were excluded on the 
assumption that they made no contribution in the thermodynamic limit. We now 
re-examine this method and show that the assumption is invalid -  with the result 
that an explicit temperature dependence is observed.
4.4.3 A Graphical Representation of the Moments
It is possible to interpret equation (4.67) diagrammatically by letting Gab represent 
a line joining two different points a and b on a sublattice of p points chosen from the 
original lattice of size N.  The expanded exponential contains contributions from all 
k from zero to infinity, and for each k there is a multiple sum of the form
Each bracket corresponds to a line joining two points on the sublattice, thus:
the A;th term  in the expansion is the sum over all possible graphs 
w ith k lines on a sublattice of p points chosen from a parent 
lattice of size N.
The total number of graphs may be cut considerably by noting certain constraints.
• As already stated, graphs with a line beginning and ending at the same point 
are disallowed by virtue of the a ^  b condition in the sums.
• Any graph containing odd vertices (points with an odd number of connected 
lines) will contribute zero when the trace is performed. This can been seen by
2k sums
EE-  ' {&aGab(Jb) {VcGcd&d) " •
a^bc^d
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considering the effect of the er parameters. The trace operation sums over all 
possible values (that is, ±1) of each a. Therefore, if any of the oa are raised to 
an odd power (corresponding to the presence of an odd vertex) the sum over 
that parameter is zero, killing the contribution from that graph.
• Graphs with ‘free’ points (no connected lines) are interesting. It has been 
argued [1 1 1 ] that they make zero contribution to the moments of the normalized 
order parameter, 2 , as defined in (4.44). However they do contribute to (mp), 
so will be evaluated here.
•  Disconnected graphs are those for which it is not possible to trace a contin­
uous route through all the points using the connecting lines. The graphs in 
Figure 4.7(d) are all of this type, as is the left hand side of Figure 4.7(c). It 
is always possible to construct disconnected graphs from a set of connected 
graphs. It is seen that the contribution made by a disconnected graph is simply 
the product of the contributions of its connected constituents. Graphs with free 
points come under this definition.
•  Graphs with the same topology make equal contributions to the sums. Thus 
only contributions from a small subset of all possible graphs need to be evaluated 
with weightings corresponding to the number of times each topology appears. 
For example the graphs in Figure 4.7(d) have p = 4 all make the same contri­
bution, whereas the p = 4 graph in Figure 4.7(a) is topologically different and 
must be treated separately.
After reducing the set of graphs whose values need to be determined, the following 
two categories can be identified.
1. Single Loop Graphs (SL G s).. .contain only points with no more than two 
lines attached. Thus, each point participates in at most one loop.
2. M ultiple Loop Graphs (M L G s)... may have points with any (even) number 
of lines attached.
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5 5 # -
(a)
(b)
Q
(c)
5
(d)
Figure 4.7: Graphs in the Expansion of (mp): (a) shows examples of allowed connected 
graphs with p = 2 , 3,4 and k = p as considered in [6 ]. The graphs in (b) are disallowed 
as they contain either odd vertices or loops involving a single point. In (c) there is an 
example of a disconnected graph (left hand side) which makes the same contribution 
as the product of its constituent connected parts. Finally, (d) shows examples of 
topologically identical graphs with p = k = 4. The ‘value’ of these graphs differs 
from the p = k = 4 graph in (a), which is topologically distinct.
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Figure 4.8: An example of a Multiple Loop Graph (MLG): In MLGs each vertex may 
have more than two lines connected to it. This particular graph is discussed in detail 
in §4.4.4.
The assumption made in [6 ] was that the contributions from MLGs go to zero in the 
thermodynamic limit. Here we begin by reviewing the SLG only approach, to show 
how this yields a temperature independent form of n(z), before returning to consider 
the validity of this approximation.
The Value o f Single Loop Graphs
Starting with (4.66), changing the order of the sums and bringing the trace inside the 
sum over fc, enables definition of a new quantity 5, such that
■ ( S )
^ " GaGab&b
,a^ 6  ,
(4.68)
(4.69)
For connected SLGs, all vertices must be connected to two lines. Thus it is always 
possible to rearrange the order of the Gab so that they form a simple closed loop,
S = Tr \  ^2  ■ ‘ ■ (VaGabVb) (OcGcdOd) . .
[a^bc^d. J
=  T r j c ( f c ) ^ 5 Z  -"(vaGab^ivbGbcaJivcGcdCTd)
(  a  b ^ a  c ^ ( a , b )
=  C ( k ) S '
(4.70)
(4.71)
(4.72)
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The 52b^a(aaGab&b) remains unchanged, however the other (k — 1) factors are the 
result of a contraction of sums with more degrees of freedom. C(k) is therefore a 
combinatorial factor accounting for the suppressed, topologically identical, graphs.
In going from (4.70) to (4.71) ‘disallowed’ graphs and topological repeats are ex­
cluded from the sums, the latter being counted instead in the pre-factor. To determine 
the value of C(k) consider a lattice with k points (connected SLGs all have k = p). 
As all points are initially identical, the first of k lines may be placed between any two 
points. This placement defines the values of a and b and, since the number of choices 
available are contained within X)a (which does not change on going from (4.70) 
to (4.71)), this does not affect C(k). There remain {k — 1) lines to place, sequentially, 
in such a way that a closed loop is formed. It is readily seen that there are (k — 1)! 
ways to achieve this. Bearing in mind that the lines are actually vectors, originating 
at one point and terminating at another, and that G is an even function,
C(k) = 2h- l ( k - l ) \ .  (4.73)
This leaves the effect of the trace to be established. Given that all of the a 
parameters are raised to even powers, the sums over £ aa=±i etc. yield a factor of 
2P. The remaining sums over the various ra are most easily dealt with by Fourier 
transforming the Green’s functions G according to
G W  = ^  E  e-i<,rG(q), (4.74)
iV q * 0
where G (q ) - 1  =  7 q. It is convenient now to consider the effect of free points on 
the SLGs, as without them the sum over k becomes meaningless. Clearly p must be 
greater than k and the argument of the trace in (4.71) is unaffected by their presence. 
This gives
9 P N  N  p  p
s ' = E E - -
ri=l rp=la=16/a
X E  e -iqi'(r“- r6 )G (q1) Y ,  e“ i , 2  <r‘“re)G(q2) • • ■ £  e-<q‘-<r‘- r‘>G(q*).
q i # o  q 2 # o  qk ^ o
(4.75)
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The sums over the indices a, b, c etc. have the effect of labelling the p points. The 
same result is achieved by fixing a =  1 , b =  2 , and so on, then evaluating the number 
of permutations of the labels, which is simply pPfc .
Each sum of the form for j  > k introduces a factor of AT as does not
appear in any G. Thus, re-grouping and changing the order of the sums,
( N \ ( N \S' =  2P PPk N P~2k ^2  ' ‘ ■ 5Z 5Z e-,ri '(qi-qfc) I [ ^2  e-W2 .(qa-qi) I . . .
qi^Oqa^O qk/ 0  \ri=l /  \ r 2 =l /
X f  E  e— » G(q i)G(q2) . . .  G(q*). (4.76)
Using identity etq r N=°° N5(q),  all terms disappear unless qi =  q 2  =  • • • =  q*. 
And so,
S' = 2P pPfc N p~k J2  G(q)fc (4.77)
q^ O
S' = 2ppPk N pgk, (4.78)
explaining the relevance of the constants gk and providing the expression
00 ( — r ) k
(m”>SLG =  (m >p E  —^ r  Pp* 9k- (4.79)
A: = 0
Disconnected SLGs in General
A disconnected SLG may be viewed as having j  constituent connected parts with 
k\, fc2, - • •, kj lines each, where k\ +  +  • ■ • +  kj = k. Splitting the argument of
the trace in (4.71) into j  non-interacting parts, each one contributes 2ka~1(ka — 1)!
to C(ki , &2 5 •. •, kj). It is then necessary to take into account the number of ways 
of splitting up (4.71) that give the required topology. This involves recognizing two 
symmetries under which the graphs are invariant. Firstly, there is no change to a 
graph resulting from the permutation of its k points. Secondly, the order in which
the j  SLGs are placed is unimportant. Thus the most convenient definition of the
factor C is,
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{<}
. . . x ( k i -  l)\(k2 -  1 )!... (4.80)
1
=  —2k~j (ki -  l)l(k2 -  1 )!. . .  (kj -  1 )!
x k\ (k -  kx)\ X .(k -  ki)\ki\ ( k -  k i -  k2)\k2\
(k — k\ — k2 — . . .  — kj)l. . .  x
(k — k\ — k2 — •.. — kj)\kj\ 
1  2k~i(kx -  l)\(k2 -  1 )!. . .  (kj -  l)!fc!
j'-
1  2k~j k\
ki\k2\ . . .  kj\
(4.81)
(4.82)
(4.83)
j\ k\k2 . . .  kj
Here {5 } represents the set of permutations of the SLG elements of the graph. The 
l / j l  factor emphasizes the lack of order dependence. Combining (4.69), (4.72), (4.78) 
and (4.83) leads to an expression for the moments (note that k = 1 makes no contri­
bution)
M  =  1 +  " 
( m f ek—2 j — 1 ki+...+kr=k,kx>2
pPk ( ~ r ) k 9kr9k2 ■ ■ • 9kj
"  1 + E E  £  a] 2  k,ko kk=2 j=l kx+.. .+kj=k,kx>2 J'  Z Ki K2 . . . K j
C(ku . . . ,  k3)gkl . . . g kj (4.84)
(4.85)
0 0  9k, *  .
= < * ? ( £ § ( - )\k=2 dzk 2 = 1 '
2  =  1
(4.86)
whichEquation (4.86) is arrived at by making the substitution pP/t -  h ^ zV 
not only provides the per mutative factor but also negates all terms with k > p which 
arise from letting the sum over k run to infinity. The standard deviation is thus
(4.87)
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from which it is seen that the hyperscaling condition (4.41) is obeyed. Substituting
(4.86) into (4.55) and making the transformation x x/cr gives
p { m ) = L ^ e x p \ -  ,  +g 2I H d  r  ( 4 - 8 8 )
which is independent of temperature. This is the BHP distribution.
It is worth noting here that (4.88) may be obtained via an entirely different route. 
If the order parameter is redefined such that m  =  (1/N)  £ r then it is relatively 
straightforward to evaluate (4.55) directly in reciprocal space, giving (4.88) [6 ]. How­
ever, this approach is essentially looking at an entirely different physical property. 
This is discussed in greater depth in §4.5.3 and Chapter 5.
4.4.4 The Effect of Introducing MLGs
The simplest MLG consists of a sublattice with p points, only two of which are 
connected by k lines. The contributions from such graphs were ignored in [6 ]. There 
is no longer the restriction that k < p so any even number of lines is permitted. The 
exponential in (4.65) is expanded in the same way as before, with this time,
5  =  Tr |  ^2(craGab<Jb)k 1 (4.89)
I a* 6  J
=  2p+k~l Y .  £ £ < & •  (4.90)
r i, .. .,r p a = l  b ^ a
Transforming to reciprocal space does not now give rise to the simplifications seen for 
SLGs. There is an imbalance between the number of wavevectors (of which there are 
k) and the number of real space coordinates (of which there are only 2 ).
5  =  2p+k~1 Y  E E < 4  (4-91)
r i,...,r p a = l  b ^ a
= 2p+k~ 1 Y ' t 'k i  E  e - iq i (r“ - rt)G ( q i ) ^  Y e - iq2 (r“ - r i)G ( q 2 )  • • •
r i , - , r p o = l  6^ o q i  ^ 0  qa^O
' • • x i  £  e_iq‘ (p“-r ‘'G(qit)(4.92)
qk^ o
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_  2P+k_1 N p~2~k(PP2) 53 53 53 53 * • • 53 e_ q^i+'"+qfe^ rie^ qi+"‘+qfe^'r2
r i r2 q i^ O q a^ O  qk^O
. . . x G ( q , ) . . . G ( q * )  (4.93)
=  2p+k~1N p PP2  0 t (4.94)
where
e * = 4  E  G(q i ) . . . G ( q t )<5 ( ) [ > ) .  (4.95)
q i/0 ,. .. ,q fc ^ 0  \  i  )
Thus the contribution to the magnetization from graphs with k lines joining only two 
points on a sublattice of p points (admittedly a highly specific set) is,
0 0  ( t Y
(™)P E  P p 2  0 *- (4-96)
k = 0,2,4... Z K ‘
The problem is then reduced to evaluating the sum 0*.
Do M ultiple Loop Graphs Contribute to (m p ) l
The reason for deriving (4.94) is to test the hypothesis proposed in [6 ] that MLGs do 
not contribute to the moments in the thermodynamic limit.
Consider the second moment (m2). All sublattices for this moment have only 2 
points, therefore if MLGs can be ignored the only terms remaining from the expansion 
of the exponential are quadratic, giving (m2) =  (m) ( 1  +  g2r 2/2). Allowing MLGs 
however gives a very different expression,
(m 2) =  (m ) 2  ( l  +  g2r 2 +  ^ ® 4 T4  +  . . ( 4 . 9 7 )
from which two things are immediately apparent. Firstly, in the low temperature 
limit only the single loop graphs are significant as all MLGs correspond to higher 
powers of T.  Secondly, the N  dependence of the MLGs is tied up in the sum 0*,.
Evaluating ‘the Sum ’ 0 fc
&k (4.95) may be treated in a similar manner to the constants from §4.4.1. Sub­
stituting G(q) =  l / 7 q gives
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2  oo oo ^
6 * AT* ^ ^ .o o  ( 4 - 2  cos(2 x i 7r/L) -  2 cos(2 yi7r/L)) X ' "  4^98^
1
X
(4 — 2 cos(2xk^/L) — 2 cos(2 y*;7r/L))
The sum over {xj} is used to indicate a multiple sum over all members of the set 
{xi, X2 , . • •, x*}. The delta function constraint has been separated into its component 
parts however it can be included simply by requiring Xk = — f i i ,  and similarly 
for yk. This way the sums are now of order k — 1, though there remain k factors in 
the denominator.
Once again the cosine functions are expanded to give a power series in ( 1  /L).  All 
terms are therefore zero in the thermodynamic limit except those which cancel with 
the factor N k outside the sum. This gives
1  oo oo i  J
6 * “  (27r)2fc (x? +  2/i) ix 2 +  S/2 ) X "  (4'99)
1
. . .  X
( ( -  Efci1 Xi) 2  +  ( -  E t i 1 Vi)2') ■
Equation (4.99) indicates that 0* is not identically zero, as there are a number of 
non-zero terms in the sums, all of which are positive (consider, for example, x* =  0  
for all i and y* =  1  for all i < k , giving a contribution of (k — l ) - 2  to the sum). 
This provides evidence which contradicts the assumption in [6 ] that all MLGs go to 
zero in the thermodynamic limit. Furthermore 0* contains gk. This can be seen 
by recognizing that there are contributions to the sums in (4.99) coming from terms 
where all absolute values of x* are equal, as are all absolute values of y*. These terms, 
taken by themselves, define the constants y*. So not only are the 0* finite, but they 
must be larger than the corresponding value of y*. This follows directly from the 
definition of 5  for MLGs which does not preclude the presence of SLGs in the sum. 
Importantly, removing the y*, contribution still leaves a number of finite terms (this 
is important as otherwise the 0* would just reduce to the SLG contributions).
Unfortunately we have not been able to demonstrate the convergence of 0* an­
alytically. Numerical results appear to confirm that it is converges to a finite value
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Figure 4.9: 0* as a Function of TV for k =  4: The solid line represents the best 
logarithmic fit to the data and is clearly more rapidly divergent. It appears from this 
numerical evaluation of 0 * that the sum converges in the thermodynamic limit.
(Figure 4.9), with even a logarithmic fit diverging rapidly from the sum as AT is in­
creased. It must also be acknowledged that the analysis presented here is based on the 
extremely specific subset of MLGs defined above, inclusion of which represents only 
the first stage toward improving the expressions obtained from SLGs alone. This is 
not a problem though as contributions from different graphs are additive and so more 
MLGs will simply increase their importance. Suffice to say that an analytical treat­
ment including all possible graphs has proved intractable. However it is clear that the 
effect of MLGs is to significantly modify the expressions for (mp) in a temperature 
dependent manner.
4.5 Monte Carlo Simulations
A number of Monte Carlo simulations have been performed in order to test the 
analytical results presented in §4.4 and to attempt to quantify their consequences 
for the magnetization distribution. Previous numerical studies appeared to have 
confirmed the prediction of a temperature independent P(m) [6 ]. These studies were
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performed on the full 2d X Y  model up to T / J  = 0.7, some way below Tkt  in order 
to avoid having a significant vortex density. The lack of variation of P(m)  in this 
previous study serves as an indication that the temperature dependence predicted 
above must be relatively weak.
4.5.1 Simulations of the Harmonic Model
The Harmonic model has no vortices and so is purely spin wave in nature at all 
temperatures. As such, if the assertion of temperature independence is correct then 
the BHP form should be recovered for n(z) from simulations of this model regardless 
ofT.
Standard single spin-flip Monte Carlo simulations were performed, using a Metropo­
lis [112] update algorithm. The system sizes considered were from L = 10 up to 
L = 32, over a range of temperatures from T / J  = 0.5 to as high as T / J  = 50. 
Given the critical nature of the system a large number of Monte Carlo steps per spin 
(MCS/s) are required for accurate statistics in the wings of the distribution. These 
simulations use 107  MCS/s, the first 106  of which are used for equilibration.
The results are shown in Figure 4.10. Parts (a) and (b) show the change in the dis­
tribution as a function of temperature for system sizes N  = 100 and N  =  1024 spins 
respectively, with the BHP function plotted for reference. The behaviour is very sim­
ilar in each case as is confirmed in part (c) which shows some of the results from 
(a) and (b) superimposed. This is an early indication of agreement with previously 
reported observation of size independence [6 , 16]. Figure 4.10 shows that the low 
temperature form of the distribution follows that of the BHP function very closely. 
However, as T  is increased, the distribution becomes progressively less skewed, ap­
parently becoming Gaussian in the limit of high temperature. Such behaviour is 
exactly as expected. The BHP function arises as a result of neglecting MLGs from 
the moment expansion. In that case, normalization of each cumulant to the appro­
priate power of the standard deviation results in a cancelling out of all factors of T. 
However, including MLGs allows higher powers of temperature into the moment (and 
therefore cumulant) expressions. For Kr/ a r at high temperatures the denominator
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Figure 4.10: Monte Carlo Simulations on the Harmonic Model: Part (a) shows the 
variation in n(z) as T  is varied for fixed L = 10. Part (b) is the same but with 
L = 32. Part (c) shows selected curves from (a) and (b) superimposed
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dominates and the normalized cumulants tend towards zero (for r  ^ 2 ).
For comparison Figure 4.11 shows the behaviour of the 2d X Y  and HAT (see 
§4.3.1) models at low and high temperatures. As one would expect, they behave in a 
qualitatively identical manner to each other, with a slightly shifted relative tempera­
ture scale, justifying the approximations made in defining the HX Y  Hamiltonian. At 
low temperatures the behaviour follows the BHP distribution. At high T, outside the 
spin wave only critical regime, the distribution rapidly resembles a Maxwell distri­
bution of speeds. This raises the question as to why the high temperature statistics 
of the Harmonic model should be different from those of the X Y  and HX Y  models. 
Firstly one can say that the high temperature states of these models are inherently 
different as the Harmonic model does not allow for the presence of free vortices. How­
ever there is a more subtle explanation stemming from the restrictions on the spin 
variables. The X Y  and HX Y  models both constrain their spins to be in the range 
± 7r, and so the magnetization (these simulations have used the cosine form (4.26)) is 
always positive. The result is that the PDF of the high temperature instantaneous 
scalar magnetization is a slice through a two dimensional Gaussian ring function. 
This is exactly analogous to considering the magnitude of the velocity of molecules 
in a gas, which defines the Maxwell distribution of speeds. In the Harmonic model 
there are no limits on the values of the spins. Thus, the scalar magnetization defined 
as a cosine function can, in theory, be negative at temperatures where neighbouring 
spins have significantly different values. In this case the ring function collapses to a 
single one dimensional peak centred at (m) and the PDF of m  is a simple Gaussian. 
The effect of using the traditional vector order parameter is dicussed in §4.5.3.
7 3 (T) - C onfirm ation  of T e m p e ra tu re  D ependence
The skewness, 7 3 , provides a suitable parameter with which to confirm and character­
ize the nature of the observed temperature dependence. One can see from Figure 4.10 
that this tends towards zero as T  becomes large. However there was concern that 
the restricted sizes of the lattices studied may obscure the true behaviour of other 
larger, but still finite, systems. Studying 7 3  as a function of 1/A shows that this
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Figure 4.11: Monte Carlo Data for the 2 d X Y  and HXT Models: Part (a) shows the 
different statistical regimes at high and low temperature for the 2d X Y  model. The 
function is an excellent fit to the BHP form at low T, becoming Maxwellian at high 
temperatures. Part (b) shows the same behaviour for the HX Y  model. That both 
models exhibit high temperature behaviour that is markedly different from that seen 
for the Harmonic model in Figure 4.10 is a consequence of the definition of m, as 
discussed in the text.
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Figure 4.12: 7 3 (iV, T) for the Harmonic Model: These results are from a single MC 
run for each (N, T) pair and so fluctuations in 7 3  are evident. There is however a 
clear trend for the skewness to be independent of N  for each T.
is not the case. One can see in Figure 4.12 that the trend is for a size independent 
value of the skewness, determined by the temperature. For low temperatures 7 3  is 
in the region of the BHP value of 7 3  «  0.89. However as T  is increased this value 
approaches zero reflecting the Gaussian curves shown in Figure 4.10. The picture is 
clarified somewhat in Figure 4.13 showing the skewness of a system with L =  16 as 
a function of temperature, averaged over 10 independent runs. This averaging goes 
some way to smoothing out the fluctuations in 7 3  evident in Figure 4.12. There is a 
steady decrease until 7 3  =  0 at T / J  & 12 which can be reasonably accurately fitted 
by the quadratic form,
7 3 (T) =  -0.85 +  0.126T -  0.0048T2, (4.100)
up to the point at which the skewness becomes zero. There is a limit to how closely the 
7 3  axis in Figure 4.12 can be approached. Therefore it can not be stated with absolute 
certainty that there is not a sudden dip in the skewness at a given temperature 
for larger values of N.  However, coupled with the analytical work, the results of 
these simulations suggest this is very unlikey. Further evidence is provided by a 
single calculation of a much larger system, N  = 10000, at T / J  =  5, which shows no 
significant deviation from the constant behaviour of the smaller systems at the same 
temperature.
Chapter 4: Studies of the Two Dim ensional X Y  Model
-0.1
-0.2
-0.373
-0.4
-0.5
y = -0.0048X2 + 0.1264x - 0.8501 
R2 = 0.9999
- 0.6
-0.7
-0.8
-0.9
0 2 4 6 8 10 12 14 16
T
Figure 4.13: 7 3 (T) for the L = 16 Harmonic Model: The diamonds are the results of 
the averaging over 10 independent MC runs. The solid line is a quadratic least squares 
fit described by the equation given. The fit is effectively linear at low temperatures.
The Defect of K urtosis
The behaviour of the defect of kurtosis should be relatively straightforward, and 
similar to that of the skewness. However, the kurtosis is a much ‘softer’ quantity and 
tends to have large fluctuations from one simulation to another. In order to obtain 
sufficiently reliable statistics one would need to perform numerous runs and average 
the results.
The output from a set of one off simulations over a range of system sizes is given 
in Figure 4.14. The general form is akin to that seen in Figure 4.12 for the skewness, 
however the data is not nearly as well behaved. It can be stated unequivocally though 
that the defect of kurtosis becomes zero for all system sizes at high temperatures, in 
line with the observations of a Gaussian distribution.
The Behaviour of (m)
Figure 4.15 shows (m) as a function of l / N  for a selection of the temperatures studied. 
Each plot includes the behaviour predicted by spin wave theory, as given in (4.27). 
The agreement is excellent at low temperatures, and remains good up to around 
T / J  =  25. Beyond this significant deviations start to appear, along with the onset of
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Figure 4.14: 7 4 (N,T)  for the Harmonic Model: These results are from a single MC 
run for each (TV, T) pair and so the softness of the defect of kurtosis is manifest. 
However the trends for size independence and high T  Gaussianity can be made out.
unphysical, negative, values of (m). By the time the temperature reaches T /J  = 50 
all semblance of a pattern has been lost. These observations are surprising as the spin 
wave theory from which (4.27) is derived is rigorous at all temperatures. It seems that 
the apparent breakdown is a result of insufficient sampling of configuration space at 
high T. The magnetization, as defined in (4.26), is bounded between ± 1  regardless of 
the values of the spin variables. The values of ipr are, however, unconstrained. These 
variables are Gaussian as discussed before, and the width of their distribution grows 
with increasing temperature.
Figure 4.16 shows two possible scenarios. At low temperatures (green line) the 
distribution of ipr is quite narrow as the system minimizes the energy by aligning 
spins. In this case the vast majority of spins will be in the range for which cos ipr is 
positive giving a guaranteed positive value for m. By contrast the red line corresponds 
to a higher temperature at which the spins sample a much larger range of values. Now 
the distribution of ipT is wide enough to cover many periods of the cosine function, 
giving numerous negative contributions to the average magnetization. If the system is 
large enough such that all periods of the cosine function are sampled with the correct 
statistical weighting, defined by the distribution of ipr, then (m) is necessarily positive.
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Figure 4.15: The Variation of (m) with N: (a) T / J  =  0.5, (b) T / J  =  4.0, 
(c) T / J  =  10.0, (d) T / J  =  30.0, (e) T / J  = 50.0. The blue diamonds are the re­
sults of MC calculations; the solid (pink) line is the theoretical predicition from spin 
wave theory (equation (4.27)). At low temperatures the correlation is very good, 
however as T is increased the agreement collapses for the reasons discussed in the 
text.
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Figure 4.16: A Comparison Between P(ip) and m : The blue periodic function repre­
sents m  as defined in (4.26) (note that this has been scaled by half for clarity). The 
green line shows the Gaussian distribution of ip at low temperatures, where neigh­
bouring spins differ little from each other and ip is generally small. At higher T (red 
line) ip variables may be excited to high energy states, spanning multiple periods of 
the magnetization function.
However, if N  is small it is possible that the the number of ipr contributing to m may 
be insufficient to accurately reflect the distribution of the spin variables. In this case, 
as the disparity grows, one ends up with an effectively random distribution of ipr 
with equal probability of positive and negative (m). As this problem does not arise 
until well above the temperature at which one starts to observe Gaussian behaviour 
for the order parameter, there is no need to modify the conclusions regarding the 
temperature dependence of II (z).
4.5.2 Temperature Dependence in the HX Y  Model
Having established that the order parameter for the Harmonic model exhibits tem­
perature dependence, the inference must be that the same is true of the vortex-free 
region of the HX Y  model. In this case there is a much smaller range of tempera­
tures available for simulation. Not only must T  be less than the Kosterlitz Thouless 
transition temperature, but it should also be low enough to effectively exclude bound
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pairs of vortices.
The vortex pair density decreases exponentially as the temperature is lowered 
below T k t  [110]. Renormalization in this region leads to the removal of all vortices, 
recovering a purely spin wave model. As such, the behaviour of the HX Y  model at 
some T  < Tkt  corresponds exactly to the behaviour of the Harmonic model at some 
generally higher temperature (Figure 4.3). The mapping of the temperature scales 
between the two models is defined by the renormalization procedure [59] and is non­
linear. At low T  there are effectively no vortices present in the HX Y  model and Teg, 
the effective temperature after renormalization, is the same as T. As the transition 
temperature is approached, the rapid increase in the number of vortex pairs leads to 
a rapid divergence in Teg, which becomes infinite at T k t -
Using the results of [59], the value of the effective temperature has been calculated 
for T  from 0.075 to 2 , for a system with L = 16 (Table 4.1) [113]. It can be seen that 
the original and renormalized temperature scales coincide exactly for T  < 0.9. We 
have performed simulations of the HX Y  model in this range and the results show a 
clear change in the skewness of the magnetization distribution as T is varied. Given 
that there are demonstrably no vortices present in the system, it is concluded that the 
temperature dependence has the same origins as in the Harmonic model, namely the 
multiple loop graphs in the moment expansion. The plot of 7 3  (T) for the harmonic 
model shows an essentially linear dependence at low temperatures (Figure 4.17(a)). 
According to the arguments above it is expected that a very similar form should be 
observed for the YiXY  simulations. This is indeed the case as shown in Figure 4.17(b), 
and both models have a low temperature variation of 7 3  described by
7 3  =  0 .1 3 T - 0.852. (4.101)
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T *eff Teff y
0.075 13.333 0.075 0.000
0.1 10 0.1 0.000
0.125 8 0.125 0.000
0.15 6.667 0.15 0.000
0.175 5.714 0.175 0.000
0.2 5 0.2 0.000
0.225 4.444 0.225 0.000
0.25 4 0.25 0.000
0.275 3.636 0.275 0.000
0.3 3.333 0.3 0.000
0.325 3.077 0.325 0.000
0.35 2.857 0.35 0.000
0.375 2.667 0.375 0.000
0.4 2.5 0.4 0.000
0.425 2.353 0.425 0.000
0.45 2.222 0.45 0.000
0.475 2.105 0.475 0.000
0.5 2 0.5 0.000
0.525 1.905 0.525 0.000
0.55 1.818 0.55 0.000
0.575 1.739 0.575 0.000
0.6 1.667 0.6 0.000
0.625 1.6 0.625 0.000
0.65 1.538 0.65 0.000
0.675 1.481 0.675 0.000
0.7 1.429 0.7 0.000
T tfeff Teff y
0.725 1.379 0.725 0.000
0.75 1.333 0.75 0.000
0.775 1.29 0.775 0.000
0.8 1.25 0.8 0.000
0.825 1.212 0.825 0.000
0.85 1.176 0.85 0.000
0.875 1.143 0.875 0.000
0.9 1.111 0.9 0.000
0.925 1.08 0.926 0.000
0.95 1.052 0.951 0.000
0.975 1.025 0.976 0.000
1 0.999 1.001 0.001
1.025 0.974 1.027 0.001
1.05 0.95 1.053 0.001
1.075 0.927 1.078 0.001
1.1 0.905 1.105 0.002
1.125 0.884 1.131 0.002
1.15 0.864 1.158 0.003
1.175 0.844 1.185 0.004
1.2 0.825 1.213 0.004
1.225 0.806 1.241 0.005
1.25 0.787 1.271 0.007
1.275 0.769 1.301 0.008
1.3 0.75 1.333 0.01
1.325 0.732 1.366 0.012
1.35 0.714 1.401 0.014
T tfeff Teff y
1.375 0.695 1.438 0.017
1.4 0.677 1.478 0.02
1.425 0.657 1.521 0.023
1.45 0.638 1.568 0.028
1.475 0.617 1.621 0.032
1.5 0.596 1.679 0.038
1.525 0.574 1.744 0.045
1.55 0.55 1.817 0.052
1.575 0.526 1.902 0.061
1.6 0.5 2 0.071
1.625 0.473 2.113 0.082
1.65 0.445 2.247 0.096
1.675 0.416 2.405 0.111
1.7 0.386 2.592 0.129
1.725 0.355 2.817 0.15
1.75 0.324 3.086 0.174
1.775 0.293 3.411 0.201
1.8 0.263 3.804 0.232
1.825 0.234 4.28 0.267
1.85 0.206 4.855 0.306
1.875 0.18 5.55 0.351
1.9 0.157 6.388 0.401
1.925 0.135 7.395 0.456
1.95 0.116 8.601 0.516
1.975 0.1 10.037 0.583
2 0.085 11.74 0.655
Table 4.1: Equivalent Temperature Scales for the HX Y  and Harmonic Models with 
L =  16: The temperature of the HX Y  model is given as T. Tes  and K es  are the 
effective temperature and spin wave stiffness respectively -  i.e. relating to the Har­
monic model in which all vortices have been renormalized out. The RG expansion 
parameter y is a measure of the vortex density.
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Figure 4.17: 7 3  (T) at Low Temperatures: This figure shows the variation of the 
skewness at low temperatures for (a) the Harmonic and (b) HX Y  models. The 
dependence is linear in both cases with essentially the same form. Given that the 
HX Y  vortex density in this region is effectively zero, the implication is that the 
corrections to universality described in the text must arise from MLGs.
4.5.3 Vector, Cosine and Quadratic Order Parameters
There are two definitions of the order parameter in §4.3,
m~ b \ £ S r ) (4.102)
and
1
Nm = — ]T cos^r- (4.103)
These will be referred to these as the vector and cosine order parameters respectively. 
Another version of m  is obtained by expanding the cosine form as a power series and 
discarding all terms higher than the quadratic,
ro =  (4.104)
This is referred to in the literature, perhaps surprisingly given the quadratic nature 
of the expression, as the linearized order parameter[6 ] -  for consistency the same 
nomenclature is used in this work.
The cosine order parameter is necessary for analytical development of spin wave 
theory and, as has been metioned before, differs only slightly from the more traditional
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vector definition. To enable direct comparison with the spin wave predicitions, this 
form has been used in all the simulations discussed above.
T he V ector O rder P a ra m e te r
A cautionary word regarding the name of this form of the order parameter. The 
‘vector’ is used to emphasize the role of the vector spins in this definition of m. 
The magnetization itself remains a scalar. Using the vector order parameter in the 
Monte Carlo simulations does not alter the results for the X Y  and HX Y  models in 
any noticeable way. However, simulations of the Harmonic model reveal a different 
pattern of behaviour. At low temperatures the PDF is found to be BHP like as 
expected, and the skewness is even seen to vary with T  in a similar manner to before 
(Figure 4.18). However, as the temperature is increased, the PDF does not tend 
towards a Gaussian, but becomes Maxwellian as in the X Y  and HX Y  models. This 
ties in with the discussions in §4.5.1 regarding the effect of negative values of m. 
It was argued that the appearance of a Gaussian high temperature distribution was 
the result of a balancing effect between positive and negative m, possible only in the 
Harmonic model. The vector order parameter is necessarily always positive and so 
has the same effect as constraining the spin variables to within the positive range of 
the cosine function in (4.26), explaining the observed Maxwell distribution.
The problem with this explanation is that negative values of m only become 
relevant at temperatures when the distribution is already Gaussian. In fact, our 
simulations reveal that while at T / J  =  20 over 40% of the observed values of m  are 
negative, this drops to below 1% for T / J  =  7, even though the magnetization remains 
very nearly normally distributed. The observations may be rationalized by considering 
three temperature regions. At low T, where there are no vortices present in any model 
and no possibiliy of negative m, one expects essentially the same behaviour of the 
PDF across all models for both the vector and cosine order parameters. This is indeed 
the case. At high temperatures where the microscopic interactions axe outweighed 
by entropic effects, one expects a random distribution of the magnetization. This 
manifests itself as a Maxwell distribution of speeds when m  is constrained to be
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Figure 4.18: Monte Carlo Results for the Harmonic Model with Vector Order Pa­
rameter (L = 16): Part (a) shows the variation of the distribution as a function of 
temperature. At low T  the curve closely approximates the BHP form, but it becomes 
Maxwellian at high temperatures. Unlike the X Y  and HX Y  models, the intermediate 
functions pass very close to a Gaussian (see T  =  6.0). Part (b) shows the low tem­
perature variation of the skewness as a function of T. The least squares fit through 
the data is functionally very similar to that seen for the cosine order parameter - the 
small deviations being attributable to the differences between the two OPs for small 
N  and fluctuations in 7 3 .
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positive, either by restricting the spin variables or using the vector order parameter. 
In the unique case where m can take negative values, that is the Harmonic model 
with cosine order parameter, the randomness of m  is seen as a simple Gaussian. 
Finally, there is an intermediate region of temperatures where the deviation from the 
BHP form is the result of different phsyical processes in each model. Once vortices 
start to unbind in the X Y  and HX Y  models one has an influence on the PDF that 
can not be experienced in the Harmonic model. Thus it should come as no surprise 
that the transition between the two limiting functions will follow different paths 
depending on which model is being considered. This hypothesis has been confirmed 
by simulations of each of the three models using the vector OP. For the X Y  and 
HX Y  models the distribution is never Gaussian, with the skewness and defect of 
kurtosis being zero at different temperatures. For the Harmonic model with vector 
order parameter the transition from BHP (low T) to Maxwellian (high T) does pass 
through an approximately Gaussian form.
The Linearized Order Param eter
The linearized order parameter really is quite a different beast from the other two 
options. The vector and cosine forms are intended to be as similar as possible. By 
constrast the linearized version is formed by a Draconian termination of the expanded 
cosine function. This removes from the problem any physics arising from the analytic 
but non-harmonic terms. It can therefore only really be considered as describing the 
magnetization at very low temperatures, above which it is physically a different quan­
tity. Notwithstanding this obvious difference, an amazing result has previously been 
derived showing that, for the Harmonic model, the distribution of the linearized order 
parameter is analytically identical to the BHP function [6] as is shown in Chapter 5.
Simulations of the Harmonic model using the linearized order parameter have 
been performed over range of temperatures for a system with N  = 1024. The results 
are in stark contrast to those seen for either the vector or cosine forms. The BHP 
distribution is again seen at low temperatures, however as T  is increased there is no 
observable change in n(z) which always remains BHP like.
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This leads to the conclusion that the equivalence of the distributions derived for 
the cosine and linearized order parameters is the result of making low temperature 
approximations in each case. For the linearized order parameter the neglect of higher 
order terms in the expansion of the cosine may be thought of as a low temperature 
approximation. At low T  the ipr variables are generally small and the linearized 
form more closely approximates the cosine function. What was remarkable about the 
results in [6] was that the equivalence of the two distributions was valid even at high 
T  when this argument breaks down.
The work presented here sheds light on this apparent anomaly. The neglect of 
multiple loop graphs in the derivation of the BHP function leads to a temperature 
independent distribution. However, we have shown that this approach removes con­
tributions to the moments from higher powers of T. In this way the neglect of MLGs 
is interpreted as a fundamentally low temperature approximation. In other words, 
one can impose a low temperature on the Harmonic model either by approximating 
the moments, or by directly simplifying the order parameter. Whichever method is 
used, the result is the same, temperature independent, distribution of m.
It should be emphasized that arriving at the same P(m)  via these two approxima­
tions is, in itself, something remarkable. The non-universality of the BHP function 
with respect to temperature is now clear. However, there is no immediate analytical 
equivalence between neglect of MLGs and use of the linearized order parameter - only 
a heuristic argument regarding low temperatures. On this basis it is a significant, and 
very interesting, result that one rigorously obtains the same PDF in each case.
The restriction to SLGs was originally useful as it provided a route through an 
otherwise apparently intractable problem. In using such partial summations the hope 
is always that one retains the most significant physics, at least to first order. It is 
tempting to conclude that the MLGs represent the higher order terms in the cosine 
order parameter, with SLGs corresponding to only harmonic contributions. This has 
not been shown directly, but there is certainly evidence to this effect. If true there 
are possible implications for the use of partial graph summations in other contexts.
For completeness we report that the results of simulations on the 2d X Y  and H X Y
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models with linearized order parameter recover the BHP function only at very low 
temperatures, below about T / J  = 0.1.
4.5.4 Is There Phase Transition in the Harmonic M odel?
The Kosterlitz-Thouless transition separates two phases with distinct behaviour of 
the susceptibility. In the case of the 2d X Y  model, one phase is entirely critical and 
the other paramagnetic. The results presented here regarding the Harmonic model 
therefore pose some interesting questions. At low T  the statistics are clearly non- 
Gaussian, indicative of a critical system with a high degree of correlation. However 
above T / J  «  47r the onset of a new regime is seen with normally distibuted m  for 
all N  and T. Equally, the susceptibility remains divergent at low temperatures, but 
this behaviour changes, to a first approximation, at T / J  = 47r, above which the 
susceptibility approaches zero with increasing N  (see (4.40)). There is, however, no 
change in the behaviour of the magnetization as one passes through this point as one 
would expect for a true phase change.
On the critieria used by Kosterlitz and Thouless it appears as though a change 
in regime occurs. Certainly the statistics are manifestly different in the two regions. 
The susceptibility data is slightly ambiguous though, as it depends on the N  and 
T  dependence given in §4.3.2 which is only a first approximation. What is fair to 
say is that the Harmonic model appears to be non-critical at high temperatures sug­
gesting that thermal excitation of very high energy spin waves destroys long distance 
correlations.
The KT transition is associated with the onset of topoligical order, which suggests 
that, if such a transition were to occur in the Harmonic model, a suitable topological 
defect must be found. We have identified one such defect, and, rather surpringly, it 
is a spin vortex. Care must be taken here as to the definition of what constitutes 
a vortex when the spin variables are not periodic. The standard definition in the 
2d X Y  model is a region of spins around which tracing a closed path results in a 
change in angle of 2mr where n is the vorticity. To calcuate the ‘change in angle’ 
one evaluates 9r — 0r> for each neighbouring pair of spins on the closed path, making
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sure to correct each of these differences such that they lie in the range ±7r [110]. 
When the spins are freely varying this ‘correction’ is meaningless, however without it, 
simply summing the differences will always lead to zero. We propose that a suitable 
method for evaluating vortices in this case is to consider the relative ‘windings’ of 
neighbouring spins on the path. For example, if two spin variables have a difference 
of more than 7r, the winding number of that pair is simply the integer number of 
times 27T must be subtracted to bring the difference into the range ±n. Similarly, if 
the difference is less than —7r the winding number is the negative of the number of 
time 27t must be added. Summing the winding numbers of each pair on the closed 
path then defines the vorticity. It is readily seen that when the spins are confined as 
in the 2d X Y  and H X Y  models our approach reduces to the usual form.
Simulations of the Harmonic model with N  = 3600 reveal a surprising pattern of 
behaviour. The results are presented in the form of lattices showing the location of 
spin vortices in Figure 4.19. At low temperatures there are no vortices -  which is as 
expected given that the Hamiltonian for this model explicitly includes only harmonic 
spin waves. However, at T / J  =  1.5, the presence of a tightly bound vortex/anti- 
vortex pair can be seen. As the temperature is raised slightly the number of such 
pairs increases, sometimes occuring close together forming small clumps of vortices 
(each with overall neutrality). At T / J  =  3 there is the first evidence of unbinding 
with two vortex pairs separating, each by just a single lattice spacing. However, as the 
temperature is raised one only sees this limited separation before the vortex density 
becomes so high that it is hard to identify distinct clusters.
These observations pose several questions, not least of which is the origin of vor­
tices in a ‘vortex-free’ model. The explanation of this is made easier by the fact that 
there appears to be only one way in which the vortices can occur. The Harmonic 
model Hamiltonian includes only harmonic spin waves; as such it must be the case 
the vortices we observe are the result of a superposition of these waves, indicating that 
the two are not seperable. This result, whilst interesting, should not affect any of the 
previous low temperature work done on the Harmonic model, or indeed the 2d X Y ,  
Villain or H X Y  models. In these cases, where necessary, the spin wave contribution
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(a) (b) (c)
i i
(d) (e)
Figure 4.19: Vortices in the Harmonic Model: These figures are snapshots of the 
Harmonic model with N  =  3600 at (a) T / J  = 1.5, (b) T / J  = 2.0, (c) T / J  =  2.5, 
(d) T / J  =  3.0 and (e) T / J  = 3.5. At low temperatures one sees the surprising 
emergence of a tightly bound vortex/anti-vortex pair. As T is increased the number 
of such pairs also goes up, until, at T / J  =  2.5, there is evidence of pair unbinding 
(circled). There are further examples of this unbinding at higher T  - the circle in (e) 
shows a ‘group’ of free vortices apparently stabilized by the high density of vortex 
pairs in the surrounding region - however the separation distances are only ever very 
small. By the time the temperature reaches T / J  =  4.0 the vortex density is so high 
it hard to distinguish between clusters of vortices. Here the blue squares represent 
a vorticity of -1, the red squares a vorticity of -Hi.
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to the energy was regarded as a perturbation to the vortex minima. The temperatures 
considered were never sufficient to excite vortices in the spin wave component.
The presence of vortices in the Harmonic model together with the statisitics and 
behaviour of the susceptibility all point towards a potential KT transition. There 
remains, however, the problem of vortex pair unbinding. If this unbinding does 
not occur, the presence of tightly bound vortex pairs is the same as in the low T  
region of the 2d X Y  model. Admittedly the rapid increase in vortex density at high 
temperatures is rather different from the approach to Tk t -> however, strictly speaking, 
the transition requires these pairs to unbind. The simulations presented here lead us to 
conclude that unbinding does not occur to any significant degree. The short distances 
over which pairs are seen to separate at high temperatures are not comparable to the 
observations of isolated vortices in studies of the 2d X Y  model [110]. If the vortex 
pairs in the Harmonic model do not unbind, it must be that isolated vortices are 
energetically unstable at all temperatures. For this to be true would require the 
energy of a vortex to diverge more quickly than logarithmically, in order to outweigh 
the entropic contribution to the free energy (4.4). We present here a simple argument 
in favour of such a divergence.
The method used is essentially a hybrid of discrete and continuous approaches. 
If the continuum limit is taken, the spin variables define a continuous field and the 
Hamiltonian becomes
For a configuration consisting of only a single vortex the only contribution to the 
energy is from that vortex. Thus Evor may be found by simply evaluating V0, con­
verting to polar coordinates and integrating. This works well for periodic spins, 
however when the spins are inifinitely variable there is a discontinuity in V9  within 
the range of integration. This is where the recognition of the discrete nature of the 
lattice becomes useful.
It is assumed that, within the continuous picture one can draw circular paths 
around the vortex core. One then considers these paths to be the limit of a series of 
discrete steps. All spins lying on the same radial line emanating from the vortex core
(4.105)
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branch cut’
vortex core
Figure 4.20: Energy of an Isolated Spin Vortex: This Figure is a schematic repre­
sentation of the construction used to determine the energy of a vortex, as discussed 
in the text. Starting at one spin and tracing a circular path around the vortex core 
introduces contributions to the energy from the small angular displacements beteen 
neighbouring spins. The absolute difference between the first and last spins on the 
path is not, however, small. For periodic spins this makes no difference as the differ­
ences are considered modulo 27r, however for non-periodic spins the large contribution 
to the energy must be included explicitly. The ‘branch cut’ therefore marks the line 
across which VO is discontinuous in the limit of a continuum approximation for the 
field defined by the spin variables. In this diagram a periodic spin would be in the 
range (0, 2ir), rather than (—7r, 7r), though this is just a shift in the origin and has no 
effect on the energy.
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can be assumed to be pointing in the same direction - thus there is no contribution to 
the energy from interactions between circular paths. All that remains in determining
to integrate over r.
Along each path the contribution to the energy from neighbouring pairs of spins
is
where 69 is the (discrete) angular change in variable on going from one spin to the 
next. Also the arc length around the circular path between two neighboring spins is 
a constant, say /, of the order of the lattice spacing a, thus
For periodic spins the difference 9r — 9r< is required to be in the range ±7r reducing 
the RHS of (4.108) to simply 69 -  the same as for all the other ‘steps’ around the 
path.
Given that there are 2ix/69 pairs of spins on a path, the energy of each path is 
given by
which, setting I = a = 1 is the same result as (4.2), derived in a purely continuous 
context. Our approximations are quite drastic. It is not possible to draw circular
Evor is to evaluate the energy associated with each circular path around the core, and
(4.106)
(4.107)
This is true for all but the last step on the path where the difference between the first 
and last spins is
$last ^first — ^7T 69. (4.108)
(4.109)
J  7T~.r (4.110)
The energy of the vortex therefore goes as
(4.111)
(4.112)
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paths between neighbouring spins on a discrete square lattice. Furthermore the lack 
of interaction between circular paths assumes neighbouring spins lie on the same 
radial lines. Despite this, the fact that this method yields the same result as is ob­
tained (more rigorously) using a consistent continuum approach provides a posteriori 
justification of our approximations.
On this basis we modify the results for the case of infinitely variable spins. There 
is now no possibility of ‘winding back’ spins so that differences lie in specific range. 
Thus the last step around a path must be expressed as in (4.108) and summing the 
energy around a path gives,
peratures. The cause of this instability is a line radiating from the vortex core across 
which VO is not analytic, analogous to a branch cut. For convenience we have chosen 
this line to be along 0 = 0, however it can point in any direction.
The only way to stabilize a vortex is to truncate the line by introducing a vortex 
of opposite vorticity, thereby creating a vortex pair. For paths of radius r encircling a 
vortex pair with separation jR, the effects of the two vortices cancel out for r R, and 
so the energy of the vortex pair is determined by the energy of interaction between 
the two cores. If an isolated vortex is viewed as part of a pair with R 0 ( L ), given 
that the line of discontinuous VO is responsible for the leading order terms in E yor, it 
is clear that
(4.113)
J(27r2 — n60). (4.114)
Integration over r  gives
'vor (4.115)
=  2Jir (L — a) — Jn l ln  ( — ) . (4.116)
Thus the vortex has an energy which diverges as v N  and so is unstable at all tem-
£pair ~  0 ( R  -  ln(fl)). (4.117)
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Isolated vortices are energetically unstable for all T  in the Harmonic model. Our 
simulations reveal that the superposition of high energy spin waves is sufficient to 
create topological defects in the form of spin vortices. However these defects occur 
only in tightly bound pairs with energies that scale linearly with the distance between 
the cores. The minor degree of unbinding that is seen in our simulations may be 
ascribed to the relaxation of one pair in the field of numerous surrounding vortices. 
Thus it must be concluded that, despite the evidence from statistics and the behaviour 
of the susceptibility, no Kosterlitz-Thouless transition can occur for the Harmonic 
model.
4.6 Conclusion
The original result of [6] was a PDF which was truly universal and had been seen to 
describe the statistics of a range of critical systems. In the light of the work presented 
here it must be concluded that strict universality does not hold. However the observed 
dependence on temperature is very weak. From a visual point of view the distribution 
looks essentially the same throughout the vortex free region of the 2d X Y  model. One 
must employ a semi-log plot to see the variation with T  which is evident only in the 
wings. It remains a very interesting result that the general functional form of the 
distribution is observed for a wide array of critical and self-organized critical systems 
from a variety of universality classes.
Despite the weakness of the temperature dependence, we feel that the confirmation 
of its existence is an important result. Much literature has grown up around the 
unusual behaviour of fluctuations in the 2d X Y  model. Our findings should help 
guide the search for universality in other systems, as well as preventing the need for 
any physical explanation of the apparent universality in this one.
We have highlighted the need for careful definition of the order parameter and the 
effect this may have on the statistics one obtains from simulations. This goes hand in 
hand with the ever present difficulties concerning the range of the spin variables. Most 
significantly it has been shown that equivalence between the distributions obtained
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using the cosine and linearized order parameters is the result of the imposition of low 
temperature in both cases -  by neglect of MLGs and anharmonic terms respectively.
We conclude the assertion that the Harmonic model is ‘vortex free’ is true only 
in the sense that vortices do not appear explicitly in the Hamiltonian. However, by 
introducing a definition of vortices consistent with infinitely variable spins, we have 
identified tightly bound vortex pairs at high temperatures which we conclude are the 
result of the superposition of high energy spin waves. The crossover to a Gaussian 
statistical regime at T  «  47r for the Harmonic mode, coupled with the fact that the 
susceptibility appears not to diverge above this point, are suggestive of a Kosterlitz- 
Thouless transition. However, this would require the unbinding of vortex pairs and 
we have shown that such a phenomenon is not energetically viable.
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In Chapter 4 it was shown that the magnetization distribution for the 2d X Y  model 
was not, as was once thought, a single universal function, but is weakly dependent 
on temperature. There are, therefore, distinct PDFs for each of the rj(T) dependent 
universality classes represented in the critical region -  though the functional forms 
of these distributions are seen to be very similar. Distributions of this general form 
have been observed for quantities belonging to a range of universality classes, resulting 
from physical experiments and numerical simulations [18-21, 29, 33-41, 48]. We know 
that there is no critical equivalent of the Gaussian distribution toward which PDFs 
tend when the CLT breaks down. However, the similarity of distributions from so 
many different critical systems suggests the possibility that there may be a general 
functional form, or at least certain constraints on the shape of their PDFs.
This chapter examines the conditions that must be met for a system to be deemed 
critical, and, following [48] and [25] a reciprocal space model is identified which we 
argue may be considered critical in general dimension d. The cumulants of these 
systems may be determined numerically to arbitrary precision and the similarity of 
the distributions for the first three dimensions is highlighted. In the case d = 1 it 
is possible to revert to direct space and obtain a Hamiltonian model with infinite 
range interactions; two such models are derived and analysed. A link with the field 
of extremal statistics is discussed, as are the contributions to the critical PDFs from 
different regions of the Brillouin zone.
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5.1 The Origins of Non-Gaussian Fluctuations in
The linearized order parameter for the two dimensional X Y  model was defined in 
Chapter 4 as
Remarkably, using this definition together with the Harmonic model Hamiltonian 
gives rise to the same magnetization distribution as is arrived at by neglecting multiple 
loop graphs in the expansion of the moments of the related cosine form of m  (4.26) [6]. 
This is most easily seen by deriving expressions for the cumulants in each case and 
showing that they are the same.
The BHP function, derived in Chapter 4 using the cosine order parameter, may 
be expressed as
is the characteristic function of the normalized BHP distribution. Therefore,
the 2d X Y  M odel
(5.1)
(5.2)
Comparing this with the definition of the characteristic function, 0(s),
(5.3)
it is seen that
(5.4)
(5.5)
and the kth normalized cumulant of the distribution is
Kk ~  2(<b/2)*/2-
(* -  I)) (5.6)
The reciprocal space form of the Harmonic model Hamiltonian,
=  ^ X > q l h M 2. (5.7)
q^ O
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shows the system to be phase independent, so the modulus notation may be dropped 
with regard to the spin variable, where it is understood that represents a real func­
tion defined on the interval ± 0 0 . Parseval’s theorem then allows the magnetization
(5.1) to be expressed as
m =  1 -  X] mq’ (5.8)
q^ O
where mq = ^V'q* On this basis, 7/>q is Gaussian with zero mean and P(77iq) becomes 
Ti distributed (Appendix B),
P (m q) =  ^  , (5.9)
where ( 3 = 1  / T  and the approximation 7 q «  q2 has been used, which is reasonable 
given the dominance of the low frequency modes.
Fourier transforming (5.9) yields expressions for the cumulants of the distribution 
of a single mode. Given the independence of the mq, the cumulants of m  are then 
found by summing these expressions over q. This is shown in detail in Appendix B, 
the result for the A;th normalized cumulant being
( - 0 )
(is:./, (si))
Recalling that <7* =  ( l / N k) £ q^o 7q*i with 7q ~  |q |2, reveals that (5.6) and (5.10) 
are the same. It has been demonstrated in the previous chapter that this remarkable 
result arises from the 2d X Y  model as a consequence of imposing low temperatures. 
This is explicit in the case of the linearized order parameter as the neglect of an- 
harmonic terms may be considered a fundamentally low temperature approximation. 
For the cosine OP the effect is more subtle, arising from the neglect of multiple loop 
graphs in the expansion of the moments. Given that these two approximations have 
not been shown to be the same analytically, it is interesting that they give rise to 
the same distribution. Furthermore this function is undoubtedly independent of tem­
perature and can be viewed as representing magnetization fluctuations in the 2d X Y  
model as T  —> 0.
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Viewing the magnetization in reciprocal space like this provides a useful insight 
into the origins of the non-Gaussian behaviour of m  [6], with the central limit theorem 
being violated in both direct and reciprocal space. Infinite correlations in direct space 
mean that the critical 2d X Y  model can not be broken into mesoscopically indepen­
dent regions. The failure of the CLT in reciprocal space is for an entirely different
reason. Here the model is diagonalized into independent normal modes. However
the requirement that the microscopic degrees of freedom be individually negligible [1] 
does not apply. This criterion is broken as a consequence of the dispersion in am­
plitudes of the normal modes. For example, the lowest frequency modes near q =  0 
have wavevectors with modulus |q| =  27r/L which make contributions of 0(1)  to the 
magnetization. Compare this with the microscopic amplitudes of the modes near the 
boundaries of the Brillouin zone, and it is seen that the low frequency modes are 
individually significant.
The average of the linearized order parameter is [6]
( m )  =  1 -  Y ,  ( m q )  ( 5 -u )
q^O
~  /  ^  (5.12)Jbz
Therefore (m) diverges logarithmically for d = 2 and the upper and lower limits of 
the integral are both important, in much the same way as was seen when deriving 
gk in Chapter 4. Contrast this with the case for d =  1 in which the magnetization 
depends strongly on the lower limit but the upper limit may be set to infinity without 
loss of generality. Or, in three dimensions, where the upper limit dominates and the 
lower limit may be set to zero.
In both these situations an exponential tail to the PDF is still observed, but not 
as a result of criticality, highlighting that non-Gaussianity of a global quantity is not 
sufficient evidence to infer critical fluctuations. In the case of the Id Harmonic model 
with linearized order parameter, the average magnetization and standard deviation 
scale as [6]
(m) ~  N  and a ~  (m)2 , (5.13)
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so m  cannot be normally distributed. However, a quantity w ~  y/1 — m  will have 
ow ~  y/N  and is therefore a suitable central limit theorem variable. Another way to 
view this is that while the constituents of one global quantity, such as w, may obey 
the criteria of independence and individual negligibility, another global quantity need 
not. Indeed, if w = Y,i wi and w2 =  wj, then if the Wi are independent, the w[ are 
necessarily correlated.
In reciprocal space where the magnetization is a sum over explicitly independent 
normal modes, the dispersion of these modes violates the criterion of individual neg­
ligibility in one dimension, just as it does for d =  2. However, the fact that only the 
lower limit of the integral (5.12) is important is an indication that only a few modes 
with low frequency are needed to define m. The magnetization is then no longer a 
sum over a large number of elements and the CLT does not apply.
In three dimensions the system is able to support long range order, with a non- 
critical low temperature region. However, T  is now a dangerously irrelevant variable 
near the T  — 0 fixed point [114], and at low temperature the low frequency modes 
retain some influence over the PDF. This results in <j/ (m) ~  1/AT1/3 and the longitu­
dinal susceptibility is weakly divergent throughout the ordered phase [6, 16]. In this 
case the non-Gaussianity is caused specifically by the Goldstone modes [64] and does 
not arise from many body effects.
Thus the critical nature of the two dimensional model is best characterized, not by 
evidence of non-Gaussian behaviour of the order parameter per se, but by the explicit 
many body nature of m  coupled with the relevance of fluctuations on all length scales.
Discussions of critical probability density functions can sometimes appear to con­
tain conflicting arguments. An important example is the conclusion that the PDF of 
the linearized order parameter in the two dimensional Harmonic model relies on all 
modes, despite the fact that the approximation 7 q «  |q |2 is regularly invoked because 
of “the dominance of the low frequency contributions” . It has been shown that the 
PDF is not recovered quantitatively by considering just the smallest q behaviour [64]. 
However, the same study demonstrated that a good fit to the eye can be obtained
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using only a small fraction, Neg, of the modes, provided N  is large. For N  »  Neg 
the error in the fit, 5, is independent of N.  Importantly the many-body nature of the 
problem manifests itself in the requirement that the number of modes included must 
diverge for the error in the fit to go zero. That S depends on only Neg is consistent 
with the approximation 7 q % |q |2, however it suggests that only the centre of the 
Brillouin zone is important. In contrast the fact that Neg must be arbitrarily large to 
accurately reproduce the PDF indicates that the magnetization is truly a many-body 
quantity. Indeed, as argued in [64], the approach to a Gaussian form for a central 
limit theorem variable is a function of only Neg for N  »  Neg. These two observa­
tions are not inconsistent but they do mean that care must be taken to understand 
the origins of non-Gaussian fluctuations before deciding that they imply critical be­
haviour. For example, in the three dimensional Harmonic model the asymmetry of 
the PDF arises almost entirely from the softest modes [64] indicative of the general 
result for continuous spin models for d = 3 that the Goldstone modes, rather than 
any underlying criticality, lead to a departure from normal statistics.
5.2 Critical Fluctuations in d  Dimensions
The Harmonic model approximation to the 2d X Y  model is directly equivalent to the 
Edwards-Wilkinson model of interface growth [21, 51]. The linearized order param­
eter relates to the ‘width square’ of the interface, w , as m  =  1 — w2, and studies of 
P(w2) show good qualitative agreement with the BHP function [46]. In many ways 
it is more reasonable to associate the linearized order parameter with an interface 
model than with a spin system. Unlike the vector (4.22) and cosine (4.26) forms 
of the magnetization the linearized m  has lost all periodicity and is no longer con­
strained between limits. This is physically acceptable for an interface that is free to 
grow unbounded, but not for a magnetic system with spin variables in high energy 
configurations.
Thus it is worth generalizing the analysis somewhat, moving away from specifi­
cally magnetic models, and considering arbitrary dimension d. Following the analysis
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in [25], the distribution function (5.9) is seen to be of the form
s K )  =  (5-14)
where sq replaces mq as a general intensive gamma distributed variable depending on 
q, a non-zero d dimensional vector with integer elements. Also aq replaces 7 q as the 
mode weighting factor. By analogy with (5.9), the case of interest here has 7  =  1/2 
and aq =  /?|q|a . When q is a wavevector it does not have integer elements, rather its 
elements are integer multiples of 2-n/L. As this extra factor may be taken outside the 
sum over q, and disappears on normalization, the distinction can be ignored here.
Comparing (5.14) with (5.7) and (5.9) shows that the reciprocal space Hamiltonian 
which gives rise to the distribution (5.14) is
#  =  J £  l ^ q .  (5.15)
q^ O
where now sq =  (1 / N ) ^  and it is again understood that ^ q may be taken as a real 
variable defined on the interval ±oo, and is Gaussian with zero mean.
Defining the global quantity whose PDF is to be determined as S  = X)q9*osq> 
where the sum is over N  statistically independent T i variables, the rth cumulant of 
P(S)  is (see Appendix B),
K'(5>^{r-i)!5 ( i i)  • (516)
As usual, the variate must be normalized by its standard deviation giving,
/  SA = | ( r - l ) ! E q* , ( ^ )
V<7 s )  ( I / _ l \ 2o\
V2^q*0Viqi/ )
so the nature of the PDF is governed by two parameters, the mode weighting a  and 
the dimension d [25, 49]. As discussed by Antal et al. [49], the balance between these 
parameters may be used as a signature for different types of statistical regimes. One 
extreme has small d and large a . This scenario essentially negates the majority of 
contributions to the sums and reduces the problem to one where only the smallest 
|q| modes are important. The PDF then becomes a \ 2 distribution with 2d degrees
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of freedom. At the other end of the scale, if a  is small and d large, the sums are 
dominated by the many large |q| contributions. This makes the second cumulant 
large relative to the others, and the normalized PDF becomes Gaussian. Specifically, 
Gaussianity is seen for d > 2a as it is in this region that the variance dominates the 
higher cumulants [49].
It is the intermediate region that is of most interest in this study. Specifically, 
when d =  a  the average of the global quantity S  diverges logarithmically with the 
size of the system. This raises questions regarding the definition of criticality. The 
usual signatures of critical systems include power laws and scaling behaviour. How­
ever, in the case of the Harmonic model with linearized order parameter, the average 
magnetization scales logarithmically. Furthermore, setting d =  a  =  2 in (5.17) re­
covers (5.10) and it is seen that the while normalizing with respect to a gives size 
independent cumulants for r > 2, the ratio (m) / o  ~  C?(ln./V) and hyperscaling is 
not obeyed. Yet we know that the two dimensional Harmonic model is inherently 
critical, in theory at all temperatures, as is demonstrated by the behaviour of the 
cosine order parameter, for which (m) scales as a power law and (m) / cr 0(1). 
This returns to the point that the criticality, or otherwise, of a system, is governed 
by its Hamiltonian. In order to observe critical behaviour one must be looking at the 
correct quantity.
The infinite correlation length in critical systems leads to scale invariance and 
power laws of appropriate global measures, but there are other signs too. As men­
tioned above, the logarithmic divergence of (m) necessitates the explicit inclusion of 
both limits when integrating over the Brillouin zone, which we interpret as an indi­
cation of critical behaviour. The power law variation of the cosine form of m  has an 
exponent that is directly proportional to the temperature. Given that
( 5 - i 8 )
a logarithmically varying global quantity may be interpreted simply as the low T  limit 
of another measure varying as a power law with an exponent proportional to T. This 
is readily seen to be true for the magnetization, where the linearized form ignores
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terms in the expansion of the cosine form which are relevant only as T  increases.
In conclusion, setting d = a  in (5.17) gives the cumulants of a distribution of a 
global quantity exhibiting critical fluctuations in the limit of low temperature. Thus 
the Hamiltonian (5.15) generates an inherently critical system for which a suitable 
order parameter will scale as a power law with a temperature dependent exponent.
5.2.1 Skewness-Kurtosis Space -  Locations of Critical Dis­
tributions
The fact that we interpret setting d =  a  in (5.17) as defining a critical system means 
that the corresponding PDFs should be non-Gaussian -  though this behaviour is not 
solely the preserve of critical systems, as discussed above. Given the proposal that 
critical statistics may have similar functional forms [19], it is expected that the distri­
butions of S  for d =  a  =  1 , 2,3 should look relatively alike. A good illustration that 
this is so comes from a plot of defect of kurtosis against skewness as shown in Fig­
ure 5.1. The plot shows points in three series corresponding to the three dimensions, 
each with a  =  0 — 20, calculated with N l/d =  100. The series overlap, covering only 
a narrow region of the available space. There is rapid convergence with increasing m, 
with the appropriate xld limits being quickly reached.
The three points of interest, representing the critical systems with d =  a, are 
circled. Taking Figure 5.1 in isolation, there are two ways to interpret the positions 
of these points. The first is to be optimistic and observe that the three points occupy 
roughly the same region of the available space. Certainly, if one were to plot just 
these points on a plane whose boundaries defined the maximum possible skewness 
and defect of kurtosis for the three dimensions, they would have the appearance of a 
small cluster. Accepting this, their proximity to each other must imply a similarity 
of distributions, given that 7 3  and 7 4  describe the shape of the normalized PDF to a 
good first approximation.
It is perhaps a little unjustified to draw such conclusions and ignore the presence of 
numerous other nearby points. Many of these are fairly irrelevant as very large values
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Figure 5.1: ‘Skewness-Kurtosis’ Space: The points are in three series for dimension 
d =  1 , 2, 3 each having a  in the range 0-20. The values of the skewness and defect of 
kurtosis were determined numerically from (5.17) with L = N l/d = 100. The circled 
points correspond to the three critical systems with d = a. Note that the finite size 
of the systems becomes evident for small a -  although the numerical evaluations have 
converged, there are insufficient numbers of degrees of freedom for the Gaussian limit 
to be reached for a < d/ 2  other than in three dimensions.
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of a  indicate such a dispersion of normal modes that effectively the X2d limit has been 
reached. In fact, the plot shows that the requirement of a d for this to happen 
can reasonably be approximated by a — 3. However, this still leaves a number of
potentially significant non-critical, non-Gaussian distributions. The presence of these 
ties in with the discussion in §5.1 and the conclusion that non-Gaussian statistics 
alone are insufficient to infer criticality.
It seems that the following conclusions can be drawn. Firstly, out of the range 
of available values, the three critical distributions do have similar skewnesses and 
defects of kurtosis, suggesting similar PDFs. This is in keeping with the idea that 
distributions of critical quantities obey functionally similar statistics. Secondly, there 
exist certain theoretical systems which, though not critical, have global quantities 
whose distributions occupy the same region of skewness-kurtosis space as the models 
with d = a. This in no way negates the arguments regarding the statistical behaviour 
of the critical systems, but it does raise questions about the usefulness of these PDFs. 
For example, if an experiment yields values of the skewness and kurtosis within the 
ranges of the critical systems, it may be that the experimental system is itself critical, 
or simply that it is described by some other non-critical, non-Gaussian PDF that looks 
similar. A possible saving grace in this regard may be that the non-critical models 
in this region are purely mathematical toys and do not correspond to any physical
system. This seems more likely as a  becomes large, but there is really no reason to
suppose that a system with, say, d = 3, a = 4, should not exist. We discuss this
point further in §5.7.
5.2.2 d =  a =  1: The Fisher-Tippet-G um bel (FTG) Distribu­
tion
In order to see visually just how similar the three d = a  critical PDFs are, it is neces­
sary to have some means of determining their analytical form. The d =  a = 2 case is 
already known to be the BHP function. It is a remarkable, and in many ways intrigu­
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ing, fact that setting d =  a  =  1 yields the Fisher-Tippet-Gumbel distribution [48],
P(x) = be-(bx+~l)- e~lbx+''\  (5.19)
from the field of extremal statistics (where 7  «  0.577 is Euler’s constant and b = 7r/\/6) 
Extreme value statistics (EVS) deal with the behaviour of global quantities whose con­
stituent elements are drawn from the extremities of their own range of values -  yet no 
extreme quantities were used in the derivation in [48]. We return to this interesting 
link in §5.5.
The question of immediate interest is how similar in shape the FTG and BHP 
functions are. The answer is really quite similar, the main differences being far 
out in the wings of the distribution, corresponding to very rare events. Figure 5.2 
shows the two functions plotted on semi-log axes, highlighting the deviation for large 
fluctuations. It is certainly possible to distinguish between the analytical functions. 
However, the errors associated with experimental distributions may make it hard 
to be sure which form is being observed [115]. Certainly one would required good 
statistics to accurately represent the tails.
5.2.3 d =  a =  3 Distribution
Unlike in one dimension there is no known analytical form for the distribution function 
for the three dimensional critical system. Thus we are without a function to plot 
against the BHP and FTG distributions for comparison. To circumvent this problem 
it is possible to obtain an approximate PDF using a technique due to Pearson [91]. 
His method relies on the fact that two distributions whose first four moments are 
the same, are approximately coincident for a few standard deviation each side of 
the mean. As this is the region of greatest experimental interest one can reasonably 
describe the shape of a distribution with just these moments.
Pearson’s analysis begins with the differential equation,
din P  x +  b\
dx b0 +  b\x + bx2
When P{x) is a probability density function, the constants 6 , bo and b\ can be shown 
to be functions of the first four principle moments. Exactly what these functions are,
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Figure 5.2: Comparison between d =  a  Critical Distributions: For d =  1  (Fisher- 
Tippett-Gumbel), d =  2 (Bramwell-Holdsworth-Pinton) and d =  3 (using a Pearson 
fit). The similarity is striking for several a either side of the mean and the three 
functions may be difficult to distinguish experimentally. As usual, z = (m — (m))/a  
and 1 1 (2 ) =  crP(m).
and how they may be used to determine P (x ) is discussed in Appendix D. The result 
of the analysis for the d = a = 3 model is,
where there has been a shift in origin, £ =  x —0.35195, and P0  =  0.43986, a  =  2.98404, 
P = 12.74363 and p = 4.78369.
Looking back at the plot of skewness-kurtosis space one sees that the point cor­
responding to d = a  =  3 is much closer to the BHP function than is the FTG point. 
Therefore it is expected that the three dimensional model has a distribution which is 
even closer to the BHP form. The Pearson curve (5.21) is plotted against the other 
two in Figure 5.2 and indicates that this is so. It must be concluded, therefore, that it 
is likely to be hard to experimentally distinguish between the two. The BHP function 
and the distribution of power consumption in a turbulent flow have been observed to 
be very similar. Given that the latter is three dimensional it may be more fruitful to 
consider the similarity with the d = a = 3 model.
(5.21)
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5.2.4 Implications of the Functional Similarity
The consequences of the similarity of the three critical distributions are most impor­
tant in the context of interpreting experimental and numerical data. First we note
proved, is lent weight by the three examples cited here. The three all have an ex-
For the BHP function, as already mentioned, a takes the non-integer value of approx-
o =  l. For d = a = 3 the best fit requires a ~  1.84.
If one observes a distribution experimentally that fits a generalized FTG function 
with a reasonable value of a, the associated errors may make it difficult to tie it specif­
ically to one out the three distributions discussed here. There is also no guarantee 
that observing a distribution of this type implies an underlying criticality, as there are 
a number of possible non-critical models giving rise to similar non-Gaussian PDFs. 
As a result great care must be taken when drawing conclusions about the physics of 
a system based solely on the observation of a given probability distribution -  even on 
such a coarse level as merely inferring critical behaviour.
that the hypothesis of a general functional form for critical distributions, whilst not
ponential tail for large fluctuations and can each be approximated to a reasonable 
degree by a generalized FTG distribution (see [6]),
(5.22)
where
aab
(5.23)w
b (5.24)
s (5.25)
imately 7r/2. For d = a  =  1 the FTG function is recovered, by definition, by setting
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5.3 A Direct Space Hamiltonian for the d  =  a  =  1 
Model
Having identified a family of Hamiltonians in reciprocal space that represent critical 
systems, we now turn our attention to finding the corresponding direct space models. 
In two dimensions this means, as already stated, the low temperature limit of the 
2d X Y  model. To find the appropriate direct space Hamiltonians in one and three 
dimensions involves Fourier transforming the reciprocal space expression (5.15). This 
is difficult in three dimensions, however for d = 1 the process is relatively straightfor­
ward. In fact, we have been able to identify two suitable direct space Hamiltonians 
which are so different in form that it is unlikely they would be linked other than via 
this method.
Before considering these models we note the approach taken by Antal et al. in 
their studies of l / / a noise [48, 49]. They constructed an action
S({cn}) = 2aT1- Q'%2na \cn\2, (5.26)
n = l
designed such that the power spectrum of the associated time signal was of the re­
quired Gaussian 1 / / Q form. For a = 1 they showed that the scaling function of the 
roughness of their signal is explicitly the FTG distribution [48]. It is no surprise then 
that our d = a  =  1 critical model also yields the FTG function [25] as the reciprocal 
space Hamiltonian (5.15) may be directly mapped onto (5.26). This is discussed in 
more detail in Chapter 6.
5.3.1 d =  a =  1 Spin M odel 1
Our aim is to establish a model spin system in one dimensional direct space whose 
magnetization is FTG distributed. We have derived two such systems and begin with
the more traditional approach. In general [116], a direct space Hamiltonian of the
form
H  =  \  / d r / dr< 6,(r)G(r -  r 'M r ')- (5-27)
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Fourier transforms to give,
H = - E ^ q ) ^ ! 2, (5.28)
Z q^ O
where ipq is the Fourier transform of 0(r), and,
G(q) =  f  d rG (r)e iq r. (5.29)
Using an analogous set of equations for a discrete real lattice, a Hamiltonian
L
= cxereT+x, (5.30)
r x = —L
should produce the correct reciprocal space form when
L
\q\ =  Co +  2 2^ c x  cos(qx). (5.31)
X = 1
For this to be true requires
Co =  -  r  \q \dQ (5-32)7T Jo
(5.33)_ ^
2
1 r*
cx#o = ~ \q\cos{qx)dq (5.34)7T Jo
= cos^ \ - \  (5.35)
7TX
Equation (5.30) contains contributions from all possible pairs of spins with a coeffi­
cient depending on their separation. Given that x  must be an integer, the coefficients 
Cx^ o are zero for even values of x  (5.35). For odd x  the values fall off as x~2 and 
are all negative. There are effectively two interpenetrating sub-lattices with no intra­
lattice coupling and with ferromagnetic inter-lattice interactions. We do not know of 
any system for which this Hamiltonian is a suitable representation of the microscopic 
interactions. However, it is perhaps not unreasonable to suppose that a system of 
this type could be contrived. The predicted critical behaviour resulting from alge­
braically decaying long-range interactions is also reminiscent of the one dimensional 
Ising model with interactions going as 1 / r l+a. This model is known to have a finite
147
Chapter 5: One Dim ensional Critical M odels
temperature phase transition for 0 < a < 1 [117-119]. It would be interesting to 
study further a possible link between such a system and our model which is critical 
for all T.
Monte Carlo simulations using a standard Metropolis algorithm have been per­
formed on this model for L =  10, 50 at high and low temperatures for both the lin­
earized and cosine order parameters -  the results are shown in Figure 5.3. For both 
OPs the size dependence in negligible, the fits to the FTG function being extremely 
good at low T  even for the very small L = 10 systems.
For the linearized order parameter the distribution remains FTG like as the tem­
perature is increased -  as was observed for the two dimensional Harmonic model. The 
cosine form shows a deviation from the FTG function with increasing T, eventually 
becoming Gaussian at around T / J  «  2ir. This is again very similar to the behaviour 
of the d =  2 Harmonic model where Gaussian fluctuations are observed at T / J  =  47r, 
above which the susceptibility was convergent. For our model the susceptibility con­
verges above T / J  «  2tt and the parallels are obvious. Following the same arguments 
put forward in Chapter 4, this is suggestive of some sort of phase transition, though 
not of a sharp thermodynamic type.
5.3.2 d =  a =  1 Spin M odel 2
The second model is more unusual, both in terms of its derivation and the result­
ing Hamiltonian. Rather than simply inverse Fourier transforming the reciprocal 
space Hamiltonian, this model was derived by hypothesizing a form for the direct 
space model and recognizing that its coefficients could be chosen such that (5.15) 
was recovered. A one dimensional system with continuous symmetry and finite range 
interactions can not support long range order [100]. Thus, for critical fluctuations to 
be possible the interactions in our model had to be infinite in range. Also, as the 
reciprocal space model consists of harmonic normal modes, the direct space model 
had to be based around a quadratic form. The proposal was,
N  /  L
H = E  E  c*e'+*
r = l  \ x = - L
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Figure 5.3: Monte Carlo Simulations of d = a = 1 Model 1: (a) and (b) show results 
for the linearized order parameter at low and high T  respectively. The fit to the FTG 
function is very good in both cases -  particularly considering the size of the systems 
and length of the simulations (106 MCS/s). For the cosine OP, the low temperature 
results, (c), are an excellent fit to the FTG distribution, and as expected, at high 
T  the fluctuations become Gaussian, hence (d) is plotted on linear axes rather than 
the semi-log plots of (a)-(c). Two system sizes are shown in each graph, L = 10 and 
L =  50. The fit to the exponential tail is good even for the smaller system, however 
an improvement in the double exponential wing is clear for the larger value of L. As 
usual, z = (m — (m ))/am with m  defined in (5.1).
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where 9r is the spin at site r on a one dimensional lattice of size N  = 2L + I such 
that
0r =  ^ E e_',r^ '  (5-37)
The cx are coefficients whose values are to be determined. The contents of the brackets 
in (5.36) may be expressed as
£  cA +x =  £  cx 4 ^ ' £ ^ ' " {r+t)%  (5.38)
x — - L  x = - L  V -/V  q
-  7 S  ? ( ' " ■ * •  , £ « " “ )■ (5J91
Therefore,
H =  E i Z £ e" <,+,')r ( £  (  £  c*e-Wx)  (5.40)
r Q q* \x=-L /  \x=-L )
= £  ( £  cxe-i?I) ( £  c ^ A  IV',!2 (5.41)
9 \ x = L  J  \ x = —L  J
where (5.41) follows because Y,Te%qr N=°° N6(q), introducing the requirement that 
q' = —q. By symmetry it is physically reasonable to fix cx =  c_x, and so
L  L  L
^2 Cx e ~ tqx = c x € tgx = ^2 c x c o s (qx), (5.42)
x = —L  x = — L  x= —L
where the sum over all x  results in a cancelling of the sine terms. Thus, substituting 
(5.42) into (5.41) gives,
t f  =  £ / ( < ? ) W ,  (5.43)
9
with
L
^2 cxCos(qx). (5.44)
x — — L
Comparison of (5.43) with (5.15) shows that, ideally, f(q) = yj\q\. Fortunately, f(q)  
as given in (5.44) is in the form of a ‘real to real’ Fourier transform, with cx being 
the Fourier coefficients. Thus,
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L
=  Co +  2 ^2  c* cos(qx), (5.46)
X = 1
where q is defined over the first Brillouin zone such that — n < q < 7r, giving q a 
period of 2ir. Hence,
co = -  f  v f e  (5-47)7T JO v
(5.48)
W o = ~ [  J\q\cos{qx)dq (5.49)7T J0 v
1 5 /(V 2 i)
V^7T X3/2
Here the function Sf(z)  is the Fresnel Sine integral,
(5.50)
s ,(z) = f oZs i n ( ^ ) d *. (5.51)
This function oscillates but quickly approaches the limit S/(oo) =  \  at which point 
the coefficients go as x~3//2.
Hence the postulated form (5.36) does give rise to the required reciprocal space 
Hamiltonian when the coefficients cx are defined by (5.47) and (5.50). It is unfortunate 
that the direct space Hamiltonian is difficult to interpret physically. Once again we 
have thus far been unable to identify any known physical system whose microscopic 
interactions it describes. However, the algebraic decay of the interactions again points 
to a possible link with critical one dimensional Ising systems [119].
The Monte Carlo simulations performed for Model 1 were repeated for this model; 
the data is shown in Figure 5.4. As would be expected the results show exactly the 
same patterns of behaviour as before and need no further discussion.
5.4 Reciprocal Space Analysis of d, =  a  = 1 model
The spin wave analysis used to study the Harmonic model in Chapter 4 may equally 
well be applied to the one dimensional model introduced here. We note also that
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Figure 5.4: Monte Carlo Simulations of d = a  =  1 Model 1: This figure is a repeat 
of Figure 5.3 but resulting from simulations of the second version of our one dimen­
sional model. The results are, as expected, essentially identical both qualitatively 
and quantitatively. As before z =  (m — {m))/crm with m  defined in (5.1).
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it is possible to force Models 1 and 2 above to yield a reciprocal space Hamiltonian 
H = Y,q hqlipq with 7 9 =  2sin(<j/2), i.e. an inherently periodic mode weighting more 
akin to the cosine function in (4.24). We don’t pursue this line, however, as its main 
effect is to introduce a restricted range of temperatures over which the critical PDF 
may be observed.
In a move analogous to the study of the d =  2 Harmonic model, a set of constants
The discrete wavevector q =  (2n /N )n  is constrained by the integer nature of n, 
however each value is better thought of as being at the centre of a one dimensional
Brillouin zone integral should be taken from the extremes of the volumes of the 
smallest and largest n. That is, qmin =  n / N  and qmax =  7r, and hence
Though the integral approximation made here is not a bad one, comparison with 
numerical results from the discrete sum reveals a noticeable difference (Figure 5.5).
the case of large but finite N.  We re-derive this result by applying the Abel-Plana 
formula [120] which yielded a very accurate result in the two dimensional case [6]. 
This provides a straightforward introduction to this method which we use again in
(5.52)
is defined, and g\ =  2G(0) where G(r) is the spin-spin correlation function*. There­
fore,
(5.53)
(5.54)
‘volume’ of size (2tt/N) .  Thus, on taking the continuum limit, the limits of the
G(0) =  -  ln(AT).
7T
(5.55)
A more accurate result is obtained using a standard result for the discrete sum in
*Due to the slightly different ways in which the Hamiltonians are defined there is an extra factor 
of 2 in the one dimensional definition of G(0) relative to the same expression for the d =  2 Harmonic 
model. This can be seen by considering the variance of tpq in each case.
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Chapter 6 . To begin, the sum over q is changed to a sum over the integer n,
9l =  (5-56>
9*0 9  
2 L 1
E t A -  (5-57)N »=• ( $ ) n
1 ^ 1
=  -  E  (5-58)
Obviously the sum over n does not converge as L —► oo, however the Abel-Plana
formula,
r/ x fq \ * 1 /•/ x 1 /•/ n « Z*00 bn[/(g + “ /(<7 — ^
T  M  = Jp f ( x ) Ax + 2 /(p )  +  5 / ( 9) + 2 y0  e2JI _  1 d i - (5-59)
may be used to evaluate it for large L.
*  ,  + i  + i ( 5J0)
7T l i  i  2 2L 7o e27rx -  1 I v '
i s -  < • « >
This expression is considerably simplified by the identity
x d x  1 .
Jo ( 1  +  x2 )(e2”* -  1 ) "  7  ~  2 ’  ^ )
where 7  «  0.577... is Euler’s constant. And so, substituting N  = 2L +  1  and (5.62)
into (5.61) gives,
91 = I  {ln ( ^ r 1 ) + w = i + 7} ■ (5-63)
which is in excellent agreement with numerical results (Figure 5.5).
There are different expressions for the magnetization and susceptibility depending 
on which order parameter one uses. For the cosine order parameter we have, from 
spin wave analysis (Appendix C),
< m ) = e x p ( - ^ | ^ j ,  (5.64)
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Figure 5.5: Divergence of g\ for d =  a  =  1: The approximate method of integrating 
over the Brillouin zone is clearly very good, however the Abel-Plana formula gives a 
much better fit to the numerical data, the two curves remaining overlapped even on 
the much larger scale of the inset.
Figure 5.6 shows (m ) as a function of system size. The numerical results are from 
Monte Carlo simulations of Model 1 at T / J  =  1.0. The fit to the predicted form is 
excellent, particularly considering the small systems and comparatively few MCS/s
As the constants are once again independent of N  (e.g. g2 =  1/12), the ratio 
<7 /  (m) 0(1) and hyperscaling is obeyed. The exponential factor in (5.66) becomes
constant very rapidly with N  and so the magnetization can be seen to vary as a power 
law with f i /v  =  T/(4irJ) -  further evidence of the critical nature of the system. The 
susceptibility displays the same intriguing property as for the Harmonic model in two 
dimensions, namely an apparent limit to the temperature at which it will diverge. As
and
(5.65)
Therefore
(5.66)
(106).
(5.67)
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Figure 5.6: (m) as a Function of L for the Cosine Order Parameter for d = a  =  1: 
Numerical data from MC simulations of Model 1 shows very good agreement with 
the theoretically predicted form (5.66).
for large AT, the susceptibility remains divergent only below T / J  «  27r. It must be 
born in mind however that as (5.65) is derived using an effectively low T  approx­
imation, it is possible that the susceptibility could remain weakly divergent at all
T. However the statistics do become Gaussian above T  «  27r, indicating a finite 
correlation length and the possible onset of the central limit theorem.
For the linearized order parameter the average magnetization scales, by design, 
logarithmically,
<m) =  ^G(O) (5.68)
u
=  ( 5 - 6 9 )
hyperscaling is violated and the distribution of the OP is strictly temperature inde­
pendent.
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5.5 d  —  a  =  1 — The link with Extremal Statistics
As stated above, extreme value statistics deal with the distribution of the largest 
(or smallest) of a set of independent, identically distributed random numbers. The 
fact that the Fisher-Tippett-Gumbel distribution [61], one of only three possible non- 
Gaussian EVS limit functions [60], should describe fluctuations in a highly correlated 
system [48] is of great interest -  particularly as a link between EVS and criticality is 
so appealing [62, 63]. Considering the ath largest (or smallest) member of the sample 
one obtains a generalized FTG distribution, characterized by the parameter a. This 
provides a link to the BHP function which is seen to be a good fit to a generalized 
FTG curve with a =  7r/2, though such a non-integer value for a is difficult to interpret 
in this context.
An explanation for the apparent FTG -  critical link in terms of extremes of phys­
ical quantities has not yet been found [6, 64, 69]. The extremes of the independent 
normal modes in the 2dX Y  model do not follow a BHP distribution [64], thus for 
extremal statistics to be relevant it seems likely they will relate to correlated many 
body quantities [21]. If true, the BHP function could be viewed as analogous to the 
FTG distribution in the case of highly correlated variables. For a system with strong 
correlations, it would therefore be hoped that the statistics of the largest of sample 
of correlated variables would approximate the BHP function (rather than the FTG 
form) in the limit of large N.  Some evidence to this effect has come from studies of 
the Sneppen depinning model, where the distribution of the largest avalanche is BHP 
like over a range of time and length scales [42]. By contrast, generating uncorrelated 
variables with the same microscopic distributions as the correlated ones, leads, as 
would be expected, to the FTG function. Further weight is given to this argument 
by the renormalization group study of Carpentier and Le Doussal [65] who demon­
strated that the EVS of 1 / /  correlated signals had a tail of the form yexp ( -y )  for 
y =  x — (x) »  0. This indicates that the logarithmic correlations alter the exponen­
tial of the uncorrelated FTG form to precisely the large fluctuation asymptote of the 
BHP distribution (1.4).
157
Chapter 5: One Dim ensional Critical M odels
After so much debate, it is interesting that a highly correlated, and we would 
argue critical, system has been identified where the limit function is explicitly the 
a =  1 FTG distribution [25, 48]. Even in this case it is not clear which quantity, 
if any, is extreme [69]. The normal modes of the d = a = 1 model satisfy the 
requirements of independence, though they are not uniformly dispersive. For strong 
enough dispersion the largest mode will always be one of only a few possibilities near 
to the Goldstone mode. This severely restricts the effective size of the ensemble and 
there is no reason to expect the FTG asymptote to apply. The question then is 
whether the l /q  dispersion is sufficient for this to be true.
The easiest way to answer this question is to simulate our model and evaluate 
P(max(mq)) to see whether it is FTG like. We have used Model 1 (above) for the 
Monte Carlo simulations (Metropolis, 106 MCS/s) in direct space, with the maximum 
normal mode being identified by Fourier transform* at each observation time. The 
results are shown in Figure 5.7(a) and clearly indicate that the two functions are 
distinct across all ranges. Thus we can find no link between the order parameter 
fluctuations in our model and the extreme values of a suitable independent quantity.
We have approached the question of extremal statistics in the context of an equi­
librium model which has been shown to be critical and have concluded on the basis of 
numerical simulations that no simple link with criticality is possible. Since perform­
ing these simulations we have become aware of a much more rigorous demonstration 
of this result in the detailed work of Gyorgyi et al. [69], studying fluctuations of the 
roughness of 1 / f a noise signals (directly analogous to the models discussed here -  
see Chapter 6). They performed a thorough analytical treatment of the the distribu­
tion of extreme values for general d and a. It was concluded unequivocally that the 
roughness PDF could not be recovered by simply observing the largest mode, even 
in the case d =  a  = 1 where the former is inherently an extreme value distribution. 
Furthermore it was seen that the strong dispersion leading to the failure of the CLT
 ^All the Fourier transforms performed in our Monte Carlo simulations use the excellent “Fastest 
Fourier Transform in the West” (FFTW) version 3.0.1 [121] available from www.fftw.org.
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Figure 5.7: Distribution of the Largest Normal Mode: (a) and (b) shows the distri­
bution of |max(,09)|2 normalized to the standard deviation and average respectively. 
In (a) the FTG distribution has been included for comparison, showing categorically 
that the largest mode does not have EVS fluctuations. Here 2  =  (m! — (m ,)) /a ,rn. In
(b), z =  (m' — (m1))/  (m! ), to enable comparison with the theoretical results from [69] 
(solid line). In both cases m! =  1 — |max(^9)|2.
was also responsible for the exclusion of EVS limit functions.
In the light of these findings our simulations do not reveal anything new but serve 
as a numerical confirmation of the analytical result. Comparison of our results with 
Figure 1 in [69] requires that our data be normalized to the average rather than our 
usual choice of the standard deviation. As hyperscaling is not obeyed this results in 
a different form of the scaling function, shown in Figure 5.7(b).
5.6 The Contributions to  P ( m )  from Soft Modes
In studies of the 2dX Y  model it proved interesting to consider the contributions 
to the PDF coming from different regions of the Brillouin zone [64]. The results 
demonstrated that the asymmetry of the BHP distribution arises from the soft modes 
near the zone centre. The first twenty-four modes alone are sufficient to give a good fit 
to the exponential tail, and summing all but these modes leads to an almost Gaussian 
form. However to reproduce the BHP function across the entire range of m  (i.e. to fit 
both tails) requires more modes to be included in the sum. As discussed in §5.1 this
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is interpreted as indicating the essential many-body origins of the non-Gaussianity.
We have performed a similar analysis in the case d =  a = 1 using Model 1 as 
described above. Given the one dimensional nature of the system it seems reasonable 
to assume that the 1/q dispersion will lead to a less dominant zone centre than is the 
case for d =  2. Our results confirm this, being qualitatively similar to those for the 
2dX Y  model but with a larger range of |q| required to get an approximate fit to the 
FTG function. Monte Carlo simulations were performed for a system with L =  50 at 
T / J  = 1.0. The quantity we studied was
n
m n =  1 — m q, (5.70)
9=1
where m n indicates the contribution to magnetization from the first n modes with 
q ^ 0 .
It is also possible to obtain theoretical predictions of the distribution formed from 
different sets of normal modes. This is most easily seen in terms of the inverse Laplace 
transform of the moment generating function, G(s), for the distribution, where for a 
general PDF, P(x),
roc
G (s )=  P(x)e~sx dx. (5.71)
Jo
Setting J  = 1 and a = 1 in (5.15) leads to (see [48])
G(s) =  n ( 1 +  - )  (5.72)
j =i V ■?/
and if m  is the magnetization summed over the whole BZ then
o =  \]{m2) -  (m)2 =  -^=. (5.73)
Rescaling the magnetization to its standard deviation and taking the limit L —> oc 
then yields the scaling function [48]
n (*) = crP(m)
/ i oo A  o 30 e zs TT —
-too 27T« 1
+
ae
j =1 ■ aj
(ax+,y)—e~(ax+~>)
(5.74)
(5.75)
(5.76)
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where, as usual,
 ^ =  to — (to)
<7
The limits of the product in (5.75) may be changed to evaluate the contribution to the 
scaling function from specific parts of the Brillouin zone -  though care must be taken 
to correctly normalize the magnetization. It is no longer appropriate to scale m  to the 
standard deviation of the full distribution; one must evaluate on corresponding to the 
partial system. Using equation (2.54) the moments of m n are found by differentiating 
(5.72) and it is seen that
On = (5-78)
\ J'=1 J
which, letting n —> oc simply yields a. Hence we define
^  =  rn^ ^ l  (g ?9)
On
and make use of the general result that if Gx(s) is the moment generating function 
of a variable x,
G iE-s l(s) = e<“/bGx ( ^ y  (5.80)
to give
= r  n  r r t  • (5-81)
^  j  =  1 1 +  O n j
The on may always be evaluated exactly numerically from (5.78), and the integral is 
found in closed form for each n in turn. The general form of the result is
n ( 2 „) =  nane~n< ^ )  ( - 1  +  H  ( ^  +  2 )  , (5.82)
where cn is a constant dependent on n, and H(x)  is the Heaviside or unit step function.
Figure 5.8 shows the results of the MC simulations for n = 1 — 5,15 plotted against
the respective theoretical curves. Also, Figure 5.9 shows the results of letting n —> oc
but excluding the first 5 and 15 modes. For comparison between dimensions it is 
better to discuss ‘shells’ in the Brillouin zone rather than individual modes. It is
readily seen that the soft modes are responsible for the asymmetry of the distribution
as excluding these low frequency contributions yields an essentially Gaussian form.
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Figure 5.8: Contributions to the Distribution Function from Restricted Sets of Normal 
Modes: Each FI(zn) is the contribution to the distribution of the linearized order 
parameter from the first n shells of the BZ. The solid lines are the theoretical results 
from (5.81).
162
Chapter 5: One Dim ensional Critical M odels
However, whilst in two dimensions (X Y  model) excluding only 5 shells produced a 
reasonably Gaussian PDF, many more are required in the one dimensional case. This 
is also reflected in the approach to the FTG limit as n is increased. To recover the 
exponential tail in the BHP distribution requires the inclusion of only the first four 
shells [64]. In contrast 15 or more one dimensional shells are needed to reasonably 
approximate the FTG function.
In conclusion it is clear that, whilst the soft modes are largely responsible for the 
asymmetry of the magnetization PDF, many modes are required to obtain the full 
FTG distribution. This is a consequence of the many body nature of the magne­
tization and the effect is more pronounced than for the equivalent two dimensional 
system. Despite this, the fact that a reasonable approximation to the limit function 
is obtained with n < N  provides some explanation as to why j q may be replaced by 
q in many instances.
5.7 Conclusions
The work in this chapter stems from two remarkable results: the observation of [6] 
that the linearized and cosine order parameters of the Harmonic model appeared 
to give rise to the same PDF, and the analytical link between a related model in 
one dimension and the field of extreme value statistics [48]. Coupled with the work 
presented in Chapter 4, we have rationalized the first of these as a direct consequence 
of low temperature approximations. We suggest that a logarithmically diverging 
average of a global measure is direct evidence of critical behaviour and represents 
the low temperature limit of a critical quantity with a power law dependence and 
exponent proportional to T. The logarithmic behaviour is then interpreted as an 
indication that all length scales must be included to accurately describe the system, 
implying an infinite correlation length.
On this basis we have identified a family of model systems in reciprocal space, 
depending on dimensionality d and a mode weighting parameter a , which, for d = a 
we recognize as critical. For d = a  =  1 it has been possible to derive two direct
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Figure 5.9: Restricted Shells - The Approach to the FTG Distribution: (a) The 
theoretical curves for FI(2 „), n =  1,2, 3,4, 5,15, plotted against the FTG distribution. 
Even for n =  15 there is a noticeable deviation from the limiting form. The same 
functions are plotted in (b) on semi-log axes to highlight the wings. The exponential 
tail is approached quickly however the double exponential tail requires the inclusion 
of many more modes. Part (c) shows the effect of neglecting the first 5 and 15 shells 
when evaluating the order parameter.
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space Hamiltonians which would be difficult to relate any other way. Simulations 
of these models show excellent agreement with the theoretical limit (FTG) function 
even for relatively small systems. Unfortunately it has not been possible to identify 
any physical systems for which our Hamiltonians are a good description of the micro­
scopic interactions. We note however that a direct space quantum model of linearly 
(nearest neighbour) coupled harmonic oscillators has been shown to give rise to FTG 
statistics for the displacement fluctuations [122]. Our argument regarding criticality 
is confirmed by the behaviour of the order parameter of the d =  a  =  1 models. The 
average of a linearized form of the order parameter varies, by design, logarithmically, 
however a related cosine form varies as a power law with an exponent proportional 
to T.
As the scaling function for the linearized OP is analytically the FTG distribution 
from extreme value statistics we have analysed P(max(m 9)), to try and establish 
any simple link with an extreme quantity. This is a contribution to a long running 
debate regarding the link between critical systems and EVS and ties in well with 
the analytical work in [69]. Our simulations agree extremely well the theoretical 
predictions and confirm that the distribution of the largest mode is not the FTG 
function. Thus the question of how, and if, EVS relate to critical systems in a 
physical sense, remains open.
Simulations of partial order parameters have shown the asymmetry of the FTG 
distribution arises, in this context, primarily from the soft normal modes. The results 
of these simulations are in excellent agreement with theoretical predictions, and are 
qualitatively similar to the behaviour of the 2dX Y  model [64]. The fact that a limited 
number of modes is required to approximate the FTG distribution accounts for the 
ability to assume 7 9 «  q, but is not, for the same reasons argued in [64], sufficient 
justification for neglecting harder modes when calculating averages.
Perhaps most significantly we have addressed the question of functional similarity 
in critical scaling functions. The family of models studied provides an excellent means 
for determining PDFs arising from distinct universality classes. The three functions, 
the BHP, FTG, and d = a = 3 Pearson curve, are remarkably similar in shape. In fact
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it may be hard to distinguish between them experimentally (particularly between the 
curves for d =  2,3). This similarity is suggested by the proximity of the distributions 
in skewness-kurtosis space. The fact that a number of non-Gaussian distributions of 
global measures in non-critical systems occupy the same region of this space leads us 
to two conclusions. Firstly, the prediction that order parameter fluctuations in critical 
systems would have functionally similar PDFs is seen, for the systems studied, to be 
true. Secondly, if a PDF with the general form of one of our critical distributions is 
observed experimentally, it is difficult to say to which universality class it belongs. 
Furthermore it is may not even be sufficient evidence to infer that the system being 
observed is truly critical.
Let us assume that we are restricted experimentally to d = 1,2,3. Figure 5.1 
shows that d = 1 enables the PDF to be a relatively robust measure of criticality. For 
a =  0 the distribution is effectively Gaussian, whilst for a > 2 the PDF appears very 
close to the \ 2 limit. The d = a = 1 model has a distribution in a region of skewness- 
kurtosis space well away from these two extremes and is therefore clearly identifiable. 
As d increases the relevant xld distribution becomes more Gaussian and so the range 
of available skewness and kurtosis is diminished. For d = 2 the a  =  0,1 functions are 
very close approximations to Gaussians. For a > 4 the points in skewness-kurtosis 
space are sufficiently far from the critical model that it is reasonable to assume they 
will be distinguishable from it. However the a = 3 point is very close to the location of 
the FTG function which we already know is of a similar form to the BHP (d = a = 2) 
distribution. This introduces the question of whether we can be certain that an 
experimentally observed (approximately) BHP or FTG distribution does not, in fact, 
correspond to the case d =  2, a  =  3? With just the PDF for reference it seems that 
the answer to this question is probably no.
It appears that PDFs must be used in conjunction with other sources of informa­
tion. If it is known in advance that the system is critical then substantial simplification 
is possible. An example of this is the case of turbulence where a good argument has 
been made for the essential criticality of the system, going some way toward explain­
ing the empirical link with the low temperature 2dX Y  model [19]. Likewise if the
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dimensionality, or effective dimensionality, is clear, then confusion between different 
pairs of d and a  may not arise. The most difficult dimension is d =  3. Depending 
on the quality of the experimental data, one could argue that all a > 2 may be hard 
to distinguish. This makes it difficult to establish criticality for a three dimensional 
system solely from the PDF. It is especially interesting that the d =  a  =  2 and 
d = a = 3 distributions are so similar (Figures 5.1 and 5.2). This may partly ex­
plain the apparent ubiquity of the BHP function, as it is possible that in some cases 
experimental observations were actually of the three dimensional system. This is a 
particularly troublesome problem as in both dimensions one is dealing with critical 
behaviour. Therefore even when one has sufficient knowledge of the system to argue 
its criticality, as was the case in the turbulence example, more information is required 
to distinguish between the possibilities.
We have focused on the third and fourth cumulants as being indicators of the 
shape of the PDF. Whilst this is generally a good approximation for a few standard 
deviations either side of the mean [91], we must accept that our conclusions may not be 
valid in all cases, especially for distributions with significant large scale fluctuations. 
Without wanting to be pessimistic, we feel that great care must be taken when using 
probability density functions as a measure of the underlying microscopic physics in a 
system. Viewed in isolation these functions may well lead to inaccurate inferences of 
critical behaviour, or at least to the mis-assignment of critical models.
Finally we note that our conclusions are based on the family of specifically equilib­
rium models discussed in the text. For non-equilibrium systems the news is perhaps 
a little more promising. The building of a gallery of non-equilibrium scaling functions 
for comparison with experimental data is ongoing [44]. The systems contributing to 
this gallery have power law temporal correlations providing an analogy with equilib­
rium critical behaviour and the concepts of universality. It appears that the scaling 
functions of these systems cover a wider range of functional forms than we observe 
at equilibrium, and the PDFs are generally more easily distinguishable [44, 49].
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6.1 Critical Dynamics
6.1.1 Temporal Fluctuations
In previous chapters our focus has been on static properties, described by probability 
density functions; as such the order of the collected data has not been important. If
however the observations are viewed as a time series, it may be possible to extract
information regarding the temporal evolution of the system. When the waiting time, 
tw, between measurements is sufficiently short, the configuration of microscopic vari­
ables will generally change little between successive observations. The state of the 
system at time t + tw then depends strongly on the state at time t , whereas the state 
at time t 4- Ctw (where C is some large number) will probably not. This dynamical 
information is contained in the auto-correlation function (ACF) of the observable, 
say x , where
.!.> ^  _ (x(t')x(t' + t)) -  (x(O )2 ,fi .A(t ,t) — . . m  . . u 2 5 (fi-1)
with ( ...)  representing a time average. Systems at equilibrium may be considered 
statistically ‘stationary’; probability distributions of their variables are constant with 
respect to time. Thus the averages (x(t)n) simplify to (xn) and the ACF becomes a 
function of a single variable, t.
It is often found empirically that A(t) oc e~t!r where r  is some characteristic decay
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time. As T  —> Tc, r  is seen to diverge with the spatial correlation length as a power 
law [71],
r = e ,  (6.2)
where 2  is the dynamical critical exponent. This divergence indicates that, at a critical 
point, correlations extend over all time scales and certain dynamical processes appear 
to have become limitingly slow -  a phenomenon known as ‘critical slowing down’ [71].
Non-equilibrium systems have the added complication of time dependent statistics 
and an ACF that is explicitly a function of both t and t ' . However it is possible that 
these systems can become stationary if they evolve into steady states. Even when 
this occurs the combination of spatial interactions and dynamical processes make it 
difficult to rigorously describe global fluctuations and non-equilibrium PDFs remain 
poorly understood [44].
The frequent observation of power laws (both spatial and temporal) across a range 
of non-equilibrium phenomena (see, for example, [66-68, 123]) is reminiscent of equi­
librium critical behaviour. It has been proposed that this analogy may be exploited 
by characterizing non-equilibrium universality classes on the basis of statistical prop­
erties [44]. The resulting “picture gallery” of non-equilibrium PDFs from known 
systems could then be used for comparison with experimental data.
6.1.2 Power Spectra
A time signal, x(^), may be characterized by the form of its power spectrum, S( f )  -  
a measure of the energy contained in each of the Fourier modes. Consider a signal 
consisting of N  discrete measurements of the variable x, taken at regular intervals 
tw, such that the total time is T  = N t w. The normal modes are then restricted to 
integer multiples of 1 /T , and
*(<) = E  c,e2"i‘" T, (6.3)
f — — L
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where c_/ =  c*j and N  =  2L +  1. As the energy in a wave is proportional to the 
square of its amplitude, the power spectrum is most easily defined by the relation
S( f )  «  ( |c / |2) ,  (6.4)
where the average is over an ensemble of identical systems.
An alternative definition known, as the Wiener-Khintchine theorem, states that 
the power spectrum is equal to twice the Fourier transform of the auto-correlation 
function [124],
s ( f )  =  2  n m ) ,  (6.5)
and is thus the frequency domain representation of the temporal correlations.
6.1.3 1 / /  Noise
There are many examples of physical systems having power spectra of the form
S ( f )  ~  (6.6)
The natural association between this scale free power law behaviour and criticality, 
coupled with the ubiquity of this type of noise, have made it a popular topic both 
practically and theoretically (see [121] for a comprehensive bibliography of 1 / /  related 
work). First observed in studies of fluctuations in vacuum tube currents [66], 1 / f  
noise has subsequently been seen in systems as diverse as the luminosity of stars [67], 
the occurrence of earthquakes [123] and the pitch and volume of a number of pieces 
of music spanning a range of genres [68]. Scale free power spectra in general are
described by S( f )  oc 1 /  f a. The case a = 1 is often considered particularly important
as it represents a balance point where all modes make a significant contribution to 
the fluctuations (in the same way as we interpret the l / q  dispersion of modes in the 
d =  a  = 1 model as indicating criticality). This is true because
( x 2) = f ™  (6.7)
which diverges logarithmically for a  =  1.
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The physical origins of 1 / f Q noise remain an open question. For equilibrium 
critical systems one can make a simple classical argument based on the spatial scale 
invariance resulting in perturbations propagating over all length scales, which in turn
exponentially with characteristic times 7*, the power spectrum of a single mode is
where T  denotes a Fourier transform. The full power spectrum is then the integral of
It is likely, however, that the true origins of critical dynamic scaling are more 
complicated than this simple picture suggests [73, 125, 126].
behaviour. One model, proposed in the now famous paper by Bak, Tang and Wiesen- 
feld (BTW), introduced the concept of ‘self-organized criticality’ (SOC) [43]. Their 
idea was that nonequilibrium systems with infinite spatial correlations would evolve
can no longer be transmitted through infinite distances. This is true precisely when 
there is a scale free distribution of clusters -  defined as regions over which small local 
perturbations can propagate. They argued that, in the spirit of the argument for 
equilibrium critical systems above, the presence of clusters of all sizes then translates 
directly into a distribution of fluctuations on all time scales. Taking the superposition 
of these processes then leads directly to (6.10).
Whilst there has been much work done in the field of self-organized criticality, the 
validity and range of applicability of the model remain uncertain [127]. In particular, 
both practical and analytical studies of sandpile models, such as that proposed by 
BTW, reveal power spectra varying as l / / 2 [128, 129]. This is significant because, of
gives fluctuations with all possible lifetimes [43]. If the dynamical processes decay
S(fk)  (X JF{e“!/T*} (6 .8)
(6.9)
this function over all time scales. Taking the continuum limit and assuming a power 
law distribution of r, V ( t ) ~  r _a, gives
1 —n
For non-equilibrium systems it is even harder to determine the origins of 1 / / "
under the influence of a driving force to the point at which the effect of that force
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all the values of a, 2 is perhaps the least interesting given that l / / 2 power spectra 
arise naturally from simple Brownian motion.
It is clear that if there is a universal mechanism operating in systems with 1 / / “ 
noise, it remains to be found.
6.2 1 / f  Noise and Extreme Value Statistics
Our interest in 1 / /  noise began with the publication of a seminal paper by Antal 
et al. [48], detailing a link between these power law temporal fluctuations and the 
Fisher-Tippett-Gumbel distribution from extremal statistics. This link is intriguing 
and ties in with the work presented in Chapter 5 linking the FTG function to an 
inherently critical microscopic model.
The approach adopted in [48] was to consider fluctuations in the width square (or 
Toughness’)
w2(h) =  ( h{t)2)  -  (h{t) )2 , (6 .11)
of a one dimensional time signal h(t). The averages are over the period of the exper­
iment, T, and the nomenclature was chosen to highlight the analogy with the growth 
of an interface above a one dimensional substrate. It was stated that pure Gaussian, 
periodic 1 / f  noise with random phase could be generated by the Fourier space action
L
S  = a  £  |n ||c„|2, (6-12)
n = —L
where the Cn are the Fourier modes of the time signal and a  is a parameter making 
S  dimensionless. This action was then used to determine the moment generating 
function which, after normalization, revealed the FTG distribution as the scaling 
function of the roughness. This is a particularly remarkable result as there was no 
reference to any extremal quantity in its derivation. It was concluded that Gaussian 
1 / f  noise might therefore be the result of some undetermined extreme events [48].
Comparison of (6.12) with the reciprocal space Hamiltonian for the d = a = 1 
models described in Chapter 5,
H = J j 2 \ q  | | ^ | 2, (6.13)
q^ O
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reveals that they the same, but for the transformations
(6.14)
(6.15)
Cn (6.16)
The time T  becomes, for the spatial systems, the volume of the Brillouin zone, i.e. 27r, 
and N  is, again, the system size. The values h(t) are analogous to the microscopic 
(spin) degrees of freedom, 0r, and so the width square is related to the linearized 
order parameter,
It is therefore no surprise that m  is FTG distributed. We think this mapping is 
potentially useful as an additional tool for interpreting the results of Antal et al [48]. 
They consider the temporal evolution of a system and derive the FTG function from a 
property of a time signal. For the d =  a  =  1 model the FTG distribution is observed 
for a static global quantity. Comparison with [48] shows that this is a consequence 
of a 1 /q dispersion of spatial normal modes. Antal et ai even explicitly relate their 
findings to a spatial system in the form of an interface model. We now turn our 
attention to the different merits of the temporal and spatial interpretations.
6.2.1 Dynamics and Statics: Two Interpretations of the 1 / / -
The proven analytical relationship between Gaussian 1 / f  noise and the FTG distribu­
tion arose as part of the ongoing development of a picture gallery of non-equilibrium 
PDFs [44]. Apart from the interest this sparked in trying to identify any extremal ori­
gins of the distribution [69], it also provided the FTG function as a suitable member 
of that gallery. It is therefore interesting to to consider the implications of observing 
the FTG form experimentally.
W2(h) —» 1 — m. (6.17)
FTG Link
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We begin by noting that, although a Gaussian 1 / f  signal will have an FTG dis­
tributed roughness, observing such a roughness does not necessarily imply Gaussian 
1 / f  behaviour. This is not a problem though. As we must have the time series in 
order to evaluate its roughness, we can determine its power spectrum and Gaussian- 
ity (or otherwise) directly, without the need to infer them from the PDF. At this 
point the striking universality of the result in [48] becomes manifest. It is true that 
all Gaussian 1 / f  signals have FTG distributed roughnesses, regardless of the micro­
scopic physics giving rise to the time signal. A down side to this generality is that it 
makes it hard to use the FTG distribution as a signature of microscopic behaviour. 
Identifying extreme events as the the cause of the fluctuations would be a considerable 
step forward in this regard. However, as noted in [48], this is likely to be a difficult 
task and thus far it has not proved possible [69].
The main difference between the temporal and spatial models is the transparency 
of the power spectra. In the temporal model one has a time signal with a power 
spectrum and roughness that may be evaluated directly. They are both properties 
of the experimental data. For the spatial (d =  a  =  1) model the experimental 
observations are of the magnetization -  with no information about the individual 
normal modes (we assume a practical rather than a numerical experiment). The 
mode dispersion is therefore not experimentally accessible, so if we can infer it from 
the form of the PDF we have gained information. This would require the rather 
large assumption that an FTG distributed magnetization could not arise from other, 
non-l/g, systems. We cannot claim that this is so. However there is always the 
hope that the PDF, in conjunction with other information (suggestive of criticality, 
for example) may act as an indicator of unknown microscopic details. In this way 
the spatial approach provides us with extra information in a way that the temporal 
interpretation is perhaps unable to.
6.2.2 Experimental Implications
Consider an experiment in which some observable, x, is measured to give the time 
signal x(t). If P(x)  is the FTG distribution there is no reason to expect the power
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Figure 6.1: Example Power Spectrum of an FTG Distributed Signal: The power 
spectrum of the linearized order parameter from a MC simulation of the d =  a — 1 
Model 1 from Chapter 5. This is 1 /  f 2 noise (the straight guide line is proportional to 
1 /f 2) over the majority of frequencies, as would be expected from the MC dynamics.
spectrum to go as 1 / /  because we have considered the statistics of the raw signal, not 
its roughness. An example of this is that the power spectrum of the magnetization 
from a Monte Carlo simulation of the d = a  =  1 model reveals l / / 2 dynamics (as 
would be expected for a single spin flip Markovian process [71]). The spectrum is 
shown in Figure 6.1. This highlights the fact that the signal having 1 / f  noise and 
the ‘signal’ (or data set) whose distribution is FTG like, are separate entities, and 
observations of an FTG distribution does not provide dynamical information. If the 
aim of an experiment is to study the observable x , we pose the question:
Is it possible to observe the FTG function for P(x)  and to have Sx(f)  oc
1//?
In other words, can a 1 / /  signal give rise to the FTG distribution without the aver­
aging required to determine the width squared? If so, the two phenomena combine 
in a single signal and suggest a window into the microscopic physics of the system. 
This question is motivated in large part by observations [21, 42] of an approximately 
FTG distribution for fluctuations of simple global quantities (i.e. not width squared) 
with scale free power spectra (a ^  1). The combination of both these properties in a 
single signal was the result of restricting the resolution of the experiment, effectively 
pre-averaging the raw data. We are interested to know whether this is possible in the 
case of pure 1 / f  noise.
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6.3 Numerical Investigations of 1 / /  Noise
6.3.1 Generating a Gaussian 1 / f  Noise Signal
Numerical simulations of noise signals require some means of generating data with 
the required statistics and temporal behaviour. In the case of Gaussian 1 / /  noise 
this is relatively straightforward. The first step is to generate a set of data with a 
Gaussian distribution, which is generally achieved by making use of the central limit 
theorem.
A large number, n, of values a* are generated using a good random number gen­
erator*. As these values are all drawn from the same uniform distribution, their sum 
will be a Gaussian variable. Therefore
iT  =  § ay  =  ^ r 8 ’ (6-18)
where \i and o are respectively the mean and variance of x. If a large number of x 
are independently generated in this way the resulting series x(t) has a white noise 
(a =  0) power spectrum. The mean and variance of the Gaussian distribution may be 
controlled by scaling and shifting the elements. For a signal generated from uniform 
random numbers in the range 0 < a < 1,
X^  ~  i)  6^'19^
ensures that x  has zero mean and unit variance.
To create the required power spectrum, the time signal is Fourier transformed into
normal modes 4>f. These are complex variables which are themselves Gaussian, with
<»(*,)) =  <3W/)> =  0. (6.20)
The real and imaginary parts are then scaled as
(6 .21.)
3(0) <6'22)
*For these and all other simulations presented in this thesis we have used ran2() from [130].
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and so, on inverse Fourier transforming the resulting signal, the statistics of x(t) 
remain Gaussian and the power spectrum has the form
S( f )  ~  (I'M 2) ~  j z -  (6.23)
In §6.5.1 we discuss another method of generating 1 / / Q noise relating directly 
to a real physical process. In this section, however, we use the CLT method de­
scribed above as this gives the best Gaussian 1 / f  behaviour over the whole range of 
frequencies.
When filtering the frequency spectrum by 1 /  f a 2^ there is a problematic divergence 
at /  =  0. The easiest way to deal with this is to set (f>o =  0 which is equivalent to 
setting the mean of the corresponding time series to zero (which is often desirable 
anyway). Also, determining the power spectrum technically requires taking an en­
semble average, which implies the need for many repetitions of the signal. In practice 
this is not always necessary. The linearity of a log-log plot of \4>f\2 as a function 
of /  generally gives a very clear indication of a. When the data is sufficiently scat­
tered that the gradient of the mean is hard to ascertain, it is often possible to make 
considerable improvements by averaging \4>f\2 over regions of /  and plotting these 
averages against the mid-points of the ranges. This does not compromise the form of 
the power spectrum and can be remarkably effective in smoothing out the noise.
6.3.2 The 1 //-F T G  Link: A Simple Thought Experiment
The question at the end of §6.2.2 asks whether it is possible to observe 1 / f  noise and 
FTG statistics in a single signal. Our aim is to devise an experiment in which some 
property of a system has 1 / f  noise and is FTG distributed. This is not the case for 
the roughness of a Gaussian 1 / f  signal which, though having FTG statistics, has a 
white noise power spectrum (Figure 6.3.2).
Evaluating the roughness involves being able to calculate averages over the period 
of the signal. If a certain amount of experimental ‘tuning’ is allowed, it is possible to 
mimic the averaging process so that the observed values are themselves averages. This 
involves introducing a measuring time, £m, which is defined as the finite time over
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Figure 6.2: Power Spectrum of W2 derived from 1 / f  Gaussian White Noise: The 
original signal had 106 elements and was split into sections of length 100 for each of 
which the roughness was evaluated. The power spectrum corresponds to the resulting 
roughness ‘signal’. The straight guide line is proportional to f °  (i.e. constant).
which each observation of the system is made. This time can be fixed by the temporal 
resolution of the apparatus or may be set by the experimenter. If the frequencies of 
some dynamical processes in the system are greater than T / t m, then each observation 
of the system will see several different states, and the recorded value of the observable 
is the effective average
1 ft+tm
x (t) =  — /  x( t ' )dt ’. (6.24)
tm h
The signal that is actually recorded must then be interpreted as being derived from 
the true 1 / f  signal with some of the high frequency behaviour having been integrated 
out. The effect of (6.24) on a Gaussian 1 / f  signal is to leave both the statistics and
power spectrum unchanged (this is true because the convolution of two Gaussians is
simply another Gaussian, and the noise is scale invariant by definition), however this 
is not so for other statistical regimes.
The roughness of a signal x(t) is
^2,,, =  (x( t )2} -  ( 1  (t))2 . (6.25)
Therefore, if x(t) is Gaussian with zero mean, this reduces to
w2(„ =  (* (0 2) • (6.26)
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Figure 6.3: Distribution of the Ensemble Mean of y(t): ...where y(t) is a Ti dis­
tributed signal formed from the squares of elements in Gaussian 1 / f  noise. In this 
case,  ^ =  ((fi) — y^/op where fi is the average value of y(t) in any given signal. The 
data is an excellent fit to the FTG distribution (solid line).
Defining a new signal y(t) such that
and assuming x(t) has a 1 / /  power spectrum, it must be true that (y(t)) is FTG 
distributed [48]. To test this assertion we have generated 105 Gaussian, zero mean, 
1 / f  noise signals. The elements of each signal were then squared to produce a new 
set of Ti distributed signals, y(t), which were analysed to give P((y(t))).  As can be 
seen from Figure 6.3 the result is clearly the FTG distribution, and only 100 elements 
in each x{t) were required for this level of fit.
T he Pow er S p ec tru m  of G aussian  1 / f  D erived Ti Signals
The signal y(t) described above has a mean with the desired statistics, but our aim 
is to link this distribution specifically to 1 / f  noise. Taking x(t) to be Gaussian with 
zero mean, and 1 // ,  gives
y(t) =  x 2(t), (6.27)
E (6.28)
where N  is the length of the signal and
(6.29)
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Squaring the elements of this signal produces the signal y(t), the elements of which
are T 1 distributed. We can also define
2
y(t) =  (6-30)
=  l E E ^ r +r ) , * r * r .  (6-31)
1 S' I"
which means,
</7 =  i f ty^ (6.32)
=  77a E e ~ i f t  ( E  E eiU'+n , 4>r<t>r) (6.33)
1
= ~7W E  E  <*(/ -  ( / '  +  /"))■ (6.34)
V  4V /^/
For a given value of /  neither / '  or / "  may be greater than / .  Also, as the only 
non-zero contributions to 'ipf come from /  =  / '  +  and (0O) =  0,
1 /_1
Ipf = — 7 =  ^2  t f -ata-  (6.35)
v  A  a=1
For complex z, if Z  = YliZi,
i^ i2 = e e ***; (6-36)
* j
=  E l z ‘ |2 +  2 E E ( R (z<)S (zi )  +  S ( Z i ) 3 ( Z j ) )  (6 -3 7 )
i i j^i
The power spectrum of y(t) is therefore
(l^/l2) = ( ^ E ( l ^ / - < . | 2!^ |2) + 2 s £ ( » W / - .)«(A) + 3 W ,- . )3 (0 , ) ) \ .
\ iV a = l  a =  1 6=1 /
(6.38)
It is assumed that these modes are indeed normal and therefore statistically indepen­
dent. Also, by definition, the averages of the real and imaginary parts of <f) are zero.
Equation (6.38) then reduces to
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JV S o  ( / - « ) ’ ( 6 ' 4 0 )
where (6.40) follows from (6.29). The sum over a is interesting as it separates into 
two equal terms expressed in different ways.
S “(/-«) = S “7 +a?i /(/-“)' ( 6 ' 4 1 )
Applying the Abel-Plana formula (5.59) gives the same results for both the sums on 
the RHS of (6.41). Though initially surprising, this can be seen by the fact that the 
arguments of the sums are the same function reflected and shifted relative to each 
other such that the area under each is the same between the specified limits.
lM 2 >
where 7  is Euler’s constant. Therefore the final expression for the power spectrum of 
y(t) is
( ^ / |2) =  ^ { ln(/ - 1) +  ^ 7 T I ) + T '}  (6-43)
For large /  this function is dominated by the ln (/ — 1 ) / /  term which is very well 
approximated by f ~ a with a  «  0.9 (Figure 6.4). In truth the value of a will necessarily 
vary with / ,  becoming closer to 1  as /  —► 0 0 . This result is particularly interesting as 
T1  1 / /  noise cannot be generated by simply filtering T i white noise, due to the Fourier 
transform stages altering the statistics (eventually leading to a Gaussian form).
The analysis shows that squaring the elements of a Gaussian 1 / f  signal with zero 
mean leads to a Ti distributed signal with a power spectrum very close to being 
1/ f .  It has also been shown that the distribution of the average of this signal is 
an excellent fit to the FTG function. Therefore y(t) is an ideal choice for the study 
of a possible experimental, single signal, link between 1 / f  noise and FTG statistics. 
Our simulations to this point have recorded the ensemble statistics of (y), which is 
different from the average (y(t))tm calculated from a single signal.
We have generated y(t), a Ti distributed, approximately 1 / f  signal with 106  el­
ements from a parent Gaussian signal, x( t ), and split this into consecutive blocks of
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/
Figure 6.4: Power Spectrum of Ti Noise Generated from Gaussian 1 / f  Noise: On 
squaring the elements of Gaussian 1 / f  signal with zero mean the power spectrum 
changes very little and can be fitted very well by \(f>f\2 ~  1 /  f a with 0.9 < a  < 1. The 
red line here has a gradient of 0.92.
length tm =  100. The average within each block was then evaluated giving 10000 val­
ues which, within the confines of our experiment, define the data set whose statistics 
are of interest. Importantly, from the point of view of our determination to compare 
the power spectrum and statistics of the same signal, scale invariance ensures that 
this Taw’ data retains the near 1 / f  temporal behaviour of y(t). Figure 6.5 shows the 
PDF of (y(t))tm which is clearly not the FTG distribution over any range of values.
The reasons behind this result demonstrate the importance of correlation and 
randomness in statistical sampling. If a Gaussian white noise signal of length N,  
having zero mean, has n <C N  elements chosen at random, the distribution of the n 
elements will also be Gaussian with zero mean. If the n are not chosen at random 
but are, for example, the first n elements, the same also true. However, this is not 
the case if the signal is not uniformly dispersive but has 1 / f  noise (or some other 
non-uniform power spectrum). It remains true that a random sample may exhibit the 
statistics of the parent signal, however if the sample is taken simply as n contiguous 
points, the set {zn} will generally obey different statistics from the set {x^} [90]. If 
n is sufficiently long to cover all relevant time scales, this would not apply, however 
for 1 / f  noise this requires n =  TV in which case there is no concept of sampling. In 
the context of our experiment, the Gaussian 1 / f  signal x(t) has zero mean only over
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Figure 6.5: Distribution of (y(£)) from Sections of a Single Signal: The non-uniform 
mode dispersion makes this inherently different from taking an ensemble average -  as 
discussed in the text. Again, 2  =  ((/z) — /x)/ oM where /z =  (y(t))tm is evaluated over 
each section. The FTG function is also plotted (red line) to highlight the difference 
from the experimental data.
its entire length. For any individual section of length £m, the average is non-zero and 
varies in a manner governed by the low frequency modes. Therefore, the signal y(t) is 
T 1 distributed overall, but not within the tm sections. The square of a Gaussian with 
finite mean, /z^, and standard deviation <7<? has the normalized PDF (Appendix B)
P ( x ) - — L = x - i ---- e; P ( ~ ^  +  g^ l-- . (6.44)
°c'f exp (l +  erf ( $ % ) )
This is functionally quite similar to a T 1 distribution, especially for large x, and for 
a small data set it can be hard to distinguish between the two. Figure 6.6 shows the 
distribution of the first 10000 elements of our y(t) signal, plotted together with the T1 
distribution and (6.44). It is clear that the numerical results are a much better fit to 
the latter. Therefore, as y(t) is not r  1 on the interval defined by tm, the derivation of 
(6.43) breaks down and there is no reason to expect (y(t))tm to be FTG distributed.
We conclude that, even in our highly contrived thought experiment, we have been 
unable to directly observe a link between l / f  noise and the FTG distribution in a 
single experimental signal. One must have knowledge of the underlying microscopic 
degrees of freedom in order that their average may be removed from the problem. 
This highlights the distinction between a Tunning average’ evaluated over only part
183
Chapter 6: 1 / /  Noise
n(z)
0
Figure 6.6: The Distribution of Elements in a Section of y(t): Despite being Ti 
distributed overall (red line), each section of y(t) comes from a Gaussian signal with 
non-zero mean and is therefore distributed according to (6.44) (green line). The 
numerical data here is from the first 104 elements of a signal of length 106. The 
shape of the curve changes with the mean and standard deviation of the underlying 
Gaussian variables.
of a signal, and the global average (x(t)). We suggest that most insight may be gained 
from the former when dealing with cases such as interface problems, where the l / f  
noise actually relates to spatial fluctuations.
The Gaussian noise signals discussed in §6.3 were generated to be perfectly l / f  over 
all frequencies above /  = 0. Such perfection in l / f  noise is practically feasible, as 
demonstrated by Pellegrini et al. in studies of voltage fluctuations across thin film 
resistors [131]. Their results showed l / f  power spectra extending over six decades of 
frequency, with no evidence of deviation from this behaviour even for the lowest values 
of / .  However, if the power spectrum remains of this form to /  = 0 it encounters a 
divergence, and as
the fluctuations become unbounded. This has the potential for severe consequences
6.4 Imperfect N oise
(6.45)
in many physical situations and is essentially the reason for the interest in the wings 
of non-Gaussian distribution functions.
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It has been argued that, even if 1 / /  noise is valid for all / ,  there are certain 
limits on experimentally observable frequencies [132]. Taking the inverse life of the 
universe as the lowest possible frequency and the time to traverse a Compton electron 
wavelength at the speed of light as the shortest observable time, gives a range of 
frequencies spanning approximately 38 decades. This removes the zero frequency 
divergence and the integral in (6.45) remains finite. Also, given the logarithmic nature 
of the integral, its value is the same over each decade of / ,  and thus fluctuations in x 
can be at most 38 times as big as the total fluctuations between, say, 1Hz and 10Hz.
Despite the occurrence of some very accurate 1 / f  signals, there are examples of 
systems where the noise is classed as 1 / /  even though this is strictly true over only a 
restricted range of frequencies. For example, earthquakes possess a 1 / /  power spec­
trum, but only over 3 decades of frequency, below which the spectrum flattens to 
approximately white noise [127]. More generally, l / f  noise formed by the superposi­
tion of dynamical processes with a distribution of relaxation times (discussed in more 
detail in §6.5) often has a white noise region at low frequency, and a high frequency 
l / f 2 ‘roll off’. This introduces an interesting experimental question regarding the 
link between Gaussian l / f  noise and the FTG distribution. Does the l / f  noise sig­
nal have to retain its form for all /  in order for the width square to remain apparently 
FTG distributed?
6.4.1 ‘Single Signal’ Imperfect l / f  Noise
The answer to the question posed above depends on the manner in which the ex­
periment is performed. We begin by addressing the case of a single Gaussian l / f  
signal split into sections. This is the method used to numerically simulate the results 
in [48] and has the effect of introducing window boundary conditions (WBCs). The 
roughness of each section of length tm is evaluated and it is the distribution of this 
quantity whose PDF is determined.
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M odifying the High Frequency Region
For a perfectly l / f  signal it is well established that the distribution of u;2 measured in 
this manner is close to the FTG function. By altering the form of the power spectrum 
over a region of frequencies, it is reasonable to expect this to change. If the low 
frequency behaviour is left alone (i.e. remains 1/ f )  and a region of l / / 2 behaviour is 
imposed above some frequency / 2 (see Figure 6.10), one sees some interesting results. 
The first significant observation is that / 2 can be very small relative to the highest 
frequency with no noticeable effect on the distribution of W2 . This can be understood 
by considering the relationship between f 2 and tm, the time over which the roughness 
is measured.
In general, if one averages the signal over some time scale r, the only modes that 
will contribute to that average must have frequencies greater than f  = t ^ / r .  In our 
simulations, /  is discrete, with the highest frequency process occurring every time step 
giving / max = tff. However, the symmetry imposed by requiring the time signal to be 
real results in the highest frequency output from the Fourier transform being t ^ / 2. 
Thus /  serves as an index for the modes rather than as a their absolute frequencies, 
and in reality, mode /  has frequency 2 /. Evaluating W2 involves taking the average 
over a period im. Thus the only modes that are relevant are those with 2 /  > tN/ tm. 
If the l / / 2 region is setup with 2 /2 t ^ / tm,  the slower fall off and greater weighting 
of the 1 / f  modes in the region tN/(2tm) < f  < f 2 will be expected to dominate, and 
W2 should remain close to the FTG form. This leaves a lot of scope for defining / 2. 
For a perfectly 1 / f  signal, no improvement in the fit to the FTG function is seen 
beyond tm «  100. A suitable value of / 2 is therefore anything significantly greater 
than about t s / 100, allowing the possibility of up to several decades of l / / 2 noise 
before P(w2) is affected.
To demonstrate this, Figure 6.7 shows P(u>2 ) for a perfectly 1 / f  signal and a 
signal with a 1 / f 2 region at high frequencies. Both have = 106 and the latter 
has / 2 =  50000 (meaning that 90% of the modes go as l / / 2); tm is taken as 100. 
The plot shows that even this large modified region has little effect on the roughness
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Figure 6.7: The Effect of High Frequency Modification on P(w2): The numerical 
data shows the normalized distribution of z = (io2 — {w2))/(TW2 from ‘pure’ Gaussian 
l / f  noise (red points) and Gaussian l / f  noise with a l / f 2 high frequency region 
(black points). Both signals have t s  =  106 and tm =  100. The modified signal has 
f 2 = 50000. The data is plotted against the FTG distribution (solid line); there is 
little difference between the two sets of numerical data despite the large range of 
modification. The discrepancy with the FTG function is also seen in [48] and arises 
from boundary considerations. The inset shows the same plot on semi-log axes.
distribution, what small differences there are being concentrated around the peak.
If the value of / 2 is lowered, the number of 1 / /  modes contributing to each value of 
u/ 2  is diminished and there is a cross over between statistical regimes. For pure l / f 2 
noise P(iu2) is the defined by the Wiener process [49] and is more skewed than the 
FTG function. By fixing / 2 at some suitably small value and varying tm it would be 
expected that P(tu2) should initially be controlled by the l / f 2 modes before gradually 
evolving to the approximately FTG form as the balance of the modes contributing to 
W2 shifts in favour of 1 //. In theory, the distribution corresponding to l / f 2 noise will 
dominate until tm «  t^ /(2 /2), at which point the l / f  modes start to encroach on the 
individual sections of length tm. Once there are sufficient l / f  modes contributing to 
W2 to make P(tu2) FTG like, further increasing tm should lead to no change in the 
distribution.
A useful means of analysing this behaviour is to follow the skewness of P(it;2) as
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a function of tm. The skewness is a relatively soft quantity and so the general trend 
is accompanied by a certain amount of fluctuation. This noise can be diminished 
by ensemble averaging, though one finds that a relatively large ensemble is required. 
We use an alternative, less computationally demanding, approach, averaging over 
a small ensemble then averaging the resulting data over small consecutive blocks. 
This gives a very clear impression of the patterns of behaviour, though at the cost 
of a certain amount of detail regarding the transition regions. Figure 6 . 8  shows the 
results; for perfectly l / f  noise there is a rapid decrease in the skewness from the 
value for a T i distribution (tm = 1  is equivalent to a single mode) to the value for 
the limiting FTG like function. As a result of the window boundary conditions one 
never observes the actual FTG value of |^ y3| «  1.14, seeing instead a slightly more 
skewed distribution with I7 3 1 «  1.4 [48]. Also included is a plot corresponding to 
distributions obtained from purely l / f 2 noise. The signals were of length t n = 106, 
therefore setting f 2 = 5000 should fix 7 3  at the value corresponding to l / f 2 noise for, 
approximately, tm < 100. Likewise, setting f 2 =  2500, the range of l / f 2 dominance 
should end at about tm = 200. Above these values, I7 3 1 is expected to fall to the 
WBC corrected FTG value and remain there for all higher tm. The general trends 
are confirmed by the numerical results shown in Figure 6 .8 , though our method of 
averaging the skewnesses makes it hard to confirm the predictions regarding the upper 
limits on tm for l / f 2 dominance. More substantial simulations are required to look 
at this point detail, however it is clear that that predicted values are in the correct 
region. It is also apparent that there is a significant crossover period, so that the 
FTG limit is not approached until tm is much greater than the point at which l / f 2 
dominance breaks down.
It appears as though the limiting value of the skewness increases as f 2 decreases. 
This is perfectly reasonable as for f 2 -* 0 the distribution is markedly more skewed 
than the FTG function. The fact that the dominant low frequency l / f  modes do not 
completely mask this effect is an indication that the high frequency modes continue 
to play an important role in the value of w2 even for large tm.
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Figure 6.8: The Effect of High Frequency Modification on |^ y31: A comparison between 
the evolution of the skewness of P(w2), with increasing of: l / f 2 noise (black), 
l / f  noise (blue), and l / f  noise with high frequency l / f 2 modification with f 2 = 5000 
(green) and f 2 =  2500 (red).
M odifying the  Low Frequency Region
The arguments regarding modifying the high frequency power spectrum can be ap­
plied directly to modifications at low / .  Assuming the spectrum consists of two 
regions,
S (/)  =  |  t 1 , ( 6 . 4 6 )
1 7 / > / *
the value of tm controls the statistics of w2. For tm < t ^ / 2 f i  the roughness is 
dominated by modes with the desired l / f  spectrum. However, as the measuring time 
is increased w2 starts to feel the effects of the white noise modes with frequencies 
below / 1 . The roughness distribution of a white noise signal is Gaussian as the lack 
of correlation makes the central limit theorem valid. It is therefore expected that 
P{w2) will tend toward a Gaussian for tm »  <jv/2/i.
The numerical results in Figure 6.9 appear to confirm this, showing a region of 
approximately FTG-like behaviour before a steady decline in the skewness as tm is 
increased. The numerical data is from a signal with t s  =  106 and f\  =  1000. It 
would thus be expected that the FTG region would end at tm «  500, and this is
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Figure 6.9: The Effect of Low Frequency Modification on |7 3|: The evolution of the 
skewness of P(w2) as a function of tm. The data is from a signal with tn =  106 and 
f i  = 1000. The solid lines are a guide to the eye, highlighting the approximately FTG 
region (red) and the deviation from this as the white noise modes force the skewness 
to zero (black).
seen to be the case. Although it appears that the skewness is tending toward zero 
for large tm we have not actually seen this as the statistics become unreliable for 
small tfif/tm. However, it is logical to conclude that this limit will be reached as, 
once the white noise dominates each w2, the sections of length tm may be split into 
mesoscopically independent regions at which point the CLT applies. For the largest 
tm in our simulations there is no sign of a levelling off in |7 3|.
Com bined High and Low Frequency M odifications
Our theoretical experimental signal has a power spectrum represented schematically 
in Figure 6.10. It consists of a low frequency region of white noise, an intermediate 
l / f  region and finally l / f 2 noise at high frequencies. The consequences of the two 
non-1// regions differ, with the white noise region becoming more influential, and 
the l / f 2 region less so, for large values of tm. Combining the results of the individual 
sectors, it is therefore expected that the statistics of w2 will move from being l / f 2 
dominated, through an FTG region and finally toward Gaussian behaviour as tm is
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Figure 6.10: Schematic Power Spectrum for 1 / f  Noise Modified by Low Frequency 
White Noise and High Frequency l / f 2 Noise.
increased. In order to see the effects of all three regions, the values of / i  and f i  must 
be chosen carefully. Firstly, / 2  must be sufficiently small that the l / f 2 dominated 
region is represented. Secondly f \  must be large enough to ensure that the FTG to 
Gaussian evolution occurs at a value of tm for which reliable statistics are available. 
This is only a problem in terms of the computational constraints on tfj.
It is expected that W2 will be approximately FTG distributed within a region 
defined by
& « * ■ < & ■  (6-47) 
The requirement that tm be much greater than the lower limit is a consequence of the
transition between statistical regimes. As a result, if / 2  — f \  is too small, the FTG
region may appear transient with |7 3| steadily declining from the l / f 2 dominated
value to the Gaussian value of zero.
Figure 6.11(a) shows a plot of |7 3| as a function of tm for a signal of length 
tjsf =  106, having a white noise region defined by f \  =  800, and a high frequency 
l / f 2 region defined by / 2  =  8000. These values allow enough of a range of 1 / /  noise 
for an approximately FTG value of |7 3| to be observed over a range of tm. The plot 
is on logarithmic axes to emphasize the different statistical regions. It is seen that
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the l / f 2 dominance persists until around tm =  60, after which there is a transition 
to FTG statistics which may reasonably be said to begin at tm «  400 and continue 
to be observed until tm «  600. This is in good agreement with the predicted value 
of t/v/2/2 = 625. Beyond this there is a steady, and reasonably rapid, decrease in 
the skewness, though as before we have been unable to emphatically demonstrate the 
Gaussian limit of this decline.
Figure 6.11(b) shows the power spectrum of the high and low frequency modified 
signal, confirming that it has the required form. When constructing a signal with 
this type of power spectrum it is important to remember two points regarding the 
filtering of the modified regions. Firstly, the modes in the white noise region have 
no frequency dependent filtering, but must be multiplied by l / / i  so that there is no 
discontinuity in S(f) .  By the same logic, the l / f 2 modes must be filtered by 1 / /  
with an extra factor of y/Ji- Therefore the overall form is,
S ( f )  ( X  <
7T / < / •
)  h < f < h -  (6-48)
# ! > h
Experim ental Implications
The results of this section demonstrate that our ability to observe experimentally 
the link between l / f  noise and the FTG distribution depends on the quality of the 
noise, or more precisely, the range over which it is l / f  like. For a region of non- 
1 / /  behaviour at high frequencies there is relatively little effect on the roughness 
distribution providing the period over which u;2 is measured is suitably long. As an 
empirical rule it is fair to say that for high frequency modifications to become an 
issue, f i  must be so low that the noise is unlikely to categorized as l / f  in the first 
place.
Low frequency white noise poses a different problem. Ideally tm should be as large 
as possible and so the low frequency modes become more influential. The resulting 
deviation from FTG statistics occurs relatively slowly but steadily, and the result is
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Figure 6.11: Combined High and Low Frequency Modified 1 / f  Noise: . ..  for a signal 
with tn =  106, / i  =  800 and / 2  =  8000. (a) The variation of the skewness as 
a function of tm, in four sections (from left to right): l / / 2  dominated behaviour, 
transition region, FTG like statistics and decline to 7 3  =  0. Logarithmic axes are 
used to highlight the levelling off in the third region which is partly obscured on a 
linear scale, (b) The dependence of |0 / | 2  on /  for the same signal. The solid lines 
are guides to the three regions: white noise (blue), 1 / f  noise (red) and l / / 2  noise 
(green).
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ultimately a Gaussian P{w2 ). As tm grows, very few white noise modes (relative to 
tjv) are needed to significantly alter the statistics of the roughness.
In conclusion, when analysing a 1 / /  noise signal using WBCs great care must be 
taken to ensure that the desired power spectrum is valid over a range of frequencies 
suited to the value of tm being used. Whilst a large range of modified high frequencies 
will not unduly affect the statistics, even a small amount of low /  white noise may 
have an impact.
Finally we draw attention to an analogy between the work presented here and 
some interesting results on studies of the 2dX Y  model. It has been seen that if the 
magnetization of the 2d X Y  model is averaged over tm consecutive observations, the 
statistics of the resulting quantity, vary with tm. Initially the distribution is
BHP, it becomes progressively more skewed as tm is increased, approaching the FTG 
distribution at which point it becomes less skewed and tends toward a Gaussian for 
large tm [133]. The exact reasons for this behaviour have not yet been established, 
but is is thought to arise from the integration of short wavelength modes out of the 
system. Because it is possible to relate the temporal modes to the spatial modes 
via the l / f 2 MC dynamics, the averaging over time may be thought of as having 
a direct effect on the spatial wavevectors. Spatial normal modes with wavevector 
q correspond to dynamical processes with characteristic frequency vTs- The power 
spectrum of a single mode is therefore
Ss(f )  =  j r i 7 5 . (6-49)
which complicates the problem as the temporal modes are not independent. Inte­
grating m  over tm effectively couples spatial modes in the Brillouin zone outside a 
circle of radius q* = \/7m, where f m = When q* =  27r/L  there is a reduction in 
the number of independent normal modes from N  to approximately L; as the mean 
is not affected by this procedure, its logarithmic divergence might imply a change 
from l / f 2 to l / f  noise [134]. This would account for the appearance of the FTG 
function, given the Gaussian nature of the variables. Further increasing tm means 
averaging over uncorrelated values of the magnetization which will eventually lead
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to a Gaussian distribution. This can be thought of as being analogous to our modi­
fied l / f  noise results, where the FTG distribution emerges only when the period of 
integration corresponds to the range of 1 / /  behaviour.
6.4.2 P(w2) from Ensemble Averaging
When the roughness distribution is calculated from an ensemble of independent sig­
nals, all the frequencies present contribute to w2 as, effectively, tm = tjv- The 
roughness now has periodic boundary conditions (PBCs) and the different statis­
tical regimes have functionally more similar PDFs -  for a purely l / f 2 noise signal the 
PDF is considerably less skewed than its counterpart derived with WBCs [49]. Also, 
the dominance of the low frequency modes is manifest at all times, so the effect of 
different values of f \  and f 2 should not be so dependent on
H igh Frequency l / f 2 Noise
As in the case of a single signal (WBC) evaluation of P(w2), the power spectrum has 
been modified to include a region of l / f 2 noise above some frequency f 2. The signals 
are considerably shorter for these simulations, however the ensemble contains 105 
signals and the statistics are good. It is no longer appropriate to look at the skewness 
as a function of tm (which remains fixed for a given tfj); instead we consider the 
form of the PDF as f 2 is varied. The results are given in Figure 6 .1 2 .  As predicted, 
varying ^  for a given f 2 has little effect. Each value of f 2 is shown in a given colour 
for tff =  5 0 0  (solid line) and t jv =  1 0 0  (discrete points). For all values of f 2 there 
is little distinction between these two plots, with the majority of points lying on the 
corresponding lines. For a purely l / f 2 power spectrum ( f2 = 1), the data is distinctly 
more skewed than the FTG distribution. However, including just a single l / f  mode, 
setting f 2 = 2, the PDF is already much closer to the FTG form than to that obtained 
with f 2 = 1. By the time f 2 = 5 the PDF is already very close to being FTG, and at 
f 2 =  10 it is essentially indistinguishable from it.
It is apparent that including very large numbers of 1 /  f 2 modes has little effect on
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Figure 6.12: P(iu2) from an Ensemble of l / f  Noise Signals with High Frequency 
l / f 2 Noise: All plots are for an ensemble of 105 signals; 2  =  (w2 -  (w2))/<jW2 and 
II (z) = oW2P(w2). The solid lines correspond to = 500 and the discrete points to 
tu = 100. (a) The colours define different values of / 2 with: / 2 =  10 (black), f 2 =  5 
(red), / 2 =  2 (green) and / 2 =  1 (blue), (b) As for (a) but plotted on semi-log axes, 
showing that the differences between the plots are almost entirely in the region below 
the mean. The FTG function (solid cyan line) is plotted for reference.
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P(w2 ) provided a few low frequency l / f  modes are also present. The implications 
of this are that the dominance of the low frequency region allows for a degree of 
flexibility in the behaviour of the high frequency modes. We have already seen in 
Chapter 5 that neglecting high frequency modes altogether does have an effect on 
the distribution. It is also clear that increasing their contribution to be comparable 
to the low frequency modes will change the statistical behaviour. However between 
these two extremes there are a range of possible types of temporal behaviour, such as 
1 / / “ noise with a > 1, that the high frequency modes may adopt without obscuring 
the limiting FTG statistics too much.
Low Frequency W hite Noise
The explicit inclusion of all frequencies in evaluating W2 necessarily leads to the 
dominance of low frequency behaviour when the power spectrum is of the general 
form 1 / / “ . Thus the inclusion of a region of white noise near /  =  0 would be 
expected to have a significant effect on the distribution of the roughness. This is seen 
to be the case, with a rapid approach to Gaussian statistics as f \  is increased.
Simulations were performed as for the high frequency modified signals, using an 
ensemble of 105 signals with =  100, 500. Even for / i  =  2 there is a noticeable 
deviation from the FTG function, and for f i  = 10 the PDF already appears very 
symmetrical.
Combined Low and High Frequency M odified l / f  Noise
When introducing both high frequency l / f 2 noise and low frequency white noise into 
our experimental signals, it is the white noise that has the most pronounced effect, 
as would be expected. This can be seen in Figure 6.14 (a) and (b) where, despite 
having l / f 2 noise for all modes above / 2  =  10, the PDF remains on the Gaussian 
side of the FTG function due to the white noise regions with f i  = 2 and / i  =  5 
respectively. An interesting result is shown in Figure 6.14 (d), having / i  =  2 and 
/ 2 =  3. Despite having no 1 / /  behaviour, the combination of l / f 2 noise modified by 
a very small number of white noise modes at low frequency, is enough to generate an
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Figure 6.13: P(w2) from an Ensemble of 1 / /  Noise Signals with Low Frequency 
White Noise: All plots are for an ensemble of 105 signals; z =  (w2 — (w2))/crW2 and 
II(z) =  <7W2P(w2)‘ The solid lines correspond to tjsr =  500 and the discrete points to 
tN =  100. (a) The colours define different values of / i  with: f \  =  (black), f \  =  5 
(green) and / i  =  2 (red). The FTG function (solid blue line) is plotted for reference.
198
Chapter 6: 1 / /  Noise
almost perfect FTG distribution of the roughness over the full range of experimental 
interest.
Experim ental Im plications
As in the case of single signal (WBC) simulations, low frequency white noise is seen 
to be a bigger barrier to the observation of the FTG distribution than high frequency 
l / f 2 noise. In fact, the inclusion of all available modes in the evaluation of W2 with 
PBCs makes the effect of the white noise region even more pronounced. Our results 
indicate that the distribution of the roughness from an ensemble of 1 / /  signals will 
show marked deviation from the FTG function unless the power spectrum of the 
lowest modes is explicitly l / f .  If there is even a small amount of flattening of the 
power spectrum in this region, the roughness distribution becomes significantly less 
skewed.
6.5 Random Telegraph Noise: a Physical Route to  
1 / f  Noise
As discussed above, the physical origins of 1 / /  noise remain an open question and it 
is unclear whether there a universal mechanism underlying all examples of this phe­
nomenon. One proposal, stemming from the earliest studies of 1 / /  signals, relates the 
noise to the superposition of dynamical processes with a distribution of characteristic 
times. This approach started with Schottky’s explanation for Johnson’s observation 
of 1 / / “ noise in vacuum tube currents [66, 135]. Schottky proposed that the ability 
of the cathode to emit electrons would depend on the density of impurity atoms on 
its surface. He assumed that this density fluctuated as a result of diffusion and de­
rived an expression for the mean square noise current per unit frequency interval (the 
power spectrum of the associated noise),
S W  ~  T T W 2' ( 6 ' 5 0 )
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Figure 6.14: P(iu2) from an Ensemble of High and Low Frequency Modified ‘1 / / ’ 
Signals: The plots are of II(z) =  Ow2P{w2 ), with z =  (w2 — (w2))/ctu,2. AM numerical 
data is generated from an ensemble of 105 signals, each with =  500, having white 
noise below f  = f i  and l / / 2 noise above / 2. (a) / i  =  2, / 2 = 10; (b) f \  =  5, / 2 =  10; 
(c) f i  =  5, f 2 = 6; (d) / i  =  2, f 2 = 3. The FTG function is included in each plot 
(solid line) for comparison.
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where r  is the average time spent by an impurity atom on the surface of the electrode. 
This power spectrum is initially very flat and essentially ~  l / / 2 at high frequencies. 
It therefore failed to accurately describe the empirical observations of 1 / / “ noise with 
a  «  1.25.
Many years later a mechanism was proposed by du Pre [136] which not only 
provided a much better value of a , but also explained the relative temperature insen­
sitivity of the noise. The approach was a modification of Schottky’s method, where 
the single characteristic time, r , was replaced by a superposition of processes with 
a distribution of time scales. By assuming that the time spent by an atom on the 
surface of the cathode is thermally activated,
r  =  T0e E / T , (6.51)
for an inhomogeneous surface the diffusion rate will depend on the precise environment 
the atom is in. If the distribution of activations energies, E , is D(E),  then
S( f ,  T)  oc I  1 + T D(E) AE. (6.52)
Integrating this expression, together with the important assumption that the width 
of D(E)  is much greater than T, yields the general result [137],
S ( f , T ) < x j D ( E ) .  (6.53)
Therefore 1 / f  noise is observed when the distribution of energies is constant, and in 
general, 1 /  f a noise is obtained for
D(E)  oc e{OL~l)E. (6.54)
6.5.1 1/ f  Noise from Random Telegraph Signals
In 1953 Stefan Machlup demonstrated that random telegraph signals were a suitable 
representation of the dynamical processes underlying 1 / /  noise [138]. For an electron 
to contribute to the current in a vacuum tube, it must be free to move, and not held 
in a potential ‘trap’ such as those implied by Schottky’s impurities. It is assumed that
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each trap can hold at most one electron, and that the percentage of filled traps does
a full trap was denoted by x(t) = 1. The use of 0 and 1 to define the states of the 
traps leads inevitably to a Gaussian with mean 1/2 when many signals are combined. 
This results in non-IT variables when the combined signal elements, X(t )  = £*£*(£), 
are squared, which means the FTG distribution will not emerge from studies of the 
roughness. However it is seen that redefining the states to be ±1 still produces 1 / f  
noise, whilst also giving the required statistics.
To produce 1 / f  noise, the transition from —1 to +1 must occur with the same 
probability as the reverse process, namely
takes place, and, as this is the same for both possible states, the probability that a 
given trap is empty at any time is simply P_i = 1/2. Obviously this also means that 
Pi = 1/2. By letting Pa,b(t) be the probability that the trap is in state b time t after 
having been in state a, the autocorrelation function for the signal becomes,
not have large fluctuations (thereby ensuring their statistical independence). The 
state of each trap, empty or full, then defines a digital signal over time.
In the original work, an empty trap at time t gave the signal a value x(t) = 0, and
(6.55)
for some short time d t. Here r  is the mean lifetime of a state before a transition
(6.56)
\ x aPajb(t)xb
a,b 1
\  + Pi.iW) -  (P-iAt) + Pi.-1(0)) (6.58)
(6.57)
(6.59)
Pi,i(t) is the probability of an even number of transitions in time t. Given that 
Pi- i ( t )  must therefore be the probability of an odd number of transitions over the 
same length of time, we see that
(6.60)
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and therefore,
A(t) = 2PM(t) -  1. (6.61)
For a small increment of time d t, the probability of an even number of transitions in 
time t +  dt is equal to the probability of an even number of transitions in time t and 
no transitions in dt, plus the probability of an odd number of transitions in time t 
and one transition in d t (where it is assumed that dt is so short that at most one 
transition can occur). We have already stated that the probability of a transition in 
some short time dt is equal to d t / r ,  therefore
+  di) =  -Pl,i (£) ^1 — —^ +  Pi,_i(t) — . (6.62)
Substituting (6.60) into (6.62) and taking the limit dt —> 0, yields the differential 
equation,
^  ^  (6.63)dt  T T
Together with the boundary condition that no transitions can occur in zero time 
(Pi,i(0) =  0), this leads to
fi,i(<) =  \  (exp ( “ )  +  l )  , (6.64)
and, from (6.61),
A(t) =  exp , (6.65)
where the |£| reflects the time symmetry of the system. This expression differs from 
that derived by Machlup [138], but only by a constant term. Therefore the change 
introduced by labelling the states ±1 has no effect on the power spectrum other than 
for the zero frequency mode. The power spectrum is found by Fourier transforming 
the autocorrelation function, giving
5 ( /)  K T + J r f f '  (6'66)
This result is for a single trap with characteristic time r, and corresponds precisely 
to Schottky’s model. By allowing each trap to have a different energetic hold on the 
electrons, with thermally activated characteristic times
r =  T0eE/T, (6.67)
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the power spectrum becomes defined by (6.52) and 1 / f  noise is observed for uniform 
D(E).
6.5.2 Numerical Simulations
We have simulated the generation of 1 / /  noise from the superposition of random 
telegraph signals (RTSs) -  a mechanism that is gaining acceptance as the true origin 
of 1 / / Q noise in certain electrical systems [139]. In creating the individual RTSs one 
quickly encounters a difficulty in numerically applying the analytical equations. The 
differential equation (6.63) is derived in the limit dt —> 0. However in numerical 
simulations time is discrete, t is therefore an integer and dt  must equal 1. For low 
frequency modes this discrepancy is relatively unimportant. When the characteristic 
time for a process is long, it does not feel the effect of the discretization in any 
significant sense and (6.63) remains valid. Another way to interpret this is to replace 
the condition dt  —> 0 with d t / r  —> 0. For high frequency modes both of these 
conditions fail. The discrete nature of the numerical time scale therefore causes the 
analysis above to break down, and the power spectrum will not be 1/ f .
Taking To =  1, a simulation of a signal of length t yv =  105 formed by the su­
perposition of 1500 RTSs with activation energies uniformly distributed in the range 
0.01 < E  < 15.0 (for T  = 1.0) confirms that there is a problem at high frequen­
cies. The power spectrum, shown in Figure 6.15, has quite good 1 / f  noise for many 
decades, but as /  increases the noise is more accurately described by 1 / f a with 
a > 1. Eventually one encounters a high frequency tail where the modes becomes 
significantly larger than 1/ f .  It was initially assumed that this anomaly was due 
to the high frequency modes compensating for the power lost by imposing a finite 
cut-off, /max- For the power spectrum of the compound signal X(t )  to behave in this 
manner, it was thought that the spectra of the individual RTSs would also show a 
slower than Lorentzian decline for large / .  However, studies of Sx(f)  revealed a more 
fundamental reason for the problem. Initially, individual RT signals appeared to be 
good fits to the theoretical Lorentzians over most of the range of / ,  with, as expected, 
premature levelling off at very high frequencies (Figure 6.16(a) shows examples for
204
Chapter 6: 1 / /  Noise
100 1000 10000
/
Figure 6.15: Mode Dispersion of Noise Generated from Superposition of Random 
Telegraph Signals, Tq = 1: 1500 RTSs were used, with activation energies uniformly 
distributed over the range 0.01 < E  < 15.0, (r0 =  1). Each signal had tn =  106. The 
red line has a slope of 1 / /  which is clearly a good fit at low frequencies, however a 
starts to increase slightly for higher /  before eventually collapsing giving rise to the 
high frequency ‘tail’.
two signals with E = 2.0,4.0 at T  =  1.0). This turned out only to be true for high 
enough energies. As the energy was lowered the power spectra began to show marked 
deviations from the theory, eventually losing all semblance of a Lorentzian shape and 
for small E  becoming increasing functions of /  rather than declining. This is seen in 
Figure 6.16(b) corresponding to E  = 0.1.
It is possible to rationalize this unusual behaviour by returning to the expression 
for the probability of an even number of transitions in a given time (6.64). As t 
becomes large, the exponential term tends to zero and the probability of an even 
number of transition in time t tends to 1/2. This is logical, as two measurements 
separated by large t are effectively uncorrelated and —> Pi =  1/2. However, in
a numerical simulation, there are difficulties for low energy systems. As E —> 0, for 
tq =  1 a transition in dt  =  1 is a certainty. Therefore
which is obviously different from the exponential decay derived analytically. Having
0 for odd t
1 for even t
(6 .68)
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Figure 6.16: Mode Dispersion of Individual Random Telegraph Signals: (a) The 
effective power spectra of RT signals with = 106. The black line corresponds to 
E  = 2.0, the red line to E = 4.0. In both cases To =  1. The numerical data is a good 
fit to theoretical Lorentzian curves (green and blue lines respectively) over a large 
range of / .  A slight flattening occurs at high frequencies, presumably to compensate 
for power lost due to imposing a high frequency cut-off. Logarithmic axes are used 
for clarity, (b) As (a) but with E  =  0.1 and plotted on linear axes. The rapidly 
increasing nature of the data for large /  indicates an unexpected dominance of the 
high /  modes.
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a transition as a certain event seems physically questionable; even with zero energy
energy to imply a transition probability of Pi,_i =  ^ - 1 ,1  =  1/2, which can be achieved 
by setting To =  2. Varying r0 has the same effect as shifting the energy scale, and 
the energies given for the simulations above (for which To = 1) therefore correspond 
to E  — In 2 for tq = 2. On this basis Figure 6.16(b) actually corresponds to a system 
with negative activation energy, which accounts for its anomalous behaviour.
The auto-correlation function must be non-increasing, and should be constant at 
zero energy. This ties in with the boundary condition that the transition probability 
in time t must tend toward 1/2 as t —>• 0 0 . These criteria are both met by setting 
t0 = 2, which leads to a power spectrum for the compound signal which is much easier 
to understand (Figure 6.17). The high frequency tail has gone, however there is still 
a slight levelling off over a much smaller range of high /  resulting from the slightly 
flattened Lorentzians in this region. The spectrum is not 1 / f  over all frequencies as 
a consequence of the necessary imposition of limits on the range of available energies 
(this is discussed in more detail below). Given the severe limitations of a numerical 
simulation attempting to mimic a continuous time process, the spectrum appears to 
be generally very good.
R estric tin g  th e  R ange of E
The activation energies for a transition from full to empty, or vice versa, must be 
evenly distributed for the addition of RTSs to lead to 1 / /  noise. Furthermore, as the 
power spectrum of X(t )  results from the integral over dE,  the separation of energy 
levels should be small. In both physical and numerical experiments there will be 
restrictions on the range of E.  The power spectrum, Sx( f ) ,  is therefore not 1 / f  for 
all frequencies, but has a form dependent on the boundaries Emin and Emax.
barrier the two possibilities, transition or no transition, are still both feasible. The 
removal of the barrier simply makes it easier for a transition to occur, but is not in 
itself a driving force for that outcome. A much better constraint is for zero activation
(6.69)
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Figure 6.17: Mode Dispersion of Noise Generated from Superposition of Random 
Telegraph Signals (to = 2): As for Figure 6.15, 1500 RTSs were used, with activation 
energies uniformly distributed over the range 0.01 < E  < 15.0, (to =  2). Each signal 
had tu  =  106. The red line has a slope of 1 / /  which is again a good fit at low 
frequencies. There is the same tendency for a  to increase slightly for higher /  as was 
seen for r0 =  1, however the high frequency tail has gone and is replaced by a much 
less severe levelling off.
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(6.71)
.  __  . . . __  . , . (6.72)/  L V /  )  V /
where / ,  indicates the frequency associated with a single RT signal. Equation (6.72) 
defines 1 / / “ noise with a continuously varying exponent 0 < <*(/) < 2. However, in 
three limiting cases, regions of approximately constant a  can be identified,
const. 0 < /  <  / Smin <  / w  
7 A „ , „ « / « / w  • (6.73)
/ S m i n  ^  .  S n w x  ^  /
Therefore the addition of signals with different relaxation times does not lead to 
perfect 1 / f  noise, but rather to a noise signal with a varying exponent a which 
remains approximately constant at a = 1 over some range of frequencies. Given 
that this means of generating 1 / f  noise is possibly an accurate reflection of physical 
systems [139], the relative ‘imperfection’ of the power spectrum is a good justification 
for the need to consider modified spectra in §6.4.
For numerical simulations the effect of / Smax is more noticeable than the effect of 
fsmin• F°r a discrete digital signal with t n elements, the maximum possible frequency
is /max =  tjy, i.e. a transition occurs every time step. For the power spectrum to
remain 1 / f  like up to / max, it must be the case that,
/max ^  /smax* (6*74)
However,
/ . —  =  ^  (6-75)'min
<JV (6.76)
which takes its highest possible value for E  —» 0, giving / Smax = t ^ / 2. Therefore the 
condition (6.74) can never be met. Instead numerical simulations can produce, at 
best, 1 / f  noise for /  <  /max/2.
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By contrast, the lowest frequency mode contributing to X(t)  has / mm = 1. How­
ever,
(6-77)
'm ax
= 2e£max/T ’ (6.78)
which may be made arbitrarily large, enabling the construction of 1 / /  noise to the 
lowest values of / .
Figure 6.18 shows power spectra for signals with tn = 106 with different bounds 
on the activation energies of the underlying RTSs. In each case the spacing between 
energy levels was constant at A E  = 0.01. There is clearly a great degree of control 
of the form of Sx{ f )  as ^min and E max are varied. For 0.01 <  E  <  5.0, the relatively 
low upper bound results in a significant region of white noise before the frequency is 
large enough to make the integral in (6.71) go as 1/ f .  For 2.0 < E  < 15.0 the upper 
limit makes / Smin <C f min so no white noise is seen but the lower limit is relatively 
large and so, as the frequency increases, the 1 / f  behaviour fails. As / Smax «  0.067/ max 
there is a region of high frequency where /  »  / Smax and the noise becomes 1 / f 2.
6.5.3 P{w2) from RTS Derived 1 / f  Noise
We have studied the statistics of the roughness of signals formed from the addition of 
RTSs. Given that the power spectrum of these signals is not perfectly 1 / /  it would 
be expected that P(w2 ) will depend on the range of activation energies. In fact, given 
the limiting cases in (6.73) the general trends of §6.4 should apply.
Figure 6.19 shows the evolution of the skewness of P{wf) with increasing tm of 
signals with tn = 106 using WBCs. Three sets of numerical data are shown, corre­
sponding to 0.01 < E  < 15.0, 0.01 < E  < 6.0 and 2.0 < E  < 15.0. The first of 
these has low enough £ min and high enough E max that the power spectrum is about 
as close to 1 / /  noise as it is possible to generate with this method. The skewness 
declines steadily with increasing tm before levelling out at a constant value. This 
value is slightly larger than was observed for the case of filtered Gaussian white noise
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Figure 6.18: The Effect on S x ( f )  of Limiting the Range of E : Both sets of numerical 
data correspond to signals with t n =  106. The spectrum in black has 0.01 < E < 5.0, 
while the red points are for to 2.0 <  E  < 15.0. The green lines both correspond to 
1 / /  noise and the blue line to 1 / f 2 noise.
(shown in blue) presumably because the RTS method always leads to a range of modes 
with a > 1 which contribute to W2 and lead to a slightly more skewed distribution 
regardless of tm.
Lowering the maximum activation energy increases the minimum RTS character­
istic frequency, thereby leading to a region in S x ( f )  with a  < 1. As tm increases 
the values of W2 then become dominated by modes in the low frequency ‘white noise’ 
region and the skewness falls well below the FTG value. Unlike the spectrum in §6.4, 
the low frequency modes here are not strictly white noise but have a —> 0 as /  -» 0. 
As a result of this the correlation time remains of the order of even for large tjf 
and the central limit theorem may not apply. The skewness is therefore expected 
to tend to a small, finite constant value as tm —y oc. Figure 6.19 also shows that 
the ‘FTG region’ for the signal with Emax =  6.0 is barely distinguishable and the 
skewness diminishes fairly steadily as tm is increased.
For an increased minimum activation energy the decline in the skewness becomes 
slower as the a > 1 modes make their presence felt. Unlike the Gaussian derived 
signal, the region of 1 / f 2 dominated statistics is not seen, which may be attributed
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Figure 6.19: The Skewness of P(w2 ) as a Function of tm: The data comes from 
signals with =  106 derived from RTSs with energy ranges: 0.01 < E  < 15.0 
(green), 0.01 < E < 6.0 (red), 2.0 < E < 15.0 (black). The same trends are observed 
as for signals formed from filtered Gaussian white noise. The data in blue is for 
‘perfect’ 1 / /  noise derived from filtered Gaussian white noise.
to the effect of the flattening of S x ( f )  at very high frequencies. The continuous 
nature of a ( f )  makes it hard to precisely characterize the behaviour of the statistics. 
It appears that this plot has a region of tm over which 1 < a < 2 dominates and there 
is a reasonably constant value of |7 a|. Equally this may be an anomaly that would 
be ironed out with a larger ensemble of signals X(t).  In any case, for large tm the 
skewness tends toward approximately the same constant value as seen for the signal 
with the largest range of E.
The data plotted in Figure 6.19 are for tm < 1500 as above this value the statistics 
become unreliable. It would be interesting to perform larger scale calculations to 
confirm that the trends continue beyond this point. Indications from our simulations 
to tm = 3000 appear to confirm that they do, with perhaps even greater convergence 
for the signals with no low frequency modifications.
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6.6 Summary
The work by Antal et al. linking 1 / f  noise to the Fisher-Tippett-Gumbel distribu­
tion from extremal statistics is a significant and intriguing result. Here we present 
an alternative interpretation of the link whereby it has the potential to provide infor­
mation regarding the unknown microscopic behaviour of equilibrium critical systems. 
Our approach is via a mapping between the reciprocal space action used to derive the 
1 / f  noise signal in [48] and the Hamiltonian of our d = a = 1 model introduced in 
Chapter 5. In this picture the 1 / f  noise becomes a 1/q dispersion of normal modes, 
and the roughness a macroscopic spatial measure of the system. We feel the spatial 
interpretation may be useful as it appears to be less universal than the temporal 
picture. In the latter the 1 / /-F T G  link is so strong that it is independent of micro­
scopic details. By contrast the spatial model specifically relates global fluctuations 
to microscopic interactions.
An attempt was made to design an experiment in which an FTG distributed 
global quantity had 1 / f  dynamics. This is clearly only possible for non-Gaussian 
systems and it appeared as though Ti microscopic degrees of freedom might prove 
successful. It was shown that the power spectrum of the square of a zero mean 
Gaussian 1 / f  signal was itself approximately 1/ f .  The ensemble average of the 
mean of the resulting signal, y(t), was shown to be emphatically FTG. Therefore, 
introducing a finite measuring time, tm, (in the spirit of [42]) the distribution of 
{y(i))tm over a single signal was evaluated. However, even in this rather contrived 
thought experiment it was not possible to observe FTG statistics due to correlations 
between the various u>2 .
To further investigate the experimental implications of the 1 //-F T G  link, the ef­
fect of introducing regions of non-1//  behaviour into S( f )  were considered. Physically 
it is often seen that so called 1 / f  power spectra have white noise at low frequencies 
and a faster than 1 / f  roll-off at high frequencies. By artificially imposing these con­
ditions on a signal we were able to characterize their effect on our ability to observe 
the FTG distribution for P(w2 ). In the case of both WBCs and PBCs it was seen
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that the high frequency modifications caused little change in the PDF unless the 
parameter / 2 was very small compared with f max. However, for PBCs only a few 
low frequency white noise modes were needed to make the distribution significantly 
more Gaussian. For WBCs the low frequency modes only become significant for large 
enough tm, however when they begin to contribute to iu2, their dominance quickly 
reduces |7 3|.
An interesting result, the implications of which are not yet clear, is that we have 
been able to generate an almost perfect FTG distribution from the roughness of a 
signal with no 1 / /  character, as shown in Figure 6.14(d). By balancing the effects of 
low frequency white noise and high frequency 1 / f 2 noise it is possible to generate the 
required statistics.
Finally, we have numerically simulated 1 / f  noise from the superposition of random 
telegraph signals using an approach demonstrated analytically by Machlup [138]. 
This is gaining acceptance as the true mechanism giving rise to 1 / /  noise in certain 
electrical systems [139]. After discussing the consequences of the need for discrete 
time steps in numerical simulations, a signal was generated which was 1 / f  over many 
decades. The effects of limits on the range of activation energies of the individual 
RTSs was discussed, and it was seen that the resulting non-1//  regions had much the 
same effect on P(w2) as was seen for the Gaussian derived signal.
Overall it is fair to say that experimental time signals require very accurate 1 / f  
power spectra in the low frequency region before the distribution of the roughness 
will be recognized as being the FTG function.
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Conclusions
The nature of universal non-Gaussian fluctuations is one of the central questions in 
the study of critical phenomena [5]. In recent years the BHP (4.88) and generalized 
Fisher-Tippett-Gumbel distributions (5.22) have become popular choices of function 
in the fitting of such statistics. A good example is the behaviour of thin films near 
electrical breakdown. Under these conditions the resistance of the films fluctuate in 
a non-Gaussian manner, with ((R ) — R)/cr being close to the BHP form [29]. The 
same is true for electrical breakdown in granular materials near the critical point [40] 
-  further indication of the spanning of universality classes.
Other examples include turbulence, which has been associated with the BHP 
function since the work of Bramwell et al. [19]. More recently the generalized FTG 
form has been observed in studies of global fluctuations in decaying Burgers turbu­
lence [36], a novel one dimensional turbulence model [34, 35] and the system average 
velocity in a system of self-driven particles -  which incidentally also possesses a scale 
invariant power spectrum [140]. Similar results are seen for fluctuations in the power 
consumed by liquid crystals undergoing electroconvective flow [38], a quantity closely 
related to liquid crystal turbulence [37]. A magnetized torus has been shown to have 
non-Gaussian fluctuations for both the electron pressure and plasma potential [141]. 
At high pressures these are described by a generalized FTG distribution to a very 
good first approximation.
In general the use of extreme value distributions to describe highly correlated
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many body fluctuations is becoming widely accepted [63] and has even been used to 
fit the statistics of goals in football matches [142]! Even in cases where the link has 
not been made explicitly, one can find examples in the literature of appropriate quan­
tities with apparently generalized FTG fluctuations -  such as the current fractions in 
non-equilibrium surface processing [143].
The prevalence of the BH P/FTG form provided the impetus behind the work 
presented in this thesis in the form of the question, “are there any constraints on the 
form that a distribution of a global quantity may take in a highly correlated system?”. 
Earlier work on the 2dX Y  model had shown an apparent ‘superuniversality’ with the 
BHP function describing the fluctuations of a range of phenomena spanning univer­
sality classes [6, 16]. Of central importance to these observations was the analytical 
result that the BHP function was temperature independent, and therefore applied to 
the entire line of Gaussian fixed points controlling the low temperature critical region. 
By demonstrating that assumptions made in deriving this result are invalid we have 
shown analytically that the BHP function is in fact weakly dependent on T  and is 
not therefore strictly universal. The function remains independent of the system size 
N  however our analysis shows that it really represents the PDF in the limit T  —> 0 
and that the true order parameter PDF tends toward a Gaussian as T  is increased. 
Numerical simulations confirm this and the skewness of the magnetization PDF is 
seen to be a well defined function of the temperature.
One of the more surprising consequences of the previously derived BHP univer­
sality was the rigorous equivalence between the PDFs of the cosine and linearized 
order parameters ((4.26) and (4.104) respectively) [6]. At high temperatures the lin­
earized form is a poor approximation to an order parameter as it is not bound by 
0 and +1. However, even when the linearized form represents a physical quantity 
quite different from m, the fluctuation distribution is precisely the BHP function. 
This may be understood in the context of our conclusion that P(m)  is dependent 
on T. The neglect of multiple loop graphs in the derivation of the BHP function is 
explicitly a low temperature approximation. Thus the BHP form must be interpreted
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as the distribution of order parameter fluctuations in the limit T  0. Similarly 
the linearized form of the OP is a defined by neglecting terms which become more 
relevant at high temperatures. Therefore use of the linearized OP is equivalent to 
imposing low temperature constraints. It is an interesting result that these two low 
temperature approximations lead to precisely the same result, despite the fact that 
they are not evidently the same.
Our studies of the Harmonic model revealed the surprising appearance of vor­
tices at high temperatures. It is assumed that these arise from the superposition 
of high energy spin waves. The identification of these topological defects, coupled 
with the change in statistical regime from non-Gaussian to Gaussian as T  is in­
creased, prompted speculation that there may be a Kosterlitz-Thouless transition in 
this model. However, whilst the vortex pair density increases rapidly with T, there is 
no evidence of unbinding. We have presented an argument for the energy of a vortex 
pair in the Harmonic model scaling linearly with separation, which would explain 
these observations.
The reciprocal space form of the Harmonic model Hamiltonian belongs to a family 
of systems defined by the dimension d and a mode weighting parameter a. For the 
linearized order parameter it is possible to derive a general expression for the cumu- 
lants of the models in this family [25, 49]. When d = a, the average magnetization 
scales logarithmically with system size. This is an indication of an explicit dependence 
on all the normal modes. For a critical system one expects the order parameter to 
scale as a power law [71, 73]. However we argue that logarithmic behaviour is also a 
signature of underlying criticality. When a global property, X, of a highly correlated 
system scales logarithmically, if one can identify another global quantity, T, such that 
X  —> Y  as T  0 then Y  is then expected to exhibit power law behaviour and the 
critical nature of the system is revealed. This is certainly true in the case of the low 
temperature 2dX Y  model where the logarithmic scaling of the linearized OP belies 
the power law behaviour of the cosine form.
We have derived two direct space Hamiltonians for spin systems which have Fisher- 
Tippett-Gumbel distributed magnetization fluctuations. Unfortunately the compli­
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cated coupling schemes in these models mean we have been unable to identify physical 
systems whose microscopic interactions they describe. These systems correspond to 
the d — a = 1 member of the family of models discussed above. Analysis in reciprocal 
space shows that the cosine order parameter scales as a power law for large N,  in 
line with our assertion that these systems are critical. We have used Monte Carlo 
simulations to demonstrate that the largest normal mode is not FTG distributed. 
This is a numerical confirmation of the analytical results of Gyorgyi et al. [69]. Our 
investigations of the effect of different Brillouin zone shells shows that the bulk of the 
asymmetry in the PDF comes from the soft modes near the zone centre, however the 
many body nature of the magnetization is also confirmed.
Our analysis of a range of models in ‘skewness-kurtosis’ space is discussed in depth 
in Chapter 5. It is clear that one must take care when drawing conclusions regarding 
the underlying physics based solely on the shape of the order parameter PDF. Other 
knowledge of the system may be required to infer even quite coarse information such 
as the criticality or otherwise of the system.
The appealing link between 1 / /  noise and extreme value statistics [48] is intimately 
related to our critical d = a = 1 models. This led us to consider the practical 
implications of the connection. There can be no dispute that periodic Gaussian 1 / f  
noise signals have a roughness that is FTG distributed. Our question was how this 
manifests itself experimentally. The arguments presented in Chapter 6 are intended 
to provide an alternative way of viewing the same problem. We suggest that it is 
unlikely that analysis of the roughness of the time signal generated by experimental 
observation will provide insight into the physics of a system. The most promising 
means of observing the link is in studies of interface growth where the terminology 
‘1 / /  noise’ may be replaced by ‘l /q  dispersion’ of spatial normal modes. This ties 
in well with our one dimensional models. Our attempts to identify a single signal 
having both 1 / f  noise and FTG distributed elements were unsuccessful. We did, 
however, demonstrate that Ti distributed signals derived from Gaussian 1 / f  noise 
have themselves very nearly 1 / f  power spectra.
We have considered the consequences of imperfections in the 1 / f  noise signals
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for both periodic and window boundary conditions. It is generally seen that a large 
high frequency region may have 1 / f 2 behaviour without having a significant effect on 
the PDF. By contrast a few low frequency white noise modes will destroy the FTG 
fluctuations in the case of PBCs. Window boundary conditions are less sensitive and 
it is the relationship between the size of the white noise region and the measuring 
time, tm, that is important.
Finally we provide numerical results confirming that superposition of random 
telegraph signals can generate good quality 1 / f  noise. The high and low frequency 
behaviour of the resulting signals acts as justification for the studies of the effects of 
imperfections in the power spectra.
7.1 Future Work
The studies of the Ising model discussed in Chapter 3 are at an early stage. The 
possibility of an exact solution in finite field is enticing; yet, as we have said, the 
computational barriers appear to be insurmountable. We intend to consider a system 
small enough such that our methods may be feasible, but still large enough to be 
beyond the realms of direct evaluation. This should act as a general confirmation of 
our approach. Our suggestion that finite size scaling may be investigated by means 
of the exact energy distribution is more promising. We intend to extend the rigour 
of our arguments and perform larger scale simulations to test the results.
We are currently looking at the 2dX Y  magnetization in the presence of a finite 
field. A particularly promising aspect of this work is the potential analogy between 
the approximation of neglecting multiple loop graphs in the expansion of (mp) [6] and 
the Hartree approximation introduced by Pokrovsky and Uimin [144] to expand the 
field term in the Hamiltonian. We hope to use this to derive an analytical expression 
for the temperature dependence of the order parameter fluctuations.
Our simulations of 1 / /  noise were on a relatively small scale. We intend to improve 
on these to get a clearer picture of the limiting tendencies of the statistics as one 
varies the range of non-1// modes. We also hope to be able to treat this question 
analytically.
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Appendix A 
Gaussian Integration
A .l Integration of a Gaussian Function in One Di­
mension
Consider the integral of a basic Gaussian function
where a > 0. This equation occurs frequently in many branches of maths and science, 
due largely to the ubiquity of the Gaussian or normal probability distribution. It was 
famously solved by Laplace as follows:
(A.l)
(A.2)
(A.3)
converting to polar coordinates gives
(A.4)
This integral is easily solved by making the substitution r2 = t
(A.5)
(A.6)
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=  7r
7T
a
1— e a
a t
Thus
- rJ —C
(A.7)
(A.8)
(A.9)
A .2 Averages and Gaussian Integration
The average of a quantity is defined as the sum over all its possible values, each value 
being weighted by the probability that it is observed. Thus for some function, f (x),  
of a variable with the probability distribution P( x ), the average (f(x))  is given by
/oo f {x)P{x)  dx.  (A.10)
-oo
If P(x)  is a Gaussian, that is, if a; is a Gaussian variable, the following important 
results can be derived.
A .2.1 Average of a Polynomial Function of a Gaussian Vari­
able
Differentiating (A.9) with respect to the parameter a gives
g . \ f , .  (A.11)
And so the average value of x2, for Gaussian distributed x, is
(*2) = f l * 2 6-0x2 i x  = (A-12)
Repeated differentiation yields,
<l2"> = /I  "2" 6-0X2 d l  =  (A.13)
2
The average of any odd power of x  must be zero as xn e~ax is an odd function for
odd n. Hence, using (A.13), it is possible to evaluate the average of any polynomial
function of a Gaussian variable x.
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—oo oo
2  a
# ( * )
Figure A.l: Integration Contour for Evaluating Averages of Exponentials
A .2.2 Average of an Exponential Function of a Gaussian 
Variable
Another extremely useful result of Gaussian integration is the ability to determine the 
average of ex or, more generally, ezx where 2  may be complex. Consider the integral
I  = f ° °  e~ax2eibxdx  (A.14)J—00
where i is the imaginary unit i =  y/—l. The trick is to complete the square.
/ OO e - a ( x - i b / 2 a ) 2 - b 2 / 4 a  ^ x
-00
=  e -‘2/4 /oo e - a ( x - i b / 2 a ) 2 f a
-00
=  e —*2/ 4
■£
o o —i b / 2 a  „
e~az dz
o o —i b / 2 a
(A.15) 
(A. 16) 
(A.17)
where the substitution has been made. The integration is then performed
over the complex variable z. This task is made much easier by choosing to deform 
the contour of integration, which is perfectly acceptable provided no singularities 
are crossed. The easiest contour for this integral is that shown in Fig A.2.2. The 
contributions to the integral from the two purely imaginary sections of the path 
negate each other, so the problem reduces to one of integration of a real variable 
between ± 0 0 ,
I  = e-*’/ ' - r e-
J—00
■ " " l / I -
dz
=  e
(A. 18) 
(A.19)
222
Appendix A: Gaussian Integration
A.3 Gaussian Integration in Multiple Dimensions
The usefulness of Gaussian integration extends to more than one dimension. Consider 
the integral
I  = f  e-**TAx+j.x dNx (A.20)
where A is a symmetric real matrix. The transformation to the reference frame in
which A is diagonal is achieved by setting x' =  Ox, where O is the (orthogonal)
matrix of A ’s eigenvectors (see §A.4.1). This gives,
x t A x  =  xT O t  O A O t  O x  (A.21)
=  x ^D x '. (A.22)
Note that the volume of integration is left unchanged by this transformation (see 
§A.4.3), hence,
/  =  y e-**'TDx'+j'.x' d «x', (A.23)
where the elements of D are da =  A*, the eigenvalues of A.
The argument of the exponential may be expanded as
+ ][x[) = - J 2 x'i\fkK
•/ \  2 -/2 
Ji \  Ji
2 y / k \ i  J  4 k \ i (A.24)
with
This gives
and therefore
*  2 ^ ) '  (A 2 6 )
dx' =  - ^ = d 2 i ,  (A.27)
dNx’ * " /2 "  (A 28) 
1 ^  A=) d" z (A-29)fc"/2 VV vA7
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i / „ p 1/2
n  t  d " z - (A-3°)k»/2 V1,1 A,
Given that the A* are the eigenvalues of A, it follows that (1 / A*) are the eigenvalues 
of A -1, as
A Xi =  A {Xi (A.31)
A -1Axj =  XiA~lXi (A.32)
=  A _1Xj. (A.33)
A*
Hence, given that fit Xi =  det D =  det (Ot AO) =  det A, and det A 1 =i _  idet A ’
This leads to
From which we get
H  t -  =  det A l . (A.34)
i A*
d^x ' = - jj^y/det  A -1 d^z. (A.35)
 ^ =  ^ /^ ^ d et A -1 J e  dNz (A.36)
i j'2
= ~^n/2^/det A -1^ *  ^  J e ~ z* dz*. (A.37)
I
The argument of the exponential outside the product may be written in terms of the 
vector j' rather than its elements, as
E f  =  i'7'D “1.i' (A.38)
i
=  jTA -1j. (A.39)
Thus, recalling the result from one dimension (A.9),
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This result is extremely useful in many areas of science. In particular, for a Gaussian 
variable x, such that P (x) oc exp(—fcxTAx),
f  ej x P(x) dNx
<e ,- >  = f  P (x) dNx
y  A~ j
= e
(A.41)
(A.42)
Differentiating (A.42) twice with respect to elements of j, then setting j = 0, provides 
a direct link between the matrix A and the two point correlation function,
ci2 (o'"'*)
djadjb j=o
(x axbe>x)\ ,
-  — A-1 _  Ik  b '
(A.43)
(A.44)
A.4 Matrices
This section takes a look at some of the properties of matrices which are useful in 
deriving many of the formulae used in Gaussian integration. This is largely basic ma­
trix manipulation but is included here for completeness to assist in the understanding 
of the previous sections.
Consider a matrix M  which, on multiplying the vectors vi, v2, . . . ,  yields the vectors
wi, w 2. . . ,  etc. We can form a matrix V  whose *th column is simply the vector v*.
Thus,
M V  = W  (A.45)
where the ith column of W  is the vector w*.
A.4.1 Diagonalizing a M atrix
Let M be a square matrix of order n, having n normalized eigenvectors x, corre­
sponding to the eigenvalues A* such that
Mx* =  AjXj. (A.46)
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Forming a matrix X whose columns are the eigenvectors xi? we see that
/
M X = M
•Ell *El2 ' ’ ’ X\n 
^21  X 22 '  '  ’
\
\  *Enl /
* AiXn A2 X1 2  • • • Anxi„  ^
A 1 X 2 1  A 2 X 2 2  • * *
y Aix„i
Ai 0
0 A2
MX = XD. (A.47)
where Xij is the ith element of the vector x^. Equation (A.47) defines the diagonal 
matrix D whose elements da are the eigenvalues, Aj, of M.
Thus the matrix M is diagonalized on multiplication by the matrix of its eigen­
vectors.
A .4.2 Eigenvectors of Symmetric Matrices
An important property of real and Hermitian symmetric matrices is the orthogonality 
of their eigenvectors. Consider the case where A is a real symmetric matrix and Xi 
and x2 are two of its eigenvectors. We assume that det (X) ^  0 (where X is as defined 
in §A.4.1, above) so all eigenvalues are distinct.
Multiplying Axi by the transpose of x 2, then take the transpose of this product, 
we see that
Axi =  AiXx
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x ^ A x i =  A1X2X1
x ^ A t x 2 =  A ix^x2
x^Ax2 = Aix^x2 (A.48)
where we have made use of the symmetry A  =  A T and the general property of 
matrices that (PQ )r  =  QTP T.
It is also seen that
A x 2 =  A2x 2
x [ A x 2 = A2x fx 2,
and from (A.48) and (A.49)
(Ai — A2) x fx 2 =  0.
The condition that det (X) ^  0 imposes the constraint that Ai ^  A2, thus
x fx 2 =  0,
and the eigenvectors must be orthogonal. Hence
/
X X  =
Xi
x 2
\
/
t t
X i X 2
^ 4-
X1. X1 X i - X 2 • • •  
X2. X1
t
X „
(A.49)
(A.50)
(A-51)
=  I. (A.52)
A .4.3 Orthogonal M atrices
A matrix O is said to be orthogonal if O t =  O -1; from equation (A.52) we can 
see that X fulfils this requirement. Such matrices enable transformations without a
227
A ppendix A: Gaussian Integration
change in length scale. Consider right multiplying the (orthogonal) matrix X by the 
vector v such X v =  v'. The elements of the new vector are then v'a =  xa.v where xa 
is the ath row of X. Then,
Iv'l = J E  (x«-v )2 (a -53)
where
a = E  ( e
(A.54)
^ ^   ^^  " %aiViXajVj 
a i j
(A.55)
=  I E E  x Lv,Xa,V,
a i j
(A.56)
=
* j
(A.57)
= ' E M 2-
t
(A.58)
Thus
|v'| =  |v| (A. 59)
and the transformation is seen to effect no change in length scale. More importantly,
the volume of integration remains unchanged. Consider,
x' = Ox (A.60)
X = O ' x ' (A.61)
= O 'x' (A.62)
x t = O fx' (A.63)
d Xi = ^ d6 > >j UX3
(A.64)
= E ° > i dx/ -
j
(A.65)
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Thus
OS =  s |  (A.66)
and so det(O) is the Jacobian for the transformation with,
dNx =  det(O) d Nx' (A.67)
=  d 'V ,  (A.68)
as the determinant of an orthogonal matrix is always 1 (or -1 in which case it is always
possible to choose a matrix P  such that O P  diagonalizes D but has a positive unit
determinant).
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Probability D istributions Derived  
from Gaussians
Gaussian variables occur frequently in analytical work as they have a tendency to 
provide tractable solutions. In the case of the 2 d X Y  and d =  a  models discussed in 
the main text, the quantity of interest, the order parameter, was defined in terms of 
the square of Gaussian variables therefore introducing another type of distribution.
B .l  Gaussians w ith Zero Mean
When x  is a Gaussian with zero mean and standard deviation ox,
Px(x) = -x2/{2al) (B.l)ox\phx
Defining y = x 2 to be a variable with PDF Py(y), we can make use of the general 
result,
J  Pa(x )d x  = J  Pb(x)dx. (B.2)
In this specific case there is actually an extra factor of 2 required to correctly normalize 
Py{y), arising from the fact that Py(y) is defined on only half the range of values of 
Px(x) -  that is, y must be positive. Therefore, the distribution of y is found to be,
dx
Py(v) = 2 dy Px{x) (B.3)
230
A ppendix B: Probability D istributions D erived from Gaussians
= - P x(x). (B.4)x
Substituting for x  then gives
( B - 5 )
This is the definition of a T 1 distribution with mean fj,y =  a2 and standard deviation 
oy =  o\\f2.
In line writh our usual approach, this function can be shifted to zero mean and 
scaled by it standard deviation, by making the transformation
2 =  (B.6)
°y
Applying (B.2) then gives
Pc(z) = —^ = ( a yz + ^  ) - 1/2 e-(«^+(.,)/(2 ^ )  (B 7)
ox v27t
B.2 Gaussians w ith Non-Zero Mean
When the mean of the Gaussian distribution is non-zero, the change of variable to
y — x 2 introduces an extra term in the argument of the exponential, and the resulting
Py(y) is not IT. If
Px(x) = (B.8)
<7xV27T
then from (B.3),
e - * / (  2» i )  p r  ( y  y l / 2}
p*( y) = + ( B 9 )
Scaling and shifting the distribution as before leads to,
Py(y) = \ .... exp /  K d ± i f v l  +  M W v ) 1/2Y  (B.10)
ox^ 2 ^ (a yz -I- ny) \  2ax ox J
To be correctly identified as a probability density function, (B.10) must be normalized 
by its integral, yielding
rr P x n  ( -  {Fxl+Hxl _i_ H*(°vz+»v)x/2\
y exP \  2*i ^  }
PJy)  = ----------------, V ^ ----------Z L rr. (B .ll)
crxe ^ /( 2^ ) sJ cl'K(<7yZ +  Hy) ( l  -  erf (jix/(o xy/2)))
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B.3 Cumulants of the Sum of Identical T7 Vari­
ables
Consider a global quantity
5  =  5 > „ ,  (B.12)
n
where sn is a general f 7 variable with distribution
P(«„) =  ^ j e — - . r 1. (B.13)
and n is a d dimensional vector with integer elements ± 1 ..  . 00. It is possible to
determine an expression for the cumulants of S  which may be summed numerically. 
Fourier transforming (B.13) gives the characteristic function of a single sn,
/ oo n If
e‘‘s" d sn (B.14)
-OO I  7
= 7 7 ^-r ds„ (B.15)I (7 ) J - OO
Substituting zn = sn(an — it) then yields
a?
( B 1 6 )
where the integral is simply the definition of 1X7 ), hence
=  w h ?  (B17)
= ( 1 - - )  (B.18)V Qn /
The r th cumulant of a variable is equal to the coefficient of (it)r/r\ in the expansion 
of the logarithm of its characteristic function, thus:
0 0  (itY
log ipn (t) = J 2 ~ T K t^  (B-19)
r = l  r *
log^nW  =  - 7  log ( 1  -  — ) (B.20)
V a „ /
7
=  ~ 7
it 1 / —i t \ 2 1 / —i t \ 3
an 2 V an J  3 \  a„ / (B.21)
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it 1 /  it \  1 /  it Y
=  7  n 9  (  n ~  )  +  * [ ^ )  +  - +  ( R 2 2 )f l u  2t \CLf i  /  u  \ Q*xi *
Comparison of (B.19) and (B.22) then shows that
Kr(sn) =  l ( r  -  1)!4r* (B.23)
°n
Assuming that the sn are independent, the characteristic function of the global mea­
sure, 5, is defined as
/oo .. .e ,z,+’t2I7+ 'd  x . . .  (B.24)
-OO
=  n ^ n )  (B.25)
n
Hence the r th cumulant of 5  is the sum over n of the corresponding cumulants of sn,
M S') =  H M $ n )  (B.26)
n
=  5 ( r - l ) ! £ a r  (B.27)
2 n
Scaling S  with the transformation S  —> S /a s  one finds
M S )  =  <B-28)
( j S n  <M)
Letting
a n = |q |a and 7 = i ,  ( B . 2 9 )
recovers the family of models discussed in Chapter 5. That the vector n becomes the 
wave vector q, with non-integer elements qx = 2ixL/nx, causes no problems as this 
only introduces constant factors multiplying the sums over integer elements and the 
constants cancel when scaling by o.
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Spin W ave A nalysis of the X Y  
M odel
The derivations in this appendix follow the approach in [16] and are essentially a 
more explicit reproduction of the results therein.
C .l The Reciprocal Space Hamiltonian in d  D i­
mensions
The spin wave approximation to the X Y  model in d dimensions is defined by the 
Hamiltonian
where J  is positive and the sum runs over all nearest neighbour pairs of spins, each 
of which is constrained to lie in the same two dimensional plane. The variable 9r 
represents the angle between the spin at site r  and some arbitrary but fixed axis. It
(C.l)
is assumed that the spins lie on the points of a hypercubic lattice of size N  = Ld. 
Defining the pair of Fourier transforms
(C.2)
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1
=  - T S f E e - ^ r , (C.3)V N 't
equation (C.2) can be substituted into (C.l) to give the reciprocal space form of the 
Hamiltonian. Firstly the contents of the brackets are expressed as,
(S' -O r')  =  ^  Z  (e‘q r -  e'qr> <
V n
*q-r M _  P-*q (r - r')£ e iq r (l )0qi
(C.4)
(C.5)
which squares to give
(Or ~ O s? = l r £ £ ei(q+q' > r ( l  -  ( j  _  e-«l'.<r-r')) ^  (c  g)
N  ,  q'
Using the standard relation
£ e ikr N^°° NSkfi,
r
and substituting (C.6) into (C.l), yields the Hamiltonian in the form, 
1 ^  1
(C.7)
H  =  - J 1 -  E  j }  (1 -  e - - < - 0 )  (1 _  e-<q'.(r-0) ^
Z <r,r') iv q q'
=  - J 2 cos qx) |0c
q x
(C.8)
(C.9)
Equation (C.9) follows because (C.7) forces q -I- q' =  0 and from (C.3) this implies 
q ' =  q*. Also, the sum over nearest neighbours of q .(r — r') is equivalent to summing 
the components qx over the dimensions x.
In two dimensions, i.e. the 2d X Y  model, we have,
H  =  -  J 1 o 7ql^ql 
q
where
7 q =  4 -  2 cos qx -  2 cos qy.
(C.10)
(C .ll)
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C.2 The M agnetization in Two Dimensions
We wish to evaluate the thermal average of the order parameter, (m). Defining the 
instantaneous direction of the magnetization vector as
This means that all sums over q must now exclude q =  0. In these coordinates, the 
cosine form of the instantaneous scalar magnetization is,
To evaluate (m) requires that \ipr \ is recognized as a Gaussian variable so that the 
methods of Gaussian integration may be applied. We must also determine the Green’s 
function propagator
The Hamiltonian (C.9) shows that |0q | is a Gaussian variable, as # q a  |0q |2, giving
and therefore the real and imaginary parts of 0q must be Gaussian in their own right, 
as the convolution of two Gaussians is a Gaussian. In this context 9r, and therefore iprt 
may be thought of as being the sum of two Fourier transforms of Gaussian variables. 
Since the Fourier transform of a Gaussian is itself a Gaussian, this means that ipr 
must be a Gaussian variable! As a result the methods discussed in Appendix A may 
be applied to averages of |0q |, most usefully in the form of Wick’s theorem,
(C.12)
it is possible to transfer to a reference frame in which the Goldstone mode is excluded, 
introducing the variable
Vv =  9r -  0. (C.13)
(C.14)
(C.15)
(C.16)
Expressing =  <j>' +  we see that
W 2 = <  + (C.17)
(C.18)
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The average of the order parameter is therefore,
(m ) =  ( j j Y , C0S^  r
=  ^ E ( C0S^ r )
=  <COS lp0 )
E  ( 0 i \ \  V ’o )
=  E
K  ( « ) !
(2i -  1)!!
,tS (2«)!
T
jG (  0)
°o 1 r T
i=0 J
(  TG (0 ) \
exp - i r j 1
Equation (C.21) follows due to the translational invariance of the system. 
(C.24) arises from the fact,
(2i -  1)!! (2i -  1)(2i -  3)(2i -  5) . . .
(2t)! (2 i) (2 i-  1)(2i — 2)(2i — 3) . . .  
1
(2z)(2i — 2)(2i — 4) . . .
1
2* x d
C.2.1 Determ ining G(r)
Taking to be the Fourier transform of ipr ,
J
q^OqVO
A T E  E  e‘q'r (^qV’q') ■q^O qVO
237
(C.19)
(C.20)
(C.21)
(C.22)
(C.23)
(C.24)
(C.25)
Equation
(C.26)
(C.27)
(C.28)
(C.29)
(C.30)
A ppendix C: Spin Wave A nalysis o f the X Y  M odel
And the variables may be related to 0q:
(C '31)
= ^ E e,qr( « r - 5 )  (C.32)
=  *q -  E  eiq r (C.33)
=  0q -  $y/NS^fl. (C.34)
The definition of the average magnetization direction given above is designed to main­
tain the periodicity of the spins in 9. Using the more conventional expression for the 
mean,
0 = 1 ^ 9  r , (C.35)
and given that
equation (C.34) becomes
^ 0 = ^ E » r ,  (C.36)
=  0 q  -  0O<5q,O (C.37)
= 0 q ( l - ^ q,o). (C.38)
Therefore the Green’s function may be expressed as
G (r) =  ^ E ^ q r ( l ^ l 2) -  (C-39)N T  , nq^ O
Comparing (C.16) with the standard Gaussian form, P(x) oc exp(—x 2/(2cr2)), 
shows that the variance of |0q | is
< \  =  j p  <c -4°)
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and given that o \ — (x2) — (x )2, and that we know (|0q |2) =  0,
T
(I0q|2) =  (C.41)
The Green’s function then becomes
G (r) =  ^ 7 '  (C-42)iy q^O 7q
For r  = 0, this sum may approximated by integrating over a circular Brillouin zone, as 
discussed in Chapter 4, or may be evaluated precisely using the Abel-Plana formula, 
as in Chapter 5. Both lead to
G(0) =  -j-  ln(CiV), (C.43)
47T
with C = 2 and C ~  1.8456 [6] respectively. Combining (C.25) and (C.43) then gives 
the power lawT variation of the magnetization,
/  1 \  T/8nJ
<"> -  (civ) ' (C “ '
This result show's that the magnetization of the d = 2 Harmonic model (and, therefore, 
the critical region of the 2d X Y  model) is zero in the thermodynamic limit. However,
the very slow decline in (m) as a function of N  means that m  is a physically relevant
observable [31].
C.3 The M agnetic Susceptibility
Using the traditional definition of the magnetization,
E S r )  , (C.45)
we can find the second moment of the magnetization distribution as
« >  =  ( ^ E E S , . S r )  (C.46)
=  J i E  (SoSr ) , (C.47)
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where (C.47) follows as a result of the translational invariance of the system. The 
magnetic susceptibility is therefore
N
X = T  { ( m 2 )  "  <m >2) (C.48)
(C.49)
The sum over r  of the average may be expressed in terms of the angles i/it as,
^ £ ( S o S r ) =  -^£(cos(V >o-t& r)) (C.50)
(C.51)
which is possible because the sum results in the sine terms in the expansion of the 
exponential cancelling each other out. As iftr is Gaussian the average in (C.51) can 
be evaluated using the methods described in Appendix A. This gives
^e.Wo _  /exp
=  exp ( - 1  Y ,  £  Jb)
\  Z a=l6=1 /
=  eXP I '4 "  “  ~ ^  +  }) ’
where J\ = - 1, J2 = 1, ^(i) =  Vto and ^(2 ) =  and
A Tj = ( M i )
Combining (C.51), (C.54) and (C.56) gives
- ^ ( S 0Sr ) =  exp 
Substituting (C.57) into (C.49) yields
T  
1
(G(0) -  G(,) )
(C.52)
(C.53)
(C.54)
(C.55)
(C.56)
(C.57)
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N  ( e-?G(o) 
T  \ N
(m )
£ e ? G(r> ) - N (C.59)
T  (C.60)
Equation (C.60) follows from the definition of the magnetization in (C.25). At low 
temperatures the exponential may be expanded with higher terms being discarded,
X « ^ E G ( r f .  (C.61)
r
Substituting (C.42) then gives
T  (m )2 P*(q+q')-r
x « 5 e e e V  ( c - 6 2 )r  q jtO qV O  1 *
N T  (m )2 ,
~  2 J 2  ^2l (C.63)
where g2 is a constant («  0.004) defined in Chapter 4. As (m) ~  N~Tl&'nJ) (from (C.44), 
the susceptibility scales as
X ~  (C 64j
Combining (C.48) and (C.63) then gives
G ~  ( c -65)
~  (C.6 6 )
~  ( m ) , (C.67)
confirming that hyperscaling is obeyed. Furthermore, Berezinskii demonstrated that, 
for sufficiently large systems, 77 =  T /(2 n J )  [56]. Combined with (C.44) and the finite 
size scaling result m  ~  yv- ^/2", this implies that
V =  (C.6 8 )
and therefore the order parameter of the Harmonic model is dependent on a single 
temperature dependent critical exponent t j { T ) .
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The shape of a probability distribution, P{x), is largely governed by the values of its
first four moments. Taking this as a starting point, Pearson developed a means for
obtaining an analytical expression for a distribution using just these moments, via
his eponymous differential equation,
din P{x) _  x + bi  
d x  b0 +  b \ X  +  b x 2
It is assumed that P(x) is a well behaved, normalized, probability density function.
Choosing the origin to coincide with the average gives
Ho = 1 and Hi — 0- (D.2)
The second, third and fourth moments are found as functions of the constants b0 , b \
and b by rearranging (D.l), multiplying by the appropriate factor of x r and integrat­
ing. This leads to,
b0 = (d.3)
i
bi =  ^ ( A  + 3) (D.4)
b = i ( 2 f t - 3 A - 6 ) ,  (D.5)
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where
A = 1 0 f t  -  12ft -  18. (D.6 )
Here the beta variables are related to the third and fourth normalized cumulants, 
that is the skewness and defect of kurtosis, as
01 =  7 3  and f t  =  7 4  +  3. (D.7)
Thus knowledge of the skewness and defect of kurtosis (we shall assume the distri­
bution has been normalized by its standard deviation and take a =  1 ) is sufficient to 
determine the constants bo, bi and b. The solution of the differential equation depends 
on the behaviour of the ‘auxiliary quadratic’
bo +  b\X + bx2 =  0. (D-8)
There are a number of scenarios depending on the relative values of the roots of this
quadratic. Here we consider only the case relevant to the solution of the d = m = 3 
model discussed in Chapter 5. Other possibilities are discussed in detail in [145].
The skewness and defect of kurtosis for the d = m  = 3 model may be evaluated 
numerically using (5.17). They are found to be
7 3  =  -0.769867 and 7 4  =  1.0543, (D.9)
giving
fa =  0.59270 (D.10)
fa = 4.0543 (D U )
A  =  15.43066 (D. 12)
b0 = 0.93574 (D.13)
6 1  =  -0.35195 (D. 14)
b = 0.02142. (D.15)
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Thus, substituting (D.13), (D.14) and (D.15) into (D.8) shows the roots of the
quadratic are real and distinct. In this case it is convenient to shift the origin,
introducing f  =  x  +  6, such that
dl" P i
d£ b f  + B t f  + Bo ( ' ]
where
B 0 = bo + b l { b - l )  and B x = - b x{2b -  1). (D.17)
If a  and ft are then the roots of the new auxiliary quadratic (setting the denominator 
of (D.16) to 0), then
B0 = baft and B\ =  b(a +  ft). (D.18)
It is necessary to consider only the general case where bBi < 0 with a  +  (3 > 0 and 
|q| < p. Equation (D.16) may be written in the form
din P _  pa p(3
where
(D.19)
" - W ^ y  <D-201
There are many solutions to (D.19) depending on the relative signs and magnitudes 
of the variables a, ft and 6. In our model, 0 < a < ft and b > 0 so the distribution 
takes the form
Again, other possibilities are discussed in [145]. The only unknown is the normalizing 
factor Pq which may be found in the usual manner by setting the integral of (D.21) 
to 1. For our model the final result is
( c \  14.27472 / . \ 60.961511 _  2^58404 J I 1 "  1 2 ^ 3 6 3 )  ' ^
remembering that £ =  x — 0.35195.
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