(data from the 1000 Genomes Project) fits to a simple model of population growth described 9 with a single parameter (e.g., foundation time). We infer a time to the most recent common 10 ancestor of 1.7 million years for this population. However, we show that the Yoruba SFS 11 is not informative enough to discriminate between several different models of growth. We 12 also show that for such simple demographies, the fit of one-parameter models outperforms 13 the model-flexible method recently developed by Liu and Fu. The use of this method on 14 simulated data suggests that it tends to overfit the noise intrinsically present in the data.
49
This method can be extended to infer demographic scenarios of several populations, using time-dependent population mutation rate θ. Although they show that their method infers 62 efficiently some theoretical demographies, they do not test the goodness of fit of the expected 63 SFS reconstructed under the demography they infer, with the input SFS on which they apply 64 their method. data available for both genome copies of each individual, i.e., 2n = 216 sequences). We kept 97 all single nucleotide bi-allelic variants to plot the sample SFS. To avoid possible bias due to 98 sequencing errors, we ignored singletons (mutations appearing in only one chromosome of 99 one individual in the sample) for the rest of the study.
100
Site Frequency Spectrum definition and graphical representation: The Site Fre-101 quency Spectrum (SFS) of a sample of n diploid individuals is described as the vector 102 ξ = (ξ 1 , ξ 2 , ..., ξ 2n−1 ) where for i ∈ [1, 2n − 1], ξ i is the number of dimorphic (i.e., with ex-103 actly two alleles) sites with derived form at frequency i/2n. To avoid potential orientation 104 errors, we assumed that the ancestral form is unknown for all sites: we worked with a folded 105 spectrum, where we consider the frequency of the less frequent (or minor) allele. In this 106 case, the folded SFS is described as the vector η = (η 1 , η 2 , ..., η n ) where η i = ξ i + ξ 2n−i for 107 i ∈ [1, n − 1] and η n = ξ n . For a better graphical representation, all SFS were transformed 108 as follows: we plot φ i normalized by its sum, where
The transformed SFS has a flat expectation (i. 
where θ is the population mutation rate, t k is the time during which there are k lines in the 144 tree (hereafter named state k) and P(k, i) is the probability that a randomly chosen line at 145 state k gives i descendants in the sample of size 2n (i.e., at state 2n) (Fu 1995) . For all 146 models, the neutrality assumption ensures that 
161
We normalize the transformed SFS computed under all these models so that their sum 162 equals 1. This normalization removes the dependence on the mutation rate parameter θ.
163
Consequently, the standard model has no parameters while all others have exactly one (τ ).
164
9 . CC-BY-NC-ND 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/078618 doi: bioRxiv preprint first posted online Sep. 30, 2016;  rameter τ by minimizing the weighted square distance d between the observed SFS of the models A and B, we weight the terms by the mean of the two models:
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where X t is the random variable accounting for the frequency of the allele at time t and B t is shows spurious patterns that should not be interpreted, according to Liu and Fu (2015) .
260
The inference of the Yoruba demography with one-parameter models was done by min-261 imizing the distance between observed and predicted SFS. This gave an optimized value τ 262 13 . and Table 1 ).
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The best fitting SFS under each of the five demographic models all have a least square 274 distance d of the order of 10 −4 with the observed Yoruba SFS ( Figure 3A and Table 1 ) and
275
have highly similar shapes ( Figure 3B ). This shows that the five demographic models used 276 to infer the demography of the Yoruba are indistinguishable based on only the observed SFS.
277
To back up this assertion, we computed the expected T MRCA based on the predicted SFS (Table 2) .
308

DISCUSSION
309
In this study, we fit the SFS of the Yoruba population with five simple demographic models 
15
.
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The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/078618 doi: bioRxiv preprint first posted online Sep. 30, 2016;  demography with several bottlenecks in the last 160 000 years. The poor goodness of fit of 316 the expected SFS under this inferred demography with the Yoruba SFS indicates that this 317 complex demography is not to be trusted and suggests that the way the method estimates 318 the number of change points is too flexible.
319
The results obtained by the model-constrained and model-flexible methods showed some 320 similarities: the current population size N e (0) of about 30 000 inferred with the stairway plot 321 corresponds roughly to the coalescent unit of 67 000 years (equivalent to 2N e (0) in the coa-322 lescent theory) found with the one-parameter models. Similarly, the T MRCA of ∼1.7 million 323 years inferred with the one-parameter models seems to match with the last time point of the 324 stairway plot, at about 1.9 million years.
325
We postulate that the complexity of the demography inferred by the stairway plot method 326 is due to the fitting of irregularities of the observed Yoruba SFS. Two concurrent non-327 exclusive explanations can be put forward for these irregularities. First, they can be due 328 to the sampling and thus be considered as noise that should not be interpreted as evidence 329 for demography. Second, these irregularities could be biologically relevant and result from 330 a very complex demographic history. To assess the impact of noise on the stairway plot 331 method, we tested it on simulated SFS under the Linear model. These SFS were simulated 332 with different numbers of independent loci: the more loci, the less noise in the simulated 333 SFS. The stairway plot inference on these SFS shows that the method is strongly affected 334 by the noise in the SFS simulated data: whereas the demography inferred for a smooth SFS
335
(corresponding to a high number of independent loci) corresponds to the true demography 30, 2016; that determining it by likelihood-ratio test, as it is done in the stairway plot method, is 343 not conservative enough, as it does not prevent from overfitting the noise. If the number 344 of parameters was forced to be small, the method might capture the global trend of the 345 demography and avoid this issue.
346
The five one-parameter demographic models all predict virtually the same SFS for the 347 Yoruba population. This implies that they predict the same T MRCA for the Yoruba popula- 
357
Although all five models predict the same T MRCA , the predictions of the population's Among the five tested demographic models, two pairs of models seem to predict partic-363 ularly similar SFS (pairs of models with the two smallest values of d in Table 1 ). First, the 364 Linear (L) and Exponential (E) growth models predict almost identical SFS for the Yoruba Figure 3 shows that, in the time range where informa- 
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. CC-BY-NC-ND 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/078618 doi: bioRxiv preprint first posted online Sep. 30, 2016;  Table 2 : Inference of the foundation time τ under the Linear model on SFS with noise. Mean, 5% and 95% percentile of the foundation time inferred with a Linear model. The SFS on which the inference is made are simulated with a foundation time τ of 2.48, with different number of loci, using the method with topology reconstruction.
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