Presentation slide composition is an important job for knowledge workers. Instead of starting from scratch, users tend to make new presentation slides by reusing existing ones. A primary challenge in slide reuse is to select desired materials from a collection of existing slides. The state-of-the-art solution utilizes texts and images in slides as well as file names to help users to retrieve the materials they want. However, it only allows users to choose an entire slide as a query but does not support the search for a single element such as a few keywords, a sentence, an image, or a diagram. In this paper, we investigate content-based search for a variety of elements in presentation slides. Users may freely choose a slide element as a query. We propose different query processing methods to deal with various types of queries and improve the search efficiency. A system with a user-friendly interface is designed, based on which experiments are performed to evaluate the effectiveness and the efficiency of the proposed methods. key words: presentation slide reuse, slide element search, content-based slide retrieval
Introduction
Presentation slides are one of the most frequently used tools for business, education, and research purposes. One common practice in creating new presentation slides is to start with existing slides. An online survey shows that more than 97% people compose presentation slides by reusing existing materials rather than starting from scratch [1] . One of the primary reasons of slide reuse is to repurpose existing content for different audiences, events, formats, etc. For instance, some massive open online course (MOOC) platforms such as Coursera and edX are oriented towards university students, including research students. Hence the courses they provide involve many recent advances from the research community, and the lecturers often merge the outcomes of their research into the courses. When creating presentation slides, they will reuse the lecture notes used in university courses and the reports/tutorials presented in conferences and symposiums. In business applications, people often modify existing content for the purpose of Manuscript received January 17, 2014. Manuscript revised May 31, 2014. † The authors are with the Department of Systems and Social Informatics, Graduate School of Information Science, Nagoya University, Nagoya-shi, 464-8601 Japan.
† † The author is also with Nagoya Industrial Science Research Institute, Nagoya-shi, 460-0008 Japan.
a) E-mail: jzhang@db.ss.is.nagoya-u.ac.jp b) E-mail: chuanx@nagoya-u.jp c) E-mail: watanabe@nagoya-u.jp d) E-mail: ishikawa@is.nagoya-u.ac.jp DOI: 10.1587/transinf.2014EDP7023 presenting to different audiences or creating a summary by combining materials used in previous presentations. However, browsing these files and searching relevant materials is a time-consuming task. It is difficult to remember where all the contents reside. People often remember only some keywords, an image, a diagram or a slide [2] . To this end, the search and retrieval system for presentation slide reuse was developed [1] . Users may select a whole slide as a query and a similarity search over the text, images, and the contextual information of the slide is invoked to return relevant slides. Moreover, a system that compares different versions of the same slides has also emerged [3] . However, neither of them provides specific input for individual elements in slides and corresponding retrieval methods. Hence it is difficult for the users to search for just text such as keywords or sentences, or graphical elements such as images, diagrams, or charts in a slide. In many cases, there is no appropriate slide on hand to serve as a query, but the users may exactly know what they are looking for: e.g., they want to input keywords or open an image instead of starting with an existing slide that contains them. In addition, their image processing modules are context-based search by comparing image IDs, and thus only applicable to the images that are copied from one slide to another. If the relevant images are bit-wise different from those in the query (e.g., by a change in resolution), they will be completely missed.
In this paper, we investigate the problem of content search for presentation slide reuse. Unlike previous methods, we consider processing queries on elements in slides, including text, images, diagrams, etc. The users may select an element in a slide, or input just some text or specify an image in their computers as a query. In consequence they are freer to request what they want to reuse. We return slides that contain relevant materials, and we do not require the query to be from a slide already stored in the database, whereas it is mandatory in [1] .
As opposed to the context-based methods used by [1] and [3] , we propose content-based methods to handle queries involving visual elements such as images, diagrams, and charts, hence to improve the search quality. The bagof-words model is employed to convert the visual elements in a slide to bags of visual words. For diagram queries, we also take into account the shapes that constitute the diagram as well as the relations between their locations. To process the various types of queries, we propose different scoring functions to measure the relevances of results, hence modeling the queries as top-k searches so that the results presented to the users are ranked in decreasing relevance order. For the sake of efficiency, we devise algorithms to find the top-k answers leveraging the inverted indexes built on the database slides. Based on the proposed methods, a prototype system with a user-friendly interface is designed, and it can be integrated into slide composition tools for slide reuse. The experimental evaluation on real presentation slide data demonstrates the superior search quality of our methods to alternative solutions as well as the efficiency of our methods against the method without indexes.
Our contribution can be summarized as follows:
• We propose content search methods to process slide element queries for slide reuse.
• We design a slide content search system integrated with a user-friendly interface to help users specify the materials they want to reuse and browse search results.
• We conduct experiments to evaluate the effectiveness and the efficiency of the proposed methods with comparisons to existing solutions.
To the best of our knowledge, this is the first piece of work that systematically studies the methods to support the retrieval for most types, if not all, of elements in presentation slides.
The rest of this paper is organized as follows. Section 2 proposes the conceptual viewpoint with the framework and the approaches to slide content search. Section 3 introduces the methods to process individual element search. Section 4 discusses the extension to the processing of multiple element queries and slide queries. Section 5 introduces the user interface of the prototype system and presents experiment results as well as our analyses. Section 6 reviews the existing work on presentation slide reuse and other related topics. Finally, Sect. 7 concludes this paper. Figure 1 overviews the framework of content-based slide element search, composed of four main modules: query input, data preprocessing, query processing, and result presenting. Next we introduce these modules respectively.
Conceptual Viewpoint with Framework and Approaches

Query Input
Presentation materials that are often reused include text and graphical elements (e.g. images, graphs, diagrams) [1] . Our framework supports the search of an element in a slide. In addition, unlike the method in [1] , the query does not need to be from a slide already stored in the database. The users begin by loading a slide file, locate a slide, and then initiate the search by selecting one of the following elements in a slide, as shown in Fig. 2 : (1) a text snippet, (2) an image, and (3) a diagram. For text queries, if the selected text consists of no more than five words, we regard it as a keyword query; otherwise it is regarded as a sentence query. For diagram queries, since they usually consist of individual shapes (e.g., quadrangle, triangle, arrow, etc.), we allow the users to drag the cursor around a rectangle area that contains the diagram, like using a snipping tool. For other element types, a table can be searched with a text query as the users may select the text in the table and submit it, and a chart can be searched with an image query. Besides selecting directly from a slide, the users may also manually type in the text to input a text query, or select an image stored in their computers to submit an image query.
Data Preprocessing
A database of presentation slides is built by offline and stored on disk in order to serve future queries. The users may specify the location where the repositories of slides are stored in their computers.
In this module, we extract the following elements from the database slides: texts, images, and shapes. Tables and charts are treated as texts and images, respectively. The elements are then indexed to support different types of queries. The detailed index construction will be presented in Sect. 3.
Query Processing
The module of query processing is divided into several parts according to the types of queries: text, image, and diagram. Text query is further divided into two sub-categories, keyword query and sentence query. The methods to process the various types of queries will be introduced in Sect. 3.
Result Presenting
The search results are sorted by relevance and shown in a list of slides. We show three results at a time, and the users may click the "next" button to view the next three results. The users are also notified that the remaining results may be irrelevant so that they may decide whether or not to see the remaining results. The page number and the file name are given so they can locate the slide by themselves to reuse the materials in presentation composition tools.
We design a system according to the above framework. The user interface of the system will be shown in Sect. 5.1.
Element Query Processing Methods
We introduce the processing methods for different types of queries, followed by the improvement on efficiency.
Keyword Query
For keyword query, this is a well studied problem in the area of information retrieval. The most prevalent inverted index-based approach [4] is chosen to handle this type of query. We extract texts from the database slides in the data preprocessing step. The text in each slide is tokenized and stemmed into a bag of words with white space and punctuations. Then an inverted index [4] is built, mapping each word to a list of slide IDs that contain the word, called postings list. For each keyword input by the users, the postings list of the keyword is retrieved. Merging these lists will result in the slide IDs that contain all the query keywords.
To rank the result slides, we first assign weights to the input keywords by tf-idf weighting scheme:
where t f t,d is the term frequency of the keyword in the slide, D is the total number of slides in the database, and d f t is the document frequency of the keyword in the database (each slide is regarded as a document). Then the relevance score of a slide with respect to the query is
where q denotes the bag of query keywords, and d denotes the bag of words in the slide.
Sentence Query
The processing of sentence query is more complicated than keyword query. Since the user may not completely remember the original sentence in the existing slides, we need to find the content in the database slides that approximately matches the query. Therefore we adopt the idea of similarity search and design the following function to capture the relevance score between the query and a database slide.
Here q and d are both represented in bag of words, and |x| denotes the cardinality of a bag x. The above scoring function is similar to the Jaccard coefficient defined as the size of the intersection divided by the size of the union. The difference is that we use the size of the query instead of the union as the denominator, so that slides that approximately contain the query are given high scores. Compared with the edit distance-based scoring function used in [1] , our scoring function is insensitive to the order of words, and hence more relevant results can be returned. For example, considering a query of "the telephone was invented by Alexander Bell in 1876" and a slide containing "in 1876, Alexander Bell invented the telephone", the score using Eq. (3) Because three results are shown at a time in the result presenting module and ranked by relevance, this problem is equivalent to a progressive top-k search where k = 3, 6, 9, etc. We will discuss the efficient computation of the top-k search in Sect. 3.5, and continue with other types of queries first.
Image Query
To retrieve images using content information, we adopt the bag-of-words model [5] , a prevalent approach in computer vision. It represents images as bags of elementary image patches called visual words, as shown in Fig. 3 . First, a dictionary of visual words is created, called visual vocabulary. Then each database image can be described using the words that occur in it. In our framework, we choose to tokenize the individual images contained in the database slides into visual words in the data preprocessing step. In order to build a vocabulary of visual words, we first detect interest regions in the images using Hessian-affine detector [6] , which provides good performance [7] and is widely used in Fig. 3 Bag-of-words model for image retrieval [9] .
visual word-based studies because of its insensitiveness to affine transformations such as scaling, reflection, rotation, etc. These regions are described as 128-dimension SIFT descriptors and then clustered using a hierarchical k-means algorithm [8] , each cluster representing a visual word.
To process image queries, the 128-dimension SIFT descriptors of the query image are generated first. To convert them into visual words, we compare them with the visual vocabulary, i.e., the set of cluster centroids found by the hierarchical k-means algorithm during the data preprocessing step, and assign each descriptor to a visual word by selecting the nearest cluster centroid. Moreover, if the Euclidean distance between the descriptor and the centroid is greater than the maximum distance from a database image descriptor to a centroid, we treat it as a visual word outside the vocabulary, meaning it does not appear in the database slides. The query image is hence converted to a bag of visual words. In order to rank the result slides, the relevance score between the query image and a database image is defined by
where q and d are two bags of visual words. It is equivalent to the Jaccard coefficient, and has been adopted for nearduplicate image detection [10] , based on the intuition that similar images share most of their visual words. Like sentence queries, the image queries are thus converted to top-k searches. Its efficient processing will be discussed later.
Diagram Query
Diagram queries are composed of individual shapes, which can be identified by collecting all the shape objects in the slide and selecting those contained in the rectangle area dragged by the user. For diagram queries, we take into consideration two factors: the locations of the individual shapes and the overall appearance of the diagram, and design respective scoring functions to capture the relevances.
For the shapes contained, the relevance should reflect the relationship of placement. For example, Fig. 4 (a) shows a diagram consisting of three shapes: a circle, a line, and a rectangle. Note we consider neither the text in the shapes nor their dimensions but only their types. Because the circle is on the bottom left of the line and the rectangle, a similar relationship should be observed in a relevant result. However, it is difficult to map the shapes in the query diagram to those in the database slide and check their mutual rela- tionships, because a database slide may contain not only the query diagram but also other shapes. The time complexity is O m n · n! , where m and n are the numbers of shapes in the database slide and the query diagram, respectively. Instead, we propose a novel method to compare the orders of shape locations in x and y-axes, respectively. Without loss of generality, we use x-axis to describe our method. First, the shapes in the query diagram and the database slide are both sorted according to the x-coordinates of their centers. Then we have two sequences of shapes, and use the longest common subsequence to measure the common part of them. Dividing the length of the longest common subsequence by the number of shapes in the query, we have a ratio capturing how much of the query sequence is contained by the database sequence on x-axis. The y-axis is processed in the same way. The two ratios are summed up and divided by two to get the shape relevance between a query and a database slide (Eq. (5)).
where q x , q y , d x , and d y denote the shape sequences of the query and the database diagrams on x and y-axes, respectively, and LCS denotes the longest common subsequence.
Example 1:
Consider a query diagram shown in Fig. 4 (a) and a database diagram shown in Fig. 4 (b) . We use C, L, and R to denote the shape types circle, line, and rectangle, respectively. On x-axis, the shape sequences of the query and the database diagrams are { C, L, R } and { C, C, L, R }, respectively, supposing we sort from left to right. The longest common sequences is { C, L, R }. On y-axis, the shape sequences of the query and the database diagrams are { R, L, C } and { C, L, R, C }, respectively, supposing we sort from top to bottom. The longest common sequences is either { R, C } or { L, C }. Thus the shape relevance score is 3+2 2×3 = 0.83. For the overall appearance, the bag-of-words model is employed to process diagram queries. To build the visual vocabulary, we take the screenshot of the each database slide as an image and extract visual words in the data preprocessing step, and consequently the visual words can cover the regions of all the diagrams in the slide. Note that we only need to consider slides that contain at least one shape. The tokenization of diagram queries is the same as that of image queries, except that we use the above-mentioned visual vocabulary for diagrams and only the user-selected area is used as the screenshot.
After converting the diagram screenshots into visual words, the search becomes finding the slide screenshots that approximately contain all the visual words of the query. We use Eq. (6), which is essentially the same scoring function as that used on sentence queries, to measure the relevance score in terms of visual appearance.
where q and d are the bags of visual words of the screenshots from the query and the database slide, respectively. We regard the shape relevance and the visual relevance as equal importance. Hence the overall relevance score is the combination of the two by assigning equal weights (Eq. (7)).
Now we have converted the query processing for sentences, images, and diagrams to three top-k searches with different scoring functions. Next we introduce how to efficiently compute the results of these top-k searches.
Improving Search Efficiency
We use the prevalent inverted index-based approach to handle keyword queries, which has been proved to be efficient and adopted in many real applications such as Web search engines [4] . We begin with sentence queries next.
Sentence Query. An immediate solution is to utilize the inverted index which has been built for keyword queries, computing the score for every slide that contains at least one word in the query, and ranking them thereafter. This method is usually prohibitively expensive due to the existence of frequent words, e.g., "the" and "of", in the query † . To remedy this, we scan the word in the query one by one and use the inverted index to find the slides that share the word with the query. At the same time, for the slides that do not contain any words that have been scanned so far, we can infer an upper bound of their relevance score: if the query share none of its first i words with a database slide d, the maximum possible score between them is |q|−i |q| . For the sake of efficiency, instead of using the original word order in the query, we choose to sort its words in the order of increasing document frequency -the number of database slides that contain the word -and hence the rarest words come first in the query. An important observation is that if a slide shares a rare word with the query, it is likely that the slide approximately contains the query; otherwise, unlikely.
Example 2: Consider a query q = "Alexander Bell is the inventor of the telephone". Assuming the order of document frequency is Bell < inventor < Alexander < telephone < is < of < the. Then after tokenizing and sorting the query becomes q = { Bell, inventor, Alexander, telephone, is, of, the, the }. If a slide does not contain the first two words Bell and inventor, its maximum possible score is 
In order to notify the users that the remaining results may be irrelevant, we compare the scores of the k-th result and the (k + 1)-th result. If score k+1 score k is smaller than a threshold θ, the search process is paused with the notification, and then the users may decide whether or not to continue. θ is set to 0.7 in our system. The reason why we do not merely compare score k with a fixed threshold is that it is difficult to choose a proper threshold to separate the relevant and irrelevant results for queries with different length and contents. Instead, comparing adjacent results can detect where the relevances suddenly drop.
We note that this top-k search algorithm can be applied to any bag-of-words model as well as weighting schemes such as BM25 and other tf-idf-based functions. In the rest of this section, we will employ the same algorithm framework to handle image and diagram queries.
Image Query.
To speed up the top-k search of image queries, we also build an inverted index to map each visual word to a list of containing slide IDs. Then we can use it to process image queries in a similar way to the method for sentence queries. Likewise, we sort the visual words in the query in the increasing document frequency order to efficiently find the top-k answers with Eq. We note that by exploiting the upper bound of relevance score, our method can be extended to support other common similarity/distance functions for image retrieval which are applied on sets/bags of visual words or vectors of visual word frequencies [9] (e.g., L p -distance and cosine similarity).
Diagram Query.
The scoring function for the top-k search of diagram queries (Eq. (7)) consists of two parts. Considering the two factors: (1) we may build an inverted index on the visual words of screenshots in a similar way to that of image queries, and (2) the computation of shape relevance poses more overhead (O(mn) time using dynamic programming for longest common subsequences) than the computation of visual relevance (O(m + n) time); our topk search algorithm for diagram queries is designed on the basis of a biased strategy -use visual relevance to upper bound the unseen slides and compute the shape relevance on-the-fly. We sort the bags of visual words in the query according to the increasing document frequency order, and then use these words to access the inverted index built on visual words. To compute the upper bound of the scores of the unseen slides, we assume that their shape relevance can achieve the highest value 1, and thus the maximum possible score is 0. 
Extensions to Multiple Element Query and Slide Query
In this section we briefly comment on the methods to deal with the scenario where the users select multiple elements or a slide as the query.
To handle the query composed of multiple elements, we define the total relevance score as the sum of the respective score of each element in the query. There are two subtle cases. The first is that in Eq. (2), the relevance score of keywords can be larger than 1, and thus we normalize it before summing up by dividing it by the maximum relevance score of the result using only the keywords as the query. The second is that if the query contains multiple number of elements of the same type, we divide the score of this type by its number. For example, if a user selects a sentence, two images, and a diagram as the query, the total relevance score is score(q, d) = score s + score i 1 +score i 2 2
+ score d , where score s , score i 1 , score i 2 , and score d denote the relevance scores of the sentence, the first image, the second image, and the diagram, respectively.
To compute the top-k results and optimize for efficiency, our method is similar to what we use to deal with diagram queries. We utilize the inverted index of the most selective element in the query, and assume that the relevance scores of other elements can achieve the highest value 1. We define the order of selectivity as diagram, image, sentence, and then keyword, from highest to lowest. For example, considering a query composed of a sentence and an image, since image is more selective than sentence, we sort the bags of visual words in the image according to the increasing document frequency order, and then access the inverted index built on visual words. If the query share none of its first i visual words with the images in a slide d, the maximum possible total relevance score is min(|q|−i,|d|) |q|+|d|−min(|q|−i,|d|) + 1. To handle the query of a whole slide, we first find out the elements in the query slide. Tables are treated as text and charts are treated as images. Then the scenario becomes the same as a multiple element query.
Experiments
We design a slide element search system for presentation slide reuse according to the proposed framework integrated with the query processing methods. In this section, we introduce the user interface of the system and then report the results and analyses of our experiment conducted on the system.
Prototype System
We implemented a prototype of slide element search system in C#. The user interface is shown in Fig. 5 . It consists of three modules: the database selection module, the query input module, and the result output module.
Database Selection Module
For the first-time use of this system, the user needs to click the "Select Database Slides" button on the top right corner, and choose the folders that contain the database slide files. Then the data preprocessing is invoked, and the database slides will be scanned to build indexes.
Query Input Module
In this module, the user can browse the folders and the slide files stored in the computer through a tree view on the top left corner. The user may select a slide file and then a slide number to open a slide, which will be shown in the center of the interface. For text and image queries, the user selects a segment of text or an image from the slide, and clicks the "OK" button on the right to submit the query. If there is no appropriate slide at hand, the user may also manually type a text query or select an image file from his computer. For diagram query, the user first clicks the "Select Diagram Area" button on the right, drag a rectangle area in the slide, and then clicks the "OK" button to submit it.
Result Output Module
Once the user submits the query, the query processing is invoked, taking a scoring function and ranking the results to get top slides. The results are then presented in the bottom of the interface. On its top left corner, the slide files and the slide numbers that contain the results are listed in the order of descending relevance score. The user may doubleclick the file to open it with the application associated, e.g., Microsoft PowerPoint, to reuse the materials. In the bottom, three slides as a group are displayed along with their relevance scores. The top-3 results are shown first, and the user may click the "Next 3 Results" button to see the next group of three results.
Experiment Setup
We use the slide files downloaded from the websites of the 2011 † and 2012 † † International Conference on Very Large Data Bases (VLDB) as the dataset for evaluation. It includes 118 files of academic reports with a total of 3989 slides. The experiments are run on a PC with a 2.8 GHz CPU and 4 GB of RAM.
The following methods are involved in our experiments.
• ES is our proposed slide element search method.
• SBLK12 is a slide retrieval system for presentation slide reuse [1] . It computes the similarities of text, image, and path and file names to get an overall relevance score of a result. Edit distance is employed to capture the text similarity. The Jaccard similarity on image IDs is used to capture the image similarity. The Jaccard similarity on the word bags of path and file names is used to capture the similarity of contextual information. † http://www.vldb.org/2011/ † † http://www.vldb2012.org/
• DPA06 is a presentation slide composition system developed to visually compare between different versions of the same presentation slides [3] . Edit distance is used to measure relevance in text, common image IDs are used to measure relevance in image, and the Mean Square Error of slide screenshots is used to measure the similarity in appearance.
• TTAKM13 is a method to answer diagram queries using types of shapes and their locations in a slide [11] , yet it does not consider the placement relations between the shapes. Note that the users have to draw query diagrams by themselves in this method, which is a laborious task.
As SBLK12 and DPA06 are developed for whole slide queries, we make the following modifications to support element queries. For keyword and sentence queries, we modify their respective edit distance methods by enumerating all the substrings of the slide text and compute edit distance with the query. The score (1 − ed(q,s) max(len(q),len(s)) for SBLK12 and len(q) − ed(q, s) for DPA06) of each substring s is computed, and the maximum is kept as the relevance score between the query and the slide. To avoid blindly enumerating substrings, we apply the following three conditions so they may return results in reasonable amount of time:
(1) A substring must start and end with word boundaries. (2) We impose a condition max(len(q),len(s)) for SBLK12 and len(q) − |len(q) − len(s)| for DPA06). While processing substrings one by one, we only compute edit distance for the substrings whose score upper bounds are greater than the current maximum score. For image queries, we compare with the method of SBLK12 using image IDs. Since neither SBLK12 nor DPA06 includes a module to handle diagrams, we compare with TTAKM13 on diagram queries.
Evaluating Search Quality
Example Query Results
We show some example query results first. We randomly choose queries and take the top-3 slides returned by different methods. Since SBLK12 and DPA06 return the same results in these examples, only SBLK12 is shown here. The examples results of the four types of queries are shown in Fig. 6 (a)-6 (d) .
The keyword query consists of three keywords: Strong, Simulation, and Properties. The top-3 results of ES are highly relevant, with the slide title being "Properties of Strong Simulation". SBLK12's first two results are the second and third results of ES, respectively. However, SBLK12 returns them not because of the title but the text "Strong simulation preserves" on the bottom, which yields small edit distance to the query. This also explains why the first result of ES is missed by SBLK12. The third result of SBLK12 contains only two keywords Strong and Simulation, and hence are less relevant than ES's. The sentence query is "Non-preprocessing streaming algorithm with worst-case guarantee". The first result of ES perfectly matches the query. The second result approximates the query by only replacing "streaming" with "external". The third result shares "streaming algorithm" and "with worse-case guarantee" with the query, and thus is relevant as well. SBLK12 also identifies the first two results, but misses the third one due to the insertion of several words, which yields a considerable edit distance to the query. Its own third result is irrelevant, sharing only one word algorithm with the query.
In the image query example, all the results found by ES are relevant, being exactly or approximately containing the query image. The first results of ES and SBLK12 are the same. However, this is the sole result returned by SBLK12, because SBLK12 uses only image IDs, and this slide is the only one sharing the same image ID with the query. It is also noteworthy to mention that SBLK12 can only deal with the queries in which the image ID is given, i.e., by selecting an image from a slide. It is not applicable to the case where the user selects an image file from his computer as the query.
In the diagram query example, the top-2 results of ES exhibit high relevances as they exactly contain the query. The third result shows a difference with an additional red rectangle. For TTAKM13, only the first result is of high relevance. Its other results contain more arrows and thus are less relevant than those returned by ES.
In all, from the example results we can see that ES returns more relevant results than the alternative methods. 
Precision and Recall
We randomly select 50 queries for each type from the dataset, and they are restricted to semantically make sense. We take the top-k results, where k = 1, 3, 6, 9, and 12, indicating the results shown in the first four pages of our system. Then we measure the precision -the percentage of relevant results amid the retrieved ones, and the recall -the percentage of retrieved results amid the relevant ones, formally defined by the following equations, where R l denotes the set of relevant slides, and R t denotes the set of retrieved slides.
In order to find relevant results, for keyword and sentence queries we first retrieve the slides that share at least 50% words with the query using our program. This process significantly reduces the labor of human judge and barely misses relevant results. Afterwards we manually check the retrieved slides and keep only those indeed relevant. For image and diagram queries, we check all the images and diagrams in the dataset because their numbers are small. Figures 7 (a) and 7 (b) show the precisions and recalls of ES, SBLK12, and DPA06 on keyword queries. The three methods exhibit similar performances but ES outperforms the other two in both precision (by 5%) and recall (by 9%) when k is large. This is because the keywords in the relevant results appear in a different order from the query, and additional words are also inserted between the keywords. In this case, these results are missed by SBLK12 and DPA06 due to large edit distances to the query. On the contrary, ES does not suffer from this case because its scoring function is based on the occurrences of keywords in data slides. An exception is that SBLK12 and DPA06 have better precisions than ES when k = 1. This will be explained in the error analysis in Sect. 5.5.
The search quality on sentence queries is shown in Figs. 7 (c) and 7 (d). Similar trends can be observed as we have seen on keyword queries, but the advantage of ES against other methods is more significant: up to 18% of precision and 33% of recall. The reason is that sentence queries contain more words, and hence the impacts of changing word order and inserting additional words on SBLK12 and DPA06 are more significant. We also observe that ES retrieves almost all relevant results when k is large. The experiments on text queries reveal that using tf-idf-based scoring function for keyword queries and bag-of-words-based scoring function for sentence queries yields better search quality than using edit distance.
For image queries, we plot the results in Figs. 7 (e) and 7 (f). The precisions of both ES and SBLK12 drastically decrease when k moves towards larger values. This is expected because the relevant results of image queries are quite limited, and the quantities are much less than 12. Nevertheless, ES always outperforms SBLK12, and the gap can be as large as 22%. ES achieves 100% recall when k reaches 12, while SBLK12 only retrieves up to 58% of relevant results. The experiment result showcases the advantage of bag-of-words model over the method using only image IDs.
Figures 7 (g) and 7 (h) show the precisions and recalls on diagram queries, respectively. Several observations can be made: (1) the precisions of both methods drop with k, (2) the recalls of both methods raise with k, (3) ES outperforms TTAKM13 by up to 49% in precision and 61% in recall. The reason for the third observation is that we consider not only shape types but also the overall appearance, and the relationship between shape locations is utilized as well.
Evaluating Efficiency
We name the index-based top-k search method proposed in Sect. 3.5 ES-index. A basic algorithm that sequentially scans data slides and computes relevance scores serves as a baseline, named ES-basic. We randomly select 50 queries of each type and measure the average response time of the top-3 results. The efficiencies of SBLK12 and DPA06 are similar on text queries. Due to the lack of index and the costly edit distance computation, both are slower than ES-index by more than 185 times on keywords and 7200 times on sentences.
On image queries, ES-index is 6.2 times faster than ES-basic but 42.8 times slower than SBLK12. This is because we adopt a much more complicated bag-of-words model than the image ID-only method in SBLK12. Considering the trade-off in precision and recall (22% and 58%, respectively) and that ES-index returns results in only 0.2 seconds, our method's disadvantage in efficiency is in an affordable manner.
On diagram queries, ES-basic returns results in 4.0 seconds, thus rendering it not applicable for larger slide repositories. Equipped with the index on visual words, ESindex responses in only 1.2 seconds, and it is 1.6 times faster than the alternative method TTAKM13.
Summary. By comparing precision, recall, and response time, we find that ES achieves the best search quality and is much more efficient than the sequential scan method.
Error Analysis
The top-1 results of our method are not as good as SBLK12 and DPA06 for some keyword queries. This is because ES's ranking function favors the keywords that appear frequently in a slide. There are a few subtle cases where a slide misses one keyword but contains multiple occurrences of other keywords, and ES may rank this less relevant result very high. E.g., for the query consisting of three keywords graph, path, and query, ES's top-1 result does not contain the keyword query but many occurrences of graph and path, and thus it is ranked before more relevant results containing all the three keywords. A possible remedy is to restrict that all keywords must be contained in a result.
We also note that if a sentence query consists of many frequent words in the dataset, some of ES's results are irrelevant because these slides contain almost all the words of the query but in separate locations. E.g., for the query "proposed for efficient indexing and querying moving objects", one of our results contains all the words except objects, but the words are disjoint in locations, rendering the result irrelevant. This can be improved by using shingles [12] (contiguous subsequences of words) instead of words. E.g., consider a shingle of length 3, the query is divided into shingles "proposed for efficient", "for efficient indexing", etc. Data slides are processed in the same way, and the scoring function (Eq. (3)) is applied on top of bags of shingles.
Related Work
The notion of presentation slide reuse was proposed in [2] . An online survey was conducted to study how often users start composing presentation slides from an existing slides and what types of materials are often reused. Based on the survey, a system was developed [1] . The users can select a slide as the query and the system recommends relevant slides stored on the users' machines. The similarities of text, image, and contextual information, i.e., file path and names, are equally considered to compute an overall score to measure the relevance between a query and a result. Edit distance is employed to capture the text similarity. Image similarity is computed using the Jaccard coefficient over image IDs. Contextual similarity is also measured using Jaccard over the full path and file names split by delimiters.
For the problem of presentation slide retrieval, many approaches focus on processing keyword queries. The notion of impression of keywords in slides was proposed and a search engine called UPRISE [13] was accordingly developed to retrieve relevant slides. Another system called SLIDIR [14] was developed to find slide images for a textual query based on machine learning techniques. An XMLbased system was developed [15] to solve the retrieval problem by extracting textual features to compute a fuzzy relevance score for each database slide. In [16] , a snippetgeneration method was proposed to support the retrieval and browsing of slides based on the relationships between slides.
Besides the keyword retrieval from slide files, the indexing and retrieval method in which slides are captured as images was also studied [17] . In addition to handling image queries, answering diagram queries are also investigated [11] . In this work, both query and database diagrams are decomposed into constituent shapes. Then the types of shapes and their locations in the slide are compared to acquire the relevance score.
Another line of work studies presentation composition method. Prevalent composition tools such as Microsoft PowerPoint and OpenOffice Impress mainly focus on providing tools for creating and presenting a sequence of slides, but they do not provide any way of seeing an overview of the differences between multiple versions. To this end, a presentation composition system was developed to visually compare between different versions of the same slides [3] . In [14] , a presentation composition method was proposed on the basis of outline matching and implemented in a tool called Outline Wizard. Other presentation composition approaches include topic clustering [18] and hierarchical organization [19] . In addition, there are a few literatures that investigate generating slides from academic papers [20] , discourse structures [21] , or textbook chapters [22] .
Conclusion and Future Work
In this paper, we proposed content-based search methods for a variety of elements in presentation slides. The users can freely choose keywords, a sentence, an image, or a diagram as a query to find the materials of his interest from a collection of presentation slides. We proposed different query processing methods to improve the efficiency of answering these queries. We designed a prototype system integrated with the proposed methods along with a user-friendly interface, and conducted experiments on top of it. The experiment results show that our proposed methods return better results than alternative methods and are much faster than the method without indexes.
Our future work includes developing browsing methods for presentation slides based on reused elements. The users may find the origin of an element when they browse a slide. Another direction is to explore the composition methods that automatically generate slides by reusing existing materials. 
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