The study of the computational power of randomized computations is one of the central tasks of complexity theory. The main goal of this paper is the comparison of the power of Las Vegas computation and deterministic respectively nondeterministic computation. We investigate the power of Las Vegas computation for the complexity measures of one-way communication, ordered binary decision diagrams, and finite automata.
INTRODUCTION AND DEFINITIONS
The comparative study of the computational power of nondeterministic, deterministic, and randomized computations is one of the central tasks of complexity theory. In this paper we focus on the relationship between Las Vegas and determinism and between Las Vegas and nondeterminism.
The relationship between the complexity classes P and ZPP, the class of languages accepted by polynomial-time Las Vegas Turing machines, is unresolved. One can consider counterparts of these classes for other computing models. In [1] such counterparts for communication complexity have been introduced. Already in 1982, Mehlhorn and Schmidt [2] proved an at most quadratic gap between determinism and Las Vegas for communication complexity. Similar polynomial gaps between Las Vegas and determinism are known for the combinational complexity of non-uniform circuits, the space complexity of Turing machines [3] , and the time complexity of CREW PRAMs [4] .
Generally, for fundamental computing models, one conjectures that the costs of Las Vegas computations are closer to the costs of deterministic computations than to the costs of nondeterministic computations.
We investigate the relationships between determinism, Las Vegas, and nondeterminism for the following three complexity measures:
(i) message length in one-way communication complexity,
(ii) the size of ordered binary decision diagrams (OBDDs), (iii) the size (i.e., the number of states) of finite automata. 2 To define Las Vegas computations we follow [5] and consider self-verifying nondeterminism. 3 A selfverifying nondeterministic machine M is allowed to give three possible answers "yes," "no," "don't know." M is not allowed to make mistakes: If the answer is "yes," then the input must be in L (M) . If the answer is "no," then the input cannot be in L(M). For every input there is at least one computation that does not finish with the answer " don't know. " We say that M is a Las Vegas machine recognizing a language L if and only if M is a self-verifying nondeterministic machine recognizing L and for each input the answer "don't know" is given with probability at most 1 2 . Note that this upper bound 1 2 on the failure probability (unsuccess) is not essential. Any ε < 1 can be considered. Obviously, the difference between self-verifying nondeterminism and nondeterminism is that the negative answer of a nondeterministic machine gives no information about the relationship of the input to L(M). The answer "no" only means that the machine has not succeeded in proving that the input is in L(M). On the other hand, for self-verifying nondeterminism the answer "no" implies that M has proved in this computation that x / ∈ L(M). We observe that the concept of self-verification is general and can be applied to almost all computing models. The consideration of the intersections of some complexity classes with their corresponding complement classes (like NP ∩ co-NP) is only a special case of this concept. Self-verification allows a natural definition of Las Vegas computation as a restricted self-verifying nondeterministic computation. And this restriction is the same as the restriction one uses to define Monte Carlo computation as a restricted nondeterministic computation. So, the difference between Las Vegas and Monte Carlo may be considered to be of the same nature as the difference between self-verifying nondeterminism and nondeterminism.
Self-verifying nondeterminism is of independent interest, since it provides a natural concept for a comparative study of the complexities of solution verification, search for a solution, and proving the nonexistence of solutions:
1. The complexity of deterministic computations is the maximum of {complexity of the search for a solution, complexity of finding a proof of the nonexistence of any solution}.
2. The complexity of nondeterministic computations is the complexity of verifying that a guessed candidate for a solution is a correct solution.
3. The complexity of self-verifying nondeterminism is the maximum of {complexity of verification of a guessed candidate, complexity of verifying a guessed proof of the nonexistence of any solution}.
We compare deterministic and nondeterministic computations not only with Las Vegas computations, but also with general self-verifying nondeterministic computations. The main results of this paper are as follows:
(i) One-way communication complexity: We consider the one-way version of two-party protocols as introduced by Yao [6] for a fixed partition of the input. Computer C I receives the first half of the input and computer C II receives the rest. Informally, a deterministic one-way protocol P first determines the message sent from computer C I to computer C II on the basis of the input of C I and then decides whether C II accepts or rejects. The decision of C II is made solely on the basis of the received message and the input of C II .
The one-way communication complexity of P, cc 1 (P), is the length of the longest message sent by C I . Finally for a Boolean function f , cc 1 ( f ) denotes the one-way communication complexity of the best protocol computing f . Let ncc 1 ( f ) (resp. svncc 1 ( f ), lvcc 1 ( f )) denote the one-way nondeterministic (resp. self-verifying, Las Vegas) communication complexity of f .
In our main result of this part we show that
for every Boolean function f . This result is quite surprising, because there is a quadratic gap between Las Vegas and determinism for the general (two-way) model of communication complexity [2] . Moreover, for a specific language L ⊆ {0, 1} * , we show that cc 1 
n . Hence the relationship in ( ) is best possible.
Note that the constant 2 in the relationship ( ) is the consequence of choosing 1 2 as the bound on the probability to finish the communication with the answer "don't know." If one considers an arbitrary ε < 1 instead of 1 2 , then ( ) has to be replaced by lvcc 1 
It is well known that there exist languages A with an exponential gap between cc 1 (h n (A)) and ncc 1 (h n (A)). Using a simple, standard argument we show that there is a language L with an exponential gap between cc 1 (h n (L)) and svncc 1 (h n (L)). Thus, self-verifying nondeterminism may be much more powerful than determinism. This establishes another substantial difference between one-way and two-way communication complexity, where self-verifying nondeterminism is polynomially related to determinism [9, 10] .
(ii) Ordered binary decision diagrams: OBDDs [11, 12] are a restricted version of branching programs [13, 14] and are successfully used as data structures for Boolean functions. They allow succinct representation of many Boolean functions and possess efficient algorithms for the most important operations on this data structure. The complexity of an OBDD A, called the size of A, is the number of nodes of A. Previously only Monte Carlo randomized OBDDs and branching programs have been investigated (see, e.g., [15] ). Las Vegas randomized OBDDs are considered here for the first time. Applying the results of (i) for one-way communication complexity we prove a polynomial relation between determinism and Las Vegas for the size of OBDDs.
(iii) Finite automata: We consider the model of one-way finite automata. In the following L(A) denotes the language accepted by the computing device A. We also consider self-verifying nondeterministic finite automata (SNFA) as nondeterministic automata whose states are partitioned into three disjoint groups: accepting states, rejecting states, and neutral states. An input word is accepted (rejected) by a SNFA if there exists a computation finishing in an accepting (rejecting) state. Moreover, for no input there exist two computations finishing in the accepting and rejecting state, respectively, and for each input at least one computation is accepting or rejecting.
We introduce a Las Vegas finite automaton (LVFA) as a SNFA A which for any x ∈ L(A) reaches an accepting state with probability at least 1 2 and which for any x / ∈ L(A) reaches a rejecting state with probability at least 1 2 . For every state q of A and every symbol a of the input alphabet, we allow an arbitrary probability distribution over the set of edges leaving q and labelled by a. The probability of a computation of A is the product of the transition probabilities along the path of the computation.
For any regular language L we define s(L), ns(L), svns(L), and lvs(L) respectively as the size of a minimal deterministic, nondeterministic, self-verifying nondeterministic, and Las Vegas finite automaton for L.
The main result of this part shows that
for every regular language L. The optimality of this lower bound on lvs(L) is verified by constructing a regular language L with s(L ) = ((lvs(L )) 2 ). Again, the result lvs(L) ≥ √ s(L) is connected with bounding the probability of reaching a neutral state by 1 2 . If one takes an arbitrary ε < 1 instead of 1 2 , then one obtains lvs(L) ≥ (s(L)) 1−ε . It is well known that there are regular languages with s(L) ∼ 2 ns(L) . Here, we show that for some regular languages A, B there are exponential gaps between s(A) and svns(A) and between svns(B) and ns(B).
Recently some of our results have been generalized to quantum communication in [16] . It is shown there that even quantum Las Vegas one-way protocols cannot be better than deterministic one-way protocols for total functions by more than a factor of 2. Our result about Las Vegas automata also generalizes to the quantum case. This paper is organized as follows. In Section 2 we analyze the Las Vegas communication complexity and apply the obtained results in Sections 3 and 4 to OBDDs and automata respectively.
ONE-WAY COMMUNICATION COMPLEXITY
We consider one-way Las Vegas protocols with a public 5 random source [17] . Note that this strengthens the lower bound results because the lower bounds on randomized protocols with public random sources are also lower bounds on randomized protocols with private random sources. Let, for any
First, we present our main result.
with finite sets X and Y,
Proof. First, we give an informal idea of the proof. Let f : X × Y → {0, 1} be a finite function. We represent f by its communication matrix
The number of different messages of an optimal one-way protocol P computing f is exactly the same as the number
Any one-way Las Vegas protocol P may be considered as a collection of deterministic one-way protocols P 1 , P 2 , . . . with probabilities p 1 , p 2 , . . . . 6 For any input α, P i may produce the results 0,1 or * (i.e., "don't know"). Since P is a Las Vegas protocol, no protocol P i ever errs and for every (u, v) ∈ X × Y , the protocols P 1 , P 2 , . . . produce the output * with probability at most Our main goal is to find one protocol P i such that M(P i ) has at least √ row(M( f )) different rows. In order to reduce the number of different rows of these deterministic protocols we will have to replace certain entries of M( f ) by a * in a clever way. Obviously, replacing certain entries of M( f ) by * will help reduce the number of different rows far more than the replacement of other entries by * . For the identity matrix the diagonal entries play this helper role. For instance we can reduce the number of different rows to two by setting the upper left and the lower right quarter to * . Observe that this radical reduction in the number of different rows is obtained after replacing only one half of the entries by * . On the other hand, any significant reduction in the number of different rows has to involve the diagonal entries and any such entry has to stay untouched with probability at least one half. An obvious averaging argument shows that one deterministic protocol exists with at least N /2 different rows (if we consider the N × N identity matrix).
In the above example the diagonal entries form a fooling set and any Las Vegas communication protocol has to have at least |F| 2 messages for a fooling set F. However, we cannot expect to find large fooling sets in general. In particular, the n × log 2 n communication matrix M * whose ith row contains the binary representation of i possesses only fooling sets of logarithmic size. But it can be shown in this case that any Las Vegas one-way protocol has to have √ n messages. Our proof will introduce a new notion of fooling sets. Set M( f ) = M and assume that M has r pairwise different rows and c pairwise different columns. Our new notion of fooling sets is based on a real-valued weight assignment
We define the function weight recursively, processing M column after column in a clever way. 
and
The procedure recursively continues with I 0 and I 1 . Observe that the procedure stops if the row sets are singletons, since then all columns will be monochromatic.
We begin our analysis with the following technical fact. In what follows 0 · log 0 is defined to be 0.
FACT 2.1. For any x, y ≥ 0 and d ∈ (0, 1),
Proof. The cases where x or y are 0 are trivial. Write p = x/(x + y) and q = y(x + y). Then p + q = 1. The fundamental fact that the informational divergence
for any two probability distributions ( p 1 , . . . , p n ) and (q 1 , . . . , q n ) is always nonnegative [18] tells us that
for every d ∈ (0, 1). Adding the obvious equality (remember that p + q = 1)
and cancelling yields
Multiplying by x + y yields the claimed inequality.
Proof of Theorem 2.1 continued. For a subset
R ⊆ {1, . . . , r} set differ(R) = { j | ∃i 1 , i 2 ∈ R : M[i 1 , j] = M[i 2 , j]}.
Now
, we are ready to analyze the properties of our weight assignment.
weight(i, j) = log 2 r.
(c) For any R ⊆ {1, . . . , r}, j∈differ(R) i∈R
Proof. Part (a) is immediate by construction. We verify part (b) by induction on r . The basis for r = 1 is trivial. For the inductive step we can assume without loss of generality that column 1 is not monochromatic. Let I 0 (resp. I 1 ) be the set of those rows with a zero (resp. one) in column 1 and assume that |I 0 | = c · r.
We apply the induction hypothesis to the rows in I 0 and I 1 . For a row i ∈ I 0 we obtain Part (b) follows with a symmetric argument for the rows in I 1 . We apply induction on the size of R to verify part (c). The basis for |R| = 1 is again trivial. We assume for the inductive step that column 1 is not monochromatic for the rows in R. Hence R splits into the subsets R 0 resp. R 1 of those rows in R with value zero (resp. one) in column 1. Since we can apply the induction hypothesis to R 0 and R 1 , we obtain j∈differ(R) i∈R
Thus part (c) follows from Fact 2.1.
Proof of Theorem 2.1 continued. Assume we have a one-way Las Vegas protocol P for a Boolean function f represented by the matrix M( f ) with r pairwise different rows. Let the function weight be defined for M( f ) with the above three properties. Then there is a deterministic one-way protocol P ∈ {P 1 , P 2 , . . .} such that ( * ) the sum of all weights of entries of M(P) with value * is at most one half of the sum of all weights (i.e., at most This follows, since for every input the output of P is equal to * with probability at most one half. The deterministic protocol P partitions the set of all rows of M( f ) into classes R 1 , . . . , R k of identical rows 
Hence the sum of weights of entries of M(P) with value * is at least
From the above inequality and from ( * ), it follows that
and hence that k ≥ √ r . In other words, M(P) has at least √ r different rows, so that the deterministic protocol P has to consist of at least √ r messages.
In the proof of Theorem 2.1 we have assumed that the probability of the output * is bounded by 1 2 for every input. Since for Las Vegas computing models the size of the upper bound on unsuccess is not essential, one can use any upper bound ε < 1 of computing * in the definition of Las Vegas protocols. One can easily observe that the exchange of the upper bound 1 2 on unsuccess for an arbitrary upper bound ε, 0 < ε < 1, would result in the fact that the matrix M(P) has at least r 1−ε different rows. So, in this general case the claim of Theorem 2.1 would be lvcc 1 
To show that the lower bound of Theorem 2.1 cannot be improved we consider the language L = {x y ∈ {0, 1} * | |x| = |y| and if y = 0 i 1z, then x i+1 = 1, for 0 ≤ i < |x|}.
Remember, that for every n ∈ IN , h n (L) is a Boolean function of n variables defined by
THEOREM 2.2. For every positive integer n,
(ii) lvcc 1 (h 4n (L)) = n, and (iii) log 2 2n ≤ svncc 1 (h 4n (L)) ≤ log 2 2n + 1.
Proof. It is well known that, for every Boolean function f , cc 1 ( f ) is equal to the logarithm of the number of different rows in M( f ) (see [7, 9] ). Since there are no two identical rows in M(h 4n (L)) and M(h 4n (L)) has 2 2n rows, the result (i) follows. We obtain a Las Vegas protocol for h 4n (L) communicating n bits as follows. The first computer flips an unbiased coin and sends accordingly the first respectively the second half of its input. Obviously the second computer is now able to determine the result with probability 1 2 . Because of (i) and Theorem 2.1 there is no better protocol.
The fact svncc 1 (h 4n (L)) ≥ log 2 2n is obvious because svncc 1 (h 4n (L)) ≥ log 2 (cc 1 ( f )) for every f [19] . On the other hand, log 2 2n +1 bits suffice for a self-verifying protocol, if processor C I guesses a position j ∈ {1, . . . , 2n} and sends the binary code of j and the bit x j to C II . C II knows the crucial bit position and gives a binding answer if position j matches. Thus, Theorem 2.2 shows not only the optimality of the lower bound of Theorem 2.1, but also an exponential gap between determinism and self-verifying nondeterminism. Note that this exponential gap cannot be improved because ncc 1 ( f ) ≤ 2 cc 1 ( f ) for every Boolean function f [7, 19] . This result contrasts to the at most quadratic gap between determinism and self-verifying nondeterminism for twoway communication complexity. To show also an exponential gap between nondeterminism and selfverifying nondeterminism, it suffices to consider the language ID C = {x y ∈ {0, 1} * | x = y, |x| = |y|}.
OBSERVATION 2.3. For every positive integer n,
(i) ncc 1 (h 2n (ID C )) ≤ log 2 n + 1, and
Proof. (i) is obvious because C I can guess a position j in which the inputs of C I and C II differ. So, the message consists of the binary code of j and of the jth bit of the input of C I .
Obviously, for even input lengths the identity language ID = {x x | x ∈ {0, 1} * } is the complement of ID C . Since it is well known that ncc 1 (h 2n (ID)) = n (see, for example, [7, 8] ) and
for every function f , equality (ii) follows.
OBDDS
In what follows we apply Theorem 2.1 to get a polynomial relationship between Las Vegas and determinism for OBDDs. OBDDs [11, 12] are highly restricted branching programs [13] . A branching program is a directed acyclic graph with one source and two sinks labelled by Boolean constants 0 and 1. The non-sink nodes are labelled by Boolean variables and have two outgoing edges labelled by 0 and 1. The computation of a branching program A on an input a = a 1 a 2 . . . a n starts at the source. At an inner node labelled by x i the outgoing edge with the label a i is chosen. The label of the sink that is reached defines f A (a) for the Boolean function f A computed by A. An OBDD is a branching program that satisfies the following restrictions: (i) for every input variable x and for every directed path P of A, P contains at most one node labelled by x, and (ii) there exists an ordering X A = x i 1 , x i 2 , . . . , x i n of the input variables x 1 , x 2 , . . . , x n such that the sequence of the labels of nodes on every directed path of A is a subsequence of X A .
An OBDD A is called levelled if every path from the source to a sink has length n; i.e., the nodes of A can be partitioned into n + 1 disjoint sets l 0 (A), l 1 (A), . . . , l n (A), where nodes in the ith level l i (A) have distance i from the source, and all nodes of l i (A) have the same label. The width of a levelled OBDD A is
The most important complexity measure for an OBDD is its size, namely the number of its nodes. For any Boolean function f , we denote by size( f ) [lev-size( f )] the size of the best [levelled] OBDD for f .
In the literature (see, e.g., [15] ) randomized branching programs and OBDDs have been investigated. We consider for the first time Las Vegas OBDDs (LV-OBDDs). The extension of OBDDs to LV-OBDDs is straightforward. One adds a new sink labelled by * ("don't know"). For any nonsink node v one allows several edges (v, u 1 ), . . . , (v, u k ) , k ≥ 1, labelled by the same Boolean constant. To each edge (v, u i ) the probability prob(v, u i ) is assigned. The only requirements are 0 < prob(v, u i ) ≤ 1 for every i and
The meaning is that during the computation of a LV-OBDD at each inner node labelled by x i one of the edges labelled by a i is chosen with probability given by function prob. So, the probability of a path s 1 , s 2 , . . . , s n , s n+1 is   n   i=1 prob(s i , s i+1 ) . We say that a LV-OBDD A computes a Boolean function f if for every input a the probability of reaching the sink labelled by f (a) is at least 1 2 and the probability of reaching the sink labelled by f (a) is 0. Let LV-size( f ) (LV-lev-size( f )) denote the size of the best Las Vegas (levelled) OBDD for f .
To establish the relationship between Las Vegas and determinism for OBDDs we present a few simple facts. In what follows we need to consider one-way protocols for arbitrary input partitions. A partition of a set X = {x 1 , . . . , x n }, n ∈ IN, of input variables is any pair = ( I , II ) where I ∪ II = X and I ∩ II = ∅. A one-way protocol according to a partition = ( I , II ) is the usual one-way protocol; the only difference is that the computer C I obtains values of variables from I and C II obtains values of variables from II . Let mc(D) denote the number of different messages of a deterministic one-way protocol D. Let cc 1 ( f, ) be the one-way communication complexity of the best protocol computing f according to , and let mc( f, ) = min{mc(D) | D is a one-way protocol computing f according to }.
The following statement is implicit in [7, 20] . 
for every j ∈ {1, . . . , n − 1}.
Proof. For every j ∈ {1, . . . , n}, mc(D j ) is greater than or equal to the number of different rows of the communication matrix M j ( f ) obtained from f by using the partition j of input variables [9, 19] . The number of different rows of M j ( f ) is exactly the number r j of different subfunctions of f obtained by fixing x i 1 , . . . , x i j to arbitrary values. One can then construct a levelled OBDD for f , where the jth level contains exactly r j nodes [20] . 
Note that Fact 3.1 is true also for nondeterministic and randomized versions of OBDDs and one-way protocols. So, we obtain the following result.
Proof. Let A be a size-optimal levelled LV-OBDD computing f : {0, 1} n → {0, 1}. Let f be defined over X = {x 1 , . . . , x n }, and X A = x i 1 , . . . , x i n for a permutation (i 1 , . . . , i n ) of (1, . . . , n) . For every j ∈ {1, . . . , n}, let j = ({x i 1 , . . . , x i j }, {x i j+1 , . . . , x i n }). By considering a randomized version of Fact 3.1 we have, for every j ∈ {1, . . . , n − 1}, a Las Vegas one-way protocol B j computing f according to j with mc(B j ) = |l j (A)|. According to the proof of Theorem 2.1 we have
for every j ∈ {1, . . . , n − 1}. Because of Fact 3.2 there is a levelled OBDD C computing f with X C = X A and |l j (C)| = mc( f, j ). From Corollary 3.1 it then follows that
Since size(C) = 1 + 
In the case of general OBDDs we have a weaker result than for levelled OBDDs. But also in this case there is no exponential gap between determinism and Las Vegas for the size of OBDDs. 
THEOREM 3.2. For any Boolean function f of n variables
for every i ∈ {1, . . . , n}. According to the proof of Theorem 2.1 we have
for every i ∈ {1, . . . , n}. Since B is a size-optimal OBDD with ordering X A , the number α i of nodes of B with label x i is a lower bound for mc( f, i ) [20] . Choose some i ∈ {1, . . . , n} with α i ≥ size(B)/n; then we have
Concatenating (1), (2), and (3) we get
FINITE AUTOMATA
The main goal of this section is to show an at most quadratic gap between Las Vegas and determinism.
The idea of our approach is to find a strong connection between the number of messages of one-way protocols and the number of states of finite automata in such a way that Theorem 2.1 can be applied. Such a connection between one-way protocols and finite automata has been observed already in [21] in the form
for every regular language L ⊆ {0, 1}
* and every n ∈ N . Obviously this relation holds in the nondeterministic and randomized cases, too. More precisely, the number of different messages of the best one-way protocol is a lower bound on the number of states of finite automata. Unfortunately the difference between these two complexity measures may be arbitrarily large because communication complexity is defined in terms of a non-uniform computing model, whereas automata form a uniform computing model: Consider, for instance unary languages L where we always have cc 1 (h n (L)) ≤ 1 but for any constant c we have a unary language L with s(L ) > c. To overcome this difficulty we introduce one-way uniform protocols: DEFINITION 4.1. Let be an alphabet and let L ⊆ * . A one-way uniform protocol over is a pair D = , ϕ , where:
* is a function with the prefix freeness property ( (x) is no proper prefix of (y) for any x, y ∈ * ), and
The message complexity of the protocol D is
and we define the message complexity of L as 
Let row L be the number of different rows of M L . Now, we can formulate the crucial observation claiming that the message complexity of a regular language L is the same complexity measure as the size of the minimal finite automaton for L.
Proof. The equality s(L) = row L is just a reformulation of the Myhill-Nerode theorem, because row L is exactly the index of the right invariant relation on * according to L. Since s(L) is finite for every regular language L, and the number of different rows of a communication matrix is equal to the number of different messages used by the best one-way protocol computing this matrix (for this well-known fact see, for instance [7] [8] [9] ), and we obtain mc(L) = row L . Now, we are ready to formulate our main result.
Proof. Let L be a regular language over an alphabet . Since row L is finite, one can easily find a finite submatrix M of M L with row L = s(L) different rows. Let f be the finite function of two arguments that correspond to M. Then the optimal one-way protocol for f uses exactly row L different messages. Let A be a LVFA for L with lvs(L) states. In the obvious way, this automaton induces a one-way Las Vegas protocol for the function f that uses lvs(L) different messages. In the proof of Theorem 2.1 it was shown that in this situation we must have lvs(L) ≥ √ row L . By Lemma 4.1 the result follows.
The language L k = {w ∈ {0, 1} * | w = u1v and |v| = k −1} is a well-known example of a language producing an exponential gap between s(L) and ns(L) [22] . We use L k to show that Theorem 4.1 cannot be improved. But first we give the following useful observation expressing the typical property of self-verifying nondeterminism. 
Proof. (i) and (ii) are well-known facts. (iii) follows immediately from Observation 4.2 and from (iv). To show (ii) we consider the following strategy of a LVFA A. The computation of A starts by randomly guessing whether the important bit (the kth bit from the end) is on an even or odd bit position. Now, one can easily construct a deterministic FA of 2 k/2+1 states accepting L odd k = {w ∈ {0, 1} * | w = u1v, |v| = k − 1, and |u| is odd} or L even k = {w ∈ {0, 1} * | w = u1v, |v| = k − 1, and |u| is even}.
Again we see that self-verifying nondeterminism may be much more powerful than determinism (resp. Las Vegas). If one wishes to demonstrate a large difference between self-verifying nondeterminism and nondeterminism, one has to choose a regular language with a large difference between ns(L) and ns(L C ). We consider for every m ∈ N the language U m = {u0v1w, u1v0w| | v| = m − 1, uvw ∈ {0, 1} * }. 
