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Abstract
Unsupervised domain adaptation in person re-
identification resorts to labeled source data to promote
the model training on target domain, facing the dilemmas
caused by large domain shift and large camera variations.
The non-overlapping labels challenge that source domain
and target domain have entirely different persons further
increases the re-identification difficulty. In this paper, we
propose a novel algorithm to narrow such domain gaps.
We derive a camera style adaptation framework to learn
the style-based mappings between different camera views,
from the target domain to the source domain, and then
we can transfer the identity-based distribution from the
source domain to the target domain on the camera level.
To overcome the non-overlapping labels challenge and
guide the person re-identification model to narrow the
gap further, an efficient and effective soft-labeling method
is proposed to mine the intrinsic local structure of the
target domain through building the connection between
GAN-translated source domain and the target domain.
Experiment results conducted on real benchmark datasets
indicate that our method gets state-of-the-art results.
1. Introduction
Person re-identification (person re-ID) aims to find
the same person among a camera network. Its applica-
tions in security and surveillance draw attention from both
academia and industry on person re-ID and thus impel the
development of related algorithms. Particularly, supervised
methods for person re-ID produce good results in the liter-
ature [30, 36].
However, in many scenarios labeled data are unavailable
in an interested target domain. Labeling target domain in a
manual manner is extremely expensive on account of cor-
rectly finding out the same person among different cam-
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Figure 1. Exemplar samples from Market1501 and DukeMTMC-
reID with their camera labels specified.
eras, even in a network scene with moderate amount of
cameras. Thus supervised learning in target domain is in-
feasible in such case. Previous works [17, 22, 23, 38] at-
tempt to learn re-ID models in a completely unsupervised
way through extracting hand-crafted features. But label
information is important for the system to learn discrim-
inative features. One case is that we can adapt the sys-
tem trained on the labeled data from other domains, which
are called source domains. Recent works [5, 32] test the
trained-ready systems on the target domain but just obtain
bad performance. That is, re-ID systems are sensitive to the
domain gaps between different scenarios, which may due
to cameras discrepancy on lighting conditions, resolutions,
human race, seasons, backgrounds, etc. Some examples are
shown in Fig. 1. The camera styles of Market1501 [38]
and DukeMTMC-reID [27] are quite different. For exam-
ple, due to seasons and viewpoints, clothing style between
the two domains exhibits large discrepancy, and the lighting
variation of DukeMTMC-reID is larger than that of Mar-
ket1501. Additionally, images in DukeMTMC-reID have
more distinct backgrounds than Market1501. This indicates
that the model trained on the source domain may have weak
generalization ability on the target domain. It brings a new
problem that how can we adapt the model to a target do-
main that we are interested in. This refers to an unsuper-
vised learning setting which attempts to use some valuable
information in existing labeled data from source domains,
i.e, unsupervised domain adaptation (UDA) in person re-
ID, in which data from the source domain is fully labeled
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Figure 2. Flowchart of the CSGLP algorithm. The left diagram is camera style adaptation, in which G and D is the generator and
discriminator of StarGAN, respectively. G makes efforts to translate the camera styles from T to S. The right diagram corresponds to the
KNN-based soft-labeling module.
while data from the target domain are unlabeled.
Two main challenges exist in such a setting. One is the
camera variations challenge that both between-domain and
within-domain camera style variations are large (see Fig. 1),
which may cause failure to re-ID systems trained on the
source domain only when directly testing on a target do-
main, as the model cannot learn target camera-invariant fea-
tures. Another is the non-overlapping labels challenge that
pedestrians in source and target domains are totally differ-
ent, making the task more difficult.
Several methods have made efforts to tackle such prob-
lems. For the camera variations challenge, refs. [4, 32] uti-
lize generative adversarial networks (GAN) [10] to facilitate
the learning task. GAN, typically consisting of a genera-
tor and a discriminator, learns mappings from one distribu-
tion to another with unlabeled even random data. Exten-
sive variants [3, 15, 18, 24, 34, 40] have shown remarkable
performance on image-to-image translation tasks. Thus in
unsupervised domain adaptation re-ID, following Cycle-
GAN [40], Similarity Preserving cycle-consistent Genera-
tive Adversarial Network [4] (SPGAN) and Person Trans-
fer Generative Adversarial Network (PTGAN) [32] propose
image-to-image translation frameworks for re-ID to relieve
the camera gaps between source and target domains. Both
of them attempt to train a discriminative model on the GAN-
translated data which originally come from the source do-
main. Such translated images share the same camera styles
with the target domain while preserving pedestrian labels.
However, these methods either transfer the global style of
the source domain to the target domain or train multiple
CycleGANs to learn translation mappings between specific
camera styles. They are unable to capture camera varia-
tions within one domain in an efficient way. This is time-
consuming in that multiple GANs need to be trained, and
also data-deficit in that only a subset of the data is used to
train each mapping.
For the non-overlapping labels challenge, refs. [5,20,33]
stress importance on reliable label estimation for the tar-
get domain. While UMDL [26] proposes a multi-task dic-
tionary learning method combining the source and target
data to obtain a discriminative target-domain representa-
tion. Nevertheless, these methods concentrate on only one
aspect of these two challenges, and specially camera varia-
tions in the target domain have not got enough attention.
In this paper, we propose a new algorithm framework
to tackle these two challenges together. Fig. 2 shows our
motivation and algorithm flowchart. For simplicity, we
abbreviate our camera style generation and label propa-
gation method to CSGLP hereinafter. To learn the trans-
fer mappings between different camera views and mul-
tiple datasets/domains simultaneously, we explore Star-
GAN [3] as camera style adaptation network. This frame-
work achieves multiple style adaptations across cameras
by using a unique generative adversarial network. For the
non-overlapping labels challenge, based on the fact that the
GAN-translated source domain has similar data distribution
with the target domain, we propose a KNN-based method
to generate soft labels for the target domain. The soft labels
partly reflect local structure information of the unlabeled
data. The cross entropy loss is then employed to guide the
training process of the person re-ID model. This can further
improve the person re-ID accuracy on the target domain.
Owe to that camera labels are easy to obtain, in this pa-
per we assume camera labels are available for both source
domain and target domain. Our main contributions are sum-
marized as follows.
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1. A new method, i.e., CSGLP, is proposed to narrow the
domain gap between the source domain and the target
domain and generate discriminative representations for
the target domain. In particular, the style adaptation is
simultaneous cross-domain and cross-camera for per-
son re-ID.
2. StarGAN is used to transfer camera styles from the tar-
get domain to the source domain. To the best of our
knowledge, this utilization is novel in the literature.
By introducing the camera labels and the domain la-
bels, StarGAN generates the new features with only
one generator and one discriminator.
3. To further narrow the distribution gap between differ-
ent domains and predict identities of the target domain
images, a soft labeling method is constructed on the
connections between the translated source domain and
the target domain. Experiment results show competi-
tive performance when compared with some state-of-
the-art methods.
The rest of this paper is organized as follows. Section 2
briefly reviews some related work about current achieve-
ments in the literature. Section 3 proposes our CSGLP
algorithm for unsupervised domain adaptation in person
re-identification. Experiment results and analysis are pre-
sented in Section 4, in which several state-of-the-art meth-
ods are compared with CSGLP. Section 5 concludes the pa-
per and shows future work.
2. Related Work
In this section, we have a brief review on some related
work including image-to-image translation, unsupervised
domain adaptation and unsupervised person re-ID.
Image-to-Image Translation. Image-to-image transla-
tion aims to translate an image to another one with given
attributes changed. Recent literature based on GANs [10]
has shown impressive results in image-to-image translation.
Typically, GANs consist of a generator G and a discrimina-
tor D, aiming to learn the true data distribution by a min-
max game. Let x be an image (usually in the tensor form
with three channels) sampled from the given dataset, and z
be a random vector which obeys Gaussian or other distribu-
tion. px and pz are corresponding probability distribution
functions. The generator G tries to generate fake images,
such as G(z), to fool the discriminator D, while the dis-
criminator tries to classify the real images and the fake im-
ages. It is essentially a generative framework in which the
discriminator D is introduced to find against with the gen-
erator G a min-max game as below.
min
G
max
D
Ex∈px [logD(x)] + Ez∈pz [log(1−D(G(z)))].
(1)
Because log(1 − D(G(z))) and − log(D(G(x))) have the
same optimization direction, the latter is often used for the
sake of stability. Blurry images will not be tolerated since
they look obviously fake, thus finally the generator can learn
data distribution of real images and generated images that
look exactly like the real ones.
A stream of relevant methods are proposed to improve
the learning capacity of GANs. cGANs [24] and its vari-
ant [14] learn generators by combining the original adver-
sarial loss with a `1 loss which force the generated images to
be near the ground truth output under the `1 distance. How-
ever, they need paired data constrains for scalability. Thus
unpaired image-to-image frameworks [15, 18, 34, 40] have
been proposed to alleviate this limitation. In [15, 34, 40], a
cycle consistency loss is introduced to preserve the image
contents and only change the domain-related parts. How-
ever, in these frameworks, one model needs to be trained
for every domain pair mapping at a time. This cannot meet
the scalability in handling multiple domains. StarGAN [3]
tackles this problem by introducing an auxiliary classifier
[25] to allow the discriminator of GAN to control multiple
domains. Iterative training approaches that alternates be-
tween multiple domains make it possible that the generator
learns multiple mappings simultaneously.
Unsupervised domain adaptation. The setting of un-
supervised domain adaptation (UDA) is that source data is
labeled while the target data are unlabeled, which is consis-
tent to our setting in this paper. Among those UDA meth-
ods, there are two main streams: one attempts to find a
domain-invariant feature space for both source domain and
target domain [8, 21] and the other learns a mapping be-
tween source domain and target domain [2, 7, 9, 13, 19, 29].
However, many of these methods are based on the setting
that the same labels are shared by source domain and target
domain, while in this paper, we have completely different
identities from the source domain to the target domain. In
other words, directly applying these UDA methods to our
setting is impractical and infeasible.
Unsupervised Person Re-ID. While supervised person
re-ID methods have achieved high accuracies due to the ac-
cess of deep learning algorithms and large scale datasets,
the great demand on labeled data limits their generaliza-
tion and applications. Unsupervised methods avoid ex-
pensive artificial data labeling or annotation. One typical
type of unsupervised methods is to extract hand-crafted fea-
tures [17, 22, 23, 38] without learning. It is straightforward.
But such methods may loss valuable information in labeled
data from external domains, which can be exploited to ob-
tain discriminative features for UDA tasks. UMDL [26] re-
sorts to the dictionary learning approach to obtain a dataset-
shared but target data-biased representation with the labeled
source domain. SPGAN [4] and PTGAN [32] use the simi-
lar settings with UMDL to learn image translation for unsu-
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pervised person re-ID. Specifically, SPGAN uses an addi-
tional SiaNet to preserve the ID-related information, while
PTGAN uses an extra PSPNet [37] to make person ID be
ignored by the generator. Both of them cannot efficiently
capture the camera variations with one generator.
T
target image G
Dtarget images
G(T)
translated 
target images
S
T
translated 
source images
D
G(S)
source images
target images
G
(a) (b)
Figure 3. Schedule difference between HHL [39] and CSGLP. (a)
The camera style is adapted between images inside the target do-
main only; (b) The camera style is transferred from the target do-
main to the source domain.
We note that Zhong et al. propose a Hetero-
Homogeneous Learning (HHL) method [39] to address the
domain adaptive person re-ID problems, and the StarGAN
approach is also used for camera style adaptation. However,
it has significant difference between HHL and CSGLP. We
show their schedule flowcharts of camera style translation in
Fig. 3. HHL considers style translation between images in-
side the target domain only, while CSGLP makes efforts to
transfer camera styles from the target domain to the source
domain. The cross-domain style translator is expected to
play an active role in distribution approximation and feature
matching.
To alleviate the view-specific interference in person re-
ID tasks, Ref. [35] learns one projection for a camera to
project camera variations into a shared space. There are
several methods [5,20,33] on label estimation for unlabeled
target domain. Ye et al. [33] and Liu et al. [20] leverage
cross-camera labeling association for label estimation. Pro-
gressive Unsupervised Learning (PUL) [5] alternates clus-
tering and fine-tuning to progressively train a discriminative
model. Those methods including [5,20,33,35] are all based
on the original labeled source domain and the unlabeled tar-
get domain, while our CSGLP method can effectively use
the relationship between translated labeled data from the
source domain and unlabeled data of the target domain.
3. The CSGLP Algorithm
In this section, we present the CSGLP algorithm in de-
tail. CSGLP aims to get better camera-invariant features
and generalize classification performance well on the target
domain, in which only unlabeled data are available.
3.1. Problem Formulation
Suppose that there is a source domain with Ns labeled
data S = {xsi , ysi , csi}Nsi=1 where ysi ∈ {1, 2, · · · ,Ms} and
csi is a Cs-dimensional one-hot vector indicating the cam-
era label of sample xsi . Here Ms is the number of pedes-
trian classes and Cs is the number of camera classes in the
source domain. And there is a target domain with Nt unla-
beled data T = {xti, cti}Nti=1, where cti is a Ct-dimensional
one-hot vector indicating the camera label of xti. We train
a generator G with S and T , without pedestrian labels in-
volved. Then we translate the labeled data in S to any cam-
era style of the target domain T , and denote the translated
domain as G(S). For simplicity, we denote one dataset as a
domain, and one camera as a sub-domain.
As we mentioned above, training on the source domain
S and then directly testing on the target domain T results in
unsatisfied person re-ID performance. Note that this man-
ner has nothing to do with either pedestrian category adap-
tation or camera style adaptation. In this paper, we adopt
this method as the baseline and denote it as ’No adaptation’
(NA).
CSGLP algorithm includes two modules. The first mod-
ule constructs a generative framework to capture camera
variations from the target domain to the source domain. The
second module aims to further fine-tune the model by using
the KNN-based soft-labeling method, which helps to mine
intrinsic structure of the unlabeled target domain.
3.2. Camera Styles Generation
Based on the GAN framework, image-to-image trans-
lation methods are developed to achieve data distribution
translation and show impressive performance [3,15,34,40].
Particularly, SPGAN [4] and PTGAN [32] propose image-
to-image translation methods individually to exploit the la-
beled source domain in the person re-identification field.
The image generation strategy relieves the labeled data de-
ficiency problem and achieves good performance on the
target domain. However, both of them either transfer the
global style of the source domain to the target domain, i.e.,
without camera style discrepancy, or train multiple Cycle-
GANs to learn respective mappings between specific cam-
era styles. Therefore, they are unable to capture the varia-
tions in the camera level and in an efficient way.
To address these problems and enhance camera style
adaptation, we adopt a camera style generation framework
to learn the mappings between different cameras (i.e., sub-
domains) and multiple datasets (T → S) simultaneously. In
such a framework, we use only one generator to capture the
between-domain and within-domain variations. For a given
labeled image (xsi , y
s
i ) in the source domain with camera
label csi , the generative framework should transfer it to an-
other camera style ct of the target domain. Here ct is also
one-hot vector, and the subscript is omitted to denote freely
any camera style.
StarGAN [3] can realize this strategy by using a unique
generator G to learn the translation mappings among multi-
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ple domains, and a unique discriminator D to fight against
the generator G. Usually, G takes an image, a domain
(dataset) label and a sub-domain (camera) label as input,
and outputs a translated image G(x, c). D is a mapping
D : x → {Dr(x), Dc(x)} in which Dr(x) is the proba-
bility of being a real image, playing the same role as the
discriminator in the original GAN framework. Dc(x) pre-
dicts all sub-domain (camera) labels in all domains and reg-
ularizes the generator G to learn camera variations. In the
perspective of network architecture, G takes domain label
and sub-domain label as additional channels, and puts their
one-hot vectors into the network. In other words, in order
to cooperate with domain and sub-domain labels simultane-
ously, it needs to constructs a mask vector. The whole label
to be put into G is defined as
c = [c1, c2,mask],
in which c1 and c2 are one-hot vectors or zero vectors indi-
cating the sub-domain label, while mask is a one-hot vec-
tor indicating the domain label. More specifically, if the
first element ofmask is 1, the sub-domain label c1 is a one-
hot vector while c2 is a zero vector; Conversely, if the first
element of mask is 0, the formulation of c1 and c2 is inter-
changed.
As usual GANs, we have an adversarial loss to realize
adversarial training, in which D is trained to distinguish
images from real images and generated images, and G is
trained to generate images that D cannot distinguish cor-
rectly, i.e.,
min
G
max
D
Ladv =Ex[logDr(x)]− Ex,c[log(Dr(G(x, c)))].
(2)
To ensure that the generator distinguishes images from
different cameras and learns the camera variations, the dis-
criminatorD is trained on real images to capture the camera
variations, and then D drives the generator G to generate
target style-based images. Overall, a domain-oriented clas-
sification loss for D and G is considered. Training D is to
minimize
Ldc = Ex,c′ [− logDc(c′|x)], (3)
and training G is to minimize
Lgc = Ex,c[− logDc(c|G(x, c)), (4)
in which c′ is the true sub-domain label of input x, and c is
a random label to make G learn the mapping well.
Finally, we need to encourage pedestrian information
of the source domain to be preserved during the transla-
tion process, and only change the camera styles. Thus a
reconstruction-based loss, which is adapted from a cycle
consistency criterion [15, 40], is applied to the generator as
follows:
Lrec = Ex,c,c′ [||x−G(G(x, c), c′)||1]. (5)
Above of all, the objective function with respect to D is
max
D
LD = Ladv − λcLdc , (6)
and the objective function to optimize G is
min
G
LG = Ladv + λcLgc + λrecLrec. (7)
Here, λc and λrec are positive regularization parameters.
After training StarGAN, for the labeled data from the
source domain, we keep the pedestrian labels unchanged
and randomly choose one of the target camera labels to
translate those pedestrian images. We finally get a trans-
lated source domain G(S) = {G(xsi ), ysi , cti}Nsi=1 with tar-
get camera labels cti. The translated domain will have ap-
proximate variations, like similar lighting conditions, reso-
lutions, backgrounds, etc., with the target domain. In other
words, the generator G constructs an appropriate transi-
tion space for improving feature matching. Then the soft-
labeling method can be used directly to make label predic-
tion/propagation for the samples in the target domain.
It is worth noting that the Local Max Pooling (LMP)
method [4] shows effectiveness in improving classification
performance on the target domain, by mitigating the in-
fluence of noise. Such procedure provides a finer parti-
tion by locally dividing the output of Conv5 in ResNet50
into several small parts and perform local pooling on each
part. This leads to higher discriminative descriptors, and
thus improves the re-ID accuracy. The same strategy is also
adopted by our work, and the performance boosting will be
independently shown in the following sections.
3.3. Cross-domain Label Propagation
We now have the translated source domain G(S) and
the unlabeled target domain T on hand. The person re-ID
model can be trained directly on G(S), and then fine-tuned
on T . However, the non-overlapping-label challenge that
subjects in different domains are totally different emerges.
In this subsection, we propose a KNN-based method to gen-
erate soft labels for the unlabeled data in T according to
their distances to the translated data in G(S).
Our motivation comes from the fact that G(S) has sim-
ilar data distribution with T , thus they share some charac-
teristics like similar lighting conditions, resolutions, back-
grounds, etc. For the model trained on G(S) which can
be used to learn the target camera-invariant features, these
translated labeled identities lie in a discriminative subspace
and images of the same identity are close to each other. No-
tice that the non-parametric KNN is sensitive to the local
structure of the data. This facilitates us to mine auxiliary in-
formation from the relationship between G(S) and T , and
make it possible to learn from the target domain T .
We first use current model to extract features of the un-
labeled data, and then generate soft label for each unlabeled
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sample based on its feature distances with those translated
labeled data. Specifically, we denote the person re-ID net-
work mapping as f . Suppose G(S) contains Ns pedestrian
images and their labels, i.e., G(S) = {f(G(xsi )), ysi }Nsi=1,
ysi ∈ {1, 2, . . . ,Ms}, Ms is the number of classes in the
source domain. For any unlabeled feature representation
f(xtj) in the target domain, we choose the K nearest im-
ages from the source domain according to their distances,
denoted as {f(G(xsik)), ysik}Kk=1. Then similar to [28], the
probability that the point xtj selects one of its neighbor-
hoods, G(xsik), can be formulated as
Pj,k =
exp(−λ‖f(xtj)− f(G(xsik))‖2)∑
k exp(−λ‖f(xtj)− f(G(xsik))‖2)
, (8)
and the probability that the point xtj belongs to class p ∈
{1, 2, . . . ,Ms} can be estimated via accumulating the prob-
abilities over class p included in K nearest neighborhoods:
yjp,P (ytj=p)=
∑
k:ysik
=p
Pj,k. (9)
G
Figure 4. Sketch map of the soft labeling method. G is the camera
style generator/translator from the target domain T to the source
domain S. Thus the soft labeling method is performed in the
union G(S) and T . The soft labels reflect partially the neigh-
borhood relationship between orange pentagon and pink square.
Better viewed in color.
For an unlabeled sample xtj in the target domain T , we
choose its K nearest neighbors from G(S) and compute its
soft label vector. A toy example illustrating our motivation
of soft labeling method is shown in Fig. 4. In this figure, we
show the case of K = 3. K nearest neighbors of the orange
pentagon are all purple circles, so its soft label vector is
one-hot. The pink square is close to two blue triangles and
one purple circle, thus it will be assigned to blue triangle
class with a large probability, and to purple circle class with
a small probability. Both the orange pentagon and the pink
square we considered will be assigned to green ellipse with
zero probability. Then we can infer that orange pentagon
and pink square come from different classes.
Two important parameters are introduced to the defini-
tion of soft labels P (ytj = p), as shown in Eq. (9). (1) A
proper K value is important to generate good soft labels.
Since our goal is to capture the intrinsic locality structure
of images in T , based on their K nearest neighborhoods in
the translated source domain G(S), a small K value will be
inadequate to reveal the local structure. In contrary, a large
K value will lead to a situation that the identities having
more images will dominate the soft labels by numerical ac-
cumulation. (2) The hyper-parameter λ is used to control
importance of the nearest neighborhoods according to the
distances. A large λ value corresponds to a large probabil-
ity to those identities who are very close to the unlabeled
samples, and it enforces the model to concentrate on more
informative samples.
After obtaining the soft labels for images in the target
domain T , we fine-tune the re-ID model to enforce the soft-
max distribution of the target data to approximate the soft
labels by using the cross-entropy loss, namely,
Lcross−entropy = − 1
Nt
Nt∑
i=1
Ms∑
p=1
yjp log yˆjp, (10)
where yˆjp is the output of softmax layer. The model trained
on such labeled target data is expect to generalize well on
the target domain.
4. Experiments
In this section, we evaluate the CSGLP algorithm on
two benchmark datasets, and then compare the results with
some state-of-the-art methods.
4.1. Datasets and Implementation Settings
We choose two large-scale person re-ID datasets for ex-
periments to evaluate the CSGLP algorithm, i.e., Market-
1501 [38] and DukeMTMC-reID [27].
Market-1501 dataset consists of 1,501 identities from 6
cameras. There are 751 identities with 12,936 training im-
ages for training, while the other 750 identities with 19,732
gallery images for testing. Each identity is captured by at
most 6 cameras. All the bounding boxes are produced by
DPM [6] rather than manual annotation.
DukeMTMC-reID is a subset of DukeMTMC [27]. It
contains 34,183 image boxes of 1,404 identities from 8
cameras: 702 identities are used for training and the re-
maining 702 for testing. There are 2,228 queries and 17,661
gallery images.
In the following we describe implementation detail of
our experiments. We adopt the architecture of StarGAN
to achieve the style adaptation between different cameras
of different datasets, except that we use (256, 128) as in-
put size. It does not affect the generator, but some mod-
ifications have to be made for the discriminator to make
it accept (256, 128) as input size. The output Layer
Dr will be modified from CONV-(N1,K3x3,S1,P1) to
CONV-(N1,K4x2,S1,P0), and the output Layer Dc will
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be modified as CONV-(Nc dim,K4x2,S1,P0). In order
to make the training process more stable, the Wasserstein
GAN objective with gradient penalty [1, 11] is exploited.
We use the Adam [16] optimizer with β1 = 0.5 and β2 =
0.999 to train StarGAN. The batch size is set to 16. We
perform one generator update after every five discriminator
updates as in [11] and train the model 50,000 iterations.
In the feature learning stage, we choose the ResNet-50
[12] and GoogLeNet [31] as person re-ID baseline models,
respectively. Results on the Market1501 and DukeMTMC
datasets are shown in Table 1 and Table 2, respectively. Dur-
ing training StarGAN, cameras labels and dataset labels are
needed, while person labels are not.
For evaluation protocols, we report the mean average
precision (mAP) and the rank-1, 5, 10 accuracies. All ex-
periments use single query [5] throughout this paper.
4.2. Comparisons with State-of-the-art Methods
In this section, we present quantitative results of our
CSGLP algorithm. We compare CSGLP with several
state-of-the-art approaches, e.g., Bow [38], LOMO [17],
UMDL [26], PUL [5], CAMEL [35], SPGAN [4] and PT-
GAN [32]. Although [33] and [20] also involve the label
estimation stage, they are based on the tracklet data [20]
while our CSGLP algorithm is directly based on images.
To make fair comparisons, we use our 2048 dim ResNet-50
features for implementing CAMEL.
Since SPGAN uses the ResNet-50 network structure and
PTGAN uses the GoogLeNet structure for person re-ID, the
CSGLP method uses both ResNet-50 and GoogLeNet as
baseline network structures integrating the new loss func-
tions for fair comparison. The re-ID accuracies of both con-
figurations will be presented in the subsequent parts.
Table 1. Performance comparison on Market1501.
Methods rank-1 rank-5 rank-10 mAP
Bow [38] 35.8 52.4 60.3 14.8
LOMO [17] 27.2 41.6 49.1 8.0
UMDL [26] 34.5 52.6 59.6 12.4
NA (ResNet-50) 42.8 60.1 68.3 19.0
PUL (ResNet-50) [5] 45.5 60.7 66.7 20.5
CAMEL (ResNet-50) [35] 50.4 67.8 74.1 21.8
CycleGAN (ResNet-50) [4] 45.6 63.8 71.3 19.1
SPGAN (ResNet-50) [4] 51.5 70.1 76.8 22.8
HHL (ResNet-50) [39] 60.3 77.3 84.0 31.4
StarGAN (ResNet-50) 55.6 74.7 80.6 27.4
CSGLP (ResNet-50) 59.2 76.2 83.2 31.1
NA (GoogLeNet) 35.9 55.6 63.3 16.1
PTGAN(GoogLeNet) [32] 38.6 - 66.1 -
StarGAN(GoogLeNet) 51.3 73.0 80.2 25.8
CSGLP(GoogLeNet) 58.8 77.6 83.2 30.9
4.2.1 Performance on Market1501
When the re-ID models are evaluated on Market1501, it is
used as the target domain, and DukeMTMC-reID is used as
the source domain.
Target 
images
Source 
images
Figure 5. Translated samples with DukeMTMC-reID as the source
domain. The first row shows original images from Market1501.
In the rows 2-4, column 1 shows images from DukeMTMC-reID,
columns 2-7 are images translated to six camera styles of Mar-
ket1501. Better viewed in color.
We use StarGAN to transfer the camera styles of Mar-
ket1501 to images of DukeMTMC-reID, and show some
translated samples in Fig. 5. The three images picked from
the source domain have different actions and poses, while
images of the target domain have different backgrounds and
lighting conditions. In particular, the second and fourth tar-
get images have brighter background than others. We see
that the main content and pedestrian identity of the trans-
lated images do not change, but the background and style
are adapted. In other words, the target camera styles are
captured by the generator, and the target camera variations
are achieved.
We use these translated images, as shown in Fig. 5, to
train the baseline classification model with ResNet-50, and
present the re-ID results in Table 1. We denote this simple
combination as ’StarGAN (ResNet-50)’ for convenience.
This method achieves 55.6% rank-1 accuracy, and results in
improvements around 20% compared with traditional meth-
ods BOW and LOMO. It also gets 21.1%, 10.1% and 5.2%
improvements compared with UMDL, PUL and CAMEL,
respectively. The performance enhancement demonstrates
camera-invariant features can be learned effectively with the
help of generator network. And we can see 12.8% improve-
ment in rank-1 accuracy testing on Market1501, compared
with NA method, while 10.0% and 4.1% improvement with
CycleGAN and SPGAN, respectively. When GoogLeNet
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is used as the base model, we see 15.4% and 12.7% im-
provement comparing with NA method and PTGAN, re-
spectively. The gaps between StarGAN and other transla-
tion frameworks such as SPGAN and PTGAN are mainly
due to that it captures more specific camera variations, thus
the person re-ID model can learn camera-invariant features
better.
After getting the soft labels, we fine-tune the classifi-
cation model to learn from the unlabeled target domain.
Results are presented in Table 1. This method further im-
proves performance of the modified ResNet-50 model and
GoogLeNet model with 3.6%, 7.5% increase in the rank-
1 accuracy, comparing with the StarGAN model which is
trained on the translated DukeMTMC-reID data without
soft-labeling.
When comparing with related state-of-the-art methods,
we observe that CSGLP outperforms other methods by a
large margin except for HHL. For example, we have 23.4%
and 32.0% improvements compared with hand-crafted fea-
tures methods BOW [38] and LOMO [17]. The rank-1 ac-
curacy of PUL and CAMEL is 30.0% and 38.6%, respec-
tively. When comparing with the state-of-the-art unsuper-
vised learning methods, our re-ID accuracy also have com-
parative results. For example, we see 7.7% improvement on
Market1501 compared with SPGAN. We observe that the
results of HHL are slightly better than those of CSGLP, ex-
cept for the rank-5 accuracy with the GoogLeNet architec-
ture. In fact, HHL aims to extract camera-specific informa-
tion from the target domain for feature fusion and enhance-
ment, thus, it gets better performance on the Market1501
dataset.
Table 2. Performance comparison on DukeMTMC-reID.
Methods rank-1 rank-5 rank-10 mAP
Bow [38] 17.1 28.8 34.9 8.3
LOMO [17] 12.3 21.3 26.6 4.8
UMDL [26] 18.5 31.4 37.6 7.3
NA (ResNet-50) 28.1 44.9 51.8 15.8
PUL (ResNet-50) [5] 30.0 43.4 48.5 16.4
CAMEL (ResNet-50) [35] 38.6 56.1 63.3 21.4
CycleGAN (ResNet-50) [4] 38.1 54.4 60.5 19.6
SPGAN (ResNet-50) [4] 41.1 56.6 63.0 22.3
HHL (ResNet-50) [39] 44.7 61 66.3 25.5
StarGAN (ResNet-50) 42.9 59.1 65.7 24.1
CSGLP (ResNet-50) 47.8 62.3 68.3 27.1
NA (GoogLeNet) 19.5 32.4 38.6 8.8
PTGAN (GoogLeNet) [32] 27.4 - 50.7 -
StarGAN (GoogLeNet) 36.8 52.6 59.9 20.1
CSGLP (GoogLeNet) 39.0 56.2 63.4 20.8
4.2.2 Performance on DukeMTMC-reID
In this section, we conduct experiments on DukeMTMC-
reID when Market1501 is used as the source domain.
At the camera style adaptation stage, we get the trans-
lated Market1501 dataset, and show some translated sam-
ples in Fig. 6. Three images picked from the source do-
main have different behaviors and postures, while images
of the target domain have different backgrounds and light-
ing. We see that the translated source images do incorporate
the camera styles of the target domain. Taking images in the
fourth column for example, the bright illumination style is
transferred well to the source images. In other words, the
target camera styles are captured by the generator, and the
target camera variations are achieved.
Target 
images
Source 
images
Figure 6. Translated samples with Market1501 as the source do-
main. The first row shows original images from DukeMTMC-
reID. In the rows 2-4, column 1 show images from Market1501,
columns 2-9 are images translated to eight camera styles of
DukeMTMC-reID. Better viewed in color.
We show the re-ID results for DukeMTMC-reID in Ta-
ble 2. We see that even trained with the ResNet-50 net-
work structure and the softmax classification loss function,
the deep network without domain adaptation module, i.e.,
NA, obtains the rank-1, rank-5, and rank-10 re-ID accuracy
28.1%, 44.9%, and 51.8%, respectively. Compared with
the ResNet-50 structure, the GoogLeNet structure obtains
lower accuracies. However, after using StarGAN to per-
form the camera style translation from the target domain to
the source domain, the re-ID accuracy obtained by the style-
transferred images is increased to 42.9%, 59.1% and 65.7%,
respectively. Furthermore, CSGLP fine-tunes the classifica-
tion model by using the soft labels, and increases the results
to 47.8%, 62.3% and 68.3%, respectively. The performance
improvement is significant.
For other methods based on camera style transfer learn-
ing, such as CycleGAN, SPGAN and HHL, we can see
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that the rank-1 accuracy is 38.1%, 41.1% and 44.7% re-
spectively. Thus, CSGLP outperforms these methods. The
remaining evaluation criteria including rank-5, rank-10 and
mAP results also indicate the superiority of CSGLP. Be-
sides, in terms of the results based on the GoogLeNet net-
work structure, we see that CSGLP also significantly out-
performs other methods.
4.2.3 Ablation study for LMP
As we stated in Section 3.2, LMP provides us a finer par-
tition by locally dividing the output of Conv5 in ResNet50
into P parts and perform local pooling on each part. It has
been empirically validated by SPGAN [4] that direct appli-
cation of LMP into the network can lead to higher discrim-
inative descriptors, and thus improve the re-ID accuracy. In
our work, since our input size of images is 256×128, before
global average pooling in ResNet-50 is the output with size
2048×9×5. So we adopt P = 9 in LMP to improve the re-
sults on both Market1501 and DukeMTMC-reID. We show
the final re-ID accuracies in Table 3.
Table 3. Applying LMP for further improving the classification
performance.
Dataset Methods rank-1 rank-5 rank-10 mAP
Market1501
SPGAN+LMP [4] 58.1 76.0 82.7 26.9
CSGLP+LMP 63.7 79.8 85.2 33.9
DukeMTMC-reID
SPGAN+LMP [4] 46.9 62.6 68.5 26.4
CSGLP+LMP 51.2 65.8 71.2 30.3
For the Market1501 dataset, the rank-1 accuracy of CS-
GLP without LMP is 59.2%, however, it increases to 63.7%
by applying LMP into the network learning procedure. It
indicates that the local max pooling approach indeed im-
proves the domain adaptation and final classification per-
formance. Besides, we can see that CSGLP+LMP outper-
forms both SPGAN and SPGAN+LMP, which achieves the
accuracy 51.5% and 58.1%, respectively.
For the DukeMTMC-reID dataset, the rank-1 accuracy
of CSGLP+LMP is 51.2%, which is obviously higher than
that of CSGLP (47.8%). Besides, we can see that CS-
GLP+LMP outperforms both SPGAN and SPGAN+LMP,
which achieves the accuracy 41.1% and 46.9%, respec-
tively. It indicates again that the LMP module indeed im-
proves the domain adaptation and final classification perfor-
mance.
5. Conclusion
In this paper, we consider an unsupervised domain adap-
tation problem for person re-ID. It has several difficul-
ties caused by a large domain discrepancy, which can
be brought by either large camera variations or the non-
overlapping-label challenge. To tackle these problems and
improve effectively the classification performance, we ex-
ploit StarGAN to learn the mappings between different
camera views of multiple domains. This image-to-image
translation framework can capture the camera variations
with only one generator and translate the labeled images
in S to those cameras of the target domain T . Besides, we
propose a KNN-based method to predict soft labels for the
unlabeled data of the target domain, based on their similar
camera styles with the translated source domain. The CS-
GLP algorithm can alleviate heavy afford of labeling iden-
tities across ocean of cameras, and obtain state-of-the-art
person re-ID results.
In the future, we will consider multi-source domain
adaptation problem and more general application situations
when more or larger datasets are available.
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