We present a method for dynamically scheduling multi-priority patients to a diagnostic facility in a public health care setting. Rather than maximizing revenue for the diagnostic facility, the challenge facing the resource manager is to allocate available capacity to incoming demand so that waiting time targets are achieved in a cost-effective manner. We will model the scheduling process as a Markov Decision Process. Since the state space is much too large for a direct solution, we solve the equivalent linear program through approximate dynamic programming. We present two theorems giving the optimal linear approximation for two potential cost structures of the scheduling process. Our results suggest an easily implementable booking policy that manages to maintain reasonable waiting times for a variety of demand streams.
Introduction
Almost without exception, public health systems are facing increasing and lengthy waiting times for a variety of medical services. While in some cases the waits may have little medical impact, in others there is serious concern that waiting times are impacting on the health of the patients in the queue. Thus there is plenty of political and community pressure placed upon health authorities to better manage the resources they have in order to reduce these waiting times to more acceptable levels. One key component of managing a medical resource is patient scheduling -particularly when there are numerous priority classes. Invariably lower priority patients are booked further into the future meaning that on any given day one books the lowest priority class first. This of course raises the question as to how much resource capacity should be set aside for later arriving higher priority demand? While we focus our attention in this paper to answering this question for a diagnostic imaging resource in a large hospital, we believe that the model we present is general enough to be applied to other resources as well.
Demand for a diagnostic resource comes from multiple sources. Highest priority goes to emergency patients (EP) and inpatients (IP) -both of which present the resource manager with a source of unpredictable and highly variable demand. On top of this, there is also incoming demand from multiple outpatient (OP) priority classes. Emergency demand, as the name suggests, must be served as soon as it arrives. IP demand faces a maximum of a one day wait and OP demand can often be booked days or weeks in advance, depending on the priority class of the patient. Each patient priority class is characterized by a maximum recommended waiting time.
Looking at the schedule for any future day, the resource manager is forced to book low priority demand into that day before knowing the extent of higher priority demand that may arrive in the future. Thus the challenge facing the resource manager is to allocate the available capacity between the various priority classes. The goal is to minimize the number of patients whose waiting time is longer than recommended for each priority class. (Note that EP and IP demand is never made to wait. If there is simply no regular hour capacity available then overtime is used to make up the difference -though at a higher cost to the system.)
This research is motivated by a study the authors performed in collaboration with the Vancouver Coastal Health Authority (VCHA). VCHA management were aware that their OP waiting times for computed tomography (CT) scans were excessively long. They contracted the authors to determine the extent of the problem and to suggest methods for improving throughput. As expected, our analysis revealed that a large proportion of OP were waiting longer than the maximum recommended waiting time for their priority class. In fact, fully half of the priority one class (OP1), two thirds of the priority two class (OP2) and three quarters of the priority three class (OP3) waited longer than the maximum waiting time limit. While our initial recommendations focused more on system use issues, it was also clear that the VCHA faced a significant scheduling challenge. The current practice relies entirely on the expertise of the booking clerk who is given no additional direction for booking other than the priority class assigned by the radiologist. Thus, it seemed useful to seek a more systematic method for scheduling patients to a diagnostic resource.
In a previous paper, Patrick and Puterman (2006) presented a simple method for dividing the available capacity between EP and IP on the one hand and OP on the other. Thus the focus of this paper is to determine how to divide the remaining capacity amongst the various OP priority classes.
Related Literature
Related papers within the health care field include Gerchak, Gupta and Henig's work on allocating surgery time between elective and emergency surgeries (1996), Gupta and Wang's paper on scheduling in a primary-care clinic with multiple priority levels (2005) , and Green, Savin and Wang's paper on managing patient demand for a diagnostic facility (2005) . Our work differs from the first in that it considers more than two priority classes. In the two other papers, the objective is to maximize revenue allowing the authors to focus on a single day rather than the entire planning horizon. Our interest in maintaining reasonable waiting times forces us to consider how what we do on one day will undoubtedly impact what we can do on other days thus preventing us from looking at a single day in isolation.
There has also been extensive work done in the revenue management field -particularly in the airline industry -on capacity allocation in the presence of multiple fare classes (for examples see Bertsimas and Popescu (2003) , Brumelle and Walczak (2003) , Ryzin and Vulcano (2004) ). While helpful in our analysis, airline revenue management demonstrates some significant differences from patient scheduling. For one, airline revenue management has the advantage of generally looking at a small number of flights over a finite horizon. In our situation, each potential booking day could be viewed as a flight and, though the booking horizon is finite, it is also continuously evolving, leading to an infinite horizon problem. Secondly, passengers for a flight can choose which "priority" class to enter whereas in patient scheduling, their priority class is a function of the urgency for a scan. Finally, airline revenue management does not consider the impact of a given policy on passenger waiting time.
The mathematics of approximate dynamic programming used in this paper has been developed by Bertsekas and Tsitsiklis (1996) and by Sutton and Barto (1998) and in a number of papers, most notably those by Adelman (2005 , 2004 , 2003 ), and De Farias and Van Roy (2004b , 2004a , 2003 .
The paper proceeds as follows. We will formulate the booking problem as a discounted Markov decision process (MDP) and then, transform it into the related linear program (LP) which, if solvable, would return the optimal value function in the MDP. However, neither the MDP nor the LP are solvable due to the sheer size of the state space. Therefore, we employ techniques of approximate dynamic programming to produce an approximate LP that has a manageable number of variables (though an unmanageable number of constraints). We then solve the approximate LP through column generation on the dual (the cutting plane method) in order to derive our estimate of the optimal value function in the MDP. Using this approximate value function, we can derive a booking policy which we then test through simulation. We will also present the surprising result that, under mild conditions on the cost structure, we can determine the optimal linear approximation without having to solve the approximate LP. We will conclude with a discussion of bounds on the "cost" associated with having approximated the value function in the original MDP, potential extensions of the model and policy insights for the resource manager.
3. The Model 3.1. The Sate Space:
We begin by formulating the scheduling process as a discounted MDP. On any given day, the resource manager will have access to the schedule, as it currently stands from today to the end of the booking horizon, as well as to the incoming demand waiting to be booked from each priority class. Thus the state space, S, takes the form: ( x, y) = (x 1 , x 2 , ..., x N ; y 1 , y 2 , ..., y I ) where x n = the number of patients already booked on day n, 1 ≤ n ≤ N x n ∈ {0, 1, ..., C} with C equal to the daily regular-hour capacity. y i = the number of patients of priority i waiting to be booked, 1 ≤ i ≤ I
The Action Set:
The resource manager's task is to decide which of the available slots to assign to the incoming demand. Additionally, there needs to be a viable action available to the resource manager even if there is not enough unused capacity to meet all waiting demand. There are at least three potential approaches. In the first, the resource manager has the ability to reject demand if necessary. In the second, he can relieve the stress on the system by performing some scans through overtime (or through out-sourcing). In the third, the booking of demand can be postponed to a future date so that any unbooked scans appear in tomorrow's demand. This last option compounds the statespace dramatically as it requires keeping track of how long each patient in the queue has already been waiting in order to appropriately assign waiting time costs. The increase in complexity does not, in our opinion, seem to be worth the potential advantage and so we concentrate on the first two options. Essentially, we are assuming that when the demand for a scan is placed, the decision must be made at the very next decision epoch as to whether to book that patient into an available slot or use whichever "escape valve" is available. Thus, a vector of possible actions can be written as:
( a, z) = {a in , z i } where a in = the number of priority i patients to book on day n. z i = the number of priority i patients to reject or serve through overtime.
(We do not model the situation where the resource manager can reject some demand as well as perform OT.) To be valid, any action must satisfy the following three constraints which insure that the capacity constraint is not violated, that all waiting patients are booked and that actions are forced to be positive and integer.
Therefore, we can denote the action set for any given state by
Decisions are made at the end of each day. The model is complicated by the fact that the horizon is not static but rolling with day 2 becoming day 1 and so on after each decision epoch. We assume that no patient can be booked more than N days in advance so that, at the beginning of each decision epoch, the N th day has no bookings in it.
The Transition Probabilities:
Once a decision is made, the only stochastic element in the transition to the new state consists of the next day's incoming arrivals. Thus the transition can be written as:
is the probability that d i patients of priority i arrive on a given day. Here we are assuming that the demand for one priority class is independent of the demand for another. This assumption is not strictly necessary but does make the mathematics easier. Nor does there seem any reason to doubt that it would be true since demand arises from independent sources (the specialist doctors in the region serviced by the hospital).
The Costs:
The only remaining piece of information required for the optimality equation is the cost associated with a given state-action pair. The cost comes from two sources. First, a cost is incurred if a patient is booked later than the maximum recommended waiting time for the priority class in question. Second, there is a cost associated with rejecting demand or using overtime to serve excess demand. Thus, assuming a linear cost structure, we can write the costs as:
is the daily penalty for a patient of priority i who waits longer than the maximum recommended time, T (i). h(i) is the penalty for rejecting or serving through overtime an OP of priority i.
Such a cost function explicitly balances the cost to the patient in waiting time and the cost to the system in overtime or rejection costs. thus the resource managers role is to maintain reasonable waiting times in a cost effective manner. The cost of booking a patient later than the maximum recommended waiting time is difficult to quantify. Thus k(i) is somewhat artificial. However, assuming priority classes are ordered from most urgent to least urgent, it is reasonable to assume that k(i) is non-increasing in i so that it is more costly to book a higher priority patient late than a lower priority one. What is more difficult to determine is the relationship between the priority classes. For instance, how many days late does a priority 2 patient have to be before the cost to the system is equal to that of booking a priority one patient one day late? Similarly, in the scenario where demand can be rejected, it seems reasonable to assume that h(i) is strictly decreasing in i but it is not so simple to determine how quickly h(i) should be decreasing. Conversely, in the scenario where overtime is available, it is reasonable to assume that h(i) is independent of i and objective since overtime time costs do not vary between priority class. Fortunately, we will be able to show that the optimal policy is fairly robust to changes in these cost parameters so that the arbitrary nature of their specific values is less of an issue.
The alternative to assigning costs to late bookings would be to place a constraint that does not allow a late booking or else only allows a late booking to occur a certain percentage of the time. However, this does not provide the same flexibility to the model as assigning a cost to late bookings as there may be value to allowing late bookings on occasion. Both alternatives are valid methodologies.
The Value Function:
The value function in the MDP is therefore the total discounted cost over the infinite horizon and satisfies the following optimality equation:
where γ is the daily discount factor and D is the set of all possible incoming demand streams. Of course, it is here that we run into dynamic programming's greatest nemesis -'the curse of dimensionality' -since the state space is much too large to allow a direct numerical solution. In particular, the dimension of the state space is C N M I , where M is the maximum number of patients from a single priority class who can arrive on a given day. This is, of course, extremely large for any reasonable values of C, N, I and M and therefore does not allow the above DP to be solved by standard methods.
Approximate Dynamic Programming:
There now exists a whole field of potential methods for dealing with precisely this problem, all of which are grouped under the title of approximate dynamic programming. These potential methods begin by restricting the value function to a certain class of functions and then seeking to find the optimal value function within this class. The question is simply how do you determine what class of functions to choose and how best to find the optimal approximate value function within the chosen class? The first question is still very much wide open but there are a number of available answers to the second.
One such method was first developed by Schweitzer and Seidmann (1985) with more recent work done by both Adelman (2005 Adelman ( , 2004 Adelman ( , 2003 and De Farias and Van Roy (2004b , 2004a , 2003 . The general idea is to transform the above MDP into the equivalent LP and then assume some form to the value function that makes the LP tractable. DP theory states that our MDP can be transformed into a linear program of the following form:
subject to
where α is a vector of positive numbers. The solution to the above LP will equal the solution to the optimality equation given in (4) for any strictly positive α Puterman (1994) . Without loss of generality, we will assume that α is a probability distribution on the state space and can be interpreted as an initial distribution for the system. The conversion to a linear program does not, however, avoid the curse of dimensionality as the above LP has a variable for every state and a constraint for every state-action pair in the MDP. A possible solution is to approximate the value function, v, with a linear combination of basis functions (de Farias and Roy (2003) and Adelman (2005) ). As a first attempt, we will use the following affine approximation:
V n can be interpreted as the marginal cost of booking a patient on day n and W i can be interpreted as the marginal cost of having one more patient of priority class i waiting to be booked. We will impose the further restriction that V n , n = 1, ..., N and W i , i = 1, ..., I are non-negative while W 0 is unconstrained. We can then reformulate the LP in terms of this approximate value function:
Rearranging terms and using the assumption that α is a probability distribution yields
≤ c( a, z) ∀( a, z) ∈ A x, y and ( x, y) ∈ S V , W ≥ 0 with x N +1 = 0 and a i,N +1 = 0, for all i ∈ {1, ..., I} and where X n and Y i are random variables representing the number of patients already booked on day n and the number from priority class i waiting to be booked respectively.
Though we now have a linear program with a reasonable number of variables, the number of constraints remains intractable. This suggests solving the dual through column generation. The dual of the above LP can be written as min
Solving the dual has the advantage of a reasonable number of constraints but at the expense of creating an intractable number of variables -one for each state-action pair. Column generation solves this problem by starting with a small set S of feasible state-action pairs to the dual and then (using the dual prices as estimates for W 0 , V n and W i ) finding one or more violated constraints in the primal. It then adds the state-action pair(s) associated with these violated constraints into the set S before re-solving the dual. The process iterates until either no primal constraint is violated or one is "close enough" to optimality to quit. In general, it may be difficult both to find an initial feasible set S and to find a violated primal constraint. Fortunately, in this case, an initial feasible state-action pair for the dual consists of a state with no available slots and where all incoming demand is rejected or served through overtime. Finding a most violated primal constraint involves solving the following (tractable) integer program:
subject to equations (1) to (3) as well as the standard positivity and integrality restrictions on the state vectors x and y.
Due to the equality constraint involving y i , we can eliminate the y variables and decompose the above minimization by day:
where each b n has the form
with V n−1 = 0 and the optimal z i given by
The form of each b n has a nice intuitive interpretation. For each action, a in there are two potential costs and one benefit -the cost, c(i, n), associated with a (possibly) late scan, a cost, γV n−1 , associated with a loss of available capacity tomorrow and a benefit, W i , associated with removing a patient from the current demand. There is also a net loss or gain, γV n−1 − V n , in each day's value.
The Form of the Optimal Approximate Value Function
Once we have solved the dual given above, the prices associated with each constraint give us the form of the optimal approximate value function. What is perhaps surprising is that we can, under mild conditions, give the exact form of the optimal value function approximation without having to solve the approximate LP. Of course, the approximate value function outlined in the theorems was not apparent initially and only suggested itself after extensive analysis of the optimal solutions to the approximate LP over a variety of parameter combinations. However, the optimal approximate value function is highly dependent on whether the resource manager has the ability to reject demand (h(i) decreasing in i) or whether he has some overtime capacity available to him (h(i) independent of i). We present the appropriate theorem for each scenario separately with the proofs appearing in the appendix.
3.7.1. The Optimal Approximate Value Function With Overtime: The first theorem gives the optimal value function approximation, over all approximations of the form given in equation (7), for the scenario where overtime is permitted.
Theorem 3.1. Assume that the cost of overtime, h(i), is the same for all priority classes and T (i) is strictly decreasing in i. If
for all n > T (i) and for all i, and
where λ i is the arrival rate for demand from priority class i, C is equal to capacity and γ is the discount rate, then the optimal approximate value function amongst all linear approximations for the discounted MDP will have the following form:
The above form of the optimal approximate value function has some intuitive appeal. From a cost standpoint, there is no difference between the days up to and including T (1), thus one would expect to value these days equally (V n = V n−1 for all n ≤ T (1)). The above theorem states that V n = h(1) for all n ≤ T (1). Thereafter, a spot tomorrow is equal to γ times a spot today (V n = γV n−1 for all n > T (1)) since a spot tomorrow will become a spot today by the next decision epoch. Again, the above theorem states precisely that.
Equation (15) lends itself to numerous interpretations. If one sets i = 1 then the interpretation is that the cost of booking a patient on day n > T (1) and then performing an OT scan n − T (1) days into the future is greater than the cost of performing an OT scan now. For i > 1, the interpretation is essentially the same except that the cost of performing an OT scan now is discounted reflecting the fact that the slots freed up by booking a lower priority patient late are less valuable and therefore there is less incentive to do so. Alternatively, equation (15) can be interpreted as stating that the cost of booking a priority i patient on day n > T (i) plus the value of a scanning slot on day n is greater than the value of a scanning slot on day T (i). In other words, the cost to the system is greater if you book late. Note that the more you value the future, the more likely that equation (15) will be satisfied. For example, with γ = 0.9, it would only be violated if the cost of an OT scan is approximately ten times the cost of a late booking. If γ = 0.99 then the cost of an OT scan needs to be approximately 100 times that of a late booking. There is little reason for a resource manager of a diagnostic facility to discount future costs and thus in the current application, the above condition will undoubtedly be satisfied for any reasonable values of k(i) and h(i).
Rearranging equation (15) yields the following condition on the ratio between the penalty for a late booking, k(i), and the penalty for OT, h(i).
Note that the right hand side is always positive and decreasing in n. Thus if this condition is violated for day m then it is violated for all n ≤ m. If equation (15) is violated then the relative values of k(i) for each priority class i become important. Varying the relative values of k(i) and h(i) leads to any number of interesting policies that book patients from each priority class up to a certain number of days late before performing OT. However, once the late penalties are low enough then the emerging policy only uses overtime as a last resort. The closer the discount factor is to one, the quicker one passes from the value function given in the above theorem to this "last resort" policy. For γ equal to 0.99, there are essentially only the two potential optimal solutions -the one given in the above theorem and one that sets all V n and all W i equal to zero (and thus uses OT as a last resort). Finally, in traditional DP theory, the solution to the LP is known to be independent of α provided α is strictly positive for all states Puterman (1994) . However, in approximate DP, it is well known (see Adelman (2004), de Farias and Roy (2003) ) that this is not the case but the nature of the dependence of the optimal solution on α is not very well understood. Equation (16) provides the necessary bound on α in order for the optimal solution to have the desired form. The right-hand side can be viewed as the total discounted value of available capacity in the infinite horizon setting.
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. The discounted value of expected demand also forms a geometric series (with ratio γ) and thus the first term on the left-hand side can be viewed as the total discounted value of expected demand over an infinite horizon. Finally, if one views α as a probability distribution on the number of initially booked slots per day, then the second term on the left-hand side consists of a discounted function of the total capacity already in use. Thus equation (16) states that total expected demand plus expected initial bookings should be greater than total capacity. In other words, there must be reason to believe that one will have to use OT at some point. If α is chosen so that this condition is violated, the dual solution will yield an approximate value function identical to zero. This will of course lead to a myopic booking policy that places every patient into the slot that minimizes the immediate cost.
3.7.2. The Optimal Approximate Value Function With Rejected Demand: A similar analysis, for the scenario where demand can be rejected, yields the following theorem.
Theorem 3.2. Assume that the cost of rejecting demand, h(i), satisfies
for all i < I and that T (i) is strictly decreasing in i. If
for all n > T (i) and for all i and
then the optimal approximate value function amongst all linear approximations for the discounted MDP will have the following form:
•
where n T (1) = max(n, T (1)).
The intuition here is entirely analogous to the overtime scenario and thus will not be re-iterated. The difference between the two optimal approximate value functions stems directly from our assumptions on the cost structure for the two scenarios -namely that h(i) is strictly decreasing in i when demand is rejected but constant when overtime is used.
Deriving a Policy from the LP Solution
The traditional LP method for directly solving an MDP provides the optimal policy by letting the probability of using action a in state s be equal to the value of the dual variable, X(s, a), divided by the sum of the dual variables over all possible actions in state s. The viability of this method depends on the fact that a direct solution to the LP will have at least one positive variable, X(s, a), for all states s. Since we solved the approximate LP through column generation, we only visited a very small percentage of all possible states and thus we cannot derive a policy through the above method. However, we can perhaps gain some insight into the optimal policy by examining the optimal dual variables. If we assume that the optimal approximate value function has the form outlined in Theorems 3.1 and 3.2 then one result that emerges from the proof is that there are strict conditions on what state-action pairs can possibly have a positive dual value. Namely, for the scenario involving overtime, the dual variables can only be positive for state-action pairs satisfying:
This suggests that the policy derived from the LP solution will only ever use overtime for patients from the highest priority class. It also suggests that it will never book patients from the highest priority class late and that it will book all other priority class patients on the last day that does not incur a cost. This falls short of a complete policy since, for example, it gives no indication of what action should be taken if one happens to visit a state where there is no space available for a patient of priority i > 1 on day T (i) or what action should be taken if there not enough patients from the highest priority class to fill all available slots in the first T (1) days. We will, however, show later that simulation results confirm that the policy derived from the LP solution does in fact follow the guidelines suggested here.
Similarly, for the scenario involving rejected demand, the dual variables can only be positive for state-action pairs satisfying:
As in the overtime scenario, this suggests that patients from the highest priority class should never be booked late and that the lower priority classes should be booked into the last day that does not incur a late penalty. It also suggests that only the lowest priority class should ever be rejected. Again, since we did not evaluate every possible state, this falls short of providing a full policy. For instance, what should the resource manager do if there is not enough space available within the first T (1) days to meet priority one patient demand?
Thus, in either scenario (overtime or rejected demand) we need an alternative method for deriving a booking policy from the optimal approximate value function. Fortunately, this is straightforward. Given the approximate value function, one can determine a viable action, ( a, z), for any given state, ( x, y), as needed, by solving the following tractable integer programming problem (V 0 = 0):
subject to equations (1) to (3). Thus, one logical means of testing the usefulness of the approximate value function is to allow it to determine the booking policy in a simulation of the scheduling process. The results are given in the next section.
Results
The coding of the column generation algorithm required to solve the approximate LP was done in AMPL with CPLEX as the solver. For scenarios booking 30 days in advance, 3 priority classes and no more than 30 available scanning slots a day, the time to solution was less than five minutes and involved between 300 and 500 columns. The simulation of the scheduling process was also done in AMPL/CPLEX as it involves solving the integer program give in equation (20) with constraints (1) to (3). We ran the simulation for 20,000 days with a warm-up period of 5000 days.
Simulation Results with Rejected Demand
We initially discuss the scenario where the resource manager may choose to incur a cost in order to reject some demand. The results approximate a small hospital with a capacity for 10 scans per day and with 3 priority classes. The booking horizon is set at 30 days and demand is assumed to be Poisson with means 5, 3 and 2 for each priority class respectively. In reality, we truncate the Poisson distributions in order to keep the state space finite. However, one can set the maximum daily arrivals for each priority level large enough so that the probability contained in the truncated tail of the Poisson distribution is sufficiently small. Setting demand equal to capacity seemed the most reasonable choice given our objective. If demand is less than capacity then optimal scheduling is not as essential as it might be (though obviously it would still be useful to schedule as optimally as possible due to variation in demand). If demand is set greater than capacity then rejection or overtime costs will simply be higher. In theory, since one does have some leeway in booking, one might think that a resource manager would be able to avoid rejecting any demand in a scenario where capacity and demand are, on average, equal. However variability in demand generally causes this not to be the case. The daily cost for a late scan is set at 3, 2 and 1 for priority classes 1, 2 and 3 respectively and the cost of rejection at 10 more than the cost of booking on day 30. In other words, it is more costly to reject a higher priority patient than a lower one and it is always more costly to reject than to book (ignoring the cost associated with a loss of capacity).
The maximum recommended waiting time by priority class is 7, 14 and 21 days respectively. We assume a discount rate of .99 as one does not want to sacrifice the future for the present. These numbers reflect outpatient booking for a diagnostic resource in a small sized hospital. Using equation (20) together with the action constraints (1) to (3), we can determine "optimal" booking actions for a simulated random demand. Perhaps surprisingly, the optimal solution results in an easily defined policy. First, fill any unused capacity available for tomorrow (since this capacity will be lost if not filled today). Second, if possible, book any remaining priority 1 patients for some time in the first week (otherwise on the first available day) but book patients from lower priority classes into the latest available day that does not incur a late penalty (i.e. for i > 1, book priority i patients on day T (i)). Finally, periodically reject a certain percentage of demand from the lowest priority class. Note that this policy confirms our initial conjectures based on the optimal dual variables. It is not clear whether it is possible to determine when to reject without solving the given integer program.
Under such a scenario, the above booking policy manages to keep waiting times within the recommended lengths but only at the expense of rejecting around 13% of all priority 3 patients (see Table 1 ). This works out on average to roughly one rejection every 4 days (though of course rejections do not occur uniformly but rather come in spurts). Under what conditions these rejections occur is still under investigation. It is clear that no patients are rejected unless demand for that day exceeds the daily capacity. If the demand does exceed daily capacity then about one quarter of the time the lowest priority class demand is rejected. Figure 1 shows the waiting times by priority class for the above policy. Future work will include investigating the dependence of this policy upon the ability of patients to come in the next day if space is available. A modification of the model would place a probability distribution on the availability of a given priority class for a scan tomorrow.
If we run the same policy but reject only if absolutely necessary (that is when there is simply no available capacity), then the results are dramatically worse with over 50% of priority 1 patients being late as well as significant portions of the lower priority classes (see Table 1 ). It is worth noting that, in almost all cases, this is the policy that emerges if the conditions given in Theorem 3.2 are not satisfied. It is also worth noting that the current practice of simply postponing the booking of any demand that cannot be met will in fact perform worse than the "reject as last resort" policy. The only reason costs do not tend to infinity when demand is postponed is that, in reality, demand is negatively correlated with expected waiting time. Thus, in fact, there is implicit rejection of demand occurring under current practice, but the decision as to when to reject demand is being made not by the resource manager but by the specialist doctors who recommend the scans in the first place. Our current model does not capture the dependence of demand on expected waiting time but could be adapted to do so.
A possible alternative policy is to impose a strict booking limit on top of the above policy (again rejecting patients only if absolutely necessary). To that end, we ran the above booking policy but enforced the condition that a patient of lower priority would only be booked on a given day if the total number of patients already booked on that day did not exceed a pre-specified value. Clearly that number would decrease the lower the priority class.
As long as the capacity and the number of priority classes is not too large, the optimal booking limits to impose can be determined through simulation since there are only a relatively small number of options. The resulting optimal booking limits for the scenario outlined above is to place no restriction on the priority 2 class patients but to restrict priority 3 class patients to only one a day. (Of course, there is no reason to place a booking limit on tomorrow's bookings as those scanning slots will be lost if not filled today.) While coming close to matching the results of the policy based on the approximate LP, the booking limit policy manages to maintain reasonable waiting times only by rejecting 21% of all priority 3 patients and booking half of those priority 3 patients that it accepts late (see Table 1 ). Note that C1 refers to priority class 1, C2 to priority class 2 and C3 to priority class 3. The fairly intuitive message is that the optimal solution is to closely restrict the lowest priority class in order to allow room for later arriving higher priority demand. Moreover, the above suggests that restricting the lowest priority class in a dynamic fashion rather than placing a static booking limit can be more efficient in the long run.
As one would expect, increasing the cost associated with a rejection has the effect of hampering the ability of the booking policy to maintain reasonable waiting times. Table 2 presents the impact of increasing the cost of rejection to 100 and 1000 above the cost of booking on day N .
Note that condition (18) in Theorem 3.2 is violated in the bottom two instances and thus a different policy emerges than the one mentioned earlier. In fact, in the second instance, condition (18) is violated for i = 3 but not for i < 3, thus essentially leading to a policy that is only willing to book the lowest priority class late. In the third instance, condition (18) is violated for all i and thus we get the "reject as last resort" policy.
There are two obvious difficulties with implementing such a model in practice. First, how does one determine the "cost" of a late scan? Clearly, the direct cost is to patient health but that is challenging to accurately quantify. The second difficulty is that rejecting patients outright may not be a viable option.
Simulation Results with Overtime
The second scenario where z represents the number of OP served through overtime addresses both of these difficulties. In this scenario, the cost of rejection can be set as the cost of an overtime scan. In essence, this is a means of deliberately overbooking. It would be the task of the policy makers to suggest a second date, T (i), for each priority class, that would correspond to the point at which the late costs equal the overtime cost. (Incidentally, T (I) would also give you the length of the booking horizon.) The daily "cost" of a late scan could then be determined by setting k(i) at such a level that by the time you are booking T (i) days in advance (but not before), the late costs outweigh the overtime costs. Such an explicit formulation of the late penalty is not strictly necessary as one could still leave these costs arbitrary. The emerging optimal policy will remain the same provided the late penalty is large enough to satisfy condition (15) in Theorem 3.1. Recall that the cost structure in this case is significantly different as the overtime costs are independent of the priority class.
Initially, we assume a cost of thirty dollars for an overtime scan (the cost associated with the overtime salary of two CT techs for a 15 minute scan) and that an additional wait beyond T (i) of 5, 10 and 15 days for each priority class respectively equates to the cost of overtime. Thus the daily cost for late scans for each priority class is 6, 3 and 2 respectively. The resulting effect on the performance of the linear approximation is given in Table 3 along with the performance when the cost of overtime is increased to 90 and 150.
(One and a half percent of priority one OP over 15 000 days is roughly 1000 patients or one every 15 days.) Thus, if overtime is available, one can maintain reasonable waiting times by removing a small proportion of the demand from highest priority class. Though it remains to more accurately quantify the cost associated with overtime, it is clear that performing a very small proportion of the high priority demand through overtime in order to remove some of the strain on a system can dramatically improve waiting times. Figure 2 shows the waiting times by priority class when overtime is allowed. 
A Larger Hospital
A hospital such as the Vancouver General Hospital has a capacity of around 30 scans per day. Increasing the daily capacity to this level did not greatly affect the results shown in Table 4 .
("Removed" simply refers to patients who were either rejected or served through overtime depending on the scenario.) The one advantage is that the increased capacity meant that the required percentage of patients served through overtime was significantly smaller. We tested the initial "reject" policy with rejection costs equal to 10 more than the cost of booking on day N and the overtime policy with OT costs set at 90. Demand was still assumed to be Poisson but with mean arrival rates of 15,10 and 5 for each priority class respectively. These results would suggest that the policy using overtime is less sensitive to changes in capacity than one based on outright rejection. This robustness of the overtime policy is further underlined if Figure 3 compares the average cost for various arrival streams in the case of outright rejection and overtime. Clearly, the rejection policy fares worse the larger the percentage of the patient population coming from the lowest priority class. The overtime policy, on the other hand, fares reasonably well regardless of the relative frequency of each priority class.
How Good is the Approximation?
One of the challenges facing approximate dynamic programming is to determine the size of the gap between the cost associated with a policy derived from the approximate DP and the cost that would be incurred under the true optimal policy. Unfortunately, current bounds are far from tight de Farias and Roy (2003) . One alternative is to compare the results with that of current practice Adelman (2005) . However, in our case, current practice does not follow any discernible rule and thus defies simulation. Another option is to compare the outcome of the proposed booking policy with that of current practice over a known historical data set. This too is proving difficult in our current situation as hospitals have very little accurate data on patient waiting time. Though we have data giving the arrival rates of patients by priority class by day, there is no record of the state of the system at the beginning of data collection thus making comparison difficult.
Perfect Foresight:
Of course, we can get an upper limit on how well we might have done by assuming perfect knowledge of the incoming demand. In such a case, the optimal policy can be solved as a straightforward assignment problem of the following form. Let y it be the number of patients of priority i that arrive on day t of the simulation. Further, let a itn be the action that determines how many of priority i patients that arrived on day t to book on day n. Clearly, to be valid n must be greater than t but less than or equal to t + N . The assignment problem then becomes:
Unfortunately, for a long simulation run, this assignment problem becomes extremely memory intensive. For shorter simulation runs (1000 days), perfect foresight with an initially empty queue and the same parameters as the initial simulation run given in the results section earlier seems to avoid all costs. Such perfect foresight is however impossibly optimistic and thus only provides a very loose lower bound on actual costs.
The Dual Objective as Total Discounted Cost:
One immediate lower bound on the total discounted cost is the optimal objective value for the approximate LP. Since we have restricted the value function to have a certain form, it is clear that the optimal primal objective value to the approximate LP will be a lower bound on the optimal objective in the original LP. By strong duality, we further get that the optimal dual objective in the approximation will also be a lower bound on the dual objective in the original LP. This dual version of the objective function can be interpreted as the long run total discounted cost and thus our optimal value for the objective in the approximate LP gives us a lower bound on the true total discounted cost. In theory, we can therefore get a handle on the "cost" associated with having approximated the value function by comparing this lower bound with the total discounted cost incurred during the simulation. While this bound is better than "perfect foresight", it suffers from being highly dependent on our choice of α and on the demand stream early on in the simulation run. Thus, the total discounted cost incurred during the simulation varies dramatically with α and even varies significantly between simulation runs with the same α. If we set α so that the initial booking horizon is full then we get the tightest bound with total discounted cost in the simulation being within 18% of the lower bound (±3.08%). However, if α is chosen to be slightly more realistic so that more capacity is available as one moves further out in the booking horizon then the optimality gap increases to 34 % (±4.83%). The intuition is that the LP formulation does not fully capture the time dynamics so that it best mirrors the "true costs" when the costs are incurred sooner rather than later. The above confidence intervals obviously give an upper bound on the optimality gap. If we were able to better capture the true value function in the original MDP one would see both the value of the objective function (the lower bound) increase and the simulated total discounted cost decrease. It is possible that even if one were able to solve the LP exactly, the gap would still be non-zero due to the fact mentioned earlier that the LP does not fully capture the time dynamics.
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Convex Approximation:
The challenge of deriving practical bounds within approximate dynamic programming is an ongoing one that we hope to pursue more in the future but there is one final piece of evidence to suggest that our approximation is, in fact, a reasonable facsimile of the true value function. It arises from pursuing what was originally thought to be a defect in the model -namely, that a linear approximation does not take into account that on any given day, the marginal cost of booking a scanning slot should increase as the number of available slots decreases. Under a linear approximation, reducing the number of available slots from two to one "costs" the same as reducing the number of available slots from ten to nine. One would presume that this is not actually the case. Thus, a more reasonable conjecture of the value function might be non-decreasing and convex in the number already booked on each day (x n ). For simplicity we maintained a linear approximation in the demand variable.
In developing this new approximation, we took advantage of the fact that any non-decreasing, convex function f : {0, 1, ..., C} → with f (0) = 0, can be written as:
with all τ v ≥ 0 and where φ v (x) = max{0, x−v}, v ∈ {0, 1, ..., C −1}. Thus our convex approximation can be written as
Precisely as before, we can then reformulate the LP in terms of this approximate value function.
where α is a probability distribution over the initial conditions. Again, we are still left with a very large number of constraints suggesting that we solve the dual by column generation. The dual of the above LP can be written as
∀n = 1, ..., N and ∀v = 0, ..., C − 1
Again we need to start off with a feasible set, S , of state-action pairs to the dual and then find a violated constraint for the primal by solving:
subject to equations 1 to 3. Due to the equality constraint involving y i (and again ignoring the arbitrary limit on arrival rates), we can still eliminate the y variables to leave:
As with the linear case, we can decompose the minimization by day to get:
where each b n has the form:
x, a ≥ 0, integer where τ v,n−1 = 0 for all v and n = 1. We now have a non-linear objective with linear constraints. However, if we fix x n = x then each b n can be transformed into the equivalent IP given below:
Finding the value of x ∈ {0, ..., C} that provides the smallest objective (31) is, of course, equivalent to solving (24). Once the optimal parameters, W 0 , τ vn and W i have been determined the optimal policy, for a given ( x, y) vector, reduces to a convex transportation problem:
This is the "local" optimization problem, which yields the booking policy, solved at state (x, y) given the (tentative or optimal) weights (τ, W ) and can be linearized in exactly the same manner as equation (29).
The surprising result is that the added flexibility in this model makes no difference as the optimal value function chosen by the model turns out to be the exact same linear model given earlier -at least for the scenarios analyzed by the authors. This would seem to support the conclusion that the linear model is an adequate representation of the true value function of the MDP and that the "cost" associated with having approximated the value function is not in fact too significant. Further simulation runs would help to strengthen this finding but ideally we would like to show this analytically in a manner similar to the theorems stated earlier.
Conclusion
The above analysis suggests that without some reasonable means of removing some portion of demand (be it through overtime or through rejected demand) a system where demand is equal to (or greater than) capacity will run into serious waiting time challenges. The questions facing a resource manager are how much demand must be removed (either through overtime or rejection) as well as what type of demand (which priority class) and when to remove it. Through the use of approximate dynamic programming, we have been able to answer these questions for any reasonably sized hospital -a feat that would have been impossible through traditional dynamic programming. Moreover, the value functions derived through our approximation yield easily implementable policies that maintain reasonable waiting times while removing only a small percentage of demand both in the case of overtime and of rejected demand. We further showed that if overtime is available then it is the highest priority class whose demand is occasionally removed while if one has to reject demand then it is the lowest priority class that is culled. Finally, from a policy point of view, the use of overtime has shown itself to be more robust than outright rejection (as a means of maintaining reasonable waiting times for minimal cost) over a variety of capacity constraints and demand streams.
Current practice seems to largely depend on postponing demand (by booking further and further in advance or else postponing booking altogether). However, this only compounds the problem. The research in this paper strongly suggests that, provided demand does not exceed capacity by too much, it is possible to prevent the need for expanding wait lists by judiciously performing very minimal amounts of overtime in order to prevent congestion.
There are certainly numerous potential enhancements to the model that we hope to purse in the future. It would be of interest to determine what impact the following complications might have on the performance of the linear approximation:
• Introducing a no show rate • Allowing service times to be random • Introducing piece-wise linear OT costs to better reflect reality • Allowing patients' to potentially refuse the offered scanning slots and be offered an alternative date
• Forcing demand to be dependent on expected waiting time We are also interested in developing an analogous model for the average reward MDP. Such a model would avoid the ambiguities introduced by the arbitrary "cost" vector, α, in the discounted version.
While what we have presented here is adapted primarily to a diagnostic imaging resource, we are confident that there are plenty of alternative applications of the model. In fact, any situation where there are multiple priority classes, each with a maximum recommended waiting time, and where the lowest priority classes are booked prior to knowing the extent of the higher priority demand would fit the above model. The most obvious alternative application is surgical scheduling. The complication here is that most surgical scheduling works on a block design that assigns blocks of time to each surgeon who then books his patients into those blocks. Thus our model might be most useful to the surgeons themselves as they seek to minimize excessive waiting time for their patients based on a fixed capacity available to them. A second potential application would be to the scheduling of radiation treatment. The added complication here is that when one books a patient for treatment, one is booking them for a number of treatment sessions rather than just one. Lastly, the days of a single hospital working in isolation are fast disappearing (at least within Canada) and thus we have begun to explore the impact of assuming a centralized booking system that services a number of different hospitals. The obvious complication is that the resource, as well as demand, is no longer located in one place and thus one needs to take into account that patients will have preferences between sites.
Operations Research 00(0), pp. 000-000, c 0000 INFORMS Since we used approximate dynamic programming, it is certainly possible that one might be able to do better if one knew the true value function in the MDP. However, the potential for improvement is small since, both with and without the availability of overtime, the policies derived from our model are not far off from the truly optimal state of avoiding all costs. Moreover, our demonstration that even amongst the class of convex approximations, our linear approximation remains optimal suggests that the true value function may very well be linear.
We trust that this research will prove useful to policy makers in a public health care setting as they seek to maintain reasonable waiting times for diagnostic services.
Presented in this appendix is a proof of the form of the optimal approximation to the value function (amongst the set of linear approximations):
We analyze both the scenario where OT is an option and the scenario where demand can be rejected. The cost of an OT scan is assumed to be independent of the priority class while the cost of rejected demand is assumed to be decreasing in i. We assume both OT/rejection costs and late booking costs are linear. In both cases, the maximum recommended waiting time, T (i), for each priority class increases with i as a high priority patient is a patient who must be served sooner. For completeness, we restate each theorem before giving the proof.
Appendix A: The Form of the Optimal Policy with Overtime
Theorem A.1. Assume that the cost of overtime, h(i), is the same for all priority classes and T (i) is strictly decreasing in i. If
We begin by proving the feasibility of the hypothesized primal solution. Clearly, it gives non-negative values for V and W . Recall that the constraint for the primal LP can be written as:
Note that y does not appear in the equation as we have made use of the fact that y i = N n=1 a in + z i for all i. Substituting the hypothesized solution into the primal constraint and assuming that E α [Y i ] = λ i yields:
for all ( a, z) ∈ A x, y and ( x, y) ∈ S. This follows from the fact that V −1 = 0 and γV n−1 − V n = 0 for all n > T (1). To prove primal feasibility, we simply need to show that the above definition for W 0 satisfies equation (41) when the righthand side (RHS) is at its most negative. Fortunately, we can find a state-action pair that minimizes the RHS on a day to day basis. For each day the choice is between filling the day with previous bookings (x n ) and/or with new arrivals (a in ) or simply leaving the day empty.
For n = 1, the coefficient in equation (41) for x 1 is at least as negative as the coefficient for a i1 with equality only if i = 1. Thus, any state-action pair minimizing the RHS will have x 1 + a 11 = C. In other words, we are indifferent between states where day 1 is fully booked with some combination of previous bookings and current priority 1 arrivals.
For n = 2, ..., T (1), we know that k(i)[n − T (i)] + = 0 for all i. Thus, by inspecting the coefficient for x n , any state-action pair minimizing the RHS, will have x n = C if
which is clearly true for all i with equality for i = 1. Again, in the case of i = 1, we are indifferent between any state where day n is fully booked with some combination of previous bookings and current priority 1 arrivals. Thus any state-action pair that minimizes the RHS will have x n +a 1n = C for all n ≤ T (1). For n > T (1), the coefficient for a in in equation (41) equals zero at n = T (i) for each i ≥ 2. If n < T (i), the coefficient is clearly positive, for each priority class, since γ < 1. On the other hand, if n > T (i) then equation (39) insures that the coefficient is also positive. Thus, any state-action pair minimizing the RHS of equation (41) will have a in = 0 for all n = T (i), i > 1. Moreover, it will have a 1n = 0 for all n > T (1).
The term in equation (41) involving the OT actions, z i , implies that any state-action pair minimizing the RHS will have z i = 0 for all i > 1 and that, again, we are indifferent in the case of i = 1 (though z 1 can only be as large as the number of waiting priority 1 patients).
Using the above conditions on the set of state-action pairs minimizing the RHS of equation (41), one can show that W 0 has the proposed form by computing equation (41) with the appropriate values for a, x and z. Moreover, we have demonstrated that the proposed primal solution will have tight constraints only for those state action pairs satisfying the following conditions:
• x n + a 1n = C for all n ≤ T (1)
If the above primal solution is optimal, complementary slackness implies that the optimal dual solution must be zero for state-action pairs that do not satisfy the above conditions. The next step is to construct a feasible dual solution, X( x, y, a, z), with the above properties so that we have a primal-dual pair satisfying complementary slackness. Since the primal variables given above are all non-zero (except for V N ), this implies that the dual constraints must all be tight (except for the one associated with day N ). If we can find such a dual solution, we will have proved the optimality of the constructed primal-dual pair. In fact, we will impose the further restriction that a dual variable is positive for a given state-action pair only if, for all i and n, x n and a in equal either zero or C.
Let (s,a) = ( x, y, a, z) represent an arbitrary, feasible state-action pair and let B = {(s,a)|X(s,a) > 0}. Recall that the dual constraints have the form:
Concentrating on equation (43), we know that E α [X N ] should be zero since at the beginning of each decision epoch day N stands empty. Thus, we need not put weight on state-action pairs with x N non-zero. Thus, for n = N − 1, equation (43) yields
Proceeding similarly, for arbitrary n, we get
This would be for the case for all n > T (1) except that bookings can occur for lower priority classes on each T (i). Thus, for n = T (i) − 1, there is the added complication that bookings may be made on day n + 1. This leads to
However, since z i = 0 for all i > 1 and a in = 0 for all n = T (i), equation (44) yields
and, in general, for n ≥ T (1),
where I T (i)>n equals one if T (i) > n and zero otherwise. Finally, for n < T (1), a 1n may be non-zero. So, equation (43) yields:
However, not all of priority 1 patients are necessarily booked on the same day. This would make the system unsolvable but for the fact that we know that x n+1 + a 1,n+1 = C for all n ∈ {0, ..., T (1) − 1} and for all (s,a) ∈ B. Hence, equation (42) yields
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To determine the dual weight to be placed on sate-action pairs with positive z 1 , we make use of the fact that
which is greater than zero by equation (40). It is worth noting that simply for dual feasibility, we would only need the above to be greater than or equal to zero. However, if equation (50) were to be identically zero then we would have degeneracy and the proposed primal solution would no longer be unique. In fact, the optimal objective function would be zero suggesting that an approximate value function identical to zero would be optimal. The above argument suggests a weighting scheme for a dual feasible solution that, together with the proposed primal solution, satisfies complementary slackness. It remains to show that it is possible to construct positive dual variables satisfying the above weighting scheme. However, since there are a near infinite number of state-action pairs (much greater than the length of the booking horizon plus the number of priority classes) and since one can choose to fill (or not fill) each day separately, finding a set of state-action pairs that will satisfy the above weighting scheme must, in fact, be possible -however difficult it may be in practice. A possible algorithm for determining such a dual solution would be the following:
• Begin with a state-action pair with days 1 to N − 1 full with previous bookings and with z 1 equal to the maximum number of arrivals for priority class 1.
• Assign weight to this state-action pair equal to the required weight for states with x N −1 positive.
• Create second state-action pair identical to the first except with day N − 1 empty.
• Give this new state-action pair weight equal to the required weight for states with x N −2 positive minus the weight already assigned to the first state-action pair. (If the assigned weight is negative simply make day x N −2 equal to zero in first state-action pair and assign weight to current state-action pair equal to the required weight for states with x N −2 positive.)
• Proceed similarly removing one day from the set of previous bookings each time.
• Whenever the required weight for states with positive z 1 is reached, split the current state into two with the only difference between the two being that one will have have z 1 equal to the maximum arrivals for priority class 1 and the other will have z 1 = 0. Assign to the first the additional weight needed to meet the required weight for states with positive z 1 and the remainder to the second (At what point this will happen cannot be known a priori).
• As soon as day x i,T (i) is empty in the new state-action paper add in the action a i,T ( i) equal to C and proceed as before.
• Whenever the required weight for states with positive a i,T (i) is met, repeat the process outlined above for z 1 .
• Repeat all the way down to a state that has previous bookings only on day one.
• Add one final state-action pair that has no previous bookings but has a 1,n = C for all n ≤ T (1). Assign weight to this state-action pair equal to 1/(1 − γ) minus the total weight already assigned.
This algorithm is not terribly illuminating but does provide assurance that a dual solution of the above form can be found which is enough to conclude the proof.
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For n = 1, the coefficient, in the above primal constraint, for x 1 is at least as negative as the coefficient for a i1 with equality only if i = 1. Thus, the state-action pair minimizing the RHS will have x 1 + a 11 = C. In other words, we are indifferent between states that fill day n with any combination of previous bookings and current priority 1 arrivals.
For n = 2, ..., T (1), we know that k(i)[n − T (i)] + = 0 for all i. Moreover, the coefficient for a in ,
is positive for all i > 1 and equals the coefficient of x n when i = 1. Thus, we are indifferent between states that fill day n with any combination of previous bookings and current priority 1 arrivals. Therefore, any state-action pair that minimizes the RHS will have x n + a 1n = C for all n ≤ T (1). For n > T (1), the coefficient for a in equals zero if n = T (i). If n < T (i), the coefficient is clearly positive. On the other hand, if n > T (i) it is also positive due to equation (52). Thus any stateaction pair minimizing the RHS of equation (54) will have a in = 0 for all i > 1 and n = T (i). Moreover, a 1n = 0 for all n > T (1).
The coefficient for z i is h(i) − γ T (i)−T (I) h(I)
which is strictly positive for all i < I by equation (51) and equal to zero for i = I. Note that if this condition is not satisfied then the coefficient for z i might be non-positive for other priority classes leading to a different optimal policy (one that might reject demand from more than one class). However, given equation (51) is satisfied, any state-action pair minimizing the RHS of equation (54) will have z i = 0 for all i < I and that we will be indifferent to the value of z i (although it is limited by the number of arrivals). Using the above conditions on the set of state-action pairs minimizing the RHS of equation (54), one can demonstrate that W 0 has the form given initially simply by computing equation (54) with the appropriate values for a, x and z. Moreover, we have demonstrated that the proposed primal solution will have tight constraints only for those state action pairs satisfying the following conditions:
• z i = 0 for al i < I
• a 1n = 0 for all n > T (1)
• a in = 0 for all i > 1, n = T (i) If the above primal solution is optimal, complementary slackness implies that the optimal dual must be zero for state-action pairs not satisfying the above conditions. Moreover, since the primal variables given above are all non-zero (except for V N ), this implies that the dual constraints must all be tight. If we can construct such a dual solution, we will have proved the optimality of the constructed primal-dual pair. We first determine the amount of dual weight placed on states with positive z I by equating the primal and dual objective functions: (53) is not satisfied), the dual problem may be infeasible or degenerate. Turning to equation (43), we again know that E α [X N ] should be set to zero since at the beginning of each decision epoch day N stands empty. Thus, we need not put any weight onto state-action pairs with x N non-zero.
For n = N − 1, the dual constraint (43) yields X(s,a)
Proceeding similarly, for arbitrary n, we get 
This would be for the case for all n > T (1) except that bookings can occur for lower priority classes on each T (i). Thus, for n = T (i) − 1, there is the added complication that bookings may be made on day n + 1. This leads to 
Thus equations (57) and (58) give us the amount of dual weight that must be placed on each day in order to satisfy complementary slackness as well as feasibility.
The above argument suggests a weighting scheme for a dual feasible solution that, together with the proposed primal solution, satisfies complementary slackness. Again it remains to show that one can easily construct a feasible dual solution satisfying the above weighting scheme but the line of reasoning is no different and a similar algorithm for determining the dual solution can be applied. This concludes the proof.
