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Depuis les années 1970, la télédétection a permis d’améliorer l’analyse de la surface
de la Terre grâce aux images satellites produites sous format numérique (LANDSAT-I en
1972). En comparaison avec les images aéroportées, les images satellites apportent plus
d’information car elles ont une couverture spatiale plus importante et une période de
revisite courte. L’essor de la télédétection a été accompagné de l’émergence des ordina-
teurs. Les ordinateurs ont permis aux utilisateurs de la communauté de la télédétection
d’analyser les images satellites avec l’aide de chaînes de traitement automatiques.
La télédétection permet de mesurer l’impact de l’activité humaine sur l’environne-
ment. En effet, cette activité peut avoir des conséquences sur le climat, le terrain avec
le développement des cultures dans le mileu agricole et l’urbanisation galopante, etc.
Grâce à la télédétection, nous pouvons déterminer la composition des sols, catégoriser
les types de végétation sur un territoire, calculer les indices tels que l’évaporation et la
biomasse et cartographier les conséquences des activités humaines comme l’urbanisation
et l’utilisation de certains pesticides. Pour effectuer cela, il est nécessaire de produire
des cartes d’occupation des sols qui représentent une cartographie de types homogènes
de milieux (zones urbaines, zones agricoles, forêts, véhicule, arbre,...) de la surface des
terres émergées. La production de ces cartes est effectuée à l’aide de chaînes de traite-
ment automatiques utilisant des méthodes de segmentation pour l’extraction de données
et de classification pour l’identification des objets dans une scène satellite.
Ce nouveau dynamisme a aussi eu des effets positifs du point de vue technologique.
Depuis les années 1970, les différentes missions d’observation de la Terre ont permis d’ac-
cumuler une quantité d’information importante dans le temps. Ceci est dû notamment à
l’amélioration du temps de revisite des satellites pour une même région, au raffinement
de la résolution spatiale et à l’augmentation de la fauchée (couverture spatiale d’une
acquisition). La télédétection, autrefois cantonnée à l’étude d’une seule image, s’est pro-
gressivement tournée vers l’analyse de longues séries d’images multispectrales acquises à
différentes dates. Une illustration de ce changement est le programme Sentinel de l’ESA,
avec notamment la mission Sentinel-2 [1], qui fournira une couverture complète des terres
émergées tous les 5 jours avec 13 bandes spectrales et des résolutions spatiales de 10,
20 et 60 mètres. Cela correspondra potentiellement à un volume de 1,8 téraoctets de
données par jour.
En parallèle, la performance des processeurs des ordinateurs s’est aussi accrue. La loi
de Moore [2] prédisait que le nombre de transistors dans les microprocesseurs doublerait
tous les deux ans, ce qui a été plus ou moins le cas jusqu’à présent. Cependant, la
capacité des mémoires internes 1 n’a pas suivi l’évolution de la puissance de calcul des
ordinateurs [3]. La situation actuelle montre que les ordinateurs ne sont capables de
garder qu’une faible proportion des volumes de données à exploiter en mémoire interne.
Par conséquent, durant un traitement, une application nécessite d’accéder fréquemment
1. La mémoire interne est la mémoire pour laquelle le CPU (“Control Processor Unit”) peut
accéder aux données sans utiliser le bus entrée/sortie (“IO channels”).
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à la mémoire externe 2, ce qui constitue le principal goulot d’étranglement à cause des
CPU qui attendent le rapatriement des données depuis la mémoire externe en mémoire
interne. En effet, le temps d’accès en mémoire externe est 1000 à 1000000 fois supérieur
à celui de la mémoire interne, ce qui entraîne des temps de latence importants.
En télédétection, l’augmentation du volume de données à exploiter est devenue une
problématique due à la contrainte de la mémoire [4]. Les algorithmes de télédétection
traditionnels ont été conçus pour des données pouvant être stockées en mémoire interne
tout au long du traitement. Cette condition ne sera plus vraie lors du traitement d’images
à très hautes résolutions spatiale, spectrale et temporelle comme celles fournies par la
constellation des satellites Pléiades [5] ou par les satellites Sentinel-2. Les algorithmes
de télédétection traditionnels nécessitent d’être revus et adaptés pour le traitement de
données à grande échelle. Ce besoin n’est pas propre à la télédétection et se retrouve
dans d’autres secteurs comme le web, la médecine, la reconnaissance vocale, etc.
Cette thèse se focalise sur l’adaptation des algorithmes de télédétection pour le trai-
tement de volumes de données massifs qui ne peuvent être stockés en mémoire interne.
Besoins
Face à la problématique du traitement de larges volumes de données liée à la contrainte
de la mémoire, il est nécessaire d’apporter des solutions pour adapter les algorithmes
de télédétection traditionnels. En particulier, l’étude sera faite sur les méthodes de seg-
mentation et de classification, qui constituent les étapes les plus importantes dans le
processus d’extraction d’information en télédétection.
Afin de préparer les futures missions d’observation de la Terre, il est nécessaire
d’adapter ces algorithmes pour le traitement de volumes de données ne pouvant être
stockés en mémoire tout en garantissant des résultats identiques à ceux que nous au-
rions obtenus dans le cas où la mémoire ne serait pas une contrainte. Répondre à ce
besoin constitue un réel enjeu pour la construction de chaînes de production des cartes
d’occupation des sols à l’échelle globale.
Segmentation
Elle constitue une étape fondamentale pour l’extraction d’objets d’intérêt dans l’image.
Les récentes missions d’observation de la Terre fournissent des images multi-spectrales
à très haute résolution avec une couverture spatiale importante. La taille de ces images
peut-être conséquente. Par exemple, la constellation des satellites Pléiades [5] fournit
quotidiennement des images de résolution 70 cm rééchantillonées à 50 cm avec une cou-
verture spatiale de 20 × 20 km2. La taille standard d’une image Pléiades est donc de
40000× 40000 pixels. Une description plus détaillée des satellites Pléiades est faite dans
l’annexe A. Une telle image requiert quelques gigaoctets pour être stockée en mémoire.
2. La mémoire externe est la mémoire pour laquelle le CPU accède aux données en utilisant
le bus entrée/sortie
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La segmentation de celle-ci fait intervenir l’utilisation de structures de données nécessi-
tant une quantité de mémoire égale voire beaucoup plus importante que celle nécessaire
pour stocker l’image. Par conséquent, il peut s’avérer impossible de segmenter une telle
image en une seule fois à cause de la limitation de la mémoire.
Face à cette situation, la stratégie généralement choisie est de diviser l’image en
tuiles 3, de segmenter chaque tuile séparément et de reconstituer l’image segmentée en
regroupant les tuiles [6]. Bien que cette stratégie résolve le problème de la mémoire, nous
verrons qu’elle ne garantit pas un résultat identique à celui obtenu sans tuilage. Ceci est
problématique dans la mesure où la qualité de l’identification des objets d’intérêt dans
une scène pourrait être dégradée.
Ainsi, une méthode revisitant la façon de découper les tuiles afin d’assurer un résultat
de segmentation identique à celui obtenu sans tuilage doit être proposée pour assurer la
qualité des futures cartes d’occupation des sols.
Classification
La classification permet de catégoriser les objets présents dans la scène d’une image
satellite. Elle est souvent composée d’une phase d’apprentissage qui permet de construire
une fonction de décision à partir d’exemples déjà caractérisés. Ces exemples consti-
tuent un ensemble de données d’apprentissage où chaque donnée est un vecteur d’at-
tributs et est associée avec une étiquette qui représente une classe (forêt, zone agricole,
bâtiment,. . .). L’augmentation de la fréquence de revisite d’une même région de la Terre
induit une augmentation de la taille des ensembles de données d’apprentissage.
Généralement, un algorithme d’apprentissage est complexe en temps de calcul puis-
qu’il nécessite souvent de nombreuses itérations. Par conséquent, lorsque l’ensemble des
données en entrée devient trop volumineux pour être stocké en mémoire interne, cela
peut nécessiter de nombreux accès en lecture et écriture dans la mémoire externe. Ces
nombreux accès peuvent rendre les algorithmes inutilisables lors du traitement de don-
nées à grande échelle à cause du temps de latence qui est important.
Ainsi, des solutions algorithmiques doivent être investiguées afin d’utiliser des struc-
tures de données optimales pour assurer une visibilité totale de l’algorithme d’apprentis-
sage sur l’ensemble des données, tout en minimisant les accès dans la mémoire externe.
Cadre de la thèse
Cette thèse se situe dans le cadre de l’élaboration de chaînes de traitement auto-
matiques de production des cartes d’occupation des sols à partir d’images à hautes ou
très hautes résolutions spatiale, temporelle et spectrale afin de préparer l’exploitation
des données issues des missions spatiales d’observation de la Terre comme les satellites
Pléiades et la famille des satellites Sentinel.
3. Une tuile représente une portion rectangulaire de l’image dont les côtés sont parallèles à
ceux de l’image.
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Les méthodes développées dans cette thèse ont été validées à partir d’images THR
(Très Haute Résolution) fournies par les satellites Pléiades et des séries temporelles
d’images multi-spectrales fournies par le satellite Landsat-8 et le satellite SPOT 4 lors
de l’experience SPOT 4 (Take 5). Cette expérience a pour but de simuler les futures
données Sentinel-2.
Les solutions proposées dans cette thèse ont donc pour objectif de lever un verrou
scientifique lié à l’exploitation de grands volumes de données. Elles ont pour objectif
d’application une meilleure compréhension des phénomènes imagés par télédétection et
l’ouverture de nouvelles perspectives sur l’interprétation des données satellitaires.
Plan
Partie I
La première partie constitue une introduction aux algorithmes et aux différentes
techniques qui permettent de les adapter pour le traitement de données qui ne peuvent
être stockées dans la mémoire interne de l’ordinateur. Dans un premier temps, nous
définissons un algorithme et nous décrivons comment il est retranscrit en langage machine
pour être exécuté par un ordinateur. Nous introduisons ensuite l’analyse de la complexité
d’un algorithme qui permet d’étudier son efficacité et sa performance. En particulier,
nous examinons comment le choix des structures de données peut influencer la complexité
d’un algorithme. Nous définissons ensuite la notion d’algorithme échelonnable et nous
étudions les différentes techniques de passage à l’échelle proposées pour le traitement
de grands volumes de données. Enfin, une définition de la stabilité d’un algorithme
échelonnable est proposée et nous introduisons une méthode permettant de la valider.
Partie II
La seconde partie s’attache à l’étude du passage à l’échelle des méthodes de seg-
mentation en télédétection. Le Chapitre 2 effectue une revue globale des méthodes de
segmentation. Nous y expliquons, de manière plus détaillée, le fonctionnement des mé-
thodes de segmentation par fusion de régions. Le Chapitre 3 décrit le nouvel algorithme
générique de fusion de régions, baptisé algorithme GRM (“Generic Region Merging”).
Cet algorithme est développé, dans le cadre de cette thèse, pour unifier la famille des
algorithmes de segmentation par fusion de régions. Le Chapitre 4 décrit le processus de
stabilisation de l’algorithme GRM pour la segmentation d’images trop volumineuses, qui
ne peuvent être stockées dans la mémoire interne. Le Chapitre 5 décrit la version échelon-
nable de l’algorithme GRM, baptisé algorithme LSGRM (“Large Scale Generic Region
Merging”). Cet algorithme permet de segmenter des images de taille arbitraire tout en
garantissant un résultat identique à celui obtenu si la contrainte mémoire n’existait pas.
Enfin, le Chapitre 6 valide la stabilité de l’algorithme LSGRM et montre la faisabilité
de celui-ci par la segmentation de plusieurs scènes Pléiades à très haute résolution.
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Partie III
La troisième partie s’attache à l’étude du passage à l’échelle des méthodes d’ap-
prentissage supervisé en télédétection. Le Chapitre 8 effectue une revue des méthodes
d’apprentissage existantes et justifie le choix de l’algorithme des forêts aléatoires comme
algorithme d’étude pour ces travaux. Le Chapitre 9 décrit l’algorithme des forêts aléa-
toires et identifie les points critiques concernant la limitation de la mémoire. Le Chapitre
10 propose une version échelonnable de l’algorithme des forêts aléatoires, baptisée algo-
rithme SMART (“Scalable Multi strAtegy Random Trees”). Cet algorithme est conçu
pour assurer un classifieur identique à celui obtenu si la contrainte mémoire n’existait
pas. Enfin, le Chapitre 11 valide expérimentalement la stabilité de l’algorithme SMART
et montre sa faisabilité par l’apprentissage supervisé sur des volumes de données ne









Ce premier chapitre introduit les bases de notre futur raisonnement par une explora-
tion des différentes techniques algorithmiques afin de pallier la limitation de la mémoire.
Dans un premier temps, la définition d’un algorithme et la notion de passage à l’échelle
sont introduites. Les différents types de mémoire disponibles dans un ordinateur sont
ensuite classifiés suivant le temps d’accès et la capacité de stockage. À partir de cette
classification, nous décrivons une modélisation simplifiée de l’ordinateur que nous consi-
dérons tout au long de nos travaux. Afin d’analyser l’usage de la mémoire et le temps
d’exécution d’un algorithme, nous étudions la complexité de celui-ci avec la notation de
Landau. Elle permet de mesurer l’efficacité et la performance d’un algorithme dans le
cas le plus défavorable. Une des étapes fondamentales pour rendre un algorithme efficace
et performant, c’est-à dire minimisant à la fois l’usage de la mémoire et le nombre d’opé-
rations, est le choix judicieux des structures de données utilisées au cours du traitement.
Nous verrons ainsi, à travers un exemple, comment le choix d’une structure de don-
nées peut affecter la complexité d’un algorithme. Enfin, nous présentons les différentes
techniques de passage à l’échelle existantes pour adapter un algorithme au traitement
de données ne pouvant être stockées dans la mémoire interne de l’ordinateur. Dans la
suite de ce manuscrit, un algorithme capable de traiter des volumes de données de taille
arbitraire est qualifié d’algorithme échelonnable.
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1.1 Définition et notations
1.1.1 Définition d’un algorithme
La notion d’algorithme fait référence à une procédure pour résoudre un problème
posé. Un célèbre exemple d’algorithme est celui d’Euclide qui consiste à déterminer le
plus grand diviseur commun de 2 entiers positifs (appelé communément le PGCD). Sa










Figure 1.1 – Algorithme d’Euclide pour le calcul du PGCD.
Cet algorithme est composé de 3 étapes qui consistent à effectuer une division, une
comparaison et enfin de nouvelles affectations. L’algorithme d’Euclide tel qu’il est décrit
est caractérisé par :
• Le type des données qu’il reçoit en entrée : 2 entiers positifs.
• Une suite finie et ordonnée d’opérations réalisables pour aboutir à la solution du
problème.
• Le type des données qu’il retourne : 1 entier positif.
Nous proposons ainsi la définition suivante pour un algorithme :
Definition Un algorithme est une suite finie et ordonnée d’opérations réalisables qui
permet de résoudre un problème donné à partir d’un ensemble de données d’un certain
type.
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1.1.2 Passage à l’échelle
Le terme anglais “Scalability” désigne la capacité d’un algorithme à traiter avec
la même efficacité des volumes de données de taille arbitraire. Généralement, le temps
d’exécution de tels algorithmes évolue linéairement en fonction de la taille des données
en entrée. En français, plusieurs traductions sont possibles pour l’adjectif “scalable” :
évolutif, extensible, faisable, échelonnable, etc. Nous avons choisi l’adjectif échelonnable
car sa signification est en adéquation avec les objectifs de cette thèse. Nous utilisons le
terme échelonnable pour décrire un algorithme capable de traiter des volumes de données
de taille arbitraire tout en maintenant un temps d’exécution linéaire ou linéarithmique
et en assurant des résultats identiques à ceux obtenus dans le cas où les données peuvent
être stockées en mémoire. L’action consistant à développer un algorithme échelonnable
à partir d’un algorithme classique est définie par le terme de passage à l’échelle dans la
suite de ce manuscrit.
En télédétection, certains algorithmes de segmentation et de classification ne peuvent
être appliqués lorsque la taille des données dépasse la capacité de stockage de la mémoire
interne de l’ordinateur et cela pour plusieurs raisons. La première raison est le manque
de visibilité des données lorsque celles-ci ne peuvent être stockées en mémoire interne.
L’algorithme n’a alors qu’une visibilité partielle des données, qui peut ne pas être repré-
sentative de l’ensemble des données initial. Ce manque d’information peut alors affecter
la qualité des résultats. La seconde raison est la nécessité d’effectuer de nombreux accès
en lecture et écriture dans la mémoire externe de l’ordinateur. Le temps d’exécution de
l’algorithme peut devenir excessivement long car ces opérations sont coûteuses à cause du
temps de latence important. Cela peut ainsi compromettre l’utilisation de l’algorithme,
surtout dans des domaines où la performance est requise (applications temps réel). Ces
algorithmes ne sont donc pas échelonnables au sens où nous l’avons défini.
L’objectif principal de cette thèse est d’étudier le passage à l’échelle des algorithmes de
segmentation et de classification tout en répondant au même problème et en obtenant
des résultats identiques à ceux obtenus dans le cas où la mémoire ne serait pas limitée.
Avant de présenter les techniques de passage à l’échelle, il est nécessaire de comprendre
comment un algorithme est retranscrit en un programme informatique et comment celui-
ci utilise les ressources de l’ordinateur.
1.1.3 Algorithmes et programmation informatique
L’apparition des ordinateurs a permis aux scientifiques d’appliquer des algorithmes
sur des données de manière automatique. L’enjeu constitue le développement de pro-
grammes informatiques qui permettent à l’ordinateur d’appliquer les différentes étapes
de l’algorithme sur des données en entrée. Cette technique est nommée la programmation
informatique. Pour réaliser un programme informatique, des langages de programmation
sont apparus pour aider l’homme à retranscrire un problème posé avec le langage naturel
en un problème compréhensible par l’ordinateur. Nous pouvons citer quelques langages
célèbres de programmation : C [7], C++ [8], Python [9], etc. Ces langages ont un vo-
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cabulaire proche de celui du langage naturel. Ils offrent une abstraction de certaines
opérations algorithmiques comme les opérations arithmétiques, les boucles mais aussi
une manière simplifiée de gérer l’utilisation de la mémoire par le processeur. Ces lan-
gages permettent aussi de modéliser la façon dont les données sont organisées dans la
mémoire d’un ordinateur pour ensuite être traitées de la manière la plus efficace possible
par le programme informatique. Les différentes manières pour concevoir un programme
informatique, à partir d’un algorithme énoncé dans le langage naturel, sont regroupées
dans le domaine des techniques algorithmiques.
Avant d’étudier la conception de nouveaux algorithmes pour le traitement de grands
volumes de données en télédétection, il est nécessaire de présenter les techniques al-
gorithmiques existantes pour constituer les bases de notre raisonnement. Concevoir un
programme informatique nécessite de connaître la syntaxe et la grammaire du langage de
programmation utilisé. Pour les travaux de cette thèse, le langage utilisé est le C++ car
il permet d’avoir un contrôle total sur la performance de l’algorithme et sur l’usage de la
mémoire. La raison secondaire est que l’ensemble des algorithmes développés dans cette
thèse seront intégrés dans le logiciel de traitement d’images Orfeo Toolbox développé par
le CNES, qui est lui-même écrit en C++. Concevoir un programme informatique néces-
site de connaître l’architecture de l’ordinateur sur lequel le programme est exécuté. Une
connaissance de la capacité de stockage des différents types de mémoire ainsi que leur
hiérarchie permet de concevoir des programmes tirant bénéfice au maximum de la loca-
lité des données. Ceci s’effectue en partie à travers le choix des structures de données qui
jouent un rôle fondamental dans l’efficacité d’un traitement. Concevoir un programme
informatique efficace et performant passe également par une connaissance algorithmique
approfondie. C’est pourquoi, l’ensemble des techniques algorithmiques proposées dans
cette thèse s’inspire de la lecture des deux ouvrages : The Art Of Computer Programming
[10] et le célèbre CLRS (Introduction to Algorithms) [11], qui constituent des références
dans ce domaine. L’ensemble des algorithmes décrits dans cette thèse seront illustrés
soit par un diagramme d’exécution soit par un pseudo-code indépendant du langage de
programmation.
1.2 Modélisation d’un ordinateur
1.2.1 Description générale d’un ordinateur
Modéliser la pensée humaine et son mode de fonctionnement pour aboutir à une
intelligence artificielle est le rêve de nombreux chercheurs. Même si cet objectif n’a pas
encore été atteint, une partie du fonctionnement de la pensée humaine a pu être élabo-
rée : la capacité à calculer. La création de machines capables d’effectuer des calculs a
été l’objectif de nombreux scientifiques par le passé. Les premières machines à calculer
étaient mécaniques. Elles étaient construites en bois et en métal. Nous pouvons citer
quelques pionners dans ce domaine tels que Leibniz ou Charles Babage (1791-1871). Ce
dernier a inventé la machine différentielle (1821) puis la machine analytique où il était
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possible pour l’homme de programmer des calculs par le moyen de cartes perforées. Ce-
pendant, à cette époque, il n’existait pas encore une définition formelle d’une fonction
calculable. Il a fallu attendre 1936 pour la première modélisation abstraite d’un ordina-
teur avec Alan Turing [12]. Dans son article, Alan Turing décrit un ordinateur avec un
automate caractérisé par des configurations et un ruban où l’automate vient y lire, écrire
et modifier des symboles. À chaque configuration est associée une ou plusieurs opérations
qui consistent à lire ou écrire des symboles sur le ruban supposé infini. L’ensemble de
ces opérations conduit l’automate à se trouver dans une nouvelle configuration.
L’ordinateur d’aujourd’hui est très similaire à la machine à calculer proposée par Alan
Turing. Dans cette thèse, nous modélisons un ordinateur par une unité de calcul (auto-
mate) exécutant des instructions sur les données de manière séquentielle. Ces instruc-
tions constituent des opérations sur des séquences de bits (symboles). La performance
de l’unité de calcul est déterminée par le nombre d’opérations qu’elle peut effectuer en
une unité de temps. Une unité de calcul dispose d’un registre pour stocker les résultats
intermédiaires entre deux opérations (ruban). Le temps d’accès aux données dans un
registre s’effectue en un cycle d’horloge processeur. Cependant, la capacité de stockage
du registre est très limitée. Ainsi, pour pouvoir traiter une donnée, il est nécessaire de
la rapatrier depuis la mémoire de l’ordinateur. Ce temps de latence est souvent la cause
du manque d’efficacité d’un traitement 1. Contrairement au ruban infini, la mémoire est
limitée dans un ordinateur, ce qui contraint à une visibilité réduite de l’ensemble des
données si celui-ci ne peut être stocké en mémoire. Cette problématique sur la visibi-
lité des données constitue l’enjeu majeur de cette thèse. Dans la section suivante, nous
listons les différents types de mémoire présents dans un ordinateur et présentons leurs
caractéristiques.
1.2.2 Différents types de mémoire
Plusieurs types de mémoire sont disponibles dans un ordinateur standard. Chacune
d’elles se caractérise par son temps de latence et sa capacité de stockage. Les mémoires
peuvent être classifiées en 2 catégories principales : les mémoires vives et les mémoires
mortes.
Les mémoires vives
Une mémoire vive permet de stocker les données tant que celle-ci est alimentée par
un courant électrique. Une rupture de l’alimentation entraîne la perte des données. Ce
type de mémoire se caractérise par un accès aux données rapide et une faible capacité de
stockage. Elle est généralement située physiquement près de l’unité de calcul. Augmenter
la capacité de ce type de mémoire est coûteux et ne peut se faire indéfiniment. Il existe
3 types de mémoire vive qui sont listés ci-dessous par capacité de stockage croissante et
par vitesse d’accès décroissante :
1. “All computers wait at the same speed”, Wernher von Braun.
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• Le registre. C’est la mémoire utilisée par l’unité de calcul du processeur pour sto-
cker les résultats intermédiaires d’un calcul ainsi que les instructions. La capacité
des registres actuels est de l’ordre de quelques milliers d’octets. Le temps de la-
tence est inexistant car les données et les instructions sont récupérées en 1 cycle
d’horloge du processeur.
• La mémoire cache. C’est la mémoire tampon utilisée pour stocker les données et
les instructions qui sont fréquemment utilisées par l’unité de calcul. Elle permet
d’amortir le temps de latence dû aux accès à la mémoire centrale. Selon l’archi-
tecture de l’ordinateur, il peut exister une hiérarchie de mémoires cache. Sur les
ordinateurs actuels, cette hiérarchie est généralement composée de 3 niveaux de
cache notés L1, L2 et L3 avec des capacités de stockage croissantes et des vitesses
d’accès décroissantes. La capacité globale de l’ensemble des mémoires cache est
de l’ordre de quelques mégaoctets. Le temps de latence est de l’ordre de quelques
nanosecondes.
• La mémoire centrale, également appelée mémoire RAM (Random Access Memory),
est utilisée par l’ordinateur pour stocker les données et les instructions au cours
d’un traitement. Sa capacité de stockage est de l’ordre de quelques dizaines de
gigaoctets et son temps de latence est de l’ordre de quelques centaines de nanose-
condes.
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Dans le cadre de cette thèse, l’ensemble de ces mémoires est regroupé sous le nom
de mémoire interne de l’ordinateur. Par la suite, nous simplifions en supposant que le
temps de latence pour accéder aux données en mémoire interne est égal à un cycle de
l’horloge du processeur. Nous verrons que cette simplification n’enlève pas de généra-
lité aux solutions proposées car elles pourront être adaptées à de nouvelles hiérarchies
mémoire par récursion.
Les mémoires mortes
La mémoire morte permet de stocker les données et de les garder même lorsque
celle-ci n’est plus alimentée. Cette mémoire se caractérise par sa très grande capacité de
stockage, mais avec l’inconvénient d’un temps d’accès très long comparé aux mémoires
vives. Elle regroupe toutes les mémoires de masse comme les disques durs, les mémoires
flash, les disques optiques et les disques SSD (“Solid State Drive”). Un avantage de ces
mémoires est qu’elles sont bon marché comparées aux mémoires vives. Par conséquent,
nous pouvons étendre presque à l’infini la capacité de stockage de ce type de mémoire
pour un ordinateur. L’inconvénient est le temps de latence qui est de l’ordre de quelques
centaines de millisecondes soit 106 fois supérieur à celui des mémoires vives. La raison
de ce long temps de latence s’explique par l’architecture d’un disque dur illustrée dans
la figure 1.2. Les données sont stockées sur la surface magnétique d’un disque qui est
en rotation. La vitesse de rotation de ces disques varie aujourd’hui entre 5000 et 15000
rotations par minute (RPM). Les données sont accédées et modifiées par l’intermédiaire
d’une tête de lecture qui se déplace de manière concentrique le long de la surface magné-
tique. Ainsi, pour accéder à un segment sur la surface, la tête de lecture doit se déplacer
horizontalement dans un premier temps pour se situer sur le cercle du segment et ensuite
attendre que la rotation du disque la place au dessus du segment. Le temps de latence















Figure 1.2 – Fonctionnement d’un disque dur.
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Ces mémoires sont regroupées sous le nom de mémoire externe et nous considérons
que la quantité de celle-ci pour stocker les données en entrée d’un algorithme est toujours
suffisante.
Pour résumer, la table 1.1 présente la structure hiérarchique des types de mémoire
avec leurs temps d’accès mesurés sur un ordinateur avec un processeur de 3 GHz. Les don-
nées sont issues de la présentation faite lors de la conférence CppCon et sont disponibles
dans la présentation “Efficiency with Algorithms, Performance with Data Structures” 2.
Type de mémoire Temps de latence
1 cyle d’horloge 1 ns
cache L1 0.5 ns
cache L2 7 ns
mémoire centrale 102 ns
SSD 1, 5× 105 ns
Disque dur 107 ns
Table 1.1 – Hiérarchie mémoire et temps de latence en nanosecondes (ns).
1.2.3 Modélisation d’un ordinateur dans le cadre de nos
travaux
Pour la conception de nouveaux algorithmes de segmentation et de classification,
nous nous sommes basés sur un modèle générique d’un ordinateur qui est illustré par
la figure 1.3. Un ordinateur est donc composé d’un processeur, d’une mémoire interne
et d’une mémoire externe. Les données peuvent-être transférées entre le processeur et la
mémoire interne et entre la mémoire externe et la mémoire interne.
1.3 Complexité algorithmique
L’analyse de la complexité d’un algorithme étudie l’évolution du nombre d’opérations
élémentaires de celui-ci de façon aymptotique. Nous analysons également la complexité en
espace de l’algorithme, qui traduit la quantité de mémoire utilisée au cours du traitement
de façon asymptotique. Nous parlons ainsi de complexités en temps et en espace de
l’algorithme. Une opération élémentaire est une opération qui est exécutée dans un
temps constant par le processeur. Ces opérations élémentaires regroupent les opérations
arithmétiques telles que les additions, les soustractions, les multiplications, mais égale-
ment les opérations de comparaison et les opérations d’affectation. En notant n la taille
des données en entrée, l’algorithme requiert un certain nombre d’opérations élémentaires




























Figure 1.3 – Modélisation simplifiée d’un ordinateur considérée dans le cadre de cette
thèse.
en temps pour effectuer ces opérations et cm(n) le coût en espace.
Par exemple, considérons l’algorithme 1.1 qui permet de trouver la valeur maximum
dans un tableau T de taille n et déterminons ct(n) et cm(n).
1: procédure TrouveMaximum(T = [a1, a2, ..., an])
2: max = T [0]
3: pour i = 0 ; i <taille(T ) ; i ← i + 1 exécute
4: si max < T [i] alors





Algorithme 1.1 – Algorithme pour retrouver le nombre maximum dans un tableau de
valeurs.
Cet algorithme requiert de stocker le tableau T de taille n, ainsi que la valeur maxi-
mum du tableau max, c’est-à-dire n + 1 éléments. Ainsi cm(n) = n + 1. Dans la ligne
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2 de l’algorithme 1.1, un accès à la valeur dans T à la position 0 puis une affectation
sont effectuées. Ces 2 actions constituent 2 opérations élémentaires. Avant le début de la
boucle (ligne 3), 2 opérations élémentaires sont effectuées à savoir i = 0 et i < taille(T ).
Pour chaque itération de la boucle, 2 opérations élémentaires sont effectuées, à savoir
l’incrémentation de i et la comparaison i < taille(T ). Dans le contenu de la boucle, au
maximum 4 opérations élémentaires sont réalisées à savoir l’accès à la valeur T [i], la
comparaison de celle-ci avec max et si max < T [i] alors l’accès de nouveau à T [i] et son
affectation à max. Le coût total en temps d’exécution est ct(n) = 6× n + 4.
Nous venons de déterminer les coûts toujours dans le cas le plus défavorable. En
effet, lors de l’analyse d’un algorithme, nous considérerons toujours le pire des cas afin
d’obtenir une limite supérieure sur le temps d’exécution et sur la quantité de mémoire
nécessaire.
1.3.1 Notation de Landau
La notation de Landau ([10] Chapitre 1 Section 2.11) permet d’évaluer l’efficacité
d’un algorithme en donnant un ordre de grandeur du coût pour le temps d’exécution
et pour l’espace mémoire nécessaire en fonction de la taille des données en entrée de
l’algorithme. Il existe plusieurs notations de Landau et nous considérons seulement celle
correspondant à une majoration des coûts représentant ainsi le cas le plus défavorable.
Elle est notée O et se définit formellement de la façon suivante. Supposons 2 fonctions
f et g définies sur R, nous avons :
f = O(g(x)) lorsque x→∞⇔ ∃M,x0 ∈ R∗ tel que |f(x)||g(x)| ≤M , ∀x ≥ x0
Cela signifie que les comportements de f(x) et g(x) sont les mêmes à une constante près
lorsque x→∞.
Concernant l’algorithme de notre exemple (Algorithme 1.1), nous avons déterminé que





6× n + 4
n
≈ 6 lorsque n→∞
Cela signifie qu’à une constante près, le coût d’exécution en temps ct(n) de notre algo-
rithme est de l’ordre de grandeur de g(n). La notation de Landau de l’algorithme est
notée O(n) et nous disons qu’il a une complexité en temps d’exécution linéaire. Similai-
rement, la notation de Landau pour cm(n) est O(n) et nous disons qu’il a une complexité
en espace linéaire.
Nous venons de voir que la notation de Landau permet de donner un ordre de gran-
deur du comportement général d’un algorithme lorsque la taille des données en entrée
tend vers l’infini. La complexité en espace est devenue, avec le traitement de grands vo-
lumes de données, aussi essentielle que celle liée au temps d’exécution et c’est pourquoi
nous y attachons une grande importance dans nos travaux. En effet, il est très fréquent
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qu’un algorithme utilise des structures pour stocker des données au cours de la procé-
dure. Un espace mémoire supplémentaire est souvent requis en plus de celui nécessaire
pour stocker les données en entrée.
La liste suivante énumère les complexités communes avec la notation de Landau
de la plus avantageuse à la plus problématique concernant le caractère échelonnable de
l’algorithme :
• O(1) : complexité constante. Elle ne dépend pas de la taille des données en entrée.
• O(logn) : complexité logarithmique. C’est en général la complexité en temps pour
parcourir les structures arborescentes.
• O(n) : complexité linéaire. La complexité est proportionnelle à la taille des données
en entrée.
• O(n logn) : complexité linéarithmique. C’est en général la complexité en temps
d’exécution d’un algorithme qui divise récursivement l’ensemble des données en
entrée en plusieurs blocs et applique un algorithme de complexité en temps li-
néaire sur chaque bloc. Un algorithme de tri célèbre nommé le MergeSort a une
complexité O(n logn) et est décrit dans [11] Chapitre 2 Section 2.3.1.
• O(n2) : complexité quadratique. La complexité est proportionnelle au carré de la
taille des données en entrée. Cette complexité est particulièrement problématique
pour le traitement de grands volumes de données.
• . . .
La notation de Landau a certaines limitations car elle permet d’avoir seulement un
ordre de grandeur du comportement d’un algorithme de façon asymptotique en consi-
dérant la pire situation. Par exemple, elle ne tient pas compte des facteurs constants.
En effet, un algorithme A nécessitant 3× n instructions et un algorithme B nécessitant
20 × n instructions auront la même notation de Landau O(n) alors que l’algorithme A
est plus rapide que B.
De plus, la notation de Landau ne tient pas compte de la répartition des données en
entrée. En effet, le tri par insertion ([11] Partie I Chapitre 2 Section 1), qui a une com-
plexité O(n2) dans le pire des cas, peut avoir un comportement linéaire si les données en
entrée sont déjà plus ou moins triées et ainsi être plus performant qu’un algorithme de
tri ayant une complexité O(n logn) comme le Heapsort ([11] Partie II Chapitre 6 Section
1).
Enfin, l’analyse avec la notation de Landau ne tient pas compte non plus du type de
stucture de données utilisé. En effet, le parcours dans un tableau dynamique où toutes
les données sont contigües en mémoire peut-être beaucoup plus rapide que le parcours
d’un arbre binaire de recherche ([11] Partie III Chapitre 12 Section 1) où les données sont
aléatoirement placées en mémoire interne. En effet, la localité des données est importante
pour profiter de la hiérarchie des caches et nous verrons qu’en tenir compte par la suite
permet d’améliorer significativement l’efficacité de l’algorithme. Il existe différents types
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de structure de données (tableau, liste) qui organisent les données en mémoire de façon
différente. Avec les processeurs actuels, il est parfois surprenant de voir, qu’en choisis-
sant une structure favorisant la localité des données, les vitesses d’exécution de certains
algorithmes ne sont pas celles qu’on pourrait espérer étant donné leur complexité.
C’est pourquoi, nous utilisons la notation de Landau pour avoir une idée globale du
comportement de nos algorithmes. Par contre, pour des analyses plus approfondies,
nous étudierons la répartition des données en entrée ainsi que les caractéristiques des
différentes structures de données pour concevoir des algorithmes efficaces du point de
vue de l’accès à la mémoire.
À noter que ce n’est pas seulement les algorithmes ayant une complexité en temps
ou en espace quadratique qui ne sont pas échelonnables. Cela peut être également le
cas pour des algorithmes de complexité linéaire. En effet, si la taille des données en
entrée dépasse la quantité de mémoire interne disponible alors le manque de visibilité
peut entraîner des modifications sur le résultat final. Il est donc nécessaire de trouver
des solutions qui permettent de les rendre échelonnables. Une des pistes à explorer est
le choix judicieux des structures de données. Nous verrons que leur rôle est fondamental
dans le passage à l’échelle d’un algorithme.
1.4 Structures de données
Dans un programme informatique, une structure de données représente la façon dont
sont organisées les données en mémoire.
Différents types de structures de données existent suivant les besoins de l’application.
Le choix d’une structure de données intervient directement dans la complexité de l’algo-
rithme comme nous allons le voir dans les deux exemples suivants. Le choix des structures
de données constitue ainsi une étape primordiale lors de la conception d’un algorithme
échelonnable.
Une structure de données célèbre est la liste chaînée. Une telle liste est composée
de nœuds contenant, en plus de données spécifiques à l’application, un pointeur vers le
nœud suivant noté suiv. Dans la suite, nous considérons que le nœud contient, en plus
d’un pointeur, une valeur entière notée valeur. Pour un nœud, noté nd, l’accès à l’un
de ses attributs, par exemple valeur, est noté nd.valeur. Cette syntaxe est utilisée pour
tous les pseudo-codes dans ce manuscrit. Un exemple d’implémentation d’une liste est
illustré par la figure 1.4. Une liste est donc caractérisée par un pointeur vers le premier
nœud de la liste, noté debut.
Quatre opérations sont en général nécessaires lorsqu’une structure de données est
utilisée par un algorithme, à savoir l’insertion, l’accès à une donnée suivant sa position,
la recherche et la suppression. La complexité en espace de l’utilisation d’une liste sim-
plement chaînée est O(n) puisqu’il y a autant de nœuds que de données dans l’ensemble.
Nous allons donc déterminer la complexité en temps des 3 opérations.
Insérer un élément consiste à rajouter un nœud en début de liste. Le pseudo-algorithme





Figure 1.4 – Modélisation d’une liste simplement chaînée
1: procédure InsérerNoeud(nd, debut)
2: nd.suiv = debut
3: debut = nd
4: fin procédure
Algorithme 1.2 – Insertion d’un nœud en début de liste
L’opération d’insertion d’un nouveau nœud contient 2 instructions et a donc une
complexité en temps constante O(1).
Accéder à un nœud dans une liste étant donnée sa position i consiste à parcourir les
i − 1 premiers nœuds et est décrit par le pseudo-algorithme 1.3. Dans le cas le plus
défavorable, tous les nœuds de la liste sont parcourus, ce qui correspond au cas où le
nœud est à la dernière position ou que la position est supérieure à la taille de la liste.
La complexité en temps est O(n).
1: procédure AccesNoeud(debut, i)
2: nd = debut
3: j = 0
4: tant que nd Ó= NULL et j < i exécute
5: nd = nd.suiv
6: j + +
7: fin tant que
8: retourne nd
9: fin procédure
Algorithme 1.3 – Accès à un nœud étant donnée sa position i dans la liste.
Trouver un nœud dans une liste consiste à parcourir les nœuds de la liste et à
comparer la valeur du nœud courant avec la valeur du nœud que nous désirons trouver.
L’opération se termine lorsqu’il y a égalité ou lorsque tous les nœuds ont été visités. Le
pseudo-algorithme pour trouver un nœud est illustré par l’algorithme 1.4.
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Dans le cas le plus défavorable, le nœud que nous désirons trouver se trouve en fin de liste
ou n’existe pas. Dans une telle situation, il est nécessaire de parcourir tous les nœuds
de la liste et de comparer leur valeur avec la valeur du nœud que nous cherchons. La
complexité en temps est alors O(n).
1: procédure RechercheNoeud(valeur, debut)
2: pour nd = debut; nd Ó= NULL; nd = nd.suiv exécute






Algorithme 1.4 – Recherche d’un nœud dans une liste
Enfin, l’opération de suppression est dominée par l’opération de recherche du nœud
à supprimer. La suppression du nœud est effectuée par la modification du chaînage du
nœud précédent au nœud à supprimer. Le pseudo-code 1.5 décrit cette action. Cette
dernière opération ne requiert qu’un nombre fixe d’instructions qui ne dépend pas de la
taille des données en entrée. La complexité en temps de l’opération de suppression est
O(n).
1: procédure SuppressionNoeud(valeur, debut)
2: prevNd = NULL
3: pour nd = debut; nd Ó= NULL; nd = nd.suiv exécute
4: si nd.valeur == valeur alors
5: si prevNd Ó= NULL alors
6: prevNd.suiv = nd.suiv
7: retourne debut
8: sinon








Algorithme 1.5 – Suppression d’un nœud dans une liste
Ainsi, une liste simplement chaînée est une structure de données intéressante lorsque
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le nombre d’opérations d’insertion en début de liste et de mise à jour du chaînage est
beaucoup plus important que le nombre d’opérations de recherche et de suppression.
Considérons maintenant un tableau dynamique dont les valeurs sont stockées de
manière séquentielle en mémoire. Lors de l’insertion d’un élément dans cette structure
de données, l’ordre séquentiel des valeurs dans le tableau doit être maintenu dans la
mémoire. Si n est la taille du tableau et que nous désirons insérer une valeur à la position
i alors toutes les valeurs situées de la position i à la position n doivent être décalées d’une
case vers la droite en mémoire. La figure 1.5 illustre cette opération.
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Figure 1.5 – Opération d’insertion d’une valeur à une certaine position dans la tableau
dynamique
Cette opération d’insertion nécessite de redimensionner la taille du tableau dyna-
mique et de décaler n − i valeurs impliquant une réallocation de la mémoire et n − i
copies. Dans la pire situation, nous devons insérer la valeur en première position néces-
sitant de décaler n valeurs. Ainsi la complexité en temps d’une telle opération est O(n).
La recherche d’une valeur dans le tableau dynamique nécessite de parcourir les éléments
du tableau jusqu’à trouver celui dont la valeur est égale. Dans le cas le plus défavorable,
la valeur est située en dernière position du tableau ou n’est pas dans le tableau. La
complexité en temps est donc O(n).
De même, la suppression d’une valeur dans le tableau nécessite le parcours du tableau
pour trouver la valeur et entraîne ensuite le redimensionnement et la copie des valeurs à
sa droite lors de la supression pour maintenir les données contigües en mémoire interne.
La complexité en temps est également O(n). Notons cependant une amélioration de cet
algorithme. En effet, si le nombre de données à supprimer est important, cette action
peut avoir une complexité en temps quadratique, car pour chaque donnée à supprimer,
il faut décaler les valeurs situées à sa droite. L’idée est alors de visiter l’ensemble des
données du tableau qu’une seule fois et lorsqu’une donnée doit être supprimée, l’échanger
avec la dernière valeur valide du tableau. La figure 1.6 illustre l’ensemble des opérations
dans la cas où 2 valeurs doivent être supprimées d’un tableau dynamique.
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Figure 1.6 – Suppression plus efficace des valeurs dans un tableau dynamique.
En revanche, l’accès à un élément étant donné sa position est faite en un nombre fixe
d’instructions. La complexité en temps est donc O(1).
Nous venons de présenter 2 structures de données qui ont le même rôle mais une
façon différente d’organiser les données dans la mémoire. Dans l’exemple suivant, nous
allons montrer comment la complexité d’un algorithme peut être influencée par le choix
des structures de données.
Supposons des polygones dans une grille à 2 dimensions composée de pixels. Chaque
polygone est caractérisé par un attribut a, une liste de pixels et une liste de pointeurs
vers les polygones adjacents. Deux polygones sont adjacents s’ils partagent une frontière
commune. L’objectif est de fusionner les polygones selon un critère basé sur l’attribut
a. Une structure de données est utilisée pour stocker les polygones de la grille et nous
la notons Cp. Afin d’obtenir une croissance équilibrée des polygones tout au long de la
procédure, nous choisissons de les visiter aléatoirement à chaque itération. Notons Np
le nombre de polygones restants après chaque itération. Le pseudo-code de l’algorithme
pour fusionner les polygones est illustré par l’algorithme 1.6.
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1: procédure MergePoly(Cp)
2: tant que il reste des polygones à fusionner exécute
3: I ← tableau aléatoire d’indices entre 0 et Np
4: pour chaque indice i dans I exécute
5: si Cp[i] n’a pas déjà fusionné alors
6: si Cp[i] peut fusionner avec un polygone adjacent p alors
7: Met à jour le voisinage
8: Met à jour les cellules




13: Supprime les polygones marqués comme fusionnés de Cp.
14: fin tant que
15: fin procédure
Algorithme 1.6 – Algorithme de fusion des polygones
L’objectif est de déterminer Cp pour minimiser la complexité de l’algorithme. Pour
la structure de données, nous avons le choix entre un tableau dynamique ou une liste
chaînée. Dans les 2 scénarios suivants, la complexité en espace est identique et vaut
O(Np). Pour simplifier nous n’étudions pas les complexités du processus de fusion des
polygones et nous considérons qu’elles sont constantes O(1).
Supposons dans un premier temps que Cp est une liste simplement chaînée. À chaque
itération, nous visitons aléatoirement les polygones dans Cp (lignes 4 et 5). La ligne 5
vérifie si Cp[i] n’a pas déjà fusionné. Si Cp est une liste, alors chercher Cp[i] requiert dans
le pire des cas Np instructions pour chaque indice i. Il y a ainsi N2p instructions juste
pour vérifier si le polygone a fusionné. Supprimer les polygones dans une liste simple-
ment chaînée a une complexité O(Np). Par conséquent, la complexité de l’algorithme est
dominée par la boucle tant que : O(N2p ).
Supposons maintenant que Cp est un tableau dynamique. Trouver un polygone dans Cp
étant donnée sa position s’effectue en temps constant dans un tableau dynamique. Il
y a ainsi Np instructions au maximum dans la boucle tant que. Enfin, la suppression
des polygones qui ont fusionné est linéaire O(Np) si nous prenons la précaution de les
déplacer à la fin du tableau dynamique comme cela a été expliqué dans la figure 1.6. La
complexité en temps de l’algorithme est finalement O(Np) qui est bien meilleure que celle
calculée pour le premier scénario. Une propriété intéressante des tableaux dynamiques
est la localité des données qui sont stockées de manière contigüe en mémoire, ce qui
peut ne pas être le cas pour une liste simplement chaînée. Ainsi, il faut moduler le fait
qu’une structure de données soit théoriquement plus efficace qu’une autre par le temps
de latence, qui dépend de la façon dont sont organisées les données en mémoire. En
effet, avec les architectures mémoire actuelles, il est préférable d’utiliser des structures
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de données alignées comme les tableaux dynamiques car le transfert de données entre la
mémoire centrale et les mémoires cache s’effectue par bloc de données contigües. Cette
analyse doit être faite de manière expérimentale en comparant les structures de données
par rapport au temps d’exécution. Heureusement, la programmation générique avec la
STL [13] permet d’effectuer plusieurs prototypes du même algorithme avec différentes
structures de données très rapidement.
Nous venons de constater qu’améliorer la complexité en temps et en espace d’un al-
gorithme passe par le choix de structures de données adaptées aux actions spécifiques de
l’algorithme. Cette étape est donc nécessaire mais pas forcément suffisante pour rendre
un algorithme échelonnable. Dans l’exemple avec les polygones, une problématique peut
apparaître lorsque l’ensemble initial des polygones ne peut être stocké en mémoire in-
terne. En effet, certains polygones adjacents peuvent ne pas être visibles, ce qui peut
modifier le résultat final.
Dans la prochaine section, nous listons les techniques génériques existantes pour le
passage à l’échelle d’un algorithme.
1.5 Techniques algorithmiques pour le passage à
l’échelle
Jusqu’à présent, nous avons supposé que l’ensemble des données en entrée d’un al-
gorithme peut être stocké dans la mémoire interne de l’ordinateur. Comme nous l’avons
expliqué en introduction, cette condition n’est plus assurée avec l’arrivée des nouvelles
missions d’observation de la Terre. Les algorithmes d’exploitation de données classiques
nécessitent d’être adaptés pour être capables de traiter des grands volumes de données.
Trois approches existent dans la littérature pour le passage à l’échelle d’un algo-
rithme. Ces approches, qui seront décrites par la suite, sont listées ci-dessous [14] :
1. Transformer un algorithme par lots 3 en un algorithme de flots de données.
2. La stratégie qui consiste à diviser pour mieux régner.
3. La réduction de la dimension des données en entrée.
Afin d’illustrer comment les algorithmes par lots sont adaptés, nous allons nous baser
sur l’algorithme de tri et analyser comment il peut être adapté à l’aide des techniques
présentées.
Un algorithme de tri ([11] Partie II Introduction) consiste à trouver à partir d’une
séquence de n nombres {a1, a2, ..., an} une permutation de cette séquence vérifiant a′1 ≤
a′2 ≤ ... ≤ a′n. De nombreux algorithmes de tri existent et sont répertoriés dans [11].
3. Un algorithme par lots est un algorithme qui nécessite d’avoir la visibilité sur tout l’en-
semble des données en entrée pour résoudre le problème.
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1.5.1 Algorithme de flots de données
Aussi appelé algorithme au fil de l’eau, un algorithme de flots de données [15] est un
algorithme qui reçoit en entrée un flux de données dans le temps. Cet algorithme résout le
problème posé pour chaque nouvelle observation sans connaître les observations à venir.
Ce type d’algorithme n’a donc pas une vision sur l’ensemble des données qu’il va traiter.
L’avantage est qu’il n’y a plus de contrainte mémoire dans la mesure où l’algorithme est
capable de résoudre le problème à partir seulement des observations courantes.
Transformer un algorithme par lots en algorithme de flots de données revient à considérer
l’ensemble des données en entrée comme un flux de données, où à chaque instant, une
donnée est présentée à l’algorithme. Cependant, cette modification nécessite aussi de
transformer les étapes et les structures de données utilisées par l’algorithme classique.
Par exemple dans [16], les auteurs proposent un algorithme de tri adapté en algorithme
au fil de l’eau. En effet, la séquence de nombres initiale est traversée dans les deux
directions (du premier élément vers le dernier élément et du dernier élément vers le
premier élément). Dans la première direction, le nombre courant est comparé aux 2
nombres suivants dans la séquence. Dans la seconde direction, le nombre courant est
comparé avec les deux nombres qui le précèdent dans la séquence. Cette opération est
répétée N/3 fois où N est la longueur de la séquence de nombres. Le pseudo-code de
l’algorithme est représenté par l’algorithme 1.7.
Pour chacun des nombres S[l] et S[r], seuls S[l+1], S[l+2], S[r−1] et S[r−2] sont né-
cessaires, la complexité en espace est alors constante O(1). Si n est le nombre de données
alors il y a n3 itérations (ligne 4). Pour chaque itération, la boucle tant que effectue au
maximum n itérations où un nombre constant d’opérations élémentaires sont effectuées.
La complexité en temps de l’algorithme est quadratique O(n2). Il est intéressant de no-
ter que la logique utilisée par l’algorithme est différente de celles présentées dans [11]
et qu’elle permet tout de même d’obtenir un résultat identique tout en s’affranchissant
de la contrainte mémoire. En revanche, sa complexité en temps, qui est quadratique,
peut rendre cet algorithme inutilisable sur des grands volumes de données à cause d’un
nombre trop important d’accès en lecture et écriture dans la mémoire externe. Cette
technique de passage à l’échelle ne paraît pas appropriée pour l’algorithme de tri.
1.5.2 Diviser pour mieux régner
Cette stratégie [17] consiste à décomposer récursivement l’ensemble des données ini-
tiales en blocs de données pouvant être stockés en mémoire interne et à appliquer l’al-
gorithme sur ces blocs. Le résultat final est construit par le regroupement des solutions
issues de chaque bloc.
Un exemple d’algorithme de tri utilisant cette stratégie est l’algorithme MergeSort ([11]
Partie I Chapitre 2 Section 2.3.1). Dans un premier temps, l’algorithme divise récur-
sivement la séquence de nombres en sous-séquences jusqu’à obtenir des sous-séquences
contenant un seul nombre. Ces sous-séquences sont donc forcément triées. Dans un se-
cond temps, les sous-séquences sont récursivement fusionnées en maintenant le tri des
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1: procédure TriEnLigne(S)
2: start = 0
3: N = S.size()
4: pour i = 0 ; i < N/3 ; i + + exécute
5: l = start
6: r = N − 1
7: tant que l < N − 2 ou r > −1 exécute
8: si S[l] > S[l + 1] alors
9: Échange S[l] et S[l + 1]
10: fin si
11: si S[l] > S[l + 2] alors
12: Échange S[l] et S[l + 2]
13: fin si
14: si S[r] < S[r − 1] alors
15: Échange S[r] et S[r − 1]
16: fin si
17: si S[r] < S[r − 2] alors
18: Échange S[r] et S[r − 2]
19: fin si
20: l + +
21: r −−
22: fin tant que
23: fin pour
24: fin procédure
Algorithme 1.7 – Algorithme de tri adapté en algorithme par flots de données.
nombres dans les séquences résultantes. Le processus s’arrête lorsque nous obtenons
une seule séquence triée de tous les nombres. Le pseudo-algorithme est disponible dans
[11] Partie I Chapitre 2 Section 2.3.1. Une analyse de la complexité y est faite et vaut
O(n logn). Il s’avère que cette complexité est la meilleure que nous puissions obtenir
pour un algorithme de tri lorsque nous comparons les nombres deux à deux 4.
Lorsque la séquence des nombres à trier ne peut être stockée en mémoire interne, une
variante de cet algorithme est utilisée. La solution consiste à utiliser la mémoire externe
pour stocker des sous-séquences triées de manière temporaire. Une implémentation de
cet algorithme est disponible dans la librairie STXXL [18] et se nomme External Merge
Sort. Dans un premier temps, la séquence de nombres est divisée en sous-séquences
de nombres pouvant être stockées dans la mémoire interne. Avant d’être stockée, chaque
4. En effet, il existe des algorithmes de tri qui n’effectuent pas de comparaisons de nombres.
C’est le cas du bin sort, du counting sort et du radix sort. Ces algorithmes ont des complexités
en temps linéaires mais des complexités en espace plus importantes.
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sous-séquence est triée avec un algorihme de tri classique. L’opération suivante consiste à
regrouper plusieurs sous-séquences triées pour former une nouvelle séquence de nombres
triée. Soit N le nombre de sous-séquences qui sont fusionnées à chaque étape. N tampons
sont alors alloués pour lire les nombres dans les sous-séquences et un tampon est alloué
pour écrire la nouvelle séquence de nombres. Ainsi, à chaque étape le nombre minimum
est extrait des N valeurs au début de chaque tampon pour être écrit dans le tampon
de sortie. Le processus s’arrête lorsqu’il reste qu’une seule séquence. Elle représente la
séquence initiale triée. L’ensemble de la procédure est résumé dans la figure 1.7 dans le
cas où 2 séquences peuvent être fusionnées à la fois.
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Figure 1.7 – Algorithme External Merge Sort dans la cas où 2 séquences peuvent être
fusionnées à la fois.
1.5.3 Réduction de la dimension des données
Cette technique est complètement différente des deux techniques précédentes et ne
s’applique pas à l’algorithme de tri, mais seulement aux algorithmes d’apprentissage ou
d’estimation. L’objectif de cette technique est d’effectuer un prétraitement sur les don-
nées en entrée afin de construire un sous-ensemble représentatif qui peut être contenu
en mémoire interne.
Une première solution consiste à effectuer un échantillonnage des données dans l’ensemble
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de départ. L’échantillonnage peut-être effectué de manière aléatoire ou périodique.
L’échantillonnage aléatoire consiste à choisir des données de telle sorte que chaque don-
née de l’ensemble de départ ait une probabilité égale d’appartenir à l’échantillon. Le
tirage peut-être effectué avec ou sans remise. Un avantage de cette méthode est qu’elle
est représentative puisque chaque donnée a une chance égale d’appartenir à l’échantillon
final. Cependant, cette méthode n’est applicable que lorsque l’ensemble des données ini-
tial représente de manière exhaustive l’information.
L’échantillonnage périodique ou encore appelé échantillonnage systématique revient à
définir une fréquence de sélection des données. Supposons qu’il y ait N données dans
l’ensemble de départ et que chaque donnée soit numérotée de 1 à N . Un exemple d’échan-
tillonnage systématique est de considérer au départ une donnée i et de sélectionner toutes
les données d’indice i + kd.
Bien que l’échantillonnage soit une technique permettant de réduire la taille des données,
il y aura toujours un degré d’incertitude associé aux estimations établies, qui dépend de
la méthode choisie mais aussi de la taille de l’échantillon.
Les méthodes de réduction de la dimension des données constituent une piste pour
pallier la contrainte de la mémoire.
L’analyse en composantes principales (ACP) [19] permet de réduire le nombre de di-
mensions d’un jeu de données en cherchant à maximiser la variance tout en décorrélant
les nouvelles composantes. L’opération consiste à projeter les données initiales dans un
autre repère orthogonal où les vecteurs de la nouvelle base définissent des axes où les
données sont mieux distribuées. Techniquement, cela revient à déterminer les vecteurs
propres de la matrice de covariance et à sélectionner les d valeurs propres les plus impor-
tantes correspondant à la dimension du nouvel espace des données réduites. Dans [20],
la méthode d’analyse en composantes indépendantes est utilisée lorsque la décorrélation
de l’ACP ne suffit pas à rendre les données indépendantes et cherche à maximiser l’in-
dépendance statistique entre les données.
Le problème des approches par projection est qu’on crée de nouvelles composantes qui
sont difficiles à interpréter. De plus, pour calculer les projections, il est nécessaire d’avoir
toutes les composantes en mémoire dans un premier temps. Pour pallier ce problème,
d’autres techniques consistent à sélectionner seulement les attributs pertinents. La re-
cherche des attributs pertinents est caractérisée par une exploration de l’espace des
attributs pour identifier à l’aide d’un critère d’évaluation les attributs pertinents. Dans
[21], les auteurs proposent une méthode basée sur le SVM pour sélectionner certains
attributs à partir des données hyperspectrales. Dans [22], les auteurs considèrent les
attributs sélectionnés pour construire les arbres de décisions comme les attributs perti-
nents. Sans douter de l’efficacité de telles méthodes, l’inconvénient est qu’elles utilisent
parfois des algorithmes complexes pour sélectionner les attributs. De telles méthodes
peuvent nécessiter d’avoir la visibilité sur l’ensemble des données, ce qui peut devenir
problématique lorsque celui ne peut être stocké en mémoire interne.
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1.6 Introduction à la stabilité des algorithmes
échelonnables
Le concept de stabilité est utilisé pour les algorithmes numériques [23]. La stabilité se
réfère à la propagation des erreurs au cours du traitement, à la capacité de l’algorithme
de ne pas trop amplifier d’éventuels écarts et à la précision des résultats obtenus.
Dans la section précédente, nous avons décrit différentes techniques permettant d’adap-
ter un algorithme pour le traitement de données ne pouvant être stockées en mémoire
interne. Cette adaptation peut s’effectuer par l’utilisation de structures de données dif-
férentes, par le changement du problème à résoudre ou la modification des données en
entrée. Toutes ces actions peuvent potentiellement avoir un impact sur la qualité du ré-
sultat obtenu. Par analogie à la stabilité numérique, nous définissons le terme de stabilité
pour un algorithme échelonnable.
Nous introduisons la notation suivante. Un algorithme qui nécessite d’avoir en mémoire
interne l’ensemble des données ainsi que les structures de données utilisées au cours du
traitement est noté Aref . L’algorithme noté Asca représente l’algorithme échelonnable
construit en adaptant Aref pour le traitement de volumes de données ne pouvant être
stockés en mémoire interne. Soit E = {ei}ni=1 l’ensemble des données en entrée. L’appli-
cation d’un algorithme sur E produit un ensemble de données en sortie noté S∗ = {si}mi=1
tel que A∗(E) = S∗ avec A∗ ∈ {Aref , Asca} et S∗ ∈ {Sref , Ssca}. Montrer qu’un algo-
rithme Asca est stable consiste à comparer Sref et Ssca et montrer qu’ils sont identiques.
Formellement, si nous considérons la fonction identité Iref→sca de Sref dans Ssca :
∀si ∈ Sref , Iref→sca(si) = sj avec sj ∈ Ssca et si = sj (1.1)
alors montrer que Asca est stable revient à démontrer que Iref→sca est bijective, c’est-
à-dire que tout élément dans Ssca a un et un seul antécédent dans Sref . Pour valider
la stabilité de nos algorithmes échelonnables lors des travaux sur la segmentation et la
classification, nous montrerons que le cardinal de Sref noté |Sref | est égal à |Ssca| et que,





Segmentation par fusion de
régions
2.1 Introduction
La segmentation est une procédure qui consiste à partitionner une image I en seg-





Si ∩ Sj = ∅ si i Ó= j
(2.1)
Un segment représente un ensemble de pixels connectés dans l’image. Si et Sj sont des
segments dits adjacents s’ils partagent une frontière commune. L’image résultante obte-
nue après une procédure de segmentation est généralement composée de pixels étiquetés
où chaque étiquette correspond à un segment. Ainsi, des pixels possèdent la même éti-
quette s’ils appartiennent au même segment. Dans la suite, nous utilisons le terme objet
d’intérêt pour les objets contenus dans la scène (arbre, voiture, culture, etc) que nous
voulons détecter. Le niveau de détail peut varier suivant l’application. Un utilisateur
peut vouloir distinguer les zones forestières, les zones agricoles et les zones urbaines
tandis qu’un autre utilisateur peut vouloir distinguer différents types d’arbres dans une
même forêt. Par conséquent, il n’existe pas un résultat de segmentation optimal et fré-
quemment dans une même image segmentée, des zones peuvent être soit sur-segmentées
soit sous-segmentées. Nous parlons de sur-segmentation lorsque des objets d’intérêt sont
composés de plusieurs segments. À l’inverse, nous parlons de sous-segmentation lors-
qu’un objet d’intérêt est combiné avec d’autres objets d’intérêt dans un seul et même
segment. Le niveau de détail demandé par l’utilisateur ainsi que l’hétérogénéité des ob-
jets d’intérêt contenus dans la scène sont les causes de ces phénomènes. En effet, en
reprenant notre exemple, une segmentation visant à distinguer les zones forestières, les
zones agricoles et les zones urbaines fournit une sous-segmentation pour celle visant à
distinguer les différents types d’arbre dans une forêt.
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La formation des segments durant la procédure est basée sur l’utilisation d’un prédi-




VRAI si coût < T
FAUX sinon.
(2.2)
Il existe une multitude de méthodes de segmentation qui peuvent être classées dans
différentes catégories (contour, clustering, régions). Plusieurs classifications ont d’ailleurs
été proposées dans la littérature [24, 25].
Cette dernière décennie a vu le raffinement de la résolution spatiale de l’imagerie
optique. En 1999, le satellite Landsat-7 fournissait des images multispectrales (XS) avec
30 m de résolution spatiale et des images panchromatiques (Pan) avec 10 m de résolution
spatiale. Toujours en 1999, Ikonos fournissait des images XS avec 4m et des Pan avec 1m,
Quickbird en 2001 (XS : 2.44m, Pan : 0.61m), WorldView-1 en 2007 (Pan : 0.5m), GeoEye
en 2008 (XS : 1.65m, Pan : 0.42m), WorldView-2 en 2009 (XS : 1.8m, Pan : 0.46m) et enfin
Pléiades en 2012 (XS : 2.8m, Pan : 0.7m). La finesse de la résolution permet d’obtenir
une information beaucoup plus détaillée de l’image satellite concernant l’information
spectrale, la taille des objets, le contexte spatial et les textures. Cependant, l’exploitation
efficace de cette richesse de l’information nécessite des traitements plus complexes. C’est
pourquoi, le raffinement de la résolution spatiale a provoqué l’émergence de nouvelles
techniques d’analyse en télédétection telles que l’analyse orientée objet [26] (OBIA pour
“Object Based Image Analysis”) et le raisonnement spatial [27, 28, 29]. Elles utilisent
très largement la segmentation [30] pour l’extraction d’objets d’intérêt dans l’image. Ces
techniques sont basées sur l’étude d’objets dans la scène plutôt que sur les pixels. En effet,
comme expliqué dans [31], les techniques de segmentation basées sur la manipulation des
pixels sont devenues obsolètes avec l’arrivée des images à très haute résolution. Dans de
telles images, de nombreux artefacts sont présents comme l’ombre des objets et peuvent
ainsi affecter le résultat final. En effet, ces artefacts peuvent être considérés comme des
objets d’intérêt à part entière. De plus, quand la résolution est très haute, un objet est
représenté par des grandes zones contenant de nombreux sous-objets. Les objets d’intéret
sont ainsi composites et complexes et ne peuvent plus être décrits efficacement par des
indices de texture, des arêtes, etc. Il est donc nécessaire d’utiliser des techniques qui
permettent un plus haut niveau d’abstraction pour la représentation et la manipulation
de l’information contenue dans l’image. C’est pourquoi, nous observons un intérêt et une
popularité croissante des approches de segmentation multi-échelle basées sur les régions
dans la communauté OBIA.
Dans [32], l’auteur propose 4 types d’approches pour segmenter une image :
• approches basées sur les pixels
• approches basées sur les contours
• approches basées sur les régions
• approches combinant les approches précédentes.
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Les approches basées sur les pixels recherchent des zones homogènes dans l’image
en se basant sur des seuils sur une ou plusieurs bandes spectrales. Nous pouvons citer
l’algorithme du Connected Component [33] ou le Mean-shift [34]. Un inconvénient de
ces approches est qu’elles ne considèrent pas les caractéristiques géométriques ainsi que
les relations sémantiques des objets dans l’image qui sont apportées par la très haute
résolution. De plus, elles sont particulièrement sensibles aux artefacts présents dans
l’image.
Les approches basées sur les contours décrivent les objets dans l’image par leur
frontière. Nous pouvons citer des algorithmes basés sur l’utilisation du filtre de Canny ou
Sobel. Par exemple dans [35], les auteurs détectent d’abord les contours puis remplissent
l’intérieur des contours avec des segments en utilisant l’algorithme de ligne de partage
des eaux [36]. Le principal inconvénient des approches basées sur les contours est la
sensibilité au bruit présent dans l’image qui peut induire une sur-segmentation.
Les approches basées sur les régions manipulent des segments, qui sont constitués
d’un ensemble de pixels connectés, pour les fusionner selon un critère d’homogénéité.
Ces méthodes sont moins sensibles au bruit dans l’image et permettent d’intégrer de
l’information basée sur des représentations à un plus haut niveau d’abstraction comme
par exemple l’agencement spatial, la frontière avec les segments voisins, des considéra-
tions géométriques, etc. Ces approches sont ainsi appropriées pour la segmentation des
images à très haute résolution et c’est pour cette raison que nous avons choisi d’étudier
leur passage à l’échelle dans cette thèse.
La prochaine section établit une revue des méthodes de segmentation basées sur
les régions. Nous allons voir qu’elles englobent elles-même différentes approches pour
obtenir une partition de l’image.
2.2 Segmentation basée sur les régions
Les méthodes de segmentation basées sur les régions ne manipulent pas des pixels
mais des groupes de pixels (appelés régions ou segments) durant la procédure de seg-
mentation. En général, des opérations, telles que la croissance, la fusion et la division
des segments, sont employées pour obtenir une partition de l’image.
Les méthodes basées sur la croissance des régions [37] consistent, à partir d’un en-
semble de pixels sélectionnés à l’étape initiale (appelés aussi graines), à faire croître des
régions en accumulant des pixels autour de ces graines. L’ajout d’un pixel dans une
région est basé sur un critère d’homogénéité. La croissance des régions s’arrête lors-
qu’aucun pixel ne peut-être ajouté à aucune des régions. Différentes stratégies existent
pour sélectionner les graines. Dans [38], les auteurs effectuent d’abord une détection des
contours dans l’image. Les graines sont ensuite choisies entre les contours. Une crois-
sance des régions est effectuée spatialement en associant judicieusement chaque pixel de
l’image à une des graines. Dans [39], les auteurs proposent une procédure itérative pour
faire croître les régions en utilisant un critère d’homogénéité basé sur la variance des
segments. Cette méthode fournit en général une sur-segmentation car elle est sensible
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aux grandes variations spectrales dans l’image telles que les zones d’ombre.
Les méthodes basées sur la division de segments [40] considèrent l’image comme un
segment initial. Ce segment est divisé récursivement en segments de plus faible taille
jusqu’à vérifier un certain critère d’homogénéité. La division peut-être effectuée avec
différentes méthodes comme celle des quadtree [41]. L’idée consiste à partitionner récur-
sivement l’image en quadrants de plus en plus petits jusqu’à satisfaire un critère d’ho-
mogénéité. Chaque quadrant peut être divisé en 4 quadrants. Cette méthode permet
par construction d’obtenir une segmentation hiérarchique de l’image. Pour des images
présentant de grandes zones spectrales homogènes, cette méthode donne des résultats
corrects. Cependant, un inconvénient des méthodes basées sur la division est qu’elles
ont tendance à produire des images sur-segmentées car la division d’un segment produit
toujours un nombre fixe de segments de plus faible taille. Par exemple, avec la méthode
des quadtree un segment est toujours divisé en 4 segments alors que peut-être une di-
vision en 2 ou 3 segments aurait produit une solution plus homogène. C’est pourquoi,
dans [42], les auteurs proposent d’effectuer, après une étape de division, une étape de
fusion des segments pour fusionner les segments adjacents similaires en utilisant le même
critère d’homogénéité utilisé pour l’étape de division.
Enfin, les méthodes basées sur la fusion des régions [43] considérent à l’étape initial
chaque pixel de l’image comme un segment. À chaque itération, des paires de segments
sont fusionnées pour former un segment plus large. La décision de fusion est basée sur
un critère local d’homogénéité qui décrit la similarité des segments adjacents. Cette
similarité est mesurée en calculant, pour chaque fusion possible, un coût de fusion entre
les paires de segments adjacents. Ces coûts représentent ainsi le degré de similarité.
Un seuil T sur le degré de similarité peut être défini soit par l’utilisateur soit par des
méthodes automatiques qui cherchent à maximiser la similarité des segments résultants
par rapport à une carte de référence. Si le degré de similarité entre deux segments
adjacents est inférieur à T , alors les segments adjacents peuvent fusionner. La procédure
d’une segmentation par fusion s’arrête lorsqu’il n’y a plus de fusions possibles.
Comparées aux autres approches de segmentation basées sur les régions, les méthodes
basées sur la fusion itérative des régions fournissent des segments résultants de bonne
qualité dans la mesure où elles s’adaptent à des objets de taille hétérogène dans l’image
[44] en particulier avec l’utilisation du critère de Baatz & Schäpe [45] combinant à la fois
l’information spectrale et l’information spatiale. La méthode de segmentation par fusion
de régions utilisant ce critère est d’ailleurs celle utilisée dans eCognition qui, comparée
à d’autres méthodes, donne les meilleurs résultats pour le traitement d’images à très
haute résolution [32, 46]. C’est pourquoi, nous avons choisi d’étudier le comportement
des méthodes de segmentation par fusion de régions et leur passage à l’échelle.
2.3 Différents critères locaux d’homogénéité
Dans cette section, nous allons décrire quelques critères locaux d’homogénéité pour
les méthodes de segmentation par fusion de régions.
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Un critère local d’homogénéité est utilisé pour calculer une mesure de similarité entre les
segments adjacents d’une image. Si cette mesure de similarité est inférieure à un seuil,
généralement défini par l’utilisateur, alors les segments sont des candidats potentiels
pour fusionner.
Il existe plusieurs familles de critères locaux d’homogénéité. La première distinction
entre ces familles se base sur le type d’information pour calculer la mesure de similarité.
L’information peut être spectrale, spatiale, spectrale et spatiale, etc. Certains critères
peuvent prendre en compte l’homogénéité du segment qui résulterait de la fusion des
segments adjacents pour calculer la mesure de similarité. Dans la suite, nous listons
quelques exemples de critères locaux d’homogénéité et nous identifions leurs caractéris-
tiques spécifiques pour calculer la mesure de similarité.
Dans [47], les auteurs proposent un critère d’homogénéité basé sur la distance de
Fisher. Soit S1 et S2, une paire de segments adjacents où ai et σi sont respectivement la
surface et l’écart-type du segment Si. La surface est le nombre de pixels contenus dans
le segment. L’écart-type est celui des intensités spectrales des pixels contenus dans Si
pour chaque bande. σi est donc la somme des écart-types pour chaque bande spectrale.
Si le prédicat suivant est vérifié :





alors S1 et S2 peuvent fusionner. Ce critère est donc basé seulement sur l’information
spectrale et prend en compte l’écart-type résultant du segment issu de la fusion de S1
et S2.
Dans [48], les auteurs proposent un critère basé seulement sur la distance euclidienne
entre les vecteurs des moyennes spectrales notés µ1 et µ2 pour une paire de segments
adjacents S1 et S2. Dans leur implémentation, les auteurs proposent d’intégrer un seuil
T (t) qui s’incrémente au fil des itérations. Par conséquent, les fusions initiales sont plus
difficiles à accomplir que celles à la fin de la procédure. En notant Tlim le seuil final, le
prédicat à vérifier est le suivant :
||µ1 − µ2|| < T (t) avec T (t) = 1, 2 . . . , Tlim (2.4)
Ce critère a été intégré dans le logiciel de traitement d’image SPRING [49] et récemment
dans le logiciel libre InterImage [50]. Il est basé seulement sur l’information spectrale et
ne prend pas en compte l’évaluation de l’homogénéité du segment résultant de la fusion.
Le raffinement de la résolution spatiale a soulevé un intérêt pour la création de cri-
tères d’homogénéité combinant l’information spectrale et l’information spatiale.
Dans [45], les auteurs proposent de combiner ces deux informations pour proposer un
critère capable de s’adapter à des images de résolutions différentes et à des objets d’inté-
rêt de tailles différentes. Ce critère est nommé le critère de Baatz & Schäpe[45]. Chaque
segment est caractérisé par des attributs spectraux et géométriques. L’attribut spectral,
noté σi[b], est l’écart-type des intensités spectrales des pixels contenus dans le segment
pour la bande spectrale b. Les attributs géométriques sont la surface ai de Si, le péri-
mètre pi de Si et la boîte englobante bbi qui représente le rectangle de taille minimum
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contenant Si dont les côtés sont parallèles aux axes de l’image. Le coût de fusion entre
deux segments adjacents Si et Sj , noté fi,j , représente l’augmentation de l’hétérogénéité
à la fois spectrale et spatiale au sein du segment résultant. Le seuil, pour déterminer si
Si et Sj peuvent fusionner, est le facteur d’échelle, noté s, qui influence directement la
taille des segments résultants. Ainsi, Si et Sj peuvent fusionner si fi,j < s2.
L’augmentation de l’hétérogénéité spectrale, notée fc, est basée sur la différence des





(ai + aj)× σi,j [b]− (ai × σi[b] + aj × σj [b])
]
(2.5)
L’augmentation de l’hétérogénéité spatiale, notée fs, est basée sur le degré de lissage et
de compacité du segment résultant Si,j par rapport à Si et Sj . Le degré de lissage est
défini par le ratio entre le produit ai × pi et le périmètre de bbi. Le degré de compacité
est défini par le produit entre
√
ai et le périmètre pi. Avec ces notations, l’augmentation













et l’augmentation de l’hétérogénéité du degré de compacité dc s’exprime :
dc =
√
ai,j × pi,j −
(√
ai × pi +√aj × pj
)
(2.7)
Ainsi, fs s’exprime :
fs = ws × dc + (1− ws)× dl (2.8)
avec ws ∈ [0, 1] indiquant l’importance relative de dc par rapport à dl.
Finalement, l’expression de l’augmentation de l’hétérogénéité globale f est la suivante :
f = wc × fc + (1− wc)× fs (2.9)
avec wc ∈ [0, 1] indiquant l’importance relative de fc par rapport à fs.
Ainsi, ce critère nécessite la configuration de 3 paramètres s, wc et ws pour éviter la
sur-segmentation et la sous-segmentation. Ce critère est celui utilisé dans le logiciel de
traitement d’images propriétaire eCognition et donne des résultats de très bonne qualité
[51]. Ce critère combine l’information spatiale et l’information spectrale. De plus, il
évalue l’homogénéité du segment résultant issu de la fusion.
Dans [52], les auteurs proposent un critère combinant l’information spectrale et l’in-




× ||µi − µj ||2
len(∂(Si, Sj))
< T (2.10)
avec len(∂(Si, Sj)) la longueur de la frontière partagée par Si et Sj . Par rapport au
critère BS, ce critère ne tient pas compte de l’hétérogénéité du segment résultant mais
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se base seulement sur la similarité entre Si et Sj . Une valeur importante de T induit des
segments avec des surfaces importantes et des frontières communes avec leurs segments
adjacents faibles.
De nombreux autres critères existent utilisant d’autres types d’attributs (statistiques,
temporels, etc) et sont décrits dans [53, 54, 55, 56, 57, 58].
2.4 Différentes heuristiques pour la fusion des
segments
Nous venons de lister dans la section précédente des exemples de critères d’homo-
généité utilisés pour fusionner les segments. La procédure de segmentation par fusion
de régions consiste à calculer, à chaque itération, des coûts de fusion entre les segments
adjacents. Nous avons vu que la première condition pour qu’une paire de segments soit
fusionnée est qu’elle respecte un prédicat, c’est-à-dire que le coût de fusion soit inférieur
à un seuil T défini généralement par l’utilisateur.
Cette condition est nécessaire mais elle n’est pas suffisante, car, pour un segment donné,
il peut exister plusieurs segments adjacents pour lesquels le prédicat est vérifié. Diffé-
rentes heuristiques pour la sélection d’un segment adjacent ont été proposées et sont
répertoriées dans [45].
Fitting (F)
Étant donné un segment S1 et la liste de ses segments adjacents, cette heuristique
consiste à choisir le premier segment adjacent S2 pour lequel le prédicat est vérifié avec
S1.
Best Fitting (BF)
Étant donné un segment S1 et la liste de ses segments adjacents, cette heuristique
consiste à choisir un segment adjacent S2 pour lequel le coût de fusion avec S1 est le
minimum parmi ceux qui vérifient le prédicat.
Local Mutual Best Fitting (LMBF)
Soit un segment S1 et la liste de ses segments adjacents. Soit S2 le segment adjacent
pour lequel le coût est le minimum parmi ceux qui vérifient le prédicat. Dans cette
heuristique, une contrainte supplémentaire est ajoutée et consiste à déterminer le segment
adjacent de S2 pour lequel le coût est minimum parmi ceux qui vérifient le prédicat. Nous
notons ce segment S3. Si S3 = S1 alors les segments S1 et S2 sont dîts mutuellement
similaires et sont fusionnés.
39
Global Mutual Best Fitting (GMBF)
Contrairement aux autres heuristiques, cette heuristique implique de ne fusionner
qu’une paire de segments adjacents à chaque itération. La paire de segments adjacents
qui fusionne est celle pour laquelle la mesure de similarité est la minimum parmi celles
de toutes les autres paires de segments adjacents de l’image. Cette heuristique est la plus
contraignante car seulement une paire de segments fusionne à chaque itération, ce qui
peut augmenter sévèrement le temps d’exécution de l’algorithme.
Ordre de traitement des segments
Toujours dans [45], les auteurs expliquent l’importance de faire fusionner les segments
dans l’image de façon simultanée pour garantir que leurs tailles soient globalement ho-
mogènes. À l’exception de l’heuristique GMBF, un même ordre de visite des segments
peut entraîner un déséquilibre au niveau de leurs tailles. En effet, ce sont toujours les
mêmes segments qui vont potentiellement fusionner en premier. La solution proposée est
l’utilisation d’une matrice de réarrangement. Elle a pour but de visiter tous les segments
de l’image tout en imposant que 2 fusions de paires de segments successives soient éloi-
gnées spatialement. Pour ce faire, les auteurs utilisent une matrice dont le nombre de
cases est supérieur ou égal au nombre de segments et où chaque case contient la posi-
tion d’un segment. Cette matrice est construite de telle manière que 2 cases adjacentes
contiennent les positions de segments éloignés spatialement dans l’image. Un exemple





Les cases de la matrice sont alors exécutées dans l’ordre (0, 0) → (1, 1) → (0, 1) → (1, 0).
Une solution, pour rendre le résultat de segmentation indépendant de l’ordre de trai-
tement des segments en utilisant la LMBF, est d’imposer que chaque segment ne puisse
fusionner au maximum qu’une seule fois à chaque itération. Cependant, cette contrainte
a l’inconvénient d’induire plus d’itérations pour terminer la segmentation. Pour le dé-
montrer, nous considérons 3 segments S1, S2 et S3, où S2 est le segment adjacent le plus
similaire à S1, S3 est le segment adjacent le plus similaire à S2 et S2 le segment adjacent
le plus similaire à S3. Si nous utilisons l’heuristique BF et que nous visitons les segments
dans cet ordre S1 → S2 → S3, alors S1 et S2 vont fusionner mais pas S3 puisque S2 a
déjà fusionné. Par contre, si les segments sont visités dans cet ordre S2 → S3 → S1, alors
S2 et S3 vont fusionner mais pas S1. Avec l’heuristique BF, deux ordres de visite diffé-
rents peuvent induire des segments résultants différents. En revanche, si nous considérons
l’heuristique LMBF, les deux ordres de visite précédents produisent les mêmes segments
résultants. En effet, nous avons toujours S2 et S3 qui fusionnent mais pas S1. Ce résultat
est vrai pour les 6 ordres de visites possibles et de manière générale, pour n’importe quel
ordre de visite. Ceci s’explique par le comportement bijectif de l’heuristique LMBF car
une paire de segments fusionne seulement si les segments sont mutuellement similaires.
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Cela évite la possibilité d’une fusion de l’un des deux segments avec un autre segment
adjacent. Par la suite, nous avons sélectionné l’heuristique LMBF avec la contrainte
d’imposer une seule fusion au maximum par segment à chaque itération. En effet, cette
stratégie permet d’obtenir des résultats stables dans le sens où une permutation des
données en entrée n’a aucun effet sur le résultat final.
2.5 Motivations pour l’unification des méthodes
par fusion de régions
À partir de la description des méthodes par fusion de régions faite dans les sections
précédentes, nous avons identifié de nombreuses opérations communes réalisées lors de
la segmentation. Un algorithme de segmentation par fusion de régions est décrit par
des étapes génériques qui consistent à fusionner les segments au fil des itérations. Un
prédicat basé sur un critère d’homogénéité est toujours utilisé pour déterminer les paires
de segments adjacents qui peuvent fusionner. Parmi les paires de segments candidates
pour la fusion, une heuristique choisit celles qui vont réellement fusionner en se basant sur
un critère de sélection. Enfin, un critère d’arrêt, composé d’une ou plusieurs conditions,
permet de décider si oui ou non la procédure de fusion de régions doit continuer après
chaque itération.
L’ensemble des étapes génériques d’une procédure de segmentation par fusion de régions
est représenté dans les figures 2.1a et 2.1b. La figure 2.1a décrit la boucle principale de
la procédure qui exécute des nouvelles itérations de fusion de régions tant que le critère
d’arrêt global n’est pas vérifié. La figure 2.1b décrit les différentes étapes d’une itération
de fusion de régions.
Dans le prochain chapitre, nous décrivons l’algorithme GRM (“Generic Region Mer-
ging”) développé dans les travaux de cette thèse, qui vise à unifier les méthodes par
fusion de régions. L’algorithme GRM est indépendant du critère local d’homogénéité et
propose l’utilisation des heuristiques de fusion introduites dans la section précédente.
L’utilisateur peut configurer le choix de visite des segments à chaque itération. La pre-
mière stratégie correspond à l’utilisation d’une matrice de réarrangement qui permet
une croissance équilibrée des segments au fil des itérations. Avec l’utilisation de cette
stratégie de visite, un segment peut fusionner plusieurs fois au cours d’une itération. La
seconde stratégie utilise l’heuristique LMBF et impose que chaque segment ne fusionne
qu’une seule fois au maximum à chaque itération. Les segments sont alors visités toujours
dans le même ordre.
En revanche, la manière de calculer les coûts et de mettre à jour les attributs spé-
cifiques des segments doit être indiquée par l’utilisateur lors de l’ajout d’un nouveau
critère d’homogénéité dans l’algorithme GRM.
Nous informons le lecteur que l’algorithme GRM est déjà intégré dans OTB en tant














































Figure 2.1 – Ensemble des étapes génériques lors de la procédure de segmentation par
fusion de régions.
Schedule et le critère basé sur la distance euclidienne entre les moyennes spectrales.
En se basant sur la figure 2.1, le prochain chapitre décrit les structures de données





segmentation par fusion de
régions
3.1 Introduction
Au cours du chapitre précédent, les méthodes de segmentation par fusion de régions
ont été sélectionnées afin d’étudier leur passage à l’échelle. Ce chapitre a pour objectif
d’introduire l’algorithme GRM, qui unifie l’ensemble des méthodes par fusion de régions
en proposant un cadre indépendant du critère d’homogénéité et de l’heuristique de fu-
sion. Nous rappelons que GRM est l’acronyme de “Generic Region Merging” pouvant
être traduit par fusion générique des régions. En programmation, la généricité consiste
à définir des algorithmes identiques opérant sur des données de différents types. Par-
tant du constat qu’il existe de nombreux critères d’homogénéité pour les méthodes de
segmentation par fusion de régions, et tirant parti du fait que de nombreuses étapes al-
gorithmiques sont communes pour toutes ces méthodes, nous avons choisi de développer
un algorithme générique de fusion de régions acceptant n’importe quel critère local d’ho-
mogénéité et n’importe quelle heuristique de fusion. Son pseudo-algorithme est illustré
par l’algorithme 3.1.
En effet, plusieurs opérations sur le graphe de segments sont génériques :
• L’initialisation des attributs internes des segments et leur voisinage (ligne 2).
• Le calcul des coûts de fusion entre les différentes paires de segments adjacents
(ligne 4).
• L’heuristique permettant de sélectionner parmi les paires de segments qui vérifient
le prédicat celles qui vont fusionner (ligne 9).
• La fusion des segments qui induit la formation d’un nouveau segment à partir
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1: procédure Segmentation(image)
2: Initialisation des segments.
3: tant que le critère d’arrêt n’est pas vérifié exécute
4: Calcul des coûts de fusion entre les segments adjacents
5: tant que il reste des segments à visiter exécute
6: Sélectionne un segment Si avec la stratégie de visite.
7: Établit l’ensemble des segments adjacents vérifiant le prédicat.
8: si l’ensemble n’est pas vide alors
9: Sélectionne un segment Sj avec l’heuristique de fusion.
10: si Sj existe alors
11: Fusion de Si et Sj.
12: fin si
13: fin si
14: fin tant que
15: Suppression des segments fusionnés.
16: fin tant que
17: fin procédure
Algorithme 3.1 – Procédure de la segmentation par fusion de régions
d’une paire de segments adjacents ainsi que la mise à jour de son voisinage et de
ses attributs (ligne 11).
• La suppression des segments qui ont fusionné (ligne 15).
Par la suite, chacune de ces étapes va être décrite et leurs complexités étudiées.
En fonction de la nature des opérations sur les données, un choix judicieux des struc-
tures de données sera justifié pour réduire significativement la complexité en espace de
l’algorithme pour le rendre plus efficace.
3.2 Structures de données
3.2.1 Représentation basée sur un graphe
Dans l’algorithme GRM, un graphe est utilisé pour représenter les segments dans
l’image durant la procédure de segmentation. Chaque noeud du graphe est un segment de
l’image et chaque arête représente un lien d’adjacence entre 2 segments. Deux segments
sont adjacents s’ils partagent une frontière commune (arêtes de pixels communes).
Au début de la procédure de segmentation, chaque pixel de l’image est un segment et
chaque segment initial contient 4 ou 8 segments adjacents suivant le choix de la connexité
des pixels. Dans la suite, sans perte de généralité, nous supposons que la connexité est
4. Un segment a donc 4 segments adjacents situés en haut, à droite, en bas et à gauche.
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Pour le choix de la structure de données à utiliser pour représenter les segments, il
est nécessaire de déterminer au préalable la densité du graphe qui représente “à quel
point tout le monde est lié”. Ainsi, le graphe initial des segments est composé de noeuds
contenant au plus 4 arêtes. En notant |E| le nombre d’arêtes et |V | le nombre de noeuds,
la densité du graphe initial peut s’exprimer de la façon suivante :
D =
|E|
|V | × (|V | − 1) (3.1)
où |E| = 4 × |V | puisque chaque segment initial contient 4 segments adjacents. Après
simplification, la densité initiale du graphe vaut :
D =
4
|V | − 1 (3.2)
Lorsque |V | → ∞ alors D → 0. Le graphe des segments est un graphe creux. Pour
vérifier que le graphe garde cette propriété durant toute la procédure de segmentation,
nous avons segmenté une image Quickbird (figure 3.1a) à très haute résolution sur la ville
de Paris de taille 1000 × 1000 pixels avec l’algorithme GRM et l’heuristique de fusion
LMBF. La visite des segments à chaque itération s’effectue toujours dans le même ordre
car nous choisissons que chaque segment ne fusionne qu’une fois à chaque itération. Le
critère d’homogénéité utilisé est celui de Baatz & Schäpe avec les paramètres suivants :
wc = 0, 7, ws = 0, 3 et s = 60. Le critère d’arrêt est vérifié lorsqu’il n’y a plus de fusions
possibles. Après chaque itération, nous avons mesuré la densité du graphe de segments.
Les densités en fonction du nombre d’itérations sont représentées par le graphe de la
figure 3.1c.
La densité du graphe augmente au fil des itérations mais reste tout de même dans
des valeurs proches de 0. En effet, la densité initiale du graphe est de l’ordre de 10−6
et la densité finale de l’ordre de 10−3. Nous pouvons raisonnablement supposer que le
graphe reste creux tout au long de la procédure de segmentation. Utiliser une matrice
d’adjacence pour stocker les arêtes entre les noeuds serait une mauvaise stratégie car la
complexité en espace engendrée par une telle structure est O(N2) où N est le nombre
de segments. Puisque chaque segment contient peu d’arêtes, comparé au nombre de
segments dans l’image, nous avons choisi d’utiliser une liste d’adjacence pour stocker
les segments en mémoire interne car elle permet d’utiliser juste la quantité de mémoire
nécessaire pour stocker les noeuds et les arêtes. Sa représentation est illustrée par la
figure 3.2. Utiliser une telle structure de données a l’avantage d’avoir une complexité en
espace linéaire O(N + E) où E est le nombre d’arêtes.
Un graphe est ainsi une liste de noeuds représentant chaque segment de l’image et
chaque noeud contient une liste de pointeurs vers les noeuds adjacents.
3.2.2 Représentation d’un segment
L’algorithme GRM fournit une représentation générique d’un segment dans l’image.
Lorsque l’utilisateur veut intégrer un nouveau critère d’homogénéité, des attributs spé-
cifiques peuvent être nécessaires et doivent être rattachés à la représentation générique
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(c) Densité en fonction du nombre d’itérations
Figure 3.1 – Évolution de la densité du graphe des segments en fonction du nombre
d’itérations.
d’un segment.
Un segment générique contient plusieurs informations. Un identifiant unique noté id est
associé à chaque segment dans l’image. Cet identifiant correspond aux coordonnées du
pixel représentant le segment initial et est attribué durant la phase d’initialisation.
Chaque segment contient 3 booléens. Le premier indique si le segment a fusionné lors de
l’itération précédente. Ce booléen permet d’éviter de recalculer inutilement des coûts de
fusion entre des paires de segments adjacents qui n’ont pas fusionné à l’itération précé-
dente. Le second indique si le segment a fusionné durant l’itération courante. Ce booléen
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Figure 3.2 – Représentation du graphe des segments avec une liste d’adjacence
fusionné. Enfin, le dernier booléen indique si le segment doit être supprimé du graphe à
la fin d’une itération. En effet, un segment qui a fusionné dans un autre segment ne doit
plus être considéré dans le graphe.
Chaque segment contient un attribut géométrique qui représente le rectangle minimum
englobant le segment et dont les côtés sont parallèles à ceux de l’image. Cet attribut,
noté bbox, contient la localisation et la dimension du rectangle. Il est illustré par la figure
3.3.
Chaque segment contient la liste des arêtes pointant vers ses segments adjacents notée
aretes. La représentation d’une arête est décrite dans la section 3.2.3.
Enfin, chaque segment contient également la localisation de tous les pixels contenus dans
son contour et est noté contour. La structure de données utilisée pour représenter cet
attribut est décrite dans la section 3.3.3.
3.2.3 Représentation d’un lien d’adjacence
L’algorithme GRM fournit une représentation générique d’un lien d’adjacence entre
2 segments Si et Sj . Si possède une arête notée ei,j vers Sj et Sj possède une arête
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Figure 3.3 – Représentation du rectangle englobant un segment (bbox). Cet attribut
est composé des coordonnées du coin supérieur gauche du rectangle, notées (x, y), ainsi
que de la largeur et la hauteur du rectangle, notées respectivement w et h.
ej,i vers Si. Chaque arête contient un pointeur vers le segment adjacent, mais aussi le
coût de fusion entre les 2 segments noté ci,j , ainsi qu’un booléen indiquant si le coût
est à jour. Enfin, une arête contient aussi la longueur de la bordure commune entre les
segments adjacents, notée frontiere, qui est illustrée par la figure 3.4.
Figure 3.4 – Bordure commune entre 2 segments adjacents. L’arête contient la lon-
gueur de cette bordure qui correspond au nombre d’arêtes de pixels communes. Dans
cet exemple, frontiere = 5.
3.2.4 Représentation du contour d’un segment
Afin de pouvoir localiser chaque segment dans l’image, il est nécessaire de mainte-
nir, tout au long de la procédure de segmentation, les coordonnées des pixels contenus
dans chaque segment. Pour des images de petite taille, stocker la liste des pixels internes
de chaque segment est la solution évidente. Cependant, pour des images ne pouvant
être stockées en mémoire interne, cette stratégie est problématique puisqu’il peut de-
venir impossible de stocker en mémoire toutes les coordonnées des pixels. En effet, les
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coordonnées de chaque pixel sont codées avec le type long unsigned int, qui nécessite 8
octets dans la mémoire des processeurs actuels. Par exemple, pour une image Pléiades de
40000× 40000 pixels, cela nécessite 12 gigaoctets en mémoire interne juste pour stocker
les coordonnées. Il est donc nécessaire de trouver une autre stratégie pour localiser les
segments dans l’image. Une première idée fut de considérer seulement les coordonnées
des pixels localisés sur les contours des segments. Bien que cette stratégie permette de
réduire la quantité de mémoire nécessaire, la réduction peut ne pas être suffisante, sur-
tout lors du traitement d’images satellite à très haute résolution contenant beaucoup
d’objets d’intérêt de petite taille.
La stratégie choisie consiste à coder les déplacements le long des contours des segments
sous la forme d’une chaîne de Freeman [59]. L’avantage de cette représentation est que
chaque déplacement peut-être codé en utilisant seulement 2 bits en mémoire interne. La





Figure 3.5 – Déplacements possibles le long d’un contour : vers le haut (0), vers la
droite (1), vers le bas (2) et vers la gauche (3).
Dans la suite, deux opérations sur les contours, qui sont nécessaires pour la procédure
de segmentation, vont être décrites. La première consiste à créer le contour du segment
résultant de la fusion de 2 segments adjacents. La seconde opération consiste à générer
les coordonnées des pixels internes d’un segment connaissant son contour et sa boîte
englobante pour générer l’image étiquetée.
Fusion des contours
Soit une paire de segments S1 et S2 qui doivent fusionner. Leurs contours sont illustrés
par la figure 3.6. Un contour est représenté par une liste de déplacements le long des
pixels situés sur le contour du segment et par les coordonnées du pixel de départ. Ces
pixels, représentant le point de départ du contour pour chaque segment, sont marqués
par un cercle rouge dans la figure 3.6b. Les identifiants id de chaque segment représentent
les coordonnées de ces pixels.
En analysant les déplacements le long d’un contour, des combinaisons récurrentes
de paires de déplacements successifs peuvent être extraites et sont répertoriées dans la
figure 3.7.
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(a) S1(bleu) et S2 (jaune). (b) Contours de S1 et S2.
Figure 3.6 – Représentation des contours de S1 et S2 qui doivent être fusionnés.
La procédure de fusion de 2 contours est décrite par la suite en se basant sur la
fusion des segments illustrés dans la figure 3.6. Le segment issu de la fusion de S1 et S2
est noté S12.
La première étape consiste à parcourir les 2 contours de S1 et S2 pour générer les
coordonnées des pixels situés sur le contour des segments que nous stockons dans une
liste notée Lb. La génération des coordonnées des pixels est effectuée grâce à la liste des
combinaisons des paires de déplacements répertoriées dans la figure 3.7.
Le contour de S12 est ensuite construit en utilisant Lb et la liste des combinaisons de
déplacements possibles. Le pixel de départ est celui dont les coordonnées sont les plus
proches de l’origine de l’image. Dans l’exemple, le pixel de départ est celui contenu dans
S1 marqué par un cercle rouge (figure 3.6b).
Le contour de S12 est représenté par la figure 3.8.
Génération des pixels internes
À la fin d’une procédure de segmentation, il est nécessaire de fournir une image
étiquetée où tous les pixels appartenant au même segment se voient assigner la même
étiquette. La génération de l’image étiquetée s’effectue en 2 étapes.
La première étape consiste à écrire les étiquettes des pixels situés sur les contours
des segments. Pour effectuer cela, il est nécessaire de parcourir l’ensemble des segments
du graphe, de générer pour chaque segment la liste des coordonnées des pixels situés
sur son contour et d’écrire dans l’image pour chaque coordonnée la valeur de l’étiquette
du segment. Les pixels, qui n’appartiennent à aucun contour, se voient assigner une
étiquette égale à 0.
La seconde étape consiste à parcourir l’image de gauche vers la droite et de haut en
bas pour étiqueter les pixels internes aux segments. L’étiquette courante est maintenue
en mémoire tout au long de la visite. Pour chaque pixel rencontré, il y a 2 cas possibles :
• Soit le pixel contient une étiquette. Dans ce cas, l’étiquette courante devient l’éti-
quette de ce pixel.
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Combinaisons possibles lorsque le premier déplacement est vers la droite (1) :
Combinaisons possibles lorsque le premier déplacement est vers le bas (2) :
Combinaisons possibles lorsque le premier déplacement est vers la gauche (3) :
Combinaisons possibles lorsque le premier déplacement est vers le haut (0) :
Figure 3.7 – Ensemble des combinaisons de paires de déplacements successifs possibles.
Le premier déplacement est indiqué avec une flèche rouge et se déplace le long du pixel
marqué avec un cercle rouge. Le second déplacement est indiqué avec une flèche bleue
et se déplace le long du pixel marqué avec un cercle bleu.
• Soit le pixel a une étiquette nulle. Dans ce cas, son étiquette a pour valeur l’éti-
quette courante.
La figure 3.9 illustre l’enchaînement des opérations. Un extrait d’une image fournie
par le satellite Ikonos (figure 3.9a) a été segmentée avec l’algorithme GRM en utilisant le
critère de Baatz & Schäpe. L’image contenant seulement les étiquettes des pixels situés
sur les contours est illustrée par la figure 3.9b. Pour une meilleure visualisation, tous les
contours sont noirs mais en réalité chaque contour de chaque segment a une étiquette
unique. La figure 3.9c représente l’image étiquetée.
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Figure 3.8 – Contour du segment S12.
(a) Image originale (b) Image intermédiaire (c) Image étiquetée
Figure 3.9 – Génération de l’image étiquetée à partir du contour des segments. L’opé-
ration s’effectue en 2 étapes : la première consiste à générer les coordonnées des pixels
situés sur les contours des segments et à écrire les étiquettes dans l’image (figure 3.9b). La
seconde étape consiste à écrire les étiquettes des pixels à l’intérieur des segments(figure
3.9c).
Réduction de la mémoire
Le déplacement d’un contour peut-être codé sur 2 bits. La structure de données uti-
lisée dans l’algorithme GRM pour stocker les déplacements le long d’un contour est une
table dynamique manipulant des bits. Il existe plusieurs types de tables dynamiques, qui
sont décrites dans [60]. Elles ont l’avantage d’être efficaces et permettent d’optimiser la
quantité de mémoire utilisée pour stocker des bits. En effet, la taille occupée en mémoire
est le ratio entre le nombre total de bits à stocker dans la table et le nombre de bits
contenus dans 1 octet, c’est-à-dire 8 bits. Par exemple si la table dynamique contient B
bits, alors elle occupe ⌈B8 ⌉ (partie entière supérieure) octets en mémoire.
Afin de mesurer l’impact de l’utilisation de cette structure de données, plusieurs seg-
mentations ont été effectuées sur des images de taille croissante en utilisant 3 stratégies
pour stocker la localisation des segments. La première consiste à stocker les coordon-
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nées de tous les pixels internes de chaque segment en utilisant le type long unsigned int.
Cette stratégie nécessite 64 bits en mémoire pour stocker les coordonnées d’un pixel. La
seconde stratégie consiste à stocker les coordonnées des pixels situés sur les contours des
segments toujours en utilisant le type long unsigned int. Elle nécessite également 64 bits
en mémoire pour stocker les coordonnées de chaque pixel. Enfin, la troisième stratégie
consiste à stocker la liste des déplacements codés sur 2 bits le long des contours des
segments.
Trois images de taille croissante ont été segmentées avec l’algorithme générique utilisant
le critère d’homogénéité Baatz & Schäpe. Pour chacune des images, les 3 stratégies pour
stocker la localisation des pixels ont été utilisées. Les images originales ainsi que les
images segmentées sont représentées dans la figure 3.10.
(a) (b) (c)
(d) (e) (f)
Figure 3.10 – Segmentation avec l’algorithme générique de trois images de taille crois-
sante pour analyser les stratégies utilisées pour représenter les coordonnées des pixels :
(a) 500× 500 pixels, (b) 893 × 567 pixels, (c) 1000 × 1000 pixels.
La figure 3.11 représente pour chaque image l’évolution de la mémoire en octets
utilisée pour chaque stratégie en fonction du nombre d’itérations.
Nous remarquons à travers ces résultats que la composition de l’image influe sur
la vitesse de réduction de l’usage de la mémoire pour les stratégies consistant soit à


















































































Figure 3.11 – Évolution de la mémoire en octets utilisée pour chaque stratégie de
représentation de la localisation des pixels en fonction du nombre d’itérations
plus les objets d’intérêt composant l’image sont petits et plus ce facteur de réduction
54
est faible. Par exemple, l’image 3.10b contient de plus grandes zones homogènes et par
conséquent la vitesse de réduction des stratégies 2 et 3 est plus importante (figure 3.11b).
Cependant, nous notons que les facteurs de réduction entre la stratégie 3 et la stratégie 2
sont corrélés pour chaque image. Ce résultat est logique, car le nombre de pixels frontières
et le nombre de déplacements le long du contour sont également corrélés. Nous pouvons
conclure qu’utiliser la représentation des contours permet de réduire significativement la
quantité de mémoire nécessaire pour stocker les coordonnées des segments. Nous utilisons
logiquement cette stratégie par la suite.
3.3 Description de l’algorithme GRM et analyse
de la complexité
Rappelons que l’idée de l’algorithme GRM est de proposer un squelette d’exécution
commun à toutes les méthodes de segmentation par fusion de régions. Ce squelette
prend en charge les opérations sur le graphe stockant les segments ainsi que la gestion du
contour et du voisinage de chaque segment tout au long de la procédure de segmentation.
Ces différentes opérations sont décrites par la suite.
3.3.1 Initialisation des segments dans l’image
La première étape consiste à construire les segments du graphe à partir de l’image.
Dans l’algorithme GRM, chaque pixel représente un segment initial. L’attribut id de
chaque segment est initialisé aux coordonnées du pixel dans l’image. Concrètement, si
(x, y) sont les cordonnées du pixel dans une image de largeur w alors id = y ∗ w + x.
De cette manière, chaque segment possède un identifiant unique. La boîte englobante de
chaque segment correspond aux dimensions du pixel (égales à 1). Le contour du segment
est composé de 4 déplacements le long du pixel comme illustré par la figure 3.5.
La seconde étape consiste à construire les liens d’adjacence des segments dans l’image.
L’algorithme GRM met à disposition 2 types de connectivité : “4-connexité” et “8-
connexité”. Ces 2 connectivités sont illustrées par la figure 3.12.
Le voisinage est calculé pour chaque segment dans le graphe. Si dans une direction
donnée un voisin existe, alors une arête est créée entre les 2 segments. Une fois cette
étape terminée, l’algorithme GRM rend la main à l’utilisateur pour faire appel à une
fonction d’initialisation des attributs spécifiques.
En conclusion, la complexité en espace de la phase d’initialisation est O(N +M +E)
où N est le nombre de segments dans le graphe, M le nombre total de déplacements
autour des contours des segments et E le nombre total d’arêtes. Le raisonnement suivant
ne dépend pas du choix de la connexité des pixels. Dans la suite, nous utilisons un
voisinage 4-connexe pour les exemples et les figures. Ainsi, chaque segment contient
au plus 4 segments adjacents. Puisqu’un segment initial contient un seul pixel, alors il
contient 4 déplacements. La complexité en temps pour construire le graphe est donc
linéaire O(N).
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(a) “4-connectivité” (b) “8-connectivité”
Figure 3.12 – 2 types de connectivité disponibles dans l’algorithme GRM
3.3.2 Calcul des coûts de fusion
À chaque itération, la première étape consiste à mettre à jour les coûts de fusion
entre les paires de segments adjacents dans le graphe. Elle correspond à l’étape 1 dans la
figure 2.1b. Le coût de fusion doit être mis à jour pour une paire de segments adjacents
si l’un des 2 segments a fusionné à l’itération précédente et si le coût de fusion n’est pas
à jour.
Les arêtes de chaque segment du graphe sont parcourues et le coût de fusion est calculé,
si nécessaire. Les complexités en temps et en espace pour calculer le coût de fusion sont
inconnues puisque cette fonction est définie par l’utilisateur. Elles sont notées respecti-
vement Oft et Ofm.
Pour une paire de segments adjacents Si et Sj , le calcul du coût de fusion ci,j n’est
effectué qu’une seule fois puisque ci,j = cj,i. En effet, nous considérons que la mesure
de similarité est symétrique. Une fois ci,j calculé et affecté à l’arête pointant vers Sj ,
il est nécessaire de trouver l’arête pointant vers Si pour lui affecter cj,i. Trouver l’arête
entre le segment adjacent et le segment courant a une complexité en temps O(E¯) où E¯
représente le nombre d’arêtes moyen par segment dans le graphe.
Lors du parcours des arêtes d’un segment, nous retenons l’arête pour laquelle le coût
de fusion est minimum. Après avoir calculé le coût de fusion pour toutes les arêtes du
segment courant, nous échangeons la première arête du segment avec celle dont le coût
est minimum. Ainsi, lors de la phase de fusion des segments, la première arête de chaque
segment correspondra à celle pointant vers le segment adjacent le plus similaire selon le
critère d’homogénéité.
Nous pouvons conclure que la complexité en temps de cette opération est O
(




et la complexité en espace est O(N + E + M + Ofm).
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3.3.3 Mise à jour du contour
Soit la paire de segments Si et Sj qui doivent être fusionnés. La mise à jour du
contour est décrite dans la section 3.2.4. Elle consiste à générer la liste des coordonnées
des pixels situés sur les frontière des deux contours des segments et à parcourir cette
liste pour recréer le nouveau contour. Nous notons M¯ le nombre moyen de déplacements
par segment dans le graphe. La génération de la liste des coordonnées des pixels consiste
à parcourir la liste des déplacements de chaque segment. La complexité en temps de
cette opération est O(2M¯). Nous notons P¯ le nombre maximum de pixels situés sur la
frontière d’un segment dans le graphe. La complexité en espace est O(2P¯ ). La création
du nouveau contour consiste à parcourir l’ensemble des pixels frontière de la liste. La
complexité en temps est alors O(2P¯ ).
Nous pouvons donc conclure que la complexité en temps de cette opération est O(2M¯ +
2P¯ ) et la complexité en espace est O(N + E + M + 2P¯ ) car il faut stocker en plus la
liste des pixels générée.
3.3.4 Mise à jour du voisinage
Soit une paire de segments adjacents Si et Sj qui doivent être fusionnés. Nous sup-
posons que Sj fusionne dans Si pour former Si,j . Cette opération consiste à modifier le
voisinage des segments adjacents de Sj et celui de Si tout en mettant à jour la valeur
frontiere notée bi,j entre Si et Sj . La figure 3.13 illustre l’ensemble des configurations
possibles.
Les segments adjacents de Sj sont parcourus. Soit Sk un segment adjacent de Sj et
la valeur bj,k entre Sj et Sk. La première étape consiste à déterminer si Sk est aussi un
segment adjacent de Si.
Si c’est le cas (figure 3.13a), alors le lien d’adjacence est supprimé entre Sk et Sj et bi,k
est incrémentée par la valeur bj,k.
Sinon (figure 3.13b), le lien d’adjacence est supprimé entre Sk et Sj et un lien d’adjacence
est ajouté entre Si et Sk avec la valeur bi,k = bj,k.
La complexité en espace de cette opération est O(N +M +E) et la complexité en temps
est O(E¯2) car les segments adjacents de Sj sont parcourus et pour chaque segment
adjacent Sk, la recherche d’une arête pointant vers Si est effectuée.
3.3.5 Suppression des segments fusionnés
Une fois l’itération effectuée, les segments ayant fusionné sont supprimés du graphe.
La structure de données utilisée pour stocker les segments est un tableau dynamique.
Nous avons introduit dans le Chapitre 1 Section 1.4, un algorithme permettant de sup-
primer des éléments dans un tableau dynamique avec une complexité en temps linéaire
O(N). La procédure pour supprimer les segments du graphe est la même que celle
illustrée dans la figure 1.6. Les segments qui ont fusionné dans d’autres segments sont















(b) Sj possède un segment adjacent Sk qui n’a pas de lien d’adjacence avec Si.
Figure 3.13 – Ensemble des configurations possibles du voisinage lors de la fusion de
Sj dans Si.
constante O(1).
La complexité en temps de cette opération est donc O(N) et celle en espace O(N +M +
E).
3.3.6 Algorithme GRM
Après avoir analysé chaque étape de l’algorithme GRM, déterminons les complexités
en espace et en temps de celui-ci en nous basant sur le pseudo-algorithme 3.1
Récapitulons tout d’abord les complexités de chaque étape de l’algorithme GRM. La
phase d’initialisation du graphe (ligne 2) a une complexité en espace O(N+M+E) et une
complexité en temps O(N). Le calcul des coûts de fusion (ligne 4) a une complexité en
temps O
(




et une complexité en espace O(N+M+E+Ofm). Dans
la ligne 5, nous entrons dans une boucle qui parcourt tous les segments, cela nécessite
ainsi N itérations. La mise à jour des attributs spécifiques est inconnue et dépend de
l’utilisateur. Nous notons sa complexité en temps Out et sa complexité en espace Oum. La
mise à jour du contour (ligne 8) a une complexité en temps O(2M¯+2P¯ ) et une complexité
en espace O(N +M +E+2P¯ ). La mise à jour du voisinage (ligne 9) a une complexité en
temps O(E¯2) et une complexité en espace O(N +M +E). Par conséquent, la complexité




Out + O(2M¯ + 2P¯ ) + O(E¯2)
))
et la complexité en
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espace est O(M+N+E+max{Oum, O(2P¯ )}). Enfin, la supression des segments fusionnés
a une complexité en temps O(N) et une complexité en espace O(N + M + E).
Le nombre de segments, d’arêtes et de déplacements le long des contours diminue
au fil des itérations, ce qui induit une accélération du temps d’exécution de l’algorithme
GRM et une réduction de l’espace mémoire nécessaire. Cependant, une attention par-
ticulière doit être portée sur le développement des fonctions de coût et de mise à jour
des attributs spécifiques car elles peuvent avoir un impact majeur sur la complexité en
temps de la procédure de segmentation. En effet, le nombre de segments dans l’image
est facteur de ces complexités.
Pour illustrer l’accélération du temps d’exécution au fil des itérations et la réduction
de la capacité de la mémoire nécessaire, nous avons considéré les 3 images représentées
dans la figure 3.10. Chacune de ces images a été segmentée avec l’algorithme GRM et le
critère de Baatz & Schäpe en mesurant à chaque itération le temps d’exécution ainsi que
la quantité de mémoire nécessaire. Les graphes montrant l’évolution du temps d’exécu-
tion (en millisecondes) et de la quantité de mémoire utilisée (en octets) en fonction du
nombre d’itérations sont représentés dans la figure 3.14.
L’algorithme GRM est conçu en supposant que l’image ainsi que le graphe des seg-
ments puissent être stockés en mémoire interne tout au long de la procédure de la seg-
mentation. Avec l’arrivée des missions d’observation de la Terre à très haute résolution,
cette hypothèse n’est plus vraie. Par exemple, la constellation des satellites Pléiades
fournissent des images THR de taille 40000 × 40000 pixels avec 4 bandes spectrales.
Stocker l’image complète et le graphe des segments initiaux devient impossible même
sur les ordinateurs actuels qui possèdent quelques dizaines de gigaoctets en mémoire
interne. La seule solution est alors de diviser l’image en tuiles de telle façon que chaque
tuile et son graphe de segments correspondant puissent être stockés en mémoire interne.
Cependant, nous allons voir que cette stratégie a un impact négatif sur la qualité des
segments résultants. Par conséquent, une solution doit être apportée pour garantir un
résultat identique même lorsqu’une stratégie de tuilage est effectuée.
Dans les chapitres suivants, nous analysons l’impact du tuilage lors de l’utilisation de
l’algorithme GRM. Après avoir identifié les points critiques liés au tuilage, nous étudions


















































(b) Quantité de mémoire utilisée en fonction du nombre d’itérations
Figure 3.14 – Évolution du temps d’exécution et de la quantité de mémoire utilisée en






Les récentes missions satellite d’observation de la Terre telles que Quickbird, World-
View, GeoEye et Pléiades fournissent des images à très haute résolution. Ces images
permettent d’obtenir une information très détaillée de la surface terrestre utile pour des
applications telles que la surveillance environnementale, la gestion des ressources ou la
surveillance urbaine. La constellation des satellites Pléiades permet d’acquérir des images
avec un échantillonage au sol de 50 cm par pixel et une couverture spatiale de 400 km2.
Par conséquent, une image Pléiades a une taille de 40000 × 40000 pixels, ce qui repré-
sente un large volume de données à exploiter. Nous rappelons que les caractéristiques des
satellites Pléiades sont décrites dans l’annexe A. Segmenter de telles images réprésente
un réel enjeu à cause de la limitation de la quantité de mémoire interne disponible dans
les ordinateurs.
Pour surmonter cet obstacle, la solution adoptée jusqu’à présent [6] est de diviser
l’image en tuiles 1 et traiter chaque tuile séparément. Nous nommons cette opération le
tuilage. Un algorithme est facilement parallélisable (“embarrassingly parallel”) si l’en-
semble des données en entrée peut être décomposé en sous-ensembles de données pouvant
être traités séparément sans nécessiter de communication. Un exemple d’algorithme fa-
cilement parallélisable est un filtre gaussien utilisant une fenêtre de convolution à taille
fixe. Un tel algorithme est utilisé pour éliminer le bruit dans une image. Un exemple de
1. Une tuile est une portion rectangulaire extraite de l’image dont les côtés sont parallèles
aux axes de l’image.
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Lorsque l’image est divisée en tuiles, le traitement des pixels sur la bordure des tuiles est
problématique puisque des pixels situés dans la fenêtre de voisinage sont manquants. La
stratégie est alors de considérer autour de la tuile une marge supplémentaire de 2 pixels





Figure 4.1 – Tuile avec sa marge pour assurer un résultat identique lors de l’application
d’un filtre gaussien.
Cette solution peut s’appliquer à n’importe quel traitement par pixel ou n’importe
quel traitement par convolution utilisant une fenêtre de voisinage statique et permet de
garantir un résultat identique à celui obtenu sans tuilage.
Cependant, pour des algorithmes non réguliers comme la plupart des méthodes de
segmentation, la marge autour de chaque tuile ne peut pas être déterminée à l’avance.
En effet, des interactions entre des pixels spatialement éloignés dans l’image peuvent
exister. Nous allons voir que les méthodes de segmentation et en particulier l’algorithme
GRM ne sont pas compatibles avec le tuilage. Dans cette thèse, l’objectif des travaux
sur la segmentation est de proposer une solution utilisant le tuilage qui garantit des
segments résultants identiques à ceux que nous aurions obtenus si l’image pouvait être
segmentée sans tuilage.
Dans la prochaine section, nous allons étudier l’impact du tuilage lors de l’application
d’une segmentation avec l’algorithme GRM. Enfin, la dernière section de ce chapitre
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récapitule les différentes solutions proposées combinant le tuilage avec un algorithme de
segmentation.
4.2 Impact du tuilage
Afin d’illustrer visuellement l’impact du tuilage sur les segments résultants avec l’al-
gorithme GRM, nous proposons une première expérience. Le critère utilisé dans cette
section est celui de Baatz & Schäpe décrit dans la section 2.3. Pour ce critère, nous
configurons le paramètre d’échelle s = 60, le poids pour l’importance relative de l’hété-
rogénéité spectrale wc = 0, 5 et celui pour l’importance relative du degré de compacité
ws = 0, 5. Une image THR de taille 500 × 500 pixels fournie par le satellite Ikonos est
considérée et représentée dans la figure 4.2.
Figure 4.2 – Image utilisée pour les expériences
L’image est d’abord segmentée en une seule fois et le résultat de la segmentation
est illustré par la figure 4.3a. Pour la deuxième segmentation, l’image est préalablement
divisée en 4 tuiles de taille 250 × 250 pixels. Chaque tuile est ensuite segmentée et
l’image résultante est reconstituée en regroupant les tuiles segmentées. Le résultat de
cette segmentation est illustré par la figure 4.3b. Une première analyse visuelle met en
évidence la présence d’artefacts sur les bordures de la tuile (figure 4.3c) mais aussi la
présence de segments différents à l’intérieur de la tuile (figure 4.3d). Afin de confirmer
nos observations, nous proposons une seconde expérience qui utilise une métrique de
comparaison pour identifier et mesurer les différences entre les 2 segmentations.
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(a) GT (b) TS
(c) artefacts (d) segments différents
Figure 4.3 – Analyse visuelle de l’impact du tuilage sur les segments résultants. Dans
la figure 4.3b, les frontières des tuiles sont délimitées par des lignes continues noires. Le
rectangle rouge met en évidence la présence d’un artefact sur une bordure commune entre
2 tuiles adjacentes. La figure 4.3c est un zoom sur l’artefact contenu dans le rectangle
rouge. La figure 4.3d est un zoom mettant en évidence un segment différent à l’intérieur
d’une tuile qui n’existe pas dans la segmentation de référence.
Il existe de nombreuses métriques pour comparer deux résultats de segmentation
et une revue de celles-ci est faite dans [61]. Nous avons choisi d’utiliser la méthode de
Hoover proposée dans [62] pour comparer les segmentations. Cette méthode compare
deux segmentations dont l’une est la segmentation de référence, notée GT, et l’autre est
la segmentation test, notée TS. Elle consiste à associer un ou plusieurs segments dans
GT avec un ou plusieurs segments dans TS. Un segment dans GT est noté S1i et un
segment dans TS, S2j . Il existent 4 types d’association qui sont appelés des instances de
Hoover. Ces instances sont basées sur la matrice de confusion O qui est définie de la
façon suivante :
Oij = |S1i ∩ S2j | pour (S1i , S2j ) ∈ GT× TS (4.1)
Soit t un seuil de recouvrement défini par l’utilisateur tel que 0.5 ≤ t ≤ 1. L’instance
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Oij ≥ t× |S1i |
Oij ≥ t× |S2j |
(4.2)
L’instance RF est détectée si S1i est fragmentée en segments S
2
∗ dans TS avec {S2∗ =
S2jk ∈ TS, k ∈ [1,m]} et : {
∀k ∈ [1,m], Oijk ≥ t× |S2jk |∑m
k=1 Oijk ≥ t× |S1i |
(4.3)
L’instance RA est détectée si S2j est fragmentée en segments S
1
∗ dans GT avec {S1∗ =
S1ik ∈ GT, k ∈ [1,m′]} et :{
∀k ∈ [1,m′], Oikj ≥ t× |S1ik |∑m′
k=1 Oikj ≥ t× |S2j |
(4.4)
Enfin l’instance RM est détectée si les segments S1i et S
2
j n’appartiennent à aucune des 3
instances décrites précédemment. La méthode de Hoover retourne la proportion des seg-
ments appartenant à chaque instance. Les valeurs des proportions sont comprises entre
0 et 1. Dans l’expérience suivante, t = 1, ce qui signifie que nous sommes intrangiseants
sur l’égalité des segments. Ainsi S1i et S
2
j appartiennent à RC si S
1
i ∩ S2j = S2j = S1i .
Lorsque les deux segmentations sont identiques, nous devons avoir RC = 1, RF = 0,
RA = 0 et RM = 0.
Le protocole de l’expérience est celui utilisé dans [63] pour mesurer la stabilité de
plusieurs familles d’algorithmes de segmentation. Dans un premier temps, l’image est
segmentée en une seule fois puis considérée comme la segmentation de référence. Dans
un second temps, une tuile est extraite de l’image puis segmentée. Elle est notée TS. La
zone correspondant à la tuile est aussi extraite de la segmentation de référence et est
notée GT. Cette procédure est effectuée pour différentes tailles de tuile en augmentant
la largeur de la couronne w. L’ensemble de la procédure est illustré par la figure 4.4.
Cette procédure a été effectuée pour les heuristiques de décision BF et LMBF. L’évo-
lution des instances de Hoover en fonction de la largeur de la couronne w est représentée
par les graphes dans la figure 4.5.
D’après les graphes, nous pouvons conclure que l’heuristique LMBF est moins sen-
sible au tuilage que l’heuristique BF. En effet, avec LMBF la proportion de segments
appartenant à RC est toujours au-dessus de celle avec BF, et cela pour chaque valeur de
w. Cette observation appuie notre choix quant à l’utilisation de LMBF pour l’algorithme
GRM. Par contre, pour chaque heuristique, les segmentations GT et TS ne sont jamais
identiques (RC < 1) excepté pour w = 0. Nous pouvons ainsi conclure que le tuilage
modifie le résultat final. Nous notons également que cette modification s’accentue pour
des valeurs croissantes de w, sachant qu’augmenter w revient à considérer des tuiles de









Figure 4.4 – Protocole pour la comparaison des segmentations GT et TS. Cette pro-
cédure est répétée pour différentes valeurs de w.
Dans la prochaine section, nous décrivons les solutions proposées pour résoudre la
présence d’artefacts sur les bordures communes des tuiles (figure 4.3c) et supprimer
l’impact du tuilage sur les segments résultants.
4.3 Passage à l’échelle des méthodes de segmen-
tation : état de l’art
Plusieurs approches ont été étudiées pour minimiser l’impact du tuilage sur la qualité
des segments résultants.
Dans [64, 65], l’auteur introduit la notion de segment contagieux pour éviter la
présence d’artefacts sur les bordures communes des tuiles adjacentes. À l’étape initiale,
les segments situés sur les bordures communes des tuiles sont marqués comme contagieux.
Au fil des itérations, si un segment non contagieux fusionne avec un segment contagieux
alors il devient lui-même contagieux. Enfin, lorsque deux segments sont contagieux,
ils ne peuvent pas fusionner. Ainsi, avec cette stratégie bloquante, la solution empêche
l’apparition d’artefacts sur les bordures des tuiles segmentées. Cependant, cette approche
n’est pas appropriée dans la situation où il y a beaucoup de segments contagieux car la
procédure de fusion s’arrête prématurément entraînant une sur-segmentation de l’image.
Dans [52], les auteurs proposent une solution générique à tous les algorithmes de






















































Figure 4.5 – Évolution des instances de Hoover en fonction de la largeur de la couronne
w. Les segmentations ont été comparées en utilisant 2 heuristiques de décision pour la
fusion des segments : BF et LMBF.
d’autre des bordures communes des tuiles adjacentes. Le critère d’homogénéité utilisé
dans leurs travaux est le critère Full Lambda Schedule décrit dans la section 2.3. Les
auteurs émettent l’hypothèse que la présence d’artefacts sur les bordures des tuiles est
due à un phénomène local. C’est pourquoi, ils proposent de diviser l’image en tuiles avec
des zones de recouvrement sur les bordures. L’inconvénient de cette solution est qu’il
peut y avoir au moins deux segmentations différentes d’une même zone. Pour pallier
ce problème, les auteurs proposent plusieurs règles en supposant qu’un segment situé
près du centre de la tuile a plus de chance d’être correct qu’un segment situé près de
la bordure. La première hypothèse est de considérer que les segments inclus totalement
ou partiellement dans les zones de non recouvrement des tuiles sont corrects. L’idée est
ainsi de segmenter à nouveau les segments qui sont totalement inclus dans la zone de
recouvrement dans une deuxième étape en considérant les contours des segments corrects
de la première étape comme des frontières naturelles de l’image. Déterminer la taille
correcte de la zone de recouvrement est problématique car elle dépend de la nature des
objets d’intérêt composant l’image. Ainsi, avec cette méthode, il n’y a aucune garantie
de l’absence d’artefacts dans les tuiles.
Dans [66], les auteurs proposent une méthode pour détecter les réseaux routiers dans
les images satellite en utilisant une méthode de segmentation composée de plusieurs
étapes. La première étape consite à utiliser une méthode de segmentation globale basée
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sur un graphe [67] pour former des segments dans l’image. Une étape de fusion de régions
est ensuite effectuée pour détecter les routes à partir de considérations géométriques.
Dans leurs travaux, les images satellites ont d’abord été divisées en tuiles de 200 ×
200 pixels qui sont ensuite segmentées séparément. La procédure de fusion de régions
est finalement appliquée pour tous les segments dans chaque tuile sans se soucier des
segments situés sur les bordures des tuiles entraînant ainsi la présence d’artefacts.
Dans [68], les auteurs proposent une solution pour l’algorithme de segmentation [67]
basée sur la recherche d’arbres minima dans un graphe. Au lieu de diviser l’image en
tuiles, l’algorithme est conçu pour permettre la parallélisation sans couper les objets
localisés sur les bordures des tuiles. Pour ce faire, des algorithmes de recherche d’arbres
minima sont exécutés en parallèle sur chacune des tuiles et détectent si une arête se situe à
une bordure de la tuile. Dans cette situation, l’exécution de l’arête est repoussée jusqu’à
que les recherches d’arbres minima dans les tuiles adjacentes soient aussi terminées.
Ces arêtes retardées sont ensuite exécutées. En pratique, les auteurs prétendent que
seulement 5% des arêtes sont retardées et que la solution permet d’obtenir un résultat
de segmentation sans artefacts. Cependant, cette solution est spécifique à l’algorithme
proposé dans [67] qui est un algorithme basé seulement sur l’intensité spectrale des pixels
et ne peut être appliquée aux méthodes de segmentation par fusion de régions.
Dans [69], les auteurs proposent une solution similaire à celle proposée pour les
segments contagieux. L’idée est de diviser l’image en tuiles et de segmenter chaque tuile
en parallèle avec un algorithme de fusion de régions utilisant le critère de Baatz &
Schäpe. Chaque itération est exécutée en parallèle sur chaque tuile et l’exécution des
segments situés sur les bordures communes des tuiles est retardée à la fin de l’itération.
Une fois l’itération accomplie sur l’ensemble des tuiles, une procédure de segmentation
séquentielle est exécutée pour traiter les segments sur les bordures des tuiles. Le premier
inconvénient de cette méthode est que le nombre de segments à traiter séquentiellement
peut être potentiellement important. Par conséquent, le gain obtenu par la parallélisation
peut être remis en question. Enfin, cette méthode ne garantit pas des segments résultants
identiques comparés à ceux obtenus en segmentant l’image sans tuilage.
Dans [70], l’auteur propose l’algorithme RHSEG qui est une solution approximative
de l’algorithme hiérarchique par fusion de régions HSEG [71]. L’auteur indique que la
stratégie bloquante dans [64, 65] induit un arrêt prématuré de la procédure de segmen-
tation. Pour résoudre ce problème, il propose uns stratégie “Split & Merge” à la fin de
chaque itération pour reconsidérer les segments contagieux dans leurs états initiaux et
appliquer une procédure de fusion de régions itérative sur ces segments. L’objectif est
de réaffecter des pixels contenus dans un segment contagieux à une autre région avec
laquelle ils sont plus similaires. Un inconvénient de cette méthode est qu’elle crée des
segments qui ne sont pas connectés spatialement. Ceci est problématique si une opéra-
tion d’étiquetage doit être effectuée, car elle induit un surcoût éventuel au niveau du
temps de calcul. De plus, cette méthode a été conçue dans l’optique d’une segmentation
hiérarchique de l’image mais pas sur la problématique de traitement de grandes images
ne pouvant être stockées dans la mémoire interne.
Dans [72], les auteurs proposent de diviser l’image en tuiles dont les bordures suivent
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le gradient de l’image. De cette manière, ils espèrent que les bordures s’adaptent aux
contours des segments situés dans la zone de découpage. Afin de trouver le gradient
maximum dans la zone de découpage, ils utilisent un tampon de pixels d’une certaine
largeur. L’inconvénient est que cette solution n’est pas parfaite pour les segments dont
la taille est supérieure à la largeur de ce tampon. Ces segments seront alors découpés
entraînant ainsi des artefacts sur les bordures des tuiles. Un autre inconvénient est que
cette méthode n’est pas généralisable à n’importe quel critère de fusion dans la mesure
où certains critères ne dépendent pas du gradient local.
Dans [73], l’auteur propose d’identifier les bordures des tuiles avec les contours natu-
rels des segments. Le critère est utilisé lors de la procédure de segmentation et est basé sur
une analyse colorimétrique des segments adjacents et du segment courant. Cependant,
aucune garantie n’est donnée sur le fait que les contours des segments qui représentent
en réalité les bordures des tuiles soient tous détectés. Là encore, nous retrouvons l’incon-
vénient que la solution n’est pas généralisable à tous les critères de fusion car certains
critères n’utilisent pas le gradient local.
Dans [6], l’image est divisée en tuiles et chaque tuile est ensuite segmentée indé-
pendamment. Un traitement supplémentaire consiste à utiliser un critère topologique
pour fusionner les segments de part et d’autre des bordures communes entre les tuiles
adjacentes. L’idée est de fusionner deux segments si la surface de contact de leur contour
est supérieure à un seuil défini par l’utilisateur. Bien que cette solution soit générique à
n’importe quelle méthode de segmentation, elle ne garantit pas la suppression de tous les
artefacts, puisqu’un segment peut avoir plusieurs surfaces de contact avec des segments,
qui soient inférieures au seuil.
Dans [74], l’auteur propose un cadre pour segmenter de larges images en utilisant le
tuilage. Dans un premier temps, l’image est divisée en tuiles sans zone de recouvrement.
Chaque tuile est ensuite segmentée avec le critère Full Lambda Schedule décrit dans
la section 2.3. Une fois les tuiles segmentées, l’image résultante est représentée sous
la forme d’une grille de tuiles. L’étape suivante consiste à fusionner les tuiles suivant
les lignes de la grille et ensuite suivant les colonnes de la grille. La fusion des tuiles
suivant les lignes permet d’obtenir une grille d’une seule ligne et de plusieurs colonnes.
Les tuiles sont ensuite fusionnées suivant les colonnes pour obtenir l’image segmentée
finale. Notons que le processus peut être effectué dans l’ordre inverse. Il serait d’ailleurs
intéressant d’analyser si le résultat obtenu est identique lorsque cet ordre diffère. Le
processus de fusion des tuiles considère les segments de part et d’autre des bordures
communes et réapplique sur ces segments une procédure de segmentation. L’avantage
de cette technique est qu’elle est généralisable à n’importe quel critère d’homogénéité et
n’importe quelle heuristique de fusion. Cependant, comme nous l’avons vu dans la section
précédente, le tuilage modifie les segments résultants dans chaque tuile. Cela signifie que
la solution proposée accepte la présence de segments sous-optimaux à l’intérieur des
tuiles. Par conséquent, elle ne garantit pas un résultat identique à celui obtenu sans
tuilage.
Enfin dans [63], les auteurs ont proposé une solution exacte pour l’algorithme de seg-
mentation Mean-Shift [34] en utilisant le tuilage. Dans un premier temps, les opérations
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instables utiles pour optimiser le temps d’exécution de l’algorithme ont été supprimées
dans la version classique du Mean-Shift. L’algorithme Biconnected Component, qui est
utilisé dans la version classique pour assigner une étiquette unique aux pixels qui ont
convergé vers le même mode, a été remplacé par le Connected Component [33]. Avec
cette nouvelle version, les auteurs proposent de diviser l’image en tuiles et d’ajouter au-
tour de chaque tuile une marge de stabilité qui est une couronne de pixels d’une certaine
largeur. Cette marge dépend de la taille fixe de la fenêtre spatiale utilisée pour déplacer
le pixel vers son mode ainsi que du nombre d’itérations à appliquer. Ces deux paramètres
sont configurés par l’utilisateur avant la procédure. Toutes les tuiles avec leur marge de
stabilité sont segmentées séparément. Enfin, les auteurs ont également défini une stra-
tégie pour fusionner les tuiles après la segmentation en utilisant une table d’équivalence
des étiquettes pour fusionner les segments de part et d’autre des bordures communes
des tuiles adjacentes.
Assurer des résultats identiques lorsque l’image en entrée ne peut être stockée en
mémoire s’avère être problématique pour les algorithmes de segmentation par fusion de
régions. Nous venons de voir quelques solutions pour ce type d’algorithme, mais aucune
d’entre-elles ne garantit des résultats identiques à ceux obtenus si l’image pouvait être
segmentée sans tuilage. Cependant, une solution exacte a été trouvée pour l’algorithme
du Mean-Shift en utilisant une marge de stabilité pour chaque tuile. Dans nos travaux,
nous avons étendu cette approche pour les algorithmes par fusion de régions en proposant
une solution générique et exacte qui ne dépend pas des critères d’homogénéité et des
heuristiques de fusion.
4.4 GRM : un algorithme piloté par les données
Nous avons vu dans la section 4.2 que le tuilage a un impact sur les segments ré-
sultants. Dans cette section, une analyse des différentes étapes de l’algorithme va nous
permettre de comprendre les raisons de cette modification engendrée par le tuilage.
D’après le chapitre 3, la procédure de segmentation par fusion de régions peut-être mo-
délisée par des opérations successives sur un graphe. Au début de la procédure, chaque
noeud du graphe représente un segment contenant un pixel et a 4 ou 8 segments adja-
cents suivant le choix de la connectivité pour le voisinage. Durant les différentes étapes
de la procédure, la structure du graphe est modifiée à cause de la fusion de certaines
paires de segments. En effet, fusionner une paire de segments nécessite de transformer
localement le voisinage des segments adjacents aux segments de cette paire. La fusion
entraîne la modification de certaines arêtes du graphe et le regroupement de 2 noeuds
pour n’en former qu’un seul. Pour le passage à l’échelle de l’algorithme GRM, nous
choisissons l’heuristique LMBF et nous ajoutons la contrainte qu’un segment ne peut fu-
sionner qu’une seule fois au maximum à chaque itération. Au cours d’une itération, tous
les noeuds doivent être explorés pour déterminer s’ils doivent fusionner. Cela implique
qu’une nouvelle itération dépend de l’état du graphe à l’issue de l’itération précédente.
Basée sur ces caractéristiques, la procédure de fusion de régions peut-être catégorisée
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comme un algorithme piloté par les données [75].
Diviser l’image en tuiles revient à considérer un graphe de segments par tuile. La
structure initiale de ces graphes est différente de celle du graphe initial sans tuilage dans
la mesure où les segments situés sur les bordures communes des tuiles adjacentes voient
leur voisinage modifié. Après avoir appliqué une itération de la procédure de fusion,
ces segments peuvent éventuellement fusionner avec des segments adjacents différents
de ceux avec lesquels ils auraient fusionné si l’image n’était pas divisée en tuiles. Par
conséquent, des segments supplémentaires voient leur voisinage modifié à l’issue de la
première itération. Ce phénomène se propage ainsi vers des segments situés à l’intérieur
de la tuile au fil des itérations. La figure 4.6 illustre un scénario qui peut se produire
lorsqu’une opération de tuilage est appliquée. Nous allons utiliser la notion de segments
contagieux introduite dans [64, 65]. La figure 4.6a représente le graphe initial de l’image.
La figure 4.6b représente le graphe divisé en 4 sous-graphes représentant 4 tuiles. Les
segments verts représentent les segments contagieux car leur voisinage a été modifié à
cause du découpage. La figure 4.6c représente le graphe de l’image après avoir appliqué
une itération. La figure 4.6d représente les graphes de chaque tuile après avoir appliqué
une itération. Les segments rouges sont les segments qui sont différents comparés à ceux
obtenus dans le graphe 4.6c à cause de l’absence de certains segments adjacents dans
leur voisinage. Les segments verts sont les nouveaux segments contagieux qui voient leur
voisinage modifié. L’étude de cet impact a été faite dans [76] où les auteurs expliquent
que le tuilage induit des segments sous-optimaux à cause de l’absence de connaissance de
certains segments adjacents qui sont situés dans d’autres tuiles. Dans la suite, nous allons
délimiter les zones d’interaction des segments afin de proposer une marge de stabilité
pour chaque tuile en fonction du nombre d’itérations. Mais avant cela, introduisons la
notion de stabilité pour les algorithmes de segmentation.
4.5 Stabilité des algorithmes de segmentation
Nous rappelons que l’objectif de notre travail est d’assurer, en utilisant une stratégie
de tuilage, des segments résultants identiques à ceux obtenus sans tuilage.
Soit I une image que nous désirons segmenter mais qui ne peut-être stockée en
mémoire interne. A(I) représente la partition de I en segments homogènes disjoints
(S1, . . . , Sn) où Si est l’un des segments indexé par i. T ⊂ I représente une tuile extraite
de l’image I. Un segment indexé par j contenu dans la partition A(T ) est noté S′j . Enfin,
pour un segment S ∈ A(I) et une tuile T , nous définissons AS(T ) de la façon suivante :
AS(T ) = {S′ ∈ A(T ) \ S′ ⊆ S} (4.5)
AS(T ) est donc l’ensemble des segments S′ ∈ A(T ) qui sont totalement inclus dans le
segment S ∈ A(I). Avec ces notations, les auteurs dans [63] définissent une segmentation
stable :
Definition Segmentation stable :
Un algorithme de segmentation A est stable si ∀S ∈ A(I) et ∀T ⊂ I, les propriétés
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(a) graphe initial (b) segments contagieux en vert
(c) Après une itération sans tuilage (d) Après une itération avec tuilage
Figure 4.6 – Impact du tuilage sur les segments au fil des itérations durant la procédure
de segmentation par fusion de régions. La figure 4.6a représente le graphe initial de
l’image. La figure 4.6b représente le graphe divisé en 4 sous-graphes représentant 4 tuiles.
Les segments verts représentent les segments contagieux car leur voisinage a été modifié
à cause du découpage. La figure 4.6c représente le graphe de l’image après avoir appliqué
une itération. La figure 4.6d représente les graphes de chaque tuile après avoir appliqué
une itération. Les segments rouges sont les segments qui sont différents comparés à ceux
obtenus dans le graphe 4.6c à cause de l’absence de certains segments adjacents dans
leur voisinage.
suivantes sont vérifiées :
S ⊂ T ⇒ ∃S′ ∈ A(T ) \ S = S′ (4.6)
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L’équation 4.6 représente la propriété de stabilité interne. En effet, si A est stable alors
tout segment inclu totalement dans la tuile est identique à celui obtenu si l’image est
segmentée sans tuilage. La propriété de stabilité interne correspond à la définition de la
stabilité générique introduite dans la section 1.6.
L’équation 4.7 représente la propriété de couverture. Moins intuitive que la précédente,
elle implique que tout segment dans A(I) chevauchant les bordures communes des tuiles
adjacentes est l’union de segments issus de la segmentation des tuiles. La figure 4.7






Figure 4.7 – La propriété de couverture. Les segments obtenus lors de la segmentation
de l’image qui chevauchent les bordures communes des tuiles adjacentes sont l’union
de segments obtenus lors de la segmentation des tuiles. Ceci est vrai à condition que
l’algorithme de segmentation soit stable.
La propriéte de couverture introduite dans [6] diffère de la définition de la stabilité
générique introduite dans 1.6 puisqu’il n’y a plus égalité des cardinaux des ensembles :
|Aref (I)| < |Asca(I)|. Dans [6], une stratégie est ensuite utilisée pour fusionner tous les
segments contenus de part et d’autre des bordures des tuiles pour former les segments
chevauchant ces bordures. Après cette étape, nous retrouvons bel et bien la définition
de la stabilité telle que nous l’avons introduite. Dans la suite de nos travaux, nous ne
considérons pas la propriété de couverture et nous étendons la propriété de stabilité
interne à l’ensemble des segments dans l’image grâce à la stratégie que nous proposons.
4.6 Zone d’influence d’un segment
Nous considérons l’algorithme GRM et nous rappelons le principe de l’heuristique
LMBF en supposant que le coût de fusion entre la paire de segments adjacents S1 et S2
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est inférieur au seuil. S1 fusionne avec S2 si les conditions suivantes sont vérifiées :
1. S2 est le segment adjacent pour lequel le coût de fusion est le minimum avec S1
parmi les segments adjacents de S1.
2. S1 est le segment adjacent pour lequel le coût de fusion est le minimum avec S2
parmi les segments adjacents de S2.
Nous rappelons également que l’algorithme GRM peut être configuré de telle façon qu’un
segment ne peut fusionner qu’une seule fois à chaque itération (voir la discussion dans
la section 2.5). Par conséquent, à chaque itération, la zone d’interaction d’un segment
Si est limitée à la liste de ses segments adjacents. Puisque l’heuristique LMBF est uti-
lisée, la liste des segments adjacents pour chaque segment adjacent à Si est nécessaire
pour vérifier la condition de mutualité. Pour résumer, la zone d’influence d’un segment
correspond à l’union de ses segments adjacents et des segments adjacents à ses segments
adjacents. Considérer cette zone d’influence pour chaque segment à chaque itération est
une condition suffisante pour assurer la stabilité de l’algorithme GRM. La figure 4.8
représente la zone d’influence d’un segment pour effectuer une itération. De plus, nous
remarquons que pour les autres heuristiques de fusion (F, BF et GMBF), la zone d’in-
fluence est plus petite. L’heuristique LMBF représente donc le cas le plus défavorable. La
zone d’influence illustrée dans la figure 4.8 est donc générique à toutes les heuristiques
de fusion.
(a) (b) (c)
Figure 4.8 – Zone d’influence d’un segment pour une itération de la procédure de
segmentation par fusion de régions. La figure 4.8a représente un segment de l’image
Si. La figure 4.8b représente la liste des segments adjacents (en vert) nécessaire pour
déterminer le segment adjacent le plus similaire à Si. La figure 4.8c représente l’ensemble
des segments adjacents aux segments adjacents de Si (en bleu) nécessaire pour vérifier
la condition de mutualité. Cet ensemble représente la zone d’influence de Si.
L’objectif est d’étudier l’évolution de cette zone d’influence sur plusieurs itérations
afin de proposer une marge de stabilité.
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4.7 Calcul de la marge de stabilité
Connaissant la zone d’influence d’un segment pour une itération, l’objectif de cette
section est de déterminer l’évolution de cette zone en fonction du nombre d’itérations
appliquées avec l’algorithme GRM et de proposer une expression de la marge de stabilité.
La valeur de la marge de stabilité représente la largeur d’une couronne de pixels située
autour de la tuile. Le rôle de cette couronne de stabilité est d’assurer que les segments
contenus dans la tuile soient identiques à ceux obtenus dans le cas où l’image pourrait
être segmentée sans tuilage. La valeur de la marge de stabilité est notée Mn où n est le
nombre d’itérations de la procédure de segmentation. Elle est mesurée en pixels et est






Figure 4.9 – Représentation de la marge de stabilité Mn pour une tuile. La valeur de
cette marge dépend du nombre d’itérations que nous voulons appliquer avec l’algorithme
GRM.
Au début de la procédure, chaque segment est un pixel et a, selon la connectivité, 4 ou
8 segments adjacents. Le type de connectivité n’ayant aucune influence sur l’expression
finale de la marge de stabilité, nous choisissons un voisinage 4-connexe. Un segment initial
a donc au départ 4 segments adjacents situés en haut, à droite, en bas et à gauche. Pour
un segment S, nous notons l’ensemble de ses segments adjacents S∗ et l’ensemble des
segments adjacents aux segments adjacents S∗∗. Avec cette notation, le nombre d’étoiles
∗ qui indexent S représente le nombre de couches d’adjacence autour de S. Ainsi, Sk∗
est l’ensemble des segments adjacents aux segments contenus dans S(k−1)∗.
D’après la zone d’influence établie à la section précédente, il est nécessaire de consi-
dérer S∗ ∪S2∗ pour chaque segment afin d’appliquer une itération stable. Pour effectuer
la première itération, cela revient à considérer une couronne de largeur 2 pixels autour
de chaque segment. Elle est illustrée dans la figure 4.10. Ainsi, une marge de stabilité de
2 pixels doit être considérée autour de chaque tuile pour effectuer la première itération
(M1 = 2).
La marge de stabilité peut être définie par récurrence. Supposons Mn la marge de
stabilité nécessaire pour effectuer les n premières itérations et déterminons Mn+1. Soit
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(a) S (b) S∗ (c) S∗∗
Figure 4.10 – Zone d’influence d’un segment initial. La figure 4.10b représente S∗ et
la figure 4.10c représente S∗ ∪ S∗∗.
S un segment dans un certain état après avoir appliqué les n premières itérations. Pour
appliquer une itération supplémentaire, l’ensemble des couches d’adjacence contenues
dans S∗∪S2∗ est nécessaire (Figure 4.8). Le nombre de pixels maximum contenus dans S
après les n premières itérations est égal à 2n puisqu’un segment ne peut fusionner qu’une
seule fois à chaque itération. Nous notons, dans le cas où des heuristiques permettraient
plus de fusions, que le calcul pourrait être ici adapté. La zone d’influence de S ne doit
pas contenir de segments différents de ceux que nous aurions obtenus si l’image était
segmentée sans tuilage. Par conséquent, une marge de stabilité doit être considérée pour
chaque segment dans la zone d’influence de S pour les n premières itérations, c’est-à-dire
Mn. De plus, nous considérons la pire situation où les segments croissent toujours suivant
la même direction (segments filiformes). Avec ces hypothèses et d’après la Figure 4.11,
Mn+1 peut-être exprimée en fonction de Mn de la façon suivante :
Mn+1 = 2n+1 + Mn, avec M0 = 0. (4.8)
qui, après simplification, devient :
Mn = 2n+1 − 2 (4.9)
Ainsi, lors d’une opération de tuilage, la première étape consiste à définir le nombre
d’itérations à appliquer, noté n. La seconde étape consiste à diviser l’image en tuiles en
considérant une marge de stabilité supplémentaire. Elle est représentée par une couronne
de largeur Mn pixels autour de chaque tuile. Enfin, n itérations avec l’algorithme GRM
peuvent être appliquées sur chaque tuile séparément. Il est important de noter que les
pixels situés dans la couronne de stabilité sont aussi segmentés. Par conséquent, à l’issue
de la segmentation, nous distinguons 2 types de segments résultants :
• Ceux contenant au moins 1 pixel dans la tuile. L’ensemble de ces segments est
noté Ss et représente les segments stables.
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Figure 4.11 – Marge de stabilité , notée Mn+1, pour les n + 1 premières itérations en
fonction de Mn et de n.
• Ceux qui sont totalement inclus dans la couronne de stabilité. L’ensemble de ces
segments est noté Su et représente les segments instables.
Les segments contenus dans Ss sont identiques à ceux obtenus si l’image était segmentée
sans tuilage puisque la marge de stabilité est considérée pour tous les pixels contenus
dans la tuile. En revanche, les segments contenus dans Su peuvent être potentiellement
différents puisque la marge de stabilité n’est considérée pour aucun des pixels qu’ils
contiennent. Ces segments sont ainsi instables et ne doivent pas être pris en compte par
la suite.
Soit TM ⊂ I une tuile avec sa marge de stabilité extraite de I et T ⊂ TM la tuile sans
sa marge de stabilité. A(TM) est l’ensemble des segments résultants obtenus à l’issue de
la segmentation de la tuile avec sa marge de stabilité. A(I) est l’ensemble des segments
résultants obtenus à l’issue de la segmentation de I sans tuilage. Soit S′ un segment
contenu dans A(TM) et S est un segment contenu dans A(I). Avec ces notations, nous
définissons la stabilité de A de la façon suivante :
Definition Segmentation par fusion de régions stable :
Un algorithme de segmentation A est stable si ∀S ∈ A(I) et ∀TM ⊂ I, la propriétée
suivante est vérifiée :
S ∩ T Ó= ∅ ⇒ ∃S′ ∈ A(TM) \ S = S′ (4.10)
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La stabilité est basée sur cette définition dans la suite de nos travaux. Le prochain
chapitre décrit le nouvel algorithme échelonnable permettant de segmenter des images






5.1 Aperçu général de la LSGRM
Pour rendre compréhensible la stratégie employée dans notre algorithme, baptisé
algorithme LSGRM (“Large Scale Generic Region Merging”), nous décrivons dans cette
section ses étapes principales sans rentrer dans les détails techniques. Leur explication
plus détaillée est effectuée dans les sections suivantes. Notre explication de l’algorithme
est basée sur le diagramme d’exécution de celui-ci illustré dans la figure 5.1. Chaque
action dans ce diagramme est identifiée par un numéro unique.
Nous rappelons que nous considérons un ordinateur décrit dans le chapitre 1 section
1.2. La capacité de la mémoire interne disponible est notée Mi. Nous supposons que la
quantité de mémoire externe est toujours suffisante pour stocker les données.
L’objectif est d’expliquer quelle est la stratégie d’exécution lorsque le graphe initial
des segments de l’image ne peut être stocké en mémoire interne. Mg représente la quan-
tité de mémoire nécessaire pour stocker ce graphe. L’algorithme LSGRM décompose la
procédure de segmentation en une succession de segmentations partielles des tuiles de
l’image.
La première étape (action 1 dans le diagramme 5.1) consiste à déterminer la taille
des tuiles et la valeur de la marge de stabilité pour la première segmentation partielle
sachant Mi. Vu le caractère exponentiel de la marge de stabilité en fonction du nombre
d’itérations, il sera souvent impossible de segmenter les tuiles en une seule fois. Par
conséquent, plusieurs segmentations partielles seront souvent nécessaires pour chaque
tuile. Plusieurs stratégies sont possibles pour déterminer ces paramètres. Choisir une
marge de stabilité élevée implique une réduction plus importante du nombre de segments
dans chaque tuile et ainsi une diminution de la quantité de mémoire nécessaire pour
stocker le graphe global de l’image. Cependant, 2 inconvénients sont à noter avec cette
stratégie. Le premier inconvénient est que lorsque la valeur de la marge est élevée, le











































































































Figure 5.1 – Diagramme d’exécution de l’algorithme LSGRM
d’exécution inutilement. Le second inconvénient est que cela implique également une
diminution de la taille des tuiles et par conséquent un temps de communication plus
élevé dû aux nombreux accès en lecture et écriture dans la mémoire externe durant la
procédure. A l’inverse, diminuer la valeur de la marge de stabilité au profit d’une taille
des tuiles plus importante implique moins d’accès dans la mémoire externe. Par contre,
cette stratégie induit plus de segmentations partielles car la vitesse de diminution de la
quantité de mémoire nécessaire pour stocker le graphe global de l’image est plus faible.
Un compromis entre la taille des tuiles et la valeur de la marge de stabilité doit être
déterminé. Le développement d’une heuristique pour trouver le compromis optimal n’a
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pas été traité dans cette thèse mais devrait être investigué dans le futur. Une fois la
taille des tuiles et la marge de stabilité déterminées, l’image est divisée en tuiles avec
leur couronne de stabilité supplémentaire.
Supposons Mn1 la valeur de la marge de stabilité pour la première segmentation par-
tielle. La seconde étape (action 2 dans le diagramme 5.1) consiste à segmenter chaque
tuile avec sa couronne de stabilité séparément en appliquant n1 itérations. A l’issue de
la segmentation partielle d’une tuile avec sa couronne de stabilité, un graphe intermé-
diaire de segments est obtenu. Ce graphe contient à la fois des segments stables (Ss) et
des segments instables (Su) comme nous l’avons expliqué dans la section 4.7. Seuls les
segments stables doivent être conservés dans le graphe. Une étape de suppression des
segments instables est nécessaire à l’issue de la segmentation partielle de chaque tuile
(action 3 dans le diagramme 5.1) . Après avoir supprimé les segments instables, chaque
graphe intermédiaire est stocké dans la mémoire externe (action 4 dans le diagramme
5.1). L’ensemble de cette étape constitue la première segmentation partielle des tuiles.
La troisième étape est une boucle qui s’arrête lorsque nous détectons que le graphe
global de l’image peut être stocké en mémoire interne, c’est-à-dire lorsque Mg < Mi ou
lorsqu’aucune fusion n’a été appliquée dans chacune des tuiles durant la segmentation
partielle précédente. Le corps de la boucle consiste à lire les graphes depuis la mémoire
externe (action 5 dans le diagramme 5.1) puis à effectuer les opérations décrites lors
de la seconde étape à la différence que la couronne de stabilité doit être ajoutée à un
graphe et non pas à une image (action 6 dans le diagramme 5.1). Chaque noeud du
graphe intermédiaire n’est plus un pixel mais un segment qui possède un certain nombre
d’arêtes. Dans cette situation, la marge de stabilité n’est plus exprimée en pixels mais
en segments et nous verrons par la suite comment étendre l’expression de la marge de
stabilité dans ce nouveau contexte.
Lorsque la boucle s’arrête, il y a 2 possibilités. La première possibilité est que le
graphe global de l’image soit stocké en mémoire interne. Dans ce cas, les graphes in-
termédiaires sont fusionnés pour constituer le graphe global de l’image (action 8 dans
le diagramme 5.1). Si la segmentation n’est pas terminée, alors elle est achevée en ap-
pliquant les dernières itérations sur le graphe de l’image (action 9 dans le diagramme
5.1) puis le graphe résultant est stocké dans la mémoire externe (action 10 dans le dia-
gramme 5.1). La seconde possibilité est qu’aucune fusion n’ait été détectée dans chaque
graphe intermédiaire lors de la dernière segmentation partielle dans la boucle. Dans ce
cas, les graphes de chaque tuile représentent les partitions finales et sont stockés dans
la mémoire externe (action 4 dans le diagramme 5.1). Nous notons une propriété inté-
ressante de notre solution qui ne requiert pas que le graphe résultant de l’image puisse
être stocké en mémoire interne. En effet, la segmentation peut être achevée sur chaque
tuile de l’image indépendamment.
Dans la suite de ce chapitre, les opérations décrites brièvement dans cette section
sont détaillées et leurs complexités en temps et en espace analysées. Nous ne détaillerons
pas l’opération qui consiste à segmenter un graphe car son principe de fonctionnement
et sa complexité ont déjà été expliqués dans le chapitre 3.
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5.2 Suppression des segments instables
Cette étape correspond à l’action 3 dans le diagramme 5.1. Soit une tuile avec sa
couronne de stabilité, notée TM , et T la tuile sans la couronne de stabilité. A l’issue
d’une segmentation partielle de TM , un graphe intermédiaire est obtenu. Ce graphe
contient à la fois des segments stables et des segments instables. Nous rappelons qu’un
segment S est instable si S ∩T Ó= ∅. L’objectif est donc de supprimer du graphe tous les
segments S′ totalement inclus dans la couronne de stabilité : S′ ⊂ (TM \ T ). Une tuile
est une portion rectangulaire de l’image qui peut être délimitée par les coordonnées du
coin supérieur gauche (xmin, ymin) et les coordonnées du coin inférieur droit (xmax, ymax).
Les limites d’une tuile sont illustrées par la figure 5.2.
  
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Figure 5.2 – Délimitation d’une tuile dans l’image.
L’idée consiste à parcourir les segments du graphe et à détecter si le segment contient
au moins 1 pixel à l’intérieur de la tuile. Pour chaque segment, nous avons à disposition
son contour et nous avons vu dans le chapitre 3 section 3.2.4 que nous pouvons, à partir
du contour, générer les pixels internes. Cependant, la complexité de cette opération est
linéaire suivant le nombre de déplacements le long du contour de segments et cela doit
être effectué pour chaque segment dans le graphe. Si N est le nombre de segments dans
le graphe et M¯ le nombre de déplacements maximum par segment alors la complexité en
temps est O(N × M¯). Même si cette complexité en temps est acceptable nous pouvons
faire mieux. En effet, pour chaque segment nous avons également à disposition sa boîte
englobante qui est illustrée par la figure 3.3 dans le chapitre 3 section 3.2.2. Cette boîte est
caractérisée par les coordonnées du coin supérieur gauche (x, y) ainsi que par sa largeur
w et sa hauteur h. Sachant que la plupart des segments sont situés soit à l’intérieur de
la tuile soit à l’extérieur, nous pouvons éliminer une bonne partie des segments pour
lesquels il n’est pas nécessaire de générer les pixels.
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En effet si la condition suivante est vérifiée :

x ≥ xmin et
y ≥ ymin et
x + w ≤ xmax et
y + h ≤ ymax
(5.1)
alors le segment est totalement inclus dans la tuile et est donc stable. A l’inverse, si la
condition suivante est vérifiée : 

x > xmax ou
y > ymax ou
x + w < xmin ou
y + h < ymin
(5.2)
alors le segment est instable et sera supprimé du graphe. En revanche, pour les segments
dont la boîte englobante chevauche la bordure de la tuile, aucune décision ne peut être
prise. Dans cette situation, la seule solution est de générer les pixels pour détecter si
au moins l’un d’eux est situé à l’intérieur de la tuile. Si c’est le cas, le segment est
stable, sinon il est instable et supprimé du graphe. Si nous connaissons la taille moyenne
des boîtes englobantes, nous pouvons calculer le ratio de segments pour lesquels il faut
générer des pixels. Soit N¯ le nombre maximum de segments pour lesquels il faut générer
les pixels, M¯ le nombre de déplacements maximum pour un segment et P¯ le nombre de
pixels maximum dans un segment. La complexité en temps devient O(N + N¯ × M¯) et la
complexité en espace est O(P¯ ) car il faut stocker la liste des pixels générée pour chaque
segment.
5.3 Stockage et chargement des graphes
5.3.1 Stockage des graphes dans la mémoire externe
Cette étape correspond à l’action 4 dans le diagramme 5.1. Une fois les segments
instables supprimés, l’opération suivante consiste à écrire le graphe dans la mémoire
externe. Pour cela, 2 fichiers sont écrits. Le premier fichier, noté F1, contient, pour
chaque segment, le contour, la boîte englobante ainsi que les attributs spécifiques au
critère d’homogénéité : 





idN → [bboxN , contourN , . . .]


où idi, bboxi et contouri sont respectivement l’identifiant, la boîte englobante et le
contour du segment Si indexé par i dans le graphe.
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Le second fichier, noté F2, contient, pour chaque segment, son voisinage :





idN → [idN1 , . . . , idNvN ]


où idi est l’identifiant du segment Si et idij pour j ∈ [1, vi] est l’identifiant d’un segment
adjacent à Si.
La complexité en temps de cette opération est O(N × (E¯+M¯). La complexité en espace
est O(N + E + M).
5.3.2 Chargement des graphes depuis la mémoire externe
Cette étape correspond à l’action 5 dans le diagramme 5.1. Le chargement et la
reconstruction du graphe s’effectuent en 2 étapes. Les noeuds du graphe sont d’abord
construits à partir de la lecture de F1. Une table de hachage est utilisée pour associer à
chaque identifiant un pointeur vers le noeud correspondant dans le graphe. La seconde
étape consiste à construire les arêtes du graphe en utilisant la table de hachage qui
permet d’accéder à un noeud dans le graphe en temps constant. Malgré le fait qu’elle
nécessite un espace mémoire supplémentaire de complexité O(N), elle permet d’éviter la
recherche des segments adjacents dans le graphe pour chaque segment, ce qui induirait
une complexité en temps quadratique O(N2 × E¯). Au final, la complexité en temps de
l’opération est O(N × (E¯ + M¯)) et la complexité en espace est O(2N + M + E).
5.4 Ajout d’une marge de stabilité à un graphe
Cette étape correspond à l’action 6 dans le diagramme 5.1. Nous sommes dans la
situation où une segmentation partielle doit être appliquée sur un graphe de segments
d’une tuile. Soit n le nombre d’itérations que nous voulons appliquer. Pour garantir la
stabilité, il est donc nécessaire de considérer une couronne de stabilité autour du graphe.
Cependant, la largeur de cette couronne ne doit plus être égale à Mn pixels. En effet, le
graphe n’est plus composé de pixels mais de segments contenant des ensembles de pixels
connectés. De plus, ces segments peuvent avoir une forme et un voisinage quelconque.
Par conséquent, la marge de stabilité ne doit plus être mesurée en pixels mais en seg-
ments. Si nous supposons que n = 1, alors la couronne de stabilité à considérer autour
de chaque segment S du graphe est S∗∪S∗∗ (figure 4.8). Nous rappelons que Si∗ désigne
la ième couche d’adjacence du segment S. Lorsque i = 1, alors S1∗ ≡ S∗ représente les
segments adjacents de S. S2∗ ≡ S∗∗ représente les segments adjacents de tous les seg-
ments dans S∗ et constitue la seconde couche d’adjacence de S. Nous pouvons ainsi faire
l’analogie entre la marge exprimée en pixels et la marge exprimée en segments. En effet,
pour effectuer les n premières itérations, nous avons déterminé que la marge de stabilité
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vaut 2n+1 − 2 (équation 4.9). Par analogie, la couronne de stabilité à considérer autour
de chaque segment S dans le graphe pour effectuer n itérations supplémentaires est l’en-
semble des segments contenus dans
⋃2n+1−2
i=1 Si∗. Par exemple, la couronne de stabilité




La plupart des segments contenus dans la marge sont déjà dans le graphe. En re-
vanche, pour les segments proches des bordures de la tuile, certains des segments contenus
dans leur couronne de stabilité sont situés dans les graphes de segments des tuiles adja-
centes et sont manquants. Il doivent donc être récupérés. La figure 5.3 illustre l’ajout de
la couronne de stabilité aux segments du graphe dans le cas où n = 1. Pour considérer
la couronne de stabilité autour de chaque segment du graphe, il est seulement nécessaire
de la considérer pour les segments situés en bordure du graphe (segments rouges dans
la figure 11.2b). Par contre, cela implique d’aller chercher des segments dans les graphes
des tuiles adjacentes (figure 5.3c).
(a) (b) (c)
Figure 5.3 – Ajout de la couronne de stabilité dans le cas où n = 1. Il est nécessaire de
considérer l’ensemble des segments contenus dans
⋃2
i=1 Si∗ autour de chaque segment S
du graphe.
Récupérer les segments adjacents manquants dans les graphes des tuiles adjacentes
s’effectue de la façon suivante. Soit une bordure commune entre deux tuiles adjacentes.
Notons (zb) les coordonnées de la bordure interne de la tuile courante et (z′b) les coor-
données de la bordure interne de la tuile adjacente. La première étape consiste à détecter
les segments situés sur la bordure commune dans le graphe de la tuile adjacente. Cela
consiste à explorer le graphe des segments de la tuile adjacente et à détecter les segments
qui contiennent au moins un pixel dont les coordonnées correspondent à la bordure. Ces
segments sont stockés dans une liste doublement chaînée Pb. Si N est le nombre de
segments dans le graphe et Nb le nombre de segments en bordure du graphe alors la
complexité en espace est O(N + Nb) et la complexité en temps O(N).
Une fois les segments en bordure de la tuile détectés, l’étape suivante consiste à




i∗ dans le graphe.
Pour effectuer cela, nous allons utiliser l’algorithme de parcours en profondeur d’un
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graphe décrit dans [11] Chapitre 22 Section 3. Cet algorithme consiste à effectuer une
recherche en profondeur dans un graphe en explorant toujours les arêtes du dernier noeud
visité. Dans notre situation, il y a une profondeur limite d’exploration qui correspond
au nombre de couches d’adjacence nécessaires autour de chaque segment Sb qui est égal
à 2n+1 − 2. Par conséquent, une table de hachage, notée Cb, est utilisée pour stocker les
segments explorés où la clé est un pointeur vers un segment et la valeur la profondeur de
visite du segment. Dans un premier temps, les segments Sb sont stockés dans Cb et leur
profondeur est égale à 0. Lors de la recherche dans le graphe, l’exploration d’un nouveau
segment S à la profondeur p avec p < 2n+1 − 2 s’effectue de la façon suivante :
1. Nous vérifions si le segment est déjà dans Cb.
2. Si c’est le cas :
(a) Si la profondeur dans Cb est strictement inférieure à p alors nous arrêtons
car les couches d’adjacence pour ce segment ont déjà été explorées.
(b) Sinon, nous mettons à jour Cb avec la nouvelle valeur p et nous explorons ses
couches d’adjacence.
3. Si ce n’est pas le cas, alors nous insérons la paire (S, p) dans Cb et nous explorons
ses couches d’adjacence.
Le pseudo algorithme pour extraire les couches d’adjacence est illustré par l’algorithme
5.1 où pmax représente la profondeur maximum d’exploration et s.aretes représente la
liste des segments adjacents du segment s.
Analysons la complexité en espace de l’algorithme 5.1 en supposant que N est le
nombre de segments dans le graphe, E le nombre d’arrêtes et M le nombre de dépla-
cements le long des contours. Nb est le nombre de segments situés sur la bordure du
graphe et Ns est le nombre total de segments dans les couches d’adjacence des segments
situés sur la bordure. Le graphe des segments doit être stocké en mémoire, c’est-à-dire
N segments, E arêtes et M déplacements. Pb est une liste chaînée contenant Nb poin-
teurs de segment et Cb est une table de hachage contenant Ns paires composées d’un
pointeur de segment et de la valeur de la profondeur. La complexité en espace est alors
O(N + Nb + Ns + M + E). Ainsi, choisir le nombre d’itérations à appliquer dépend de
la quantité de mémoire nécessaire pour effectuer cette opération. Il faut être capable de
stocker le graphe plus les couches d’adjacence des segments en bordure du graphe.
Analysons la complexité en temps de cette opération. Initialiser Cb avec les segments
en bordure du graphe requiert Nb opérations. Ensuite, pour chaque segment en bordure,
nous appelons la fonction Extract. Lors de la récursion, la fonction Extract est appelée
pour chaque nouveau segment à explorer. Au total, elle est appelée Nb + Ns fois. Les
opérations effectuées dans la fonction Extract sont des opérations d’accès et de mise à
jour de la table de hachage. Ces opérations s’effectuent en moyenne en temps constant.
Par conséquent, la complexité en temps de l’étape d’extraction est O(Nb + Ns).
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1: procédure ExploreGrapheAdjacent(Pb, Cb, pmax)
2: pour chaque s ∈ Pb exécute
3: Cb[s] = 0
4: fin pour
5: pour chaque s ∈ Pb exécute
6: Extract(s, 0, Cb, pmax)
7: fin pour
8: fin procédure
1: procédure Extract(s, p, Cb, pmax)
2: si p > pmax alors
3: fin.
4: sinon
5: si s ∈ Cb alors
6: si p ≤ Cb[s] alors
7: Cb[s] = p
8: pour chaque s′ ∈ s.aretes exécute






15: Insère (s, p) dans Cb.
16: pour chaque s′ ∈ s.aretes exécute





Algorithme 5.1 – Extraction des couches d’adjacence pour des segments en bordure
du graphe d’une tuile adjacente.
5.5 Fusion de graphes de segment
Cette opération est effectuée dans 2 situations. La première situation est lorsque nous
devons fusionner les marges de stabilité extraites des graphes des tuiles adjacentes au
graphe courant (à la fin de l’action 6 dans le diagramme 5.1). L’extraction des marges de
stabilité a été décrite dans la section précédente. La seconde situation est lorsque nous
avons détecté que le graphe global de l’image peut être stocké en mémoire interne. Dans
cette situation, les graphes des tuiles de l’image sont alors fusionnés (action 8).
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La figure 5.4 illustre le regroupement de 2 graphes. La première étape consiste à
détecter les segments chevauchant la bordure commune entre les 2 graphes. Ces segments
sont dupliqués car ils sont présents dans les 2 graphes. Ils sont identifiés en rouge dans la
figure 5.4b et représentent un bon indicateur de la validité de l’algorithme LSGRM. En
effet, si un segment chevauchant la bordure commune n’est pas dupliqué, cela signifie que
notre algorithme n’est pas stable. Après avoir traité les segments dupliqués, il faut aussi
considérer les segments situés de part et d’autre de la bordure commune. Ces segments
sont identifiés en vert dans la figure 5.4c. En effet, des liens d’adjacence sont manquants
entre ces segments et il est nécessaire de les ajouter.
(a) (b) (c)
Figure 5.4 – Fusion de 2 graphes pour former un seul graphe. La fusion est composée de
2 étapes : le traitement des segments dupliqués (en rouge) et le traitement des segments
situés de part et d’autre de la bordure commune (en vert).
5.5.1 Traitement des segments dupliqués
La première étape consiste à détecter les segments dupliqués. La manière de procéder
pour effectuer cette opération a déjà été expliquée dans la section précédente. Il suffit de
parcourir les segments du graphe et de détecter si au moins un pixel est situé de part et
d’autre de la bordure commune. Cependant, pour détecter les segments dupliqués nous
allons ajouter des opérations supplémentaires. Une table de hachage est utilisée pour
associer aux coordonnées de chaque pixel situé de par et d’autre de la bordure la liste
des segments contenant ce pixel. De cette manière, si pour un pixel nous avons plus d’un
segment dans la liste alors ces segments sont dupliqués. Par exemple, en analysant la
figure 5.5, la table de hachage résultante est de la forme

1 → S1, S′1












Ainsi, si L est la longueur de la bordure, alors il est nécessaire de stocker 2L entrées dans
la table de hachage. La complexité mémoire de cette opération est O(2L+2N+2M+2E)
car il faut aussi stocker les 2 graphes en mémoire interne. La complexité en temps est
O(2N + 2Nb × (P¯ − 1)) où P¯ est le nombre de pixels maximum par segment et Nb le
























Figure 5.5 – Recherche des segments dupliqués.
Les segments qui chevauchent la bordure commune entre les 2 graphes sont dupliqués
(segments rouges dans la figure 5.4b). Soit S1 un segment chevauchant la bordure et S′1 le
segment correspondant dans le graphe adjacent. Ces deux segments sont illustrés dans la
figure 5.6. L’objectif est d’ajouter les arêtes de S′1 à S1 si les segments adjacents ne sont
pas déjà contenus dans le voisinage de S1. Pour ce faire, nous parcourons les arêtes de
S′1 et pour chaque segment adjacent, nous cherchons l’arête pointant vers S
′
1 et nous la
supprimons. Nous cherchons également s’il existe une arête pointant vers S1. Si ce n’est
pas le cas alors nous rajoutons une arête entre S1 et ce segment adjacent. La complexité
en espace est constante O(1). La complexité en temps est O(E¯ × E¯).
5.5.2 Mise à jour des arêtes
La dernière étape consiste à traiter les pixels des segments situés de part et d’autre de
la bordure. C’est le cas pour les segments S2, S′2 et S3 dans la figure 5.5. Pour chaque pixel
contenu dans la table de hachage et qui appartient à l’un de ces segments, nous calculons
son voisinage 4-connexe. Si dans son voisinage, un pixel appartient à un segment qui
n’est pas dans sa liste des segments adjacents, alors une nouvelle arête est construite.
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Figure 5.6 – Traitement d’un segment dupliqué
Il est aussi nécessaire de calculer la longueur de la frontière avec ce nouveau segment
adjacent. Pour effectuer cela, nous examinons les pixels contenus dans le segment qui
sont aussi présents dans la table de hachage. Pour chacun de ces pixels, nous déterminons
son voisinage 4-connexe et nous comptons le nombre de pixels appartenant au nouveau
segment adjacent pour incrémenter la longueur de la frontière commune. Par exemple,
si nous considérons le segment S3 dans la figure 5.5, en calculant le voisinage du pixel
9 nous détectons que le pixel 10 appartient au segment S′2. Or, S
′
2 n’appartient pas à
la liste des segments adjacents de S3. Une arête est donc créée entre S′2 et S3. Ensuite,
nous parcourons les pixels contenus à la fois dans S3 et dans la table de hachage pour
déterminer la longueur de la frontière commune entre S3 et S′2. Ils sont 4 : les pixels 9,
11, 13 et 15. Pour chacun de ces pixels nous analysons leurs pixels voisins et comptons
le nombre de fois qu’un pixel voisin appartient à S′2. Dans notre cas, 2 fois car 10 est
un pixel voisin de 9 et 12 est un pixel voisin de 11. La longueur de la frontière entre
S3 et S′2 vaut ainsi 2. Si P est le nombre de pixels dans la table de hachage et E¯ le
nombre d’arêtes maximum par segment alors la complexité en temps est O(P × E¯). La
complexité en espace est O(P ) car il faut stocker les pixels ainsi que les pointeurs vers
les segments dans lesquels ils sont contenus.
5.6 Example quantitatif des complexités de l’al-
gorithme LSGRM
Pour illustrer les complexités en temps et en espace de l’algorithme LSGRM, nous
avons réalisé la segmentation d’un extrait d’une scène Pléiades prise dans le Colorado
aux États-Unis. La taille de l’extrait est 6000 × 6000 pixels. Pour l’experience, nous
avons simulé un ordinateur avec une quantité de mémoire interne égale à 1 Go. La
procédure a été réalisée séquentiellement afin de surveiller le processus et d’effectuer
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les mesures. L’algorithme LSGRM utilise le critère d’homogénéité de Baatz & Schäpe
avec les paramètres spécifiques suivants : wc = 0.7, ws = 0.3 et scale = 60. La taille
d’un noeud du graphe en mémoire est 232 octets, celle d’une arête 24 octets et celle
d’un déplacement le long du contour des segments 2 bits. Sachant qu’au départ un pixel
représente un noeud et que chaque segment initial a 4 arêtes et 4 déplacements le long
de son contour, le graphe initial des segments de l’image requiert un peu plus de 11 Go
pour être stocké en mémoire interne.
Nous avons choisi de découper l’image en 36 tuiles de taille 1000 × 1000 pixels. Pour
chaque tuile, nous avons choisi une marge de stabilité égale à 126 pixels. Cela correspond
à 6 itérations lors de la première segmentation partielle des tuiles. Pour les segmentations
partielles suivantes, nous avons choisi une marge de stabilité égale à
⋃14
i=1 Si∗ permettant
d’effectuer 3 itérations. Au total, 2 segmentations partielles ont été suffisantes pour
pouvoir stocker le graphe des segments de l’image dans la mémoire interne. Le tableau
5.1 récapitule le temps d’exécution et la quantité de mémoire occupée par les graphes
à l’issue des 3 grandes étapes, à savoir la première segmentation partielle, la seconde




Première segmentation partielle 0h29 1,7 Go
Seconde segmentation partielle 0h22 924 Mo
Segmentation finale 0h20 180 Mo
Table 5.1 – Évolution du temps d’exécution et de la mémoire occupée par le graphe
des segments au fil des étapes de l’algorithme LSGRM.
Le tableau 5.2 récapitule le temps d’exécution moyen pour chaque sous-étape lors de




Suppression des segments instables moins d’une seconde
Écriture du graphe en mémoire externe moins d’une seconde
Extraction de la marge de stabilité moins d’une seconde
Écriture de la marge de stabilité moins d’une seconde
Table 5.2 – Répartition du temps d’exécution lors de la première segmentation partielle.
Le tableau 5.3 récapitule le temps d’exécution moyen pour chaque sous-étape lors de
la seconde segmentation partielle des tuiles.
Enfin, le tableau 5.4 récapitule la répartition du temps d’exécution pour chaque
sous-étape lors de la segmentation finale.
91
Étape Temps d’exécution
Chargement du graphe 1 seconde
Ajout de la marge de stabilité 30 secondes
Segmentation 5 secondes
Suppression des segments instables moins d’une seconde
Écriture du graphe en mémoire externe moins d’une seconde
Table 5.3 – Répartition du temps d’exécution lors de la seconde segmentation partielle.
Étape Temps d’exécution
Regroupement des graphes 40 secondes
Suppression des segments dupliqués
et mise à jour des arêtes
0h13
Segmentation 0h06
Écriture du graphe 2 secondes
Table 5.4 – Répartition du temps d’exécution lors de la segmentation finale.
D’après cette étude, nous relevons des propriétés intéressantes de l’algorithme LS-
GRM. La vitesse de réduction du nombre de segments est élevée lors des premières
itérations, ce qui permet de stocker rapidement le graphe des segments de l’image en
mémoire interne. Pour appuyer cette analyse, nous pouvons faire référence à l’étude faite
dans la section 3.3.6. La segmentation du graphe et l’ajout de la marge de stabilité sont
les 2 étapes qui prennent le plus de temps lors du traitement. Les écritures et lectures
dans la mémoire externe sont négligeables.
Il est intéressant de constater que ces étapes sont facilement parallélisables sur plusieurs
noeuds d’un cluster par exemple. Si k est le nombre de noeuds, alors nous pouvons
diviser approximativement par k le temps d’exécution nécessaire pour ces étapes, ce
qui permettrait d’obtenir une accélération non négligeable. Supposons que nous ayons
36 noeuds dans un cluster et que chaque noeud ait une mémoire interne de 1 Go. La
première segmentation partielle durerait approximativement 40 secondes et la seconde
étape plus ou moins 30 secondes. Cependant, le temps d’exécution de la segmentation
finale resterait inchangé car celle-ci doit être faite séquentiellement dans un noeud. Glo-
balement, le nouveau temps d’exécution serait de 21 minutes au lieu d’une heure. En
tenant compte du temps de communication entre chaque noeud, nous pouvons espérer





6.1 Étude de la stabilité du LSGRM
Nous rappelons qu’un algorithme échelonnable est stable s’il garantit des résultats
identiques à ceux obtenus avec l’algorithme de référence. Dans notre situation, l’al-
gorithme échelonnable représente l’algorithme LSGRM, noté Asca, et l’algorithme de
référence l’algorithme GRM, noté Aref .
Dans le chapitre 1 section 1.6, nous avons expliqué comment démontrer que Asca est
stable. Nous rappelons les notations utilisées : E représente les pixels de l’image ini-
tiale, Sref l’ensemble des segments résultants obtenus avec Aref et Ssca l’ensemble des
segments résultants obtenus avec Asca. Avec ces notations, Asca est stable si ∀E, nous
avons : {
|Sref | = |Ssca|
∀sj ∈ Ssca,∃ ! si ∈ Sref tel que I(si) = sj avec sj = si
(6.1)
où I : Sref → Ssca est la fonction identité et E un ensemble de données en entrée.
Dans notre contexte, l’ensemble des données en entrée E est composé de l’image à
segmenter, et des paramètres specifiques au critère d’homogénéité utilisé pour la seg-
mentation. Pour valider la stabilité, nous avons choisi d’utiliser les métriques de Hoover
[62] en montrant que RC = 1, RA = 0, RF = 0 et RM = 0 à l’issue de la comparaison
de la segmentation obtenue avec Asca et celle obtenue avec Aref . Pour cela, nous avons
considéré un seuil t = 1 pour être intransigeant sur l’égalité des segments.
Pour ce faire, nous avons considéré deux images que nous notons I1 et I2 de taille
500× 500 pixels. Ces images sont représentées sur la figure 6.1.
Trois critères d’homogénéité sont utilisés avec l’algorithme GRM :
• Critère d’homogénéité basé sur la distance euclidienne spectrale [48], noté DE.
• Critère Full Lambda Schedule [52], noté FLS.
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(a) I1 (b) I2
Figure 6.1 – Images issues des satellites Ikonos et Quickbird présentant des zones
ubaines.
• Critère de Baatz & Schäpe [45], noté BS.
La première expérience consiste à montrer que pour des marges de valeurs inférieures
à la marge de stabilité, les segments résultants sont différents de ceux obtenus avec la
segmentation de l’image complète. La procédure, illustrée par la figure 6.2, est composée
de deux étapes :
1. L’image Ik avec k = {1, 2} est segmentée en une seule fois pour fournir Sref (Ik).
Le nombre d’itérations nécessaires pour effectuer la segmentation est égal à 32
itérations. Une tuile notée GT de taille 250 × 250 pixels est ensuite extraite de
Sref (Ik) pour constituer la segmentation de référence GT.
2. Une tuile couvrant la même région que GT dans l’image est extraite à partir
de Ik. Pour cette tuile, des marges comprises dans l’intervalle [0 : 125] avec un
pas de 25 sont considérées. Nous notons la liste des tuiles segmentées résultantes
TS0, TS25, . . . , TS125. Chacune de ces tuiles avec sa marge est segmentée complè-
tement. Nous extrayons la région correspondant à GT et nous la comparons à GT
en utilisant la métrique de Hoover.
Seul le score de l’instance RC nous importe puisqu’elle représente la proportion de
segments identiques entre les deux segmentations. Pour les deux images, la figure 6.3
montre l’évolution du score de RC en fonction de la valeur de la marge pour un critère
d’homogénéité donné.
En analysant les graphes dans la figure 6.3, nous identifions un comportement si-













































Figure 6.3 – Évolution de l’instance RC en fonction de la marge exprimée en pixels
l’augmentation de la valeur de la marge pour converger vers 1. En revanche, la vitesse de
convergence dépend du critère d’homogénéité mais aussi de la nature de l’image. Pour
l’image I1 et le critère FLS, une marge de 50 pixels est suffisante pour obtenir un score
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RC = 1. De même pour l’image I2 et le critère BS, une marge de 100 pixels est suffisante
pour obtenir un score RC = 1. Par contre, pour le critère DE, il est nécessaire de consi-
dérer une marge de 125 pixels c’est-à-dire toute l’image pour obtenir un score RC = 1.
Lorsque nous comparons les évolutions de RC pour chaque image, nous remarquons que
l’ordre relatif de convergence est similaire entre les critères. Cependant, pour un critère
donné et différentes images, le score RC n’est pas le même pour des marges identiques.
Par exemple, pour le critère FLS, une marge de 50 pixels est suffisante pour I1 mais ce
n’est pas le cas pour I2.
D’après cette analyse, nous pouvons conclure qu’il s’avère difficile d’anticiper la va-
leur exacte de la marge suffisante car elle dépend à la fois du critère d’homogénéité et
de l’image. C’est la raison pour laquelle nous avons déterminé une expression générique
de la marge de stabilité qui assure pour n’importe quel critère et n’importe quelle image
un résultat identique à celui obtenu sans tuilage.
Pour valider l’expression de la marge, la procédure suivante a été effectuée :
1. L’image Ik avec k = {1, 2} est segmentée en une seule fois pour fournir Sref (Ik)
qui représente GT.
2. L’image Ik est d’abord divisée en 4 tuiles de taille 250× 250 pixels. Pour chaque
tuile une marge de stabilité Mn est considérée avec n ∈ [1, ..., 6] pour des marges
allant de 2 à 126 pixels. Chaque tuile est ensuite segmentée séparément en ap-
pliquant n itérations. Les segments instables sont ensuite supprimés de chaque
graphe (voir le chapitre 5 section 5.2) et les graphes sont regroupés pour former
le graphe global de l’image Ik (voir le chapitre 5 section 5.5). La segmentation est
alors achevée sur ce graphe pour former TS. Les scores RC sont ensuite obtenus
en comparant GT et TS avec la métrique de Hoover.
Sans surprise, nous avons obtenu un score RC = 1 pour chaque valeur correcte de la
marge de stabilité et cela pour les 2 images et les 3 critères. Nous avons ainsi réussi à
définir une marge de stabilité universelle qui est correcte pour n’importe quel critère,
n’importe quelle heuristique de fusion et n’importe quelle image. Dans la suite, nous
étudions le comportement de l’algorithme échelonnable lorsque la mémoire interne dis-
ponible est limitée et nous montrons l’évolution des graphes intermédiaires des tuiles au
cours de la procédure.
6.2 Segmentation d’une scène complète Pléiades
Dans cette section, nous appliquons notre algorithme LSGRM pour segmenter des
images Pléiades THR de très grande taille. Pour cela, nous avons utilisé une scène
Pléiades de taille 14000 × 14000 pixels de la ville Commerce City dans la Colorado
aux États-Unis. Cette image multispectrale possède 4 bandes spectrales et a une réso-
lution de 50 cm. Nous avons utilisé le critère local d’homogénéité de Baatz & Schäpe
avec les paramètres wc = 0, 7, ws = 0.3 et scale = 40. Nous avons effectué 3 segmenta-
tions sur des extraits de taille 6000 × 6000, 9000 × 9000 et 14000 × 14000 pixels. Pour
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l’ensemble des segmentations, nous avons simulé un ordinateur avec une capacité de 6
Go en mémoire interne. Pour l’extrait de taille 6000× 6000 pixels, nous avons découpé
l’image en tuiles de taille 2000 × 2000 avec une marge de stabilité égale à 510 pixels,
ce qui correspond à 8 itérations. Pour le second extrait, nous avons découpé l’image
en tuiles de taille 2250 × 2250 pixels avec une marge de stabilité égale à 510 pixels.
Enfin pour la segmentation de l’image complète, nous avons utilisé des tuiles de taille
2800×2800 pixels avec une marge égale à 1022 pixels correspondant à 9 itérations. Pour
chaque segmentation, une seule segmentation partielle était suffisante pour stocker le
graphe des segments en mémoire interne. Le tableau 6.1 représente l’évolution du temps
d’exécution en fonction de la taille de l’image. La figure 6.4 récapitule la répartition du
temps d’exécution pour chaque étape de l’algorithme LSGRM en fonction de la taille de
l’image.
Taille de l’image Mémoire Taille des tuiles Marge Temps d’exécution
6000× 6000 576 Mo 2000× 2000 510 0h50
9000× 9000 1.3Go 2250× 2250 510 2h05
14000× 14000 3.1Go 2800× 2800 1022 7h00
Table 6.1 – Évolution du temps d’exécution en fonction de la taille de l’image en entrée.
Puisqu’il n’est pas possible d’afficher toute l’image segmentée, la figure 6.5 montre
l’extrait d’une zone segmentée située sur une bordure commune entre 2 tuiles. Nous
observons l’absence d’artefacts sur la bordure grâce aux marges de stabilité utilisées
lors des segmentations partielles. Cette expérience montre la capacité de la solution
proposée à segmenter des images à très haute résolution tout en garantissant des résultats
identiques à ceux que nous aurions obtenu sans tuilage.
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Figure 6.4 – Répartition du temps d’exécution pour chaque étape de l’algorithme
LSGRM.
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(a) Image originale de taille 14000× 14000 pixels
(b) Vue sur la bordure entre 2 tuiles (c) Vue des segments sur la bordure
Figure 6.5 – Vue sur une zone contenant la bordure entre 2 tuiles, délimitée par un
rectangle rouge dans la vue de l’image complète (figure 6.5a). La figure 6.5b représente
la zone dans l’image complète et la figure 6.5c la même zone segmentée. La bordure de
la tuile passe au mileu de cette zone.
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Chapitre 7
Bilan sur la segmentation
échelonnable
7.1 Conclusions
Cette première partie de la thèse s’est attachée à étudier la problématique de la
segmentation de larges images en télédétection ne pouvant être stockées dans la mé-
moire interne d’un ordinateur. En optant pour une stratégie de tuilage, il a été observé
la présence d’artefacts sur les bordures communes des tuiles adjacentes. Ces artefacts
traduisent la discontinuité des surfaces de contact des segments situés de part et d’autre
de ces bordures. De plus, une comparaison entre les segmentations avec tuilage et sans
tuilage a mis en évidence la présence de segments différents situés à l’intérieur des tuiles.
Nous avons alors conclu que le tuilage influence de manière globale la qualité des seg-
ments résultants. Nous avons étudié une solution permettant d’utiliser le tuilage tout en
garantissant des résultats sans la présence d’artefacts sur les bordures des tuiles.
Le chapitre 2 s’est attaché à présenter les différentes méthodes de segmentation par
fusion de régions. Différents critères d’homogénéité ont été décrits. Certains sont basés
sur l’information spectrale, d’autres sur l’information spatiale ou sur la combinaison des
deux types d’information. Nous avons également présenté différentes heuristiques de fu-
sion de régions et nous avons mis en évidence les qualités de l’heuristique LMBF (“Local
Mutual Best Fitting”) qui permet de s’affranchir de l’ordre de visite des segments. Nous
avons identifié des étapes génériques pour la segmentation par fusion de régions, ce qui
nous a motivé à développer un algorithme de fusion de regions générique, nommé al-
gorithme GRM (“Generic Region Merging”). Ce nouvel algorithme est indépendant du
critère local d’homogénéité et de l’heuristique de fusion.
Le chapitre 3 décrit l’algorithme GRM qui constitue notre algorithme de référence
pour l’étude du passage à l’échelle des méthodes par fusion de régions. Dans cet algo-
rithme, les segments de l’image sont représentés sous la forme d’un graphe d’adjacence où
chaque segment est un noeud du graphe et chaque lien d’adjacence entre deux segments
une arête. Stocker les coordonnées des pixels dans chaque segment est problématique
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pour le passage à l’échelle de l’algorithme. C’est pourquoi, nous avons proposé une nou-
velle représentation pour localiser les segments en se basant sur le déplacement le long
de leur contour. N’existant que 4 déplacements possibles, chacun peut être représenté en
n’utilisant que 2 bits. Cela a donc permis de réduire significativement la taille du graphe
de segments en mémoire interne.
Une fois l’algorithme de référence établi, le chapitre 4 s’est attaché au processus de
stabilisation de celui-ci. Une zone d’influence de chaque segment S a été déterminée
et représente l’ensemble des segments qui peuvent potentiellement interagir avec S lors
d’une itération. À partir de cette zone d’influence, il a été possible de déterminer une
marge de stabilité autour de chaque tuile. La valeur de la marge de stabilité dépend du
nombre d’itérations que nous voulons appliquer et représente la largeur de la couronne
de stabilité autour de la tuile.
Le chapitre 5 propose un algorithme échelonnable basé sur l’algorithme GRM. Cet
algorithme échelonnable consiste à appliquer une succession de segmentations partielles
des tuiles jusqu’à ce que l’une des deux conditions suivantes soit vérifiée :
• l’ensemble des segments de l’image peut être stocké en mémoire interne.
• La segmentation est terminée dans chaque tuile (plus aucune fusion n’est possible
dans chaque tuile).
La deuxième condition est intéressante car elle signifie que l’algorithme échelonnable
peut être appliqué sur des images de dimension arbitraire car il n’est pas nécessaire que
le graphe des segments résultants de l’image puisse être stocké en mémoire interne.
Finalement, le chapitre 6 a permis de valider l’expression de la marge de stabilité
en étudiant la stabilité de l’algorithme échelonnable avec la métrique de Hoover. En
particulier, il a été confirmé que l’algorithme échelonnable proposé garantit des segments
résultants identiques à ceux obtenus avec l’algorithme GRM sans tuilage. La faisabilité de
l’algorithme échelonnable a été vérifiée par la segmentation de plusieurs scènes Pléiades
avec un ordinateur dont la capacité de la mémoire interne est limitée. En particulier, il
a été observé que l’étape de segmentation prédomine par rapport aux accès en lecture et
écriture dans la mémoire externe. Cette opération étant parallélisable, cela signifie qu’un
gain important peut être obtenu en adaptant cet algorithme dans un environnement
distribué et/ou parallèle.
7.2 Perspectives
Dans ces travaux, l’objectif était de trouver une solution algorithmique pour pallier
la contrainte de la mémoire et permettre la segmentation d’images satellite de taille
arbitraire. L’algorithme LSGRM proposé remplit cet objectif.
Après avoir analysé les temps d’exécution des étapes de l’algorithme LSGRM, nous
avons conclu que les temps liés aux accès en lecture et écriture dans la mémoire externe
sont négligeables par rapport aux temps d’exécution liés à la segmentation des graphes
et à l’ajout des marges de stabilité lors des segmentations partielles. Puisque ces 2 étapes
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sont facilement parallélisables et qu’elles prédominent au niveau du temps d’exécution,
une idée d’amélioration serait de paralléliser ces tâches. Dans un premier temps, une
parallélisation sur un seul CPU pourrait être étudiée en partageant la quantité de mé-
moire interne à chaque processus. Une seconde idée serait d’utiliser les GPUs en adaptant
le code et en portant une attention particulière sur la minimisation du transfert des don-
nées entre le CPU et le GPU. Enfin, une troisième étape serait d’adapter l’algorithme
LSGRM dans un environnement distribué et parallèle. Dans cette dernière perspective,
une attention particulière doit être portée sur les temps de communication entre chaque
noeud du cluster.
Nous avons choisi certaines structures de données pour l’algorithme GRM et sa
version échelonnable LSGRM. Une étude plus appronfondie pourrait être faite sur le
choix des structures de données à utiliser en établissant une étude comparative selon les
architectures des mémoires cache.
Enfin, nous avons généralisé notre solution à la famille des algorithmes par fusion de
régions. L’approche dans [63] peut-être intégrée dans notre solution car de nombreuses
étapes sont communes. Une idée serait d’étendre cette approche à d’autres familles d’al-






8.1 Classification en télédétection
D’après la définition générale de Cournot (1851), la classification est un processus
qui permet de grouper des objets ayant des caractéristiques communes et de donner aux
groupes génériques ainsi formés une étiquette ou un nom générique.
En télédétection, elle consiste à assigner à chaque pixel ou chaque ensemble de pixels
dans une image la classe de couverture ou d’usage à laquelle il appartient. Des exemples
de classe peuvent être une zone agricole, la forêt, une zone urbaine, etc. L’image résul-
tante d’une classification représente ainsi une carte d’occupation des sols.
La classification en télédétection a émergé dans les années 1980 et la plupart des mé-
thodes proposées dans ces années effectuaient une analyse basée sur les pixels des images
où chaque pixel se voit assigner une étiquette identifiant la classe à laquelle il appar-
tient. Cependant, la classification basée sur les pixels a connu certaines limitations avec
l’apparition des images satellite à très haute résolution dans la mesure où un objet dans
l’image peut contenir des pixels spectralement hétérogènes. Ainsi, au lieu de considérer
l’analyse de chaque pixel indépendamment des autres, des méthodes récentes de clas-
sification proposent d’analyser des objets constitués d’un ensemble de pixels connectés
ayant des propriétés spectrales et spatiales homogènes [26, 77, 78]. Une revue complète
des différentes techniques de classification en télédétection est faite dans [79].
Dans nos travaux, nous considérons des données caractérisées par des attributs nu-
mériques qui peuvent correspondre à des valeurs radiométriques, statistiques ou géomé-
triques. Chacune des données représente ainsi un vecteur appartenant à un espace RF
où F est le nombre d’attributs.
Sur la base des attributs de chaque donnée, l’objectif de la classification est de déterminer
la classe d’une donnée parmi l’une des K classes définie par un ensemble fini d’étiquettes
C = {C1, . . . , CK} où Ck représente un entier positif.
Ainsi, à partir d’une image (multi-spectrale, hyperspectrale, multi-temporelle, etc) ac-
quise, nous obtenons une image étiquetée où chaque pixel contient une valeur dans C
qui représente sa classe.
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Deux types d’approche de classification sont distingués dans la littérature : les méthodes
de classification non supervisée sans aucune connaissance a priori sur les données et les
méthodes de classification supervisée.
8.1.1 Classification non supervisée
En classification non supervisée, l’appartenance des données à l’une des classes dans
C n’est pas connue. La classification non supervisée consiste à partitionner automati-
quement les données par similarité. Les classes sont ainsi reconnues a posteriori. Il existe
de nombreuses méthodes de classification non supervisée dont les principales sont les
méthodes ascendantes hiérarchiques [80], la classification K-Means [81] et le maximum
de vraisemblance [82]. Les deux premières méthodes sont itératives et consistent à déter-
miner dans RF le centre de gravité des grappes de données représentant les différentes
classes. Pour mesurer la similarité entre les données, ces méthodes utilisent des métriques
au sens d’une distance entre les vecteurs d’attributs. La troisième méthode se place dans
un cadre probabiliste. Elle consiste à définir des populations homogènes en se basant sur
les distributions de probabilité. La méthode classique pour estimer les densités de pro-
babilité dans un ensemble de données est la méthode d’espérance-maximisation (EM).
Elle considère que les données appartiennent à K classes qui sont représentées par un
mélange de distributions (souvent gaussiennes) de paramètre θ = [θ1, . . . , θK ]. En consi-
dérant un paramètre initial θ0, la méthode EM est une procédure itérative qui converge
vers θf en maximisant à chaque itération la vraisemblance.
8.1.2 Classification supervisée
La classification supervisée consiste à déterminer une fonction de décision à partir
d’un ensemble de données d’apprentissage. Un ensemble d’apprentissage contient des
données pour lesquelles la classe est connue. Les ensembles d’apprentissage peuvent être
constitués par des observations faites sur le terrain (vérités terrain), par des connais-
sances thématiques obtenues auprès d’un expert ou par des bases de données de réfé-
rence comme, par exemple, celles produites par l’IGN (Institut national de l’information
géographique et forestière). Une phase d’apprentissage est ainsi réalisée pour construire
une fonction de décision capable de distinguer les classes à partir des attributs. Par
exemple dans le laboratoire du CESBIO, de nombreux ensembles d’apprentissage sont
disponibles. En particulier sur la zone du Sud Ouest de la France, le CESBIO dispose de
longues séries multi temporelles avec 48 dates d’images Landsat 8 et 24 dates d’images
SPOT 4 (Take 5) afin de simuler les images Sentinel-2. Ces données sont décrites en
dans l’annexe B. À ces images est associé un registre parcellaire géographique qui per-
met d’obtenir la classe d’un échantillon de pixels dans la série. La classification supervisée
permet d’obtenir des modèles de prédiction plus performants, comparés à ceux obtenus
avec la classification non supervisée. C’est pourquoi, nous avons choisi d’étudier le pas-
sage à l’échelle des méthodes d’apprentissage supervisé. Les nouveaux algorithmes seront
testés en utilisant cette base de données d’apprentissage disponible au CESBIO.
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8.2 Revue des méthodes de classification super-
visée
Les méthodes de classification supervisée sont utilisées en télédétection pour la pro-
duction de cartes d’occupation des sols et la reconnaissance d’objets. Différentes ap-
proches existent pour établir une fonction de décision à partir d’un ensemble de données
étiquetées. Par la suite, nous considérons que E constitue un ensemble d’apprentissage
dans RF de taille N . Chaque donnée est représentée dans RF sous la forme d’un vecteur
et est notée xi avec i ∈ [1, . . . , N ]. À chaque donnée est associée une étiquette notée
yi ∈ C qui identifie la classe de xi.
8.2.1 Classification bayésienne
Cette approche [83] utilise un modèle probabiliste où les données sont associées à
une variable aléatoire. Nous notons Xi la variable aléatoire associée à la donnée xi.
xi représente une réalisation possible de Xi. La classification consiste à chercher pour
chaque donnée la réalisation yi d’une variable aléatoire représentant la classe. Pour cela,
nous cherchons à maximiser la probabilité conditionnelle notée P (Yi = yi|Xi = xi) en
utilisant le théorème de Bayes :
P (Yi = yi|Xi = xi) = P (Xi = xi|Yi = yi)× P (Yi = yi)
P (Xi = xi)
(8.1)
où P (Yi = yi) est la probabilité d’apparition des classes Ci, P (Xi = xi|Yi = yi) est
le terme de vraisemblance et P (Xi = xi) est la probabilité d’apparition des primitives
xi. En faisant abstraction de P (Yi = yi) et P (Xi = xi), conclure que xi ∈ yi revient à
déterminer :
xi ∈ yi ⇔ P (Xi = xi|Yi = yi) > P (Xi = xi|Yj = yj), ∀j Ó= i (8.2)
Ainsi, l’étape critique dans la classification bayésienne est de déterminer le terme de
vraisemblance. En imagerie optique, il est généralement assumé que celui-ci suit une
densité de probabilité gaussienne [84] de paramètres (µ, σ) qui sont déterminés à partir
de l’ensemble des données d’apprentissage avec la méthode EM.
8.2.2 Les réseaux de neurones
Cette approche [85] est inspirée par le fonctionnement d’un système nerveux biolo-
gique. Un réseau de neurones est constitué d’un ensemble de couches connectées. Ainsi,
un nœud est connecté avec un ou plusieurs nœuds dans la couche précédente et avec un
ou plusieurs nœuds dans la couche suivante. Ce nœud peut aussi être connecté avec un ou
plusieurs nœuds dans la même couche. Pour résumer, un réseau de neurones est composé
d’une couche en entrée, d’une ou plusieurs couches cachées et d’une couche en sortie. La
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structure générale d’un réseau de neurones est illustrée par la figure 8.1. Chaque nœud
dans la couche cachée calcule la combinaison linéaire des valeurs reçues en entrée de la
forme o =
∑n
i=1 wisi où wi est le poids attribué au nœud i dans la couche précédente,
puis applique une fonction d’activation non-linéaire (comme par exemple une fonction
sigmoïde) pour produire sa sortie. La phase d’apprentissage consiste à déterminer les
poids à attribuer pour chaque neurone dans les couches cachées. Pour le perceptron et la
plupart des réseaux de neurones, il y a autant de neurones dans la couche de sortie que
de classes. Chaque neurone va donner une probabilité d’appartenance à chaque classe
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Figure 8.1 – Topologie d’un réseau de neurones de type perceptron multi-couche.
8.2.3 Les séparateurs à vaste marge
Les séparateurs à vaste marge sont des classifieurs binaires [86] qui déterminent
l’équation d’un hyperplan optimal qui sépare les données suivant leur classe. Supposons
un ensemble de données d’apprentissage E = {xi}Ni=1 avec xi ∈ RF et leurs étiquettes
yi ∈ {−1,+1}. L’équation de l’hyperplan qui sépare les données de manière optimale
est de la forme f(þx) = þw · þx + b = 0. Cet hyperplan séparateur, noté H∗, est celui qui
maximise la marge de séparation entre les données de classe positive et les données de
classe négative. Sa représentation est illustrée par la figure 8.2 dans le cas où F = 2.
Ainsi, l’équation de H∗ doit vérifier les contraintes suivantes pour une donnée xi avec
une classe yi :
yi(þw · þxi + b) ≥ 1, ∀i ∈ [1, N ]; (8.3)
ce qui signifie que les données avec les classes +1 et -1 sont situées de part et d’autre de
l’hyperplan. La prédiction d’une nouvelle donnée x s’effectue en étudiant le signe de la
fonction de décision f(x) = þw · þx + b. Si f(x) est positif alors la donnée appartient à la











Figure 8.2 – Hyperplan séparant les données d’apprentissage de manière optimale au
sens de la maximisation de la marge dans R2.
Considérer seulement cette contrainte ne suffit pas car il existe une infinité d’hy-
perplans qui sont solution. Intuitivement, un hyperplan situé trop près des données
d’apprentissage n’aura pas une bonne capacité de généralisation pour la prédiction de
nouvelles données. Ainsi, une seconde contrainte est ajoutée et consiste à maximiser
la distance des données les plus proches de l’hyperplan. Cette distance est nommée la
marge et est notée m dans la figure 8.2. Les données d’apprentissage les plus proches de
l’hyperplan sont les vecteurs supports. Nous fixons le vecteur normal þw et la valeur de
biais b de telle façon que þw · þx + b = ±1.
Le problème de maximisation de la marge peut-être déterminé géométriquement. En
notant x− et x+ deux vecteurs support de chaque classe, la marge peut-être exprimée
comme le vecteur différence ( þx+ − þx−) projeté sur le vecteur normal unitaire ;w||;w|| :
m = ( þx+ − þx−) · þw||þw|| ; (8.4)





Par conséquent, maximiser la marge revient à minimiser la norme du vecteur normal à
l’hyperplan. Sans perdre de généralité, le problème de maximisation est transformé en
un problème quadratique convexe qui a la propriété d’obtenir un minimimum global. La
fonction à minimiser a alors pour expression 12 ||þw||2.
Il existe plusieurs méthodes pour résoudre ce problème d’optimisation, la plus connue
étant celle utilisant les multiplicateurs de Lagrange en associant à chaque donnée d’ap-
prentissage un multiplicateur. Plusieurs méthodes ont été proposées dans la littérature
[87, 88] pour déterminer l’équation de H∗.
A noter que lorsque les données d’apprentissage ne sont pas linéairement séparables,
les contraintes peuvent être modifiées en utilisant une variable d’erreur notée ξi ≥ 0 :
þw · þxi + b ≥ 1− ξi si yi = 1; (8.6)
þw · þxi + b ≤ −1 + ξi si yi = −1. (8.7)
Si ξi > 1 alors la donnée d’apprentissage est mal classée. Dans la fonction à minimiser,











où C représente un paramètre de tolérance pour les erreurs.
Lorsque la surface de décision est non linéaire, l’introduction des variables d’erreur
ne s’applique pas. La solution est de retranscrire les données d’apprentissage dans un
espace de plus grande dimension (éventuellement infinie) pour trouver des séparateurs
linéaires. Des fonctions noyaux [89] sont alors utilisées pour représenter une mesure de
similarité dans de tels espaces.
Enfin, l’apprentissage peut être étendu à un ensemble de données contenant plus de
deux classes en adoptant deux stratégies [90]. La première est le “un contre tous” qui
résulte à K classifieurs binaires s’il y a K classes. Chaque classifieur identifie l’appren-
tissage à une classe par rapport à toutes les autres. Une autre stratégie est d’effectuer du
“un contre un” ce qui résulte à K × (K − 1) classifieurs binaires qui identifient l’appar-
tenance à l’une des 2 classes pour chaque paire de classes possible. Un vote majoritaire
est ensuite effectué.
8.2.4 Les arbres de décision
Cette approche permet d’obtenir un arbre qui combine logiquement une séquence
de tests. Chaque test constitue une comparaison de la valeur d’un attribut numérique
d’une donnée d’apprentissage avec un seuil. Géométriquement, construire un arbre de
décision revient à partitionner l’espace des attributs des données en régions où chaque
région représente une classe. Lors de la prédiction, lorsqu’une donnée se situe dans cette
région alors l’arbre de décision lui assigne la classe correspondante.
Il existe différentes méthodes dans la littérature pour construire un ou plusieurs
arbres de décision à partir d’un ensemble de données d’apprentissage. L’objectif commun
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de chaque méthode est de déterminer la séquence de tests optimale pour partitionner
l’espace des attributs en régions homogènes.
Dans [91, 92], les auteurs proposent les algorithmes CART (“Classification And Re-
gression Trees”) et C4.5. Ces deux méthodes construisent un arbre de décision qui est
composé soit de nœuds contenant un test, nommés nœuds décisionnels, soit de nœuds
indiquant la classe de la région dans l’espace des attributs, nommés noeuds feuille car
ils sont situés au niveau des feuilles de l’arbre. La structure d’un arbre de décision est
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Figure 8.3 – Structure d’un arbre de décision valable pour CART et C4.5
Le test dans chaque nœud décisionnel est effectué de la façon suivante. Les don-
nées en entrée sont triées suivant l’attribut A. La séquence des valeurs triées est notée
(v1, v2, . . . , vm). Toutes les coupures possibles sont ensuite analysées, il y en a m − 1
pour m valeurs. Une coupure possible divise la séquence de départ en deux nouvelles
séquences Sl = (v1, . . . , vi) et Sr = (vi+1, . . . , vm).
Dans [91], les auteurs définissent une mesure d’impureté basée sur l’entropie d’une po-
pulation P de données :









où mk est le nombre de données appartenant à la classe Ck dans la population.
La coupure sélectionnée pour un nœud décisionnel est celle maximisant le gain d’infor-
mation, qui est la différence d’entropie entre la population initiale S et les deux nouvelles
populations Sl et Sr :
gain(S, Sl, Sr) = I(S)− (I(Sl) + I(Sr)) . (8.10)
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Le seuil pour le test du nœud décisionnel résultant est alors vi+vi+12 . Le nœud devient
une feuille lorsque les données en entrée appartiennent à la même classe.
Dans [92], les auteurs proposent une mesure d’impureté basée sur le critère de Gini :






La coupure sélectionnée est celle maximisant la différence d’impureté entre S et les
populations Sr et Sl :
∆I(S, Sl, Sr) = Gini(S)−Gini(Sl)−Gini(Sr). (8.12)
À la différence de CART, C4.5 permet d’utiliser des attributs catégoriques pour
établir des tests basés sur l’appartenance à des collections. Les règles de décision sur
des attributs catégoriques peuvent engendrer plusieurs coupures et ainsi la création de
plusieurs nœuds fils. De plus, C4.5 permet de traiter les données manquantes en se
basant sur la probabilité d’apparition des données connues. Enfin, C4.5 propose une
stratégie d’élagage de l’arbre pour le rendre moins complexe et résoudre le problème
du sur-entraînement tout en essayant de conserver ses performances prédictives. Cette
opération consiste à fusionner des nœuds décisionnels en minimisant le risque d’erreur
et la complexité de l’arbre.
Dans [93], les auteurs proposent un classifieur plus efficace que les arbres de décision
nommé forêt aléatoire. Une forêt aléatoire est un comité d’arbres de décision dans lequel
a été introduit de l’aléa. L’aléa est introduit sur 2 niveaux. Chaque arbre est construit
à partir d’un sous-ensemble de données d’apprentissage tiré aléatoirement à partir de
l’ensemble des données initial. Ensuite, pour la construction de chaque nœud décisionnel,
nous choisissons G attributs aléatoirement et nous sélectionnons, parmi ceux-ci, celui
qui minimise le critère de Gini. La prédiction d’une nouvelle donnée s’effectue par un
vote majoritaire des arbres de décision. Nous pouvons citer plusieurs autres classifieurs
utilisant un comité d’arbres de décision comme le Tree Bagging [94], le random subspace
[95], le Random Select Split [96] ou encore le Gradient Boosted Trees [97].
8.3 Problématique
Comme nous l’avons expliqué dans l’introduction de cette thèse, les récentes missions
spatiales d’observation de la Terre produisent des grands volumes de données dont la
taille dépasse la quantité de mémoire interne disponible dans les ordinateurs. Dans le cas
de la classification supervisée, cette limitation impose une visibilité réduite des données
d’apprentissage pouvant dégrader la performance de prédiction du classifieur. Comme
pour la segmentation, un des défis actuels est de concevoir des méthodes d’apprentissage
supervisé échelonnables capables de traiter des volumes de données de taille arbitraire.
Dans la section précédente, nous avons établi une revue des principales méthodes de
classification supervisée. Comme il était évidemment impossible de les considérer toutes
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dans cette thèse, nous avons fait une étude bibliométrique pour analyser les fréquences
d’utilisation de ces méthodes au cours des 5 dernières années dans le domaine de la
télédétection. La figure 8.4 représente les fréquences de citations et de publications pour
chaque méthode : bayes (classification bayésienne), nn (réseau de neurones), svm (sépara-
teur à vaste marge), rf (forêt aléatoire) dans les conférences et journaux spécialisés dans
le domaine de la télédétection. L’étude a été réalisée avec l’outil Web of Science. Nous
précisons que l’année 2015 n’est pas terminée au moment de l’écriture de ce manuscrit
(Août 2015) et nous montrons les fréquences de citations et de publications jusqu’au mois
de Juin 2015. À partir des graphes, trois méthodes ressortent : les réseaux de neurones,
les séparateurs à vaste marge et les forêts aléatoires. Particulièrement, nous notons une
nette progression des fréquences de publications et de citations pour les forêts aléatoires.
Ceci est dû à la performance des comités de classifieurs faibles, à la vitesse de calcul et
la facilité de paramétrage.
Nous proposons ainsi de nous intéresser par la suite à l’étude du passage à l’échelle
de l’algorithme forêt aléatoire.
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(a) bayes : citations (b) bayes : publications
(c) nn : citations (d) nn : publications
(e) svm : citations (f) svm : publications
(g) rf : citations (h) rf : publications
Figure 8.4 – Étude bibliométrique analysant la fréquence de citations et de publica-
tions pour chaque méthode. Puisque l’année 2015 n’est pas terminée au moment où ce
manuscrit est écrit, nous montrons les fréquences de citations et de publications jusqu’au




9.1 Description générale de l’algorithme
Au chapitre précédent, une revuex des différentes méthodes d’apprentissage super-
visé a été réalisée et nous avons retenu l’algorithme des forêts aléatoires dans le cadre de
notre étude bibliométrique. L’algorithme, que nous décrivons par la suite, constitue l’al-
gorithme de référence noté Aref pour lequel il sera proposé un algorithme échelonnable.
Commençons par définir quelques notations utilisées dans la description de l’al-
gorithme. Soit E = {xi, yi}Ni=1 un ensemble de données d’apprentissage où une don-
née est représentée par un vecteur d’attributs numériques xi ∈ RF et par sa classe
yi ∈ C = {C1, . . . , CK}. T représente le nombre d’arbres de décision dans le comité.
Théoriquement, plus T est important, meilleure est la prédiction de l’arbre tout en
tenant compte du fait qu’à partir d’un certain nombre d’arbres dans le comité, l’amélio-
ration de la performance devient négligeable [93]. D représente la profondeur maximum
d’un arbre de décision. Limiter cette profondeur permet d’éviter le sur-entraînement de
celui-ci. Cependant, une profondeur maximale trop faible peut dégrader la performance
de l’arbre qui ne discrimine pas suffisamment les classes. Min représente le nombre de
données minimum en entrée d’un nœud pour chercher la coupure optimale. Si la taille de
l’ensemble des données en entrée est inférieure à Min alors le nœud devient une feuille
et la classe du nœud est celle qui est majoritaire parmi les données en entrée. N ′ est
la taille du sous-ensemble de données tiré aléatoirement pour la construction de chaque
arbre de décision dans le comité. Enfin, F ′ est le nombre d’attributs tirés aléatoirement
parmi les F attributs pour la construction de chaque noeud décisionnel dans l’arbre.
L’ensemble contenant les F ′ attributs est noté A. L’ensemble des notations est illustré
dans la figure 9.1 pour une meilleure compréhension.
9.1.1 Calcul de l’impureté basé sur le critère de Gini
Le calcul du critère de Gini permet de mesurer l’impureté d’une population de don-










Figure 9.1 – Paramètres de l’algorithme forêt aléatoire.
même classe. Dans ce cas, l’impureté de la population est égale à 0 (équation 8.12). Lors
de la construction d’un arbre de décision, nous sommes amenés à analyser des coupures
qui correspondent au partitionnement d’une population de données E en 2 populations
El et Er. Mesurer l’évolution de l’impureté revient à calculer :
∆I(E,El, Er) = Gini(E)−Gini(El)−Gini(Er). (9.1)
Si cette différence est importante, cela signifie que les populations El et Er se rapprochent
d’une population pure et c’est ce que nous recherchons. Ainsi, l’objectif est de maximiser
l’équation 9.1, ce qui revient à minimiser Gini(El) +Gini(Er) car Gini(E) est constant
pour toutes les coupures possibles. Calculer Gini(El) et Gini(Er) nécessite de connaître
la fréquence d’apparition des classes dans chacune des populations (équation 8.12). Une
structure de données, que nous nommons histogramme, est utilisée pour maintenir en
mémoire le nombre de données par classe dans une population. L’histogramme est noté
Hp avec p ∈ {l, r} correspondant à chacune des populations El et Er. Le nombre de
données appartenant à une classe c est noté Hp[c] par la suite. En supposant que np est
la taille de la population Ep avec p ∈ {l, r}, le calcul de l’impureté de Ep est décrit par
l’algorithme 9.1.
1: procédure Gini(Hp, np)
2: I = 0
3: pour chaque classe c dans C exécute




6: I = 1− I
7: retourne np × I
8: fin procédure
Algorithme 9.1 – Calcul de l’impureté de la population Ep.
La complexité en temps de cette opération est O(K) car K itérations sont effectuées
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pour considérer la fréquence d’apparition de chaque classe. La complexité en espace est
O(K) car il faut stocker l’histogramme contenant K entrées pour chaque classe.
9.1.2 Détermination de la coupure optimale
La détermination de la coupure optimale est effectuée en explorant F ′ attributs tirés
aléatoirement parmi F . Le tirage aléatoire est effectué sans remplacement et chaque
attribut a une probabilité égale d’être sélectionné.
Pour chaque attribut f dans A, la population E est triée suivant les valeurs de f dans
un ordre croissant. Soit Ef = {v1, . . . , vnp} les valeurs triées selon f . Il y a ainsi np − 1
coupures possibles et nous notons El(i) = {v1, . . . , vi} et Er(i) = {vi+1, . . . , vnp} une
coupure avec i ∈ [1, np − 1]. Déterminer la coupure optimale consiste à sélectionner
la coupure pour laquelle Gini (El(i)) + Gini (Er(i)) est minimum. À partir de cette
coupure optimale, nous construisons la règle de décision du nœud décisionnel courant
qui s’exprime de la manière suivante :
x(fopt) ≤ S; (9.2)
où x(fopt) représente la valeur d’une donnée x suivant l’attribut de la coupure optimale
fopt et S représente la valeur seuil. Pour une coupure optimale (El(i), Er(i)), S vaut vi.
L’ensemble de la procédure est détaillé dans l’algorithme 9.2.
Analysons la complexité en temps de cet algorithme. F ′ itérations sont effectuées
(ligne 5) donc la complexité courante est O(F ′). E est ensuite trié suivant l’attribut
courant. La meilleure complexité en temps pour un algorithme de tri est O(n logn)
[11]. La complexité courante est alors O(F ′ × np lognp). L’étape suivante consiste à
explorer np− 1 coupures. Pour chaque coupure, nous calculons la différence d’impureté.
La complexité courante est alors O(F ′ × np lognp + F ′ × np × K). Pour np → ∞, la
complexité en temps est dominée par le tri : O(F ′ × np lognp).
L’ensemble des données E et les histogrammes doivent être stockés en mémoire interne,
la complexité en espace est alors O(np + K).
9.1.3 Partitionnement des données et distribution aux nœuds
fils
Une fois la coupure optimale déterminée, E doit être partitionné en 2 nouvelles
populations El et Er qui vont être distribuées respectivement aux nœuds fils gauche et
droit. Le partitionnement s’effectue selon la règle de décision déterminée par la coupure
optimale : x(fopt) ≤ S. Les données repectant cette règle sont ajoutées à El, sinon elles
sont ajoutées à Er. L’algorithme de partitionnement et de distribution est illustré par
l’algorithme 9.3. La complexité en temps est O(np) et la complexité en espace O(np).
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1: procédure CoupureOptimale(E, A)
2: fopt ← attribut de la coupure optimale.
3: S ← seuil de la coupure optimale.
4: ∆Imin ← impureté minimum.
5: pour chaque attribut f ∈ A exécute
6: Ef ← Trie E suivant f .
7: Hl = ∅
8: Hr ← distribution des classes dans E.
9: nl = 0
10: nr = np
11: pour i = 1 ; i ≤ np − 1 ; i = i + 1 exécute
12: Hl[yi] = Hl[yi] + 1
13: Hr[yi] = Hr[yi]− 1
14: nl = nl + 1
15: nr = nr − 1
16: si GINI(Hl, nl) + GINI(Hr, nr) < ∆Imin alors
17: ∆Imin = GINI(Hl, nl) + GINI(Hr, nr)
18: S = vi




23: retourne (S, fopt)
24: fin procédure
Algorithme 9.2 – Détermination de la coupure optimale.
1: procédure Partitionnement(E, El, Er, fopt, S)
2: pour chaque x ∈ E exécute
3: si x(fopt) < S alors
4: Ajout de x dans El.
5: sinon




Algorithme 9.3 – Partitionnement des données et distribution aux nœuds fils
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9.1.4 Construction récursive de l’arbre de décision
La construction d’une arbre de décision est faite de manière récursive à partir du
nœud racine. Soit B l’arbre de décision que nous voulons construire. B contient des
nœuds décisionnels ou des nœuds feuilles qui sont identifiés par leur position dans l’arbre
pos, un booléen indiquant si le nœud est une feuille feuille, la valeur de l’étiquette l si le
nœud est une feuille, l’attribut de la coupure optimale fopt, le seuil de la coupure optimal
seuil, la profondeur du nœud dans l’arbre profondeur et enfin les positions des nœuds
fils gpos (gauche) et rpos (droit). Ainsi, le nœud à la position pos est B[pos]. Par exemple,
l’accès à l’attribut seuil d’un nœud à la position pos dans B se note B[pos].seuil. Avec
ces notations, l’algorithme permettant de construire de manière récursive l’arbre est
décrit dans l’algorithme 9.4.
L’algorithme récursif a plusieurs conditions d’arrêt. La première est remplie lorsque
le nœud a atteint la profondeur maximum de l’arbre D. Le nœud devient alors une
feuille de l’arbre et son étiquette correspond à la classe majoritaire dans E. La seconde
condition est remplie lorsque le nombre de données dans E est inférieur à Min. De
même, le nœud devient une feuille et son étiquette correspond à la classe majoritaire
dans E. Enfin, la troisième condition d’arrêt est remplie lorsque toutes les données dans
E appartiennent à la même classe Ck avec k ∈ [1,K]. Le nœud devient une feuille et
l’étiquette prend la valeur Ck.
Si aucune condition d’arrêt n’est vérifiée alors la prochaine étape consiste à détermi-
ner la coupure optimale à partir d’un ensemble A composé de F ′ attributs tirés aléatoi-
rement (ligne 17). La coupure optimale est déterminée et retourne une paire de valeurs
correspondant à l’attribut optimal fopt et au seuil S qui sont affectées aux attributs du
nœud courant (lignes 19 et 20). L’étape suivante consiste à ajouter deux nœuds fils au
nœud courant : le nœud fils gauche à la position gpos et le nœud fils droit à la position
rpos. Ces nouveaux nœuds sont ajoutés à la fin de B et leur profondeur est incrémen-
tée par rapport à la profondeur du nœud courant (lignes 23 et 24). Le partitionnement
(ligne 26) établit les nouvelles populations El et Er à distribuer aux nœuds fils gauche
et droit respectivement. Enfin, la procédure continue récursivement avec la construction
des nœuds fils gauche et droit (lignes 27 et 28).
Analysons la complexité en temps de l’algorithme. Nous considérons qu’à chaque
niveau de l’arbre, les np données sont distribuées parmi les nœuds de l’arbre. Pour
un niveau donné, le coût de construction d’un nœud sur une population de taille n
est dominé par la détermination de la coupure optimale dont la complexité en temps
est O(F ′ × n logn). La somme des tailles des populations en entrée des nœuds d’un
même niveau est égale à np. Ainsi la complexité en temps pour construire un niveau
de l’arbre est O(F ′ × np lognp). Sachant que la profondeur maximum de l’arbre est D,
il résulte que la complexité en temps pour la construction d’un arbre de décision est
O(D × F ′ × np lognp).
Analysons la complexité en espace. La population initiale de taille np doit être main-
tenue en mémoire interne. De plus, pour la détermination des coupures optimales, deux
histogrammes contenant K classes sont utilisés. La complexité en espace est O(np + 2×
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1: procédure ConstructionArbre(E, B, pos)
2: si B[pos].profondeur == D alors
3: B[pos].feuille = vrai
4: B[pos].l = classe majoritaire dans E.
5: Arrête la récursion.
6: fin si
7: si taille(E)< Min alors
8: B[pos].feuille = vrai
9: B[pos].l = classe majoritaire dans E.
10: Arrête la récursion.
11: fin si
12: si les données dans E sont de la même classe Ck alors
13: B[pos].feuille = vrai
14: B[pos].l = Ck
15: Arrête la récursion.
16: fin si
17: A ← tire F ′ attributs aléatoirement parmi F attributs.
18: (S, fopt) ← CoupureOptimale(E, A)
19: B[pos].seuil = S
20: B[pos].fopt = fopt
21: B[pos].gpos = taille(B)
22: B[pos].rpos = taille(B) +1
23: B[gpos].profondeur = B[pos].profondeur + 1
24: B[rpos].profondeur = B[pos].profondeur + 1
25: (El, Er) ← nouvelles populations.
26: Partitionnement(E, El, Er, fopt, S)
27: ConstructionArbre(El, B, B[pos].gpos)
28: ConstructionArbre(Er, B, B[pos].rpos)
29: fin procédure
Algorithme 9.4 – Construction récursive de l’arbre
K).
9.1.5 Construction de la forêt aléatoire
La forêt aléatoire est un ensemble de T arbres de décision où chaque arbre est
construit à partir d’un sous-ensemble de données E′ tiré aléatoirement à partir de l’en-
semble des données initial E. L’algorithme 9.5 décrit la procédure.
La complexité en temps de l’algorithme est O(T×D×F ′×np lognp) et la complexité
en espace est O(np+2×K+2D+1) car il faut stocker les noeuds de l’arbre. En revanche,
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1: procédure ConstructionForêtAléatoire(T , E)
2: pour t = 0 ; t < T ; t = t + 1 exécute
3: B ← nouvel arbre de décision.
4: E ′ ← sous-ensemble tiré aléatoirement à partir de E.
5: ConstructionArbre(E ′, B, 0)
6: fin pour
7: fin procédure
Algorithme 9.5 – Calcul de l’impureté de la population Ep.
nous considérons, qu’après la construction de chaque arbre de décision, celui-ci est stocké
dans la mémoire externe.
9.2 Passage à l’échelle : état de l’art
Dans cette section, nous établissons une revue des principales solutions proposées
dans la littérature pour le passage à l’échelle des algorithmes basés sur la construction
d’arbres de décision dans la situation où les données d’apprentissage ne peuvent être
stockées dans la mémoire interne de l’ordinateur.
9.2.1 La méthode SLIQ
Dans la section précédente, nous avons vu que la construction de chaque nœud re-
quiert de trier la population des données en entrée suivant les attributs contenus dans A.
Par conséquent, cela nécessite d’effectuer F ′ tris pour chaque nœud et donc (2D−1)×F ′
tris en moyenne pour la construction de chaque arbre. Dans [98], les auteurs proposent
la méthode SLIQ (“Supervised Learning In Quest”) pour la construction d’un arbre de
décision. Dans cette méthode, ils suppriment l’opération redondante du tri en ne triant
qu’une seule fois les données pour chaque attribut avant la construction de l’arbre. Pour
cela, la population de données intiale est décomposée en F listes d’attributs et une liste
pour les étiquettes des données. Chaque liste d’attributs est composée de paires conte-
nant la valeur de la donnée suivant l’attribut ainsi que la position de celle-ci dans la liste
des étiquettes : 

La1 = {[x1(1), 0], . . . , [xn(1), n− 1]}








La liste des étiquettes est composée de paires contenant l’étiquette de la donnée corres-
pondante et la position du nœud dans l’arbre de décision où se situe la donnée (au début
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les données sont situées au nœud racine de l’arbre) :
Lc = {[y1, 0], . . . , [yn, 0]} (9.4)
Les auteurs supposent que l’ordinateur a une capacité de mémoire interne suffisante pour
stocker la liste des étiquettes. Par contre, les listes d’attributs peuvent être stockées dans
la mémoire externe si nécessaire. La première étape avant de construire l’arbre consiste
à trier chaque liste d’attributs par ordre croissant. Aucun détail n’est cependant donné
dans la situation où la liste d’attributs ne peut être contenue en mémoire interne.
La construction de l’arbre de décision est effectuée de manière transversale où les cou-
pures optimales des nœuds d’un même niveau de l’arbre sont déterminées en ne visitant
qu’une seule fois chaque liste d’attributs. Dans le contexte de leurs travaux, les auteurs
n’introduisent pas d’aléa pour les attributs. Ainsi, pour chaque nœud la coupure optimale
est déterminée en visitant toutes les listes d’attributs. La détermination des coupures
optimales pour un niveau de l’arbre est illustrée par l’algorithme 9.6.
1: procédure CoupuresOptimales
2: pour chaque finF exécute
3: Visite la liste Laf .
4: pour chaque valeur v ∈ Laf exécute
5: posc ← position dans Lc
6: posn ← position dans l’arbre.
7: Met à jour Hl et Hr correspondant à B[posn]




Algorithme 9.6 – Détermination des coupures optimales pour tous les nœuds d’un
niveau de l’arbre proposée dans [98]
Certains détails ont été omis dans la description de l’algorithme 9.6. En particu-
lier, pour chaque nœud d’un même niveau de l’arbre, deux histogrammes sont alloués
pour calculer la différence d’impureté. Ainsi pour chaque nouvelle valeur dans une liste
d’attributs, les histogrammes sont mis à jour et la différence d’impureté est calculée. Si
celle-ci est minimum, alors elle est gardée en mémoire pour le nœud ainsi que le seuil
et l’attribut optimal correspondants. Après avoir visité toutes les listes d’attributs, sont
connues les coupures optimales pour chaque nœud.
L’étape suivante de SLIQ effectue la partition des données en créant les nœuds fils des
nœuds du niveau courant de l’arbre. Une fois les attributs déterminés pour la coupure de
chaque noeud, l’étape suivante consiste à visiter les listes de ces attributs pour distribuer
les données aux noeuds fils. Pour chaque paire de valeurs dans la liste d’attributs, nous
récupérons la position du nœud dans Lc et nous déterminons si la donnée correspondante
doit être distribuée au nœud fils gauche ou au nœud fils droit selon la règle de décision.
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L’entrée dans Lc correspondante, est ensuite mise à jour avec la nouvelle position du
nœud dans l’arbre. L’algorithme est illustré par l’algorithme 9.7.
1: procédure Partionnement
2: pour chaque attribut f utilisé dans une coupure exécute
3: Visite la liste Laf .
4: pour chaque valeur v ∈ Laf exécute
5: posc ← position dans Lc
6: posn ← position dans l’arbre.
7: si v vérifie la règle de décision alors
8: Distribution au nœud fils gauche g de posn
9: sinon
10: Distribution au nœud fils droit r de posn.
11: fin si




Algorithme 9.7 – Partitionnement et distribution des données aux nœuds fils.
Les auteurs proposent de supprimer, à chaque itération, les valeurs dans les listes
d’attributs qui correspondent à des données appartenant à des nœuds feuille. Cela permet
d’avoir des listes d’attributs qui se réduisent au fur et à mesure de la construction
des niveaux de l’arbre. Cependant, il faut garder à l’esprit qu’écrire de nouvelles listes
d’attributs dans la mémoire externe à un coût au niveau du temps d’exécution qui est
loin d’être négligeable.
Le principal inconvénient de cette méthode est qu’il est nécessaire de stocker Lc en
mémoire tout au long de la procédure. Cette solution n’est donc pas échelonnable. De
plus, l’écriture de nouvelles listes d’attributs dans la mémoire externe peut augmenter
le temps d’exécution de manière conséquente pouvant rendre inutilisable cette méthode
sur des grands volumes de données d’apprentissage.
9.2.2 La méthode SPRINT
Dans [99], les auteurs identifient un inconvénient majeur dans la méthode SLIQ. En
effet, nous venons de voir qu’elle impose que la liste des étiquettes soit maintenue en mé-
moire interne tout au long de la procédure. Cet algorithme n’est donc pas échelonnable.
Par conséquent, les auteurs proposent un nouvel algorithme nommé SPRINT (“Sca-
lable PaRallelizable INduction of decision Trees”) utilisant des structures différentes de
celles utilisées pour SLIQ. L’objectif est de garder la propriété intéressante de SLIQ qui
consiste à ne trier qu’une seule fois les listes d’attributs avant la construction de l’arbre
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de décision et d’éviter de maintenir Lc en mémoire interne. Pour cela, les listes d’attri-
buts sont toujours utilisées, mais elles contiennent de l’information supplémentaire : la
valeur de l’attribut de la donnée correspondante, l’étiquette de la donnée ainsi que la
position de la donnée dans l’ensemble des données intiales.
Ces listes sont ainsi triées au début de la procédure et sont écrites dans la mémoire
externe si nécessaire. La différence avec SLIQ intervient lorsque les données doivent
être distribuées aux nœuds fils des nœuds du niveau courant après avoir déterminé les
coupures optimales. Lors du partionnement, sont créées pour chaque nœud du niveau
courant de l’arbre, 2 nouvelles listes d’attributs pour chaque nœud fils. Nous notons au
passage que cette opération d’écriture est coûteuse en temps s’il est nécessaire d’écrire
dans la mémoire externe. La première étape consiste à parcourir les listes d’attributs
sélectionnées pour les coupures et à créer les nouvelles listes. Cependant, il est aussi
nécessaire de partitionner les listes d’attributs qui n’ont pas été sélectionnées pour les
coupures. Pour cela, les auteurs proposent d’utiliser une table de hachage qui associe la
position de la donnée dans l’ensemble à la position du nœud où la donnée a été déplacée.
Ainsi, les listes d’attributs restantes sont visitées pour créer les nouvelles listes. Si la
table de hachage est trop volumineuse pour être contenue en mémoire, alors le partition-
nement est effectué en plusieurs fois. Cependant, aucun détail n’est donné sur la façon
de procéder.
9.2.3 La méthode RainForest
Dans [100], les auteurs proposent d’améliorer la performance de l’algorithme SPRINT
au prix de faire apparaître de nouveau la contrainte mémoire. En effet, ils proposent
de revenir à l’algorithme de référence pour la construction d’un arbre de décision en
triant les données suivant les attributs pour la construction de chaque nouveau nœud.
L’idée consiste à utiliser pour un attribut f une représentation réduite des données qu’ils
nomment des AVC-sets (“Attribute-Value, Class-Label”). Cette nouvelle représentation
consiste à regrouper les données ayant la même valeur selon f avec un histogramme
représentant la distribution des classes de ces données. Ainsi, la taille d’un AVC-set
dépend du nombre de valeurs distinctes suivant un attribut. Pour trouver la meilleure
coupure selon un attribut, l’opération consiste à manipuler une liste de m AVC-sets et
d’analyser les m− 1 coupures possibles. Un inconvénient de cette méthode est lorsque le
nombre de valeurs distinctes suivant un attribut est élevé. Dans cette situation, stocker
les AVC-sets revient à stocker l’ensemble des données d’apprentissage. Si l’ensemble des
AVC-sets ne peut être stocké en mémoire interne, alors la liste des AVC-sets doit être
explorée plusieurs fois pour déterminer les différences d’impureté pour chaque coupure.
Afin de pallier ce problème, les auteurs dans [101] proposent de combiner cette ap-
proche avec une technique d’échantillonnage. Leur solution consiste à partitionner les
attributs pour lesquels il y a un grand nombre de valeurs distinctes en intervalles de
largeurs égales qui correspondront à des AVC-sets. Cela signifie que chaque intervalle
contient le même nombre de valeurs. Le nombre d’intervalles est paramétré par l’utilisa-
teur et influence significativement la performance du classifieur. L’inconvénient de cette
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méthode est qu’elle ne garantit pas des arbres de décision identiques à ceux obtenus si
l’ensemble des données pouvait être stocké en mémoire.
L’échantillonnage est aussi utilisé dans [102] où les auteurs indiquent qu’il est très
coûteux en temps de calcul de construire des arbres de décision à partir de larges bases
de données d’apprentissage où les attributs sont représentés par des valeurs numériques
continues. Les auteurs présentent ainsi une solution qui permet d’échantillonner l’en-
semble des données initial tout en minimisant la dégradation de la performance du clas-
sifieur. L’inconvénient ici pour notre investigation est le fait que cette solution n’assure
pas toujours un classifieur identique à celui obtenu à partir de l’ensemble des données
d’apprentissage.
9.2.4 Google PLANET
Google PLANET (“Parallel Learner for Assembling Numerous Ensemble Trees”)
[103] est une méthode qui permet de déployer la construction d’un arbre de décision
en utilisant le modèle de programmation MapReduce proposé dans [104] sur un envi-
ronnement parallèle et distribué. Le modèle de programmation MapReduce est souvent
appliqué dans un environnement distribué comme par exemple un cluster composé de
plusieurs ordinateurs pouvant communiquer à travers le réseau. Ce modèle est composé
de 2 étapes : Map et Reduce. Lors de l’étape Map, chaque nœud du cluster applique
une fonction Map(k, v) sur une paire (k, v) stockée dans sa mémoire interne locale. k
est une clé identifiant une donnée v sur laquelle la fonction Map définie par l’utilisateur
est appliquée. Une fonction Map(k, v) est appelée pour chaque paire (k, v). La fonction
Map(k, v) retourne une nouvelle paire (k′, v′). La seconde étape est la fonction Reduce,
qui dans un premier temps regroupe toutes les valeurs v′ qui ont la même clé k′, et qui
dans un second temps réduit la paire (k′, v′1, ..., v
′
n) pour fournir (k
′, v′′). Une fonction
Reduce est appelée pour chaque clé unique k′.
L’algorithme Google PLANET est une adaptation du modèle MapReduce pour la
construction d’un arbre de décision. L’arbre de décision proposé est un modèle de ré-
gression qui utilise comme mesure d’impureté la variance notée V ar :
∆I(El, Er) = |E| × V ar(E)− (|El| × V ar(El) + |Er| × V ar(Er)) (9.5)
Google PLANET combine plusieurs stratégies d’exécution lors de la procédure suivant si
les données en entrée d’un nœud de l’arbre de décision peuvent être stockées en mémoire
interne ou pas. La gestion de ces différentes stratégies est effectuée par le contôleur qui
est un nœud du cluster chargé de plannifier et contrôler l’ensemble de la procédure de
construction. Il maintient aussi dans sa mémoire interne l’arbre de décision en cours
de construction. Ainsi, à tout moment au cours de la procédure, le contrôleur connaît
la partition des données dans l’arbre et détermine les nœuds pour lesquels la coupure
optimale doit être déterminée. Supposons un nœud qui doit être construit, le contrôleur a
2 choix possibles concernant la stratégie à plannifier pour déterminer la coupure optimale.
Si l’ensemble des données en entrée du nœud peut être stocké dans la mémoire interne
du nœud du cluster, alors la stratégie InMemory est sélectionnée et la construction
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du sous-arbre engendré par le nœud est achevée sur ce nœud du cluster. À l’inverse, si
l’ensemble des données ne peut être contenu en mémoire alors la coupure optimale est
déterminée en utilisant plusieurs nœuds du cluster (stratégie MapReduce).
Au lieu de maintenir des listes d’attributs triées comme dans SLIQ et SPRINT,
Google PLANET utilise des histogrammes de profondeur égale [105]. Étant donné une
liste de valeurs numériques triée {1, . . . , N}, l’élement situé à la position ⌈φN⌉ où φ ∈
[0, 1] est le φ-quantile. Les histogrammes de profondeur égale sont alors les i
p
-quantiles
avec i ∈ {1, . . . , p − 1} et p une valeur choisie judicieusement. Ainsi, chaque i
p
-quantile
représente une coupure possible. La constitution de l’ensemble des coupures à analyser
est effectuée avant l’étape de construction de l’arbre de décision et est décrite par la
suite.
La première étape est une fonction Map qui consiste à charger l’ensemble des coupures
à analyser pour chaque attribut. Pour chaque nœud du cluster, une table de hachage
est maintenue par le contrôleur où les clés sont les coupures à considérer et les valeurs
un tuple contenant les informations statistiques suffisantes pour calculer la différence
d’impureté à savoir {∑ v,∑ v2,∑ 1}. Pour une coupure située à la position s, la première
expression représente la somme des valeurs des données en entrée du nœud qui sont
inférieures à s, la deuxième la somme du carré des valeurs qui sont inférieures à s et
la troisième expression le nombre de données dont les valeurs sont inférieures à s. Ces
tuples sont construits par la fonction Map qui visite les valeurs des données en entrée.
La sortie de chaque fonction Map est une paire clé/valeur où la clé est la position de
la coupure et la valeur un tuple. Une fonction Reduce regroupe ensuite les sorties des
fonctions Map par clé pour constituer les tuples résultants. Pour déterminer la coupure
optimale, les valeurs des données doivent être triées par ordre croissant. Or, Google
PLANET ne considère pas toutes les valeurs des données mais seulement les coupures
qui sont les i
p
-quantiles. La fonction Reduce est aussi chargée de trier ces coupures par
ordre croissant.
Le second rôle de la fonction Reduce est de trouver la coupure locale optimale parmi les
coupures qu’elle reçoit suivant un attribut f . Supposons la coupure s pour un nœud n de
l’arbre de décision et un attribut f . La fonction Reduce regroupe l’ensemble des données







des données dont les valeurs sont supérieures à s, noté Er = {∑ vr,∑ v2r ,∑ 1} et calcule
la différence d’impureté ∆I(El, Er) avec l’équation 9.5. Finalement, chaque fonction
Reduce fournit la coupure optimale qu’elle a vue pour chaque nœud de l’arbre et le
contrôleur détermine la coupure optimale pour chaque nœud de l’arbre de décision. Le
contrôleur met ensuite à jour les nouveaux nœuds de l’arbre à construire et la procédure
continue.
Les auteurs ont identifié plusieurs problèmes avec la solution proposée. La construc-
tion de chaque nouveau nœud nécessite de lancer un nouveau MapReduce. Or, il peut
y avoir de nombreux nœuds à construire surtout si l’ensemble des données au départ
est grand. Par conséquent, de nombreuses opérations de communication sont nécessaires
pour trouver à chaque fois les coupures à analyser, trier les coupures et déterminer les
coupures optimales augmentant ainsi le temps d’exécution. En effet, à l’origine le modèle
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d’exécution MapReduce n’est pas conçu pour des algorithmes qui requièrent beaucoup
d’itérations à moins qu’ils ne soient facilement parrallélisables. De plus, le temps d’exé-
cution pour visiter les attributs pour déterminer les coupures à analyser s’est avéré
important, mettant en question le gain obtenu avec la parallélisation dans certaines
situations.
9.2.5 Forêt aléatoire utilisant MapReduce
Plus récemment dans [106], les auteurs proposent d’implémenter l’algorithme des
forêts aléatoires en utilisant le modèle de programmation MapReduce sur un environne-
ment distribué. T sous-ensembles de données d’apprentissage sont constitués aléatoire-
ment pour la construction de T arbres de décision. Chaque sous-ensemble est distribué à
un nœud du cluster. La fonction Map construit à partir d’un sous-ensemble de données
un arbre de décision en utilisant la mesure d’impureté proposée dans [91] pour déter-
miner la coupure optimale de chaque nœud. Chaque nœud du cluster utilisé pour la
fonction Map, contient un modèle de l’arbre de décision. La fonction Reduce est utilisée
pour effectuer la prédiction par un vote majoritaire du comité d’arbres de décision.
Le principal inconvénient de cette méthode, qui n’est pas mentionné par les auteurs,
est que la construction de chaque arbre de décision implique que le sous-ensemble des
données à partir duquel il est construit puisse être contenu en mémoire. Effectivement, il
sera toujours possible de créer des ensembles pouvant être stockés en mémoire mais cela
a une limite. En effet, si nous supposons que l’ensemble des données initial occupe des
téraoctets de données et que les nœuds du cluster ont une mémoire interne de quelques
gigaoctets alors chaque sous-ensemble de données représente un millième de l’ensemble
des données initial. Dans ce cas, chaque sous-ensemble peut ne plus être représentatif
et le comité d’arbres de décision construit à partir de ces sous-ensembles peut avoir une
mauvaise performance de prédiction.
9.2.6 Discussions
Nous venons d’établir une revue des différentes techniques existantes pour le passage
à l’échelle de la construction d’un ensemble d’arbres de décision. Les méthodes SLIQ
et SPRINT proposent une solution exacte pour la construction d’un arbre de décision
mais au prix de nombreuses écritures dans la mémoire externe augmentant de manière
significative le temps d’exécution. Ces solutions peuvent ainsi s’avérer inutilisables pour
le traitement de grands ensembles de données d’apprentissage. La méthode RainForest
propose de réduire la taille des données en regroupant les données dont les valeurs sui-
vant un attribut sont égales. Cette solution fonctionnant pour des attributs catégoriques
peut s’avérer inefficace dans le cas où les attributs des données sont numériques avec un
grand nombre de valeurs distinctes. Google PLANET propose une solution intéressante
en combinant plusieurs stratégies pour construire les nœuds dans un arbre de décision
suivant la taille des données en entrée. En revanche, la construction de chaque nœud im-
plique un nouveau MapReduce et une nouvelle exploration des données d’apprentissage
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pour établir les coupures qui vont être utilisées pour déterminer la coupure optimale.
Ces opérations s’avèrent coûteuses principalement à cause de la communication engen-
drée pour la distribution des données parmi les nœuds du cluster. Enfin, contraindre la
taille de l’ensemble des données suivant la quantité de mémoire interne disponible pour
construire un arbre de décision peut sévèrement dégrader la performance du classifieur
final surtout si l’ensemble des données d’apprentissage initial est massif.
Ayant analysé ces méthodes et leurs inconvénients, nous proposons un algorithme
baptisé SMART (“Scalable Multi strAtegy Random Trees”) qui associe l’avantage de
n’effectuer qu’un seul tri pour la construction du comité d’arbres de décision tout en
minimisant l’écriture dans la mémoire externe par l’utilisation de plusieurs stratégies
de construction de nœuds. La première contribution est le fait de ne trier qu’une seule
fois pour la construction de tous les arbres du comité. Cette contribution est inspirée
des méthodes SLIQ et SPRINT. La deuxième contribution est l’utilisation de plusieurs
stratégies pour déterminer les coupures optimales des nœuds lors de la construction d’un
arbre. Elle a pour rôle de minimiser les écritures dans la mémoire externe et est inspirée
par la méthode proposée dans Google PLANET. Nous montrons que notre algorithme
ne dépend pas de la taille des données et permet d’obtenir un classifieur identique à celui
que nous aurions obtenu si l’ensemble des données d’apprentissage pouvait être contenu
en mémoire interne. Pour le prouver, nous introduisons une méthode qui consiste à
comparer 2 arbres de décision. Enfin, notre algorithme sera testé sur un volume de





10.1 Aperçu général de l’algorithme SMART
Dans la suite, nous considérons un ensemble de données d’apprentissage E = {xi, yi}mi=1
avec (xi, yi) ∈ RF ×N∗. T représente le nombre d’arbres de décision à construire et n le
nombre de données dans le sous-ensemble E′ tiré aléatoirement pour la construction de
chaque arbre de décision. S représente une stratégie pour construire un noeud suivant
la taille des données en entrée. Enfin, la mémoire interne disponible est notée MR et
est exprimée en octets. Dans la suite, nous nous basons sur le diagramme d’exécution
illustré par la figure 10.1 dont nous expliquons les étapes principales.
10.1.1 Génération des listes d’attributs
Comme pour les méthodes SLIQ et SPRINT, la première étape consiste à générer
les listes d’attributs. Si RF est l’espace des attributs, cela revient à construire F listes
contenant m valeurs. Par la suite, nous notons xi(f) la valeur d’une donnée xi suivant
l’attribut f . Les méthodes SLIQ et SPRINT permettent la construction d’un seul arbre
de décision. Dans notre situation, nous devons construire un comité de T arbres de
décision en introduisant de l’aléa dans les sous-ensembles pour chaque arbre et dans
l’ensemble des attributs pour la construction de chaque noeud décisionnel de chaque
arbre. L’objectif ici est d’étendre l’avantage de ne trier qu’une seule fois les listes d’at-
tributs pour la construction de l’ensemble des arbres. Pour ce faire, nous allons affecter
à chaque donnée xi une séquence de T bits issue d’un tirage aléatoire effectué avec une
distribution de Bernouilli en indiquant le nombre de bits à 1 que nous voulons dans
la séquence. Cette séquence de bits permet de construire les sous-ensembles de données
d’apprentissage pour chaque arbre de décision. Dans notre cas, nous voulons qu’il y ait n
bits à 1 parmi m bits. Supposons que T = 8 et que n = ⌈3m4 ⌉, c’est-à-dire la partie entière
supérieure. Cela signifie que le sous-ensemble de données pour chaque arbre représente
75% de l’ensemble de données initial. Autrement dit, chaque donnée d’apprentissage a 3






































Figure 10.1 – Diagramme d’exécution de l’algorithme SMART
de bits pour une donnée serait [10110111], ce qui signifie qu’elle est considérée pour la
construction du premier arbre, du troisième arbre, etc.
Dans une liste d’attributs, un noeud contient plusieurs informations similaires à celles
proposées pour la méthode SPRINT. En supposant f l’attribut correspondant, un noeud
contient l’étiquette yi de la donnée, la position i dans E, la valeur de xi suivant f notée
xi(f) et enfin la séquence de T bits notée bi.
10.1.2 Tri des listes d’attributs
Après avoir généré les listes d’attributs, l’étape suivante consiste à les trier. Il faut
considérer la situation où la liste d’attributs est très volumineuse et ne peut être stockée
en mémoire interne. Nous avons vu dans les sections 1.5.1 et 1.5.2, 2 stratégies pour
trier des données ne pouvant être stockées en mémoire interne. L’algorithme de tri par
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flot de données requiert un nombre d’accès important dans la mémoire externe puisque
sa complexité est quadratique, tandis que l’algorithme External Merge Sort a une com-
plexité O(n logn) et requiert ainsi beaucoup moins d’accès dans la mémoire externe
(O(logn) accès). Par conséquent, dans la situation où les listes d’attributs ne peuvent
être contenues en mémoire interne, nous choisissons d’utiliser l’algorithme de tri Exter-
nal Merge Sort dont le fonctionnement est décrit dans la figure 1.7. La librairie STXXL
[18] propose une implémentation générique de cet algorithme avec la même interface que
l’algorithme de tri proposé dans la STL[13]. L’utilisation de l’algorithme nécessite de
connaître la quantité de mémoire interne disponible pour déterminer la taille des blocs
de données initiaux. Une fois triées, les listes d’attributs sont ensuite stockées dans la
mémoire externe pour la construction de l’ensemble des arbres de décision.
10.1.3 Choix de la stratégie initiale
Au départ de la construction d’un arbre de décision, il existe 3 situations possibles
suivant la taille de E′ :
1. L’ensemble des listes d’attributs peut être stocké en mémoire interne. La stra-
tégie “En Mémoire”, notée EM, est sélectionnée pour contruire le noeud racine
de l’arbre. Cette stratégie consiste tout simplement à appliquer un algorithme
similaire à l’algorithme de référence tel que décrit dans le chapitre 9.
2. L’ensemble des listes d’attributs ne peut être stocké en mémoire. Cependant, le
partitionnement des données dans l’arbre peut être stocké en mémoire interne.
La stratégie “Partitionnement En Mémoire”, notée PEM, est sélectionnée pour
construire le noeud racine de l’arbre. Cette stratégie est similaire à celle propo-
sée par la méthode SPRINT car elle utilise une table de hachage contenant la
localisation de chaque donnée dans l’arbre de décision.
3. L’ensemble des listes d’attributs ainsi que le partitionnement des données ne
peuvent être stockés en mémoire interne. La stratégie “Hors Mémoire”, notée HM
par la suite, consiste à utiliser une table de hachage par morceaux contenant le
partitionnement des données dans l’arbre. Une solution pour la représentation de
cette table de hachage en mémoire externe est proposée.
Nous établissons ainsi une hiérarchie au niveau des stratégies. A tout moment durant
la procédure, un changement de stratégie d’exécution peut s’opérer si les conditions pour
le changement sont vérifiées. Ainsi, lors de l’exécution de la stratégie HM, nous pouvons
changer en choisissant soit la stratégie PEM soit la stratégie EM et lors de l’exécution
de la stratégie PEM nous pouvons changer et choisir la stratégie EM. La hiérarchie
des stratégies d’exécution est illustrée par la figure 10.2. L’objectif est de concevoir un
algorithme capable de s’adapter intelligemment à la taille des données à traiter lors de
l’exécution. Contrairement aux méthodes SLIQ et SPRINT, nous minimisons l’écriture
en mémoire externe, ce qui va permettre d’obtenir de meilleures performances concernant
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le temps d’exécution et ainsi rendre l’algorithme forêt aléatoire réellement échelonnable





























Figure 10.2 – Hiérarchie des stratégies de l’algorithme SMART
10.2 Description des stratégies d’exécution dans
SMART
Nous présentons dans cette section les différentes stratégies d’exécution utilisées dans
SMART et la façon dont celles-ci sont sélectionnées suivant la taille des données à traiter.
10.2.1 Stratégie “En Mémoire”
Étape d’initialisation
Si au cours de l’exécution d’une stratégie PEM ou HM, nous identifions que l’en-
semble des données en entrée d’un nouveau nœud décisionnel a une taille qui permet
de passer à la stratégie EM alors le relais vers cette stratégie est effectué. Le protocole
permettant d’effectuer ce relais est conçu pour réaliser le moins d’écritures possibles dans
la mémoire externe. En effet, nous avons vu que le principal inconvénient des méthodes
SLIQ, SPRINT mais aussi Google PLANET est l’écriture des nouvelles populations de
données issues d’un partitionnement dans la mémoire externe. L’objectif est de minimi-
ser ces écritures car cette opération est très lente. Lorsqu’une population de données E′
peut être stockée en mémoire interne, la stratégie PEM ou HM écrit un fichier dans la
mémoire externe contenant seulement les positions des données dans E. Ce fichier est
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noté If . Par exemple, si nous supposons les listes d’attributs triées initiales de E :
x5(1) x7(1) x3(1) x1(1) x8(1) x2(1) x6(1) x4(1) x0(1)x0(2) x6(2) x4(2) x2(2) x8(2) x3(2) x1(2) x5(2) x7(2)
x7(3) x2(3) x5(3) x1(3) x3(3) x0(3) x4(3) x8(3) x6(3)

 (10.1)
Nous supposons les données x5, x7, x3 en entrée d’un nouveau nœud sachant que nous
pouvons stocker seulement 3 données en mémoire interne. La stratégie va alors écrire un
fichier contenant les positions de ces données :
If = [5, 7, 3]
Dans un premier temps, nous construisons l’ensemble des données d’apprentissage
qui va être stocké en mémoire interne. Pour ce faire, 2 structures de données sont utili-
sées. La première est une table dynamique de taille F qui contient les listes d’attributs
représentées également sous la forme de tables dynamiques. Les listes d’attributs sont al-
légées cr l’information à stocker pour chaque donnée est réduite. En effet, chaque entrée
dans une liste pour l’attribut f contient 2 valeurs : xi(f) et la position i de xi dans E. La
seconde structure de données est une table de hachage contenant des paires clé/valeur
où la clé est la position de la donnée d’apprentissage et la valeur est l’étiquette de la
donnée. Ces 2 structures de données sont initialisées à partir des listes d’attributs triées
de E stockées en mémoire externe et du fichier If créé par la stratégie supérieure. Nous
notons Attr la table contenant les listes d’attributs triées pour les données en entrée
du nœud, L la table de hachage contenant les étiquettes et Af les fichiers contenant les
listes d’attributs triées de E. Avec ces notations, l’algorithme d’initialisation est illustré
par l’algorithme 10.1.
En reprenant notre exemple précédent, à l’issue de la ligne 3 nous obtenons la table
de hachage suivante : L = [3 → 0, 5 → 0, 7 → 0]. Après le parcours des listes d’attributs
(ligne 5 à ligne 14) nous obtenons :
Attr =





et L = [3 → y3, 5 → y5, 7 → y7]
Cet algorithme d’initialisation permet de conserver les attributs triés dans Attr. La
complexité en espace est O((F +1)×n) car il faut stocker F listes d’attributs et la table
de hachage pour les étiquettes. La complexité en temps est O(F × m + n) car il faut
visiter les F listes d’attributs des m données d’apprentissage dans E et les positions des
n données en entrée du nœud dans If .
Détermination de la coupure optimale
L’algorithme est très similaire à celui décrit dans la section 9.2 à la différence qu’il
n’est plus nécessaire de trier les données suivant chaque attribut lors de la construction
de chaque nœud de l’arbre.
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1: procédure InitialiseStratégieEM(Attr, L, Af , If )
2: pour chaque position p dans If exécute
3: Crée une entrée dans L : L[p] = 0
4: fin pour
5: pour chaque liste d’attributs ff dans Af exécute
6: pour chaque nœud n ∈ ff exécute
7: si la position p contenue dans n existe dans L alors
8: si c’est la première fois que p est rencontré alors
9: L[p] = étiquette contenue dans n.
10: fin si





Algorithme 10.1 – Initialisation de la stratégie EM pour la construction du sous-arbre
de décision.
Avant le parcours de chaque liste dans Attr, deux histogrammes sont initialisés pour
compter la fréquence d’apparition de chaque classe. Le premier, noté Hl, compte les
fréquences d’apparition de chaque classe pour les données déjà visitées et le deuxième,
noté Hr, pour les données qu’il reste à visiter. Nous notons aussi nl et nr le nombre
de données visitées et non visitées. Lors du parcours d’une liste d’attributs dans Attr,
les coupures optimales potentielles sont celles où il y a un changement de valeur suivant
l’attribut. La différence d’impureté est alors calculée, basée sur le critère de Gini, comme
expliqué dans la section 9.1.1. La somme d’impureté minimum est gardée dans une
variable globale notée
∑
Iop. En effet, lorsque pour une nouvelle coupure s suivant un




Iop = Gini(El) +Gini(Er)
et la règle de décision du nœud devient x(f) ≤ s. L’algorithme 10.2 décrit comment la
coupure optimale est déterminée avec B l’arbre de décision et pos la position du nœud
en courant dans l’arbre.
La complexité en espace est O(n × (F + 1) + 2 × K) car il faut stocker les listes
d’attributs, la table de hachage L et les deux histogrammes contenant K classes. La
complexité en temps est O(F ′×n×K) car pour chaque liste d’attributs, nous parcourons
chaque valeur et pour chaque valeur nous pouvons potentiellement calculer Gini(El) +
Gini(Er). Nous notons une amélioration par rapport à l’algorithme 9.2 car il n’est plus
nécessaire de trier lors de l’exploration d’une nouvelle liste d’attributs.
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1: procédure DetermineCoupureOptimaleEM(Attr, L, B, pos)
2: F ′ ← ensemble d’attributs tirés aléatoirement dans F .
3:
∑
Iop ← somme d’impureté minimale.
4: pour chaque f ∈ F ′ exécute
5: Hl = ∅
6: Hr = fréquence d’apparition des classes dans Attr.
7: nl = 0
8: nr = nombre de données dans Attr.
9: prev ← valeur d’attribut précédente
10: pour i = 1 ; i ≤ taille(Attr[f ]) ; i = i + 1 exécute
11: prev = Attr[i− 1].
12: (v, p) = (Attr[i], id) (valeur et position de la donnée).
13: Hl[yp] = Hl[yp] + 1 (yp récupérée avec L).
14: Hr[yp] = Hr[yp]− 1
15: nl = nl + 1
16: nr = nr − 1
17: si v Ó= prev alors
18:
∑











21: B[pos].seuil = prev






Algorithme 10.2 – Détermination de la coupure minimale avec la stratégie EM.
Partitionnement des données
Une fois la règle de décision déterminée pour le nœud à la position pos dans l’arbre
B, l’étape suivante consiste à distribuer les données aux nœuds fils tout en conservant les
listes d’attributs triées. Pour ce faire, nous créons deux nouvelles tables de hachage Ll
et Lr contenant les étiquettes des données dans les nœuds fils gauche et droit. Ces tables
sont construites en explorant la liste des valeurs de l’attribut fopt sélectionnée pour la
règle de décision du nœud à la position pos. Si les données respectent la règle, alors
leurs étiquettes sont ajoutées à Ll sinon à Lr. La seconde étape construit les nouvelles
listes d’attributs Attrl et Attrr en parcourant toutes les listes d’attributs de Attr et en
utilisant Ll et Lr. L’algorithme 10.3 décrit l’ensemble de la procédure.
La complexité en espace est O((2 × F + 2) × n) car il faut stocker Attr, L, Attrl,
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1: procédure PartitionnementEM(Attr, L, B, pos, Attrl, Attrr, Ll, Lr)
2: pour chaque (v, p) ∈ Attr [B[pos].fopt] exécute
3: si v ≤ B[pos].seuil alors
4: Ll[p] = L[p]
5: sinon
6: Lr[p] = L[p]
7: fin si
8: fin pour
9: pour chaque f ∈ F exécute
10: pour chaque (v, p) ∈ Attr[f ] exécute
11: si p ∈ Ll alors
12: Ajout de (v, p) à la fin de Attrl[f ].
13: sinon





Algorithme 10.3 – Partitionnement des données avec la stratégie EM.
Attrr, Ll et Lr en mémoire interne. Cette opération est la plus coûteuse en quantité
de mémoire mais elle est nécessaire si nous voulons garder les listes d’attributs triées.
La complexité en temps est O((F + 1) × n) car il faut construire Ll et Lr et ensuite
construire Attrl et Attrr.
Construction récursive de l’arbre de décision avec la stratégie EM
Nous venons de décrire les principales étapes de la construction d’un nœud décision-
nel avec la stratégie EM. Nous rappelons que cette stratégie est appelée par la stratégie
PEM ou HM lorsque les listes d’attributs et les étiquettes des données peuvent être
contenues en mémoire interne. Cette stratégie, exécutée sur un nœud, construit de ma-
nière récursive le sous-arbre de décision engendré par ce nœud jusqu’à n’obtenir que des
nœuds feuille. L’algorithme 10.4 décrit l’ensemble de la procédure de construction d’un
sous-arbre avec la stratégie EM.
Nous supposons que D′ est la profondeur du sous-arbre de décision. Nous notons
c = O (n× (F + F ′ ×K + 1)) la complexité en temps pour la construction d’un nœud
sur un ensemble de données de taille n. L’algorithme est récursif et à chaque niveau l
de l’arbre il y a n données à traiter réparties sur 2l nœuds. Nous supposons que chaque
nœud a le même nombre de données en entrée n
2l
. Ainsi la complexité en temps pour
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1: procédure ConstructionArbreEM(Attr, L, B, pos)
2: si B[pos].profondeur == D alors
3: B[pos].feuille = V RAI
4: B[pos].l = classe majoritaire dans Attr.
5: Arrête la récursion.
6: fin si
7: si taille(Attr)< Min alors
8: B[pos].feuille = V RAI
9: B[pos].l = classe majoritaire dans Attr.
10: Arrête la récursion.
11: fin si
12: si les données dans Attr sont de la même classe Ck alors
13: B[pos].feuille = V RAI
14: B[pos].l = Ck
15: Arrête la récursion.
16: fin si
17: DetermineCoupureOptimaleEM(Attr, L, B, pos)
18: PartitionnementEM(Attr, L, B, pos, Attrl, Attrr, Ll, Lr)
19: Ajout du nœud fils gauche lpos dans B.
20: Ajout du nœud fils droit rpos dans B.
21: ConstructionArbreEM(Attrl, Ll, B, lpos)
22: ConstructionArbreEM(Attrr, Lr, B, rpos)
23: fin procédure
Algorithme 10.4 – Construction récursive de l’arbre de décision avec la stratégie EM.







× (F + F ′ ×K + 1)
)
= c.
Puisque D′ est le nombre de niveaux maximum dans l’arbre alors la complexité en temps
est O(D′ × c).
10.2.2 Stratégie “Partitionnement En Mémoire”
La stratégie PEM est utilisée lorsque seule la table de hachage P contenant le parti-
tionnement des données dans l’arbre peut être stockée en mémoire interne. P contient des
paires clé/valeur où la clé est la position de la donnée dans E et la valeur est la position
du nœud dans l’arbre de décision qui contient la donnée. Cette stratégie explore les listes
d’attributs triées, notées Lattr, dans la mémoire externe pour construire chaque niveau
de l’arbre de décision. En effet, comme dans les méthodes SLIQ et SPRINT, l’arbre de
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décision est construit de manière transversale pour éviter de multiples lectures dans la
mémoire externe. Dans la suite, nous décrivons les différentes étapes de la stratégie PEM
en supposant que nous construisons le tème arbre de décision B à partir du nœud racine.
Initialisation de P et de l’histogramme initial
Cette étape construit P et la table de hachage contenant les histogrammes initiaux
HP qui représentent les fréquences d’apparition des données dans chaque classe pour
les nœuds à construire dans l’arbre de décision. Puisque nous commençons avec le nœud
racine, seul un nœud est contenu dans HP à la position 0 de l’arbre. L’accès à l’his-
togramme du nœud racine est noté HP [0] et de manière générale l’accès à un nœud à
la position pos de l’arbre est noté HP [pos]. Pour initialiser HP , seule une liste d’attri-
buts nécessite d’être visitée. Nous rappelons que chaque entrée ei de la liste d’attributs
contient plusieurs informations à savoir l’étiquette yi, la position i dans E, la valeur xi(f)
suivant l’attribut f et la séquence de bits bi de longueur T . Lors de la visite de chaque
entrée ei, nous vérifions d’abord si bi[t] est à 1. Si c’est le cas, alors la donnée xi est consi-
dérée pour la construction de l’arbre de décision. HP est mis à jour en incrémentant le
nombre de données appartenant à la classe yi pour le nœud racine (situé à la position 0
dans B). La paire (i, 0) est ajoutée dans P car nous supposons que toutes les données
sont en entrée du nœud racine. L’algorithme 10.5 décrit cette étape d’initialisation.
1: procédure InitialisationPEM(HP , P )
2: HP [0] ← nœud racine dans HP .
3: pour chaque ei ∈ Lattr[0] exécute
4: si bi[t] == 1 alors
5: HP [0][yi] = HP [0][yi] + 1




Algorithme 10.5 – Initialisation de P et de HP
La complexité en espace est O(n+K) car il faut stocker HP qui contient K classes et
P qui contient une paire pour chaque donnée considérée pour la construction de l’arbre.
La complexité en temps est O(m) car nous visitons les valeurs suivant un attribut de
l’ensemble des données dans E.
Dans tout ce qui suit, nous nous basons sur la construction du niveau courant de
l’arbre illustrée dans la figure 10.3.
Sélection aléatoire des attributs
Pour la construction de chaque niveau de l’arbre, F ′ attributs doivent être sélection-







Figure 10.3 – Niveau courant de l’arbre à la profondeur D = 2 (identifié par un
rectangle rouge) considéré pour illustrer les différentes étapes de la stratégie PEM.
table de hachage notée AP est utilisée. Dans cette table, la clé est l’attribut et la valeur
une collection de positions des nœuds pour lesquels l’attribut a été sélectionné. Cette
table est construite à partir de HP qui, en considérant le niveau courant de l’arbre dans










Par exemple, si F = 9 et F ′ = 3 alors un exemple de tirage aléatoire des attributs pour
chaque nœud du niveau courant de l’arbre retourne :
• Pour le nœud 3 : [7, 2, 4].
• Pour le nœud 4 : [1, 8, 5].
• Pour le nœud 5 : [5, 7, 9].
• Pour le nœud 6 : [3, 9, 2].





2 → 3, 6
3 → 6
4 → 3
5 → 4, 5
7 → 3, 5
8 → 4





L’algorithme 10.6 décrit la construction de AP . AP a au maximum F entrées contenant
des listes de positions de nœuds. Si D est la profondeur du niveau de l’arbre à construire
alors HP contient au maximum 2D nœuds. La complexité en espace est O(F × F ′). La
complexité en temps est O(2D×F ′) car nous explorons chaque nœud du niveau courant
de l’arbre et pour chaque nœud nous explorons chaque attribut sélectionné.
1: procédure SélectionAttributs(AP , HP )
2: pour chaque (pos, H) ∈ HP exécute
3: F ′ ← selection de F ′ attributs parmi F attributs.
4: pour chaque f ∈ F ′ exécute




Algorithme 10.6 – Sélection des attributs avec la stratégie PEM
Détermination des coupures optimales
La détermination des coupures optimales est l’opération la plus complexe dans la
stratégie PEM. L’objectif est de déterminer les coupures optimales pour chaque nœud
du niveau courant de l’arbre en ne visitant qu’une seule fois les listes d’attributs sélec-
tionnées. En reprenant notre exemple avec la figure 10.3, nous voulons déterminer les
coupures optimales des nœuds 3, 4, 5 et 6 en une seule passe sur les listes d’attributs
sélectionnées dans AP (définie dans l’équation 10.5). Pour ce faire, 2 tables de hachage
des histogrammes HPl et HPr sont utilisées où les clés sont les positions des nœuds et
les valeurs, leurs histogrammes. HPl représente les histogrammes pour les données déjà
visitées et HPr pour les données qu’il reste à visiter. HPl et HPr sont initialisées pour












3 → HP [3]
4 → HP [4]
5 → HP [5]
6 → HP [6]


Pour chaque nœud, des compteurs sont aussi utilisés pour stocker le nombre de données
déjà visitées et le nombre de données qu’il reste à visiter. Ces paires de compteurs sont
stockées dans deux tables de hachage NPl et NPr où la clé est la position du nœud
et la valeur le nombre de données. Une table de hachage Prev est utilisée pour stocker
la valeur de la donnée précédemment visitée pour chaque nœud. Enfin, une table de
hachage Iopt est utilisée pour stocker la somme minimale d’impureté pour chaque nœud.
Pour une chaque attribut f dans AP , nous parcourons les entrées dans la liste d’attri-
buts Lattr[f ]. Si l’entrée ei correspond à une donnée qui doit être considérée pour l’arbre
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(bi[t] = 1) et si cette donnée appartient à un nœud du niveau de l’arbre P [i] ∈ AP [f ]
alors nous mettons à jour les histogrammes HPl[P [i]] et HPr[P [i]] du nœud à la posi-
tion P [i] ainsi que les compteurs NPl[P [i]] et NPr[P [i]]. Si la valeur de la donnée xi(f)
est différente de celle précédemment visitée Prev[P [i]] alors la somme d’impuretés I est
calculée :
I = Gini(HPl[P [i]], NPl[P [i]]) + Gini(HPr[P [i]], NPr[P [i]]) (10.4)
Si I est inférieure à la somme d’impureté minimale Iopt[P [i]] alors Iopt[P [i]] = I et
le nœud dans B a pour seuil la valeur précédente Prev[P [i]] et pour attribut optimal
l’attribut f . L’algorithme 10.4 résume l’enchaînement de ces différentes étapes pour
déterminer les coupures optimales de tous les nœuds du niveau courant de l’arbre.
Beaucoup de tables de hachage sont utilisées pour cet algorithme et chacune d’elles
contient au maximum 2D clés. Cette valeur croît de manière exponentielle avec la valeur
de D. À première vue, cet algorithme n’est pas du tout échelonnable. Cependant, il
faut garder à l’esprit que la profondeur maximum est donnée par l’utilisateur et dépasse
rarement les dizaines, ce qui revient à considérer des milliers de nœuds au maximum.
De plus, au fur et à mesure que D augmente, le nombre de nœuds à considérer par
niveau diminue et cela pour 2 raisons. La première raison est que certains nœuds aux
niveaux antérieurs sont devenus des nœuds feuille et n’ont donc pas de nœuds fils. La
seconde raison est que la stratégie d’exécution de certains nœuds aux niveaux antérieurs
a changé. Ces nœuds, ainsi que leurs nœuds fils, ne sont donc plus à considérer par
la stratégie PEM pour les niveaux suivants. Pour appuyer ces hypothèses, nous avons
considéré un ensemble d’apprentissage contenant 3 millions d’échantillons caractérisés
par 25 attributs et appartenant à 17 classes distinctes. La description détaillée de ces
données d’apprentissage est faite dans l’ annexe B. Nous avons considéré seulement
la stratégie PEM et nous avons mesuré pour chaque niveau de l’arbre de décision le
nombre de nœuds à construire. La figure 10.5 représente le nombre de nœuds suivant la
profondeur (niveau) de l’arbre de décision.
Nous pouvons observer, que lors de cette expérience, le nombre de nœuds maximum
est atteint à la profondeur égale à 10 et vaut 123. Nous constatons que pour des profon-
deurs supérieures à 10, le nombre de nœuds par niveau diminue progressivement car de
plus en plus de nœuds deviennent des feuilles de l’arbre. De plus, nous ne considérons
que la stratégie PEM, ce qui signifie qu’en réalité le nombre de nœuds sera inférieur
car certains nœuds pourront être traités avec la stratégie EM. Cette expérience conforte
nos hypothèses et nous pouvons supposer que le nombre de nœuds est toujours faible et
requiert une quantité de mémoire négligeable.
La complexité en espace est alors O(2D×K+n+F ′×F ) car il faut stocker les tables
de hachage des histogrammes pour chaque nœud, P et AP . La complexité en temps est
O(F ×m × K) car pour chaque attribut dans AP , nous parcourons toutes les entrées
dans la liste d’attributs et pour chaque entrée nous pouvons potentiellement calculer la
somme d’impureté.
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1: procédure DetermineCoupuresOptimales(AP , HP , P , B)
2: Prev ← valeurs des données précédemment visitées.
3: Iopt ← somme d’impureté minimale.
4: HPl ← histogrammes des données visitées.
5: HPr ← histogrammes des données non visitées.
6: NPl ← nombres de données visitées pour chaque nœud.
7: NPr ← nombres de données non visitées pour chaque nœud.
8: pour chaque f ∈ AP exécute
9: Initialise HPl, HPr, NPl et NPr avec HP .
10: pour chaque ei ∈ Lattr[f ] exécute
11: si bi[t] == 1 alors
12: si P [i] ∈ AP [f ] alors
13: HPl[P [i]][yi] = HPl[P [i]][yi] + 1
14: HPr[P [i]][yi] = HPr[P [i]][yi]− 1
15: NPl[P [i]] = NPl[P [i]] + 1
16: NPr[P [i]] = NPr[P [i]]− 1
17: si Prev[P [i]] Ó= xi(f) alors
18: calcule I(HPl[P [i]], NPl[P [i]], HPr[P [i]], NPr[P [i]])
19: si I < Iop[P [i]] alors
20: Iop[P [i]] = I
21: B[P [i]].seuil = Prev[P [i]]
22: B[P [i]].fopt = f
23: fin si







Figure 10.4 – Détermination des coupures optimales de tous les nœuds d’un même
niveau de l’arbre avec la stratégie PEM
Construction de la nouvelle table des histogrammes et mise à jour de
l’arbre
Cette opération consiste à établir la nouvelle table de hachage des histogrammes HP
avec les nœuds fils des nœuds du niveau courant pour lesquels les coupures optimales ont
été déterminées à l’étape précédente. Une nouvelle table de hachage AAP est construite










































Construction de l'arbre de décision
Figure 10.5 – Évolution du nombre de nœuds à construire par niveau en fonction de
la profondeur de l’arbre
optimale est effectuée suivant f . AAP est nécessaire pour l’étape suivante qui consiste
à distribuer les données aux nouveaux nœuds fils. En reprenant notre exemple de la
section 10.2.2, supposons que l’attribut sélectionné pour le nœud 3 est 2, pour le nœud
4 est 8, pour le nœud 5 est 7 et pour le nœud 6 est 2. Alors, AAP s’écrit :
AAP =





Enfin, les nœuds fils sont ajoutés dans l’arbre. L’algorithme 10.7 décrit cette étape.
A l’issue de cette étape, la structure de l’arbre de décision est mise à jour. Les















La complexité en espace est O(2D+1 ×K + F ) car il faut stocker les histogrammes des
nœuds au niveau dont la profondeur est D+1 plus les F attributs potentiels dans AAP .
142
1: procédure MiseAJourPEM(AAP , HP , AP , B)
2: pour chaque paire (f, positions) ∈ AP exécute
3: pour chaque pos ∈ positions exécute
4: si B[pos].fopt == f alors
5: Ajout de pos dans AAP [f ].
6: Ajout de 2 nœuds fils à B[pos].














   
Figure 10.6 – Ajout des nœuds fils aux nœuds du niveau courant
Partitionnement des données aux nœuds fils
Cette étape a pour rôle de mettre à jour P en distribuant les données contenues dans
les nœuds du niveau courant aux nœuds fils et de calculer dans le même temps les fré-
quences d’apparition des classes dans chaque nœud fils. Cette opération s’effectue grâce
à AAP qui permet d’explorer seulement les listes dont les attributs ont été sélectionnés
lors de la détermination des coupures optimales.
Pour chaque attribut f dans AAP , nous parcourons chaque entrée ei dans Lattr[f ].
Si bi[t] = 1 alors nous récupérons la position du nœud dans l’arbre pos où la donnée xi
est située. Si pos se trouve dans la collection des positions AAP [f ] alors nous analysons
si xi vérifie la règle de décision du nœud B[pos]. Si c’est le cas, xi est distribuée au nœud
fils gauche sinon au nœud fils droit. L’algorithme 10.8 décrit l’enchaînement de toutes
ces opérations pour effectuer le partitionnement avec la stratégie PEM.
La complexité en espace est O(2D+1×K+F ×F ′+n) car il faut stocker en mémoire
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1: procédure PartitionnementPEM(P , HP , AAP , B)
2: pour chaque f ∈ AAP exécute
3: pour chaque ei ∈ Lattr[f ] exécute
4: si bi[t] == 1 alors
5: pos = P [i]
6: lpos = nœud fils gauche de B[pos].
7: rpos = nœud fils droit de B[pos].
8: si pos ∈ AAP [f ] alors
9: si xi(f) ≤ B[pos].seuil alors
10: P [i] = lpos
11: HP [lpos][yi] = HP [lpos][yi] + 1
12: sinon
13: P [i] = rpos







Algorithme 10.8 – Partitionnement des données avec la stratégie PEM.
interne P , HP et AAP . La complexité en temps est O(F ×m) car pour chaque attribut
f dans AAP , il faut parcourir l’ensemble des entrées dans Lattr[f ].
Détection des nœuds feuille et changement de stratégie
La dernière étape consiste à détecter parmi les nœuds présents dans HP si certains
sont des nœuds feuille ou si le nombre de données en entrée permet de changer de
stratégie et de passer le relais à la stratégie EM. Un nœud devient une feuille si les
données en entrée respectent l’une des 3 conditions que nous rappelons ci-dessous :
• La profondeur maximum est atteinte.
• Toutes les données appartiennent à la même classe
• Le nombre de données est inférieur à Min.
Si l’une de ces conditions est respectée alors le nœud correspondant devient une feuille
et prend comme valeur la classe majoritaire des données. La position du nœud est alors
supprimée de HP .
Si le nœud n’est pas une feuille, nous vérifions si la taille des données permet de passer
le relais à la stratégie EM, c’est-à-dire que l’ensemble des attributs des données et leurs
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étiquettes peuvent être stockés en mémoire interne (voir la discusion de la section 10.2.1).
Si c’est le cas, alors la position du nœud est stockée dans la collection des nœuds EM et
elle est ensuite supprimée de HP . La collection des noeuds EM représente l’ensemble
des noeuds qui doivent être exécutés avec la stratégie EM. L’algorithme 10.9 décrit cette
étape.
1: procédure DetectionFeuillesEtNoeudsEM(HP , B, EM)
2: pour chaque (pos, H) ∈ HP exécute
3: si pos est un nœud feuille alors
4: (pos, H) est supprimée de HP .
5: fin si
6: si le nœud peut être exécuté avec la stratégie EM alors
7: (pos, H) est supprimée de HP .




Algorithme 10.9 – Détection des nœuds feuille et des nœuds pouvant être exécutés
avec la stratégie EM.
La complexité en espace est O(2D+1 × K) car il faut stocker les positions avec les
histogrammes de chaque nœud fils au niveau de profondeur D+ 1 de l’arbre de décision.
La complexité en temps est O(2D+1) car il faut parcourir les positions de chaque nœud
fils à la profondeur D + 1 de l’arbre.
Algorithme de construction d’un arbre de décision avec la stratégie
PEM
Nous venons de décrire les différentes étapes engendrées par la construction d’un
niveau de l’arbre de décision. L’algorithme de construction d’un arbre de décision répète
ces étapes en construisant plusieurs niveaux de l’arbre. La procédure s’arrête lorsque
HP ne contient plus de nœuds à construire. Cela signifie que tous les nœuds sont des
feuilles de l’arbre ou que les nœuds qui restent à construire peuvent être exécutés avec
la stratégie EM. L’algorithme de construction d’un arbre de décision avec la stratégie
PEM est décrit dans 10.10.
10.2.3 Stratégie “Hors Mémoire”
Motivation
Nous attirons l’attention du lecteur sur le fait que cette stratégie n’a pas été implé-
mentée et testée car il a été toujours possible de stocker la table de partitionnement P
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1: procédure ConstructionArbrePEM(B)
2: HP ← contient les histogrammes des nœuds.
3: P ← distribution des données dans l’arbre.
4: AP ← attributs sélectionnés pour déterminer les coupures optimales.
5: AAP ← attributs sélectionnés par les coupures optimales.
6: EM ← collection des nœuds pour la stratégie EM.
7: InitialisationPEM(HP , P )
8: tant que taille(HP ) > 0 exécute
9: SélectionAttributs(AP , HP )
10: DetermineCoupuresOptimales(AP , HP , P , B)
11: MiseAJourPEM(AAP , HP , AP , B)
12: PartitionnementPEM(P , HP , AAP , B)
13: DetectionFeuillesEtNoeudsEM(HP , B, EM)
14: fin tant que
15: pour chaque pos ∈ EM exécute
16: Exécute la stratégie EM sur le nœud B[pos].
17: fin pour
18: fin procédure
Algorithme 10.10 – Construction d’un arbre de décision avec la stratégie PEM.
en mémoire interne. En effet, nous rappelons que P contient des paires clé/valeur où la
clé est la position de la donnée dans E et la valeur la position du nœud dans l’arbre où se
situe la donnée. Chaque paire nécessite 12 octets en mémoire interne. Sachant que nous
disposons de 12 gigaoctets pour la mémoire interne, nous pouvons stocker exactement
1.073.741.824 paires. Or, jusqu’à présent, nous n’avons pas à gérer des volumes de don-
nées d’apprentissage dépassant le milliard de vérités terrain, ce qui a permis à chaque
fois de commencer avec la stratégie PEM.
Cependant, dans le futur cette situation peut se présenter, comme par exemple pour
la production de cartes d’occupation des sols à échelle globale. C’est pourquoi, nous
proposons une stratégie pour manipuler une table de hachage P , qui ne peut être sto-
ckée en mémoire interne. Par la suite, nous ne décrivons pas les différentes étapes de
construction de l’arbre car elles sont identiques à celles décrites pour la stratégie PEM.
Nous nous focalisons seulement sur la structure de données utilisée pour représenter P .
Introduction à la MFU
La principale difficulté réside dans la mise en oeuvre d’une stratégie efficace d’accès à
la donnée en mémoire externe. En effet, lors de la détermination des coupures optimales
et lors du partitionnement des données (section 10.2.2), l’ordre de visite de ces paires
dépend de la liste d’attributs visitée. Puisque chaque liste représente une permutation
différente des données, les paires dans P sont consultées aléatoirement. Par conséquent,
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cela implique de nombreux accès en lecture et écriture dans la mémoire externe rendant
inutilisable l’algorithme sur des volumes de données massifs.
Pour minimiser l’accès à la mémoire externe, nous proposons une structure de don-
nées nommée MFU (“Most Frequently Used”) pour représenter P . À notre connaissance,
cette structure de données n’a jamais été proposée dans la littérature. Nous supposons
que chaque donnée a une chance égale d’être consultée lorsque nous parcourons les listes
d’attributs. Nous représentons ainsi P avec une table de hachage contenant r clés où
chaque clé est un identifiant que nous définirons par la suite. À chaque clé c dans P , nous
associons une table de hachage notée Pc contenant q clés. Chaque clé de Pc représente la
position d’une donnée dans E et la valeur associée est la position du nœud qui contient
la donnée dans l’arbre. La figure 10.7 représente la MFU.
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Figure 10.7 – Représentation de la MFU. C’est une table de hachage contenant r clés
associées à r tables de hachage Pcj . Chaque table Pcj contient q clés représentant la
position des données dans E associées à la position du nœud dans l’arbre où se situe la
donnée.
Supposons que nous puissions stocker en mémoire interne N paires représentant le
partitionnement des données dans l’arbre et qu’il y ait M > N paires. Avec la définition
de la MFU, nous devons utiliser toute la mémoire mise à disposition, c’est-à-dire que
r × q = N .
Détermination de la fonction de hachage
La première étape consiste à définir des clés cj dans la MFU. Nous voulons définir
pour chaque table Pcj de taille q une clé cj unique de telle façon que pour n’importe
quel élément dans Pcj nous soyons capables de retrouver la clé cj . En effet, si ei est
une entrée rencontrée en parcourant une liste d’attributs et que nous n’avons pas sa
localisation dans l’arbre (i, pos) en mémoire interne alors nous devons avoir une fonction
qui nous retourne une clé permettant de récupérer dans la mémoire externe la table Pcj
qui contient (i, pos). Si q est la taille de chaque table Pcj alors il y a au minimum ⌈Mq ⌉
tables Pcj à stocker en mémoire externe.
L’idée est d’utiliser une fonction de hachage, qui étant donnée chaque position (i, pos)
dans Pcj , retourne cj . Pour cela, nous proposons la fonction de hachage suivante :
H(i, p) : i ≡ cj (mod p) (10.7)
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où cj est le reste de la division de i par p avec p le premier nombre premier supérieur à
⌈M
q
⌉. Le fait d’utiliser un nombre premier va permettre d’obtenir p tables Pcj contenant
un nombre de paires q′ ≤ q.
Déterminer p s’effectue très facilement en utilisant le Crible d’Ératosthène [107]. Nous
avons fait plusieurs simulations pour des valeurs différentes de M avec q = 25. Pour
chaque valeur de M nous retournons le nombre premier utilisé pour la fonction de ha-
chage ainsi que les nombres minimum et maximum de valeurs pour chaque clé. La table
10.1 présente les nombres de paires minimum et maximum pour chaque table de parti-
tionnement Pcj . Nous voyons que ces nombres sont toujours inférieurs ou égaux à q et
les écarts entre le nombre minimum et le nombre maximum de paires sont très faibles
(toujours égaux à 1 dans notre simulation), ce qui signifie que les paires sont distribuées
uniformément dans chaque table. Ceci s’explique par le fait que nous avons choisi un
nombre premier dans la table de hachage. De plus, retrouver la table (cj , Pcj ) pour une
paire (i, pos) est immédiat car il suffit de calculer le reste de la division de i par p.
M ⌈M
q
⌉ p min max
401 16 17 23 24
500 20 23 21 22
1000 40 41 24 25
7000 280 281 24 25
10000 400 401 24 25
Table 10.1 – Simulation pour différentes valeurs de M en imposant de ne pas avoir
plus de q = 25 paires dans chaque table de partitionnement Pcj .
Stratégie de remplacement dans la MFU
Pour la stratégie HM, nous proposons la démarche suivante :
• sachant le nombre de données d’apprentissage M pour la construction d’un arbre
de décision et sachant que nous pouvons stocker au plus N paires en mémoire
interne, la première étape consiste à choisir les valeurs r et q judicieusement telles
que r×q = N avec r le nombre de tables de partitionnement Pcj en mémoire interne
et q le nombre de paires dans chaque table ; les r tables de partitionnement Pcj
constituent la MFU ;
• la seconde étape consiste à déterminer la fonction de hachage H(i, p) qui génère
pour chaque Pcj sa clé cj ; les p tables de hachage Pcj sont construites à partir de
la visite d’une liste d’attributs et sont stockées dans la mémoire externe avec un
nom de fichier sous la forme “cj .bin” avec cj ∈ [0, p− 1] ;
Lors de la détermination des coupures optimales où de la mise à jour du partition-
nement, nous sommes amenés à visiter les listes d’attributs pour lire la position de la
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donnée dans l’arbre ou pour écrire la nouvelle position de la donnée dans l’arbre. Nous
rappelons que l’objectif est de minimiser les accès en lecture et écriture dans la mémoire
externe. Pour cela, nous associons à chaque table Pcj le nombre de paires déjà consultées
fcj . Lors de la visite de chaque liste d’attributs, chaque paire n’est consultée qu’une seule
fois. Par conséquent, si pour Pcj nous avons fcj = ncj avec ncj le nombre de paires dans
Pcj , alors nous savons que cette table de hachage ne sera plus consultée par la suite.
Dans cette situation, la table est tout simplement supprimée de la MFU. Supposons que
la MFU est pleine, c’est-à-dire qu’elle contienne déjà r tables de partitionnement et que
nous voulions accéder à la position d’une donnée ei dans l’arbre qui ne soit pas contenue
dans les tables de la MFU. Dans cette situation, il est nécessaire d’enlever une table de la
MFU et de l’échanger avec Pcj (i). Une première approche naïve consisterait à maintenir
dans la MFU les tables qui ont le plus de chances d’être consultées par la suite. Ainsi, si
fcj est le nombre de paires utilisées dans Pcj alors la probabilité que Pcj soit consultée
est :
P (Pcj ) =
ncj − fcj
M −∑Fk=1 nck (10.8)
où nck est le nombre de paires dans une table où toutes les paires ont déjà été consultées.
Si l’apparition des données suit une distribution de probabilité différente de la distribu-
tion de probabilité uniforme, alors il suffirait de la prendre en compte dans l’équation
10.8. Nous déterminons la table dans la MFU pour laquelle la valeur de la probabilité
dans l’équation 10.8 est minimum et nous échangeons cette table avec Pcj (i).
Cependant, des stratégies de remplacement plus élaborées pourraient être utilisées. Par
exemple, si certains attributs sont corrélés alors l’ordre des données triées suivant ces
attributs seraient similaires. Il pourrait être intéressant de prendre en compte cette in-
formation pour la stratégie de remplacement. Une autre piste serait de s’inspirer des
algorithmes de remplacement des lignes de cache [108].
Passage à la stratégie PEM ou à la stratégie EM
Si pour un nœud de l’arbre, nous détectons que la taille des données en entrée permet
de passer à la stratégie PEM où à la stratégie EM, alors un fichier contenant les positions
de ces données est écrit dans la mémoire externe. La stratégie PEM utilisera ce fichier
pour construire la table de partitionnement P et la stratégie EM utilisera ce fichier pour
construire la table des listes d’attributs avec la liste des étiquettes.
10.3 Conclusions
L’algorithme SMART est échelonnable et permet de construire un comité d’arbres de
décision à partir de volumes de données d’apprentissage de taille arbitraire. Une première
contribution est le fait que les listes d’attributs ne sont triées qu’une seule fois au cours
de la procédure grâce à la séquence de bits introduite pour chaque donnée xi de E et
permettant de savoir quand celle-ci doit être considérée. Une seconde contribution est
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la combinaison de stratégies de construction d’un arbre de décision suivant la taille des
données en mémoire. Nous avons proposé 3 stratégies : EM, PEM et HM couvrant toutes
les situations possibles :
• La stratégie EM est utilisée lorsque les listes d’attributs et la liste des étiquettes
des données peuvent être stockées en mémoire interne.
• La stratégie PEM est utilisée lorsque seulement la table de partitionnement des
données peut être stockée en mémoire interne.
• Enfin la stratégie HM est utilisée lorsque ni les listes d’attributs ni la table de
partitionnement ne peuvent être contenues en mémoire interne.
L’algorithme choisit la stratégie initiale pour traiter les données en entrée et permet à
une stratégie de passer le relais à des stratégies plus efficaces quand cela est possible.
Un protocole de communication générique conçu de manière à minimiser l’écriture dans
la mémoire externe permet d’effectuer le relais entre les stratégies. Une dernière contri-
bution est l’introduction de la structure de données MFU (“Most Frequently Used”) qui
permet de manipuler intelligemment une table de partitionnement ne pouvant contenir
en mémoire interne. Elle s’inspire de la stratégie utilisée par les mémoires cache qui
consistent à rapatrier en plus de la donnée requise d’autres données qui sont suceptibles
d’être modifiées. Cela permet de réduire les accès en lecture et écriture dans la mémoire
externe.
Dans le chapitre suivant, nous allons valider la stabilité de l’algorithme SMART en
montrant qu’il fournit des arbres de décision identiques à ceux obtenus avec l’algorithme
de référence dans le cas où les données peuvent être stockées en mémoire. Nous analysons
ensuite l’évolution du temps d’exécution de SMART en fonction de la taille de l’ensemble
des données d’apprentissage. Enfin, nous montrons la faisabilité de l’algorithme SMART
sur un ensemble d’apprentissage recouvrant toute la zone Sud de la France sur plusieurs
dates simulant ainsi les données Sentinel-2.
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Chapitre 11
Validation de SMART et
expérimentations associées
11.1 Validation de la stabilité de l’algorithme SMART
L’objectif de ce chapitre est de comparer les arbres de décision obtenus avec l’al-
gorithme SMART avec ceux obtenus avec l’algorithme de référence. L’algorithme de
référence utilisé est celui décrit dans la section 9.1.
Deux arbres de décision sont identiques si les noeuds sont deux à deux identiques. Si
ce sont des noeuds décisionnels, cela veut dire qu’ils possèdent la même règle de décision
et les mêmes noeuds fils. Si ce sont des noeuds feuille, cela veut dire qu’ils possèdent la
même étiquette. Cette section a pour but d’introduire une méthodologie pour comparer
les arbres de décision.
11.1.1 Principales difficultés
Pour comparer 2 arbres de décision, nous devons faire face à plusieurs difficultés.
La première est due au fait que l’ordre de construction des noeuds diffère suivant l’algo-
rithme utilisé. En effet, avec l’algorithme de référence, l’arbre de décision est construit en
profondeur tandis qu’avec l’algorithme SMART, l’arbre est construit de manière trans-
versale.
Les autres difficultés sont dues à l’introduction de l’aléa lors de la construction d’un
arbre de décision. L’ensemble des données utilisé pour la construction de l’arbre est tiré
aléatoirement. De plus, un ensemble d’attributs est tiré aléatoirement pour la construc-
tion de chaque noeud. Il est donc nécessaire de garantir le même ensemble de données
pour les 2 arbres et les mêmes ensembles d’attributs pour les noeuds de chaque arbre.
Enfin, il se peut que 2 attributs soient candidats pour une coupure optimale. Il faudra
faire attention de choisir le même attribut pour chaque noeud.
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11.1.2 Méthodologie proposée
Nous notons Tref l’arbre de décision construit avec l’algorithme de référence et Tsmart
l’arbre de décision construit avec l’algorithme SMART.
La problématique liée à l’ordre d’exécution des noeuds est résolue en utilisant une table
d’équivalence, notée NoeudEquiv qui permet d’associer la position d’un noeud dans Tref
à la position de son noeud équivalent dans Tsmart.
La problématique liée aux ensembles d’attributs tirés aléatoirement pour chaque noeud
est résolue en considérant une table de hachage AttrEquiv qui associe à la position de
chaque noeud dans Tref les attributs sélectionnés pour déterminer la coupure optimale.
Pour résoudre l’ordre de traitement des attributs lors de la construction d’un noeud,
nous introduisons une étape supplémentaire qui consiste à trier les attributs dans l’ordre
croissant. De cette manière, les noeuds équivalents dans Tref et Tsmart explorent les
mêmes attributs dans le même ordre.
Une fois Tref et Tsmart construits, nous pouvons vérifier la stabilité de l’algorithme
SMART en nous assurant qu’ils sont identiques. Nous rappelons de nouveau comment
nous vérifions qu’un algorithme échelonnable est stable. Nous devons vérifier que le
nombre de noeuds dans Tref est égal au nombre de noeuds dans Tsmart et que chaque
noeud dans Tref est également présent dans Tsmart pour vérifier la bijection. Pour cela,
nous utilisons NoeudEquiv et nous comparons les noeuds équivalents. Plusieurs cas
peuvent se présenter :
• L’un est un noeud feuille et l’autre un noeud décisionnel : ils ne sont pas identiques
et la comparaison s’arrête.
• Ni et Nj sont deux noeuds décisionnels : ils sont identiques si la règle de décision de
Ni est identique à la règle de décision de Nj , c’est-à-dire que l’attribut sélectionné
pour la coupure optimale est le même et les valeurs seuil sont égales. Si ce n’est
pas le cas alors la comparaison s’arrête.
• Ni et Nj sont des noeuds feuille de l’arbre : ils sont identiques si leurs étiquettes
sont égales. Si ce n’est pas le cas, la comparaison s’arrête.
La procédure pour vérifier la stabilité de SMART est résumée dans la figure 11.1.
Pour vérifier la stabilité de l’algorithme SMART, nous avons considéré 3 ensembles
d’apprentissage (E1, E2, E3) extraits d’une série temporelle composée de 48 images Land-
sat 8 et 24 images SPOT 4 (Take 5) sur la région Midi-Pyrénées. Un extrait de cette
image synthétisée avec ses vérités terrain est illustré par la figure 11.2.
Chaque image étant composée de 7 canaux, chaque donnée d’apprentissage totalise
504 attributs. Le premier ensemble d’apprentissage contient 3221 données, le second
5705 données et le troisième 12727 données. La profondeur maximum de chaque arbre
est fixée à D = 15. Le nombre de données minimum par noeud est fixé à Min = 1.
Le nombre d’attributs par noeud vaut la racine carré du nombre total d’attributs soit
F ′ = 22. Le protocole suivi pour la vérification de la stabilité de SMART est celui décrit
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Figure 11.1 – Procédure pour vérifier la stabilité de SMART
(a) un extrait utilisé (b) vérités terrain associées
Figure 11.2 – Extrait de taille 1000×1000 pixels issu d’une série temporelle LANDSAT-
8 et SPOT 4 (Take 5) contenant 72 dates.
153
Lors d’un premier apprentissage, seule la stratégie EM est utilisée et fournit l’arbre
de décision Tref et la table des attributs AttrEquiv. Elle constitue la classification su-
pervisée de référence. Lors du second apprentissage, seule la stratégie PEM est utilisée.
Elle nécessite en entrée, en plus des données d’apprentissage, Tref et AttrEquiv pour
produire Tsmart et NoeudEquiv. Pour chacun des 3 ensembles d’apprentissage, nous
avons toujours obtenu l’égalité Tref = Tsmart, ce qui prouve expérimentalement que les
stratégies PEM et HM sont stables.
11.2 Performance de l’algorithme SMART
Dans cette section, nous étudions les performances de l’algorithme SMART sur un
ensemble d’apprentissage obtenu à partir de séries multi-temporelles fournies par le sa-
tellite Landsat 8 (décrit dans l’annexe B). L’ensemble d’apprentissage contient au total
50 millions de données caractérisées par 150 attributs numériques. Il y a 19 étiquettes
distinctes rangeant les données dans des classes thématiques telles que des types de
culture, des types de végétation et l’eau. La taille nécessaire pour stocker l’ensemble des
données d’apprentissage en mémoire est de 60 gigaoctets.
Pour les tests, nous avons paramétré à 10 Go la quantité de mémoire interne dis-
ponible. L’ensemble des tests est effectué avec un seul processeur. Nous avons fixé une
profondeur maximale égale à 30 pour chaque arbre de décision. Le nombre d’attributs
F ′ à considérer pour la construction de chaque noeud dans l’arbre de décision est égal à
la racine carrée du nombre d’attributs total. Le nombre minimum de données par noeud
est fixé à un millième du nombre de données total dans l’ensemble d’apprentissage. Le
graphe 11.3 représente l’évolution du temps d’exécution en secondes pour la construction
d’un arbre de décision avec l’algorithme SMART en fonction de la taille de l’ensemble des
données d’apprentissage. L’évolution du temps d’execution de l’algorithme SMART est
linéarithmique, ce qui est logique car la complexité en temps pour la construction d’un
arbre de décision est linéarithmique. Nous notons que le temps d’exécution présenté est
celui pour la construction d’un seul arbre de décision. Ainsi, pour construire T arbres,
il faut multiplier par T ce temps si nous n’utilisons qu’un seul processeur. Cependant, il
est intéressant de noter que la construction de chaque arbre peut s’effectuer séparément.
De plus, le temps d’exécution pour le tri des données est celui pour la construction de
l’ensemble des arbres de décision. En effet, l’algorithme SMART est conçu pour ne trier
qu’une seule fois les données.
Le graphe 11.4 représente l’évolution du temps d’exécution en secondes en fonction
du nombre d’attributs en fixant le nombre de données d’apprentissage égal à 10 millions,
la profondeur maximum de l’arbre de décision à 30 et le nombre minimum de données
par noeud à un millième. Si F est le nombre d’attributs alors le nombre d’attributs sélec-
tionné pour chaque noeud est toujours égal à
√
F . Ainsi, l’évolution du temps d’exécution
est théoriquement
√
F × n où n est le nombre de données d’apprentissage qui est fixé.
Sur le graphe, nous observons que la courbe vérifie approximativement cette tendance

































Taille de l'ensemble des données d'apprentissage (en Go)
Tri des listes d'attributs
Construction de l'arbre de décision
Figure 11.3 – Évolution du temps d’exécution pour la construction d’un arbre de
décision avec l’algorithme SMART en fonction de la taille de l’ensemble des données
d’apprentissage.




































Construction de l'arbre de décision
Figure 11.4 – Évolution du temps d’exécution pour la construction d’un arbre de
décision avec l’algorithme SMART en fonction du nombre d’attributs pour caractériser
chaque donnée d’apprentissage.
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Le graphe 11.5 représente l’évolution du temps d’exécution en secondes en fonction
de la profondeur maximale de l’arbre de décision. Le nombre de données est toujours égal
à 10 millions et le nombre d’attributs est fixé à 25. Ce graphe montre expérimentalement
l’apport de l’utilisation de plusieurs stratégies sur le temps d’exécution en fonction de la
profondeur de l’arbre. De plus, il permet de comparer notre solution avec les méthodes
SLIQ et SPRINT qui n’utilisent que la stratégie PEM. Utiliser seulement la stratégie
PEM implique de visiter les listes d’attributs dans la mémoire externe pour la construc-
tion de chaque niveau de l’arbre et de calculer pour chaque coupure possible la mesure
d’impureté. Lorsque la profondeur maximale de l’arbre est élevée, le nombre de listes
d’attributs à visiter croît, ce qui augmente sévèrement le temps d’exécution. C’est la
raison pour laquelle les méthodes SLIQ et SPRINT sont peu performantes concernant le
temps d’exécution. En revanche, combiner la stratégie PEM avec la stratégie EM permet
de réduire significativement le temps d’exécution. Ceci s’explique par le fait que l’accès

































Profondeur maximum de l'arbre
Stratégies PEM et EM
Stratégie PEM seulement
Figure 11.5 – Évolution du temps d’exécution pour la construction d’un arbre de
décision avec l’algorithme SMART en utilisant soit seulement la stratégie PEM soit les
stratégies PEM et EM en fonction de la profondeur de l’arbre.
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Chapitre 12
Bilan sur la classification
échelonnable
12.1 Bilan
Cette seconde partie de la thèse s’est attachée à étudier la problématique de l’ap-
prentissage supervisé sur des volumes de données d’apprentissage ne pouvant être stockés
dans la mémoire interne tout au long de la procédure. Les solutions existantes dans la
littérature proposent, soit de réduire la visibilité de l’algorithme d’apprentissage à un
bloc de données pouvant être contenu en mémoire interne, soit d’effectuer de nombreux
accès en lecture et écriture dans la mémoire externe. La réduction de la visibilité de l’al-
gorithme induit une baisse de la performance de prédiction du classifieur résultant. Cette
solution n’assure pas la stabilité de l’algorithme. La seconde approche présentée par les
méthodes SLIQ et SPRINT permet d’assurer un classifieur exact au prix de nombreux
accès en lecture et écriture dans la mémoire externe, ce qui augmente drastiquement
le temps d’exécution. En effet, pour des volumes de données d’apprentissage de l’ordre
des centaines de mégaoctets, la construction d’un seul arbre de décision requiert des di-
zaines d’heures. Dans notre situation, où nous devons traiter des centaines de gigaoctets
et construire plusieurs dizaines d’arbres de décision, ces solutions s’avèrent inutilisables.
Nous avons étudié une solution permettant d’assurer la visibilité de l’algorithme des
forêts aléatoires sur l’ensemble du volume d’apprentissage tout en minimisant les accès
en lecture et écriture dans la mémoire externe.
Le chapitre 9 s’est attaché à étudier le fonctionnement de l’algorithme des forêts
aléatoires pour identifier les points critiques concernant la limitation de la mémoire
interne. Nous avons par la suite effectué une revue des différentes solutions proposées
dans la littérature pour pallier la contrainte de la mémoire.
Après avoir mis en évidence les avantages et les inconvénients des solutions propo-
sées, le chapitre 10 propose une version échelonnable de l’algorithme des forêts aléatoires,
baptisée SMART, qui combine plusieurs avantages des solutions proposées dans la litté-
rature tout en essayant de résoudre leurs inconvénients. En particulier, il a été identifié,
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dans la version classique de l’algorithme, que le tri des données suivant les attributs est
redondant. SMART s’inspire des méthodes SLIQ et SPRINT en permettant à travers le
choix judicieux de structures de données de ne trier qu’une seule fois les données suivant
chaque attribut. SMART s’inspire aussi de la méthode Google PLANET qui choisit une
stratégie d’exécution suivant la taille des données en entrée. La première contribution
apportée par SMART par rapport à ces méthodes est le fait de pouvoir construire un
comité d’arbres de décision en ne triant qu’une seule fois les données. De cette manière
SMART étend les méthodes SLIQ et SPRINT à l’algorithme des forêts aléatoires. Ce-
pendant, SMART tente de résoudre le point critique des méthodes SLIQ et SPRINT en
minimisant le nombre d’accès en lecture et écriture dans la mémoire externe. En effet,
la seconde contribution apportée par SMART est la détection des noeuds de l’arbre de
décision qui peuvent être traités en mémoire interne. Pour ces noeuds, SMART change
de stratégie d’exécution pour permettre un traitement plus efficace des données.
Finalement, le chapitre 11 a permis de valider la stabilité de l’algorithme SMART
avec une métrique proposée qui permet de comparer la structure de 2 arbres de décision
pour vérifier qu’ils sont identiques. Il a été montré que l’algorithme SMART fournit des
arbres de décision identiques à l’algorithme des forêts aléatoires classique. La faisabilité
de l’algorithme SMART a été vérifiée par l’apprentissage supervisé sur des données issues
de séries multi-temporelles recouvrant toute la zone sud de la France représentant 60
gigaoctets de données d’apprentissage. L’algorithme SMART ouvre ainsi la perspective
de production de cartes d’occupation des sols à l’échelle globale.
12.2 Perspectives
Dans ces travaux, l’objectif était de trouver une solution algorithmique pour pallier la
contrainte de la mémoire interne et permettre l’apprentissage supervisé sur des volumes
de données d’apprentissage de taille arbitraire.
Par rapport aux méthodes classiques, il a été montré que l’algorithme SMART per-
met de traiter des volumes de données de l’ordre des dizaines de gigaoctets voire centaines
de gigaoctets. Cependant, plusieurs étapes nécessitent d’être améliorées. Le nouveau
point critique de l’algorithme SMART se situe lors du relais entre la stratégie PEM et la
stratégie EM. En effet, il est nécessaire d’allouer en mémoire les données d’apprentissage
qui appartiennent au noeud qu’il faut construire. Cette étape nécessite de lire toutes
les listes d’attributs et de sélectionner les valeurs correspondant aux données du noeud.
Lorsque le nombre d’attributs est élevé, le temps d’exécution de cette étape devient
non négligeable. Une idée serait de charger en mémoire plusieurs ensembles de données
pour plusieurs noeuds. Cela impliquerait de retarder le changement de stratégie et de
continuer l’exécution de la stratégie PEM jusqu’à que l’ensemble des données des noeuds
d’un même niveau puisse être stocké en mémoire interne. Cela permettrait de n’explorer
qu’une seule fois toutes les listes d’attributs.
Une seconde idée d’amélioration serait la parallélisation à plusieurs niveaux de l’algo-
rithme SMART. La parallélisation haut niveau consiterait à déployer la construction de
158
chaque arbre de décision sur plusieurs machines. Ainsi, le temps d’exécution serait di-
visé exactement par le nombre de machines car aucune communication n’est nécessaire
entre les machines durant la procédure de construction. La parallélisation bas niveau
concernerait les étapes internes à la construction d’un arbre de décision. En effet, dans
l’algorithme SMART, plusieurs étapes lors de la construction d’un arbre de décision sont
facilement parallélisables. En particulier, les parallélisations de la détermination des cou-
pures optimales dans la stratégie PEM et de l’exécution des stratégies EM permettraient
une réduction non négligeable du temps d’exécution.
Enfin, il serait intéressant de mettre en oeuvre et tester la stratégie HM avec l’utilisation
de la structure MFU. En particulier, il faudrait determiner, en fonction de la nature des
données d’apprentissage, quelle stratégie de remplacement utiliser pour minimiser les






Cette thèse s’est focalisée sur une problématique majeure concernant l’exploitation
de grands volumes de données en télédétection. En effet, avec l’arrivée des missions à
forte revisite temporelle et haute résolution spatiale, un nouveau cap est franchi en terme
de volumes de données à exploiter. La problématique se situe au niveau de la limitation
de la mémoire disponible dans un ordinateur. Cette contrainte réduit la visibilité de
l’algorithme sur les données qu’il doit traiter, modifiant ainsi le résultat final par rapport
au résultat attendu. Cette thèse a abordé cette problématique pour les algorithmes de
segmentation et de classification en télédétection.
13.1 Segmentation
13.1.1 Bilan
La première partie s’est attachée à étudier le passage à l’échelle des méthodes de
segmentation lorsque l’image à segmenter est trop volumineuse pour être stockée dans
la mémoire interne de l’ordinateur. Notre attention s’est portée sur les algorithmes de
segmentation par fusion de régions car ils sont très utilisés actuellement pour l’analyse
orientée objet des images satellites.
Après avoir identifié les étapes communes lors de la procédure d’une segmentation
par fusion de régions, nous avons développé un algorithme de fusion de régions générique,
baptisé algorithme GRM (“Generic Region Merging”), indépendant du critère local d’ho-
mogénéité et de l’heuristique de décision de fusion choisis par l’utilisateur. L’algorithme
GRM a été conçu pour utiliser efficacement la ressource mémoire de l’ordinateur avec
particulièrement une représentation optimisée des contours des segments.
Nous avons mesuré l’impact du découpage de l’image sur les segments résultants
obtenus avec l’algorithme GRM. La présence d’artefacts a été observée sur les bordures
communes des tuiles à cause de l’incompatibilité des segments. Une étude des segments
à l’intérieur des tuiles a révélé également la présence de segments sous-optimaux. Il a été
conclu que le découpage de l’image engendre des segments résultants différents comparés
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à ceux obtenus sans un découpage de l’image préalable. L’algorithme GRM n’est donc
pas stable lorsqu’une stratégie de découpage est utilisée.
Après avoir identifié les interactions qui peuvent exister entre les données lors d’une
procédure de segmentation avec l’algorithme GRM, une version échelonnable, baptisée
LSGRM, (“Large Scale Generic Region Merging”) a été proposée. Le découpage de la
tuile est toujours utilisé. Cependant, la façon de découper les tuiles a été revisitée en
considérant autour de chacune d’elles une couronne de stabilité. Cette couronne assure
que les segments situés à l’intérieur de la tuile sont identiques à ceux obtenus sans
le découpage. La largeur de celle-ci représente la valeur de la marge de stabilité qui
est exprimée en fonction du nombre d’itérations que nous désirons appliquer. Ainsi,
l’algorithme LSGRM consiste à découper l’image en tuiles avec leur marge de stabilité
et à appliquer successivement des segmentations partielles sur les tuiles en considérant
à chaque fois une marge de stabilité appropriée.
La stabilité de l’algorithme LSGRM a ensuite été démontrée expérimentalement pour
valider l’expression de la marge de stabilité en fonction du nombre d’itérations. Enfin,
la faisabilité de l’algorithme LSGRM a été démontrée par la segmentation de plusieurs
images complètes Pléiades à très haute résolution nécessitant des dizaines de gigaoctets
en mémoire interne. Nous avons noté l’absence d’artefacts sur les bordures communes
des tuiles mettant en évidence la compatibilité des segments de part et d’autre de ces
bordures et l’absence de segments sous-optimaux à l’intérieur des tuiles montrant que
notre solution garantit des résultats stables.
13.1.2 Perspectives
Plusieurs pistes seraient ouvertes pour améliorer l’algorithme LSGRM. La première
serait de paralléliser l’exécution de celui-ci sur des environnements distribués. La paral-
lélisation s’effectuerait sur plusieurs niveaux. La parallélisation haut niveau consisterait
à déployer la segmentation d’une image sur un cluster où chaque noeud aurait en charge
la segmentation d’une ou plusieurs tuiles. Lors de la conception, une attention toute
particulière devrait être portée sur le temps de communication entre les noeuds du clus-
ter pour éviter d’augmenter le temps d’exécution. L’avantage est que le temps d’accès
dans la mémoire externe apparaît être négligeable devant le temps nécessaire pour la
segmentation de chaque tuile. Cette observation est très intéressante car elle indique que
le gain obtenu lors de la parallélisation serait potentiellement important. Une paralléli-
sation bas niveau serait également intéressante pour permettre de gagner en accélération
sur certaines étapes internes à la segmentation.
Certaines structures de données ont été choisies pour la conception des algorithmes
GRM et LSGRM. Il serait intéressant d’effectuer une étude comparative sur le temps
d’exécution en fonction des structures de données utilisées. Ceci peut être effectué faci-
lement grâce à la programmation utilisant des templates en C++.
Enfin, nous pensons qu’il est possible d’étendre la méthodologie utilisée pour conce-
voir l’algorithme LSGRM à d’autres familles d’algorithmes de segmentation. Le travail




La seconde partie de cette thèse s’est attachée à étudier le passage à l’échelle des
méthodes d’apprentissage supervisé en télédétection. Nous avons porté notre attention
sur l’algorithme des forêts aléatoires car il est de plus en plus utilisé ces dernières années
à cause de sa facilité de paramétrage, sa vitesse d’execution et de la performance des
comités de classifieurs faibles.
Il a été constaté que lorsque le volume des données d’apprentissage est trop volumi-
neux pour être stocké dans la mémoire interne, cela a pour conséquence de dégrader la
performance de prédiction du classifieur. La raison est que la limitation de la mémoire
impose à l’algorithme d’apprentissage d’avoir la visibilité sur une portion non représenta-
tive de l’ensemble des données. Plusieurs solutions pour cet algorithme ont été proposées
pour pallier la contrainte de la mémoire mais aucune d’elle ne garantit un algorithme
échelonnable et stable.
Nous avons proposé une version échelonnable de l’algorithme des forêts aléatoires,
baptisé SMART (“Scalable Multi strAtegy Random Trees”). Lorsque le volume d’ap-
prentissage ne peut être stocké en mémoire, cet algorithme assure d’obtenir un classifieur
identique à celui obtenu si la contrainte de la mémoire n’existait pas. Pour cela, l’algo-
rithme SMART étend la solution proposée pour les méthodes SLIQ et SPRINT pour
la construction d’un comité d’arbres de décision. Les arbres de décision sont construits
par niveau en n’explorant qu’une seule fois les listes d’attributs. De plus, l’opération de
tri, qui est appelée pour la construction de chaque noeud dans la version classique de
l’algorithme, n’est effectuée qu’une seule fois lors de la procédure. Ceci est possible grâce
à un choix judicieux des structures de données. Cependant, SMART apporte une amé-
lioration à ces méthodes existantes, permettant de minimiser drastiquement les accès en
lecture et écriture dans la mémoire externe. En effet, inspiré par la solution proposée
pour Google PLANET, l’algorithme SMART combine plusieurs stratégies de construc-
tion de l’arbre de décision. Lorsque la taille des données le permet, SMART passe le
relais à une stratégie d’exécution plus efficace pour accélérer le temps d’exécution.
La stabilité de l’algorithme SMART a été démontrée à l’aide d’une nouvelle mé-
thode pour comparer 2 arbres de décision. La faisabilité de l’algorithme a ensuite été
testée sur des dizaines de gigaoctets de données d’apprentissage issues de séries multi-
temporelles recouvrant toute la zone sud de la France. L’algorithme SMART s’est avéré
être performant comparé aux solutions proposées dans la littérature.
13.2.2 Perspectives
Plusieurs pistes restent à être approfondies pour améliorer l’efficacité de l’algorithme
SMART. Un point critique a été identifié lors du changement entre la stratégie PEM
(“Partitionnement En Mémoire”) et la stratégie EM (“En Mémoire”) lorsque le nombre
d’attributs est élevé. L’allocation des données en mémoire requiert un certain temps car
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il est nécessaire d’explorer toutes les listes d’attributs initiales dans la mémoire externe.
Il serait donc nécessaire d’accélérer cette étape.
Comme pour la segmentation, une seconde piste serait d’étudier la parallélisation de
l’algorithme SMART. Une première solution serait que chaque arbre de décision pourrait
être construit indépendamment, rendant réalisable la contruction de comités contenant
beaucoup de classifieurs sur des environnement distribués. Une parallélisation bas niveau
pourrait être étudiée pour les étapes internes de construction d’un arbre de décision.
Enfin, il serait intéressant de mettre en oeuvre et tester la stratégie HM (“Hors
Mémoire”) avec l’utilisation de la structure de données MFU (“Most Frequently Used”).
En particulier il faudrait étudier la stratégie de remplacement utilisée pour la MFU afin
de minimiser les accès dans la mémoire externe.
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A Description des satellites Pléiades
La table 1 décrit les satellites Pléiades. Les travaux sur la segmentation ont été
testées sur les images à très haute résolution fournies par ces satellites.







0.43 µm - 0.55 µm 2.8 m
0.49 µm - 0.61 µm 2.8 m
0.6 µm - 0.72 µm 2.8 m
0.75 µm - 0.95 µm 2.8 m




Emprise (km × km) 20 × 20
Table 1 – Description des satellites Pléiades.
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B Description des données d’apprentissage
Les données d’apprentissage utilisées pour tester la stabilité et la faisabilité de l’algo-
rithme SMART sont issues d’un ensemble de séries multi-temporelles recouvrant toute
la zone sud de la France. Au total, nous disposons de 23 tuiles de taille 7189 × 6997
illustrées dans la figure 1.
Figure 1 – Ensemble des données d’apprentissage recouvrant la zone sud de la France.
Chaque tuile est composée de 15 images multispectrales prises à différentes dates
durant l’année 2013 par le satellite Landsat 8 décrit dans la table 2.
Chaque image multispectrale est composée de 7 bandes dont 4 dans le spectre visible
(400 nm à 800 nm) et 3 dans le domaine infrarouge. Chaque bande spectrale est fournie
avec une résolution de 30 mètres. En plus de de ces bandes spectrales, 3 indices de
végétation sont également fournis : le NDVI, NDWI ainsi que l’indice de luminance du
sol (Brightness). Le NDVI est un indice de végétation par différence normalisée qui est
construit à partir de la bande rouge, noté R et de la bande infrarouge, noté PIR et se





Le NDWI est l’indice de teneur en eau par différence normalisée. Il est construit à partir
d’une bande infrarouge à courte longueur d’onde, notée SWIR (entre 1500 et 1750 nm)












Instruments ETM+ et OLI/TIRS
Bandes (avec résolution)
0.450 µm - 0.515 µm 30 m
0.525 µm - 0.605 µm 30 m
0.630 µm - 0.690 µm 30 m
0.775 µm - 0.900 µm 30 m
1.550 µm - 1.750 µm 30 m
2.090 µm - 2.350 µm 30 m
10.00 µm - 12.50 µm 60 m




Emprise (km × km) 185 × 180
Table 2 – Description du satellite Landsat 8.
L’indice de luminance du sol est calculé à partir des 7 bandes spectrales disponibles avec





où bi est la ième bande spectrale. Au total, chaque image est ainsi composée de 10 canaux.
Une base de données vecteur contenant les vérités terrain de la zone recouverte par
les tuiles est utilisée. Au total, cette base de données vecteur contient un peu plus de
3 millions de polygones regroupant 19 classes. Chacun des polygones contient plusieurs
pixels. Dans nos tests, une donnée d’apprentissage représente un pixel contenu dans un




La détermination de la zone d’influence et l’expression de la marge de stabilité pour
les méthodes de segmentation par fusion de régions a été valorisée par une présentation
orale dans une conférence [109].
Ce même travail a aussi été primé lors des journées CNES Jeunes Chercheurs et a
fait l’objet d’un article dans le journal CNES Magazine paru en Janvier 2015 page 31
mettant en avant l’apport de cette recherche dans le domaine du big data.
Enfin, l’ensemble des travaux sur la segmentation ont conduit à un article [110]
décrivant les différentes étapes de l’algorithme LSGRM.
Un article sur l’algorithme SMART est actuellement en préparation.
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D Applications et développement logiciel
L’algorithme GRM est disponible en tant que Remote Module dans le logiciel Orfeo
Toolbox 1. L’algorithme LSGRM ainsi que l’algorithme SMART sont en cours de prépa-
ration pour être intégrés en tant que Remote Module dans OTB. Les développements
en version beta sont actuellement disponibles sur le site de l’auteur 2.
Ces algorithmes sont actuellement utilisés dans le domaine de la recherche (SERTIT
à Strasbourg, l’université Harban Instiutute of Technology en Chine, le projet Gnorasi
en Grèce) mais aussi dans le domaine industriel avec l’entreprise C-S Systèmes d’Infor-
mation et l’entreprise Atos qui porte les algorithmes dans un environnement distribué
utilisant la technologie Apache Spark pour le traitement des images Sentinel-2.





Les récentes missions spatiales d’observation de la Terre fourniront des images optiques à très hautes réso-
lutions spatiale, spectrale et temporelle générant des volumes de données massifs. L’objectif de cette thèse est
d’apporter de nouvelles solutions pour le traitement efficace de grands volumes de données ne pouvant être conte-
nus en mémoire. Il s’agit de lever les verrous scientifiques en développant des algorithmes efficaces qui garantissent
des résultats identiques à ceux obtenus dans le cas où la mémoire ne serait pas une contrainte.
La première partie de la thèse se consacre à l’adaptation des méthodes de segmentation pour le traitement
d’images volumineuses. Une solution naïve consiste à découper l’image en tuiles et à appliquer la segmentation sur
chaque tuile séparément. Le résultat final est reconstitué en regroupant les tuiles segmentées. Cette stratégie est
sous-optimale car elle entraîne des modifications par rapport au résultat obtenu lors de la segmentation de l’image
sans découpage. Une étude des méthodes de segmentation par fusion de régions a conduit au développement d’une
solution permettant la segmentation d’images de taille arbitraire tout en garantissant un résultat identique à celui
obtenu avec la méthode initiale sans la contrainte de la mémoire. La faisabilité de la solution a été vérifiée avec
la segmentation de plusieurs scènes Pléiades à très haute résolution avec des tailles en mémoire de l’ordre de
quelques gigaoctets.
La seconde partie de la thèse se consacre à l’étude de l’apprentissage supervisé lorsque les données ne peuvent
être contenues en mémoire. Dans le cadre de cette thèse, nous nous focalisons sur l’algorithme des forêts aléatoires
qui consiste à établir un comité d’arbres de décision. Plusieurs solutions ont été proposées dans la littérature
pour adapter cet algorithme lorsque les données d’apprentissage ne peuvent être stockées en mémoire. Cependant,
ces solutions restent soit approximatives, car la contrainte de la mémoire réduit à chaque fois la visibilité de
l’algorithme à une portion des données d’apprentissage, soit peu efficaces, car elles nécessitent de nombreux accès
en lecture et écriture sur le disque dur. Pour pallier ces problèmes, nous proposons une solution exacte et efficace
garantissant une visibilité de l’algorithme sur l’ensemble des données d’apprentissage. L’exactitude des résultats
est vérifiée et la solution est testée avec succès sur de grands volumes de données d’apprentissage.
Abstract
Recent Earth observation spatial missions will provide very high spectral, spatial and temporal resolution
optical images, which represents a huge amount of data. The objective of this research is to propose innovative
algorithms to process efficiently such massive datasets on resource-constrained devices. Developing new efficient
algorithms which ensure identical results to those obtained without the memory limitation represents a challenging
task.
The first part of this thesis focuses on the adaptation of segmentation algorithms when the input satellite
image can not be stored in the main memory. A naive solution consists of dividing the input image into tiles and
segment each tile independently. The final result is built by grouping the segmented tiles together. Applying this
strategy turns out to be suboptimal since it modifies the resulting segments compared to those obtained from
the segmentation without tiling. A deep study of region-merging segmentation algorithms allows us to develop a
tile-based scalable solution to segment images of arbitrary size while ensuring identical results to those obtained
without tiling. The feasibility of the solution is shown by segmenting different very high resolution Pléiades images
requiring gigabytes to be stored in the memory.
The second part of the thesis focuses on supervised learning methods when the training dataset can not be
stored in the memory. In the frame of the thesis, we decide to study the Random Forest algorithm which consists of
building an ensemble of decision trees. Several solutions have been proposed to adapt this algorithm for processing
massive training datasets, but they remain either approximative because of the limitation of memory imposes a
reduced visibility of the algorithm on a small portion of the training datasets or inefficient because they need
a lot of read and write access on the hard disk. To solve those issues, we propose an exact solution ensuring
the visibility of the algorithm on the whole training dataset while minimizing read and write access on the hard
disk. The running time is analysed by varying the dimension of the training dataset and shows that our proposed
solution is very competitive with other existing solutions and can be used to process hundreds of gigabytes of
data.
