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ABSTRACT 
 
Systematic condition assessment of high-quantity low-cost roadway assets such as traffic 
signs, guardrails, and pavement markings requires frequent reporting on location and up-to-date 
status of these assets. Today, most Departments of Transportation (DOTs) in the US collect data 
using camera-mounted vehicles to filter, annotate, organize, and present the data necessary for 
these assessments. However, the cost and complexity of the collection, analysis, and reporting as-
is conditions result in sparse and infrequent monitoring. Thus, some of the gains in efficiency are 
consumed by monitoring costs. This dissertation proposes to improve frequency, detail, and 
applicability of image-based condition assessment via automating detection, classification, and 3D 
localization of multiple types of high-quantity low-cost roadway assets using both images 
collected by the DOTs and online databases such Google Street View Images. To address the new 
requirements of US Federal Highway Administration (FHWA), a new method is also developed 
that simulates nighttime visibility of traffic signs from images taken during daytime and measures 
their retro-reflectivity condition. 
To initiate detection and classification of high-quantity low-cost roadway assets from 
street-level images, a number of algorithms are proposed that automatically segment and localize 
high-level asset categories in 3D. The first set of algorithms focus on the task of detecting and 
segmenting assets at high-level categories. More specifically, a method based on Semantic Texton 
Forest classifiers, segments each geo-registered 2D video frame at the pixel-level based on shape, 
texture, and color. A Structure from Motion (SfM) procedure reconstructs the road and its assets 
in 3D. Next, a voting scheme assigns the most observed asset category to each point in 3D. The 
experimental results from application of this method are promising, nevertheless because this 
method relies on using supervised ground-truth pixel labels for training purposes, scaling it to 
various types of assets is challenging. To address this issue, a non-parametric image parsing 
method is proposed that leverages lazy learning scheme for segmentation and recognition of 
roadway assets. The semi-supervised technique used in the proposed method does not need 
training and provides ground truth data in a more efficient manner. It is easily scalable to thousands 
of video frames captured during data collection. Once the high-level asset categories are detected, 
specific techniques needs to be exploited to detect and classify the assets at a higher level of 
granularity. To this end, performance of three computer vision algorithms are evaluated for 
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classification of traffic signs in presence of cluttered backgrounds and static and dynamic 
occlusions. Without making any prior assumptions about the location of traffic signs in 2D, the 
best performing method uses histograms of oriented gradients and color together with multiple 
one-vs-all Support Vector Machines, and classifies these assets into warning, regulatory, stop, and 
yield sign categories. To minimize the reliance on visual data collected by the DOTs and improve 
frequency and applicability of condition assessment, a new end-to-end procedure is presented that 
applies the above algorithms and creates comprehensive inventory of traffic signs using Google 
Street View images. By processing images extracted using Google Street View API and 
discriminative classification scores from all images that see a sign, the most probable 3D location 
of each traffic sign is derived and is shown on the Google Earth using a dynamic heat map. A data 
card containing information about location, type, and condition of each detected traffic sign is also 
created. Finally, a computer vision-based algorithm is proposed that measures retro-reflectivity of 
traffic signs during daytime using a vehicle mounted device. The algorithm simulates nighttime 
visibility of traffic signs from images taken during daytime and measures their retro-reflectivity. 
The technique is faster, cheaper, and safer compared to the state-of-the-art as it neither requires 
nighttime operation nor requires manual sign inspection. It also satisfies measurement guidelines 
set forth by FHWA both in terms of granularity and accuracy. 
To validate the techniques, new detailed video datasets and their ground-truth were 
generated from 2.2-mile smart road research facility and two interstate highways in the US. The 
comprehensive dataset contains over 11,000 annotated U.S. traffic sign images and exhibits large 
variations in sign pose, scale, background, illumination, and occlusion conditions. The 
performance of all algorithms were examined using these datasets. For retro-reflectivity 
measurement of traffic signs, experiments were conducted at different times of day and for 
different distances. Results were compared with a method recommended by ASTM standards. The 
experimental results show promise in scalability of these methods to reduce the time and effort 
required for developing road inventories, especially for those assets such as guardrails and traffic 
lights that are not typically considered in 2D asset recognition methods and also multiple 
categories of traffic signs. The applicability of Google Street View Images for inventory 
management purposes and also the technique for retro-reflectivity measurement during daytime 
demonstrate strong potential in lowering inspection costs and improving safety in practical 
applications.  
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CHAPTER 1. INTRODUCTION 
 
Roadway assets are essential physical components of an infrastructure system that require 
preventive, restorative, or replacement work activities to preserve their functionality in an accepted 
level of service. Managing and maintaining infrastructure is not a new problem, nonetheless, in 
recent decades significant expansion in size and complexity of the infrastructure networks have 
posed several new engineering and management problems on how existing infrastructure can be 
monitored, prioritized, and maintained in a timely fashion (Golparvar-Fard et al. 2012). The fast 
pace of deterioration, and the limited funding available have motivated the Departments of 
Transportation (DOTs) to consider prioritizing roadway assets based on their existing conditions. 
In the meantime, the American Society of Civil Engineers (ASCE) has estimated that $170 billion 
in capital investment would be needed on an annual basis to improve existing conditions of the 
national infrastructure system (ASCE 2013). Despite the significance, there is a lack of reliable 
and up-to-date databases which can integrate geospatial, economic, and maintenance asset data. 
Such centralized databases can help DOTs better prioritize different roadway sections for 
maintenance and replacement planning purposes. This requires the DOTs to always keep an 
updated record on the condition of many types of high-quantity low-cost roadway assets such as 
light poles, guardrails, pavement markings, and traffic signs (Balali et al. 2015; Cheok et al. 2010). 
The key elements toward development of an asset management program that is capable of 
producing such inventories are: 1) inexpensive and continuous data collection; and 2) methods that 
can further analyze the collected data for condition assessment purposes. For many of these high 
quantity low capital cost assets, the records of locations and most updated status are either 
unavailable or incomplete (Balali et al. 2013). The DOT practitioners can then leverage these 
assessments for maintenance and replacement planning purposes, and ultimately improve the 
condition of the overall transportation systems. To minimize challenges in data collection, over 
the past few years, the DOTs have pro-actively looked into road inventory data collection 
techniques. Given the significance of the problem, the Federal Highway Administration (FHWA) 
has recently requested identification of the gaps between currently available data collection 
technologies and the need for collecting comprehensive information about the nation’s roadway 
infrastructure (FHWA 2010). Thus, over the past few years, several US DOTs have looked into 
Information Technologies (IT) that enable both raw and formatted asset data to be processed, 
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stored, and utilized in an integrated asset management system. For roadway asset management, 
today’s most common IT capabilities focus on collecting inventory data (asset location, quality, 
age), typically together with photographic documentation, and also tracking public comments on 
current conditions (Flintsch and Bryant 2009; Markow 2007). For example, the Tennessee 
Department of Transportation receives continuous updates from Tennessee Road Information 
Management System (TRIMS) and Maintenance Management System (MMS) in a central 
database of roadway assets including traffic signs, guardrails, and pavement markings. The New 
Mexico State Highway and Transportation Department collects data on most types of visible 
roadway assets except for light posts and road detectors (Haas and Hensing 2005). Virginia 
Department of Transportation has also recently developed a web-based asset management system 
using Google maps and Google earth (de la Garza et al. 2010). While there is evident documented 
benefits that these methods address problems in data collection, the process of identifying assets 
and inspecting their availability, exact locations, and conditions remains dominantly manual and 
still needs to be systematically addressed. 
Despite the importance of the level of detail and the accuracy in the data collection process, 
current practices are still predominantly manual, time-consuming, labor-intensive, subjective, and 
potentially unsafe (Balali et al. 2013; de la Garza et al. 2010; Rasdorf et al. 2009). In addition, 
most maintenance decision-making approaches employ a discrete representation of asset 
conditions. Advances in continuous condition based decision-making are of interest to the 
infrastructure management community, since infrastructure damage variables are typically 
continuous in nature. Rapid advances in automated inspection techniques are easily measuring 
these damage variables, and practical beneﬁts from considering this more natural representation 
of condition are increasingly possible. These advances foster further research in formulating, 
solving, and implementing infrastructure management methods using continuous representations 
of important condition variables. Some research studies have already addressed the problem of 
automated detection, classification, and assessment of roadway assets in a discrete fashion 
(Mashford et al. 2007; Meegoda et al. 2006).  
The significant size of the data which needs to be collected also negatively impacts the 
quality of the data collection and data analysis process. In addition, the subjectivity and experience 
of the raters have an undoubted influence on the final assessments (Balali et al. 2013; Bianchini et 
al. 2010). The substantial expansion in size and complexity of roadway networks, in addition to 
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the difficulties in data collection has made the National Academy of Engineering (NAE 2010) to 
identify the process of efficiently creating records of the locations and up-to-date status of the civil 
infrastructure as one of the Grand Engineering Challenges of the 21st century. There is a need for 
a credible and well-managed asset data collection and analysis that can provide useable asset 
inventories to DOTs for further condition assessments. This method needs to enable inexpensive 
and continuous data collection for high-quantity assets and provide detailed data on their 
conditions. Figure 1.1 shows examples of two major categories of high-quantity, low-cost roadway 
assets: 
 Assets that can be detected from 2D images (e.g. traffic sign), 
 Assets that cannot be segmented from single imagery and need 3D data for proper 
segmentation (e.g. guardrail) 
 
Figure 1.1 Example Frames from Video Sequences in our Asset Dataset. Assets That Can Be Detected 
in 2D Images: (a) Traffic Signs and (c) Mile Marker; Assets That Cannot Be Detected from Single 
Images and Need to Be Detected In 3D: (b) Guardrails and (d) Traffic Light 
 
Furthermore, data collection methods for roadway inventory management are not 
standardized in the United States. In fact, most state DOTs still have to drive a vehicle down the 
road of interest and record any observed problem manually (Balali et al. 2013; Brkic 2010; de la 
Garza et al. 2011). To streamline the process of data collection, research has focused on application 
of automated identification sensors. Recent examples include application of GPS/GIS (Tsai et al. 
2009), road sensors; e.g., In-Vehicle Navigation Service (INS) (Jalayer et al. 2013), Inertia 
Measurement Unit (IMU) (Gong et al. 2012), and Distance Measurement Indicator (DMI) 
(a) (b)
(d)(c)
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(Mordohai et al. 2007; Scaramuzza et al. 2009) , laser scanning (de la Garza et al. 2011; Walters 
and Jaselskis 2005), and RFID (de la Garza et al. 2010). 
Today, the most dominant technique involves videotaping road assets on a massive scale 
using inspection vehicles equipped with three to five frontal high-resolution cameras (Balali and 
Golparvar-Fard 2014). These videos contain significant visual information about all assets (type, 
location, and condition) and their supporting infrastructure systems (poles, trusses, etc.) which 
make them very appealing for remote condition assessment purposes. Typically, by sitting in front 
of two or more monitor screens, practitioners detect and assess the condition of these assets based 
on their own experience and a condition assessment handbook. Due to the high cost of manual 
condition assessment for millions of miles of roads, assessments are only conducted for critical 
roadways and are performed intermittently. Thus, the records on many local and regional roads 
are often not updated frequently. Video-based data collection and analysis has to be done for 
millions of miles of roads and the practice needs to be repeated periodically. 
Recently several non-DOT entities have commenced collecting street-level panoramic 
photographs on a country-wide scale. Examples include Google Street View, Microsoft Streetside, 
Mapjack, EveryScape, and Cyclomedia Globspotter (Creusen and Hazelhoff 2012). The 
availability of these large-scale databases– which are also frequently updated– offers the 
possibility to replace or perhaps augment the current DOT practices of roadway asset data 
collection and minimize costs (Balali et al. 2015). In particular, using Google Street View images 
can reduce the number of redundant enterprise information systems that collect and manage traffic 
inventories. Applying computer vision methods to these large collections of images has potential 
to create the necessary inventories more efficiently (Balali et al. 2015). One has to keep in mind 
that beyond changes in illumination, clutter/occlusions, varying positions and orientations, the 
intra-class variability can challenge the task of automated traffic sign detection and classification.  
The level of detail and accuracy required for a high-quantity road asset data collection to 
document locations, physical attributes, and existing conditions, primarily depends on the intended 
use of the data (Flintsch and Bryant 2009). The process of condition assessment using massive 
visual datasets that the DOTs are collecting today involves reviewing all videos, manually 
detecting and localizing each asset in relevant video frames, corresponding them to prior 
assessments (if such database exists), and then performing manual condition assessment based on 
visual observations (FHWA 2005). In todays practice, the first few steps are the main bottlenecks 
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of the process. Instead of manually detecting and localizing assets within video frames and 
matching them to prior assessments which according to our verbal conversations with experts from 
Virginia and Illinois DOTs can take up to 60-70% of their time ideally the experts would only 
spend their time on the more value adding tasks of performing condition assessment on already 
detected assets, and decide on how existing conditions can be improved. Due to high costs 
associate with the reviews, the number of inspection cycles are very limited (MNDOT 2009) e.g. 
a survey cycle of one year duration for critical roadways. This creates negligence for all other local 
and regional roads which are also frequently used by commuters. Hence, many critical decisions 
may be made based on inaccurate or incomplete information, which may ultimately affect the 
assets maintenance and rehabilitation process.  
Instead of introducing a new method for data collection, this research leverages existing 
and already available video frames collected by the DOTs. These videos have high qualities and 
in particular high spatial resolution making them ideal for computer vision method. These videos 
depict large number of similar assets from different camera locations and viewpoints, and have 
wide variability in terms of illumination conditions, and video resolution/quality. Another 
challenge is the intra-class variability in the visual appearance of the road assets. During the data 
collection, occlusions are also frequent, and asset positions and orientations may vary (Balali et al. 
2013). Automating the analysis of massive visual datasets for detecting, localizing, and analyzing 
condition of road assets is a challenging research problem. Thus, in this research, we propose a 
new solutions that facilitate the processing of these existing videos. Such system has potential to 
minimize the need for detection and identifying asset in each video frame, and allows the expert 
to focus on the more important task of condition assessment. 
Traffic signs exhibit large pool of inter and intra-class similarities – As shown in the US 
Manual on Uniform Traffic Control Devices (MUTCD) ((FHWA) 2003), traffic signs are 
fabricated with large variety in appearance including materials, shapes, sizes, legends, and colors 
(Balali and Golparvar-Fard 2015; Tsai et al. 2009a). The MUTCD contains a few hundred different 
signs which are divided into 13 categories. Examples of inter and intra-class variability among the 
US signs can be seen in Figure 1.2. Many traffic signs in the US are visually alike and unlike the 
European ones, they primarily rely on text as opposed to variations in color, shape, and symbol. A 
robust detection and recognition algorithm should detect non-standardized assets (including traffic 
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signs) given hundreds of variations in geometrical properties (shape, dimension), or appearance 
(color, text, or font). 
 
Figure 1.2 Intra-class Variability of Traffic Signs in Different Illumination 
 
As a first step in addressing these challenges, development of vision-based algorithms in 
recent years has primarily focused on detection and classification of assets in a discrete fashion. 
Some of these research projects – for examples those funded by the Defense Advanced Research 
Project Agency (DARPA 2012)–  are motivated by the needs for autonomous vehicle systems. On 
the commercial side, several companies such as Google has also focused on the task of detection 
and classification of traffic signs for autonomous navigation purposes. In the case of Google 
autonomous vehicle, the joint application of laser scanners and cameras are proposed (Ali et al. 
2014; Cimpoi 2011). Consequently, several high-end vehicles are already equipped with driver 
assistance systems which offer automated detection and classification for a few classes of traffic 
signs (Brkic 2013). However the significance of the condition assessment task and the technical 
challenges are different. Not only a wide range of traffic signs need to be detected, but also both 
False Positive (FP) and False Negative (FN) rates should be very low. Ideally a method should 
also leverage the already collected video streams, because of many existing contracts for video 
data collection, allowing for less expensive alternatives for condition assessment purposes. These 
are the main reasons why current traffic sign inventory and condition assessment practices are still 
carried out manually. Accurate and inexpensive traffic sign detection can provide more frequent 
condition assessment of these type of assets over the time and such database would be useful for 
forecasting the performance and reliability assessment. 
The first step in managing these assets is monitoring their as-is conditions which involves 
evaluating placement, message clarity, line-of-sight, redundancy, daytime color, and nighttime 
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visibility (Balali et al. 2015). Nighttime visibility depends on a material property called retro-
reflectivity. Due to the significance of the nighttime performance, the U.S. Federal Highway 
Administration (FHWA) has enacted new regulations on minimum levels of retro-reflectivity for 
all traffic signs. As of January 2015, all agencies are required to comply with these requirements 
for red/white “regulatory” signs such as Stop and Speed Limit signs, yellow “warning” signs, and 
green/white “guide” signs. By January 2018, these requirements will also be applicable to 
overhead guide signs and street name signs (Carlson and Picha 2009). 
Enforcing these regulations requires agencies to frequently measure the current levels of 
retro-reflectivity and devise replacement plans. Two major measurement techniques are commonly 
used today: (a) using remote retro-reflectivity measurement device mounted on inspection 
vehicles. This device automatically measures retro-reflectivity, though the process needs to be 
done at night; (b) a practitioner using a hand-held device to measure retro-reflectivity. This device 
must physically touch the sign so the practitioner needs to perform this operation manually and 
sign-by-sign. This process can be performed during daytime, however, it is time-consuming, 
unsafe, and expensive (Balali and Golparvar-Fard 2015; Khalilikhah et al. 2015).  
To address current limitations, we propose a new technique which is similar to (a) as it 
performs remote measurements and is similar to (b) as it can be used during daytime. More 
precisely, we use computer vision techniques to reconstruct nighttime images using images taken 
during the day. We then use the reconstructed night images to measure retro-reflectivity similar to 
(a).  
  Retro-reflectivity is a property of surface materials that reflect light transmitted by a distant 
source (Austin et al. 2009). Retro-reflective materials are commonly used for traffic signs to 
enhance their visibility during night. However, a perfect retro-reflector reflects all the incoming 
light back toward the headlights, and can cause a safety hazard for the drivers. To create optimum 
visibility and to divert the reflected light from the driver’s direct line of sight, signs are coated with 
certain matt sheeting materials that have prismatic and micro-prismatic patterns. This coating 
mechanism allows the signs to be located safely out of the incoming light’s line of travel and yet 
be visible to the drivers at night. Figure 1.3 illustrates the role of retro-reflective material in sign 
visibility. 
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Figure 1.3 Some Examples of Daytime (Left) and Nighttime (Right) View of Traffic Signs 
 
According to the FHWA’s Manual on Uniform Traffic Control Devices (MUTCD) 
(FHWA 2009), minimum retro-reflectivity requirement depends on the color combination of a 
sign (Table 1.1). These guidelines –current as of January 2015– require retro-reflectivity to be 
measured in (𝑐𝑑 𝑙𝑥 𝑚2)⁄⁄  at an observation angle of 0.2˚ and an entrance angle of -4.0˚. Here 𝑐𝑑 
is candela– the unit of luminous intensity, which is the power that is emitted by the light source in 
a particular direction (brightness of a display devices) and 𝑙𝑥 is the unit of illuminance, which is a 
measure of how much the incident light illuminates the surface (hits and passes through a surface). 
 
Table 1.1 Minimum Retro-reflectivity Levels from the MUTCD. Retro-reflectivity Levels Are 
Measured in (𝒄𝒅 𝒍𝒙 𝒎𝟐)⁄⁄  at an Observation Angle of 0.2˚ and an Entrance Angle of -4.0˚ 
Sign Color 
Sheeting Type (ASTM D4956-04) 
Additional 
Criteria 
Beaded Sheeting Prismatic Sheeting 
I II III 
III, IV, VI, VII, 
VIII, IX, X 
White on Green 
W*; G≥7 W*; G≥15 W*; G≥25 W≥250; G≥25 Overhead 
W*; G≥7 W≥120; G≥15 
Ground-
mounted 
Black on Yellow Y*; O* Y≥50; O≥50  
Black on Orange Y*; O* Y≥75; O≥75  
White on Red W≥35; R≥7  
Black on White W≥50  
 
The latest MUTCD recommends two approaches for retro-reflectivity management (Figure 
1.4). Management methods which are primarily based on the life expectancy of the overall sign 
inventory. In these methods, life expectancy is estimated based on a number of factors including 
warranties, demonstrated performance, or control sign assessments. Assessment methods 
involving regular nighttime visibility measurements. The MUTCD permits the combination of 
these methods in any responsible program that reasonably assures compliance. 
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Figure 1.4 Retro-reflectivity Maintenance Methods 
 
There are several commonly used management methods which are as follows:  
 Expected Sign Life Method – Using various measures of demonstrated sheeting life, signs 
are replaced when they reach a certain age. This method requires agencies to track the installation 
dates using stickers on the back of the signs, bar codes, or computerized sign management systems. 
However, manually inspecting these stickers or barcodes can be very time-consuming, especially 
if the stickers or barcodes are not easily visible on the sign. 
Blanket Replacement Method is similar to expected sign life method, except that 
individual signs are not tracked. Instead a groups of signs are replaced at the same time based on 
the location and/or the type of the signs. In this method, as shown in Figure 1.4, an agency divides 
their jurisdiction into corridors and/or zones where the number of areas is related to replacement 
cycles. Then all signs are replaced in each zone/corridor according to their replacement cycles.  
In Control Signs Method, for a groups of similar signs, a single representative sign is 
placed at a controlled location. The control sign is measured for retro-reflectivity periodically. 
When the control sign is near minimum retro-reflectivity requirement, its in-service companions 
are replaced. This method has a low cost and does not require labor-intensive processes. However, 
a large set of control signs and adequate space are required to create statically significant results.  
Even though in management-based methods, signs are assigned a life expectancy at 
installation, yet their degradation speed varies based on location and environmental conditions. 
Thus, management methods which replace signs according to a schedule; will result in replacement 
of many signs that are still fully functional. 
Compared to management methods, the assessment methods lead to less frequent sign 
replacements and improve efficiency. These methods could be performed through visual 
inspection during nighttime (Nighttime Visual Inspection Method) or using retro-reflectometer 
Replace 
all signs in 
this area 
during 1st 
year
3rd 
year
5th
year
7th
year
Assessment MethodsManagement Methods
Visual Night 
Inspection
Retro-reflectivity 
Measurement
Expected 
Sign Life
Blanket 
Replacement
Control Signs
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devices during daytime (Retro-reflectivity Measurement Method). Through these methods, 
retro-reflectivity could be measured more regularly, and recommendations can be provided on the 
best timing for replacing a sign based on degradation levels. Manual visual inspections involve 
some degree of subjectivity, yet research has shown that trained observers can reasonably identify 
signs with marginal retro-reflectivity (Carlson and Lupes 2007). Measuring sign retro-reflectivity 
through a systematic process provides the most direct means of monitoring the maintained retro-
reflectivity levels and removes subjectivity. 
Currently, the most objective method to measure retro-reflectivity is to use handheld retro-
reflectometers (Brimley and Ye 2013; Hummer et al. 2013). A single handheld retro-reflectometer 
costs over ten thousand dollars (Reynolds 2012). Because this device needs to be in direct contact 
with a sign surface to take measurements -  even for the overhead signs and those ground mounted 
signs that are out of reach (see Figure 1.5)- its application can be labor-intensive, expensive, and 
potentially unsafe for the inspectors (Balali and Golparvar-Fard 2014; Preston et al. 2014). A 
bigger challenge is that these devices can only take measurements on pre-defined geometries 
which are not the best representatives of the actual driving geometries (Babić et al. 2014; Bhalla 
et al. 2003; Hulme et al. 2011). For example, measurements from twisted and leaning signs can 
result in retro-reflectivity above the minimum levels, while the actual luminance of the sign under 
nighttime conditions may be lower than the requirements (Shcukanec et al. 2014). Overall, all of 
the management or assessment methods, even those that are standardized by (FHWA 2009), are 
costly and/or labor intensive. In the past decade, research has proposed several measurement 
techniques to address these shortcomings. These techniques are covered in Chapter 2. 
 
Figure 1.5 Different Types of Handheld Retro-reflectometers. The Operator Needs to Assess Retro-
reflectivity of Each Sign Separately 
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1.1. Research Objectives 
The overarching goal of this research is to automate the entirety of data analysis and 
management of the low-cost high-quantity roadway assets specifically focusing on traffic signs by 
exploiting the application of a mounted array of inexpensive cameras and computing capacity on 
roadway inspection vehicles. Given the proposed configuration of cameras, the scope of the 
proposed research includes assets that are mainly located in the front and the right side of the 
mounted array of cameras: traffic signs, mile markers, pavement markings, traffic signals, light 
poles, guardrails and guardrail terminals. As a result detection of pavement distress, drop-inlets, 
paved ditches, and unpaved shoulders that are primarily visible on a road surface is not part of the 
scope of this research. The proposed framework can provide asset management and condition 
assessment researchers and evaluators with an accurate and comprehensive database of all types 
of traffic signs, allowing the former to build on this research towards the automation of condition 
assessment, and the latter to make better informed decisions on condition assessment and the best 
timing and strategies for maintenance. The goal of this research will be accomplished through the 
following research objectives: 
 Objective 1: Segmentation and 3D reconstruction of roadway assets 
o Create and validate a method for creating a 3D point cloud model of all objects 
along the roadway with the same video frames 
o Develop a method for identification of potential areas in 3D for extraction of 
particular types of assets 
o Refine the classification of assets and their types using joint appearance and 3D 
shape detection with high accuracy 
o Develop a method for localizing detected assets in the reconstructed 3D point cloud 
models 
 Objective 2: Segmentation and recognition of roadway assets from car-mounted camera 
video streams 
 Objective 3:  Evaluation of multi-class traffic signs detection and classification 
o Create and validate a method for identifying potential areas in 2D images for asset 
candidate extraction 
o Create and validate a method for classifying the 2D shape of the asset candidates 
with reasonable accuracy 
o Create and validate a method for classifying the texture and color of the asset 
candidates with reasonable accuracy 
 Objective 4: Mapping and 3D localizing of traffic signs using Google Street View images 
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o Develop a method for visualizing the assets and their types in an augmented reality 
environment for researchers and practitioners 
 Objective 5: Image-based retro-reflectivity measurement of traffic signs in daytime 
Develop a method for measuring the retro-reflectivity of traffic sign in a daytime and 
remotely 
 
1.2. Dissertation Structure 
This dissertation describes some of the segmentation, detection, classification, and 
development of the image-based 3D reconstruction and recognition of high-quantity low-cost 
roadway assets for enhancing the condition assessment. It is organized as follows: 
 Chapter 1 provides background including introduction and current practices in roadway 
asset management and why photogrammetry technology is needed for recognition, 
reconstruction, and condition assessment. 
 Chapter 2 presents a review of previous research into the development of image-based 
recognition and 3D reconstruction of roadways for enhanced condition assessment. 
 Chapter 3 presents the detail of the propose methods for segmentation, 3D 
reconstruction, detection, classification, localization, and condition assessment. 
 Chapter 4 shows the results and presents detailed discussion on each of the new method 
introduced in this dissertation 
 Chapter 5 summarizes the applicability of the proposed methods and finishes the 
conclusions and future direction from this research.  
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CHAPTER 2. LITERATURE REVIEW 
 
In most state-of-the-art practices, the analysis of the roadway assets data is not fully 
automated. The significant amount of information required to be manually processed may 
adversely affect the quality of the analysis, resulting in subjective reports (Torrent and Caldas 
2009), and minimizes opportunities for continuous monitoring which is a necessary step for 
roadway asset management improvement. Hence, many critical decisions may be made based on 
inaccurate or incomplete information, ultimately affecting the assets’ maintenance and 
rehabilitation process. 
Data collection, data management, and data integration are essential parts of a successful 
roadway asset management program (Flintsch and Bryant 2009). Important issues in the data 
collection and analysis process include accuracy and cost, level of subjectivity and variability, the 
speed of the process, as well as safety of the inspection crew. 
 
2.1. Data Collection 
Most of the roadway inventory data collection methods use one or more visual sensing 
methods to capture road inventory information. GPS, Inertia Measurement Unit (IMU), and 
Distance Measurement Indicator (DMI) are often used to provide accurate positional data for these 
visual sensing systems (Balali et al. 2013; Gong et al. 2012). The level of detail and accuracy of 
data collection primarily depend on the intended use of the data, yet in almost all cases can be 
classified into three categories (Flintsch and Bryant 2009): 
 Location of the asset; 
 Physical attributes: e.g., description of the asset, material type, size, length; 
 Condition: qualitative and generic: e.g., good or bad; quantitative and detailed: e.g., 
asset condition index.  
There are currently four dominant practices for asset data collection which are as follows: 
 
2.1.1. Manual data collection 
Automated methods that can facilitate the entire process of roadway asset data collection, 
verification, and updating are extremely limited or non-existent (de la Garza et al. 2011; FHWA 
2010). A large number of local and state highway agencies rely on extensive use of inspection 
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crews for manpowered data collection. As a result, the process of collecting roadway and asset 
data is conducted on a sporadic basis (FHWA 2010). With an exhaustive manual data collection, 
every necessary detail can be captured; nonetheless, the process will be extremely labor-intensive, 
time-consuming, costly, and potentially unsafe (Tsai and Wang 2008; Uslu et al. 2011). This in 
turn reduces the chances of frequent updates on the condition of assets. There is a need for a cost-
effective method that can collect such data automatically. 
 
2.1.2. Semi-automated data collection 
Semi-automated methods could facilitate data collection, but still require manual post-
processing for the analysis of the collected data. This further limits their application for assets that 
are located across thousands of road miles. Examples of these technologies include handheld 
computers equipped with GPS, road sensors, barcodes, and RFID tags. The collected data are 
documented either with pen and paper, or in more recent cases, with handheld computers equipped 
with GPS (de la Garza et al. 2009; Larson and Skrypczuk 2004). Despite the benefits of an 
electronic database, data logging is still conducted manually. In 2009, VDOT also conducted a 
pilot project for photographic documentation for all asset failures within the Stanton South TAMS 
Project (de la Garza et al. 2010). In both of these cases, the data collection process is almost fully 
automated, yet manual reviewing of millions of video frames to extract roadway assets is 
considerably labor-intensive and costly. 
 
2.1.3. Automated data collection 
The availability of cheap and high-resolution video cameras, large data storage capacities, 
in addition to advances in computing has resulted in most state DOTs adopting photographic 
documentation for their roadway assets (Hu and Tsai 2011b; Rasdorf et al. 2009). For example, 
the New Mexico State Highway and Transportation Department (NMSHTD) collects data on most 
types of visible roadway assets except for light posts and road detectors. As a result, a 
comprehensive report of certain types of assets can be provided on a regular basis (FHWA 2010). 
The data is collected using a sophisticated digital inspection vehicle which is equipped with four 
cameras mounted on support bars on the roof of the van. Their Road Feature Inventory (RFI) is 
then visualized by a “Virtual Drive” method.  A user can conduct an inspection walk through of 
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the route in a virtual environment and analyze the types, locations, and conditions of the assets 
manually. 
 
2.1.4. Remote data collection 
The last method pertains to the use of satellite imagery and remote sensing application. 
With advances in remote sensing technologies, it is possible to collect different types of data 
pertaining to the surface of Earth with relative ease. The Center for Transportation Research and 
Education (CTRE) is investigating the potential of high-resolution images acquired through 
satellites, lasers, and aerial photos for various aspect of roadway asset management (CTRE 2004). 
The images are used in conjunction with ground information in order to reference the location of 
assets and assess their conditions (NASA 2000; NCRST 2001). Similar to the previous data 
collection techniques, analyzing and evaluating conditions of the roadway assets is still 
predominantly manual and involves time consuming processes. 
 
2.1.5. Existing technologies in data collection 
Nowadays, various automated identification technologies can be utilized to enhance data 
collection, identification, and tracking of components in infrastructure management such as GPS 
and GIS (Tsai et al. 2009a), road sensors (Scaramuzza et al. 2009), laser scanning (de la Garza et 
al. 2011; Jaselskis et al. 2006), Radio-Frequency IDentification (RFID) (de la Garza et al. 2009; 
Kiziltas et al. 2008), barcode, Optical Character Recognition (OCR), and contact memory 
technologies. Other recent advancements in sensor and computer technology such as lasers, visual 
and infrared cameras, and ultrasound have also created new opportunities to collect data and 
improve the roadway infrastructure system more efficiently and accurately. Computer vision and 
image based reconstruction are particularly the latest techniques that have been used for automated 
detection, classification and assessment of assets in a discrete fashion. Some practices focus on 
condition assessment of assets. Examples of these works include (Hu and Tsai 2011; Tsai et al. 
2009b) which focus on condition assessment of traffic signs, or (Meegoda et al. 2006) which is an 
algorithm for condition assessment of culverts.  
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2.1.6. Vision-based technologies 
a. Laser scanners 
Advances in sensor technology, such as lasers have enabled capturing surface and 
subsurface roadway conditions and collect data at much higher speed. A laser scanner is a 3D 
imaging technology designed for capturing vast amounts of measurements of points in its vicinity 
in a short period of time. 3D laser scanning technology is being increasingly used for constructing 
3D virtual representations of infrastructures. A 3D laser scanner calculates the distance between 
the object and the scanner by emitting a laser beam either by determining the phase difference 
between the emitted and returned signals (phase-based scanners) or by calculating the laser beam 
travel time (time-of-flight scanners). The most common type of 3D imaging systems currently 
used in construction is time-of-flight laser scanners (Kavulya et al. 2011; Kiziltas et al. 2008). 
Phase-based laser scanners theoretically achieve measurements with higher accuracy as compared 
to time-of-flight scanners. 
 
Figure 2.1 Laser Scanners and Generated Point Cloud Models 
 
In a recent study, (de la Garza et al. 2011) implemented an Integrated Positioning System 
for 3D Mobile Mapping (IP-S2) to rapidly capture high-resolution 3D data of all roadway assets. 
Such systems enable data to be collected in a short period of time, and the vehicle speed has little 
impact on the quality of data. Nonetheless, the identification of the assets from the 3D data still 
needs to be conducted manually. Different lighting conditions and distances from the vehicle can 
also adversely affect the quality of the data. The methods that use laser scanning present other 
limitations such as high initial cost requirement, need for significant power, frequent maintenance, 
and expertise for operating the device. Laser scanners also suffer from mixed-pixel phenomena 
and require noise to be manually removed from the data in a post processed stage. Finally, laser 
scanners only provide Cartesian point clouds and do not enable other semantics such as appearance 
which is necessary for asset classification to be easily extracted. The laser scanner technology 
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cannot assess certain failure codes of high-quantity assets, including missing guardrail bolts, 
damage to the back of guardrail components, turned signs, and missing object markers.  
 
b. Image/Video streams 
Image-based 3D reconstruction and photogrammetric techniques enable extraction of 
semantics through registered imagery and as a result create unique opportunities for asset detection 
and localization (Balali et al. 2015; Balali et al. 2015; Golparvar-Fard et al. 2012). (Wu and Tsai 
2006b) used real digital images for automated road geometric data collection, especially in 
recognizing lane marks and shoulder edges. In the context of infrastructure 3D reconstruction, 
(Brilakis et al. 2011) proposed a structured video-grammetry for 3D reconstruction of 
infrastructure. Most of the work in this area only focuses on 3D reconstruction for generating maps 
and 3D terrain models. Nonetheless, none of these vision-based methods has been used to 
recognize, locate, assess condition of the roadway assets, and ultimately visualize the most updated 
status in a 3D environment. In the past few years, a few research groups have started using 3D 
image-based reconstruction algorithms for identification and localization of roadway assets. 
(Balali et al. 2015; Timofte et al. 2014) proposed a new approach for 2D recognition and 3D 
localization of traffic signs. In a more recent work, (Golparvar-Fard et al. 2012) builds 3D 
reconstruction and validates the applicability of this algorithm for roadway assets. A dense point 
cloud of assets creates an opportunity for 3D segmentation of the point cloud and identification of 
3D continuous assets.  
 
c. Multi-sensors and data fusion 
To address the need to collect roadway information economically, accurately, and reliably, 
FHWA Office of Advanced Research initiated the development of the Digital Highway 
Measurement System (DHMS) in 2003. DHMS is an instrumented vehicle which combined laser 
scanning sensors, high accuracy nationwide differential GPS and an airline quality inertial 
navigation unit, in order to accurately measure roadway geometry and to build 3D maps of features 
of interest on, over, or beside the road. 
Effective management of roadway assets requires comprehensive data on the asset 
inventory, its current condition, and its historical performance. New Mexico State Highway and 
Transportation Department (NMSHTD) checks the condition of a portion of the state roadway in 
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remote regions using virtual drive feature of the agency’s road features inventory. They use an 
image-based GPS data collection system for most types of visible roadway assets except for light 
posts and road detectors (Figure 2.2). This vehicle is equipped with four cameras mounted on 
support bars on the roof of the inspection vehicle. This van also carries other equipment such as a 
laser scanner which is used to capture pavement conditions and road geometry. By choosing a 
route, and start and end mileposts, a user can conduct an inspection walk through of the route on 
computer screen and analyze the types, location, and condition of assets manually (Medina et al. 
2009). 
 
Figure 2.2 (a) Digital Highway Measurement System; (b) NMSHTD Virtual Reality; (c) NMSHTD 
Van 
 
To date, state DOTs and local agencies in the U.S. have used a variety of roadway inventory 
methods. These methods vary based on cost, equipment type, the time requirements for data 
collection and data reduction, and can be categorized into four categories of field inventory 
methods, photo/video logs, integrated GPS/GIS mapping system, and aerial/satellite photography 
as shown in Table 2.1. 
A nationwide survey was recently conducted by the California Department of 
Transportation to investigate popularity of these methods among practitioners. The results (Ravani 
et al. 2009) shows the integrated GPS/GIS mapping method is considered to be the best short-term 
solution. Nevertheless, remote sensing methods such as satellite imagery and photo/video logs 
were indicated as the most attractive long-term solutions. The report also emphasizes that there is 
no one-size-fits-all approach for asset data collection. Rather the most appropriate approach 
depends on an agency’s needs and culture as well as the availability of economic, technological, 
and human resources. (de la Garza et al. 2010; Haas and Hensing 2005; Jalayer et al. 2013) have 
shown that the utility of a particular inventory technique depends on the type of features to be 
collected such as location, sign type, spatial measurement, and material property visual 
(b) (c)(a)
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measurement. As shown in Table 2.2, in all these cases the data is still collected and analyzed 
manually and thus inventory databases cannot be quickly or frequently updated. 
 
Table 2.1 Existing Roadway Inventory Data Collection Methods and Related Studies 
Methods Description Related works 
Field Inventory 
Using GPS survey and conventional 
optical equipment to collect desired 
information in the field 
(Jones 2004; Khattak et al. 2000; Zhou 
et al. 2013) 
Photo/Video Log 
Driving a vehicle along the roadway 
while automatically recording 
photos/videos, which can be 
examined later to extract information 
(Ai and Tsai 2014; Ai and Tsai 2011; 
DeGray and Hancock 2002; Hu et al. 
2004; Jeyapalan 2004; Jeyapalan and 
Jaselskis 2002; Maerz and McKenna 
1999; Robyak and Orvets 2004; Tsai et 
al. 2009a; Wang et al. 2010; Wu and 
Tsai 2006a) 
Integrated GPS/GIS 
Mapping Systems 
Using an integrated GPS/GIS field 
data logger to record and store 
inventory information 
(Caddell et al. 2009; Jones 2004) 
Aerial/Satellite 
Photography 
Analyzing high resolution images 
taken from aircraft or satellites to 
identify and extract roadway 
inventory information 
(Veneziano et al. 2002) 
 
A nationwide survey was recently conducted by the California Department of 
Transportation to investigate popularity of these methods among practitioners. The results (Ravani 
et al. 2009) shows the integrated GPS/GIS mapping method is considered to be the best short-term 
solution. Nevertheless, remote sensing methods such as satellite imagery and photo/video logs 
were indicated as the most attractive long-term solutions. The report also emphasizes that there is 
no one-size-fits-all approach for asset data collection. Rather the most appropriate approach 
depends on an agency’s needs and culture as well as the availability of economic, technological, 
and human resources. (de la Garza et al. 2010; Haas and Hensing 2005; Jalayer et al. 2013) have 
shown that the utility of a particular inventory technique depends on the type of features to be 
collected such as location, sign type, spatial measurement, and material property visual 
measurement. As shown in Table 2.2, in all these cases the data is still collected and analyzed 
manually and thus inventory databases cannot be quickly or frequently updated. 
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Table 2.2 Examples of State DOT Road Inventory Programs 
State DOT 
Inventory Techniques 
Inventory Data 
Collection Storage 
Washington 
Photo log, integrated 
GPS/GIS mapping systems 
GIS 
Cable barriers, concrete barriers, 
culverts, culvert ends, ditches, 
drainage inlets, glare screens, 
guardrails, impact attenuators, 
miscellaneous fixed objects, pipe 
ends, pedestals, roadside slope, 
rock outcroppings, special-use 
barriers, supports, trees, tree 
groupings, walls 
Michigan 
Integrated GPS/GIS 
mapping systems, field 
inventory 
GIS 
Guardrails, pipes, culverts, culvert 
ends, catch basins, impact 
attenuators 
Ohio 
Photo log, integrated 
GPS/GIS mapping Systems 
GIS 
Wetland delineation, vegetation 
classification 
Iowa 
Airborne LiDAR, aerial 
photography 
GIS 
Landscape, sloped areas, 
individual counts of trees, side 
slope, grade, contour 
Idaho Video log MS Access Guardrails 
Tennessee 
Tennessee Road 
Information Management 
System (TRIMS), 
Maintenance Management 
System (MMS) 
Central 
Database 
Traffic signs, guardrails, and 
pavement markings which are 
manually collected. 
New Mexico 
Photo, Laser Scanner, and 
Virtual Reality System 
Video 
Most types of visible roadway 
assets except for light posts and 
road detectors 
Virginia 
Web-based asset 
management system using 
Google Maps 
Google Maps Cross pipes, ditches 
FHWA 
Baltimore- 
Washington 
Parkway 
Mobile mapping 
Point Cloud 
Software, GIS 
Corridors, signs 
 
2.2. Data Management 
Traditionally, the only way of checking the condition of roadway assets was to go out to 
the field. If the assets were numerous or far apart, this process would be very time consuming. 
Moreover, it was often difficult to locate a specific asset item failure in a given segment and finding 
failure was impossible since the condition of some assets can change in a short span of time (de la 
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Garza et al. 2010). Many state DOTs use some form of the random sampling method, which varies 
from one state to another. In the past few years, several Data Management systems have been 
developed that can facilitate the process. For example, Tennessee Department of Transportation 
(TDOT) benefits from Tennessee Road Information Management System (TRIMS) and 
Maintenance Management System (MMS) to continuously update data in a central data which is 
manually collected conventionally from traditional sources. MMS automatically transfers 
information to and from internal databases, including TRIMS database on roadway assets 
including roadway signs, guardrails and barriers, and pavement markings and treatments. Signals, 
lighting, and loop detectors are maintained at the local level (FHWA 2010). VDOT has also 
recently developed a web-based asset management system. This comprehensive system displays 
the failures of asset in their actual locations using Google maps and Google earth (de la Garza et 
al. 2010). Such a tool enables VDOT to check the status of any failed asset from any computer 
with an Internet connection. In these cases, the data still needs to be manually collected and as a 
result, these databases cannot be quickly updated. It is also very important to provide user-friendly 
asset management systems; otherwise, government roadway departments will not implement those 
(Mizusawa and McNeil 2006). 
 
Figure 2.3 Asset Management System 
 
2.3. Data Analysis 
Despite the significance of the visual information that is embedded in video frames, to date, 
the full application for automated and simultaneous data collection and analysis for a wide-range 
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of existing assets is still unexploited by researchers. A computer vision detection method capable 
for a wide-range of assets must be able to segment each video frame into groups of assets, and then 
accurately classify and localize the detections into relevant asset categories. However, majority of 
the state-of-the-art methods are primarily devised to detect one type of asset. Over the past few 
years, research in automated data analysis has primarily focused on two aspects: 
 Reconstructing 3D models of assets from images and video streams collected from cameras 
mounted on inspection vehicles or by using laser scanners; 
 Automated recognition and classification of assets 
 
2.3.1. Image-based / video-based 3D reconstruction 
Image-based 3D reconstruction and photogrammetric techniques enable extraction of 
semantics through registered imagery and as a result create a unique opportunities for asset 
detection and localization. The state-of-the-art in image-based and video-based 3D reconstruction 
from images and video streams in computer vision and Architecture/Engineering/Construction and 
Facility Management (AEC/FM) communities have experienced several breakthroughs in the last 
few years. Some of more recent works in computer vision (Crandall et al. 2011; Frahm et al. 2010; 
Furukawa et al. 2010; Gallup et al. 2010; Heng et al. 2011; Snavely et al. 2008; Tuite et al. 2011) 
focus of image-based 3D reconstruction at large-scale imagery.  Others such as (Mordohai et al. 
2007) proposed real-time collection of videos and GPS data to produce 3D models of urban 
environments. (Gallup et al. 2010) presented a new multi-view depth-map fusion algorithm which 
attempts to produce 3D surfaces from ground-level or aerial imagery. 
In the AEC/FM community, (Golparvar-Fard et al. 2009) is one of the earliest works that 
proposes a new Structure-from-Motion (SfM) algorithm for 3D reconstruction using unordered 
photo collections. More recent works (Golparvar-Fard et al. 2010; Golparvar-Fard et al. 2012b) 
proposed a new dense 3D reconstruction algorithm based on multi-view stereo and voxel 
coloring/labeling techniques which significantly improve the quality of the reconstructed models. 
In the context of infrastructure projects, (Uslu et al. 2011) extended the work of (Golparvar-Fard 
et al. 2010) and applied the method to the reconstruction of roadways and their high-quantity 
assets. (Brilakis et al. 2011) also proposed a structured video-grammetry for 3D reconstruction of 
existing roadway bridges. This technique benefits from video streams for a more complete 
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modeling results in sparse point cloud models of roadway assets. The low resolution of SfM point 
clouds may not be suitable for asset detection, localization, and condition asset management. 
In the past few years, a few research groups have started using image-based 3D 
reconstruction algorithms for identification and localization of roadway assets. (Balali et al. 2015; 
Timofte et al. 2014) proposed a new approach for 2D recognition and 3D localization of traffic 
signs. The method primarily focuses on 3D sparse point cloud reconstruction and recognition of 
traffic signs, and high average performance is reported on the 2D recognition module. Yet, since 
it primarily focuses on 2D recognition, it is not directly applicable for 3D segmentation and 
classification of other types of assets including guardrails and light poles. Despite the great 
performance reported, the recent algorithms mainly result in sparse 3D point cloud models and as 
a result may not be useful for 3D detection and classification of guardrails and light poles. 
(Golparvar-Fard et al. 2012) proposed a new asset detection and recognition algorithm based on 
Semantic Texton Forest that can simultaneously segment an image and categorize assets. 
 
2.3.2. Segmentation and recognition of roadway assets 
In computer vision, image segmentation is the process of partitioning an image into 
multiple salient image regions in which each region can correspond to individual surfaces, objects, 
or natural parts of objects. To form distinct regions, these methods have conventionally focused 
on labeling individual pixels with an object/surface category. (Shotton et al. 2008) is among the 
most dominantly used methods. Their work proposes a segmentation method based on bag of 
semantic textons to group decision trees that can act directly on image pixels. Both textons and 
priors as features are used to give coherent semantic segmentation and label each pixel. The main 
drawback is that training generative and discriminative learning models in semantic texton forest 
method and other segmentation algorithms which operate at the pixel level (Ladick et al. 2010; 
Shotton et al. 2008; Xuming et al. 2004) that these methods are fully supervised. This requires 
providing a fully labeled ground-truth dataset for training purposes. The process of training can 
take days and must be repeated if new asset categories are added to the dataset. Processing a test 
image is also quite slow as it involves steps on detecting candidates over an image, performing 
graphical model inference, or searching over multiple segmentations. 
While it is tempting to recognize objects from images, motion compensation and motion 
segmentation are addressed by (Golparvar-Fard et al. 2012). They proposed a new asset detection 
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and recognition algorithm based on Semantic Texton Forest that can simultaneously segment an 
image and categorize assets. The training process for the generative and discriminative learning 
models in the proposed STF method and many other segmentation algorithms that operate at the 
pixel level (Ladick et al. 2010; Shotton et al. 2008; Xuming et al. 2004) need to be fully supervised. 
Training can take days and must be repeated if new categories are added to the dataset. Processing 
a test image is also quite slow as it involves steps on detecting candidates over an image, 
performing graphical model inference, or searching over multiple segmentations. However, this 
research did not result in high accuracy rates needed for several categories of assets. More testing 
is yet to be conducted with comprehensive datasets. 
Over the past few years, researches have focused on nonparametric and data-driven 
approaches that do not require significant training (Liu et al. 2011; Tighe and Lazebnik 2013). For 
each new test image, these methods retrieve the most similar training images and transfer the 
desired information from the training images to the query image for labeling. (Liu et al. 2011) 
proposed a non-parametric label transfer method based on estimating a dense deformation field 
between images using Scale Invariant Feature Transform (SIFT) flows. SIFT is an algorithm that 
detects and describes feature points of an image. SIFT is a robust detection and description 
technique which can handle changes in viewpoint, illuminations (day vs. night), and is fast and 
efficient enough to run in real-time. The main challenge here is the complex and expensive 
optimization problem associated with finding the SIFT flow. Moreover, the formulation of scene 
matching in terms of estimating a dense per-pixel flow field is not necessarily in accord with the 
intuitive understanding of scenes as collection of discrete objects based on spatial support and asset 
category. To address such limitation, (Tighe and Lazebnik 2013) recently proposed a non-
parametric solution to image parsing that is straightforward and efficient. Their proposed method 
relies only on operations that can easily scale to very large collections of images and sets of labels. 
The more fundamental question of whether motion and 3D structure can be used to accurately 
segment video frames and recognize the object categories is addressed by (Brostow et al. 2008). 
Existing video parsing approaches (Brostow et al. 2008; Zhang et al. 2010) use structure-from-
motion techniques to obtain either sparse point clouds or dense depth maps, and extract geometry-
based features that can be combined with appearance-based features or used on their own to 
achieve greater accuracy. Their work investigated how semantic segmentation based on 3D point 
cloud can be derived from ego-motion information of a camera. (Tighe and Lazebnik 2013) took 
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a simpler approach and only used motion cues to segment the video into temporally consistent 
regions or super-voxels (Grundmann et al. 2010). This helps to better separate moving objects 
from one another especially when there is no high contrast edge between them. While it is tempting 
to recognize objects from images, motion compensation and motion segmentation are still open 
research problems, which are the basis for the work presented in this research. 
The main consensus in the segmentation roadway assets is that image parsing should 
leverage context information (Galleguillos and Belongie 2010; Tighe and Lazebnik 2010). 
However, learning and inference with most current algorithms are slow. In (Golparvar-Fard et al. 
2012), we explored how the challenges associated with training and testing processes for 
segmentation of video streams into roadway asset categories can be minimized. To devise a 
scalable method and minimize the need for pixel-level training, we focus on efficient forms of 
context that do not need training and that can be followed by super-pixel matching and efficient 
Makov Random Field (MRF) framework amenable to optimization for incorporating 
neighborhood context by fast graph cut algorithms. 
 
2.3.3. Traffic sign detection and classification 
The computer vision community has largely turned towards the recognition of object 
classes, rather than specific roadway assets such as traffic signs. Current research efforts in 
devising a computer vision model for roadway asset detection are roughly divided into three 
stages:  
 Segmentation, 
 Detection, and 
 Condition assessment. 
Detection of traffic signs as classified in Manual on Uniform Traffic Control Devices 
(MUTCD) is an area that has received considerable attention over the past few years. Traffic signs 
come in hundreds of variations, such as in dimension, color, text, and font. (Maldonado Bascón et 
al. 2010) presented a Support Vector Machine (SVM) to recognize road-signs. (Krishnan 2009) 
has presented a triangulation and bundle adjustment approach for identifying road signs. (Hu and 
Tsai 2011; Wu and Tsai 2006b) have created a nearest-neighbor assignment of feature descriptors 
for an image recognition model for developing a sign inventory. Although most of these techniques 
have achieved the goal of automation and accuracy to a reasonable level, nonetheless none of these 
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systems use the same visual information to locate the assets and more importantly detect them in 
a continuous fashion. 
As a first step towards addressing this problem, research in intelligent driver assistance 
systems community has focused on detecting speed limit signs (Mogelmose et al. 2012). The 
performance of the proposed algorithms also widely varies. An earlier example is (Loy and Barnes 
2004) where all signs in the testing dataset were detected successfully, however a large number of 
FPs rate per frame remained an open research problem. For roadway asset condition assessment, 
a method that can detect several different types of traffic signs at a low false detection rate is more 
appealing than a method that can only detect one specific traffic sign, but does that well. Table 2.3 
categorizes some of the major state-of-the-art detection and classification methods based on the 
type of their visual features (i.e. color vs. shape).  
 
Table 2.3 State-of-the-art Methods for Detection and Classification of Single-category Traffic 
Signs Categorized Based on the Type of Features 
Different Type of 
Features Used 
Features Examples from the Literature 
Color 
(Lopez and Fuentes 2007; Maldonado-
Bascon et al. 2007) 
Shape (Gil-Jim et al. 2005; Kim et al. 2005) 
Color, and Shape 
(Fang et al. 2003; Gao et al. 2003; Miura et 
al. 2000; Shuang-dong et al. 2005) 
Geometrical, Physical Features, and 
Text 
(Yangxing et al. 2006) 
Dimension, Color, Text, and Font (Fatmehsan et al. 2010; Hu and Tsai 2011) 
The Specific 
Type of Traffic 
Sign used for 
Detection 
Rectangle and Triangle Shape 
(Ballerini et al. 2005; Ruta et al. 2010; 
Shuang-dong et al. 2005) 
Stop and/or Speed Limit Signs 
(Fatmehsan et al. 2010; Meuter et al. 2008; 
Tsai and Wu 2002; Wu and Tsai 2005; Wu 
and Tsai 2006b; Yea-Shuan and Yun-Shin 
2010; Yea-Shuan et al. 2012) 
 
 The most recent methods in (Baro et al. 2009; Overett et al. 2011; Timofte et al. 2014) have 
validated their performance with reported detection rates above 90% with relatively low number 
of FPs. However, all these methods have been validated on European datasets and for only a few 
types of traffic signs. Table 2.4 summarizes the features and detection methods for these methods. 
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Table 2.4 Overview of the Performance for the Best Detection Rates 
Paper Features 
Detection 
Method 
Best 
Detection 
Rate 
FPs for 
Best 
Detection 
Rate 
Average 
Detection 
Rate 
Average 
FPs 
Type of 
Traffic 
Sign 
(Baro et al. 
2009) 
Dissociated 
dipoles* 
Cascade 
Classifier 
97% 5.6% 92% 4.8% 
Circular 
speed, 
Triangular 
(Overett et al. 
2011) 
Histogram of 
Oriented 
Gradients 
(HOG) 
5 Stage cascade 
classifier 
trained with 
LogitBoost 
98.68% 10% - - 
Circular 
Red signs 
(Timofte et al. 
2014) 
Adaptive RGB 
threshold + 
Edges 
Fuzzy template 
of a Hough 
derivative 
95.7% 2.5% 95.29% 10.41% 
Circular 
red and  
blue, 
Diamond 
white 
* A more general type of features than the Haar-like features 
 
In addition to detection, 3D localization of traffic signs from video streams has also been 
the focus of some of the recent works. Examples include (Soheilian et al. 2013; Timofte et al. 
2014) which mainly visualize the detected signs within sparse 3D point cloud models. (Balali and 
Golparvar-Fard 2014; Golparvar-Fard et al. 2012) have also proposed two methods for 
segmentation of roadway assets at a higher-level (e.g., guardrail, signs, safety cones, etc.) based 
on scalable non-parametric parsing and Semantic Texton Forest algorithms, respectively. These 
methods can segment a video frame into different asset categories, and can serve as a basis for the 
task of detection and classification. 
The prior work in detection and classification of traffic signs can be roughly divided into 
three categories of work on segmentation, feature extraction, and detection. In the following the 
state-of-the-art in each category is presented: 
 
a. Segmentation and candidate extraction 
The purpose of segmentation is to narrow down the search space in finding candidates for 
signs from the entirety of a video frame to small number of image patches (Golparvar-Fard et al. 
2012). Because traffic signs have distinct colors, majority of the earlier segmentation methods 
focused on thresholding color channels. Since Red-Green-Blue (RGB) color space is generally 
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perceived to be not subject to wider variations in brightness, methods such as (FeiXiang et al. 
2009; Hsin-Han et al. 2010; Wen-Jia and Chien-Chung 2007; Xu et al. 2010) leveraged the Hue-
Saturation-Value (HSV) color space. Interestingly (Gomez-Moreno et al. 2010) reports that HSV-
based color segmentation methods does not necessarily have a better performance against the 
normalized RGB color channel. In an attempt to minimize the impact of the instabilities caused by 
the lighting variations, (Balali et al. 2013; Prisacariu et al. 2010; Timofte et al. 2009; Timofte et 
al. 2014) proposed adaptive thresholds to be used on the RGB color space. While those 
segmentation methods that use color information perform much better than the shape-only 
methods, they struggle in detecting traffic signs with white background. For a more detailed 
comparison of the existing methods, readers are encouraged to look into (Geronimo et al. 2010). 
Object detection and classification problem is traditionally solved by either the selective 
extraction of windows of interest, or exhaustive sliding window based classification. In the first 
approach small number of interest regions are selected in the images through fast and inexpensive 
methods. These interest regions are then subjected to a more sophisticated classification. Such 
approach risks overlooking some traffic signs. Second approach considers all candidate windows 
in the image. Given the large number of candidates, classification easily becomes intractable 
(Balali et al. 2013). 
 
b. Feature extraction and detection 
Because traffic signs have distinct shapes, the most dominant type of features used to-date 
are edges, intensity gradients, and more recently principled presentations such as Histogram of 
Oriented Gradients (HOG) (Alefs et al. 2007; Gao et al. 2006; Houben 2011; Mathias et al. 2013; 
Overett et al. 2011; Pettersson et al. 2008; Xie et al. 2009) and Haar-like features (Bahlmann et al. 
2005; Baro et al. 2009; Keller et al. 2008; Prisacariu et al. 2010). (Creusen et al. 2010) also 
augmented the HOG feature vectors with CIELab and YCbCr color information for detecting blue-
circular, red-circular and triangular signs using a relatively small training dataset (~ tens of samples 
per category). 
 
c. Classification 
The selection of classification method is constrained to the choice of features. The 
dominant methods are the Hough transform and its derivatives for model fitting (especially when 
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edges and intensity gradients are used). For HOG and Haar-like features, SVM, neural networks, 
and cascaded classifiers have been frequently reported. Particularly cascade classifiers are used 
more often with the Haar-like features (Bahlmann et al. 2005; Baro et al. 2009; Keller et al. 2008; 
Prisacariu et al. 2010). The application of HOG features with standard SVM (Creusen et al. 2010; 
Xie et al. 2009) and cascade classifiers with boosting variants (Overett et al. 2011; Pettersson et 
al. 2008) are also reported in the literature. A method using color and Haar-like features and 
AdaBoost cascade classifiers was also presented in (Balali and Golparvar-Fard 2014). While all 
these methods have shown reasonable accuracies, their performance has not been benchmarked 
and compared in the literature. More importantly their application in the context of U.S. traffic 
signs has never been investigated before. 
 
2.4. Comprehensive Dataset 
Arguably, the most pressing challenge with research on detection and classification of US 
traffic signs is the lack of public image databases to train and test new algorithms. Currently, every 
publication uses a different dataset for testing the performance of their algorithms which makes 
benchmarking and comparison of these methods very difficult. To standardize the research 
problem, several European research projects have released public datasets of traffic signs. 
Examples include the German Traffic Sign Recognition Benchmark (GTSRB) (Stallkamp et al. 
2011; Stallkamp et al. 2012), the Swedish traffic signs dataset (Larsson and Felsberg 2011), and 
the KUL Belgium traffic signs dataset (Timofte et al. 2014). Nevertheless, to the best of our 
understanding, there is no comprehensive public databases on US traffic signs which exhibit 
different visual characteristics compared to their European counterparts.  
Because traffic signs are not standardized across different countries, and to save time and 
effort in data collection and training process, several projects have developed synthetic datasets. 
For example, (Overett et al. 2011) presents a synthetic dataset which includes several non-US 
traffic signs. More recently (Mogelmose et al. 2012) trained a sign detection and classification 
algorithm using synthetic training images, while the testing was conducted on real-world images. 
However the results from these efforts indicate that the application of synthetic datasets may not 
be a good solution. While synthetic data can covers a larger variation in the training datasets, they 
typically do not realistically model real-world variations in traffic sign color, texture, and 
illumination conditions. 
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2.5. Data Mining and Visualization 
In recent years many data mining and visualization methods are developed that analyze 
and map spatial data at multiple scales for roadway inventory management purposes (Ashouri Rad 
and Rahmandad 2013). Examples are predicting travel time (Nakata and Takeuchi 2004), 
managing traffic signals (Zamani et al. 2010), traffic incident detection (Jin et al. 2006), analyzing 
traffic accident frequency (Beshah and Hill 2010; Chang and Chen 2005), and integrated systems 
for traffic information intelligent analysis (Hauser and Scherer 2001; Kianfar and Edara 2013; 
Wang et al. 2009). (Li and Su 2014) developed a dynamic sign maintenance information system 
using mobile mapping system (MMS) for data collection. (Mogelmose et al. 2012) discussed the 
application of traffic sign analysis in intelligent driver assistance systems. (De la Escalera et al. 
2003) also detected and classified traffic signs for intelligent vehicles. Using these tools, it is now 
possible to mine spatial data at multiple layers (i.e. CartoDB) (de la Torre 2013) or spatial and 
other data together (i.e. GeoTime for analyzing spatio-temporal data) (Kapler and Wright 2005). 
(Creusen and Hazelhoff 2012) visualized detected traffic signs on a 3D map based on GPS position 
of the images. (Zhang and Pazner 2004) presented an icon-based visualization technique designed 
for co-visualizing multiple layers of geospatial information. A common problem in visualization 
is that these method require adding a large number of markers to a map which creates usability 
issues and the degraded performance of the map. It can be hard to make sense of a map that is 
crammed with markers (Svennerberg 2010).  
 
2.6. Retro-Reflectivity Condition Assessment 
The most recent mobile retro-reflectivity methods include: SMARTS (Sign Management 
And Retro-reflectivity Tracking System) (Smith and Fletcher 2001), AMAC (Advanced Mobile 
Asset Collection) (Pike and Carlson 2013), MANDLI (Retro View) (Harris 2007; Li 2008), and 
VISULISE (Visual Inspection of Signs and Panels) (Evans et al. 2012).  
SMARTS was developed by the Naval Research Laboratory for the FHWA. SMARTS 
include a xenon flash, a laser range finder, one color camera and two monochrome cameras. The 
unit first sets off a flash and takes a digital image. Then the image is processed to estimate the 
retro-reflectivity of signs (Rasdorf et al. 2009; Retterath and Laumeyer 2004). This system was an 
experimental concept and it is not available today. AMAC uses artificial vision and an advanced 
lighting system to locate, collect, and analyze traffic sign data at night. This data includes: retro-
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reflectivity, luminance, position, dimensions, and color. AMAC integrates high accuracy GPS with 
an onboard inertial navigation system to locate and process sign data (Pike and Carlson 2013).  
MANDLI continuously fires a high-intensity flash and grayscale cameras simultaneously capture 
frames. One low intensity camera and one high intensity camera are coupled to cover a wide 
dynamic range. Flashlights fire infrared light that is invisible to human eyes at a rate of two per 
second while vehicle travels at highway speed (Harris 2007; Li 2008). VISULISE uses an infrared 
light. It captures reflected light using a stereoscopic system made up of two high-resolution 
cameras (Evans et al. 2012). While these methods are practical, yet their application is still costly 
and in most cases still require operation at nighttime.  
Measuring retro-reflectivity from images taken during the day can address the safety 
concerns. However, several properties needed for retro-reflectivity measurements cannot be 
directly captured through conventional imaging techniques. Instead, they can be derived by 
processing pairs of images that are taken in carefully adjusted conditions. For example, image 
depth can be estimated using two images that are taken with some disparity (Lazaros et al. 2008). 
Motion can also be estimated using two time-lapse images that are taken from the same location 
(Balali and Golparvar-Fard 2015; Horn and Schunck 1981).  
Reflection can also be estimated by analyzing two images that are captured with different 
polarizations (Chen and Wolff 1998). By capturing two images through the haze with different 
polarization filtering – a technique that has been used long in photography- (Schechner et al. 2003) 
demonstrated a technique that improves visibility. Other improvement technique have also been 
developed: (Agrawal et al. 2005) presented a technique to remove flash photography artifacts by 
processing images taken from different flash exposures. This technique improves image quality 
by removing unwanted specular reflection from the camera flash. (Raskar et al. 2004) developed 
a technique to capture and convey shape features from real-world scenes. They used a camera with 
carefully place flashes to detect depth discontinuities and distinguish them from intensity edges 
due to material discontinuities.  
Our technique is similar to that of (Raskar et al. 2004) as we also use a carefully designed 
artificial light source to capture the physical aspects of the scene. Different from (Raskar et al. 
2004) which is designed toward extracting edges and shapes from the image, we estimate a retro-
reflectivity map. To do so, first an understanding of luminance and illuminance is needed. 
Luminance is perceived by the human viewer as the brightness of a light source (Hiscocks and 
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Eng 2011). Gladly, a pixel intensity value in an image taken with a digital camera is proportional 
to the luminance in the original scene. This strategy eliminates the need for expensive luminance 
meters, and has the following advantages (Wüller and Gabele 2007): 
 Each of the millions of pixels in the CMOS sensor of a camera becomes a luminance 
sensor, and thus a digital camera can capture the luminance of an entire scene. This speeds 
up the measuring process and allows multiple measurements at the same instant. 
 The surroundings of the luminance measurement are recorded which puts the measurement 
in its context. 
 For luminance measurement, the field of view (FOV) of a visual sensor must be smaller 
than the size of the light source. The FOV of a digital camera pixel is on the order of 150 
times smaller than the FOV of a luminance meter which is about 1°. Thus, the CMOS 
sensor of a camera is powerful enough to measure small area light sources such as 
individual light emitting diodes. These light sources are difficult or impossible to measure 
with a luminance meter (Hiscocks and Eng 2011). 
By photographing a source of known luminance and calibrating the camera, we obtain the 
conversion factor that links luminance (in candela per square meter(𝑐𝑑 𝑚2⁄ )) to the intensity value 
of a pixel in an image. This creates the basis for our method which is presented in Chapter 3. 
Over all, there is a need for improvement on the state-of-the-art vision-based techniques 
for 3D reconstruction, detection and localization of assets. Particularly, a new environment needs 
to be created where the geometrical (3D) and appearance (2D image) information of the assets is 
integrated, providing a platform for development of joint recognition and localization of assets. In 
the following, our new method for creating such an integrated environment, plus joint 3D 
reconstruction and segmentation of assets from 3D point clouds is presented in detail. 
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CHAPTER 3. METHOD 
 
The main focus of this research is to test whether the hypothesized computer vision based 
framework shown in Figure 3.1 can detect, classify, and spatially locate low-cost high volume 
roadway assets specifically traffic signs from an array of cameras mounted on a road inspection 
vehicle. Automated recording of the types, locations and up-to-date status of the civil infrastructure 
assets enables state and local transportation agencies to plan, design, construct, operate, and 
manage their transportation systems more effectively; eliminates the need for labor-intensive, 
time-consuming, costly and unsafe manual or semi-automated practices, and finally supports 
development of automated condition assessment and context-aware operation and maintenance 
applications. 
 
Figure 3.1 Computer Vision-based Research Framework 
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In the proposed hypothesized framework, a computationally effective image-based 3D 
reconstruction algorithm takes the video frames and reconstructs a dense 3D point cloud model of 
all visible objects. Using a new 3D shape segmentation algorithms, 3D points are hierarchically 
clustered to form a potential set of assets. For each candidate, a feature vector based on joint 
representation of shape and context is formed and is fed into another SVM classifier. This 
algorithm classifies 3D assets such as guardrails and light poles which are not detectable from a 
2D video frame. The selection of 2D and 3D candidates for assets is further refined by using a 
novel joint appearance and 3D shape recognition classifier. 
In the meantime, using the video streams collected from the cameras mounted on the 
vehicle, a set of thresholded frames is initially identified. Each thresholded frame contains a set of 
candidates for assets along the right side of the roadway (e.g., mile markers, traffic signs). Using 
a new Support Vector Machine (SVM) classifier and based on the color channels at pixel level, a 
set of bounding boxes are initially extracted wherein each bounding box potentially includes an 
asset. While this algorithm returns very few FNs (e.g., non-detected assets), it is purposefully 
designed to return a high number of FPs (e.g., potential candidates for assets). This stage passes 
all assets that are partially occluded (e.g., behind a tree or a parked vehicle), damaged or their 
signage is faded (e.g., faded stop sign). Next, using a new shape recognition algorithm based on 
Haar-like features, the 2D candidates are further refined and categorized based on their shape 
appearances (e.g., rectangle, diamond). These candidates are placed into a new texture and color 
recognition algorithm, wherein by using a multiple binary SVM classifier, they are further 
classified into particular predefined types of assets. This step is mainly detecting traffic signs and 
mile markers which are recognizable in 2D images. Finally using connectivity semantics 
embedded between the video frames and 3D points in the reconstructed point cloud, assets are 
localized in 3D. The detected assets and their types are visualized in an augmented reality 
environment which enables remote walk-throughs for inventory management. The semantically-
rich augmented reality environment also serves as a map for operation and maintenance context 
aware applications using smartphones and tablet PCs. 
The motivations behind the proposed computer vision based framework lie in the 
deficiencies of the current practice of infrastructure asset management, and the transformative 
potential of using mounted cameras on an inspection vehicle as sensors and reporters of the 
location and up-to-date status of the assets and their conditions. 
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3.1. Segmentation and Recognition of Roadway Assets Using Image-based 3D Point Clouds 
and Semantic Texton Forests 
Given a collection of video frames collected from a car-mounted camera, the goal is to: 
a) Reconstruct a 3D point cloud model of the roadway assets; 
b) Segment the 2D images at the pixel level into several categories of assets; 
c) Color-code and label the reconstructed 3D point cloud model based on the detected asset 
categories from the 2D segmented images. 
The proposed approach is illustrated in Figure 3.2. 
 
Figure 3.2 Flowchart of the Proposed Segmentation and Recognition Approach 
 
It is assumed that each asset is at least visible from a minimum of three video frames. These 
frames contain typical dynamic roadway foregrounds and backgrounds and can include sky. In the 
training stage of our proposed 2D segmentation method, it is assumed that for each video frame, a 
ground truth image is carefully generated in which the parts of the image that correspond to the 
asset categories are labeled and color-coded accordingly. For this purpose, a comprehensive image 
dataset for 12 different types of asset categories is created. In our dataset, each image can contain 
more than one type of asset. For these images, the ground truth is labeled and color-coded for all 
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observed types of assets, and then the image is used in all appropriate corresponding training 
categories.  
Using an improved image-based 3D reconstruction pipeline consisting of Structure from 
Motion (SfM) and Multi View Stereo (MVS) algorithms (Golparvar-Fard et al. 2012), a point 
cloud model of the roadway and all assets along is reconstructed and the images are geo-registered 
in a common 3D environment. For each image, our proposed algorithm for 3D point cloud 
segmentation uses both textons and priors as features to give coherent semantic segmentation and 
labels each pixel with an asset category accordingly. In the 2D segmentation process, inspired by 
the bag of semantic textons (Shotton et al. 2008), the image is categorized into the asset categories; 
i.e., the image is simultaneously segmented into coherent regions and each region is categorized 
accordingly. Based on consistent geometrical correspondence among labeled pixels from the 
underlying 3D point cloud model and a multi-class scoring mechanism, the corresponding 3D 
points are labeled for the highest classification score. The resulting segmented and geo-registered 
imagery along with the point cloud are visualized in a common 3D environment.  In the following, 
each step is discussed in detail: 
 
3.1.1. Image-based 3D reconstruction 
3D image-based reconstruction pipeline which is an algorithmic improvement to (Uslu et 
al. 2011) consists of two steps that are performed sequentially: 
 Structure from Motion (SfM) which helps generating a sparse 3D point cloud model 
and calibrate all uncalibrated video frames; 
 Multi-view Stereo (MVS) which takes the calibrated cameras, and generate a dense 3D 
point cloud model. 
Compared to (Uslu et al. 2011), several components of our new pipeline are implemented 
on Graphic Processing Unit (GPU) or use multi-core CPU. This has significantly reduced the 
computational time which is necessary when dealing with long sequences of video streams. Figure 
3.3 shows an overview of our image-based 3D reconstruction algorithm. 
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Figure 3.3 Flowchart of Image-based 3D Reconstruction 
 
In the SfM algorithm, first visual features are independently extracted for each video frame. 
In our new approach, we use Scale Invariant Feature Transforms (SIFT) that is implemented on 
GPU (Wu 2007). Next, using a new multi-core implementation, the SIFT features are matched in 
pairs over the span of Ω consecutive video frames.  An initial solution for the 3D locations of these 
features points is calculated using Nister’s 5-point algorithm (Nistér 2004). The camera’s 
parameters are calculated using the Direct Linear Transform (DLT) technique (Hartley and 
Zisserman 2003) inside a RANSAC procedure (Fischler and Bolles 1981). The DLT also gives an 
estimate of the intrinsic parameter matrix. For those video frames for which their matching feature 
points give a well-conditioned estimate of their locations (Golparvar-Fard et al. 2012) the video 
frames are incrementally added, until no remaining camera observes any reconstructed 3D point. 
The objective function for the distance between SIFT features and their re-projected 3D points at 
every iteration is minimized through an optimization process using the multi-core sparse bundle 
adjustment library of (Wu et al. 2011). This process results in a sparse point cloud model, plus 
intrinsic and extrinsic camera parameters for each video frame which are fed into the MVS 
algorithm (Furukawa et al. 2009) to improve density of the sparsely reconstructed model. 
The MVS algorithm (Furukawa et al. 2009) consists of a match, expand, and ﬁlter 
procedure. At first, during the matching phase for all calibrated cameras, a set of new features 
using Harris and difference-of-Gaussians operators are found and matched across multiple video 
streams, yielding a sparse set of patches associated with salient video frame regions. Given these 
initial matches, the following two steps are repeated:  
 Expansion: which spreads the initial matches to nearby pixels and obtain a dense set of 
patches; 
 Filtering: which eliminate incorrect matches using visibility constraints. 
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Similar to (Furukawa et al. 2009), our implementation of the algorithm replaces their 
greedy expansion procedure by iteration between expansion and ﬁltering steps, which processes 
complicated surfaces and rejects outliers more effectively. The output from consecutive SfM and 
MVS steps results in a dense 3D point cloud and geo-registers all video frames into the same 
coordinate system. 
 
3.1.2. 2D segmentation 
Our 2D segmentation and asset recognition method is primarily inspired by Semantic 
Texton Forests (STFs) (Shotton et al. 2008). STFs are powerful low-level features which are 
employed for the semantic segmentation of 2D video streams based on different asset categories. 
Since this approach directly acts on video stream pixels, it does not need the expensive 
computation of commonly used ﬁlter-bank responses or local descriptors. Without performing 
time-consuming K-means clustering and nearest neighbor assignments, STFs enable powerful 
texton codebooks to be built.  Due to their superior quantitative performance and execution speed 
over other algorithms, STFs are chosen for 2D semantic segmentation of roadway assets from long 
sequences of video streams.  
The STF algorithm in our work contains randomized decision forests that use only simple 
pixel comparisons on local image regions, performing a hierarchical clustering into semantic 
textons and a local classiﬁcation of the asset region category. Here, the randomized decision forests 
are used as a machine learning technique to categorize individual pixels of the video frames into 
the most appropriate asset categories. A randomized decision forest combines the output of many 
different decision trees, each of which has a different structure and split tests. The term randomized 
refers to the procedure of the training algorithm as:  
 Each tree is trained on a random subset of the roadway asset data, 
 When the trees are being built, several candidate split tests are chosen at random from 
a large pool of potential features.  
The test that optimally splits the data is taken under an optimization criterion chosen at the 
training stage. As validated in (Johnson and Shotton 2010), these two forms of randomization 
ensure that no two trees in the forest can over-fit to the whole training set. 
Our goal of using the decision forests is to determine the asset category c of a pixel p, given 
the context around that pixel. Here, the context refers to the surrounding of the roadway assets 
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which appear in a 2D image. In our work, we assume we have a supervised labeled training dataset; 
i.e., our training dataset is manually labeled for ground truth. Each forest contains trees with nodes 
n, and leaf nodes l. Associated with each node is a learned asset category distribution P(c|n). An 
example semantic texton tree is illustrated in Figure 3.6, in which a tree has been trained on 
pavement marking and asphalt images and can effectively segment an image according to these 
two semantic asset categories. The whole forest achieves an accurate asset classiﬁcation once new 
pixels are being chosen by averaging the class distributions over the leaf nodes 𝑙𝑝 = (𝑙1, 𝑙2, … , 𝑙𝑇) 
reached by the pixel p for all T trees: 
 
( | ( )) ( | ) ( )tTP c L p P c l P t  (4.1) 
 
An example of the overall structure of the semantic texton forest is shown in Figure 4.4. 
Each tree in the forest is built separately on a subset of the training images. 
 
Figure 3.4 Decision Forests (Inspired by (Shotton et al. 2008)) 
 
The training data consists of a set P of pixels sampled from training images and ignoring 
pixels marked as background. To ensure good estimates of the tree class distributions, the entire 
set of pixels is used later to ﬁll the tree after construction.  
Each decision tree is constructed by partitioning P into two subsets Pleft and Pright based 
upon a split test. Pleft is used to create the left sub-tree and Pright is used for the right one. This 
process is repeated until a thresholding condition is met. The split test used to partition P is chosen 
in the same manner as (Johnson and Shotton 2010; Lepetit et al. 2005); by examining STFs and 
the possible tests and selecting a combination that maximizes the expected information gain about 
the node categories. The information gain is calculated as: 
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where E(I) is the Shannon entropy of the classes in the set of example pixels P (Shotton et 
al. 2008). 
 
a. Training a randomized decision forest 
Similar to (Johnson and Shotton 2010), training a randomized-decision forest for the asset 
categorization involves choosing several parameters which are as follows: 
 Number of Trees in the semantic texton forest. Which is adjusted based on both 
accuracy and computational time of the 2D asset segmentation process. 
 Type of Split Tests. This can have a signiﬁcant role in the performance of training as 
various split tests can work in a complimentary form.  
 Maximum Tree Depth. There are different kinds of pixel tests which can be 
implemented. Deeper decision trees result in better asset segmentation; in the 
meantime, it will dispose the trees to the over-ﬁtting problem. 
 Window Size. The dimensions of the window around each pixel can impact both local 
features and contextual information. Larger windows produce more features but they 
are less likely to develop to other pixels.  
 Information Channels. The quality and number of information channels and how they 
are used for asset segmentation can impact both application of STF method and also 
what the type of tests are selected. For instance for color feature in asset images, the 
methods which use the color at pixel-level are formed.  
The selection process for these parameters is a function of the characteristics of roadway 
asset dataset and their features. Small asset dataset will need superficial trees and typical larger 
dataset will need deeper trees. For finding the best combination of parameters for asset category 
segmentation, several experiments were conducted in this study. The pixel tests which are used in 
the experiments have been listed in Table 3.1. P[w0] and Q[w1] are the values of pixels within a 
patch of size q×q centered on the training pixel (See Figure 3.5). It is not necessary for the channels 
w0 and w1 to be exactly the same. As long as a test such as the difference and absolute difference 
of pixels is equal to a global intensity shift, others are just possible discriminative combinations of 
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pixels. In addition to these pixel tests, the Haar-like features of (Viola and Jones 2001) and the 
rectangle sum features of (Shotton et al. 2009) have been used.  
 
Figure 3.5 Pixel Comparison Split Test 
 
Table 3.1 Split Tests Based on Image Information 
Label Test Domain 
1 P[W0] 
2 Log(P[W0]) 
3 P[W0]+Q[W1] 
4 P[W0]-Q[W1] 
5 |P[W0]-Q[W1]| 
6 P[W0]log(Q[W1]) 
7 P[W0]×Q[W1] 
8 P[W0]/Q[W1] 
 
Our supervised labeled image data is then used to train a semantic texton forest, consisting 
pairs (p,c) of pixels p and asset category c labels. Consequently, each pixel is given a training label 
as shown in Figure 3.6. During training, the distribution P(c|n) is computed as a normalized 
histogram of the training tuples which reached a particular node n:  
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where Hn[c] is the number of pixels of asset class c that passed through a node n during 
training. Filling, the process of computing this histogram at each node is performed using all of 
the pixels in the training data, by passing each pixel down a tree and incrementing the relevant 
histogram bin Hn[c]. 
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Figure 3.6 An Example of a Semantic Texton Tree for Assigning an Asset Label to a Pixel 
 
b. Asset categorization over an image region using bag of semantic textons 
In order to categorize the image for different types of assets, we use the bag of semantic 
textons which combines a histogram of semantic textons over an image region with a region prior 
category distribution. First, a non-normalized histogram Hr(n) that concatenates the occurrences 
of tree nodes n across the different trees is formed. A conditional distribution over the region given 
by the average class distribution is also computed: 
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Experiments are performed with tree histograms where both leaf nodes l and split nodes n 
are included in the histogram, such that: 
 
( )
( ) ( )r rn child nH n H n
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(4.5) 
 
This histogram therefore uses the hierarchy of clusters implicit in each tree. Each P(c|L(p)) 
is already averaged across trees, and hence there is a single region prior P(c|r) for the whole forest. 
Figure 3.7 shows the bags of semantic forest. 
 
Figure 3.7 Semantic Texton and Region Prior Histograms 
 
3.1.3. Segmentation and recognition of assets from 3D point clouds 
Single-view recognition is just a preprocessing stage, and the ﬁnal decision results from 
global optimization over multiple views. Given a set of consecutive video frames that observe a 
region in 3D, single-view recognitions, camera positions and calibrations, our algorithm votes for 
a possible set of 3D hypotheses for different roadway asset categories. The category which returns 
the maximum vote per reconstructed point 3D will be the final outcome of the process. In practice, 
for each reconstructed 3D point (Pi) that is observed from multiple cameras, a normalized 
p
ro
b
a
b
ili
ty
region prior
object category
local classification
(colors categories)
all trees
fr
e
q
u
e
n
c
y
2 3 4 52 3 4 5
node index
split node
leaf node
semantic textons
(colors leaf node indices)
image
tree t1 tree tT
Region 
r
Region 
r
Region 
r
Region 
r
semantic texton histogram
44 
 
histogram is formed which captures the relative frequency of the times different 2D segmentation 
category (Cj) with },...,2,1{ kj are observed from these cameras. Once these histograms are 
formed, the categories with the maximum voting from corresponding video frames (or the asset 
category bin in the histogram with the highest frequency rate) will be assigned to the 3D points 
(See Figure 3.8). In other words, if a set of semantic texton labels satisﬁes consist geometrical and 
visual constraints, then all of these labels are explainable by one 3D asset category. Figure 3.9 
shows the corresponding video frames that generate the asset label for the 3D points in the 
reconstructed cloud.  
 
Figure 3.8 Histogram for Labeling a 3D Point in the Reconstructed Cloud: The Category Returning 
the Maximum Frequency of Appearance Across All 2D Imagery That Observes the 3D Point Will Be 
Chosen 
 
 
Figure 3.9 Semantic Labeling of the 3D Points in the Cloud Voted Based on the Labels of the 
Corresponding Image Pixels 
 
3.1.4. Visualization module 
In our visualization platform, in addition to rendering the 3D point cloud model, the digital 
images (or the locations of the camera) are also rendered in form of pyramid-shape camera frusta. 
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Once a camera frustum is visited by the user in the reconstructed 3D scene, the frustum is 
automatically texture-mapped with the full-resolution images. Here, the user can either select to 
view the original digital image or the 2D segmentation results. The same holds true for the 3D 
point cloud, as both original colored point cloud, and also the results of the 3D labeling can be 
shown. The user location can also be preserved, while the viewpoint is changing to jointly visualize 
and study the 3D point cloud models and the geo-registered imagery. Also the user has the ability 
to filter one type of asset of interest and only focus on the related parts in 3D and their geo-
registered imagery. This can minimize the amount of time a user has to spend to navigate through 
all existing photos and find areas of interest for condition assessment purposes. 
While this section of my research presented the initial steps towards processing site video 
streams for the purpose of roadway asset categorization, several critical challenges remain. Some 
of the open research problems include: 
 Recognition of roadway assets in long video sequences. The presented algorithm 
proposes a pipeline for efficient segmentation and 3D reconstruction of roadway assets. 
Practitioners can use the results of these segmentations to quickly and easily navigate 
through imagery and identify particular categories of assets. Yet, this work primarily 
segments a point cloud into different categories of assets, and does not fully recognize 
and classify different types of assets. Furthermore, it does not distinguish the intra-class 
variability in assets which is a key component in asset data collection and condition 
assessment; e.g., stop sign vs. speed limit sign. 
 3D localization of roadway assets. So far, the user can localize assets in a supervised 
fashion; i.e., practitioners should select certain areas from 3D or their corresponding 2D 
regions to extract the location of the assets in 3D. More work needs to be done on 
integrating asset detection algorithms such as (Timofte et al. 2014) and (Hu and Tsai 
2011) with the presented work for automated localization purposes.  
 Need for semi-supervised segmentation techniques. One of the major challenges with 
the proposed algorithm is its reliance on supervised ground-truth pixel labels. Generating 
such data is time-consuming and labor-intensive. Moreover, due to the large 
dimensionality of the bag of semantic textons, increasing the size of the data would 
increase the computation time. Hence, there is a need for unsupervised or semi-
supervised techniques that can provide ground truth data in a more efficient manner.  
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3.2. Segmentation and Recognition of Roadway Assets from Car-Mounted Camera Video 
Streams using a Scalable Non-Parametric Image Parsing Method 
Our method, as shown in Figure 3.10, obtains video frames and semantically and 
geometrically labels different parts of the video frames into roadway asset categories such as 
guardrail, light poles, traffic signs, pavement, and etc. The method builds on superparsing 
algorithms which are known as simple and effective nonparametric methods for labeling image 
regions into certain object categories (Balali and Golparvar-Fard 2014; Liu et al. 2011; Tighe and 
Lazebnik 2013). 
 
Figure 3.10 System Overview for Segmentation Process 
 
Here, we have a relatively large number of asset categories, while we have to be dealing 
with huge video databases that are already being collected. Manual and very time-consuming 
process for preparing the training data (ground truth) for such large number of assets from very 
large video datasets which contain all types of scenes, with different levels of clutter, occlusion, 
and lighting/environmental condition is an important issue Thus, instead of a time-consuming 
(completely manual) fully supervised training process, we leverage a lazy scheme for training the 
model. In artificial intelligence, ”lazy” is used for learning method in which generalization beyond 
the training data is delayed until a query is made to the system. It simply stores training data (or 
only minor processing) and waits until it is given a test image. It means that almost no training 
takes place offline and as a result takes less time in training but more time in predicting the labels 
of asset categories. Given a test image to be segmented and labeled, the method dynamically 
selects a group of training samples that appear to be the most relevant and proceeds to transfer the 
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labels from selected training images to the test image. The training in essence is a semi-supervised 
machine learning algorithm which predicts and assigns asset labels from little labeled and a lot of 
unlabeled data. One natural way, would be to assign asset labels per pixel; nevertheless as stated 
in the previous section, our prior work and others (Golparvar-Fard et al. 2012; Shotton et al. 2008) 
show assigning labels at the pixel-level tends to be computationally costly and inefficient. In order 
to increase efficiency, the labels are assigned to superpixels. Superpixels are 2D image regions 
that are produced from pixels through a fast graph-based segmentation algorithm (Felzenszwalb 
and Huttenlocher 2004; Malisiewicz and Efros 2008). Not only does this strategy reduce the 
complexity of the asset categorization, but also gives better spatial support for assembling visual 
features that could belong to a single roadway asset. This is because there will be no need for fixed 
size square patches around each pixel for labeling purposes. 
Once the superpixels are obtained from each video frame, their appearance is described 
using a bank of superpixel filters. Having extracted the superpixels along with their features, a 
likelihood ratio score is obtained for each superpixel and independent semantic labels (e.g. 
guardrails) and geometric labels (e.g. horizontal) are assigned. To do so, the superpixel scores are 
matched with a relatively small set of training images that serve as the source of annotations for 
the superpixels (denoted as “Retrieval Set of Training Images” in Figure 3.11). Choosing a smaller 
dataset is done to minimize the computational time and provide scene-level context for subsequent 
superpixel matching steps; for example by using roadway images in the database vs. secondary 
road images. To quickly choose the subset of training images, we only extract four global features 
for the superpixels (different from those used in the bank of superpixel filters above). Based on 
their Euclidean distance, these global features are ranked against their counterparts from the 
training images. We then only take the top k images – the Retrieval Set– as the representative of 
the training sample images. The matching of the superpixel scores with the training images is done 
using a standard Markov Random Field (MRF) optimization. Here the semantic and geometric 
labels are assigned simultaneously. Be enforcing coherence between the geometric and semantic 
labels, we then improve the accuracy of the semantic labeling and produce the “asset labels”. 
Figure 3.11 shows the data and process steps in our method. The first row in Figure 3.12 illustrates 
the query image and the retrieval set. The second row shows an example of the ground truth 
geometric and semantic labels. 
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Figure 3.11 Overview of the Video Frame Segmentation Process 
 
 
Figure 3.12 Training Process: (a) Query Image; (b) Retrieval Set of Similar Images; (c) Labeled 
Images Using LabelMe Toolbox; and Ground Truth for (d) Semantic Labels; (e) Geometric Labels 
 
3.2.1. Retrieval set of training images 
The first step is to find a small retrieval set of training images that will serve as the source 
of candidate superpixel-level matches. This is done for computational efficiency, and also 
providing scene-level context for the subsequent superpixel matching step. A good retrieval set 
will contain images that have similar road scenes, high-quantity low-cost roadway assets, and 
spatial layouts to the query image (e.g. secondary road vs highway, urban vs. country roads). Three 
types of global features are used to capture this kind of similarity: spatial pyramid, gist, and color 
histograms (Lazebnik et al. 2006; Oliva and Torralba 2006; Tighe and Lazebnik 2013). Spatial 
pyramid is a collection of order-less feature histograms computed over cells defined by a multi-
level recursive image decomposition. The gist is an abstract representation of the scene that 
spontaneously activates memory representation of scene categories (e.g. a city, a mountain). Color 
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information is also used to capture the similarity between roadway assets. Table 3.2 shows the 
specification of these global features in detail. 
 
Table 3.2 Global Features for Retrieval Set Computation 
Feature Type Description Dimension 
Spatial Pyramid 3 levels SIFT dictionary size 200 4200 
Gist 3 channel RGB 3 scales with 8, 8, and 4 orientation 960 
Color Histogram 3 channel RGB 8 bins per channel 24 
 
The retrieval set is the source of possible labels and region-level matches. The appropriate 
size of retrieval set depends on a size of dataset and on the distribution of the asset categories 
contained in them. While the total number of asset categories is high, a single image only contains 
a small subset of all possible assets. For each feature type, all the training images are ranked in an 
increasing order of Euclidean distance from the query image. Then the minimum rank of each 
feature is used to get a single ranking for each image and use the top ranking k images as the 
retrieval set. As a result, after conducting preliminary experiments, we used the size of 200 for 
both of these datasets. This also minimizes the number of memory-to-disk input/output times on 
the descriptors for each test image which can slow down the process for larger sizes of the retrieval 
set. 
 
3.2.2. Superpixel features 
The superpixels are obtained using the fast graph-based segmentation algorithm of 
(Felzenszwalb and Huttenlocher 2004) and described using twenty different features similar to 
(Malisiewicz and Efros 2008) that encode shape, location, texture, color, and appearance 
information (see Table 3.3). All of these features are computed for each superpixel in the training 
images and stored together with their asset category. The asset category is associated with a 
training superpixel if more than 50 percent of the superpixels overlaps with ground truth segment 
mask with that asset label. Histogram of textons and dense SIFT (Scale Invariant Feature 
Transform) descriptors are computed over the superpixel region. Textons refer to fundamental 
micro-structures in natural images (and videos) and are considered as the atoms of pre-attentive 
human visual perception of a good mathematical model. Textons are a discrete set of representative 
local features for the objects. The basic idea is to encode efficiently how the textons transform 
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when illumination, camera pose, and other parameters. Thus, it is a very useful concept in pattern 
recognition and has been utilized to develop efficient models in the context of texture recognition 
and object detection. For SIFT features which are more powerful than textons, left, right, top, and 
bottom boundary histograms are used. 
 
Table 3.3 Features Used for Segmenting the Superpixels 
Feature Type Description Dimension 
Superpixel Shape Shape 
Masking the shape of the superpixel over its bounding 
box 
8×8 
Superpixel Aspect 
Ratio 
Shape 
Bounding box width/height related to image 
width/height 
2 
Superpixel Area Shape Superpixel area relative to the area of the image 1 
Superpixel Shape Location Mask of superpixel shape over the image 8×8 
Top Height Location Top Height of bounding box relative to image height 1 
Texton Histogram Texture Texton histogram, dilated by 10 pixel texton histogram 100×2 
SIFT Histogram Texture 
Quantized SIFT histogram, dilated by 10 pixel 
quantized SIFT histogram 
100×2 
Boundary SIFT 
Histogram 
Texture 
Left/right/top/bottom boundary quantized SIFT 
histogram 
100×4 
Color Mean + 
Standard Deviation 
Color RGB color mean and standard deviation 3×2 
Color Histogram  
Color histogram (RGB, 11 bins per channel), dilated by 
10 pixel color histogram 
33×2 
Color Thumbnail Appearance Color Thumbnail 3×8×8 
Grayscale Gist Appearance Grayscale gist over superpixel bounding box 320 
 
3.2.3. Computing ratio score 
Having segmented the test image and extracted features of all superpixels, a log likelihood 
ratio score for each superpixel (Xi) and each category of roadway asset (a) that is included in the 
retrieval set is calculated. As defined in Equation (4.6), the calculation is based on a Naïve Bayes 
assumption that given the asset category a, features )(
k
if are independent from one another. 
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where )(a  is the set of all types of assets excluding )(a . Each likelihood ratio 
)(
)(
afP
afP
k
i
k
i  is 
computed with the help of nonparametric density estimates of features from the required asset 
categories in the neighborhood )(
k
if . 
 
3.2.4. Markov Random Field (MRF) 
Next, contextual constraints are enforced on the image labeling, for instance, a “pavement” 
label assigned to a superpixel completely surrounded by “sky” is not reasonable. This global image 
labeling problem is formulated as minimization of a standard MRF energy function defined over 
the field of superpixel labels }{ iaa  : 
 
 
 

i jiX XX
jismoothiidata aaEaXEaJ
),(
),(),()(

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where   is the set of superpixels,  is the set of pairs of adjacent superpixels and   is 
the smoothing constant. The data term is defined as in Equation (4.8) where ),( ii aXL  is the 
likelihood ratio score from Equation (4.6), 
)exp(1
)exp(
)(
t
t
t




  and i is the superpixel weight (the 
size of iX in pixels divided by the mean superpixel size): 
 
)),((),( iiiiidata aXLaXE   (4.8) 
 
3.2.5. Simultaneous classification of semantic and geometric classes 
We assume that each semantic class is associated with a unique geometric class and specify 
this mapping manually in the training process. For example, a light pole is “vertical”, a guardrail 
is “horizontal”, and so on. We leverage this constraint to explore a higher-level form of context 
information for asset labeling purposes, and manifest this in form of simultaneously labeling 
regions into two types of classes: semantic and geometric. Like (Gould et al. 2009; Tighe and 
Lazebnik 2013) three geometric labels (sky, horizontal, and vertical) are used although the sets of 
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semantic labels in our datasets are much larger. A cost function as show in Equation (4.9) is used 
to jointly infer semantic (a) and geometric (g) labels, where in )(  is the term that enforces 
consistency between the geometric and semantic labels: 
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3.2.6. Video parsing 
Motion cues available in videos can improve asset segmentation, as they allow the same 
asset to be visible from multiple video frames, possibly from various view points and scales. 
Leveraging such cues can help with a better understanding of the shape and appearance of an asset. 
To do so, a query video is pre-processed using a hierarchical video segmentation method 
(Grundmann et al. 2010) that gives 3D region which have roughly uniform color and optical flow. 
Once the 3D region associated with a video frame is obtained, a data term ),( aE idata  for each 
supervoxel )( i - the volumetric space associated with the frame – and asset category (a) is 
calculated. Then local likelihood scores for possible asset categories over each region is calculated 
and eventually a single graph MRF for each video frame is constructed where nodes represent 
supervoxels and edges connect pairs of supervoxels that are spatially adjacent in at least one frame. 
Figure 3.13 shows how this can improve the proposed method for single video frames in Figure 
3.11. 
 
Figure 3.13 Overview of Video Parsing Process (Video Parsing Input Comes from Figure 3.11) 
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3.3. Evaluation of Multi-Class Traffic Sign Detection and Classification Methods for U.S. 
Roadway Asset Inventory Management 
To address the current gaps in the literature, we present and compare the performance of 
three different methods for detection, 2D localization, and classification of multiple categories of 
US traffic signs (warning, regulatory, yield, and stop sign) by leveraging both shape and color 
features. Our dataset is formed from real-world video streams that are collected from the cameras 
mounted on the DOT inspection vehicles. No prior assumptions are made on the 2D location of 
the traffic signs within each video frame. Rather by sliding a window or cascade detector– of fixed 
spatial ratio– at multiple scales, candidates for traffic signs are initially extracted from the 2D 
video frames. Each candidate is then fed into the multi-class traffic sign detection and classification 
methods. To accurately localize each detection, a non-maxima suppression method is used on the 
scores of the classifiers to remove those multiple inferences that are caused due to overlapping 
sliding windows. 
 The detection and classification methods are as shown in Figure 3.14 are: (1) Haar-like 
features with Adaboost classifiers; (2) Histogram of Oriented Gradients (HOG) with Support 
Vector Machine (SVM) classifiers; and (3) a new variant of HOG features where histogram of 
local color distributions are formed and concatenated with the HOG descriptors to leverage both 
shape and color information for multiple traffic sign category with one-vs.-all SVM classifiers. 
Methods (1) and (2) are used in several state-of-the-art methods, and thus our experiments allow 
the performance of the third method – which is rather new variant of the second method–  to be 
compared and benchmarked against existing methods using linear and non-linear classifiers. In 
this following, a brief overview of these methods are discussed. 
 
Figure 3.14 Overview of Proposed System per Sliding Window Candidate for Multi-Class Traffic 
Sign Detection and Classification Using Haar, HOG, and HOG+C Features Together with Adaboost 
and SVM Classifiers 
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3.3.1. Method 1-Haar-like feature + Cascade detectors of Adaboost classifiers 
The first detector is a cascade of boosted Haar-like classifiers which uses AdaBoost 
learning method of (Viola and Jones 2001). Here, the initial candidates for traffic signs are 
convolved using Haar-like features and are ultimately categorized into multiple categories of 
similar traffic signs (e.g., warning, yield) or simply discarded not containing a traffic sign. The 
pixel intensities of the adjacent rectangular regions in the convolved images are summed up and 
the differences are calculated to form the Haar-like features. Each feature is then paired with a 
threshold and the decision of the classifiers is determined by comparing the feature with the 
threshold. In this research, we use six different types of Haar-like features which are shown in 
Figure 3.15. These features can be calculated in real-time, are independent of different image 
resolutions, and are robust to noise and changes in illumination. They also can be easily scaled to 
detect traffic signs at various spatial scales that are not presented in the training datasets. For 
training and testing, separate categories of positive and negative images are put together. Each 
detector (one per traffic sign category) is trained using distinct sets of positive and negative 
samples where the positives include the category of interest, while the negatives include other 
categories as well as the generic set of background images. The overall method is shown in Figure 
3.15. 
 
Figure 3.15 An Overview of Training and Testing Process for Haar-like Feature Method 
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classification method presented above is used to identify if it contains the traffic sign of interest.  
In this research, we preserve a fixed aspect ratio of 1:1 for the candidates, but we allow the window 
size to change to detect traffic signs at multiple spatial scales. The cascade detectors are sensitive 
to out-of-plane rotations and thus may not work well for various traffic signs that have different 
aspect ratios. To address this limitation, we train a unique detector for each orientation. Table 3.4 
shows the parameter values in our cascade detector. These required parameters were analyzed 
thoroughly to achieve the most efficient performance based on the computational time and 
accuracy.  
Table 3.4 Cascade Detector Parameters 
Parameter Value 
False Alarm Rate 0.2 
Number of Cascade Stages 5 
True Positive Rate 0.995 
 
In Table 3.4, the false alarm rate is the fraction of the negative training samples that are 
incorrectly classified as positive samples. Increasing the number of stages may result in a more 
accurate detection result but it will also increase the training time and will requires larger training 
datasets. The true positive (TP) rate is the fraction of correctly classified positive training samples 
to all samples.  
 
b. Adaboost classifiers for Cascade detectors 
AdaBoost is a technique for combining a number of weak classifiers into a strong one. The 
results in (Brkic 2013) shows that the method converges to the optimal solution with a sufficient 
number of weak classifiers. To do so, the AdaBoost assigns weights to weak classifiers based on 
their quality and the resulting strong classifier is a linear combination of weak classifiers with the 
appropriate weights. Each stage of the classifier labels the region defined by the current location 
of the sliding window detector as either positive or negative. If the label is negative, the 
classification of this region is complete, and the detector slides the window to the next location. If 
the label is positive, the classifier passes the region to the next stage. The detector reports an object 
found at the current window location when the final stage classifies the region as positive. 
These steps are designed to quickly reject negative samples as the working assumption is 
that vast majority of the candidate windows do not contain traffic signs. Conversely, TPs are rare, 
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and worth taking the time to verify their presence. To work well, each stage in the cascade must 
have a low FN rate. If a stage incorrectly labels a traffic sign as negative, the classification stops, 
and it would not be possible to correct the misclassification. However, each stage may have a high 
FP rate. Even if it incorrectly labels a non-traffic sign as positive, the misclassification can be 
corrected by subsequent stages. The overall FP rate of the cascade classifier is )(
sf , where f is 
the FP rate per stage in the range [0 1], and s is the number of stages. Similarly, the overall TP rate 
is )(
st , where t is the TP rate per stage in the range [0 1]. Thus, adding more stages reduces the 
overall FP rate, but it also reduces the overall TP rate. Figure 3.16 shows the process of cascade 
detector training. 
 
Figure 3.16 Training Process of the Cascade Traffic Sign Detectors 
 
3.3.2. Method 2-Histogram of Oriented Gradients (HOG) with linear SVM classifiers 
This method creates histograms of gradient orientations on patches of the images (sliding 
window candidate) and then compares them to known histograms for specific traffic signs as 
templates. The basic idea is that the local shape and appearance of traffic signs in a given detection 
window can be characterized by distribution of the local intensity gradients. These properties can 
be captured via HOG descriptors of (Dalal and Triggs 2005). In order to do so, the magnitude 
),( yxf  and orientation ),( yx of the intensity gradient for each pixel with the detection window 
is calculated. Then the vector of all these orientations and their magnitude is quantized and 
summarized into a HOG. More precisely, the detection window (Figure 3.17(a)) is divided into 
dydx local spatial regions (cells) where each cell contains nm  pixels (Figure 3.17(b)). Each 
pixel casts a weighted vote for an edge orientation histogram bin, based on the orientation of the 
image gradient at that pixel. These votes are then accumulated into n evenly-spaced orientation 
bins over the cells (Figure 3.17(c)). A naïve distribution scheme in form of voting to the nearest 
orientation bin creates aliasing effects due to under-sampling. Similarly, pixels near the cell 
boundaries can also produce aliasing along spatial dimensions. The outcome of this process is a 
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HOG descriptor for each detection window. Similar to (Felzenszwalb et al. 2010), it is possible to 
use an augmented low-dimensional HOG features leading to a 31-dimensional feature vector. 
Compare to original 36-dimension features in (Dalal and Triggs 2005), (Felzenszwalb et al. 2010) 
shows this modification improves the performance. It is hypothesized that the HOG descriptors 
will be robust enough to intra-class traffic sign variations and lighting changes. This hypothesis is 
validated in the experimental results section.  
 
Figure 3.17 Formation the HOG per Sliding Window Candidate: (a) 64×64 Pixel Detection Window, 
(b) 4×4 Pixel Cell in Each Window, and (c) HOG Corresponding to 4 Cells 
 
a. Linear Support Vector Machine (SVM) classifier 
An SVM classifies data by finding the best hyper-plane that separates all data points of one 
class from those of the other class. The best hyper-plane for an SVM means the one with the 
largest margin between the two classes. Margin means the maximal width of the slab parallel to 
the hyper-plane that has no interior data points. The support vectors are the data points that are 
closest to the separating hyper-plane; these points are on the boundary of the slab. 
To train the template models of the traffic signs for the task of detection and classification, 
a multi-class one-against-all Support Vector Machine (SVM) classifier is employed here. The 
SVM is a discriminative machine learning algorithm which is based on the structural risk 
minimization induction principle. Here, the SVM machine learning discriminative classifier is 
used to identify whether or not the detection window contain a given category of traffic sign. 
Multiple independent one-against-all SVMs classification approach are developed which each 
SVM is one of the margin-based classifiers (Burges 1998) and can recognize a specific category 
of traffic signs in 2D sliding window candidate. As with any supervised learning mode, first the 
support vector machines are trained and then the classifiers are cross validated. The trained models 
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are then used to classify (predict/infer) the label of the new observations. Because our training 
dataset contains considerable number of traffic sign examples, hence we assume that the training 
data can be linearly separated using linear kernels and as a results the classification can be 
formulated as follows. 
Given n labeled training data points  ii yx , , wherein ),,....,2,1(
d
ii Rxnix  is the set of d-
dimensional HOG descriptors calculated from each sliding window candidate (i), and }1,0{iy is 
the binary label of a given traffic sign (e.g., stop sign or non-stop sign), the SVM classifier derives 
an optimal hyper-plane 0 bxwT  between the positive and negative samples. It is assumed that 
there is no prior knowledge about the distribution of the resource class video frames. Hence the 
optimal hyper-plane is the one which maximizes the geometric margin )( as shown in Equation 
(4.11):  
w
2
  (4.11) 
 
The presence of noise and occlusions which is typical in roadway data collection video 
streams produces outliers in the SVM classifiers. Hence the slack variables i   are introduced and 
consequently the SVM optimization problem can be written as: 
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(4.12) 
 
Where C represents a penalty constant which is determined by a cross validation technique. 
The inputs to the learning (training) algorithm are the training examples for different types of 
traffic signs and the outputs are the trained models for detection of various traffic signs. 
To effectively classify the testing candidates with the HOG descriptors, we slide the 
detection windows over each video frame at multiple spatial scales with a fixed aspect ratio. In 
this research, comparison is accomplished by rescaling each sliding window candidate and 
transforming the candidates to the spatial scale of each template traffic sign model. For detecting 
and classifying multiple categories of traffic signs, we leverage multiple independent one-against-
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all classifiers, each trained to detect one category of traffic signs. Once these models are learned 
in the training process, the candidate windows are placed into these classifiers and one label from 
the classifier with the maximum classification score is returned. 
 
b. Localizing traffic signs in 2D 
The proposed method for detecting and classifying traffic signs from the entirety of the 2D 
frames involves application of a detection sliding window. The basic idea is that the detection 
window scans across each video frame by observing most video frame pixels. At each location, 
several spatial scales are used for the sliding window candidate to account for scale variations. As 
shown in Figure 3.18 during this process, the sliding detector window is tiled with a grid of 
overlapping blocks in which the HOG features will be extracted. The detector window is analyzed 
and classified whether it contains a particular type of traffic sign or not. This strategy provides a 
key benefit of detection of traffic signs in close proximity of each other in the video frame under 
high degrees of occlusions.  
 
Figure 3.18 Representation of Sliding Window and Extraction of Candidates from the Video Frames 
 
c. Non-maxima suppression for accurate 2D localization 
Final step is to find the best detections in each window by selecting the strongest responses 
within a neighborhood within an image and across scales. The non-maximum suppression module 
sets all pixels in the current neighborhood window that are lower than the maximum value in that 
window to zero. This involves grouping the “raw” bounding boxes into equivalence classes based 
on closeness, deleting groups that contain fewer than a threshold number of boxes, and removing 
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any groups that lie too close within another group. This has the effect of suppressing all image 
information that is not part of local maxima and removes overlapping detections with lower scores.  
 
3.3.3. Method 3-Histogram of Oriented Gradients + Color with SVM classifiers 
In the last method, we augment the performance of the HOG features with the multiple 
one-vs.-all SVM classifiers (linear and non-linear) – which are expected to perform best for 
recognizing the shapes of the traffic signs– with color information. Similar to the HOG features, 
we divide each sliding window candidate into 8×8 non-overlapping pixel region known as cells. 
A similar procedure is followed up to compute color attributes for each cell, resulting a histogram 
representation of local color distributions. Simultaneous to the formation of the HOG descriptor, 
a histogram of colors is also generated. In order to keep invariance to illumination changes, instead 
of using RGB color space, HSV color space is used (Gomez-Moreno et al. 2010). To minimize the 
impact of image brightness, we only use hue and saturation color channels. The local distribution 
of color is then represented with a histogram that counts the occurrences of a set of evenly spaced 
normalized hue and saturation values. The color space is then vector-quantized into a 6 bins for 
hue and 6 bins for saturation to generate color descriptors. These 11-dimensional color descriptors 
are locally concatenated with the 31-dimensional HOG to form HOG+C descriptors per sliding 
window candidate. Figure 3.19 summarizes the process. 
 
Figure 3.19 Overview of Proposed Method for Forming HOG+C Descriptors 
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the simplicity of an SVM separating hyper-plane. This approach uses these results from the theory 
of reproducing kernels. The mathematical approach using kernels relies on the computational 
method of hyper-planes. All the calculations for hyper-plane classification use nothing more than 
dot products. Therefore, nonlinear kernels can use identical calculations and solution algorithms, 
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and obtain classifiers that are nonlinear. The resulting classifiers are hyper-surfaces in some 
space S, but the space S does not have to be identified or examined. There is a class of 
functions K(x,y) with the property as shown in Equation (4.13). There is a linear space S and a 
function φ mapping x to S such that 
 )(),(),( yxyxK   (4.13) 
 
This class of functions includes: 
 Polynomials: For some positive integer d, 
dyxyxK ),1(),(   (4.14) 
 
 Radial Basis Function (RBF Gaussian): For some positive number σ, 
))2/()(),(exp(),( 2 yxyxyxK  (4.15) 
 
Here, we also test the performance of these non-linear classifiers against the linear hyper-
plane. 
 
3.4. Mapping Traffic Signs Using Google Street View Images for Roadway Inventory 
Management 
This section presents a new system for creating and mapping comprehensive inventories 
of traffic signs using Google Street View images. As shown in Figure 3.20, the system does not 
require additional field data collection beyond the availability of Google Street View images. 
Rather by processing images extracted using Google Street View API using a computer vision 
method explained in previous section, traffic signs are detected and categorized into four 
categories of regulatory, warning, stop, and yield signs. The most probable 3D location of each 
detected traffic signs is also visualized using heat maps on Google Earth. Several data mining 
interfaces are also provided that allow for better management of the traffic sign inventories. The 
key components of the system are presented in the following. 
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Figure 3.20 Overview of the Data and Process 
 
3.4.1. Extracting Location Information using Google Street View API 
To detect and classify traffic signs for a region of interest, it is important to extract street 
view images from a driver’s perspective so that the traffic signs can exhibit maximum visibility. 
To do so, the user of the system provides latitude and longitude information. The system takes this 
information as input and through an HTTP request, Google Street View image are queried at the 
spatial frequency of one image per 10 meter via Google Maps static API. Since the exact geo-
spatial coordinates of the street view images are unknown, the starting coordinates are incremented 
in a grid pattern to ensure that the area of interest is fully examined. Once the query is placed, the 
Google Direction API will return navigation data in JSON file format, which will then be parsed 
to extract the polylines that represent the motion trajectory of the cars used to take the images. The 
polylines will be further parsed to extract the coordinates of points that define the polylines along 
the road of interest. By adding 90 degrees to the azimuth angle between each two adjacent points, 
the forward-looking direction of the Google vehicle is extracted. The adopted strategy for parsing 
the polyline enables identification of the moving direction for all straight and curved roads as well 
as ramps, loops, and roundabouts.  These coordinates and direction information are finally fed into 
the developed API to extract the Street View images at the best locations and orientations. Figure 
3.21 shows the Pseudo code for deriving the viewing angles for each set of locations, where atan2 
returns the viewing direction 𝜃 at location (𝑥, 𝑦) [between −ᴨ and ᴨ]. 
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Input:    A set of location points on the roadway (𝑙𝑜𝑐) 
Output: A set of forward heading angles for each location (H) 
1 for each two consequtive location points (𝑙𝑜𝑐𝑖, 𝑙𝑜𝑐𝑖+1) 
2 get latitude and longtitude in (𝑙𝑜𝑐𝑖 , 𝑙𝑜𝑐𝑖+1) 
3 𝑙𝑎𝑡𝑖 ← 𝑙𝑜𝑐𝑖. 𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒; 𝑙𝑜𝑛𝑖 ←  𝑙𝑜𝑐𝑖. 𝑙𝑜𝑛𝑔𝑡𝑖𝑡𝑢𝑑𝑒; 
4 𝑙𝑎𝑡𝑖+1 ← 𝑙𝑜𝑐𝑖+1. 𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒 ;  𝑙𝑜𝑛𝑖+1 ←
 𝑙𝑜𝑐𝑖+1. 𝑙𝑜𝑛𝑔𝑡𝑖𝑡𝑢𝑑𝑒; 
5 Append  
𝑎𝑡𝑎𝑛2(𝑐𝑜𝑠(𝑙𝑎𝑡𝑖)  × 𝑠𝑖𝑛(𝑙𝑎𝑡𝑖+1)  −  𝑠𝑖𝑛(𝑙𝑎𝑡𝑖)  × 𝑐𝑜𝑠(𝑙𝑎𝑡𝑖+1)  
× 𝑐𝑜𝑠(𝑙𝑜𝑛𝑖+1  −  𝑙𝑜𝑛𝑖), ( 𝑠𝑖𝑛(𝑙𝑜𝑛𝑖+1  −  𝑙𝑜𝑛𝑖)  
× 𝑐𝑜𝑠(𝑙𝑎𝑡𝑖+1))) 
 to headings list (H) 
6 end for 
7 return H 
Figure 3.21 Algorithm for Extracting Location Information 
 
This API is defined with URL parameters which are listed in Table 3.5. These parameters 
are sent through a standardized HTTP which links to an embedded static (non-interactive) image 
within the Google database. While looping through the parameters of interest, the code generates 
a string matching the HTTP request format of the Google Street View API. After the unique string 
is created, the urlretrieve function is used to download the desired Google Street View images.  
 
Table 3.5 Required Parameters for Google Street View Images API 
Parameter Description Dimension 
Location Latitude and Longitude lat/long value 
Size Output size of the image in pixels. 2048×2048 
Heading Compass heading of camera 0-360 (North) 
FOV Horizontal field of view of the image 90 degree 
Pitch up/down angle of the camera relative to the Street View vehicle 0 
 
3.4.2. Detection and Classification Traffic Signs Using Google Street View Images 
It is assumed that each sign is visible from a minimum of three views. A sign detection is 
considered to be successful if detection boxes (from the sliding windows) in three consecutive 
images have a min overlap of 50%. This constraint is enforced by warping the image after and 
before of each detection using homography transformation (Hartley and Zisserman 2003). For 
discriminative classification of the detected traffic signs into multiple categories, method 
explained in Section 4.3.3 is used. 
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3.4.3. Mining and Spatial Visualization of Traffic Sign Data 
The process of extracting traffic sign data including how TP, FP, and FN detections are 
handled is key to the quality of the developed inventory management system. Because each sign 
is visible in multiple images, it is expected that the missed traffic signs (FNs) in some of the images 
will be successfully detected in the other overlapping images. Thus, the developed system 
significantly lowers the rate of FNs per traffic sign. In the developed visualization, the most 
probable location of each detection is visualized on Google Map using a heat map. Hence, those 
locations that are falsely detected as signs (FPs) – which their likelihood of being falsely detected 
in multiple overlapping images is small- could be easily detected and filtered out. The adopted 
strategy for dealing with FNs and FPs significantly lowers these rates (the experimental results 
validate this). In the following, the mechanisms provided to the users for data interaction are 
presented: 
 
a. Structuring and Mining Comprehensive Databases of Detected Traffic Signs 
For structing a comprehensive database and mining the extracted traffic signs data, a fusion 
table is developed in which the geo-location information –latitude/longitude– of each detected 
traffic sign along with type, and correspoding image areas in which the signs are detected. Using 
Google data management toolbox for fusion tables (Gonzalez et al. 2010), a user can mine the 
structured data on the detected traffic signs. Figure 3.22 presents an example of a query based on 
two latitude and longitude coordinates wherein the the number of images in which the detected 
regularity and warning signs are returned and visualized to the user. 
 
 
Figure 3.22 Querying the Total Number of Detected Signs and Their Types by Only Specifying Two 
Latitude and Longitude Coordinates 
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Figure 3.23 is another example where the analysis is done directly on the spatial data to 
map detected warning signs between two specified locations. 
 
Figure 3.23 Mapping Detected Warning Signs between Two Specified Locations 
 
b. Spatial Visualization of Traffic Signs Data 
In the developed web-based platform, Google map interface is used to visualize the spatial 
data and the relationships between different signs and their characteristics. Google Map, Street 
View and Earth APIs along with a clustering package and Google fusion table filtering tools were 
used to develop a dynamic web-based application for visualizing and mining detected traffic signs 
data. More specifically, a dynamic ASP .NET webpage is developed based on the fusion table that 
visualizes the result of detected signs on Google Map, Street View, and Earth, by calling needed 
data using queries from the SQL database and the JSON files.  
A javascript is developed to sync a Google map interface with three other views of Google 
Map, Street View, and Earth (See Figure 3.24). Markers are added for the derived location of each 
detect sign in this Google Map interface. A user can click on these markers to query the top view 
(Goole map view), bird-eye view (Google Earth view), and street-level view of the detected sign 
in the other three frames.  In the developed interface, two scenarios can happen: 
 
Figure 3.24 Syncing Google Map Interface with Google Earth and Google Street View 
(a) (b) (c)
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Scenario 1. each sign may appear in multiple images– To derive the most probable location 
for this sign, the area of bounding box in each of these images is calculated. The image that has 
the highest overall back-projection area is chosen as the most probable 3D location of the traffic 
sign. This is intuitive, because as the Google vehicle get closer to the sign, the area of the bounding 
box containing the sign increases. 
Scenario 2. Multiple signs can be detected within a single image and thus, a single latitute 
and longtittue can be assigned to mutiple signs. In these situations, the same as scenario 1 the size 
of the bounding boxes in images that see these signs is used to identify the most probable location 
for each of the traffic signs. To show that multiple signs are visible in one image, multiple markers 
are placed on the Google map.  
To visualize these scenarios, the developed interface contains a static and a dynamic map. 
In the static map, all detections are marked thus multiple markers are placed when several signs 
are in proximity of one another. Detailed information about latitude/longitude, roadway number, 
city, state, zip, country, traffic sign type, and likelihood of each detected traffic sign are also shown 
by clicking on these markers. 
To enhance the user experience on the dynamic map, the MarkerClusterer algorithm 
(Svennerberg 2010) is used following by a grid-based clustering procedure to dynamically change 
the collection of markers based on their distance on the map (depending on the level of zoom). 
This technique iterates through the markers and adds each marker to its nearest cluster based on a 
predefined threshold which is the cluster grid size, in pixel. The final result is an interactive map 
in which the number of detected signs and the exact location of each sign are visualized. As shown 
in Figure 3.25, a user click on each cluster brings the view closer to smaller clusters until the 
underlying individual sign markers are reached. 
Figure 3.26 shows an example of the dynamic heat maps which visualize the most probable 
locations for the detected traffic signs. The color coding scheme based on the metaphor of traffic 
light colors is used in which the colors change as the user zooms in and out of the map. As one get 
closes to a sign, the most probable location is visualized using a line perpendicular to the road axis. 
This is because the GPS data cannot differentiate whether a detected sign is on the right side of the 
road, is on top of a structure in the middle of the view or is on far left. Figure 3.27 presents the 
Pseudo code for mining and representing traffic sign information. 
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Figure 3.25 The Dynamic Map Interface Wherein by Further Zooming in (or Clicking on the 
Markers), the More Exact Location of Each Image Containing a Traffic Sign Is Shown. The Numbers 
Shown Next to the Marker Indicate the Number of Detected Sign in That Section of the Road 
 
 
Figure 3.26 Dynamic Heat Map Which Shows the Closest Location of Traffic Signs 
  
(a) (b) (c)
(d) (e) (f)
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Input:  Starting and ending point 
Output: A database that includes more probable locations and 
types for all detected traffic signs 
1 Set the direction between starting and ending point using  
Google direction API 
2 for each point on the direction 
3        Find latitude and longtitude of the point 
4       Calculate FOV (Field of View) 
5        Get the street view image using the API 
6        run sign detection procedure 
7               if traffic sign detected in the picture 
8 Append to the database the 
likelihood values for location and type of 
detected traffic signs  
9               end if 
10 end for 
11 return Database 
Figure 3.27 Process of Detecting and Mapping Traffic Signs into the Database 
 
3.5. Image-based Retro-Reflectivity Measurement of Traffic Signs in Day Time 
We present a new image-based method to measure retro-reflectivity from a distance during 
daytime. Our method requires a digital camera equipped with a flashing device. By capturing two 
images almost simultaneously, the method simulates nighttime visibility and performs retro-
reflectivity measurement. Our accuracy and granularity comply with FHWA regulations. The 
overview of our method is illustrated in Figure 3.28. 
 
Figure 3.28 Method Overview for Image-based Retro-reflectivity Measurement during Daytime 
 
We use a combination of computational photography and carefully tuned hardware to 
generate realistic photos of night during daytime. We first capture two images from a scene; one 
with a controlled artificial light source – produced by a commercial flash, and one without. We 
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then process the two images to remove all the light sources from the scene except for the controlled 
light source. Since all natural light sources including the sun are removed, the output image 
resembles a night photo where only the controlled light source is present. Figure 3.29(a) and Figure 
3.29(b) illustrate two photographs taken from the same scene during daytime, one with flash and 
one without flash. Figure 3.29(c) shows the processed night view of the scene generated by 
removing natural light sources. 
 
Figure 3.29 (a) Image with Flash; (b) Image without Flash; (c) Our Night Photo Reconstruction 
 
To synthesize a night photo; one needs to remove the sun and all of its reflections while 
adding a controlled light source. To do this, we capture two images where a strong light source is 
present in only one of the two images. We refer to the image without the artificial light source as 
𝐼𝐷𝑎𝑦. We also refer to the image with the artificial light source present as 𝐼𝐹𝑙𝑎𝑠ℎ+𝐷𝑎𝑦. We process 
the two images to estimate the reflection from the controlled light source only. We refer to this 
image as 𝐼𝐹𝑙𝑎𝑠ℎ. The general strategy to isolate the controlled light source is to first extract true 
irradiance and then subtract the two images as: 𝐼𝐹𝑙𝑎𝑠ℎ = 𝐼𝐹𝑙𝑎𝑠ℎ+𝐷𝑎𝑦 − 𝐼𝐷𝑎𝑦. However, a number of 
important software and hardware measures must be taken before this step is possible. These 
measures are as follows: 
 
3.5.1. Camera Exposure Calibration 
Nearly all cameras apply a non-linear function to recorded raw pixel values in order to 
better simulate human vision. In other words a pixel intensity does not linearly correspond to a 
pixel irradiance (the light incoming to the camera). Therefore direct subtraction would not 
preserve intensity ratios due to the non-linearity. Rather, this response function depends on camera 
CCD (Charge Coupled Device) and a number of other factors including exposure time (shutter 
speed) and f-stop (aperture). Camera is not a photometer and exhibits a limited dynamic range, 
a) b) c)
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with an unknown non-linear response. Hence, in order to convert pixel values to true radiance 
values, we need to estimate this film response function. The solution is to recover response curve 
from multiple exposures and then reconstruct the radiance map. For a given camera and with given 
settings, it is enough to estimate the film response function only once. Then, this response function 
can be used consistently without the need for recalibrations.  
We estimate this response function according to a technique developed by (Debevec and 
Malik 2008) using multiple images. The goal is to create high dynamic range (HDR) images from 
low dynamic range (LDR) images and create a HDR tone-mapping. HDR photography is the 
method of capturing photographs containing a greater dynamic range than what normal 
photographs contain (i.e. they store pixel values outside of the standard LDR range of 0-255 and 
contain higher precision). Typically the response function is difficult to estimate. Having multiple 
observations at each pixel at different exposures, we map image intensities onto a linear space in 
order to accurately estimate intensity differences. Givens are pixel values 𝑍𝑖𝑗  for image with 
shutter time ∆𝑡𝑗(𝑖
𝑡ℎpixel location, and 𝑗𝑡ℎimage). Exposure is irradiance integrated over time as 
expressed as Equations (4.16 – 4.18). Then pixel values are non-linearly mapped and rewritten to 
form a linear system as shown in Equations (4.19 – 4.22). 
 
𝑃𝑖𝑥𝑒𝑙 𝑉𝑎𝑙𝑢𝑒 𝑍 = 𝑓(𝐸𝑥𝑝𝑜𝑠𝑢𝑟𝑒) 
𝐸𝑥𝑝𝑜𝑠𝑢𝑟𝑒 = 𝑅𝑎𝑑𝑖𝑎𝑛𝑐𝑒 × ∆𝑡 
log(𝐸𝑥𝑝𝑜𝑠𝑢𝑟𝑒) = log(𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑒) + log(∆𝑡) 
(4.16) 
(4.17) 
(4.18) 
𝐸𝑖𝑗 = 𝑅𝑖. ∆𝑡𝑗 
𝑍𝑖𝑗 = 𝑓(𝐸𝑖𝑗) = 𝑓(𝑅𝑖. ∆𝑡𝑗) 
ln 𝑓(𝑍𝑖𝑗) = ln(𝑅𝑖) + ln (∆𝑡𝑗) 
𝑔(𝑍𝑖𝑗) = ln(𝑅𝑖) + ln (∆𝑡𝑗) 
(4.19) 
(4.20) 
(4.21) 
(4.22) 
 
Given pixel values 𝑍 at varying exposures 𝑡, the goal is to solve for 𝑔(𝑍) = ln(𝐸 × 𝑡) =
ln(𝐸) + ln(𝑡) where 𝑍𝑖𝑗 gives pixels near 0 or 255 less weight, 𝑅𝑖 is radiance at particular pixel 
site which is the same for each image, ∆𝑡𝑗 is known shutter time for image j, and 𝑔(𝑍𝑖𝑗) is exposure 
as a function of the pixel value.  
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This boils down to solving for 𝐸(𝑖𝑟𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑒) since all other variables are known. By 
these definitions, 𝑔 is the inverse, log response function. We use this technique to compute 𝐸𝑑𝑎𝑦 
and 𝐸𝑓𝑙𝑎𝑠ℎ+𝑑𝑎𝑦. This technique is frequently used in High Dynamic Range photography as i is 
crucial to have comparable pixel intensity values. In this research, we use this technique to estimate 
the true irradiance. 
 
3.5.2. Automatic Alignment 
In order to subtract the two images, 𝐼𝐷𝑎𝑦 and 𝐼𝐹𝑙𝑎𝑠ℎ+𝐷𝑎𝑦, all elements in the images must 
be perfectly registered (aligned). A bright edge that is misaligned by one tenth of a pixel (or a few 
arc-seconds) produces a significant artifact around the edges of objects as shown in Figure 3.30. 
In real-world conditions, both the camera and objects can move within several pixels. For example, 
a camera that is fixed on a tripod may be affected by some degree of vibration due to wind and 
other factors. Furthermore, some objects such as moving cars and pedestrians may move a few 
pixels between the times that the two images are being captured. A camera that is mounted on a 
vehicle or a camera that moves could exhibit a greater degree of such misalignments. 
 
Figure 3.30 Misalignment Produces a Significant Artifact around the Edges of Objects 
 
To minimize the effects of vibrations and movements, we automatically align the images 
in two steps: (1) Global alignment; (2) Local sub-pixel alignment. In global alignment, we translate 
the images so that the misalignment is below one pixel. In the second step we perform sub-pixel 
alignment for local areas. The second sub-pixel alignment is essential because at that level the 
misalignment would be different in various locations of the image.  
 
a. Global Alignment 
We compute cross-correlation on the edges of 𝐼𝐷𝑎𝑦  and 𝐼𝐹𝑙𝑎𝑠ℎ+𝐷𝑎𝑦 , to estimate global 
displacement. Here image edges are used rather than raw pixel intensities because the alignment 
a) b) c)
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of edges is more accurate than the alignment of raw pixel intensities. To speed up the process of 
cross-correlation, we use Fast Fourier Transform to complete the process in 𝑂(𝑛 log 𝑛). We then 
choose the displacement that obtains the maximum alignment (See Figure 3.31). If the camera has 
not moved, the displacement would be zero. This step makes the algorithm robust to 
displacements. 
 
Figure 3.31 Cross-correlation Between the Edges of 𝑰𝑫𝒂𝒚 and 𝑰𝑭𝒍𝒂𝒔𝒉+𝑫𝒂𝒚 
 
b. Local Alignment 
After the process of global alignment some local misalignments may still exist. 
Misalignment could be different in different areas of the image due to tiny movements in the scene 
or the camera. This misalignment produces artifacts at the edges. We perform a local sub-pixel 
registration in order to align every local patch in the image. 
The usual technique is to up-sample images and perform a pixel-wise cross-correlation. 
We use a technique proposed by (Guizar-Sicairos et al. 2008) to align the images without up-
sampling. This algorithm registers a pair of images by retrieving the phase difference within a 
discrete cosine transform. We perform this alignment for a 100×100 grid of patches in the image. 
Each of the 10,000 blocks are aligned separately according to the local appearance of the block. 
Figure 3.32 compares the effect of using local alignment on the quality of the output. 
 
Figure 3.32 (a) Before Sub-pixel Alignment; (b) After Sub-pixel Alignment 
a) b)
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c. Irradiance Estimation 
After 𝐼𝐷𝑎𝑦 and 𝐼𝐹𝑙𝑎𝑠ℎ+𝐷𝑎𝑦 are fully registered and the response function g is obtained, we 
compute 𝐸𝐹𝑙𝑎𝑠ℎ according to the following Equation: 
 
𝐸𝐹𝑙𝑎𝑠ℎ = 𝐸𝐹𝑙𝑎𝑠ℎ+𝐷𝑎𝑦 − 𝐸𝐷𝑎𝑦 = 𝑔(𝐼𝐹𝑙𝑎𝑠ℎ+𝐷𝑎𝑦) − 𝑔(𝐼𝐷𝑎𝑦) (4.23) 
 
3.5.3. Retro-reflectivity Measurement 
Retro-reflection is the ratio of the amount of light returned from a traffic sign versus the 
amount hitting the sign. As shown in Figure 3.33, to determine the retro-reflectivity level of a 
traffic sign, the measures of luminance, illuminance, and geometry are required. 
 
Figure 3.33 Component of Retro-reflectivity 
 
The FHWA has adopted the SI units for retro-reflection; thus by computing the illuminance 
and luminance, retro-reflectivity is measured in units of candelas per lux per square meter 
(𝑐𝑑 𝑙𝑥 𝑚2)⁄⁄  as follows: 
 
𝐿𝑖𝑔ℎ𝑡 𝐼𝑁𝑇𝑂 𝑆𝑖𝑔𝑛 =  𝐼𝑙𝑙𝑢𝑚𝑖𝑛𝑎𝑛𝑐𝑒 = 𝑙𝑢𝑥 (𝑙𝑥) (4.24) 
𝐿𝑖𝑔ℎ𝑡 𝑂𝑈𝑇 𝑜𝑓 𝑆𝑖𝑔𝑛 =  𝐿𝑢𝑚𝑖𝑛𝑎𝑛𝑐𝑒 =
𝐶𝑎𝑛𝑑𝑒𝑙𝑎
𝑚2
(𝑐𝑑 𝑚2⁄ ) 
(4.25) 
𝑅𝑒𝑡𝑟𝑜 − 𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑅𝐴 =
𝐿𝑖𝑔ℎ𝑡 𝑂𝑈𝑇 𝑜𝑓 𝑆𝑖𝑔𝑛
𝐿𝑖𝑔ℎ𝑡 𝐼𝑁𝑇𝑂 𝑆𝑖𝑔𝑛
 (4.26) 
𝑅𝐴 ∝  
𝐿𝑢𝑚𝑖𝑛𝑎𝑛𝑐𝑒
𝐼𝑙𝑙𝑢𝑚𝑖𝑛𝑎𝑛𝑐𝑒
 (𝑐𝑑 𝑙𝑥 𝑚2)⁄⁄  (4.27) 
 
Equation (4.28) shows the exact relationship between the luminance of a surface (𝐿) in 
𝑐𝑑/𝑚2, the illuminance (𝐸) in 𝑙𝑥 and reflectance (𝜌) (dimensionless) where 𝜋 is the pi number 
(Hiscocks and Eng 2011). 
Geometry Headlamps-Sign-Driver
(Angles, Distance)
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𝐿 =
𝐸𝜌
𝜋
 (4.28) 
 
a. Luminance from Pixel Value 
The digital camera turns an image into a two dimensional array of pixels. Ignoring the 
complications of color, each pixel has a value that represents the light intensity. The amount of 
exposure (the brightness in the final image) is proportional to the number of electrons that are 
released by the photons of light impinging on the sensor. Consequently, it is proportional to the 
illuminance (in lux) times the exposure time, so the brightness is in lux-seconds. Invoking the 
parameters of the camera, we have formula form (Conrad 1998): 
 
𝑁𝑑 = 𝐾𝑐 (
𝑡𝑆
𝑓𝑠2
) 𝐿𝑠 (4.29) 
 
Where 𝑁𝑑 is value of the pixel in the image, 𝐾𝑐 is calibration constant for the camera, 𝑡 is 
exposure time in seconds, 𝑓𝑠 is aperture number (f-stop), 𝑆 is ISO sensitivity of the film, and 𝐿𝑠 is 
luminance of the scene in candela/meter2. One measurement would be sufficient to determine the 
value of calibration constant. One would photograph some source of known luminance 𝐿𝑠 , 
determine the value 𝑁𝑑 of the pixels in the image, and note the camera settings for ISO exposure 
time and aperture. To calculate the 𝑁𝑑, we simply take the red, green, and blue values and use the 
following formula to convert them into a grayscale pixel: 
 
𝑁𝑑 = 𝑅 × 0.299 + 𝐺 × 0.587 + 𝐵 × 0.114 (4.30) 
 
The reason these values are weighted is because pure red, green, and blue are actually 
darker/lighter than each other, with green being the darkest and blue the lightest (Johnson 2006).  
 
b. Illuminance from Pixel Value 
American Standard Association (ASA) has defined incident-light meters as well as 
reflected-light meters. The incident-light exposure Equation is  
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𝐴2
𝑡
=
𝐸𝑆𝑥
𝐾𝑐
 (4.31) 
 
where 𝐴  is the relative aperture (f-number), 𝑡  is the exposure time (shutter speed) in 
seconds, 𝐸 is the illuminance, 𝑆𝑥 is the ASA arithmetic film speed, and 𝐾𝑐 is the incident-light 
meter calibration constant. By placing the luminance and illuminance in Equation (4.28), we 
measure the sign retro-reflectivity from every pixel in the images taken during the daytime. 
Finally, the retro-reflectivity of a sign is measured by averaging all pixel-level measurements. This 
is consistent with current practices, yet instead of using a few (typically up to 4) point-level 
measurements, all pixels are used to characterize retro-reflectivity more accurately. 
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CHAPTER 4. DISCUSSION AND EXPERIMENTAL RESULTS 
 
4.1. Segmentation and Recognition of Roadway Assets using Image-based 3D Point Clouds 
and Semantic Texton Forests 
As an initial step, the performance of the proposed algorithms for the segmentation and 
recognition of the roadway assets is evaluated at Virginia Tech’s Smart Road. Using the Smart 
Road facility, a new dataset for benchmarking the performance of our 3D reconstruction, 2D 
segmentation, 3D labeling, and localization algorithms was created. This dataset is for both 
training and testing purposes so that it can be released to the community for further development 
and validation of new algorithms. For this purpose, we collected 30 minutes of video streams that 
were recorded using one single camera pointing towards the assets on the right side of the road. 
 
4.1.1. Data collection and setup 
Our entire training and testing dataset includes a total of 270 images in 12 different object 
categories. For each image in both training and testing datasets, a ground truth image is generated 
in a supervised fashion. These ground truth images are color-coded based on their categories and 
labels such as asphalt pavement, guardrail, and traffic signs were placed accordingly. Table 4.1 
presents these segmentation categories, the number of images used per category, and finally the 
specific colors that are assigned to each category for supervised training and automated testing 
purposes. In our ground truth image dataset, those pixels that are non-relevant to selected object 
categories were intentionally color-coded in black, further highlighting the void category.  
 
Table 4.1 Semantic Segmentation Asset Categories and Their Corresponding Colors 
Category Name Images (#) Color Category Name Images (#) Color 
Asphalt Pavement 45 (0,128,1) Grass 27 (129,0,127) 
Concrete Pavement 13 (1,0,128) Soil 42 (254,0,0) 
Guardrail 47 (128,0,0) Sky 42 (0,255,1) 
Poles 35 (127,128,0) Safety Cones 11 (0,0,254) 
Signs 16 (128,128,128) Traffic Signals 7 (254,128,254) 
Trees 24 (0,128,129) Pavement Markings 23 (127,255,254) 
 
Several examples of the training images and their ground truth for each asset category are 
presented in Figure 4.1. As observed, in the ground truth images, those pixels that are 
corresponding to our categories are color-coded according to Table 4.1. For example, Figure 
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4.1(c2) shows how the guardrail has been isolated from asphalt pavement, sky, tree, and soil pixels. 
The STF model is trained using our training images and their ground-truth which consist 70% of 
our entire dataset. The rest of the 30% were used for testing purposes. 
 
Figure 4.1 Supervised Segmentation of the Ground Truth Images. In Each Block Represented by 
Alphabetical Letters, the Image Is Shown in “1” and Corresponding Ground Truth Is Shown in “2”. 
The Ground Truth Images Are Color-coded Based Categories Represented in Table 4.1 
 
We used two datasets of 66 and 171 images for reconstruction of the 3D point cloud 
models. These images represent guardrail, asphalt pavement, soil, and grass categories. Each of 
these datasets was reconstructed separately and the images that were used for their reconstruction 
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were color-coded using the STF model. Finally, all the reconstructed points in the 3D point cloud 
models were color coded based on the outcome of the voting scheme presented in Chapter 3. 
 
4.1.2. Semantic Texton Forest setup 
In our experiment, five decision trees were trained on a subset of training asset data and 
then filled with all of training data points as described in method chapter. We trained a forest using 
the values for the parameters in Table 4.2. The values are selected based on extensive initial 
experiments and recommendations from our previous work as well as the original work on STF 
method (Golparvar-Fard et al. 2012; Johnson and Shotton 2010). 
 
Table 4.2 Parameters Used for Training Scenario 
Parameter Value 
Number of Trees 5 
Maximum Depth 10 
Type of Split Tests P,P+Q, P log(Q), 
q 15 
Color Channel RGB 
Data % Per Tree 25% 
 
4.1.3. Evaluation metrics 
In our experiments, accuracy of both segmentation and recognition are measured. 
Particularly the accuracy of segmentation for each type of assets is measured based on the mean 
percentage of pixels labeled correctly over all asset categories. A confusion matrix was computed 
over all pixels 𝑝 ∈ 𝑃𝑅 where PR is the set of test pixels. Thus, for each pixel 𝑝 ∈ 𝑃𝑅, using the 
ground truth images the returned labels are compared with their ground truth G(p), as follows: 
 
 [ , ] : , ( ) ,arg max ( | )R i c p jM i j p p P G p c P c L c   
 
(5.1) 
 
Next, for all pixels that belong to asset category i in an image, (αi) is calculated according 
to Equation (5.2). Finally, the mean category accuracy μi is reported in the confusion matrix, and 
is calculated as: 
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(5.3) 
 
Each index in the confusion matrix (μi) shows for each pair of segmented category <c1,c2>, 
how many asset categories from c2 were incorrectly assigned to c1. Each column of the confusion 
matrices represents the predicted asset category and each row represents the actual asset category. 
The segmented True Positives (TP), False Positives (FP), and False Negatives (FN) are compared 
and the percentages of the correctly predicted categories with respect to the actual category are 
calculated using the above formulas and represented in each row.  A second metric for validation 
is the overall accuracy α at the pixel level, which we have called it accuracy of recognition in our 
experiments and is calculated as: 
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(5.4) 
 
The mean category accuracy μ ensures a fair balance across asset categories which 
potentially have very different numbers of pixels in the data. The overall accuracy α, on the other 
hand, provides an indication on the proportion of the asset images that can be reliably segmented 
using our proposed method. Both of these metrics are important to get a sense of the accuracy in 
the proposed method. For example, a low μ along with a high α can indicate the presence of over-
ﬁtting to a particular asset category which is the result of that asset category being 
disproportionately represented in the dataset. 
 
4.1.4. Experimental results and validation 
In this section, the experimental results from the proposed algorithms are presented. The 
developed segmentation method using STF is implemented in Windows 7 64bit Visual Studio(C#) 
and is primarily based on the original implementation of (Shotton et al. 2008). The 3D 
reconstruction pipeline is built in Linux 64bit upon the previous system of (Golparvar-Fard et al. 
2012). The experiment was benchmarked on an Intel(R) Core(TM) i7 960 with 24 GBs RAM and 
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NVIDIA GeForce GTX 400 graphics card. The visualization platform is implemented in C++ 
using Microsoft DirectX9.0 graphics library.  
Figure 4.2 shows several examples of our experimental results on the segmentation of 
assets. As observed, most parts of these images are properly segmented for the expected assets. 
Figure 4.3 further presents some examples of those cases where segmentation resulted in wrong 
categories. 
 
Figure 4.2 Successful Segmentation and Asset Recognition Results; Each Two Rows Show the 
Original 2D Image and the Outcome of the Segmentation 
 
 
Figure 4.3 False Segmentation and Asset Recognition Results 
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The resulting 3D point clouds for both experimented datasets are shown in Figures 4.4 and 
Figure 4.5. Figures 4.6 and Figure 4.7 show the outcome of the labeling for the points in the 
reconstructed clouds. Such visualization enables the user to select an asset category of interest, 
and minimizes the search time in finding appropriate imagery. In both of these figures, the outcome 
is represented in form of D4AR (4 Dimensional Augmented Reality) visualization models, where 
in the point cloud models and their geo-registered imagery are visualized together. The user can 
either navigate through the geo-registered imagery, or conduct joint observations to the point cloud 
and imagery in 3D. The number of images, computational time and the success rate for using 
imagers in the reconstruction of the 3D point clouds are presented in Table 4.3.  
 
Figure 4.4 3D Image-based Reconstruction Results from Experiment #1 
 
 
Figure 4.5 3D Image-based Reconstruction Results from Experiment #2 
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Figure 4.6 3D Image-based Reconstruction Results: (a) Point Cloud Reconstructed Using 66 Images 
Observed from a Camera Frustum; (b) 3D Location of the Camera; (c) The Camera Frustum 
Rendered with the Full Resolution Image, and (d) 2D Segmented Image Rendered Over the Camera 
Frustum 
 
 
Figure 4.7 3D Image-based Reconstruction Results: (a) Reconstruction of a Light Pole and Correct 
Labeling. The Location of the Camera to the Road Profile Is Also Shown; (b) The Camera Location 
with Respect to the Labeled Point Cloud; (c) 2D View to the Point Cloud from a Camera Frustum; 
and (d) 2D Segmented Image Rendered Over the Camera Frustum 
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Table 4.3 Result of 3D Image-based Reconstruction 
Images (#) 
Density* Computation time 
Rate 
SfM D4AR SfM D4AR-v1 D4AR-v2** 
66 663,726 902,355 1hr 21min 3hr 40min 32min 1.00 
171 175,737 2,076,887 8hr 54min 10hr 17min 1hr 14min 0.98 
*   Density in form of the number of points in the reconstructed cloud 
** GPU and multi-core CPU-based implementation of the D4AR image-based 3D reconstruction 
 
Table 4.3 highlights the significance of the decrease in computational time compared to 
our previous work in 3D reconstruction. As observed, the new implementation based on GPU and 
multi-core CPU has significantly reduced the computation time, making it feasible to reconstruct 
large areas which are typical in case of roadway infrastructure assets. In the following two sections, 
the accuracy of asset recognition and segmentation are discussed in more details. 
 
4.1.5. Accuracy of recognition 
In order to test the recognition accuracy on both training and testing images, we compare 
the outcome at the pixel level with their corresponding ground truth images. Hence, the color value 
of each pixel in the segmented imagery is compared with ground truth. Table 4.4 shows the number 
of pixels of segmented image with exact color values of those indicated in the ground truth. The 
average accuracy of recognition for the segmented imagery at the pixel level is 86.75%. 
 
Table 4.4 Accuracy of 2D Image Segmentation 
Category Accuracy of segmentation 
Asphalt Pavement 82.58 % 
Concrete Pavement 99.04 % 
Guardrail 85.81 % 
Grass 72.30 % 
Traffic Signal 91.78 % 
Pavement Marking 89.67 % 
Poles 71.77 % 
Safety Cones 85.89 % 
Traffic Sign 98.05 % 
Sky 98.25 % 
Soil 87.30 % 
Tree 78.62 % 
 
4.1.6. Accuracy of segmentation 
Figure 4.8 shows the confusion matrix for segmentation of asset categories. Here, the 
accuracy refers to the segmentation for each region within the imagery. Overall, an average 
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accuracy of 76.50% for region segmentation is achieved. Our segmentation works best for traffic 
signals, safety cones, guardrails and traffic signs. The regions belonging to other objects such as 
trees, soils, and grass are also properly segmented. As observed, the largest confusion happens 
between ‘asphalt pavement’ and ‘soil’ categories. Another significant confusion occurs between 
‘asphalt pavement’ and ‘concrete pavement’ categories. These are primarily related to the visual 
consistency of these categories as well as the varying appearance of the soil category. 
 
Figure 4.8 Confusion Matrix for 2D Segmentation of Asset Categories 
 
4.1.7. Discussion on the proposed method 
Overall, the experimental results are satisfactory given the rather smaller size of the data 
that has been tested in this study. One observation indicated that having proper images in the 
training dataset in which categories are visually distinguishable, would help in formation of the 
STFs and results in better pixel-level recognition and region segmentations. As represented in 
Figure 4.8 and Table 4.4, the True Positive (TP) rates for the traffic signals are among the highest 
in our asset categories. In contrary, the segmentation results for the asphalt pavement are among 
the lowest since the features of these asset items resemble other asset items such as the soil or 
concrete pavement.  
Compared to machine learning algorithms that benefit from filter banks, in our work, the 
computational time for applying the segmentation is considerably shorter; i.e., is in order of 
seconds. This further justifies the application of STF algorithm for asset segmentation. Given the 
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high volumes of roadway assets, minimal computation time is an important attribute for any 
roadway asset condition assessment system. Furthermore, the combination of the 3D 
reconstruction and asset categorization enables assets to be localized in 3D; i.e., the user can query 
<x,y,z> coordinates for any point from 3D. Compared to the application of GPS or wireless which 
can only represent the existence of a given type of asset in a radius, this work can localize identified 
assets in a higher precision. The color-coded point cloud models also enable users to easily 
navigate to areas of interest and conduct condition assessments.  
 
4.2. Segmentation and Recognition of Roadway Assets from Car-Mounted Camera Video 
Streams using a Scalable Non-Parametric Image Parsing Method 
4.2.1. Data collection and setup 
We leverage two types of datasets along with their ground truth data for our experiments: 
 
a. Smart Road dataset 
The first dataset in our experiments, referred as “Smart Road”, comes from (Golparvar-
Fard et al. 2012). Smart Road, as shown in Figure 4.9 is a unique, state-of-the-art, full scale, closed 
test bed 2.2 mile long research facility managed by Virginia Tech Transportation Institute and 
owned by Virginia Department of Transportation in Blacksburg, VA. Smart Road features a 
variety of roadway assets and unique capabilities and it is closed to live traffic, which makes it an 
ideal location for data collection and experiments. We initially videotaped the road assets along 
the Smart Road to validate several algorithms before conducting our full experimentations. This 
dataset allowed us to challenge the initial prototyped algorithms and conduct testing on FP and FN 
predictions. 
 
Figure 4.9 Smart Road: (a) Height Adjustable Poles; (b) Virginia’s Highest Bridge; (c) Control 
Room; (d) Google Car Testing on the Smart Road 
 
(a) (d)(c)(b)
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The training video frames in the “Smart Road” Dataset’ contains 200 fully and partially 
annotated images: 2,169 samples of 12 different classes of roadway assets and 1,119 samples of 
geometric labels. The frequency histogram of different labels annotated on this dataset are shown 
in Figure 4.10. Examples of the training images and their ground truth for both semantic and 
geometric labels on each asset category are presented in Figure 4.11. 
 
Figure 4.10 Frequency Histograms of Semantic and Geometric Labels on the Smart Road Dataset 
Assigned to the Superpixels 
 
 
Figure 4.11 Examples of Ground Truth Images for Smart Road Dataset: (1) Actual Image; (2) 
Geometric Label; (3) Semantic Label 
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b. Interstate I-57 dataset 
The second dataset is collected along the U.S. Interstate 57 by Illinois Department of 
Transportation. The inspection vehicle is a Ford E350 full size van which can travel and collect 
images and data at highway speeds. Low speed cut off of sensor data instrument is 15 mph and 
image collection stops when vehicle stops. There are five cameras including three front view, one 
rear view, and one down shot for pavement view. The resolution of images is 1300×1000 pixels. 
The cameras can capture images at a rate of 26.4 feet or 200 images per view per mile. The front 
view cameras are horizontally located in 45˚ angle with each other and the vertical angle is adjusted 
in a way to ensure that pavement is primary focus and also can capture overhead signage. All 
cameras are triggered and a software controls cameras. Figure 4.12 shows the data collection 
vehicle with mounted cameras. 
 
Figure 4.12 Data Collection Using Inspection Vehicle with Three Mounted Frontal-Cameras. This 
Vehicle Was Used to Collect Imagery Data on I-57 Used for Our Experiments 
 
Using both Smart Road and I-57 highway video frames, a new dataset is created for 
benchmarking the performance of the proposed method for segmentation and recognition of high-
quantity low-cost road way assets. While the training and testing images have only been collected 
from the same roadways, our method (and the trained model) can be applied to any existing 
roadway in the U.S. and is scalable because the assets in other roadways will be consistent in 
form/shape with the ones used for training our system. Our method has also been tested under 
different viewpoint and lighting configurations. Also our retrieval process provides us with an 
opportunity to retrieve highway vs. secondary roadway datasets which helps us to narrow down 
the search on the feature matching process and improves the performance of the overall system. 
This combined dataset is used for both training and testing and it is released through 
http://raamac.cee.illinois.edu/aca for future developments and validations. 
Inspection Vehicle
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To generate the ground truth data for our experiments, a subset of training asset data 
including geo-labels and semantic-labels are generated using LabelMe toolbox which is a web-
based image annotation tool (Russell et al. 2008). These annotations are 1) geometric labels, and 
2) semantic labels. The geo-labels are color-coded based on categories such as horizontal, vertical, 
and sky. Similarly, the semantic labels are color-coded based on categories of asphalt pavement, 
guardrail, safety cone, and traffic signs. In the ground truth video frames, those pixels which were 
not been labeled, remain as “black”. We manually map each semantic category to a unique 
geometric category. For example, “traffic sign” is “vertical”, “guardrail” is “horizontal” and so on. 
Including the partially annotated images allows our method to manifest if they are able to benefit 
from additional partially labeled images. There is a dozen of object classes with hundreds of 
training samples and there are some object classes with just a few of training samples such as 
safety cone asset category. The main challenges in this training and testing process is that many 
object classes have very few training samples. For such unbalanced and non-uniform dataset, the 
performance is evaluated at the per-pixel classification rate. 
It contains a training set of 550 images that have been fully and partially labeled by 
LabelMe toolbox. This dataset has been split into 400 training images along with 5970 labels and 
150 test images and used 8 different classes of roadway assets. The frequencies of different classes 
on this dataset are shown in Figure 4.13. Video frame from categories such as pavement marking, 
traffic sign, shoulder, and pavement are common, but there are also some categories that rarely 
appear in roadway datasets like safety cones and traffic signals. 
 
Figure 4.13 Frequency Histograms of Semantic and Geometric Labels on the I-57 Dataset Assigned 
to the Superpixels 
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4.2.2. Evaluation metrics 
The accuracy of segmentation for each type of asset is measured based on the mean 
percentage of pixels labeled correctly over all asset categories. A confusion matrix is also 
computed over all pixels 
RPp  where RP  is the set of test pixels. For each pixel p, the returned 
label are compared with the ground truth )( pG  as shown in Equation (5.5): 
 
 jpaiR aLcPapGPppjiM  )(maxarg,)(,:],[  (5.5) 
 
Then, for all the pixels that belong to asset category a in an image, )( a  is calculated 
according to Equation (5.6). Finally, the mean category accuracy )( a  is reported in the confusion 
matrix. 
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The second metric for validation the overall accuracy )(  at the pixel level – the accuracy 
of recognition in our experiments– is calculated with Equation (5.8). This overall accuracy 
provides an indication on the proportion of the asset images that can be reliably segmented. 
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4.2.3. Experimental results and discussion 
The developed method is implemented in Matlab on Windows 64bit. The experiment was 
benchmarked on an Intel(R) Core(TM) i7-3820 CPU @ 3.60 GHz with 64.0 GB RAM and 
NVIDIA GeForce GTX 400 graphics card. The Matlab pool is used to enable parallel computation 
by creating jobs on a pool of workers and connecting the pool to the Matlab client. In the following, 
we present experimental results on each of our datasets. 
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a. Smart Road results 
To fairly report the performance on the Smart Road dataset, not only we evaluate the 
accuracy by the per-pixel classification rate – which is mainly determined by how well we can 
label the number of asset categories – but also the average of the per-pixel rates over all the asset 
categories. Figure 4.14 shows examples of the experimental results. As observed, most parts of 
these video frames are properly segmented and labeled with their corresponding asset categories. 
 
Figure 4.14 Example Results from the Smart Road Testing Dataset 
 
In order to measure the accuracy of recognition on testing images, the outcomes are 
compared with their corresponding ground truth images. Hence, the color value at each pixel in 
the segmented imagery is compared with ground truth. The accuracy of segmentation for each 
category of roadway assets is presented in Table 4.5. The average accuracy is 87.13%. 
We also compare our results with those reported in Section 5.1. As shown in Table 4.6, the 
average accuracy of recognition is increased by 0.38%. This is because mapping geometric labels 
to semantic labels can increase the accuracy of recognition for asphalt pavement, guardrails, light 
poles, soil, and pavement marking categories. As reported in Section 5.1 the main confusions for 
the Semantic Texton Forest method are between asphalt pavement, concrete pavement, and soil 
categories while adding the geometric information to the semantic context has increased the 
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accuracy. Our new method also outperforms the computational time for the Semantic Texton 
Forest method with an order of magnitude, and requires significantly smaller amount of 
supervision in the training process. 
 
Table 4.5 Accuracy of 2D Video Frame Semantic Segmentation 
Asset Labels Accuracy (Percent) 
Asphalt Pavement 89.29 
Concrete Pavement 96.69 
Guardrail 88.54 
Light Poles 78.36 
Traffic Signs 96.61 
Trees 76.43 
Grass 72.69 
Soil 90.4 
Sky 96.43 
Safety Cones 81.38 
Traffic Signals 86.03 
Pavement Markings 92.76 
 
Table 4.6 Comparison of Segmentation Accuracy for Superparsing and Semantic Texton Forest 
Method on Smart Road Dataset 
Asset Labels Superparsing STF Difference 
Asphalt Pavement 89.29 82.58 +6.71 
Concrete Pavement 96.69 99.04 -2.35 
Guardrail 88.54 85.81 +2.73 
Light Poles 78.36 71.77 +6.59 
Traffic Signs 96.61 98.05 -1.44 
Trees 76.43 78.62 -2.19 
Grass 72.69 72.3 +0.39 
Soil 90.4 87.3 +3.1 
Sky 96.43 98.25 -1.82 
Safety Cones 81.38 85.89 -4.51 
Traffic Signals 86.03 91.78 -5.75 
Pavement Markings 92.76 89.67 +3.09 
Average Accuracy 87.13 86.75 +0.38 
 
Figure 4.15 shows the confusion matrix for segmentation of asset categories. The average 
accuracy of 79% for asset segmentation is achieved which indicate how accurately each superpixel 
region is segmented in the video frames. Such average accuracy shows 2.5% better on the 
performance of the new method compared to Semantic Texton Forest based method which reports 
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76.5% on the same testing dataset. The proposed method shows the best performance on traffic 
signals, safety cones, and guardrails. As it can be observed, the maximum confusion happens 
between asphalt pavement and concrete pavement asset categories. This is primarily related to the 
visual consistency of these two categories. This confusion has been decreased due to adding the 
geometric information to the semantic context with respect to our previous work using Semantic 
Texton Forest. Some examples of segmentation results of the same images in both Semantic 
Texton Forest and superparsing method is shown in Figure 4.16. 
 
Figure 4.15 Confusion Matrix on the Smart Road Testing Dataset 
 
b. Interstate I-57 results 
The second and more comprehensive dataset in our experiment is the I-57 dataset. Figure 
4.17 shows several examples of the experimental results on the segmentation of assets. As 
observed, most parts of these video frames are properly segmented for the expected assets. The 
final results on the I-57 dataset achieves a classification rate of 88.24%. In order to measure the 
accuracy of recognition on both training and testing images, we compare the segmented video 
frames at the pixel level with their corresponding ground truth. Table 4.7 shows accuracy of 
recognition on training and testing video frames .The accuracy of segmentation is shown through 
the confusion matrix for segmentation of asset categories. Overall, an average accuracy of 82.02% 
for region segmentation is achieved. 
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Figure 4.16 Several Examples, Illustrating the Differences Between Superparsing and Semantic 
Texton Forest Based Methods on the Smart Road Testing Dataset. Although Colors Are Different, 
All Segmentation Correspond Uniformly Across the Methods 
(a) Original Image (b) Superparsing
Segmented
(c) STF Segmented
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Figure 4.17 Results of Segmentation for Both Geometric Labels and Semantic Labels 
(a) Query (b) Ground Truth 
Geometric Labels
(c) Ground Truth 
Semantic Labels
(d) Testing Image 
Geometric
(e) Testing Image 
Semantic
91.7% 89.3%
97.7% 93.0%
88.3% 87.2%
92.3% 84.3%
97.7% 83.2%
98.0% 89.5%
94.1% 77.6%
99.1% 89.9%
96.3% 85.4%
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Table 4.7 Accuracy of Recognition on I-57 Dataset 
Asset Labels Accuracy (Percent) 
Pavement 91.99 
Shoulder 93.35 
Guardrail 87.17 
Pavement Markings 91.22 
Light Poles 76.48 
Traffic Signs 90.37 
Bridges 90.36 
Sky 92.52 
Others 80.73 
Average Accuracy 88.24 
 
 
Figure 4.18 Confusion Matrix of Segmentation on I-57 Dataset 
 
c. Video parsing 
The video segmentation method was tested on the I-57 dataset which includes frames of 
video streams. There are a total of 550 labeled frames in the dataset with 347 used for training and 
203 for testing. Figure 4.19 shows some examples of video parsing results for continuous frames 
of video stream. 
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Figure 4.19 Results of Video Parsing on I-57 Dataset 
 
4.3. Evaluation of Multi-Class Traffic Sign Detection and Classification Methods for U.S. 
Roadway Asset Inventory Management 
4.3.1. Data collection and setup 
For evaluating the performance of the multi-class traffic sign detection and classification, 
the experimental dataset was collected along the US-460 and US Interstate 57 by the State of 
Illinois’ Department of Transportation. This dataset is used for both training and testing purposes 
with split of 70 percent for training and 30 percent for testing. This dataset is released publicly 
through http://raamac.cee.illinois.edu/aca for other researchers to further develop and validate new 
algorithms. 
The dataset contains different categories of traffic signs based on the signs’ message which 
are annotated manually for training and testing purposes. Training frames are cropped to contain 
only single traffic sign. In order to create a comprehensive dataset with varying viewpoints, scale, 
illumination changes, and intra-class variability the videos were collected in different weather 
condition and on both highway and roadway. To increase negative samples which are needed for 
training AdaBoost classifier, we also added 16,000 negative samples of typical backgrounds of 
roadways and highways. The negative images for each binary classification process includes both 
Video Frames
Ground Truth Segmentation
Segmented Video Frames
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positive examples of other categories of traffic signs and also generic roadway and highway 
backgrounds. Table 4.8 shows the specification of the training and testing datasets. 
 
Table 4.8 Specification of Our Released Traffic Sign Dataset 
Type Color Dataset Positive Negative Sign Message  
Warning Yellow 
Training 1523 6,174 
Warning 
 Testing 653 2,658 
Regulatory 
White, Blue, 
Green 
Training 5924 7,353 Regulatory, 
Direction (including 
mile markers) 
 
 
Testing 2539 3,311 
Stop Sign Red 
Training 164 2,228 
Always means Stop 
 Testing 71 3,240 
Yield Red 
Training 109 2,245 Yield, Slow down, 
Prepare to Stop  Testing 48 3,263 
 
To achieve the best performance, we conduct experiments with several spatial scales of 
(0.75, 1.00, 1.25) of the template spatial resolution and consider a 6.67% shift among observed 
pixels (i.e., window overlap) to find the best candidates for the traffic signs. The results of different 
sliding window size for different types of traffic sign has been tested. The 64×64 pixel image 
patches, as shown in Table 4.9, have the minimum FN rates and maximum FP rates among all 
other sliding window sizes. 
 
Table 4.9 Specification of Our Released Traffic Sign Dataset 
 False Negatives Rate False Positives Rate 
Scale Factor 0.75 1.00 1.25 0.75 1.00 1.25 
Warning 0.06% 0.06% 3.64% 13.68% 14.19% 36.76% 
Regulatory 3.67% 2.17% 6.48% 11.19% 19.23% 21.95% 
Stop Sign 0.00% 0.00% 9.23% 23.08% 30.77% 23.08% 
Yield 0.00% 0.00% 4.49% 14.61% 29.21% 38.20% 
 
4.3.2. Performance evaluation metrics 
The most straightforward measurement used in the literature is the TP rate. However, even 
if all the traffic signs are detected, a method is not necessarily perfect. In other words, the ratio of 
FPs must also be taken into account. If the amount of FPs is too high, the classifier will handle a 
lot more data than it should, and as a result the overall system speed is degraded. Thus, both TP 
and FP rates should be accounted simultaneously.  
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Hence, to quantify and benchmark the performance of different methods, we plot the 
Precision-Recall graphs. This evaluation metric is extensively used in the Computer Vision 
community. To facilitate comparing the overall average performance of the variations of proposed 
approaches over a particular category of traffic signs, individual detection class precision values 
are interpolated to a set of standard recall levels (0 to 1 in increments 0.1). Precision is the fraction 
of retrieved samples that are relevant to the particular classification, while recall is the fraction of 
relevant samples that are retrieved. Precision and recall are calculated as shown in Equation (5.10): 
 
FNTP
TP
call
FPTP
TP
ecision




Re
Pr
 (5.10) 
 
The particular rule used to interpolate precision to recall level i is to use the maximum 
precision obtained from detection class for any recall level greater or equal to i. For each recall 
level, the precision is calculated, then the values are connected and plotted to form a curve. 
 
4.3.3. Experimental Results and Discussion 
As a proof of concept, we prototyped these methods in Matlab on a Windows 64bit 
workstation. The performance of our implementation was benchmarked on an Intel(R) Core(TM) 
i7-3820 CPU @ 3.60 GHz with 64.0 GB RAM and NVIDIA GeForce GTX 400 graphics card. 
The specification of the methods used are presented in Table 4.10. 
 
Table 4.10 Specification of Our Methods 
Method Properties 
1. Haar 64×64 pixel base templates for the detection windows 
2. HOG 
Linear gradient [-1;0;1] voting into 8 orientation bins in 0-180˚ 
L2-normalized blocks with 4 cells containing 8×8 pixels 
Linear SVM Classifiers with 1C  
3. HOG + Color Linear, Polynomial, and RBF SVM classifiers 
 
The HOG templates which are trained separately for each type of traffic signs are shown 
in Figure 4.20. In this figure, the second row shows how a computer sees the same training images. 
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The bottom row shows a standard visualization where shadows are removed, fine details are lost, 
and the image is noisier, but the template of each sign is preserved. 
 
Figure 4.20 Examples of the Visualization for HOG Feature Space: First Row Shows the Training 
Images; Second Row Shows How a Computer Sees the Same Images. The Bottom Row Shows a 
Standard Visualization 
 
Figure 4.21 shows examples of the testing images, in addition to visualization of their HOG 
and color descriptors. Here, the HOG descriptors remain non-sensitive to variations in lighting 
conditions. The choice of Hue and Saturation color values also guarantee that our representations 
are invariant to changes of scene brightness.  
 
Figure 4.21 Examples of Testing for Different Types of Traffic Signs 
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In the first phase of validation, experiments were conducted to test the performance of the 
multiple classifiers while accounting for the impact of the parameters of the sliding window 
overlap and also the spatial resolutions. Figure 4.22 shows different cases on the performance of 
the classification. The first row shows TPs which are correctly identified. The second row shows 
multiple detections due to the impact of the sliding windows on the detections. Third row here 
shows incorrectly classified traffic signs which are FPs. And the last row shows the incorrectly 
rejected signs which are FNs. 
 
Figure 4.22 Examples of TP, FP, and FN of Sliding Window with Size of 64×64 Pixels for Detection 
and Classification of Traffic Signs 
 
The precision and recall metric is used to measure the performance of detection and 
classification for candidate window size 64×64 pixels for different types of traffic signs. Precision 
and recall graphs of different detection approaches and different classifiers are shown in Figure 
4.23.  
As observed, the HOG+C method improves the performance of detecting traffic signs 
compare to Haar-like feature and HOG. In particular it achieves higher precisions in higher recall 
values. The average precision, recall, and accuracy of different types of traffic signs and 
approaches are shown in Table 4.11. The accuracy of classification is calculated based on 
FNFPTNTP
TNTP

  . 
True 
Positives
Multiple 
True 
Positives
False 
Positives
False 
Negatives
101 
 
 
Figure 4.23 Precision-Recall Graphics on the Performance of Our Three Methods for Multi-class US 
Traffic Sign Detection and Classification 
 
Table 4.11 Precision, Recall, and Accuracy of Different Types of Traffic Signs Considering 
Different Approaches 
Approach 
Precision (%) Recall (%) Accuracy (%) 
Haar HOG HOG+C Haar HOG HOG+C Haar HOG HOG+C 
Warning 85.81 95.84 97.19 99.93 99.87 99.93 85.75 95.72 97.12 
Regulatory 80.77 92.06 92.85 97.38 96.14 98.18 79.05 88.78 91.28 
Stop Sign 69.23 73.85 92.31 100 100 98.36 69.23 73.85 90.91 
Yield 70.79 98.88 100 100 100 100 70.79 98.88 100 
      Average 76.20 89.31 94.83 
 
With the computer configuration explained earlier, the new method of HOG+C and 
multiple one-vs.-all linear SVM also outperforms the other methods in terms of its computational 
time. The comparison of computational time for both training and testing of each approach for 
different types of traffic sign are summarized in Table 4.12. It also shows the average for training 
and testing time per video frame for each method in seconds.  
Using HOG+C for the detection and classification of multiple categories of traffic signs 
has a higher accuracy compared to the Haar and HOG as it leverages both shape and color 
information in a principled way. As it shown in Table 4.11, due to the distinct colors of traffic 
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signs, adding the color information and forming HOG+C histograms improves the performance of 
HOG by 5.5%. In all of the traffic sign categories HOG+C has higher accuracy and in some cases 
such as Stop sign it improves performance by 23% with respect to Haar and 18.5% with respect to 
HOG. The reason of this improvement is the special shape and color of stop sign which is unique 
among all the traffic signs. Figure 4.24 shows several examples from the testing datasets were the 
performance of detection, 2D localization, and classification at multiple scales and under different 
roadway and highway background are demonstrated. For more results, readers are encouraged to 
review the companion video. 
 
Table 4.12 Computational Time of Different Types of Traffic Signs Considering Different 
Approaches 
Type Dataset # Images Haar HOG HOG+C 
Warning 
Training 1,523 3 days 1 day 1.5 days 
Testing 653 1.8 hr 0.5 hr 1 hr 
Regulatory 
Training 5,924 10 days 3 days 4 days 
Testing 2,539 6.5 hr 2.25 hr 3.5 hr 
Stop Sign 
Training 164 0.5 days 3 hr 4 hr 
Testing 71 0.25 hr 0.1 hr 0.15 hr 
yield 
Training 109 0.5 days 3 hr 3.5 hr 
Testing 48 0.15 hr 0.08 hr 0.1 hr 
Average per Video Frame 
Training  156.68 s 49.24 s 64.91 s 
Testing  9.46 s 3.26 s 5.18 s 
 
 
Figure 4.24 Several Examples of Successful Multi-class Traffic Sign Detection, 2D Localization, and 
Classification 
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4.3.4. Discussion on the proposed research and challenges 
This study presented the first comprehensive video frame data set for 2D detection of US 
traffic signs and mile markers and to the best of our knowledge is the first evaluation of dominant 
shape and color object detection algorithms which is implemented at multiple scales for detection 
multiple categories of traffic signs. Because real-world video frames are used, our dataset exhibits 
large variations in color and also illumination conditions (i.e. sun light, cloudy weather, shadow). 
In the absence of a color normalization and/or illumination compensation of the input images, 
adding color to HOG seem capable of largely making up for these variances. The average accuracy 
for detection of warning, regulatory, stop, and yield traffic signs using the HOG+C method are 
97.12%, 91.28%, 90.91%, and 100% respectively. As observed in Table 4.12, implementing both 
HOG and HOG+C on graphic process unit (GPU) or using multi-core CPU can make real-time 
traffic sign detection and classification.  
Even though this work is mainly focused on detection, 2D localization, and classification 
of different types of traffic signs, it has several other applications: 
1) Collecting comprehensive sign inventory: Full inventory on the types of existing traffic 
signs, together with their location information. 
2) Roadway maintenance: control the presence and condition of traffic signs along all 
roadways as opposed to only major roadways and highways. 
3) Driver assistance systems: assist the drivers by informing them on current road restrictions, 
speed limits, and warnings. 
4) Intelligent autonomous vehicles: Provide situational awareness to navigation of intelligent 
autonomous vehicles.  
 
4.4. Mapping Traffic Signs Using Google Street View Images for Roadway Inventory 
Management 
4.4.1. Data collection and setup 
For evaluating the performance of proposed method, the multi-class traffic sign detection 
model was trained using images collected from a highway and many secondary roadways in the 
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U.S. This dataset –shown in Table 4.13– contains different categories of traffic signs, which 
exhibiting various viewpoints, scales, illumination, and intra-class variability. The dataset and the 
manually annotated ground truth are used for fine tuning the candidate extraction method and also 
training the SVM classifiers. The models were trained to classify U.S. traffic signs into four 
categories of warning, regulatory, stop, and yield signs. 
 
Table 4.13 Specification of the Released Traffic Sign Dataset Used for Training SVM Classifiers 
Type Color Shape # of images  
Warning Yellow Diamond 2,176 
 
Regulatory White, Blue, Green Rectangle 8,463 
 
Stop Sign Red Hexagonal 235 
 
Yield Red Triangle 157 
 
Generic Backgrounds  10,000  
 
In this paper, the data collected from Google Street View API is used purely as the testing 
dataset. This dataset is collected on 6.2 miles in two segments of U. S. I-57 and I-74 interstate 
highways (see Figure 4.25). 
 
Figure 4.25 Testing Route on I-74 and I-57- 6.2 Miles Long 
 
Google Street View images can be downloaded in any size up to 2048×2048 pixels. Figure 
4.26 shows a snapshot of the API with the information and associated URL for downloading the 
shown image. 
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Figure 4.26 Google Street View API 
  
Table 4.14 shows the properties of the HOG+C descriptors. Because of the large size of 
the training datasets, linear kernels are chosen for classification in the multiple one-vs.-all SVM 
classifiers. The base spatial resolution of the sliding windows was set to 64×64 pixel with 67% 
spatial overlap for localization which builds on a non-maxima suppression procedure.  
 
Table 4.14 Parameters of HOG + Color Detectors 
HOG Parameters HOG Values Color Parameters Color Values 
Linear Gradient [-1; 0; +1] Color Channel Hue and Saturation 
Voting Orientation 8 orientations in 0-180◦ Number of Bins 6 for each 
Normalization Method 
L2 Normalization 
blocks 
Normalization Method 
L2 Normalization 
blocks 
Number of cells 4 Number of cells 4 
Number of Pixels 8×8 Number of Pixels 8×8 
Classifier Linear SVM Classifiers with 1C  
 
The performance of our implementation was benchmarked on an Intel(R) Core(TM) i7-
3820 CPU @ 3.60 GHz with 64.0 GB RAM and NVIDIA GeForce GTX 400 graphics card. The 
developed system is available online at: http://signvisu.azurewebsites.net/ and the companion 
video of this manuscript illustrates the functionalities. 
 
4.4.2. Results and Discussion 
For validation of proposed detection, classification, and visualization of traffic signs on the 
Google APIs, ground truth was generated manually. In the first phase of validation, experiments 
were conducted to detect and classify traffic signs from Google Street View images. Figure 4.27 
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shows several example results from the application of the multi-category classifiers. As observed, 
different types of traffic sign with different scales, orientation/pose, and under different 
background conditions are detected and classified correctly. 
 
Figure 4.27 Multi-class Traffic Sign Detection and Classification in Google Street View Images 
 
Based on detected traffic signs, a comprehensive database of detected signs is created in 
which each sign is associated with its most probable location (the image with maximum bounding 
box size is kept). Figure 4.28 shows an example of data cards which are created for detected signs.  
 
Figure 4.28 Data Card for Detected Signs Used for Comprehensive Database of Traffic Signs 
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Figure 4.29 shows the results from localizing the detected traffic signs: (a) the number of 
detected signs with the clickable clusters on the Google Map in a section of the I-74, (b) the 
location markers for the detected signs on Google Earth, (c) the detected sign and its type in the 
associated Google Street View imagery, and (d) the Google Street View image of the desired 
location and roadway in which the detected sign is marked. An example of the dynamic heat map 
for visualizing the most probable 3D location of the detected signs on the Google Earth is shown 
in Figure 4.29(e). Figure 4.29(f) further illustrate the mapping of all detected signs in multiple 
locations. The report card for each sign which contain latitude/longitude, roadway number, type 
of traffic sign, and detection/classification score are shown in this map. These cards facilitate the 
review of specific sign information in a given location without searching through the large 
databases. Such spatio-temporal representations can provide DOTs with information on how 
different types of traffic signs degrade over time and further provides useful condition information 
necessary for predicting sign replacement plan. 
 
Figure 4.29 Web-based Interface of Developed System; (a) Clustered Detected Signs, Clickable Map; 
(b) Google Earth View of Sign Location; (c) Detected Sign in Google Street View Image; (d) Street 
View of Sign Location; (e) Likelihood of Existing Signs on Heat Map; (f) Information on All Detected 
Signs 
 
To quantify the performance of the detection and classification method, precision-recall 
and miss rate metrics are used. Here, precision is the fraction of retrieved instances that are relevant 
to the particular classification, while recall is the fraction of relevant instances that retrieved: 
 
(a)
(b) (c) (d)
(e)
(f)
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
 (5.11) 
𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 (5.12) 
 
In the precision-recall graph, the particular rule used to interpolate precision at recall level 
i is to use the maximum precision obtained from the detection class for any recall level greater 
than or equal to 𝑖. Miss rate, as shown in Equation (5.13), shows rate of FNs for each category of 
traffic signs while FPPW measure the rate of false positives per window of detection. Based on 
this metric, a better performance of the detector should achieve minimum miss rate. The average 
accuracy in traffic sign detection and classification using Google Street View images is also 
calculated using Equation (5.15): 
𝑚𝑖𝑠𝑠 𝑟𝑎𝑟𝑒 = 1 −  𝑅𝑒𝑐𝑎𝑙𝑙 =
𝐹𝑁
𝑇𝑃 + 𝐹𝑁
 (5.13) 
𝐹𝑃𝑃𝑊 =
𝐹𝑃
𝐹𝑃 + 𝑇𝑁
 (5.14) 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (5.15) 
 
The precision-recall, miss rate, and accuracy of detection and localization applied to the I-
74 and the I-57 corridors for different types of traffic signs per image and per asset are shown in 
Table 4.15. Figure 4.30, left to right, shows the Precision-Recall graphs for different types of traffic 
signs per traffic sign (if it is at least detected from three images) and per image respectively. 
 
Table 4.15 Miss Rate and Accuracy per Image for Different Types of Traffic Sign (Total of 216 
Signs) 
 
Accuracy Per 
Image 
Per Image Per Asset 
Warning Sign Regulatory Sign Warning Sign Regulatory Sign 
Precision 100 % 95.73 % 100 % 87.04 % 
Recall 100 % 98.74 % 100 % 95.92 % 
Accuracy 100 % 94.58 % 100 % 83.93 % 
Miss Rate 0.00 % 1.26 % 0.00 % 4.08 % 
FPPW - 100% - 100% 
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Figure 4.30 Precision-Recall Graph (a) per Asset and (b) per Image for Different Types of Signs 
 
The average miss rate and accuracy in classification among all images is 0.63% and 
97.29% and among all types of traffic signs is 2.04% and 91.96%. In other words, only 2.04% 
signs are not detected in the developed system. Figure 4.31 shows the rate of TPs based on the size 
of traffic signs in Google Street View Images. As shown, the majority of the traffic signs have 
been detected using bounding boxes of 40 × 40 pixels which further validates the choices made 
in the size of bounding boxes in our developed system.  
 
Figure 4.31 Rate of TPs vs Size of Traffic Signs in Google Street View Images 
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While this work focused on achieving high accuracy in detection and localization of traffic 
signs, yet the computational time was also benchmarked. Based on the experiments conducted, the 
computation time for detecting and classifying traffic signs is almost near real-time (5-30 seconds 
per image). The developed Google API also retrieves and downloads approximately 23 Google 
Street View images per second. Future study will focus on leveraging Graphic Processing Unit 
(GPU) to improve the computational time (expected to a high of 10–fold).  Even under current 
computational time, the system allows the Traffic Signs and Marking Division of DOTs to create 
new traffic sign database while updating existing sign asset locations, attributes, and work orders. 
The method can also automate the data collection process for ESRI ArcView GIS databases. 
 
4.5. Image-based Retro-Reflectivity Measurement of Traffic Signs in Day Time 
For evaluating the performance of the image-based retro-reflectivity measurement of 
traffic signs in a daytime, several experiments were conducted on four traffic signs including retro-
reflective speed limit sign, stop sign, and warning sign, and one non-retro-reflective stop sign. The 
camera used for data collection is Nikon D300 along with Flash Nikon SB-900.  
 
Figure 4.32 Camera Setup for Data Collection at Different Times of Day and at Different Distances 
 
4.5.1. Data Collection and Setup 
HDR images are used for image-based lighting purposes. To derive the omni-directional 
lighting information, we capture an HDR photograph of a spherical mirror (See Figure 3.28) at six 
different exposure time (1/15, 1/40, 1/100, 1/250, 1/500, and 1/1000) and plot the response curves 
using the formulation in Equation (4.22). Figure 4.33 shows these response curves for different 
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color channels.  As mentioned, this calibration is a one-time process for each camera and does not 
need to be repeated for field experiments. 
 
Figure 4.33 Response Curve for Different Color Channels 
 
The experiments were conducted in both sunny and cloudy weather conditions for four 
times of day: 9:00AM, 12:00PM, 3:00PM, and 6:00PM and at six distances of 25ft, 50ft, 75ft, 
100ft, 200ft, and 250ft. Figure 4.34 shows these images. In these experiments, the camera was 
facing East, which represents the most extreme measurement condition. As a result at 9:00AM, 
the sun was in front of the camera and at 6:00PM the direction of sun light and flash were the 
same. Camera setting for data collection is shown in Table 4.16. 
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Figure 4.34 Images Collected at Different Times of Day and Different Distances 
 
Table 4.16 Camera Setting for Data Collection 
Flash Power ISO Exposure Time Shutter Speed Focal Length 
1/1 L1 f/16 400 𝑚𝑠 70𝑚𝑚 
 
4.5.2. Performance Evaluation 
 In order to compare the performance of our technique, we benchmarked the as-is retro-
reflectivity of our traffic signs at Illinois Department of Transportation’s Bureau of Materials and 
Physical Research in Springfield, IL. At this facility, the retro-reflectivity of all traffic signs is 
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measured according to ASTM E810-03 guidelines. More specifically, a three-axes goniometer is 
used to measure the coefficient of retro-reflection on retro-reflective sheeting based the coplanar 
geometry. The setup, as shown in Figure 4.35, involves the use of a light projector source, a 
receiver, a device to position the receiver with respect to the source, and a test specimen holder in 
suitable darkened area. The specimen holder is separated from the light source by 50ft. The general 
procedure involved is to determine the ratio of the light retro-reflected from the test surface to that 
incident on the test surface. The results of this measurement are shown in Table 4.17 where blank 
represents measurement when there’s no traffic sign (could be interpreted as the measurement 
tolerance for the 3-axis goniometer). 
 
Figure 4.35 Measuring the Retro-reflectivity Using 3-Axis Goniometer Based on ASTM E810-03 
 
Table 4.17 Results of Ground Truth 
Traffic Sign 
Speed Limit 
Sign 
Warning 
Sign 
Retro-reflective 
Stop Sign 
Non-retro-reflective 
Stop Sign 
Blank 
Retro-reflectivity 
(cd/lx*m2) 
147.625547 13.21307 17.486476 0.115547 0.0503 
 
4.5.3. Results 
To check the reliability of our method, several experiments have been carried out. Four 
different traffic signs with different levels of retro-reflectivity were used to test the performance 
of our image-based method for retro-reflectivity measurement in daytime. Figure 4.36, Figure 
4.37, and Figure 4.38 show the results of image-based retro-reflectivity measurement for speed 
limit, warning, and retro-reflective stop signs respectively. The retro-reflectivity of each sign at 
different times of day and for different distances are measured in cd/lx*m2 and are compared with 
the ground truth (measured based on ASTM E810-034). The measurement values are shown under 
each image in these Figures. In most cases, the measurement shown are above the ground truth 
values shown in Table 4.17. In a few cases shown with asterisk, the measured retro-reflectivity 
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numbers are below the ground truth. These are mainly due to distance and the timing of the day 
used for data collection.  
To obtain the criteria for best performance, we examined the impact of distance and 
lighting condition (the timing of the experiment) on the accuracy of measurement, as follows: 
 
Figure 4.36 Results of Image-based Retro-reflectivity Measurement for Speed Limit Sign 
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Figure 4.37 Results of Image-based Retro-reflectivity Measurement for Warning Sign 
 
 
Figure 4.38 Results of Image-based Retro-reflectivity Measurement for Retro-reflective Stop Sign 
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a. Impact of Time 
Figure 4.39 compares the retro-reflectivity measurements for different traffic signs at 
different times of day. Compared to ground truth, our method with camera facing East (worst 
measurement condition) works properly at 9:00AM, 12:00PM, and 3:00PM and for all distances 
less than 75ft. However, the performance of our method is decreased as the measurement time 
approaches the timing of the sunset. The decrease is due to the alignment of the sunlight direction 
and the camera flash light source direction (West-East in our setup). As shown in most extreme 
case (6:00PM), when these directions are aligned, our method with current hardware setting is not 
resulting in accurate measurements. 
 
 
Figure 4.39 Impact of Time on Image-based Retro-reflectivity Measurement for Different Types of 
Traffic Signs at Different Distances 
 
b. Impact of Distance 
Figure 4.40 compares the measurement of retro-reflectivity for different traffic signs at 
different distances. As shown, our method works pretty well for distances less than 75ft in all the 
times during the day. However, our method is not robust enough for distances above 100ft and 
80
100
120
140
160
180
25 50 75 100 200 250
R
e
tr
o
-R
e
fl
e
ct
iv
it
y 
(c
d
/l
u
x*
m
2
)
Distance (ft)
Speed Limit Sign
9:00 AM
12:00 PM
3:00 PM
6:00 PM
Ground Truth
10
10.5
11
11.5
12
12.5
13
13.5
14
25 50 75 100 200 250
R
e
tr
o
-R
e
fl
e
ct
iv
it
y 
(c
d
/l
u
x*
m
2
)
Distance (ft)
Warning Sign
9:00 AM
12:00 PM
3:00 PM
6:00 PM
Ground Truth
10
12
14
16
18
20
22
25 50 75 100 200 250
R
e
tr
o
-R
e
fl
e
ct
iv
it
y 
(c
d
/l
u
x*
m
2
)
Distance (ft)
Stop Sign
9:00 AM
12:00 PM
3:00 PM
6:00 PM
Ground Truth
117 
 
more especially in more extreme light conditions (3:00PM and 6:00PM). Nevertheless, our method 
with current hardware setting is capable of measuring the retro-reflectivity of traffic signs for 
distances less than 75ft and at all times in the day. The accuracy and granularity of our 
measurements show that our technique complies with FHWA requirements. 
 
 
Figure 4.40 Impact of Distance on Image-based Retro-reflectivity Measurement for Different Types 
of Traffic Signs at Different Times 
 
4.5.4. Discussion 
By contrasting the measurements obtained from our method with lab measurements 
(ground truth), our method shows an accuracy of 88.8%+ in terms of correctly clarifying the 
measured retro-reflectivity levels as accepted or not. Table 4.18 summarizes these statistics for 
different types of the signs. For speed limit sign with ground truth retro-reflectivity of 147.625547 
(cd/lx*m2), our method does not produce accurate results at the distance of 250ft and at any time 
between 3:00 to 6:00PM. The proposed method also does not result in accurate measurements on 
warning sign, at 6:00PM for distances more than 75ft, and at time of 3:00PM for distances more 
than 100ft. The same situation applies to retro-reflective stop sign. Based on current hardware and 
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software settings, our proposed method can measure retro reflectivity of signs at 97.70% accuracy 
for all distances between 25ft and 100ft and at any time between 9:00AM to 3:00PM. 
 
Table 4.18 Performance of Proposed Method  
Retro-Reflectivity 
Measurements 
For all distances and at all times 
For all distances between 25ft 
and 100ft and any time between 
9:00AM and 3:00PM 
Speed 
Limit Sign 
Warning 
Sign 
Stop 
Sign 
Speed 
Limit Sign 
Warning 
Sign 
Stop 
Sign 
Ground Truth (cd/lx*m2) 147.6255 13.2131 17.4865 147.6255 13.2131 17.4865 
Mean  149.3761 12.8384 17.2511 154.4429 13.2641 18.6437 
Standard Deviation 16.344 0.71356 2.46884 9.3727 0.4896 1.7363 
Accuracy 90.11 % 91.76 % 84.54% 99.72 % 96.68 % 96.69 % 
 
Compared to the current practice of using the retro-reflectometer where only a few 
measurements are conducted (typically four point-level measurements on sign background, and 
four point-level measurements on sign text), our method considers the entirety of the traffic sign 
surface and results in a more comprehensive retro-reflectivity measurement. This is important as 
traffic signs exhibit heterogeneous deterioration rates, and point-level measurements may not be 
the best representatives for the entirety of the sign surface. Considering current practical 
limitations – even when the most accurate retro-reflectometers are used– our method at 97.70% 
accuracy shows significant promise for large scale applications. 
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CHAPTER 5. SUMMARY, CONCLUSION, AND PATH FORWARD 
 
Data integration is very important as agencies move toward more global asset management 
approaches to comprehensively manage different types of transportation assets. Nonetheless, 
current systems in use only focus on detection of one type of asset, and thus cannot be employed 
to perform condition assessment for many different types of assets. The predominant contemporary 
approach to object detection and recognition is to search for representative features of an object 
rather than searching for the object directly. Development of object/feature recognition algorithms 
is strongly recommended. Due to minor differences between objects of the same type known as 
intra-class variation, a new template would have to be trained for every potential object. Being 
familiar with applicability of discussed technologies can provide asset management and condition 
assessment researchers and evaluators with an accurate and comprehensive database of all types 
of assets, allowing the former to build on this research towards the automation of condition 
assessment, and the latter to make informed decisions based on condition assessment and the best 
timing and strategies for maintenance. By utilizing the proposed technologies, highway agencies 
would not only obtain low-cost, accurate, and frequent condition data. But this consistent data also 
can be used to set the discrete representation of conditions of the low capital assets and formulate 
the deterioration rates for these assets. Consequently, that would allow better investment planning 
for low-capital assets. It is recommended that road administration consider the development and 
implementation of an integrated 2D and 3D vision based system. Such approach can provide better 
data analysis and decision making to achieve more efficient and higher level of services. Vision-
based approaches through inexpensive, sustainable, and easy to install solutions can support 
automated detection, localization, and visualization of various types of assets. Timed comparison 
between human-based and vision-based technology for collecting and assessing the condition of 
high-quantity low-cost roadway assets is directly dependent on the processing and analysis 
methods employed. The time to analyze the data using the technology is faster than traditional 
manual collection; however, a significance amount of time is used to process the data to a visible 
viewing format. Moreover, most existing approaches may not work well in weather impact days, 
different illumination and visibility, and damaged, misaligned or rotated assets. A critical part of 
the evaluation process is the availability of standard datasets which different vision based 
algorithms can be evaluated. 
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5.1. Summary 
This dissertation presented several parts of my research toward recognition and 3D 
reconstruction of high-quantity low-cost roadway assets specifically traffic signs for enhanced 
condition assessment. 
 
5.1.1. Segmentation and Recognition of Roadway Assets using Image-based 3D Point Clouds 
and Semantic Texton Forests 
In this dissertation, we presented a new automated and integrated image-based roadway 
asset 3D reconstruction and 2D segmentation method. Experimental results with an average 
accuracy of 76.50% and 86.75% in segmentation and pixel-level recognition of 12 types of asset 
categories reflect the promise of the applicability of this approach for segmentation and recognition 
of roadway assets from image-based 3D point clouds. The low-cost and accuracy of this method 
along with the high safety associated with its application can minimize several challenges 
associated with current manual and subjective data analysis and/or the computer vision systems 
that are currently in use.  Future work includes development and integration of new asset detection 
algorithms that could effectively recognize assets and localize their positions in 3D. More 
experiments also need to be conducted by expanding the training dataset, and testing the 
performance of the proposed method on different datasets with different levels of visibility. The 
3D image-based reconstruction algorithm geo-registers images in 3D and as a result creates an 
opportunities that the outcome of any detection can be cross-correlated across multiple detections. 
The proposed methods as well as the overall pipeline lend themselves to applications in different 
contexts and with different imagery. For instance, the optimization for picking the best thresholds 
has a general formulation and parameters can be adapted based on training data. The number of 
annotations, the ratio between FPs and FNs, and the precision of segmentation can be used to set 
parameters. 
 
5.1.2. Segmentation and Recognition of Roadway Assets from Car-Mounted Camera Video 
Streams using a Scalable Non-Parametric Image Parsing Method 
This research also presented fast graph-based segmentation and super-parsing algorithms 
which efficiently segment roadway assets from 2D video streams. The state-of-the-art results on 
Smart Road and I-57 datasets were demonstrated. One of the main merits of the proposed method 
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is its reliance of lazy learning method. This framework does not need any supervised training 
except for on-time computation of basic statistics such as label co-occurrence probabilities. To 
achieve more comprehensive video frame understanding and to explore a higher-level form of 
context, we consider the task of simultaneously labeling regions into two types of classes: semantic 
and geometric. The local features through robust optimization of camera configuration provide 
acceptable performance thorough this simple concept. Taking the best scene matched from each 
of these global features leads to better superpixel-based matches for region-based features that 
capture similar types of cues as the global features. 
 
5.1.3. Evaluation of Multi-Class Traffic Sign Detection and Classification Methods for U.S. 
Roadway Asset Inventory Management 
Traffic sign recognition, particularly for different types is a challenging problem. In recent 
years, a lot of effort has gone into traffic sign recognition mainly from Europe, Japan, and 
Australia. Arguably, the most important issue with sign detection is currently lack of use of public 
image databases to train and test systems. Currently every new approach presented uses a new data 
set for testing which makes comparisons between different approaches hard. To facilitate more 
research in US traffic sign detection specifically, we contributed with a new database of nearly 
11,000 signs. This work presented, validated, and compared video-based methods for detection 
and classification of multi-class of traffic signs which has potential to provide quick and 
inexpensive access to information about location and condition of traffic signs. It can also foster 
information sharing and exchange among different agencies as well as DOTs. Following the 
principle of sending a little time on the bulk of the data, and keeping a more refined analysis for 
the promising parts of the images, the proposed HOG+C system combines the efficiency with good 
performance. Most of the state-of-the-art traffic sign detectors rely on shape while ignoring color. 
A new method for traffic signs detection based using histograms of oriented gradients and Hue-
Saturation colors was presented in this work. Color attributes are compact, computationally 
efficient, and possess some degree of photometric invariance while maintaining discriminative 
power.  
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5.1.4. Mapping Traffic Signs Using Google Street View Images for Roadway Inventory 
Management 
By leveraging Google Street View images, this research presented a new system for 
creating comprehensive inventories of traffic signs. By processing images extracted using Google 
Street View API– using a computer vision method based on joint Histograms of Oriented 
Gradients and Color– traffic signs detected and classified into four categories of regulatory, 
warning, stop, and yield signs. Considering the discriminative classification scores from all images 
that see a sign, the most probable 3D location of each traffic sign was derived and shown on the 
Google Maps using a heat map. A data card containing information about location, type, and 
condition of each detected traffic sign was also created. Finally, several data mining interfaces 
were introduced that allow for better management of the traffic sign inventories. Given the 
reliability in performance shown through experiments and because collecting information from 
Google Street View imagery is cost-effective, the proposed method has potential to deliver 
inventory information on high-quantity low-cost assets in a timely fashion and tie into the existing 
DOT inventory management systems. In simple terms, the system outsources the task of data 
collection and in return provides an accurate geo-spatial localization of traffic signs along with 
useful information such as roadway number, city, state, zip-code, and type of traffic sign by 
visualizing them on the Google Map. It also provides automated inventory queries allowing 
professionals to spend less time searching for traffic signs, rather focus on the more important task 
of monitoring existing conditions. 
 
5.1.5. Image-based Retro-Reflectivity Measurement of Traffic Signs in Day Time 
One of the key measures for roadway safety at nighttime is sign visibility. Evaluation and 
replacing traffic signs with low retro-reflectivity is an effective strategy for improving safety of 
the transportation systems. With the new FHWA requirements on sign retro-reflectivity as outlined 
in MUTCD, road agencies require cost effective techniques that can enable retro-reflectivity 
measurement during daytime. To this end, this research presented and validated a new imaged-
based method for measuring the retro-reflectivity of traffic signs in a daytime as a proof of concept. 
The method is an attempt toward measuring retro-reflectivity and has potential to provide quick, 
safe, and inexpensive compliance inspection for minimum level of retro-reflectivity in traffic 
signs. With the hardware mounted on a driving vehicle, these measurements can be taken remotely 
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and automatically for longer stretches of roadways and highways, and there is no further need for 
putting measurement equipment in contact with sign and repeating the manual process for one sign 
at a time. 
 
5.2. Conclusion 
Following a principle of spending little time on the bulk of the data, and keeping a more 
refined analysis for the promising parts of the images, the proposed system combines efficiency 
with good performance. The integer linear optimization formulation for selecting the optimal 
candidate extraction methods and the standard sliding window approach are found to be 
complementary to the proposed detection based on fast extracted candidates. The detected assets 
and their types are visualized in an augmented reality environment which enables remote walk-
throughs for condition assessment purposes. 
This research primarily segments video streams into different categories of assets, and does 
not fully recognize and classify different types of assets. Furthermore, it does not distinguish the 
intra-class variability in assets which is a key component in asset data collection and condition 
assessment; e.g., stop sign vs. speed limit sign. The proposed method does however enable DOT 
practitioners to identify 3D roadway assets. The results contribute to the body of knowledge by 
enabling for subsequent work on development of techniques that can further recognize the type of 
assets as a potential way to reduce the time and effort required for developing such inventories. 
The proposed system has potential to minimize the need for detection and identifying asset in each 
frames, or mapping them to previous assessments as conducted in previous section using Semantic 
Texton Forest and 3D point cloud model. This in turn has potential to allow the experts to only 
focus on the more important task of condition assessment and devising strategies on how 
prioritizations and improvements to existing conditions can be made. The new implementation 
based on the superpixels and lazy training algorithm has significantly reduced the computation 
time and make it feasible to segment the video frames in a continuous fashion which are typical in 
case of roadway infrastructure assets. Our experiment on Smart Road dataset with Semantic 
Texton Forest (STF) method took about a week for both training and testing, and now the new 
method is implemented just in 2-3days. The processing of test image in full resolution using the 
proposed method is approximately less than a minute which makes our method applicable for large 
datasets already collected by the DOTs. In particular, results on I-57 dataset which has 550 images 
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and 5,970 samples constitute an important benchmark for development and future approaches. To 
best of our knowledge, it is currently the most comprehensive dataset in high quantity low cost 
roadway asset. Finally, an extension of the proposed system to video segmentation and parsing is 
demonstrated. This extension segments the video into spatio-temporal supervoxels and uses a 
simple heuristic to combine local appearance cues across frames; however this method does not 
yet extract 3D geometry. Overall, the proposed method has two limitations: 1) the scene matching 
step for obtaining  the retrieval set suffers from an inability of low-level global features such as 
Gist to retrieve semantically similar scenes, resulting in incoherent interpretations; 2) our reliance 
on bottom-up segmentation which affects the performance on roadway asset categories. 
Traditionally, such classes are handled using sliding window detectors to incorporate such 
detectors into region-based parsing. Nevertheless, our method can act as a fast and accurate basis 
for candidate selection leading to region-based parsing methods. 
The results of multi-class traffic sign detection and classification with average performance 
accuracy of 94.83% shows the proposed approach can significantly improve the detection 
performance on the US traffic sign dataset and hold the promise of applicability for first step 
toward automated traffic sign detection and classification. We also evaluated other methods of 
Haar like features and HOG and effective parameters such as sliding window size on detection 
accuracy. The standard sliding window approach is found to be complementary for the proposed 
methods. The proposed multi-class sliding window is independent to scale and viewpoint of traffic 
signs, as well as illumination condition. 
With the continuous growth and expansion of the roadway networks, the use of the 
proposed method will allow DOTs’ practitioners to accommodate the demands of the installation 
of new traffic signs and other assets, maintain existing signs, and perform future replacements in 
compliance with the Manual on Uniform Traffic Control Devices (MUTCD). The report cards 
which contain latitude/longitude, roadway number, type of traffic sign, and detection/classification 
score facilitate the review of specific sign information in a given location without searching 
through the large databases. Such spatio-temporal representations provide DOTs with information 
on how different types of traffic signs degrade over time and further provides useful condition 
information necessary for predicting sign replacement plan. 
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Retro-reflectivity condition measurements can also be taken from real roadway geometries 
rather than prescribed geometries which do not always represent the real world conditions. In 
particular, the retro-reflectivity of twisted and leaning signs can also be measured under real 
roadway conditions and for actual driver-view perspectives. We evaluated our method with ground 
truth and showed that the proposed image-based method with current hardware setting is robust 
enough to measure retro-reflectivity of signs at different times of the day and for any distance less 
than 100ft. Such a mobile setup can significantly facilitate the current process by allowing 
inspection vehicles – widely used in the U.S. – to also measure retro-reflectivity levels during 
daytime. This methods can also minimizes the challenges associated with inspecting overhead and 
difficult-to-reach ground mounted signs. 
 
5.3. Open Gaps-in-Knowledge 
While this research presented the initial steps towards processing site video streams for the 
purpose of roadway asset categorization, several critical challenges remain. Some of the open 
research problems include: 
 Segmentation and reconstruction 
The method introduced in this dissertation primarily segments a point cloud into different 
categories of assets and does not distinguish the intra-class variability in assets, which is a 
key component in asset data collection and condition assessment. In the proposed method, 
the reconstructed 3D points, the 2D pixels, and their feature descriptors are all interlinked, 
enabling the future work to focus on improving the performance of recognition algorithms 
with the outcome of 3D reconstruction and segmentation; i.e. using geometry priors to 
improve recognition.  
 
 3D localization of traffic signs and other high-quantity low-cost roadway assets in a large 
scale point cloud models 
Using the method proposed in this dissertation, traffic signs can be detected and classify in 
2D image and the user can localize assets in a supervised fashion. Once the 3D point cloud 
of roadways is available, the practitioners should select certain areas from 3D or their 
corresponding 2D regions to extract the location of assets in 3D environment. More works 
needs to be done on integrating asset detection algorithms with the presented work for 
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automated localization purposes. This asset 3D localization can be done by using 
connectivity semantics embedded between the video frames and 3D points in the 
reconstructed point cloud. This step needs to find at least one location per asset (ideally 
close to the center of the projection), while minimizing false alarms caused by observation 
from multiple video frames.  
 
 Detection and classification of all types of traffic signs 
In this research, the traffic signs were classified based on the signs’ messages. For 
comprehensiveness, different warning and different regulatory signs with different 
pictogram and text were used as part of the training and testing datasets. There are more 
than 670 types of traffic signs specified in MUTCD and developing and validating the 
proposed system that can detect all types of traffic signs associated with MUTCD code is 
left as future work. For example, signs such as curve warning sign (W1-2) and road narrow 
warning sign (W5-1) are both in the dataset and can be classified them into the introduced 
four categories, however differencing between them is left as future work. The recent LISA 
dataset can also be fused with the introduced dataset for future experiments. 
 
 Testing the proposed methods on local streets and non-interstate highways 
Since there are no Stop Signs and very limited Yield Signs on interstate highways, the 
validation of our proposed methods for urban area is left as future work. Google Street 
View images can be an excellent source for this, yet more work needs to be done to test 
the performance of the new method on local streets and non-interstate highways. 
 
 Detection and classification of traffic signs using mobile cameras 
The ability to detect and classify traffic signs from moving cameras and commodity 
smartphones opens a great opportunity for developing autonomous vehicles. For example 
a consumer-level camera mounted on a car can help the development of autonomous 
vehicles and improve the safety. This can significantly cut down the cost of current efforts 
(e.g. Google autonomous vehicles) which use laser scanners. Using image-based 
localization methods on commodity smartphones to localize a field personnel to the 
integrated 3D model can streamline current inspections that still require manual input from 
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the users. Particularly it allows for user inputs to also be incorporated into the integrated 
model. Understanding and synthesizing information requirement, and developing methods 
for commodity smartphones is left as future work. 
 
 Mounting proposed retro-reflectivity measurement system over an inspection vehicle 
All retro-reflectivity measurements in our work were taken using a fixed setup. The 
presented method is an attempt for remotely images-based retro-reflectivity measurement 
of traffic signs in daytime and the concept of method was proofed. Hence, the impact of 
mounting our system over an inspection vehicle and the possible effects of vibrations and 
other factors in measuring retro-reflectivity for a longer stretch of road is not studied yet. 
 
 Fully automated detection, classification, localization, and retro-reflectivity 
measurement of traffic signs 
Using the proposed solutions of multi-class traffic sign detection and retro-reflectivity 
measurements has potential to automatically detect, classify, localize, and measure the 
retro-reflectivity of traffic signs in daytime; nevertheless this subject is left as future work.  
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