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Résumé : 
 
Cette étude présente des applications des méthodes probabilistes en Génie Civil pour 
l’estimation de la fiabilité et de la durabilité des ouvrages. 
Deux méthodes probabilistes performantes en termes de temps de calcul et de précision sont 
développées. La première méthode est une amélioration de la technique du gradient projeté et 
permet l’utilisation efficace de l’algorithme de Rackwitz-Fiessler, en intégrant dans ce dernier 
la prise en compte de l’imprécision numérique du modèle associé à la fonction de défaillance, 
imprécision conduisant dans bien des cas à l'échec de l'algorithme. La seconde méthode est 
une amélioration d’une méthode de surface de réponse et permet de minimiser le coût de 
calcul en assurant la précision des résultats grâce à deux systèmes de pondération pour les 
points de calage.  
Ces deux méthodes probabilistes sont ensuite appliquées à la durabilité d’ouvrages de Génie 
Civil par couplage avec des modèles de calculs aux éléments finis. L’étude aborde deux 
problèmes de durabilité souvent rencontrés en Génie Civil : la carbonatation du béton et 
l’endommagement lié à la perte de précontrainte par retrait et fluage du béton d’un ouvrage en 
béton précontraint. 
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Abstract: 
 
This study deals with the application of probabilistic methods to Civil Engineering structures 
in order to assess their reliability and durability. 
Two probabilistic methods efficient in terms of the computational time and the accuracy are 
developed. The first one which is an improvement of the projected gradient method allows 
using the Rackwitz-Fiessler’s algorithm efficiently, by accounting for the numerical 
inaccuracies involved by the model associated to the limit state function and frequently 
causing convergence unstability. The second one which is an improvement of a response 
surface method allows reducing the computational time while producing satisfactorily results 
thank to two weighting regression techniques for fitting points. 
Both probabilistic methods are then applied to the durability of Civil Engineering structures 
by coupling with the finite element method. The study deals with two typical durability 
problems of Civil Engineering concrete structures: on the one hand the carbonation of 
concrete which allows the reinforcing bars to be depassivated and the corrosion to be initiated 
and on the other hand the loss of prestressing forces due to shrinkage and creep of concrete 
which can lead to various damages in presstressed structures. 
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Liste des notations 
 
Ui  Variable aléatoire dans l’espace standardisé 
ui  Réalisation de la variable aléatoire Ui 
U   Vecteur des variables aléatoires dans l’espace standardisé 
u   Point dans l’espace standardisé 
Xi  Variable aléatoire dans l’espace physique 
xi  Réalisation de la variable aléatoire Xi 
X   Vecteur des n variables aléatoires dans l’espace physique 
x   Point dans l’espace physique 
 
()T  Transposée d’une matrice ou d’un vecteur 
B  Matrice des conditions géométriques de l’élément 
Cov[., .] Covariance de deux variables aléatoires 
D  Matrice d’élasticité 
( )E X  Espérant mathématique de X  
F    Vecteur des forces extérieures nodales équivalentes 
( )
iX i
f x  Densité de probabilité de la variable aléatoire Xi 
( )Xf x  Densité conjointe de probabilité du vecteur aléatoire X  
( )
iX i
F x  Fonction de répartition de Xi 
( )G U  Fonction d’état limite dans l’espace standardisé 
( )G U%  Fonction équivalente de la surface de réponse dans l’espace standardisé 
( )G X  Fonction d’état limite dans l’espace physique 
( )H x  Champ aléatoire 
I   Matrice unité 
ke  Matrice de rigidité élémentaire de l’élément e 
Ke  Matrice de rigidité globale 
kg1, kg2  Coefficients d’amplification 
Dl   Fonction indicatrice sur le domaine D 
m  Numéro de l’itération de l’algorithme probabiliste 
n  Nombre de variables aléatoires 
N  Nombre de points du plan d’expérience 
Ns  Nombre de simulations  
Pf  Probabilité de défaillance 
PfMC   Estimateur non biaisé de la probabilité de défaillance 
Pr  Fiabilité 
( )p x   Densité de tirage 
T  Transformation probabiliste 
βC  Indice de fiabilité de Cornell 
βHL  Indice de fiabilité d’Hasofer-Lind 
iX∆   Incrément de la variable Xi pour le calcul par différences finies 
G∇   Gradient de la fonction G 
ε  Coefficient de réduction 
εm  Précision numérique relative du modèle mécanique 
εβ   Précision sur l’indice de fiabilité 
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εP  Précision sur la distance entre 2 points successifs de l’algorithme probabiliste 
iX
µ   Moyenne de la variable aléatoire Xi 
iX
σ   Ecart-type de la variable aléatoire Xi 
φ(.)  Densité de probabilité de la loi normale centrée réduite 
Φ(.)  Fonction de répartition de la loi normale centrée réduite 
υMC  Variance de l’estimation de la simulation de Monte-Carlo 
( )fi ixγ  Facteur d’omission pour la variable Xi 
Ωe  Volume d’un élément 
Λ   Fonction de forme 
ρij  Coefficient de corrélation de deux variables aléatoires 
ξi  Variable gaussienne centrée réduite 
jΨ   Chaos polynomial 
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La conception et la requalification des structures de Génie Civil nécessitent des modèles 
qui tiennent compte du comportement des matériaux et des structures, des actions appliquées 
et des conditions environnementales. Les paramètres liés à ces modèles tels que les propriétés 
des matériaux constitutifs, les dimensions géométriques et les actions appliquées présentent 
naturellement des incertitudes aléatoires. Ces incertitudes proviennent de la variabilité 
intrinsèque de ces paramètres (comme par exemple le module d’élasticité du béton qui varie 
au sein d’un même échantillon du fait de l’hétérogénéité du matériau), de l’erreur de mesure 
liée au dispositif utilisé pour quantifier les paramètres ou à un manque de connaissance 
précise sur ces paramètres. De même, les actions appliquées aux structures ne sont pas 
toujours parfaitement connues (actions climatiques, houle, séismes, etc.). La fiabilité des 
structures a pour objet de mesurer la sécurité conventionnelle d'un ouvrage en prenant en 
compte ces diverses incertitudes, sous un angle probabiliste, et par extension permet aussi 
d’estimer la durabilité d’un ouvrage (sa fiabilité dans le temps). L'indice de fiabilité 
d’Hasofer-Lind est une solution courante pour la mesure probabiliste de la fiabilité. On peut 
facilement en déduire une valeur approximative de la probabilité de défaillance à un coût 
numérique réduit. L’indice de fiabilité d’Hasofer-Lind est par ailleurs la mesure de fiabilité la 
plus fréquemment référencée dans les codes de conception et de dimensionnement. 
La détermination de l'indice de fiabilité nécessite d'avoir à disposition une fonction 
mathématique définissant l'état de défaillance de la structure étudiée, et de pouvoir coupler 
cette fonction à l'algorithme probabiliste proprement dit. Cette fonction mathématique donne 
le plus souvent la valeur d'un ou de plusieurs paramètres du comportement mécanique, au 
sens large, de la structure (déplacement, contrainte, concentration en espèce ionique, etc.) 
comparée à une ou plusieurs valeurs limites à ne pas dépasser.  
La méthode des éléments finis reste aujourd'hui l’outil numérique le plus puissant pour 
modéliser le comportement mécanique des ouvrages. Elle permet de discrétiser des équations 
mécaniques et de tenir compte des comportements non linéaires des matériaux et des 
structures. La conception et la requalification des structures de Génie Civil s'appuient ainsi de 
plus en plus sur cet outil. Par conséquent, le couplage entre méthodes probabilistes et calculs 
aux éléments finis est une nécessité. Durant ces quinze dernières années, de nombreux travaux 
ont été consacrés à ce couplage. Sur le plan théorique, les apports mathématiques ont permis 
de trouver des solutions satisfaisantes. En pratique cependant, l’analyse probabiliste se heurte 
toujours à la question  du coût numérique (temps de calcul). En effet, le développement 
permanent de modèles non linéaires complexes pour l'étude du comportement mécanique et 
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de la durabilité des ouvrages s’accompagne d'une inflation des temps de calculs lors des 
simulations. Cet obstacle limite souvent l’application des méthodes probabilistes pour les 
problèmes de Génie Civil.  La question du développement d’outils permettant de minimiser le 
temps de calcul pour l’évaluation de l’indice de fiabilité en assurant la précision des résultats 
reste donc d’actualité. 
La présente étude a pour objectif de développer des outils numériques performants en 
termes de temps de calcul et de précision pour l’estimation de la fiabilité des structures et 
l’analyse de la durabilité des ouvrages en béton en vue de la réglementation. 
Le mémoire que nous présentons est divisé en trois parties principales. 
La première partie présente une étude bibliographique relative aux méthodes de fiabilité 
des structures, dans le contexte de leur couplage avec la méthode des éléments finis. La 
méthode des éléments finis stochastiques, tenant compte de la propagation des aléas dans les 
éléments finis, y est rappelée. Dans cette partie, les réseaux bayésiens utilisés pour 
l'actualisation des données statistiques sont aussi abordés.  
La deuxième partie de la thèse est consacrée au développement de deux méthodes 
probabilistes efficaces en termes de temps et de précision de calcul de l'indice de fiabilité. La 
première est une amélioration de la technique du gradient projeté. Cette méthode, appelée 
GPACE (Gradient Projeté Avec Contrôle d’Erreur),  travaille directement avec la réponse du 
modèle mécanique. Elle permet l’utilisation efficace de l’algorithme de Rackwitz-Fiessler 
même si le modèle associé à la fonction de défaillance ne peut être défini qu’avec une certaine 
(im)précision, ce qui est généralement le cas pour les problèmes non linéaires. La seconde est 
une amélioration de la technique des surfaces de réponse, consistant à approcher la réponse du 
modèle numérique associé à la fonction de défaillance, par une fonction explicite. Dans la 
méthode proposée, appelée SRDP (Surface de Réponse à Double Pondération), deux systèmes 
de pondération sont associés pour le calcul des coefficients de la surface de réponse de forme 
polynomiale. La double pondération pénalise les points de calage peu efficacement situés par 
rapport à l'état de défaillance, en termes de distance et simultanément de valeur de la fonction 
de défaillance. Grâce à ces deux systèmes de pondération, la méthode SRDP permet de 
minimiser le coût de calcul en assurant la précision des résultats. Les deux méthodes sont 
testées sur des exemples souvent référencés dans la littérature. Les tests menés montrent leur 
efficacité en termes de gain de temps de calcul et de précision par rapport aux méthodes 
antérieures. 
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La troisième partie apporte des éléments quantitatifs permettant de cerner l’effet de 
l’incertitude sur la grandeur choisie pour qualifier la durabilité des ouvrages de Génie Civil. 
L’étude aborde deux problèmes de durabilité souvent rencontrés dans le domaine de Génie 
Civil : la carbonatation du béton d’enrobage et l’endommagement lié aux pertes de 
précontrainte par retrait et fluage du béton d’un ouvrage en béton précontraint. Un modèle de 
carbonatation est développé. Ce modèle est basé sur deux équations non linéaires couplées de 
conservation de masse du dioxyde de carbone et de l’eau. Il est couplé avec l’approche 
probabiliste développée en deuxième partie pour estimer la fiabilité relative à l’atteinte des 
armatures par le front de carbonatation, permettant une initiation de la corrosion de ces 
dernières. Une passerelle en béton précontraint à deux travées est dimensionnée en termes de 
précontrainte initiale. Cette passerelle, au cours de son exploitation, est soumise à des pertes 
de précontrainte consécutives au retrait et au fluage du béton. L’approche probabiliste est 
utilisée pour estimer la durabilité de cette passerelle, au regard de la réglementation, 
concernant l’endommagement par fissuration du béton tendu. 
Enfin, les conclusions et les perspectives des travaux effectués sont proposées. 
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I.1 Introduction 
La méthode des éléments finis est actuellement un outil numérique puissant et précis pour 
des problèmes mécanique, dynamique, chimique, thermique, etc. ou des couplages entre ceux-
ci. Elle permet d’utiliser des modèles complexes et proches de la réalité. En Génie Civil, le 
recours à la méthode des éléments finis dans le calcul des ouvrages est de plus en plus 
fréquent. Celui-ci peut intervenir au stade de la conception, mais également pour leur 
requalification et pour la prévision de leur durabilité. Les propriétés physiques des matériaux 
utilisées dans ces modèles, de même que les dimensions des ouvrages, les actions appliquées 
et les conditions environnementales présentent des incertitudes aléatoires liées à leur 
variabilité naturelle ou conférée. La prise en compte rationnelle de ces incertitudes, par des 
méthodes fiabilistes en particulier, est alors une nécessité. Ce chapitre récapitule les 
principaux aspects bibliographiques concernant :  
- les méthodes fiabilistes : celles-ci visent à calculer la probabilité de défaillance d’une 
structure et à étudier l’influence des différentes incertitudes sur la fiabilité.  
- les méthodes des éléments finis stochastiques : celles-ci ont pour but d’étudier 
l’incertitude de la réponse d’un système, en termes d’une variable aléatoire. Ces 
méthodes se proposent d’étudier la propagation des aléas dans les éléments finis.  
- les réseaux bayésiens : ceux-ci sont utilisés pour traiter des données. Ils sont basés sur 
un formalisme des théories de probabilité et des graphes pour réactualiser les 
distributions des variables aléatoires. 
I.2 Méthodes d’estimation de la fiabilité 
I.2.1 Contexte de l’approche probabiliste 
La conception, la requalification des structures et la prévision de leur bon fonctionnement 
nécessitent de vérifier des scenarii potentiels de défaillance. Cette vérification est effectuée 
par une évaluation de la probabilité de défaillance (Lemaire 1992) (Devictor 1996). La 
fiabilité des structures cherche à estimer cette probabilité de défaillance en tenant compte de 
la variabilité de paramètres tels que la géométrie des structures, les propriétés des matériaux et 
le chargement.   
Une meilleure connaissance des données relatives aux structures ainsi que le 
développement d'outils probabilistes et statistiques plus performants ont conduit à 
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l'amélioration progressive des méthodes d'estimation de la fiabilité, passant du contexte 
déterministe (méthodes dites de niveau 0), au contexte probabiliste (méthodes dites de niveau 
2 à 4) (Madsen 1986). 
I.2.1.1 Probabilité de défaillance 
Les données relatives aux structures (actions appliquées, propriétés des matériaux, 
géométrie) présentent des incertitudes de nature aléatoire. De même, les hypothèses 
simplificatrices retenues dans la conception de ces structures et les approximations 
nécessaires à leur modélisation conduisent à des incertitudes, qui amplifient celles liées aux 
données. Ces données constituent donc des variables aléatoires. En fonction des réalisations 
de celles-ci, l’état d’une structure peut appartenir à deux domaines : un domaine de 
défaillance constitué des états défaillants et son complémentaire appelé domaine de sûreté. La 
frontière entre ces deux domaines est appelée surface d’état limite ou de défaillance. 
Les variables de base Xi, i = 1, ..., n sont représentées par un vecteur noté X . Une 
réalisation de ce vecteur aléatoire sera notée x . Les composantes de ce vecteur présentent une 
densité conjointe de probabilité ( )Xf x  qui intègre les éventuelles dépendances stochastiques 
entre les variables. Pour chaque mode de défaillance de la structure, une fonction d’état limite 
(ou fonction de défaillance) ( )G X  est définie dans l’espace des variables aléatoires. La 
fonction ( )G X  est une fonction déterministe dont les variables sont aléatoires. L’ensemble 
des variables pour lequel ( ) 0G X >  représente le domaine de sûreté. L’ensemble des 
variables pour lequel ( ) 0G X ≤   représente le domaine de défaillance. La frontière ( ) 0G X =  
est la surface d’état limite (ou la surface de défaillance).  
Les critères de défaillance ne conduisent pas nécessairement à une fonction ( )G X  
explicite. Cependant, le critère le plus simple permet d’illustrer la notion de probabilité de 
défaillance sans en alourdir l’expression. Ainsi, si l’on suppose que R représente la résistance 
de la structure et S la sollicitation appliquée, il vient : 
 ( )G X R S= −  (1.1) 
La fiabilité est alors définie par : 
 1
( ) 0
( ) 0 ( ) ...r nX
G X
P P G X f x dx dx
>
⎡ ⎤= > =⎣ ⎦ ∫  (1.2) 
où n est le nombre des variables aléatoires. La probabilité de défaillance est alors : 
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 1
( ) 0
1 ( ) ...f r nX
G X
P P f x dx dx
≤
= − = ∫  (1.3) 
I.2.1.2 Niveau d’estimation 
Les approches traitant de la fiabilité d’une structure sont généralement classées en cinq 
niveaux d’analyse : 
- Niveau 0 : il correspond aux approches purement déterministes. La sécurité est 
caractérisée par un facteur de sécurité établi sans tenir compte de la variabilité des 
paramètres. 
- Niveau 1 : il s’agit des approches dites semi-probabilistes. Elles consistent à appliquer 
des facteurs partiels de sécurité aux différentes grandeurs mécaniques intervenant dans 
la définition de l’ouvrage, grandeurs pour lesquelles les dispersions sont prises en 
compte par l’intermédiaire de valeurs caractéristiques établies sur la base d’une 
analyse préalable statistique, voire probabiliste. 
- Niveau 2 : la fiabilité est mesurée par un indice de fiabilité. Les indices de fiabilité de 
Cornell et de Hasofer-Lind sont généralement utilisés. 
- Niveau 3 : il s’agit des approches les plus raffinées pour l’analyse du risque. Toutes 
les variables aléatoires sont caractérisées par leur loi conjointe. La probabilité de 
défaillance est évaluée directement en calculant une intégrale multiple sur le domaine 
de défaillance. Les méthodes de Monte-Carlo sont le plus souvent utilisées.  
- Niveau 4 : il concerne toutes les méthodes couplant l’approche fiabiliste à la théorie de 
la décision. 
Les méthodes de niveau 0 et de niveau 1 n'entrent pas dans le cadre de l'approche 
probabiliste de la fiabilité : les méthodes de niveau 0 sont en voie de disparition du paysage 
de l'ingénierie de la construction, au profit des méthodes de niveau 1 qui forment le socle des 
codes de calcul et de conception des structures, tels que les actuels Eurocodes. 
Les approches de niveau 2 et 3 sont précisées dans ce qui suit. 
I.2.2 Méthodes de niveau 2 
Ces méthodes approchées sont basées sur la notion d’indice de fiabilité, noté β.  
I.2.2.1 Indices de fiabilité 
I.2.2.1.1 Indice de fiabilité de Cornell 
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L’indice de fiabilité de Cornell (Cornell 1969) est défini par : 
 
( )
( )C
E G X
D G X
β ⎡ ⎤⎣ ⎦= ⎡ ⎤⎣ ⎦
 (1.4) 
où ( )G X  est la fonction d’état limite, ( )E G X⎡ ⎤⎣ ⎦  est l’espérance mathématique de ( )G X  
et ( )D G X⎡ ⎤⎣ ⎦  son écart-type.  
Si R et S sont normales et non corrélés, en supposant que ( )G X R S= − , l’équation (1.4) 
peut s’écrire comme : 
 
2 2
R S
C
R S
µ µβ σ σ
−= +  (1.5) 
où µR, µS sont respectivement la moyenne de la résistance R et la sollicitation S ; σR, σS 
sont respectivement l’écart-type de R et S. 
Dans le cas d’une fonction d’état limite linéaire qui a pour expression : 
 0 0
1
( )
n
T
i i
i
G X a a X a A X
=
= + = +∑  (1.6) 
où ao est un scalaire, A un vecteur et Xi une variable normale. L’indice de Cornell βC 
prend la valeur : 
 0
T
C T
X
a A E X
A C A
β ⎡ ⎤+ ⎣ ⎦=  (1.7) 
où E X⎡ ⎤⎣ ⎦  est l’espérance mathématique de X  et XC  la matrice de covariance. 
Lorsque ( )G X  n’est pas linéaire, il est toujours possible d’utiliser l’indice de Cornell en 
linéarisant celle-ci au premier ordre autour du point moyen, soit en écrivant : 
 
[ ]
[ ]
1
1 1
0
( )
( ) ( ) ( )
( ) ( )
          ( )
          .
n
L i i
i i
n n
i i
i ii i
T
L L
G E X
G X G E X X E X
X
G E X G E X
G E X E X X
X X
a A X
=
= =
⎡ ⎤∂ ⎣ ⎦⎡ ⎤= + −⎣ ⎦ ∂
⎡ ⎤ ⎡ ⎤∂ ∂⎣ ⎦ ⎣ ⎦⎡ ⎤= − +⎣ ⎦ ∂ ∂
= +
∑
∑ ∑  (1.8) 
avec [ ]0
1
( )
( )
n
L i
i i
G E X
a G E X E X
X=
⎡ ⎤∂ ⎣ ⎦⎡ ⎤= −⎣ ⎦ ∂∑  et 1
( )nT
L
i i
G E X
A
X=
⎡ ⎤∂ ⎣ ⎦= ∂∑  
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Lorsque la fonction d’état limite n’est pas explicite, la définition de l’indice de Cornell 
peut toujours être utilisée en ayant, par exemple, recours aux simulations de Monte Carlo pour 
obtenir le premier et le second moments statistiques de ( )G X . Le principal inconvénient de 
l’indice de Cornell comme mesure de fiabilité est qu’il ne tient pas compte des lois de 
probabilité des variables aléatoires, mais seulement de leurs deux premiers moments 
statistiques intégrant ainsi une information probabiliste assez limitée. Par ailleurs, pour deux 
expressions différentes d’un même état limite, par exemple ( ) 0G X R S= − ≤  et 
( ) 1G X R S= ≤ , βC prend des valeurs différentes alors que la probabilité de défaillance reste 
identique. 
I.2.2.1.2 Indice de fiabilité d’Hasofer-Lind 
Pour corriger l’absence d’invariance de l’indice de Cornell suivant l’expression 
mathématique de l’état limite, Hasofer et Lind (1974) ont proposé l’indice de fiabilité 
d’Hasofer-Lind. Cet indice est défini dans un espace où toutes les variables aléatoires suivent 
la loi normale centrée réduite et sont stochastiquement indépendantes (non corrélées), appelé 
espace standardisé, telles que 0E U⎡ ⎤ =⎣ ⎦  et avec une matrice de covariance unité 
, TUC Cov U U I⎡ ⎤= =⎣ ⎦ . Le passage du vecteur physique X , de loi de probabilité conjointe 
quelconque, au vecteur standardisé U  peut être opéré par diverses transformations 
probabilistes T (Ditlevsen et Madsen 1996). La transformation peut être écrite comme : 
 ( )U T X=  (1.9) 
La transformation d’une frontière de défaillance LX dans le passage à l’espace standardisé 
est illustrée sur la Figure I.1. 
Dans l’espace standardisé, la distance d’un point de la surface LU à l’origine du repère 
notée ( )uβ  est simplement mesurée en nombre d’écarts-types. Une fonction indice peut alors 
être définie ainsi : 
 ( )1/ 2( ) ,    T Uu u u u Lβ = ∈  (1.10) 
ou, dans l’espace physique : 
 ( ) 1/ 2( ) ( ) ( ) ,    T Xx T x T x x Lβ ⎡ ⎤= ∈⎣ ⎦  (1.11) 
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Figure I.1 : Illustration géométrique de l’indice d’Hasofer-Lind 
L’indice de fiabilité d’Hasofer-Lind βHL est défini comme la distance minimale de 
l’origine de l’espace standardisé à un point de la surface d’état limite, dit point de conception 
et noté P* (ou *u  dans l’espace standardisé, *x  dans l’espace physique). Le calcul de βHL 
revient à résoudre : 
 ( )1/ 2min ,    THL Uu u u Lβ = ∈  (1.12) 
      ou ( ) 1/ 2min ( ) ( ) ,    THL XT x T x x Lβ ⎡ ⎤= ∈⎣ ⎦  (1.13) 
Cette définition de l’indice de fiabilité est plus générale que celle de l’indice de Cornell 
car l’indice défini ne dépend pas de la forme de la fonction d’état limite ( )G X . Le passage de 
l’espace physique X  à l’espace standardisé U  nécessite en outre d’intégrer toute 
l’information probabiliste disponible. 
En pratique, dans les codes de dimensionnement, par exemple les Eurocodes, l’indice de 
fiabilité d’Hasofer-Lind βHL est préconisé comme estimateur de la fiabilité. 
Le calcul de βHL est un problème d’optimisation sous contrainte. Il existe différents 
algorithmes pour résoudre le problème d’optimisation sous contrainte : 
- Les algorithmes d’ordre zéro comme les méthodes de dichotomie ou du simplexe qui 
ne requièrent pas la détermination des gradients de la fonction d’état limite. 
Néanmoins la vitesse de convergence de ces méthodes est extrêmement lente. 
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- Les algorithmes d’ordre un, tels que la méthode du gradient projeté ou l’algorithme de 
Rackwitz-Fiessler. La convergence de ces méthodes dépend de la détermination des 
gradients de la fonction d’état limite. 
- Les algorithmes d’ordre deux, tels que la méthode de Newton et les méthodes du type 
SQP (Sequential Quadratic Programming). Ces méthodes requièrent l’évaluation des 
dérivées première et seconde de la fonction d’état limite et l’estimation de la matrice 
hessienne (matrice carrée composée des dérivées partielles secondes). L’utilisation des 
méthodes SQP pose des problèmes si la dimension est grande. 
- Les algorithmes d’ordre deux où la matrice hessienne est approchée sans être calculée, 
tels que la méthode de Abdo et Rackwitz (1990). Cette méthode est une variante de 
l’algorithme de Rackwitz-Fiessler. Elle possède donc les mêmes propriétés que la 
méthode de Rackwitz-Fiessler, mais elle est globalement convergente. 
- Les algorithmes spécifiques aux surfaces de défaillance non différentiables, tels que la 
méthode du simplexe et la méthode des traces pivotantes (Mébarki 1990). Ces 
algorithmes sont efficaces dans le cas où la fonction de défaillance n’est pas 
différentiable au voisinage du point de conception. Mais la vitesse de convergence de 
ces méthodes dépend de plusieurs paramètres dont l'ajustement initial est délicat.  
Une présentation détaillée de ces algorithmes d’optimisation, ainsi qu'une comparaison de 
certains d'entre eux, ont été proposées dans (Devictor 1996), (Sudret et Der Kiureghian 2000). 
L’un des algorithmes les plus efficaces et les plus utilisés actuellement est l’algorithme itératif 
de Rackwitz-Fiessler (Rackwitz et Fiessler 1979) qui est présenté ci-dessous. 
I.2.2.2 Algorithme de Rackwitz-Fiessler pour la détermination de βHL 
L’indice de fiabilité βHL est la solution du problème d’optimisation sous contrainte :  
 ( ) 1/ 21/ 2
( ) 0 ( ) 0
min min ( ) ( )TTHL G U G Xu u T x T xβ = = ⎡ ⎤⎡ ⎤= =⎣ ⎦ ⎣ ⎦  (1.14) 
L'algorithme de Rackwitz-Fiessler est une adaptation de la méthode du gradient projeté au 
problème d’optimisation de la fiabilité mécanique. Le schéma de progression dans l’espace 
standardisé est présenté sur la Figure I.2.  
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Figure I.2 : Illustration de l’algorithme de Rackwitz-Fiessler 
Le point *u  correspond au point de conception *x  dans l’espace physique ; il est 
proportionnel au vecteur unitaire *α  normal à la surface de défaillance en *u , soit : 
 * *HLu β α=  (1.15) 
Le point *u  est déterminé comme la limite d’une séquence (0) (1) ( ), ,..., mu u u ,… Le 
vecteur unitaire normal à la surface définie par ( )( ) ( )mG u G u=  au point ( )mu  est noté ( )mα . 
Le vecteur ( )mα  est parallèle au vecteur gradient en ( )mu  et dirigé vers le domaine de 
défaillance : 
 
( )
( )
( )
( )
( )
m
m
m
G u
G u
α ∇= − ∇  (1.16) 
où ( )( )mG u∇  est le vecteur gradient : 
 
1
( ) ( )( ) ,...,
n
G u G uG u
u u
⎛ ⎞∂ ∂∇ = ⎜ ⎟⎝ ⎠
 (1.17) 
L’origine du repère peut être prise comme point initial dans la séquence. La méthode 
d’itération est alors basée sur une linéarisation à chaque pas. Au pas m, la surface 
( )( ) ( )mG u G u=  est remplacée par le plan tangent à celle-ci en ( )mu . Le point suivant ( 1)mu +  
est situé sur la droite issue de l’origine et parallèle à la direction du vecteur normal au plan 
tangent ( )mα . Ce point est alors obtenu comme la somme de deux termes : 
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- le terme ( ) ( ) ( )( . ).m T m mu α α , résultat de la projection de ( )mu  sur la droite précédente ; 
- le vecteur 
( )
( )
( )
( ) .
( )
m
m
m
G u
G u
α∇  permettant de corriger la projection précédente en tenant 
compte de la valeur de ( )( )mG u  selon la méthode classique de Newton. 
On a donc :  
 ( ) ( )( 1) ( ) ( ) ( ) ( )( )( )( )T
m
m m m m m
m
G uu u
G u
α α α+ = + ∇  (1.18) 
Lorsque la valeur de ( )uβ  (calculée selon (1.10)) est suffisamment stationnaire entre 
deux itérations m et m+1, la convergence de la séquence est atteinte. Pour éviter d’obtenir un 
valeur de βHL correspondant à un minimum local de la fonction G(.), il peut être nécessaire de 
recourir à plusieurs points initiaux dans la séquence, conduisant à plusieurs valeurs de l’indice 
de fiabilité valeurs β1, β2, …, βr, puis de définir βHL par : 
 { }1 2min , ,...,HL rβ β β β=  (1.19) 
Les conditions générales de succès de l'algorithme de Rackwitz-Fiessler sont la robustesse 
numérique de la fonction d'état limite, qui doit pouvoir répondre efficacement dans la zone de 
l'espace probabilisé des variables physiques où se situe la progression des points, en 
particulier pour une modélisation aux éléments finis, la régularité relative de la fonction d'état 
limite (qui ne doit pas exhiber de trop brutales variations) et la précision du calcul des 
gradients. 
I.2.2.3 Sensibilité des variables aléatoires 
La définition de βHL comme la distance minimum du vecteur u  permet d’écrire 
immédiatement que : 
 
1/ 2
2 *
1
n
HL
j i
ji i
u
u u
β α
=
⎛ ⎞∂ ∂= =⎜ ⎟∂ ∂ ⎝ ⎠∑  (1.20) 
La valeur numérique de αi* est ainsi une mesure de le sensibilité de l’indice de fiabilité 
pour des inexactitudes dans la valeur de ui au point de distance minimum *u . Les valeurs αi* 
sont ainsi appelées facteurs de sensibilité. Les composantes αi* vérifient la condition de 
normalisation 2
1
1
n
i
i
α
=
=∑ . Les facteurs 2iα  sont interprétés comme les facteurs d’importance 
normés des variables aléatoires associées. 
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I.2.2.4 Méthodes FORM/SORM 
Dans l’espace standardisé, la probabilité de défaillance s’écrit : 
 1
( ) 0
( )f n
G u
P u du duφ
≤
= ⋅⋅⋅∫  (1.21) 
où ( )uφ  est la fonction densité de probabilité multinormale centrée réduite : 
 2/ 2
1 1( ) exp
(2 ) 2n
u uφ π
⎛ ⎞= −⎜ ⎟⎝ ⎠  (1.22) 
La méthode approchée FORM (First Order Reliability Method) consiste à substituer à la 
surface de défaillance un hyperplan tangent à cette surface au point de conception (Madsen et 
al 1986), (Ditlevsen et al 1996) (cf. Figure I.3). 
Quand la surface de défaillance devient linéaire, une estimation de la probabilité de 
défaillance est alors obtenue par : 
 ( )fP β= Φ −  (1.23) 
où Φ(.) est la fonction de distribution normale centrée réduite. 
 
 
 
 
 
 
 
Figure I.3 : Approximation par un hyperplan tangent - méthode FORM 
La méthode FORM consiste donc à : 
- déterminer l’indice de fiabilité β ; 
- obtenir une approximation de la probabilité de défaillance par (1.23). 
L’approximation de la probabilité de défaillance est d’autant plus juste que la surface 
d’état limite est proche d’un hyperplan et/ou que l’indice β est grand. 
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Pour augmenter la précision de l’équation (1.23), la méthode SORM (Second Order 
Reliability Method) a été proposée. L’idée est de remplacer, au point de conception, la surface 
d’état limite par une surface quadratique dont le contenu probabiliste est analytiquement 
connu (cf. Figure I.4).  
 
 
 
 
 
 
 
 
Figure I.4 : Approximation par une surface quadratique - Méthode SORM 
Plusieurs types d’approximation ont alors été proposés :  
- L’ajustement de courbe (Breitung 1984) : cette méthode requiert la détermination des 
courbures principales de la surface d'état limite au point de conception P*. A partir des 
courbures principales 1 1,..., nκ κ − , la probabilité de défaillance est estimée par : 
 
1
1
1( )
(1 )
n
f
i
i
P β βκ
−
=
= Φ − ∏ +  (1.24) 
- L’ajustement de points où une approximation parabolique est utilisée pour lisser la 
fonction d’état limite à partir des points autour du point de conception (Der 
Kiureghian et al 1987). 
- L'approximation de  probabilité de défaillance par la formule générale du second ordre 
à trois termes (Tvedt 1988). 
I.2.2.5 Transformation probabiliste 
La transformation du vecteur aléatoire X  dans l’espace physique en un vecteur aléatoire 
gaussien centré réduit U , dont la moyenne est zéro et la matrice de covariance est la matrice 
unitaire, est nécessaire à la détermination de l’indice de fiabilité. Si les variables sont 
indépendantes et si les fonctions de distributions sont connues, la transformation T la plus 
Chapitre I : Synthèse bibliographique  33  
 
simple consiste à transformer séparément chaque variable Xi en une variable Ui normale 
centrée réduite par : 
 
1
1 1
  :    ( ( ))
:    x ( ( ))
i
i
i X i
i X i
T u F x
T F u
−
− −
= Φ
= Φ  (1.25) 
où ( )
iX i
F x  est la fonction de distribution de la variable Xi. 
Si les variables sont dépendantes, les transformations de Rosenblatt ou de Nataf que nous 
allons rappeler ci-dessous sont des possibilités. 
I.2.2.5.1 Transformation de Rosenblatt 
Cette transformation a été étendue par Hohenbichler et Rackwitz (1981) à partir de l’idée 
de Rosenblatt (1952) et est définie comme suit : 
 
1
2
1
1 1
1
2 2 1
1
1 1
1
1 1
( )
( | )
...
( | ,..., )
...
( | ,..., )
i
n
X
X
i X i i
n X n n
u F x
u F x x
u F x x x
u F x x x
−
−
−
−
−
−
⎧ ⎡ ⎤= Φ ⎣ ⎦⎪⎪ ⎡ ⎤= Φ ⎣ ⎦⎪⎪⎪⎨ ⎡ ⎤= Φ⎪ ⎣ ⎦⎪⎪⎪ ⎡ ⎤= Φ⎪ ⎣ ⎦⎩
 (1.26) 
où 1 1( | ,..., )iX i iF x x x −  est la fonction de répartition de Xi conditionnellement à X1= x1,...,  
Xi-1 = xi-1. 
Cette définition de la transformation de Rosenblatt requiert la connaissance de la densité 
conjointe. Or en pratique, on ne connaît généralement que les moyennes, les écart-types et 
parfois une matrice de covariances, ainsi que les densités marginales des variables aléatoires.  
I.2.2.5.2 Transformation de Nataf 
Connaissant les distributions marginales de chaque composante Xi de X , soit ( )
iX i
f x  
pour la densité de probabilité et ( )
iX i
F x  pour la fonction de répartition, il est possible de 
définir un vecteur Y  des variables centrées réduites dont les composantes corrélées sont 
définies par : 
 1( ( ))
ii X i
y F x−= Φ  (1.27) 
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Nataf (1962) a proposé une fonction de densité conjointe aux variables Xi et Xj (i, j = 1, ..., 
n) compte tenu des distributions des lois Yi et Yj. 
 , 2 0,
( ) ( )
( , ) ( , , )
( ) ( )
i j
i j
X i X j
X X i j i j ij
i j
f x f x
f x x y y
y y
φ ρ φ φ=  (1.28) 
où 0,( , , )i j ijy yφ ρ  est la densité d’un vecteur gaussien de dimension 2, de composantes 
centrées réduites et de coefficient de corrélation fictif ρ0,ij : 
 
2 2
0,12
0, 22
0,0,
21( , , ) exp
2(1 )2 1
i i j j
i j ij
ijij
y y y y
y y
ρφ ρ ρπ ρ
⎡ ⎤− += −⎢ ⎥−− ⎢ ⎥⎣ ⎦
 (1.29) 
La corrélation fictive est exprimée  en fonction des densités marginales des lois Xi et Xj et 
de leur coefficient de corrélation ρij (Der Kiureghian et Liu 1986) : 
 2 ,
( ). ( )
( , , )
( ). ( )
i jX i X jj ji i
ij i j o ij i j
i j i j
f x f xxx y y dx dx
y y
µµρ φ ρσ σ
+∞ +∞
−∞ −∞
⎛ ⎞−⎛ ⎞−= ⎜ ⎟⎜ ⎟⎜ ⎟ Φ Φ⎝ ⎠⎝ ⎠∫ ∫  (1.30) 
où µi et µj représente la moyenne de la variable Xi et Xj et σi et σj ses écart-types.  
L’évaluation exacte de cette corrélation fictive nécessite la résolution de l’équation (1.30). 
(Liu et al 1986) ont proposé des formules approchées pour estimer cette corrélation fictive : 
 0, (paramètre des densités, )ij ij ijfρ ρ ρ= ×  (1.31) 
où les fonctions f(.) sont définies dans (Liu et Der Kiureghian 1986). La matrice de 
corrélation fictive Mc est construite à partir de l’expression (1.30). 
Le passage de X  à U  est ensuite complété par la transformation du vecteur Y  des 
variables centrées réduites corrélées en un vecteur U  des variables centrées réduites 
indépendantes. Notons Γ0 l’inverse de la matrice triangulaire inférieure issue de la 
décomposition de Cholesky de Mc. Le vecteur U  est obtenu par la relation matricielle : 
 
1
2
1
1
1
2
0 0
1
( ( ))
( ( ))
( )
...
( ( ))
n
X
X
X n
F x
F x
u T x y
F x
−
−
−
⎧ ⎫Φ⎪ ⎪Φ⎪ ⎪= = = ⎨ ⎬⎪ ⎪⎪ ⎪Φ⎩ ⎭
Γ Γ  (1.32) 
La transformation inverse est obtenue par : 
 10y u
−= Γ  (1.33) 
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 ( )1 ( )
ii X i
x F y−= Φ  (1.34) 
I.2.2.5.3 Transformation de la fonction d’état limite 
Lors du passage de l'espace physique à l'espace standardisé, le changement de base 
appliqué conduit à la relation suivante entre les gradients dans chaque espace : 
 1( ) ( ) ( )G u T x G x−∇ = ∇ ⋅∇  (1.35) 
Le jacobien de la transformation inverse T-1(.) ne s'écrit de façon explicite que pour la loi 
normale et pour la loi lognormale. Pour toutes les autres lois de probabilité un schéma 
numérique pour le calcul de ce dernier doit être employé. 
I.2.3 Méthodes de niveau 3 - Méthodes de simulation 
Les méthodes de niveau 3 visent au calcul direct de la probabilité de défaillance. Elles 
requièrent la plupart du temps la possibilité de réaliser des tirages pseudo-aléatoires des 
variables. 
I.2.3.1 Méthode de simulation de Monte-Carlo 
La simulation de Monte-Carlo directe (Rubinstein 1981), (Melchers 1999) est la technique 
la plus simple pour estimer une espérance ou une intégrale mathématique. Elle est basée sur 
l’application de la loi des grands nombres. Elle consiste à réaliser un grand nombre de tirages 
aléatoires, calculer pour chaque tirage la réponse de la fonction d’état limite et exécuter alors 
un traitement statistique de cette réponse pour en déduire la probabilité de défaillance. La 
Figure I.5 illustre le principe de la méthode de Monte-Carlo. 
 
 
 
 
 
 
 
Figure I.5 : Illustration de la simulation de Monte-Carlo 
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Considérons une fonction de défaillance ( )G X , où X  est un vecteur composé de n 
variables aléatoires. La probabilité de défaillance s'écrit : 
 1 1( ) 0
( ) 0
( ) ... ( ) ( ) ...f n nX X G X
DG X
P f x dx dx f x l x dx dx≤
≤
= =∫ ∫r  (1.36) 
où ( )Xf x  est la densité conjointe de probabilité du vecteur aléatoire X  et D le domaine 
d’intégration. La fonction ( ) 0 (.)G Xl ≤  est une fonction d’indicateur identifiant le domaine de 
défaillance. Cette fonction vaut 1 si  X  appartient au domaine de défaillance et 0 sinon. Pour 
Ns simulations du vecteur X , la probabilité de défaillance Pf est approchée par la moyenne 
des ( ) 0 ( )i iG Xp l x≤= . 
La simulation directe à partir d’un échantillon de taille Ns est constituée de trois étapes : 
- génération de Ns vecteurs X  selon la loi conjointe de probabilité de densité Xf . 
- simulation du mécanisme de défaillance considéré pour l’échantillon. 
- vérification de l’obtention d’un état de défaillance ou non à partir de la fonction de 
défaillance. 
Si Nf est le nombre de cas où ( ) 0G X ≤ , l’estimation de la probabilité de défaillance Pf est 
évidente : 
 ff fMC
s
N
P P
N
≈ =  (1.37) 
où PfMC est un estimateur non biaisé de la probabilité de défaillance. 
Géométriquement, dans l’espace des variables aléatoires (Figure I.5), à chaque vecteur 
généré est associé un point aléatoire. La simulation directe consiste à dénombrer les points 
appartenant au domaine de défaillance et à appliquer (1.37). 
La variance de l’estimation est égale à (Rubinstein 1981) : 
 
(1 )fMC fMC
MC
s
P P
N
υ −=  (1.38) 
L’erreur diminue en fonction du nombre d’essais en sN . Une augmentation de la 
précision nécessite un coût élevé. Avec une probabilité P, il faut en moyenne réaliser au 
moins 1/P simulations pour obtenir un point défaillant. En effet cette méthode ne s’intéresse 
qu’au signe du résultat de la simulation. Si le résultat est positif, PfMC est augmenté de 1/Ns. 
Chapitre I : Synthèse bibliographique  37  
 
Le coefficient de variation est défini comme le quotient de l’écart-type par la moyenne : 
 
(1 )fMCMC
fMC s fMC
P
P N P
υ −=  (1.39) 
Si PfMC est petit par rapport à 1, le coefficient de variation est alors proche de 
1
s fMCN P
. 
Pour viser un coefficient de variation voisin de 10%, le nombre de simulation Ns doit être 
proche de 100/PfMC. La simulation directe de Monte-Carlo n’est donc applicable que pour des 
probabilités de défaillance moyennes ou grandes, pour lesquelles un coefficient de variation 
de 10% peut être atteint assez facilement. 
I.2.3.2 Méthode de simulation stratifiée 
La méthode de Monte-Carlo directe effectue une simulation des variables aléatoires de 
façon indépendante. Un inconvénient de cette méthode est de ne pas assurer la couverture 
totale de l’espace formé par les n variables. Les tirages évitent souvent les régions de faibles 
probabilités, i.e. les queues de distribution. Pour améliorer ce problème, Rubinstein (1981) a 
proposé la méthode de simulation stratifiée qui consiste à diviser le domaine d’intégration D 
en plusieurs sous-domaines disjoints (les strates)  et à estimer le paramètre sur chacun d’eux.  
Le domaine D est découpé en K strates disjoints Di : 
 
1
        pour 
K
i i j
i
D D D D i j
=
= ∩ =∅ ≠U  (1.40) 
Pour chaque strate Di, Nsi simulations de Monte-Carlo sont effectuées pour estimer la 
probabilité locale. Il est alors plus facile d’effectuer des tirages dans des régions de faibles 
probabilités. La probabilité de défaillance devient : 
 1( ) 0
1
( ) ( )
i
K
f nX G XD
i
P f x l x dx dx≤
=
= ⋅⋅⋅∑∫  (1.41) 
L’efficacité de cette méthode par rapport à la méthode de Monte-Carlo directe croît 
comme le carré du nombre de strates. 
I.2.3.3 Tirage d’importance 
Cette méthode consiste à réduire la variance en utilisant une densité de probabilité 
auxiliaire qui permet de concentrer les tirages dans les domaines les plus importants du point 
de vue de la défaillance. Pour cela, écrivons l’intégrale de Pf de la façon suivante : 
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 1
( ) 0
( )
( ) ...
( )
X
f n
G X
f x
P p x dx dx
p x≤
= ∫  (1.42) 
où ( )p x  est la densité de tirage. 
Donc à partir de Ns tirages indépendants suivant la densité p, la probabilité de défaillance 
est estimée par : 
 ( ) 0
1
( )1 ( )
( )
sN
iX
fMCi iG X
is i
f x
P l x
N p x ≤=
= ∑  (1.43) 
sa variance l'est par : 
 
2
2
1
( ) 0
( )
...
( )
X
MCi n fMCi
G X
f x
dx dx P
p x
υ
≤
= −∫  (1.44) 
L’équation (1.44) montre clairement que la variance de l’estimation dépend fortement de 
la densité de tirage qui conditionne l’efficacité du tirage d’importance. La densité de tirage 
peut être centrée sur une région supposée importante (Shinozuka, 1983) (Melchers, 1989). 
Hohenbichler et al (1988) ont suggéré l’utilisation de la probabilité approximative de 
défaillance calculée par FORM ou SORM comme densité de tirage. Karamchandani et al 
(1988) ont proposé de choisir une densité d’importance initiale simple, puis de la modifier à 
partir des simulations réalisées au cours du traitement. D'autres méthodes de tirage 
d’importance sont présentées dans (Melchers 1989). Une comparaison entre plusieurs 
méthodes est présentée dans (Engelund et Rackwitz 1993). Sellier (1995) a proposé d’utiliser 
une densité de tirage gaussienne à composantes indépendantes centrée sur P* et réduite. 
I.2.4 Couplage mécano-fiabiliste 
L'approche probabiliste de la fiabilité, qu'elle soit de niveau 2 ou de niveau 3, requiert de 
définir l'état de défaillance de la structure, par une fonction de défaillance ou d'état limite, le 
plus souvent associée à un modèle mécanique aux éléments finis. Le couplage entre méthodes 
fiabilistes et calculs aux éléments finis est ainsi incontournable (Lemaire 1998). Celui-ci peut 
être réalisé sous deux formes : couplage direct et couplage indirect. Dans le couplage direct, le 
modèle éléments finis est appelé directement par l’algorithme probabiliste. Dans le couplage 
indirect, la réponse du modèle éléments finis est approchée par une surface de réponse. Ce 
paragraphe présente ces deux méthodes de couplage ainsi que leurs avantages et 
inconvénients, dans le cas des méthodes fiabilistes de niveau 2. 
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I.2.4.1 Couplage direct 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure I.6 : Couplage mécano-fiabiliste direct 
Dans le couplage direct, l’indice de fiabilité est déterminé par résolution du problème 
d’optimisation, l’équation (1.12) par exemple selon le schéma itératif de l’équation (1.18). Le 
programme principal calcule la réalisation des variables aléatoires dans l’espace standard, 
réalise la transformation en espace physique et appelle le code éléments finis pour obtenir la 
réponse du modèle. Le calcul des gradients est effectué par différences finies. La Figure I.6 
représente l’enchaînement des étapes du processus de calcul. Le nombre d’appels au code 
éléments finis dépend de la performance de l’algorithme retenu et de la précision requise pour 
les tests d’arrêt des itérations.  
Comme avantages principaux nous pouvons citer : 
- l'exactitude, aux imprécisions numériques près, de la valeur de la fonction d’état 
limite (la réponse du modèle éléments finis); 
- la simplicité de la procédure. 
Les inconvénients liés au couplage direct sont : 
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- l'approximation dans le calcul des gradients, qui peut conduire à la non convergence 
de l'algorithme probabiliste; 
- le risque de calculs inutiles des gradients, pour les variables peu influentes. 
I.2.4.2 Couplage indirect par surface de réponse 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure I.7 : Couplage mécano-fiabiliste indirect 
Le principe du couplage indirect est d’approcher la fonction d’état limite par une 
représentation de forme simple au voisinage du point de conception P*, dite surface de 
réponse. L'approximation est le plus souvent réalisée dans l'espace standardisé, donc 
adimensionnel, afin d'éliminer les artéfacts qui pourraient provenir de la non uniformité des 
grandeurs physiques impliquées, et d'autre part de faciliter le traitement probabiliste. Les 
différentes méthodes de construction de surface de réponse seront précisées dans le Chapitre 
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II. L'intérêt du couplage indirect réside dans la forme explicite de la fonction d'état limite 
approchée, pour laquelle le calcul de fiabilité est grandement simplifié et d’un coût quasi-nul. 
Les difficultés principales résident dans la nécessité d'une part de justifier l’approximation 
choisie dans un domaine donné, et d'autre part de situer ce domaine au voisinage du point de 
défaillance, tout en vérifiant que ses points constitutifs dans l'espace standard correspondent à 
des points de l'espace physique où le calcul de la fonction d'état limite reste possible. Dans la 
plupart des cas cette seconde difficulté est levée par la construction itérative de plusieurs 
plans d’expériences successifs. La Figure I.7 représente le principe du couplage par surface de 
réponse. 
Les principaux avantages du couplage indirect sont : 
- le caractère explicite de la fonction d'état limite approchée pour le calcul fiabiliste; 
- l'exactitude du calcul des gradients pour cette fonction. 
Au titre des inconvénients nous pouvons citer : 
- l'approximation de la fonction d'état limite; 
- la construction du plan d'expériences numériques permettant de caler la surface de 
réponse, qui alourdit la procédure et conditionne le résultat fiabiliste et le coût des 
calculs. 
I.2.5 Réduction du nombre de variables aléatoires 
Le raffinage du contexte probabiliste, consistant à probabiliser le plus grand nombre de 
paramètres dans l'approche fiabiliste, est généralement mené de pair avec une approche 
statistique des paramètres, conduisant à la définition de leurs lois de probabilité et de leurs 
éventuelles dépendances. La quantité d'informations sur les paramètres étant souvent limitée, 
elle constitue naturellement un frein à ce raffinage et conduit dans l'approche fiabiliste, soit à 
ignorer l'aléa sur certains paramètres, soit, plus rationnellement, à estimer l'incidence de cet 
aléa sur la fiabilité en proposant des hypothèses réalistes pour le caractériser. L'étude de 
sensibilité de la fiabilité permet ainsi de guider le raffinage, en le limitant si nécessaire, et 
simultanément de montrer l'intérêt d'une meilleure connaissance de la statistique des 
paramètres prédominants. Cadrer le raffinage, en réduisant le nombre de variables aléatoires, 
représente toujours un gain en coût numérique. 
L'étude de sensibilité peut s'appuyer sur les facteurs d'importance, l’équation (1.20), mais 
également sur les facteurs d'omission. Madsen (1988) a défini le facteur d’omission ( )fi ixγ  
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pour une variable Xi comme le rapport de l’indice de fiabilité, obtenu en remplaçant la 
variable aléatoire Xi par une valeur déterministe, fix  à l’indice de fiabilité obtenu en 
conservant l'aléa sur la variable. Généralement, fix  est la médiane de la variable Xi. 
 ( )( )
f
f i i
i i
X xx βγ β
==  (1.45) 
A partir de cette information, l’erreur relative résultant d’une réduction du nombre de 
variables aléatoires est calculée. Compte tenu de la précision requise sur l’indice de fiabilité, 
le nombre de variables aléatoires peut être réduit. 
I.3  Méthode des éléments finis stochastiques 
La méthode des éléments finis est un outil très puissant pour la conception et le calcul des 
structures. Elle permet de fournir des résultats très précis sur le comportement mécanique des 
structures sous des sollicitations statiques ou dynamiques et autorise également la prise en 
compte des couplages chemo-thermo-mécaniques. Utilisée généralement en contexte 
déterministe, la méthode des éléments finis s’adapte à une utilisation en contexte probabiliste. 
L’introduction de l’aléa dans les calculs par éléments finis nous conduit à la méthode dite 
des éléments finis stochastiques (MEFS) dans laquelle les propriétés des matériaux, les 
données géométriques et/ou les chargements sont considérés comme aléatoires. Il existe deux 
types de MEFS : méthode intrusive et méthode non intrusive. La méthode intrusive nécessite 
d’intervenir sur le code aux éléments finis. Par contre, la méthode non intrusive ne demande 
pas une implémentation spécifique dans le code aux éléments finis. 
I.3.1 Méthode des éléments finis déterministes 
Avant de présenter des méthodes des éléments finis stochastiques, nous rappelons 
brièvement la méthode des éléments finis pour les problèmes statiques linéaires. 
Soit Λ une fonction de forme appropriée, le vecteur des déplacements est donné par : 
 eu u= Λ  (1.46) 
où eu  est le vecteur des déplacements nodaux dans un élément Ωe. Par dérivation de cette 
relation, nous obtenons la déformation de l’élément : 
 euε = B  (1.47) 
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où B est une matrice dépendante de la géométrie de l’élément. Les contraintes sont 
données par : 
 σ ε= D  (1.48) 
où D est la matrice d’élasticité. La matrice de rigidité ke est obtenue par application du 
principe des travaux virtuels sur le volume de l’élément : 
 . .
e
edΩ= Ω∫ Tek B D B  (1.49) 
La matrice de rigidité globale K est obtenue par assemblage des éléments sur une région. 
L’application des conditions de frontière conduit alors à : 
 u F=K  (1.50) 
où u  est le vecteur de déplacements nodaux inconnus et F  est le vecteur des forces 
extérieures nodales équivalentes. 
I.3.2 Discrétisation des champs aléatoires 
Dans la MEFS, les paramètres aléatoires liés aux matériaux et aux chargements sont 
représentés par un champ aléatoire (voir la définition d’un champ aléatoire en Annexe A). 
Pour étudier la propagation des aléas dans un code aux éléments finis, la structure des champs 
aléatoires doit être modifiée. Il nous faut décrire les champs aléatoires en termes de variables 
aléatoires. En général, cette transformation correspond à une discrétisation des champs 
aléatoires. 
Considérons un champ aléatoire scalaire ( )H x  défini sur un domaine Ω. En chaque point 
de l’espace physique, ( )H x  est une variable aléatoire. En deux points x  et 'x , les deux 
variables aléatoires ( )H x  et ( ')H x  ne sont pas indépendantes. La dépendance probabiliste 
est représentée par une fonction de corrélation. 
En pratique, pour étudier la propagation des aléas dans un code aux éléments finis, il 
convient de discrétiser ceux-ci sur le domaine modélisé. La plupart des méthodes de 
discrétisation des champs aléatoires sont limitées aux processus gaussiens. Mais certaines 
transformations permettent de traiter les cas non gaussiens. 
Une procédure de discrétisation est une approximation de ( )H x  par ˆ ( )H x  défini au 
moyen d’un ensemble fini des variables aléatoires {Xi, i = 1, …, n}, groupées dans un vecteur 
aléatoire noté par X  :  
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 ˆ( ) ( ) F( , )
Discrétisation
H x H x x X→ =  (1.51) 
La meilleure approximation est celle qui, en respectant quelques estimateurs d’erreur, 
utilise le nombre minimum de variables aléatoires. Les méthodes de discrétisation peuvent 
être divisées en trois groupes : 
- discrétisation aux points, où les variables {Xi} sont sélectionnées parmi des valeurs de 
( )H x  en certains points x  ; 
- discrétisation par valeurs moyennes, où {Xi} sont des intégrales pondérées de ( )H x  
sur un sous-domaine Ωe (par exemple un élément fini);  
- méthodes de discrétisation par développement limité en série, où le champ est 
exactement représenté par une série de variables aléatoires et de fonctions spatiales 
déterministes.  
Les détails de ces méthodes de discrétisation sont présentés dans (Sudret et Der 
Kiureghian 2000) et (Lemaire 2005). 
I.3.3 Méthode des perturbations 
La méthode des perturbations a été pratiquée par plusieurs chercheurs (Handa et Anderson 
1881) (Hasida et Nakagiri 1981 et 1985) (Liu et al 1986). Cette méthode ne s'appuie pas sur la 
discrétisation des champs aléatoires. Elle est basée sur des développements en série de Taylor, 
tronqués par rapport aux variables aléatoires, des différentes quantités intervenant dans 
l’équation d’équilibre du système autour de leurs valeurs moyennes.  
Soit l’équation d’équilibre représentée par (1.50) où la matrice de rigidité K est fonction 
de variables aléatoires centrées  ( 1,..., )i i nα =  qui représentent l’aléa du système (n est le 
nombre des variables aléatoires). Les trois quantités dans (1.50) varient autour de leurs 
valeurs moyennes K0, 0u  et 0F .  
Le développement en série de Taylor des termes dans (1.50) autour de leurs valeurs 
moyennes donne : 
 ( )20
1 1 1
1 0
2
n n n
I II
i i ij i j
i i j
α α α α
= = =
= + + +∑ ∑∑K K K K  (1.52) 
 ( )20
1 1 1
1 0
2
n n n
I II
i i ij i j
i i j
u u u uα α α α
= = =
= + + +∑ ∑∑  (1.53) 
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 ( )20
1 1 1
1 0
2
n n n
I II
i i ij i j
i i j
F F F Fα α α α
= = =
= + + +∑ ∑∑  (1.54) 
où les matrices Ii(.)  et 
II
i(.)  sont obtenues à partir des dérivées de premier et de second 
ordre évaluées en 0=α  : 
 
0
I
i
i αα =
∂= ∂
KK  (1.55) 
 
2
0
II
i
i i αα α =
∂= ∂ ∂
KK  (1.56) 
Les vecteurs des déplacements 0 , ,
I II
i iu u u  sont déduits de l’ensemble des équations 
suivantes : 
 
1
0 0 0
1
0 0
1
0 0
( )
( ) ( )
( ) ( ( ))
I I I
i i i
II II I I I I II
i ij i j j i ij
u F
u F F u
u F u u u
−
−
−
=
= −
= − + +
K
K
K K K K
 (1.57) 
L’estimateur du second ordre de la moyenne est obtenu à partir de (1.53) : 
 [ ] 0
1 1
1 ,
2
n n
II
ij i j
i j
E u u u Cov α α
= =
⎡ ⎤≈ + ⎣ ⎦∑∑  (1.58) 
où 0u  est l’approximation du premier ordre de la moyenne. L’estimateur du premier ordre 
de la matrice de covariance est : 
 [ ]
1 1 1 1 0 0
, .( ) , ,
Tn n n n
I I T
i j i j i j
i j i j i j
u uCov u u u u Cov Cov
α α
α α α αα α= = = = = =
∂ ∂⎡ ⎤ ⎡ ⎤≈ =⎣ ⎦ ⎣ ⎦∂ ∂∑∑ ∑∑  (1.59) 
Introduisant le coefficient de corrélation des variables aléatoires (αi, αj)  
 
,
i j
i j
ij
Cov
α α
α αρ σ σ
⎡ ⎤⎣ ⎦=  (1.60) 
L’équation (1.59) peut être réécrite comme suit : 
 [ ]
1 1 0 0
,
i j
Tn n
ij
i j i j
u uCov u u α α
α α
ρ σ σα α= = = =
∂ ∂≈ ∂ ∂∑∑  (1.61) 
La covariance de la réponse fait intervenir la sensibilité de la réponse aux paramètres αi 
(dérivées partielles de u ) ainsi que la variabilité de ces paramètres (
iασ ). L’équation (1.61) 
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permet donc d’interpréter quelles quantités sont les plus importantes en ce qui concerne la 
variance de la réponse. 
La mise en œuvre de la méthode des perturbations requiert le calcul de matrices dérivées 
au premier et au second ordre : dans la plupart des cas, ce calcul n'est possible que 
numériquement, et nécessite au minimum 2 constitutions complètes du système matriciel par 
variable aléatoire, complétant sa constitution autour du point moyen. L'avantage du calcul 
direct (sans simulation) de l'espérance et de la covariance de la réponse peut donc être 
largement contrecarré par la lourdeur et l'imprécision possible du calcul des matrices dérivées. 
I.3.4 Méthode de Neumann 
La méthode de Neumann a été proposée par Yamazaki et al (1988). Cette méthode combine 
une décomposition particulière des matrices et une simulation de Monte-Carlo.  
L’équation d’équilibre de la méthode des éléments finis peut aussi être écrite comme : 
 1u F−= K  (1.62) 
Si la matrice de rigidité K contient des paramètres qui sont sujets à une variation spatiale, 
la matrice est décomposée en : 
 0= + ∆K K K  (1.63) 
où K0 représente la matrice de raideur dans laquelle les paramètres de variation spatiale 
sont remplacés par leurs valeurs moyennes et ∆K  représente la partie variable des paramètres 
correspondants de K. La solution 0u  relative à K0 est obtenue par : 
 10 0 0 0 ou  ( )u F u F
−= =K K  (1.64) 
Le développement de Neumann de K-1 a la forme suivante : 
 1 1 2 3 10 0( ) ( )( )
− − −= + ∆ = − + − + ⋅⋅⋅K K K I P P P K  (1.65) 
où 10( )
−= ∆P K K . Remplaçant K-1 dans l’équation (1.62), la solution de u  est donnée 
par la série suivante : 
 2 3 1 2 30 0 0 0 0u u u u u u u u u= − + − + ⋅⋅⋅ = − + − + ⋅⋅⋅P P P  (1.66) 
dont les termes sont issus de la relation : 
 10
i iu u −= ∆K K  (1.67) 
0u  est obtenu moyennant l'inversion de la seule matrice K0. L’équation (1.67) peut être 
alors employée pour obtenir u  de manière itérative, sans pour cela devoir inverser la matrice 
Chapitre I : Synthèse bibliographique  47  
 
K. Le développement Neumann converge si 10( ) 1
− ∆ <K K , ce qui limite implicitement les 
coefficients de variations applicables aux variables aléatoires. L'estimation de la valeur 
espérée et de covariance de la réponse est obtenue moyennant un échantillonnage de la 
matrice K, éventuellement de la matrice de chargement F, par exemple par simulations de 
Monte-Carlo. 
Les méthodes des perturbations et de Neumann permettent de déterminer les deux 
premiers moments de la réponse d'une modélisation aux éléments finis, dans le cas de 
l'élasticité linéaire. Lorsque la matrice de rigidité dépend du chargement, pour un système 
géométriquement et/ou matériellement non linéaire, l'application de ces méthodes reste 
théoriquement possible, mais recouvre des difficultés numériques considérables. Par ailleurs, 
la connaissance de ces deux premiers moments n’est pas toujours suffisante pour évaluer la 
fiabilité structurale. 
I.3.5 Méthodes des éléments finis stochastiques spectraux 
La méthode des éléments finis stochastiques spectraux (MEFSS) a été développée par 
Ghanem et Spanos (1991). Cette méthode permet d’obtenir la réponse stochastique complète 
(sur le champ de déplacement par exemple). La MEFSS est basée sur une discrétisation de 
Karhunen-Loève (Loève 1977), (Ghanem et Spanos 1991), permettant de décomposer tout 
champ aléatoire en une partie déterministe et en une partie aléatoire, et sur la représentation 
de la réponse par un chaos polynomial (Ghanem et Spanos 1991). 
I.3.5.1 Equation d’équilibre stochastique 
Supposons que le module d’Young soit représenté par un champ aléatoire gaussien. La 
matrice d’élasticité au point x  peut s’écrire sous la forme suivante : 
 ( ) ( )x H x≡ 0D D  (1.68) 
où D0 est une matrice déterministe constante. La discrétisation de Karhunen-Loève de 
( )H x  s’écrit : 
 
1
( ) ( ) ( )i i i
i
H x x xµ λ ξ ϕ∞
=
= +∑  (1.69) 
où ( )xµ  est la moyenne, λi les valeurs propres et ( )i xϕ  les fonctions propres de la 
fonction d’autocovariance définie par ( , ') ( ) ( ') ( , ')HHC x x x x x xσ σ ρ= , ( , ')x xρ  étant la 
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fonction d'autocorrélation. Cette dernière prend souvent une forme exponentielle dépendant 
de la longueur d'autocorrélation (l) de la propriété représentée, par exemple :  
[ ]( , ') exp (|| , ' || / )x x x x lρ = −  où || , ' ||x x  est la distance euclidienne entre les deux points 
x  et 'x .  
(λi, ϕi) sont la solution du problème aux valeurs propres : 
 ( , ') ( ') ( )HH i i iC x x x d xϕ λϕΩ Ω =∫  (1.70) 
La solution de cette équation intégrale est donnée dans (Ghanem et Spanos 1991) et 
(Sudret et Der Kiureghian 2002) pour quelques formes exponentielles de la fonction 
d'autocorrélation, et est brièvement présentée en Annexe A. Les variables { }, 1,...i iξ =  sont les 
coordonnées de la réalisation du champ aléatoire vis-à-vis de l’ensemble de fonctions 
déterministes { }iϕ . Dans le cas d'un champ gaussien, ce sont des variables gaussienne centrée 
réduites et indépendantes. 
En remplaçant (1.68) et (1.69) dans (1.49), on obtient : 
 ,0 ,
1
e e e i i
i
ξ∞
=
= +∑k k k  (1.71) 
où ke,0 est la matrice de rigidité moyenne élémentaire et ke,i sont des matrices 
déterministes obtenues par : 
 , 0( ) . .
e
T
e i i i ek x dλ ϕΩ= Ω∫ B D B  (1.72) 
En assemblant ces contributions élémentaires, on obtient la partie aléatoire de l’équation 
d’équilibre (1.50) (en supposant que le chargement soit déterministe) : 
 0
1
.i i
i
u Fξ∞
=
⎡ ⎤+ =⎢ ⎥⎣ ⎦∑K K  (1.73) 
Dans laquelle K0 est la matrice de rigidité globale calculée aux valeurs moyennes, les 
matrices  Ki sont déterministes et obtenues par assemblage des matrices élémentaire ke,i. 
I.3.5.2 Représentation de la réponse utilisant des séries de Neumann 
Le vecteur des déplacements nodaux u  est obtenu en résolvant l’équation (1.73) par 
inversion de la matrice à gauche. Une première stratégie de résolution proposée par Ghanem 
et Spanos (1991) consiste en l’utilisation d’un développement en série de Neumann de 
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l’inverse de la matrice de rigidité stochastique pour obtenir une approximation de la réponse. 
L’équation (1.73) peut se réécrire :   
 10 0
1
. .i i
i
u Fξ∞ −
=
⎡ ⎤+ =⎢ ⎥⎣ ⎦∑K I K K  (1.74) 
soit encore : 
 
1
1
0 0
1
. .i i
i
u uξ
−∞ −
=
⎡ ⎤= +⎢ ⎥⎣ ⎦∑I K K  (1.75) 
      avec : 10 0 .u F
−= K  (1.76) 
Le développement en série de Neumann de l’équation (1.75) est de la forme : 
 10 0
1 1
( 1) . .
k
k
i i
k i
u uξ∞ ∞ −
= =
⎡ ⎤= − ⎢ ⎥⎣ ⎦∑ ∑K K  (1.77) 
Les premiers termes s’écrivent : 
 1 1 10 0 0
1 1 1
. . . .i i i j i
i i j
u ξ ξ∞ ∞ ∞− − −
= = =
⎡ ⎤= − + + ⋅⋅⋅⎢ ⎥⎣ ⎦∑ ∑∑I K K K K K K  (1.78) 
En tronquant la discrétisation de Karhunen-Loève et le développement en série de 
Neumann, on obtient une approximation de u .  
La condition de convergence du développement en série de Neumann est : 
 10
1
( ) ( ) 1i i
i
ξ∞−
=
<∑K K  (1.79) 
I.3.5.3 Représentation générale de la réponse sur le chaos polynominal 
La limite du développement en série de Neumann réside dans la condition de convergence 
(1.79). Pour cette raison, Ghanem et Spanos (1991) ont introduit la projection de la réponse 
sur le chaos polynomial, qui permet une application universelle de la MEFSS. 
L’équation (1.78) montre que chaque composante du déplacement aléatoire ui peut 
s’écrire sous la forme d’une série polynomiale de variables gaussiennes centrées réduites 
{ } 1k kξ ∞= . Cette représentation peut être réécrite sous la forme : 
 { }( ), 1
0
i i j j k k
j
u u ξ∞ ∞=== Ρ∑  (1.80) 
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où 0 1Ρ ≡  et { }( )1j k kξ ∞=Ρ  sont des polynômes de variables gaussiennes centrées réduites, 
de forme générale : 
 { }( ) 1 21 21 ppj k i i ikP αα αξ ξ ξ ξ∞= = ⋅⋅⋅  (1.81) 
où α1, α2, ..., αp sont des entiers non négatifs. L’ensemble de { }
0j j
P
∞
=  dans l’équation 
(1.80) forme une base de l’espace des variables aléatoires, et les coefficients ui,j sont les 
coordonnées de ui dans cette base. La base définie ci-dessus n’est pas orthogonale sur l’espace 
des variables aléatoires. Le chaos polynomial proposé par Ghanem et Spanos (1991) est une 
base orthogonale de l’espace des variables aléatoires. On peut donc supposer que chaque 
variable aléatoire u qui appartient à l’espace des variables aléatoires peut s’écrire sous la 
forme : 
 
0
j j
j
u u
∞
=
= Ψ∑  (1.82) 
où { }
0j j
∞
=Ψ  est le chaos polynomial qui est présenté en Annexe A. 
On peut donc écrire le développement du vecteur des déplacements nodaux sous la 
forme : 
 
0
j j
j
u u
∞
=
= Ψ∑  (1.83) 
où ju  sont des vecteurs déterministes dont la taille est le nombre de degrés de liberté du 
système. 
En remplaçant (1.83) dans (1.73), on obtient : 
 0
1 1
.i i j j
i j
u Fξ∞ ∞
= =
⎡ ⎤⎡ ⎤+ Ψ =⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦∑ ∑K K  (1.84) 
Pour pouvoir résoudre l’équation (1.84), elle doit être tronqué à M termes du 
développement de Karhunen-Loeve et à P termes des polynômes. L’équation (1.84) devient : 
 0
1 1
.
M P
i i j j
i j
u Fξ
= =
⎡ ⎤⎡ ⎤+ Ψ =⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦∑ ∑K K  (1.85) 
Le problème (1.85) est principalement résolu par deux méthodes (Sudret et Der 
Kiureghian 2000) (Berveiller 2005) : 
Chapitre I : Synthèse bibliographique  51  
 
- la méthode directe qui utilise la factorisation de Cholesky; 
- la méthode hiérarchique qui résoud successivement des systèmes plus simples. 
Une fois construite la réponse approchée du système, on peut procéder à divers post-
traitements (Sudret et Der Kiureghian 2000) (Berveiller 2005) : le calcul des moments 
statistiques de la réponse, le tracé de la densité de probabilité de la réponse, des analyses de 
fiabilité facilitées par l'expression analytique de la fonction d’état limite. 
I.3.5.4 Limitations et développements récents de la MEFSS 
La MEFSS est, dans la forme présentée ci-dessus,  une méthode intrusive : la 
décomposition des champs aléatoires implique la constitution de matrices de rigidité 
particulières, et nécessite une implémentation spécifique à chaque type de modélisation dans 
le code de calcul. Elle est surtout appliquée à des problèmes de mécanique élastique linéaire, 
dans lesquels l’aléa portant sur un paramètre matériau ou de chargement est représenté par un 
champ aléatoire gaussien ou lognormal. En réalité, le modèle physique est souvent non 
linéaire et il peut être nécessaire que les paramètres d’entrée aléatoires suivent des lois de 
probabilité quelconques. Les développements récents apportés à la MEFSS prennent  en 
compte ces considérations : notons par exemple ceux basés sur une approche intrusive 
(Anders et al 2001) (Babuska et al 2002). D'autres développements s'appuient sur une 
approche ne nécessitant pas d'altération des opérateurs du code aux éléments finis, approche 
dite non intrusive. 
Récemment, Berveiller (2005) a développé une MEFSS non intrusive originale. Les 
variables aléatoires d’entrée du système sont approchées par des polynômes de variables 
aléatoires gaussiennes centrées : une très bonne approximation peut être établie pour la 
plupart des lois de probabilité. Dans la MEFSS, toute composante S de la réponse S  d’un 
système peut être exprimée dans la base du chaos polynomial sous la forme : 
 { }( )1 1
0
P
n
j j k k
j
S s ξ− === Ψ∑  (1.86) 
où sj sont des coefficients à déterminer, { }0 1, , P−Ψ ⋅⋅⋅ Ψ  est la base du chaos polynomial et 
{ }1,..., nξ ξ  sont les variables aléatoires gaussiennes centrées réduites ayant servi à développer 
chacune des variables aléatoires d’entrée du système. Les coefficients sj sont déterminés par 
des méthodes de projection ou de régression à partir de calculs aux éléments finis 
déterministes et de calculs analytiques. 
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- Méthode de projection : 
En se basant sur l’orthogonalité de la base de l’espace de Hilbert des variables aléatoires 
réelles de variance finie, l’équation (1.86) donne : 
 
2
j
j
j
E S
s
E
⎡ ⎤⋅Ψ⎣ ⎦= ⎡ ⎤Ψ⎣ ⎦
 (1.87) 
Le dénominateur de l’équation (1.87) est connu (Sudret et Der Kiureghian 2000). Le 
numérateur est l’espérance d’une fonction, il peut s’écrire sous forme d’intégrale : 
 ( ) ( ) ( )
nj j nE S S x x x dxφ⎡ ⎤Ψ = Ψ⎣ ⎦ ∫   (1.88) 
où 
21
/ 2 2( ) (2 )
xM
n x eφ π −−=  est la densité de probabilité multinormale de dimension n. Pour 
calculer l’intégrale multi-dimensionnelle (1.88), on peut utiliser des méthodes de simulation 
(Monte-Carlo, Hypercube-Latin) et la méthode des quadratures de Gauss (Berveiller 2005). 
- Méthode de régression : 
Le calcul des coefficients du développement de la réponse sur le chaos polynomial à partir 
d’un nombre fini de calculs aux éléments finis déterministes est un problème de régression. 
On doit trouver les coefficients qui permettent d’approcher au mieux la réponse d’un système 
par une expression analytique. C’est le principe des surfaces de réponse, déjà utilisées en 
fiabilité des structures. La seule différence entre la méthode de régression et la méthode des 
surfaces de réponse est la base de développement. Le plan d’expériences peut être choisi de 
manière aléatoire à l’aide d’une méthode de Monte-Carlo ou à partir des racines du polynôme 
d’Hermite. Le principe de la méthode de régression est de minimiser l’écart quadratique : 
 { }( ) 21( ) ( ) 1
1 0
N P ni i
j j k k
i j
S S s ξ− == =
⎛ ⎞∆ = − Ψ⎜ ⎟⎝ ⎠∑ ∑  (1.89) 
où N est le nombre de réalisations du vecteur aléatoire, S(i) la réponse du code aux 
éléments finis déterministe. 
La méthode non intrusive présente les propriétés suivantes : 
- elle est compatible avec tout code aux éléments finis déterministe existant, sans 
implémentation spécifique dans le code ; 
- elle est applicable pour des problèmes non linéaires ; 
- elle permet de prendre en compte l’aléa sur la géométrie de la structure ; 
- elle ne nécessite pas d’approximation des variables d’entrée du problème. 
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Pourtant le coût de calcul de la méthode non intrusive reste important en raison du grand 
nombre d'appels au modèle éléments finis requis pour déterminer les coefficients sj. En effet, 
dans la méthode de projection, les coefficients sj sont déterminés par les méthodes de 
simulation ou la méthode des quadratures de Gauss qui demandent un grand nombre d’appels 
au modèle éléments finis. Il en est de même dans la méthode de régression, où le nombre de 
points du plan d’expérience pour développer la réponse du modèle élément finis sur le chaos 
polynomial est également considérable. 
Baroth (2005) a également proposé une nouvelle approche de MEFS dont le principe est 
celui des surfaces de réponse. Cette approche est basée sur l’utilisation de deux techniques : 
- Une projection de la réponse mécanique sur une base de polynômes d’Hermite : 
 
1
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S s
−
=
= Ψ∑  (1.90) 
- Les coefficients du développement sj sont approchés par une interpolation par B-
splines cubiques. Ces coefficients s’écrivent sous la forme : 
 
2
1 ( ) ( ) ( )
nj j n
j
s S x x x dx
E
φ= Ψ⎡ ⎤Ψ⎣ ⎦ ∫   (1.91) 
où φn est la densité de probabilité gaussienne standard n-dimensionnelle. 
Cette méthode prend la même forme que la méthode de projection présentée dans 
(Berveiller 2005). La limitation de cette méthode est le coût de calcul. Le nombre d’appels au 
modèle éléments finis augmente très rapidement avec le nombre de variables aléatoires. Cette 
approche n’a été appliquée qu’à des problèmes comportant moins de trois variables aléatoires. 
I.4 Réseaux bayésiens 
I.4.1 Introduction 
La caractérisation des paramètres aléatoires d'un modèle physique sous forme de lois de 
probabilité ne peut pas toujours s'appuyer sur un nombre significatif de mesures. Les 
propriétés de transferts du béton en sont un exemple : la porosité, les coefficients de diffusion 
dépendent d'autres paramètres tels que la nature du ciment utilisé, la composition granulaire et 
la quantité d'eau des gâchées. Les mesures disponibles sont en général peu nombreuses, car 
coûteuses, et plus ou moins précises. Il est donc nécessaire de les valoriser au maximum par 
un traitement statistique et/ou probabiliste adéquat. L’approche bayésienne est utilisée pour 
effectuer ce traitement et pour l’analyse de décision. L’utilisation des réseaux bayésiens en 
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Génie Civil est encore récente. Billy et al (2003) ont utilisé cette technique pour actualiser un 
modèle de dégradation. Le Drogo et al (2005) ont proposé une utilisation des réseaux 
bayésiens pour actualiser un modèle de carbonatation du béton. 
Dans ce paragraphe, la théorie des réseaux bayésiens n'est pas détaillée. On décrit 
seulement le principe des réseaux bayésiens et des exemples appliqués en Génie Civil. Une 
description plus exhaustive peut être trouvée dans (Becker et Naïm 1999), (Faber 2003), 
(Naïm et al 2004). 
I.4.2 Construction d’un réseau bayésien 
Les réseaux bayésiens reposent sur un formalisme basé sur les théories des probabilités et 
des graphes. Ils utilisent un graphe causal, dans lequel le théorème de Bayes (Droesbeke et al 
2002) est appliqué pour faire circuler les nouvelles informations. La construction d’un réseau 
bayésien est réalisée schématiquement par 3 étapes essentielles : 
- Identification des variables et de leur espace d’états ; 
- Définition de la structure du réseau bayésien ; 
- Définition de la loi de probabilité conjointe des variables. 
I.4.2.1 Identification des variables et de leur espace d’états 
Dans cette étape, l’intervention de l’ingénierie est absolument indispensable. Il s’agit de 
déterminer l’ensemble des variables qui caractérisent le système. Puis il est nécessaire de 
préciser l’espace d’états de chaque variable, c’est à dire l’ensemble de ses valeurs possibles. 
I.4.2.2 Définition de la structure du réseau bayésien 
Cette étape consiste à identifier les liens entre variables. On doit définir les variables de 
cause (ou parent) et les variables d’effet (ou enfant). Lorsque l’on dispose d’une quantité 
suffisante de données de retour d’expérience concernant les variables, il est possible d'opérer 
un apprentissage de la structure par le réseau lui-même. En effet, l’inférence dans le réseau 
bayésien est basé sur le théorème de Bayes, l’information sur certaines variables circule dans 
tout le réseau pour renouveller les connaissances d’autres variables. 
I.4.2.3 Définition de la loi de probabilité conjointe des variables 
Cette dernière étape consiste à renseigner les tables de probabilités conditionnelles 
associées aux différentes variables.  
Chapitre I : Synthèse bibliographique  55  
 
Dans un premier temps, la connaissance des experts concernant les lois de probabilité des 
variables est intégrée au modèle. Concrètement, deux cas se présentent selon la position d’une 
variable Xi dans le réseau bayésien : 
- Xi n’a pas de variable parente : les experts doivent préciser la loi de probabilité 
marginale de Xi. 
- Xi possède des variables parentes : les experts doivent exprimer la dépendance de Xi en 
fonction des variables parentes, soit au moyen de probabilités conditionnelles, soit par 
une équation déterministe, qui permet par la suite le calcul des probabilités 
conditionnelles. 
Dans un second temps, les éventuelles observations de Xi peuvent être incorporées au 
modèle, afin d’affiner les probabilités introduites par les experts. 
Il est rare en pratique que les données soient suffisamment nombreuses et fiables pour 
caractériser de manière satisfaisante la loi de probabilité conjointe des variables Xi. 
Cependant, l’apprentissage automatique des probabilités rend inutile la phase de 
renseignement du modèle par des probabilités expertes. On peut alors se contenter, dans la 
phase initiale, d’attribuer à chaque variable une loi de probabilité uniforme. 
I.4.3 Exemples d’application 
Nous proposons ici deux exemples d'utilisation des réseaux bayesiens appliqués à la 
durabilité du béton, dans lesquels le nombre de variables a été volontairement réduit. 
I.4.3.1 Exemple 1 : fabrication du béton 
Dans cet exemple, on étudie un modèle dont les paramètres sont des variables discrètes. Il 
s’agit des paramètres de composition d’un béton. Le dosage en ciment et le rapport massique 
eau/ciment jouent un rôle déterminant sur sa qualité qui ici est simplement représentée par la 
résistance en compression couplée à la porosité accessible à l’eau.  Afin de mieux cerner 
l'influence des incertitudes de fabrication sur la qualité du produit, on utilise un réseau 
bayésien. La construction du réseau suit les étapes décrites ci-dessus. 
I.4.3.1.1 Identification des variables et de leur espace d’états :  
Dans ce modèle, 4 variables aléatoires discrètes sont considérées : 
- C : dosage en ciment (kg/m3) 
- E/C : rapport eau/ciment 
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C E/C
R po
- R : Résistance en compression (MPa) 
- po : porosité accessible à l’eau (%) 
A partir des observations pratiques et expertes, on trouve que les deux variables C et E/C 
peuvent appartenir à certains domaines dont on propose des probabilités associées a priori 
comme l’indique le Tableau I.1. 
Variable Etat Probabilité 
C1 : C > 350 kg/m3 0,1 
C2 : 320 ≤ C ≤ 350 kg/m3 0,8 C 
C3 : C < 320 kg/m3 0,1 
EC1 : E/C > 0,55 0,1 
EC2 : 0,45 ≤ E/C ≤ 0,55 0,8 E/C 
EC3 : E/C < 0,45 0,1 
Tableau I.1 : Etats des variables C et E/C 
R est une variable aléatoire booléenne qui peut prendre deux états : R est "bonne" (B) ou 
"mauvaise" (M). R est "bonne" si R ≥ 33 MPa (= 25+ 8 MPa) (en correspondance avec 
Eurocode 2 - Calcul des structures en béton). 
po est aussi une variable aléatoire booléenne qui peut prendre deux états : p est "bonne" 
(B) ou "mauvaise" (M). po est "bonne" si p ≤ 15% (en correspondance avec Guide AFGC). 
I.4.3.1.2 Définition de la structure du réseau bayésien 
C et E/C sont les variables de cause, R et po sont les variables d’effet. On suppose que 
deux événements C et E/C sont indépendants. Le lien entre les variables est présenté par la 
Figure I.8. 
 
 
 
Figure I.8 : Réseau bayésien pour l’exemple 1 
I.4.3.1.3 Définition des probabilités conjointes des variables 
A partir des connaissances subjectives, nous pouvons évaluer les probabilités 
conditionnelles qui sont définies dans les tableaux suivants (tables de probabilité) : 
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Etat de E/C p(po = B) p(po = M) 
EC1 0,1 0,9 
EC2 0,8 0,2 
EC3 0,9 0,1 
Tableau I.2 : Probabilités conditionnelles de E/C et po 
Etat de C Etat de E/C p(R=B) p(R=M) 
C1 EC1 0,8 0,2 
C1 EC2 0,9 0,1 
C1 EC3 0,95 0,05 
C2 EC1 0,7 0,3 
C2 EC2 0,8 0,2 
C2 EC3 0,9 0,1 
C3 EC1 0,1 0,9 
C3 EC2 0,2 0,8 
C3 EC3 0,3 0,7 
Tableau I.3 : Probabilités conditionnelles de C, E/C et R 
I.4.3.1.4 Inférence dans le réseau bayésien 
Il s'agit de quantifier des probabilités associées à certaines variables. 
D’abord, à partir des informations sur C et E/C on peut calculer les probabilités pour que 
R et po soient "bonnes" : p(R=B) et p(po=B) (l’information circule dans le sens cause → 
effet). On a : 
 
1, 2, 3
/ 1, 2, 3
( ) ( | , / ) ( ) ( / ) 0,749
C C C C
E C EC EC EC
p R B p R B C E C p C p E C
=
=
= = = ⋅ ⋅ =∑  (1.92) 
 
/ 1, 2, 3
( ) ( | / ) ( / ) 0,74
E C EC EC EC
p po B p po B E C p E C
=
= = = ⋅ =∑  (1.93) 
La probabilité d'obtenir une "bonne" résistance est, d'après ce réseau, différente de la 
probabilité conventionnelle de 95% correspondant à la définition des valeurs caractéristiques 
de résistance selon l'EC2. En effet, la probabilité observée pour que la variable C (dosage en 
ciment) se trouve dans l’état C1 (< 320 kg/m3) est assez grande, 10%, par rapport à une 
probabilité de défaillance. De plus, la probabilité d’obtenir la variable E/C dans l’état EC1 
(E/C > 0,55) est aussi 10%.  
La probabilité pour qu’on obtienne un béton de bonne qualité (R et po sont "bonnes" en 
même temps) : 
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                           0,56255
C C C C
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= =
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=
∑
(1.94) 
Dans le cas où l'on observe une fabrication particulièrement satisfaisante en supposant que 
C soit en état C1 ou C2 et E/C soit en état EC2 ou EC3), les probabilités d'obtenir R = B et po 
= B deviennent : 
 
1, 2
/ 2, 3
( ) ( | , / ) ( ) ( / ) 0,6655
C C C
E C EC EC
p R B p R B C E C p C p E C
= =
= = = ⋅ ⋅ =∑  (1.95) 
 
/ 2, 3
( ) ( | / ). ( / ) 0,73
E C EC EC
p po B p po B E C p E C
=
= = = =∑  (1.96) 
Si l'on constate au contraire une mauvaise fabrication, en supposant que C soit en état C3 
et E/C soit en état EC1, les probabilités d'obtenir un béton de bonne qualité sont modifiées. 
Dans ce cas, on a donc : 
 ( ) ( | 3, / 1) ( 3) ( / 1) 0,1p R B p R B C C E C EC p C C p E C EC= = = = = ⋅ = ⋅ = =  (1.97) 
 ( ) ( | / 1). ( / 1) 0,1p po B p po B E C EC p E C EC= = = = = =  (1.98) 
Sans surprise, chacune de ces probabilités est faible. 
Supposons maintenant que l'on observe l’obtention d'un béton de bonne qualité (R et po 
sont "bonnes"), ou que l'on souhaite connaître l'état des paramètres de fabrication, c'est à dire 
les probabilités de C et E/C. Dans ce cas, on utilise le théorème de Bayes pour faire circuler la 
nouvelle information et calculer les probabilités a posteriori des variables : 
 ( , | / 1) ( / 1)( / 1| , )
( , )
p R B po B E C EC p E C ECp E C EC R B po B
p R B po B
= = = ⋅ == = = = = =  (1.99) 
où : 
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( , | / 1) ( , | / 1, ) ( )
( | / 1, ) ( | / 1) ( ) 0,065
C C C C
C C C C
p R B po B E C EC p R B po B E C EC C p C
p R B E C EC C p po B E C EC p C
=
=
= = = = = = = ⋅
= = = ⋅ = = ⋅ =
∑
∑ (1.100) 
et : 
 1, 2, 3/ 1, 2, 3
( , ) ( | , / ) ( | / ) ( ) ( / )
                           0,56255
C C C C
E C EC EC EC
p R B po B p R B C E C p po B E C p C p E C
= =
= = = = ⋅ = ⋅ ⋅
=
∑
(1.101) 
      Donc : 0,065 0,1( / 1| , ) 0,012
0,56255
p E C EC R B po B ⋅= = = = =  (1.102) 
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De même façon, on a : 
 
( / 2 | , ) 0,853
( / 3 | , ) 0,135
( 1| , ) 0,119
( 2 | , ) 0,853
( 3 | , ) 0,028
p E C EC R B po B
p E C EC R B po B
p C C R B po B
p C C R B po B
p C C R B po B
= = = =
= = = =
= = = =
= = = =
= = = =
 (1.103) 
On constate a posteriori que, si le béton  obtenu est satisfaisant pour les critères proposés 
ici, la probabilité d'une mauvaise fabrication a été bien plus réduite que n'a été augmentée 
celle d'une bonne fabrication : p(E/C=EC1) et p(C=C3) passent respectivement de 0,1 à 0,012 
et de 0,1 à 0,028, alors que p(E/C=EC3) et p(C=C1) passent respectivement de 0,1 à 0,135 et 
de 0,1 à 0,119.  De façon imagée, on pourrait dire qu'il vaut mieux éviter les échecs que 
favoriser les exploits. 
I.4.3.2 Exemple 2 : diffusion des chlorures dans le béton 
Dans l’exemple 1, les variables sont des variables discrètes et les probabilités 
conditionnelles sont définies par avis d’expert ou observations pratiques. Dans cet exemple, 
on considère des variables continues définies par des lois de probabilité. Les relations entre 
les causes et effets sont représentées par des équations déterministes. 
Considérons un modèle de durabilité - le modèle de pénétration des chlorures en milieu 
saturé - basé sur la fonction d’erreur (Petre-Lazar 2000): 
 ( , ) . 1
2 .s a
xC x t C erf
D t
⎡ ⎤⎛ ⎞= −⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 (1.104) 
où x est la profondeur de pénétration des chlorures [m], t le temps [s], C(x,t) la 
concentration des chlorures à la profondeur x et au temps t [g Cl-/l de solution interstitielle], 
Cs est la concentration des chlorures de la solution externe en contact avec le béton [g Cl-/l de 
solution] et Da le coefficient de diffusion apparent des chlorures dans la solution des pores 
[m2/s]. 
Le réseau bayésien est utilisé pour mieux appréhender les incertitudes sur les paramètres 
du modèle en tenant compte à la fois d’un avis d’expert et des différentes mesures de terrain. 
I.4.3.2.1 Identification des variables et de leur espace d’états :  
Dans ce modèle, on a 4 variables aléatoires continues : Cs, Da, x et C(x,t). Les distributions 
a priori de ces variables basées sur l’avis d’expert sont récapitulées dans le Tableau I.4 : 
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Cs Da  x 
C(x,t) 
Paramètre Loi de distribution 
Cs Normale (moyenne 18 ; écart-type 0,9) [g Cl-/l solution] 
Da Normale (moyenne 4,96×10-12 ; écart-type 4,96×10-13) [m2/s] 
x Lognormale (moyenne 0,025 ; écart-type 0,005) 
Tableau I.4 : Distribution a priori des variables aléatoires 
I.4.3.2.2 Définition de la structure du réseau bayésien 
En identifiant les liens entre variables, on construit le réseau (Figure I.9) : 
 
 
 
 
Figure I.9 :Réseau bayésien pour l’exemple 2 
Cs, Da et x sont des variables de cause, C(x,t) est la variable d’effet. 
I.4.3.2.3 Définition de la loi de probabilité conjointe des variables 
Les tables de probabilités conditionnelles sont établies en utilisant l’équation (1.104). La 
transformation de l’équation en tables de probabilités est effectuée par la méthode de 
simulation (tirage aléatoire). Pour ce faire, nous avons utilisé le logiciel Netica. Ce logiciel est 
développé par la société canadienne Norsys depuis 1992. Une version gratuite du logiciel est 
téléchargeable sur le site de Norsys, http://www.norsys.com. 
Les algorithmes des réseaux bayésiens ne gèrent en réalité que les variables aléatoires 
discrètes. Puisque les variables considérées sont continues, il faut d’abord les discrétiser en 
valeurs possibles. On choisit les bornes des variables comme suit : 
Cs = [14 ; 22] (g Cl-/l solution), Da = [2,8×10-12 ; 7,2×10-12] (m2/s), x = [0,005 ; 0,06] (m) 
I.4.3.2.4 Inférence dans le réseau bayésien 
A partir des distributions a priori des variables de cause, on détermine la distribution 
marginale de la concentration des chlorures à la profondeur x (surface des armatures) à 10 
ans : 
 
, ,
( ( , )) ( ( , ) | , , ) ( ) ( ) ( )
s a
s a s a
C D x
p C x t p C x t C D x p C p D p x= ⋅ ⋅ ⋅∑  (1.105) 
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Cs
14 to 14.4
14.4 to 14.8
14.8 to 15.2
15.2 to 15.6
15.6 to 16
16 to 16.4
16.4 to 16.8
16.8 to 17.2
17.2 to 17.6
17.6 to 18
18 to 18.4
18.4 to 18.8
18.8 to 19.2
19.2 to 19.6
19.6 to 20
20 to 20.4
20.4 to 20.8
20.8 to 21.2
21.2 to 21.6
21.6 to 22
.003
.016
.074
0.29
0.93
2.46
5.35
9.58
14.1
17.2
17.2
14.1
9.58
5.35
2.46
0.93
0.29
.074
.016
.003
18 ± 0.91
x
0.005 to 0.00775
0.00775 to 0.0105
0.0105 to 0.0133
0.0133 to 0.016
0.016 to 0.0187
0.0187 to 0.0215
0.0215 to 0.0243
0.0243 to 0.027
0.027 to 0.0297
0.0297 to 0.0325
0.0325 to 0.0352
0.0352 to 0.038
0.038 to 0.0408
0.0408 to 0.0435
0.0435 to 0.0462
0.0462 to 0.049
0.049 to 0.0517
0.0517 to 0.0545
0.0545 to 0.0573
0.0573 to 0.06
 0 +
 0 +
.093
1.46
7.20
16.5
22.4
20.9
14.9
8.72
4.41
2.00
0.83
0.33
0.12
.044
.016
.005
.002
 0 +
0.025 ± 0.0051
Da
2.8e-12 to 3.02e-12
3.02e-12 to 3.24e-12
3.24e-12 to 3.46e-12
3.46e-12 to 3.68e-12
3.68e-12 to 3.9e-12
3.9e-12 to 4.12e-12
4.12e-12 to 4.34e-12
4.34e-12 to 4.56e-12
4.56e-12 to 4.78e-12
4.78e-12 to 5e-12
5e-12 to 5.22e-12
5.22e-12 to 5.44e-12
5.44e-12 to 5.66e-12
5.66e-12 to 5.88e-12
5.88e-12 to 6.1e-12
6.1e-12 to 6.32e-12
6.32e-12 to 6.54e-12
6.54e-12 to 6.76e-12
6.76e-12 to 6.98e-12
6.98e-12 to 7.2e-12
.004
.022
.098
0.37
1.14
2.89
6.05
10.4
14.8
17.4
16.8
13.3
8.75
4.73
2.10
0.77
0.23
.058
.012
.002
4.96e-12 ± 5e-13
Cxt
1 to 3
3 to 5
5 to 6
6 to 7
7 to 8
8 to 9
9 to 10
10 to 11
11 to 12
12 to 13
13 to 14
14 to 15
15 to 16
16 to 17
17 to 18
18 to 20.7
.040
.040
.048
0.11
0.46
2.05
7.13
17.4
27.6
26.4
14.1
3.92
0.57
.073
.041
.040
11.8 ± 1.5
 
Figure I.10 : Probabilités à priori des variables aléatoires 
Supposons maintenant que des observations aient été effectuées sur des échantillons de 
béton armé. Les concentrations des chlorures sur la surface des armatures à 10 ans ont été 
mesurées. Les résultats sont donnés dans le Tableau I.5 : 
Concentration C(x,t) [g Cl-/l solution] Probabilité (%) 
7-8 
8-9 
9-10 
10-11 
11-12 
12-13 
10 
40 
20 
15 
10 
5 
Tableau I.5 : Résultats expérimentaux sur la concentration des chlorures 
Ces observations vont modifier les distributions des variables d’entrée. Les distributions a 
posteriori des variables d’entrée sont calculées par la formule de Bayes : 
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 ( ( , ) | ) ( )( | ( , ))
( ( , ))
s s
S
p C x t C p Cp C C x t
p C x t
⋅=  (1.106) 
 ( ( , ) | ) ( )( | ( , ))
( ( , ))
a a
a
p C x t D p Dp D C x t
p C x t
⋅=  (1.107) 
 ( ( , ) | ) ( )( | ( , ))
( ( , ))
p C x t x p xp x C x t
p C x t
⋅=  (1.108) 
La Figure I.11 montre les lois de distribution a posteriori de ces variables après avoir 
observé les concentrations en chlorures. 
Cs
14 to 14.4
14.4 to 14.8
14.8 to 15.2
15.2 to 15.6
15.6 to 16
16 to 16.4
16.4 to 16.8
16.8 to 17.2
17.2 to 17.6
17.6 to 18
18 to 18.4
18.4 to 18.8
18.8 to 19.2
19.2 to 19.6
19.6 to 20
20 to 20.4
20.4 to 20.8
20.8 to 21.2
21.2 to 21.6
21.6 to 22
.021
.097
0.37
1.14
2.88
6.01
10.3
14.7
17.3
16.7
13.4
8.86
4.84
2.19
0.82
0.25
.065
.014
.002
 0 +
17.54 ± 0.92
Da
2.8e-12 to 3.02e-12
3.02e-12 to 3.24e-12
3.24e-12 to 3.46e-12
3.46e-12 to 3.68e-12
3.68e-12 to 3.9e-12
3.9e-12 to 4.12e-12
4.12e-12 to 4.34e-12
4.34e-12 to 4.56e-12
4.56e-12 to 4.78e-12
4.78e-12 to 5e-12
5e-12 to 5.22e-12
5.22e-12 to 5.44e-12
5.44e-12 to 5.66e-12
5.66e-12 to 5.88e-12
5.88e-12 to 6.1e-12
6.1e-12 to 6.32e-12
6.32e-12 to 6.54e-12
6.54e-12 to 6.76e-12
6.76e-12 to 6.98e-12
6.98e-12 to 7.2e-12
.019
.087
0.33
1.02
2.60
5.52
9.66
14.1
16.8
16.8
13.9
9.58
5.47
2.59
1.02
0.33
.090
.020
.004
 0 +
4.78e-12 ± 5.1e-13
Cxt
1 to 3
3 to 5
5 to 6
6 to 7
7 to 8
8 to 9
9 to 10
10 to 11
11 to 12
12 to 13
13 to 14
14 to 15
15 to 16
16 to 17
17 to 18
18 to 20.7
   0
   0
   0
   0
10.0
40.0
20.0
15.0
10.0
5.00
   0
   0
   0
   0
   0
   0
9.4 ± 1.4
x
0.005 to 0.00775
0.00775 to 0.0105
0.0105 to 0.0133
0.0133 to 0.016
0.016 to 0.0187
0.0187 to 0.0215
0.0215 to 0.0243
0.0243 to 0.027
0.027 to 0.0297
0.0297 to 0.0325
0.0325 to 0.0352
0.0352 to 0.038
0.038 to 0.0408
0.0408 to 0.0435
0.0435 to 0.0462
0.0462 to 0.049
0.049 to 0.0517
0.0517 to 0.0545
0.0545 to 0.0573
0.0573 to 0.06
 0 +
 0 +
.004
.075
0.61
2.71
6.31
9.54
11.9
14.3
17.3
17.3
11.9
5.62
1.93
0.47
.073
.006
 0 +
 0 +
0.0327 ± 0.0061
 
Figure I.11 : Les probabilités a posteriori des variables avec observation 
La Figure I.12, la Figure I.13 et la Figure I.14 permettent de visualiser la mise à jour des 
lois de probabilité. 
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Figure I.12 : Loi de distribution de Cs 
 
 
 
 
 
 
 
Figure I.13 :Loi de distribution de Da 
 
 
 
 
 
 
Figure I.14 : Loi de distribution de x 
Cet exemple nous montre l’intérêt pratique de la méthode Bayessienne pour l’actualisation 
des variables d’entrée d’un modèle de durabilité.  
En effet, l’un des obstacles à l’utilisation des approches probabilistes  en durabilité a été la 
difficulté de constituer des bases de données fiables pour les paramètres des modèles (en 
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raison de la lourdeur des protocoles expérimentaux). L’approche Bayesienne en réactualisant 
les données d’entrée des modèles sans les mesurer directement contourne efficacement ce 
problème. 
I.5 Quelques remarques 
I.5.1 Remarques sur les méthodes d’estimation de la fiabilité 
Il existe principalement deux familles de méthodes basées sur des concepts différents : les 
méthodes de niveau 2 basées sur la notion d’indice de fiabilité et les méthodes de niveau 3 
basées sur les simulations de Monte-Carlo. 
Les méthodes de niveau 2 sont efficaces en pratique. Elles permettent d’obtenir une 
estimation de la probabilité de défaillance, mais aussi le point de maximum de probabilité de 
défaillance et d’étudier la sensibilité de la probabilité de défaillance par rapport aux 
paramètres du problème. L’analyse de sensibilité fournit au concepteur des arguments 
objectifs pour justifier les marges de qualité de fabrication ou les coefficients partiels de 
sécurité. Les méthodes de niveau 2 sont donc préconisées par les Eurocodes.  Néanmoins ces 
méthodes demandent le calcul approché des gradients et la validation des résultats obtenus 
n’est pas évidente.  
Les simulations de Monte-Carlo constituent l'outil le plus précis pour calculer la 
probabilité de défaillance, parce qu’elles permettent de contrôler la validité des résultats 
obtenus. Néanmoins, ces méthodes sont très coûteuses en temps de calcul si la probabilité 
recherchée est faible et le modèle mécanique complexe. 
I.5.2 Remarques sur les MEFS 
Les méthodes des éléments finis stochastiques classiques permettent de déterminer les 
deux premiers moments de la réponse du modèle aux éléments finis, tandis que les méthodes 
des éléments finis stochastiques spectraux donnent accès à une expression approchée de cette 
réponse dans la base du chaos polynomial. Certaines de ces méthodes supposent un 
investissement important dans la structure du code aux éléments finis et un coût numérique 
élevé, par exemple dans le calcul des matrices dérivées. Pour d'autres, comme les méthodes 
non intrusives, l'investissement numérique est moindre mais le coût numérique reste élevé 
pour la détermination des coefficients de l'expression approchée de la réponse. Enfin, pour les 
méthodes ne permettant de connaître que les deux premiers moments de la réponse, la 
Chapitre I : Synthèse bibliographique  65  
 
précision et la portée des résultats fiabilistes restent limitées dès lors qu’il s’agit de faibles 
probabilités comme c’est le cas en Génie Civil. 
I.5.3 Remarques sur les réseaux bayésiens 
Le principe des réseaux bayésiens est relativement simple. Grâce à la présentation 
graphique explicite, l’utilisateur peut facilement comprendre et valider son modèle. On peut 
utiliser les réseaux bayésiens pour déterminer les lois de distribution, les probabilités 
marginales des variables, à partir d'observation sur les autres variables. L’utilisation des 
réseaux bayésiens devient délicate lorsque la taille du problème est grande. La constitution 
des tables de probabilités conditionnelles est très onéreuse en coût de calcul, et ce d'autant 
plus que les variables sont nombreuses et les domaines de variation de celles-ci finement 
discrétisés. Toutefois, les réseaux bayésiens devraient constituer un outil indispensable pour 
l’élaboration des bases de données statistiques pour les paramètres des modèles de durabilité 
du génie civil 
I.5.4 Perspectives 
Les méthodes de niveau 2, grâce à leur efficacité pratique, sont retenues pour la suite de 
notre travail. Notre objectif de recherche est de développer des méthodes probabilistes 
efficaces en termes de précision et de temps de calcul pour effectuer leur couplage avec les 
modèles aux éléments finis.  
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II.1 Introduction 
Dans le chapitre précédent, différentes méthodes pour estimer la fiabilité structurale ont 
été présentées. L’efficacité de ces méthodes peut être comprise comme leur aptitude à 
converger vers un résultat stable quelles que soient les conditions d’utilisation : complexité 
physique et précision du modèle mécanique, précisions imposées dans les algorithmes 
probabilistes (sur le calcul du gradient, sur l’indice de fiabilité, sur la distance entre deux 
points de conception successifs), nombre de variables aléatoires considérées, etc. Le temps de 
calcul reste par ailleurs un critère important dans le calcul de fiabilité. Les méthodes de 
simulation (de niveau 3) permettent de contrôler la validité des résultats obtenus par d'autres 
méthodes. Mais elles peuvent être très coûteuses en temps de calcul si la probabilité de 
défaillance recherchée est faible ou si le problème mécanique est complexe. Les méthodes de 
niveau 2 semblent plus efficaces en pratique. Elles permettent de calculer l’indice de fiabilité 
et d'étudier aisément la sensibilité de la fiabilité aux variables aléatoires. La validation des 
résultats sans recours aux méthodes de niveau 3 requiert néanmoins une certaine expérience et 
une bonne connaissance de la démarche d'ensemble de ces méthodes. Là encore cependant, 
traiter des problèmes mécaniques dont la modélisation numérique entraîne des temps de 
calcul prohibitifs reste un frein à leur utilisation. La question du développement d’outils 
permettant de minimiser le temps de calcul pour l'évaluation probabiliste sans dégradation de 
la qualité des résultats reste donc d’actualité. Nous proposons, dans ce chapitre, de développer 
deux algorithmes probabilistes de niveau 2 répondant à la question. Le premier concerne 
l’amélioration de la méthode du gradient projeté et le second concerne la performance d’une 
méthode de surface de réponse. 
II.2 Méthode du gradient projeté avec contrôle d’erreur 
II.2.1 Algorithme de Rackwitz-Fiessler 
Dans le chapitre I, nous avons présenté l’algorithme de Rackwitz-Fiessler pour déterminer 
l’indice de fiabilité d’Hasofer-Lind βHL (§I.2.2.2). Cet algorithme est une adaptation de la 
méthode du gradient projeté au problème d’optimisation en fiabilité mécanique, dans laquelle 
le calcul de βHL est un problème d’optimisation sous contrainte. La fonction à minimiser est la 
distance euclidienne dans l’espace standardisé. L’algorithme de Rackwitz et Fiessler résoud 
itérativement le problème en générant une suite de points qui converge vers une solution 
optimale. Le point de défaillance le plus probable est obtenu par itérations successives lorsque 
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les précisions souhaitées sur l’indice de fiabilité (εβ) et sur deux points consécutifs de 
l’algorithme (εp) sont obtenues, soit pour deux itérations successives k et (k+1) :  
 ( 1) ( )HL k HL k ββ β ε+ − ≤  (2.1) 
 ( 1) ( )k k pP P ε+ ≤  (2.2) 
L’indice ( 1)HL kβ +  est la norme du vecteur des variables aléatoires dans l’espace standardisé 
( 1)kU + , déduit de ( )kU  par : 
 ( )( 1) ( ) ( ) ( )
( )
( )
( ( ))
kT
k k k k
k
G U
U U
G U
α α+
⎛ ⎞⎜ ⎟= +⎜ ⎟∇⎝ ⎠
 (2.3) 
      avec : 
( )
( )
( )
( )
( )
( )
( )
k
k
k
G U
G U
α ∇= − ∇  (2.4) 
La singularité de cette méthode réside dans la nécessité d’évaluer le vecteur gradient 
( ( ))G U∇  dans l’équation (2.3), qui est composé des dérivées partielles de la fonction d’état 
limite par rapport aux variables normées. Or la fonction d’état limite est définie en fonction 
des variables physiques. Il est donc nécessaire de calculer les dérivées partielles dans l’espace 
standardisé à partir des dérivées partielles dans l’espace physique. Ce calcul est effectué par : 
 ( ) ( ( ))
i i
G U XG X
U U
∂ ∂= ∇ ⋅∂ ∂  (2.5) 
où ( ) iG U U∂ ∂  est la dérivée partielle de la fonction d’état limite par rapport à la variable 
normée Ui, ( ( ))G X∇  le vecteur gradient de la fonction d’état limite par rapport aux variables 
physiques et iX U∂ ∂  la dérivé partielle de X  par rapport à la variable normée Ui.  
Le passage entre les deux espaces normé et physique est réalisé par une transformation 
probabiliste T, par exemple la transformation de Nataf, qui est présenté dans §I.2.2.5. Cette 
transformation n'est explicite que pour les lois normales et lognormales, ce qui impose pour 
les autres lois de calculer iX U∂ ∂  par différences finies: 
 ( ) ( )i i
i i
T U U E T UX
U U
+ ∆ × −∂ =∂ ∆  (2.6) 
où ∆Ui est un incrément selon l’axe Ui et iE  est le vecteur unitaire de la base standard 
pour la variable Ui. Comme la transformation de Nataf est numériquement exacte, bien que 
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algébriquement approchée, on peut prendre une valeur très fine pour l’incrément ∆Ui, 10-7 par 
exemple. 
Dans de nombreux problèmes pratiques, une formulation explicite des gradients de la 
fonction d’état limite par rapport aux variables physiques n’est pas disponible. Il est donc 
nécessaire de recourir au calcul par différences finies de la dérivée partielle de la fonction 
( )G X  par rapport à la variable Xi (composante du vecteur gradient ( ( ))G X∇ ) : 
 ( ) ( )( ) i i
i i
G X X E G XG X
X X
+ ∆ × −∂ =∂ ∆  (2.7) 
où ∆Xi est un incrément selon l’axe Xi et iE  est le vecteur unitaire de la base physique 
pour la variable Xi.  
Si l’incrément ∆Xi choisi donne une variation de la réponse sur la fonction d’état limite 
inférieure à la précision du résultat sur cette fonction, le calcul du gradient par (2.7) peut 
conduire à une erreur, et par la suite à la non convergence de la série (1) ( ),..., kU U , liée à 
l’incompatibilité entre la taille de l’incrément et la précision du modèle. Adopter une faible 
valeur pour l’incrément ∆Xi dans l'espoir d'affiner le calcul du gradient n'est donc pas la 
panacée. En effet la réponse des modèles numériques présente toujours une partie 
déterministe et une partie aléatoire proportionnelle aux erreurs admises dans les algorithmes 
de résolution des procédures non linéaires. Ainsi, si l’incrément ∆Xi est trop petit, la 
différence des réponses du modèle entre les deux bornes de l’incrément est aléatoire. Pour 
estimer correctement une différence finie il faut évidemment imposer à l’incrément une valeur 
suffisamment grande pour que la composante aléatoire de la différence des réponses devienne 
négligeable. De plus, il est illusoire de ré-estimer une différence finie dans une direction de 
l’espace tant que le point courant de la procédure itérative ne s’est pas suffisamment éloigné 
de l’endroit où l’on avait estimé la précédente « différence finie ».  
L’incrément pour calculer la dérivée partielle de la fonction d’état limite par rapport à une 
variable est fréquemment choisi en fonction de l'écart-type de la variable dans l’espace 
physique : 
 
ii X
X ε σ∆ = ×  (2.8) 
où 
iX
σ  est l’écart-type de la variable Xi et ε un coefficient de réduction. On peut, par 
exemple, choisir ε entre 10-4 et 10-2. Nous donnons ci-après un exemple de non convergence 
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de l’indice de fiabilité pour un coefficient de réduction ε pris égal à 10-3 : le modèle physique 
est celui d’un portique de 3 travées et 5 étages analysé par Bucher et Bourgund (1990) (voir la 
description de cet exemple ci-après - §II.2.4.3). Dans ce cas, l’indice de fiabilité βHL ne 
converge pas vers une valeur bien définie et présente une variation aléatoire entre les 
itérations. La Figure II.1 représente respectivement l’indice de fiabilité βHL et la valeur de la 
fonction d’état limite pour les 5 premières itérations. Sur cette figure, on constate que l’indice 
de fiabilité ne converge pas vers une valeur stable et que la valeur de la fonction d’état limite 
au point de conception P* n’est pas égale à zéro, ni même proche de zéro par rapport à sa 
valeur au centre du repère standardisé, soit 4,1×10-2 (m), ce qui traduit la faible proximité de 
P* par rapport à la surface d'état limite. 
 
 
 
 
 
Figure II.1 : Indice de fiabilité et valeur de la fonction d’état limite au point P* pour chaque 
itération - Méthode sans contrôle d’erreur 
L'imprécision dans le calcul du gradient de la fonction d'état limite n'est pas la seule 
source possible de non convergence de l'algorithme de Rackwitz-Fiessler : l'irrégularité de la 
surface d'état limite (variations brutales et/ou discontinuités) ou la présence de plusieurs 
minima locaux constituent d'autres sources de difficulté. Cependant, de telles situations se 
rencontrent peu en pratique : la surface d'état limite, même fortement non linéaire, reste 
régulière pour la majorité des phénomènes physiques décrits. Des algorithmes alternatifs ont 
été proposés pour éviter ces deux sources possibles de non convergence (Shittkowski 1981) 
(Abdo et al 1990), mais ceux-ci restent fondés sur le calcul du gradient de la fonction d'état 
limite : si ce dernier est mal évalué, le risque de non convergence demeure identique. 
II.2.2 Proposition d’une procédure pour choisir l’incrément lors de 
l’estimation du gradient 
Pour éviter l'écueil de la non convergence, il convient de choisir judicieusement 
l’incrément pour le calcul des dérivées partielles par différences finies à chaque itération de 
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l’algorithme. Pour prendre en compte de façon « automatique » les considérations 
mentionnées au dessus, il est nécessaire de connaître la sensibilité du modèle à chacune des 
variables. Or la mesure de la sensibilité est elle-même définie par le gradient. Nous proposons 
donc d’intégrer à l’algorithme de Rackwitz-Fiessler une procédure combinant la connaissance 
du gradient de l’itération précédente et la précision du modèle de défaillance afin d'établir la 
taille minimale des incréments à utiliser pour estimer le nouveau gradient. Le choix de 
l’incrément est effectué en espace physique. 
Soit X  le vecteur des variables aléatoires dans l’espace physique dont les composantes 
sont iX . Supposons que la fonction d’état limite soit définie comme la différence entre la 
résistance de la structure et la sollicitation appliquée : ( )G X R S= −  où R est la résistance et 
S la sollicitation appliquée. L’incrément pour calculer le gradient doit être choisi supérieur à 
une valeur minimale, sinon le calcul du gradient devient inexact. Les étapes de choix de 
l’incrément iX∆  dans l’espace physique sont les suivantes. 
Pour la première itération, ne connaissant pas la sensibilité du modèle aux différentes 
variables, on choisit l’incrément arbitrairement très grand : 
 1. .i g m iX k xε∆ =  (2.9) 
où kg1 est un coefficient d’amplification (kg1 > 1, on propose kgl = 10), εm la précision 
numérique relative du modèle (celle de la procédure itérative d’un modèle aux éléments finis 
la plupart du temps). 
La dérivée partielle de la fonction ( )G X  par rapport à la variable Xi est calculée par : 
 ( ) ( )( ) ( ) i i
i i i
G X X E G XG X G X
X X X
+ ∆ × −∂ ∆= =∂ ∆ ∆  (2.10) 
Par ailleurs, d’après le calcul d’erreur (Annexe B), on a : 
 ( ) . .R SG X R S R Sε ε∆ = ∆ + ∆ = +  (2.11) 
où ( )G X∆  est l’erreur numérique maximale sur la fonction d’état limite, ∆R et ∆S sont 
respectivement l’erreur sur l’évaluation de la résistance R et la sollicitation S, εR est la 
précision numérique sur R et εS est la précision numérique sur S. Pour les itérations suivantes, 
comme mentionné ci-dessus, ∆Xi est choisi de telle sorte que la variation de la fonction ( )G X  
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sur ∆Xi soit supérieure à la précision numérique du modèle. A l’itération k (k > 1), iX∆  est 
donc calculé par : 
 ( ) ( 1) ( 1)2 2( )
( 1) ( 1)
( ( )) ( . . )
( ) ( )
k R s k
i g gk
i ik k
G X R S
X k k
G X G X
X X
ε ε− −
− −
∆ +∆ = =⎛ ⎞ ⎛ ⎞∂ ∂⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (2.12) 
où kg2 est un coefficient de précision (kg2 > 1, on propose kg2 = 10) et ( )( 1)( ) / i kG X X −∂ ∂  
est la dérivée partielle estimée à l’itération précédente (k-1) selon l’axe Xi. 
Comme nous l’avons dit, il peut arriver que deux points consécutifs de la procédure 
itérative de Rackwitz-Fiessler se trouvent à une distance inférieure à celle requise pour 
évaluer correctement la dérivée partielle. Dans ce cas, nous préconisons de ne pas réactualiser 
la dérivée partielle tant que la distance parcourue n’est pas supérieure à celle requise pour 
évaluer la dérivée partielle. La condition pour actualiser une composante i du vecteur gradient 
est donc : 
 ( ) ( )( )
0
( ) ( 1)
m
i i ik k
k m
X X X−=
− > ∆∑  (2.13) 
où ( ) ( )( ) ( 1)i ik kX X −−  est la distance mesurée sur l’axe Xi entre les deux dernières 
itérations de l’algorithme de Rackwitz-Fiessler, m0 le numéro d’itération lors du dernier calcul 
de la dérivée partielle sur l’axe Xi et m le numéro d’itération actuelle. La condition (2.13) 
permet d’économiser les évaluations de la fonction d’état limite selon les axes pour lesquels 
l’optimum est atteint. Au final, le choix des incréments en fonction de l’erreur possible sur le 
modèle combiné à cette technique limitant le nombre de réévaluations des dérivées partielles 
conduit à favoriser et à accélérer la convergence de l’algorithme. 
Par la suite, la méthode que nous proposons est appelée GPACE (Gradient Projeté Avec 
Contrôle d'Erreur). 
II.2.3 Organigramme de la méthode GPACE 
L’organigramme de la méthode GPACE est présenté sur la Figure II.2. 
Cet algorithme a été programmé dans le code Cast3M (http://www-cast3m.cea.fr). 
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Point initial : 0U  
Coefficients d’amplification : k1, k2 
Précisions mécaniques : εR, εS, εβ, εp 
0Uβ ←  ; 0 0( )X T U←  
pour i = 1 à n 
 ∆Xi ← k1.max (εR, εS).X0i
 I(∇Gi) ← oui 
m ← 1 
m ← m+1 
pour i = 1 à n 
  si I(∇Gi) 
    alors 1 1 1( ) ( . ) ( )i m m i i mG G X X E G X− − −∆ ← +∆ −  
    sinon (∆Gi)m-1 ← (∆Gi)m-2 
    (∇GXi)m-1 ← (∆Gi)m-1 / ∆Xi 
pour i = 1 à n 
  ∆Ui = 10-7 
  1 1
( . ) ( )m i i m
i
i
T U U E T U
XU
U
− −+ ∆ −∇ ← ∆  
  1 1
1
( ) ( ) .( )
n
i m j m i j
j
GU GX XU− −
=
∇ ← ∇ ∇∑  
1
1 1 1 2
1
( ). ( ) .
( )
T m
m m m m
m
G UU U GU G U
G U
−
− − −
−
∇⎡ ⎤← ∇ −⎣ ⎦ ∇
 
                            ( )m mX T U=  
                              m mUβ =  
pour i = 1 à n 
  si I(∇Gi) ← oui 
     alors d = (Xi)m - (Xi)m-1 
     sinon ( )
0
1( ) ( )
m
i j i j
j m
d X X −
=
= −∑  
    où m0 est le nombre d’itération au dernier  
    calcul de la dérivée partielle sur l’axe Xi 
  si m = 1 ou |d| > ∆Xi 
    alors I(∇Gi) ← oui 
    sinon I(∇Gi) ← non 
  1 12
1
. ( ) . ( )
( )
R m S m
i
i m
R U S UX k
GX
ε ε− −
−
+∆ ← ∇  
Nota : 
n : nombre de variables 
Fonction d’état limite G = R – S 
R : la résistance 
S : la sollicitation 
εR : précision mécanique sur R 
εS : précision mécanique sur S 
εβ : précision sur beta 
εp : précision sur deux P* consécutifs 
iE  : vecteur unitaire de la base standard 
pour la variable numéro i 
T : la transformation probabiliste 
( )i jXU∇  : la composante j du vecteur 
gradient iXU∇  
1( )i mGU −∇  : la composant i du vecteur 
gradient 1mGU −∇  
      |βm - βm-1| < εβ 
et 1m m pU U ε−− <  
Début 
  Fin 
oui 
non 
Nouveau point 
Critères de 
convergence 
Choix des incréments 
Gradient de G 
Initialisation 
Premier point beta 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure II.2 : Organigramme de la méthode GPACE 
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II.2.4 Comparaison de la méthode proposée GPACE avec des 
méthodes antérieures 
La comparaison est établie avec les travaux de différents auteurs. Les critères de 
comparaison entre les différentes méthodes sont, lorsqu’ils sont disponibles, la valeur de 
l’indice de fiabilité d’Hasofer-Lind βHL, les coordonnées du point de conception P*, la valeur 
de la fonction d’état limite au point P* *( )G u , qui vaut zéro si P* se trouve exactement sur la 
surface de défaillance, et le nombre de calculs de la fonction d’état limite Ne (indicateur du 
temps de calcul associé à la méthode). 
II.2.4.1 Exemple 1 
Cet exemple a été analysé par Gayton et al (2003). Il s’agit d’un oscillateur dynamique. La 
fonction d’état limite est définie par six variables aléatoires dont les caractéristiques sont 
données dans le Tableau II.1. 
 
2 3
15
4 6
2 3
2( ) 3 sin
( ) 2
X X
XXG X X X
X X
⎛ ⎞+⎜ ⎟⎜ ⎟= − ⎜ ⎟+ ⎜ ⎟⎜ ⎟⎝ ⎠
 (2.14) 
Variable Distribution Moyenne Ecart-type 
X1 
X2 
X3 
X4 
X5 
X6 
Lognormale 
Lognormale 
Lognormale 
Lognormale 
Lognormale 
Lognormale 
1 
1 
0,1 
0,5 
1 
1 
0,05 
0,10 
0,01 
0,05 
0,20 
0,20 
Tableau II.1 : Caractéristiques des variables aléatoires de l’exemple 1 
La fonction G est explicite. La précision numérique utilisée dans cet exemple est donc très 
fine, εm = 10-7. Les résultats obtenus sont présentés dans le Tableau II.2. Les résultats de 
référence sont donnés dans (Gayton et al 2003). La valeur de la fonction d’état limite au point 
moyen est 0,613. L’indice de fiabilité βHL et les coordonnées du point P* obtenus par les trois 
méthodes sont similaires. La proximité du point P* à la surface de défaillance est satisfaisante 
dans les trois méthodes. GPACE est toutefois la méthode la plus efficace en termes de nombre 
d’appels au calcul de la fonction d’état limite. La Figure II.3 illustre l’évolution de l’indice de 
fiabilité βHL et de la valeur de la fonction d’état limite pour les itérations successives. L’indice 
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de fiabilité estimé par GPACE converge vers une valeur stable après 3 itérations. La valeur de 
la fonction d’état limite au point de conception P* converge vers zéro après 3 itérations. 
Référence/ 
Méthode βHL U1* U2* U3* U4* U5* U6* 
*( )G u  Ne 
FORM 1,832 -0,138 -0,329 -0,034 -0,633 1,259 1,113 1,56×10-2 indis. 
Gayton 1,833 -0,145 -0,330 -0,036 -0,633 1,257 1,117 1,50×10-2 30 
GPACE 1,832 -0,138 -0,330 -0,034 -0,641 1,271 1,097 1,48×10-3 21 
Tableau II.2 : Résultats de l’exemple 1 
 
 
 
 
 
Figure II.3 : βHL et *( )G u  au point P* pour chaque itération - Exemple 1 
II.2.4.2 Exemple 2 
Cet exemple proposé par Wu et al (1987) est issu d’un problème de répartition de 
contraintes dans un assemblage soumis à des phénomènes de fatigue aux grandes 
températures. La fonction d’état limite est fortement non linéaire : 
 
1,71 1,188
4 2 4 5 2 4 5
1
3 6
( ) (1 )( )( ) 10 X X X X X XG X X
X X
⎡ ⎤−= − +⎢ ⎥⎣ ⎦
 (2.15) 
Les caractéristiques des six variables aléatoires sont données dans le Tableau II.3 : 
Variable Distribution Moyenne Ecart-type 
X1 Lognormale 1,0440 0,31320 
X2 Normale 0,7000 0,07000 
X3 Lognormale 0,2391 0,09564 
X4 Lognormale 1,0110 0,15165 
X5 Gumbel Max 0,0005 0,00008 
X6 Lognormale 1,8020 0,72080 
Tableau II.3 : Caractéristiques des variables aléatoires de l’exemple 2 
La fonction d’état limite est explicite. La précision numérique utilisée dans GPACE est 
donc très fine εm = 10-7. Le Tableau II.4 montre les résultats obtenus par différentes méthodes. 
Les résultats de référence sont donnés dans (Devictor 1996). La méthode utilisée dans 
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(Devictor 1996) est une méthode de surface de réponse. La valeur de la fonction d’état limite 
au point moyen est 0,724. 
L'incide βHL ainsi que les coordonnées du point P* obtenus par GPACE et les autres 
méthodes sont bien similaires. GPACE demande 5 itérations correspondant à 35 appels à la 
fonction d’état limite. Après 5 itérations, βHL converge vers une valeur stable et la valeur de la 
fonction d’état limite au point P* converge vers zéro (voir la Figure II.4). L’intérêt de la 
méthode GPACE ici est le nombre total de calculs de la fonction d’état limite. GPACE est la 
méthode la plus efficace en termes de temps de calcul. 
Référence/ 
Méthode βHL U1* U2* U3* U4* U5* U6* 
*( )G u  Ne 
FORM 2,339 - - - - - - - 84 
Devictor 2,385 -1,249 -0,655 -0,283 0,831 1,010 -1,382 3,26×10-4 233 
GPACE 2,386 -1,268 -0,650 -0,280 0,822 0,997 -1,384 1,32×10-4 35 
Tableau II.4 : Résultats de l’exemple 2 
 
 
 
 
 
Figure II.4 : βHL et *( )G u  au point P* pour chaque itération - Exemple 2 
II.2.4.3 Exemple 3 
 
 
 
 
 
 
Figure II.5 : Portique de l’exemple 3 (Unité : m) 
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Afin de démontrer l’efficacité de la méthode proposée pour traiter des problèmes 
complexes avec des fonctions d’état limite faisant intervenir un grand nombre de variables 
aléatoires, un portique de 3 travées et 5 étages est considéré. Ce portique a été analysé par Liu 
et Der Kiureghian (1986), Bucher et Bourgund (1990). Cette structure est illustrée sur la 
Figure II.5. Elle est caractérisée par 21 variables de base. Les données structurales et leurs 
propriétés statistiques sont présentées dans le Tableau II.5 et le Tableau II.6. Certaines 
variables sont supposées être corrélées. Toutes les charges sont corrélées entre elles par un 
coefficient de corrélation ρ = 0,95. Toutes les propriétés géométriques sont corrélées par 
0,13
i j i j i jA A I I A I
ρ ρ ρ= = = . Deux modules d’élasticité sont corrélés par ρ = 0,9. Les autres 
variables sont supposées être non corrélées. La transformation de l’espace physique à l’espace 
standard est assurée par la méthode de Nataf (Nataf 1962) (Ditlevsen et Madsen 1996). Le 
critère de défaillance concernant l’état limite de service du portique est supposé être le 
dépassement d’un déplacement horizontal ∆x au sommet du portique par rapport à un seuil de 
0,061m. La fonction d’état limite est alors implicitement définie comme : 
 ( ) 0,061G X x= −∆  (2.16) 
La précision numérique utilisée dans GPACE est donc définie par le code Cast3M, εm = 
10-5. Les résultats obtenus sont présentés dans le Tableau II.7 et le Tableau II.8. Les valeurs 
de l’indice de fiabilité d’Hasofer-Lind βHL obtenues par la méthode de surface de réponse de 
Bucher et Bourgund (1990) et GPACE sont similaires. La valeur de la fonction d’état limite 
au point P* obtenue par GPACE est -4,38×10-5 (m). En comparant avec la valeur de fonction 
d’état limite au point moyen, 4,10×10-2, on peut dire que le point P* se situe quasiment sur la 
surface de défaillance. GPACE demande 5 itérations correspondant à 86 estimations de la 
fonction d’état limite. GPACE est donc légèrement plus efficace que la méthode de surface de 
réponse de Bucher et Bourgund en termes de temps de calcul. 
Type d’élément Module d’élasticité Moment d’inertie Section 
1 
2 
3 
4 
5 
6 
7 
8 
E1 
E1 
E1 
E1 
E2 
E2 
E2 
E2 
I5 
I6 
I7 
I8 
I1 
I2 
I3 
I4 
A5 
A6 
A7 
A8 
A1 
A2 
A3 
A4 
Tableau II.5 : Propriété des éléments du portique pour l’exemple 3 
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Variable Loi de distribution Unit Valeur moyenne Ecart-type 
F1 
F2 
F3 
E1 
E2 
I1 
I2 
I3 
I4 
I5 
I6 
I7 
I8 
A1 
A2 
A3 
A4 
A5 
A6 
A7 
A8 
Gumbel max 
Gumbel max 
Gumbel max 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
KN 
KN 
KN 
KN/m2 
KN/m2 
m4 
m4 
m4 
m4 
m4 
m4 
m4 
m4 
m2 
m2 
m2 
m2 
m2 
m2 
m2 
m2 
133,454 
88,97 
71,175 
2,173752×107 
2,379636×107 
0,813443×10-2 
1,150936×10-2 
2,137452×10-2 
2,596095×10-2 
1,081076×10-2 
1,410545×10-2 
2,327853×10-2 
2,596095×10-2 
0,312564 
0,3721 
0,50606 
0,55815 
0,253028 
0,29116825 
0,37303 
0,4186 
40,04 
35,59 
28,47 
1,9152×106 
1,9152×106 
1,08344×10-3 
1,298048×10-3 
2,59609×10-3 
3,028778×10-3 
2,596095×10-3 
3,46146×10-3 
5,624873×10-3 
6,490238×10-3 
0,055815 
0,07442 
0,093025 
0,11163 
0,093025 
0,10232275 
0,1209325 
0,195375 
Tableau II.6 : Données statistiques des variables aléatoires pour l’exemple 3 
Référence/ Méthode βHL *( )G u  Ne 
Bucher et Bourgund 3,29 indis. 87 
GPACE 3,21 -4,38×10-5 86 
Tableau II.7 : Résultats de l’exemple 3 
Méthode U1* U2* U3* U4* U5* U6* U7* 
GPACE 2,914 0,123 0,038 -0,788 -0,143 -0,289 -0,333 
 
Méthode U8* U9* U10* U11* U12* U13* U14* 
GPACE -0,326 -0,280 -0,302 -0,581 -0,560 -0,207 -0,002 
 
Méthode U15* U16* U17* U18* U19* U20* U21* 
GPACE -0,005 -0,030 -0,001 -0,002 -0,001 -0,003 -0,001 
Tableau II.8 : Résultats de l’exemple 3 
La Figure II.6 représente l’indice de fiabilité βHL et la valeur de la fonction d’état limite au 
point P* pour chaque itération. On constate que βHL converge vers une valeur stable et que la 
valeur de la fonction d’état limite au point P* converge vers zéro. Cet exemple permet de 
constater que la méthode GPACE proposée fonctionne et reste précise pour un problème à 
grand nombre de variables corrélées. 
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Figure II.6 : βHL et *( )G u  au point P* pour chaque itération - Exemple 3 
II.2.4.4 Exemple 4 
Nous considérons une poutre en béton armé exposée à la carbonatation qui a été analysée 
dans (Duprat et Sellier 2006). La fonction d’état limite est définie comme l’atteinte des 
armatures par le front de carbonatation, permettant une initiation de la corrosion des 
armatures :  
 ( ) ( , , , )G X e d D Q Rτ= −  (2.17) 
où e est l’enrobage du béton, d(.) la profondeur carbonatée calculée avec un modèle aux 
éléments finis 2D du phénomène de carbonatation du béton. La fonction d'état limite est ici 
fortement non linéaire. Les caractéristiques des variables aléatoires sont présentées dans le 
Tableau II.9. 
Variable Distribution Moyenne Ecart-type 
Diffusivité du CO2 : D Lognormale 1×10-8 m2/s 0,8×10-8 m2/s 
Tortuosité : τ Uniforme (0,1 à 0,9) 0,5 0,23 
Résistance du béton : R Lognormale 35 MPa 5 MPa 
Enrobage : e Lognormale 2 cm 0,4 cm 
Charge appliquée : Q Gumbel Max 1,04 KN/m2 0,4 KN/m2 
Tableau II.9 : Caractéristiques des variables aléatoires - Exemple 4 
La précision numérique utilisée dans GPACE est εm = 10-5. Le Tableau II.10 montre les 
résultats obtenus pour la carbonatation de la poutre à 5 ans. On trouve que βHL et les 
coordonnées du point P* obtenus par GPACE et la méthode de surface de réponse (SRQ) 
dans (Duprat et Sellier 2006) sont bien similaires. L’intérêt de la méthode GPACE ici est le 
nombre total de calculs de la fonction d’état limite. GPACE est plus efficace que la méthode 
de surface de réponse dans (Duprat et Sellier 2006) en termes de temps de calcul. Après 6 
itérations, βHL converge vers une valeur stable et la valeur de la fonction d’état limite au point 
P* converge vers zéro (cf. Figure II.7). 
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Référence/ 
Méthode βHL U1* U2* U3* U4* U5* 
*( )G u  Ne 
SRQ 3,998 3,601 0,131 -9,64×10-4 -1,731 1,65×10-2 6,15×10-5 43 
GPACE 3,925 3,339 0,078 -2,49×10-3 -2,063 4,78×10-2 -8,69×10-5 26 
Tableau II.10 : Résultats obtenus - Exemple 4 
 
 
 
 
 
Figure II.7 : βHL et *( )G u  au point P* pour chaque itération - GPACE 
 
 
 
 
 
Figure II.8 : βHL et *( )G u  au point P* pour chaque itération - Méthode sans contrôle d’erreur 
La Figure II.8 représente l’indice de fiabilité βHL et la valeur de la fonction d’état limite 
pour les 6 premières itérations dans le cas où l'on utilise l’algorithme de Rackwitz-Fiessler 
classique sans contrôle d’erreur. L'incrément pour l'estimation de la dérivée partielle de ( )G X  
est fixé proportionnellement à la valeur de l'écart-type de la variable associée à l'axe 
considéré, dans un rapport de 10-3, valeur fréquemment appliquée en pratique. On constate 
que l’indice de fiabilité ne converge pas vers une valeur stable et que la valeur de la fonction 
d’état limite au point de conception P* n’est pas égale à zéro, ni même proche de zéro par 
rapport à sa valeur au centre du repère standardisé, soit 2,37×10-2 (cm). Cette non 
convergence de la méthode sans contrôle d’erreur vient de l'imprécision du calcul des 
gradients : la variation de la réponse sur la fonction d’état limite reste inférieure à la précision 
du résultat sur cette fonction, pour l'incrément considéré sur certains axes. Cet exemple 
montre bien l’efficacité de la méthode GPACE : au-delà de la précision sur l'indice de 
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fiabilité, de l'appartenance du point P* à la surface d'état limite, c'est la convergence même de 
l'algorithme qui est conditionnée par le contrôle d'erreur. Il convient également de souligner 
que ce seul aspect numérique est à l'origine de la non convergence de l'algorithme classique, 
et non la forme de la fonction d'état limite, régulière et sans discontinuité au voisinage de P*. 
II.2.5 Comparaison de la procédure proposée avec l'emploi du 
facteur d’omission  
Le facteur d’omission constitue un critère permettant de réduire le nombre de variables 
aléatoires (voir §I.2.5) et par conséquent, le nombre d’appels à la fonction d’état limite. La 
procédure de choix de l’incrément de calcul utilisé lors de l’estimation des dérivées partielles 
dans la méthode GPACE permet aussi de réduire ce nombre d'appels. En effet, les dérivées 
partielles ne sont déterminées que pour les variables aléatoires auxquelles la réponse de la 
fonction d’état limite est sensible. Nous proposons d'illustrer cette intéressante caractéristique 
via un exemple tiré de (Madsen 1986). La fonction d’état limite est définie par : 
 
2 2
5 3 4
2 3 4 1
6 7
( ) X X XG X X X X X
X X
= − −  (2.18) 
Les variables aléatoires sont normalement distribuées et mutuellement  non corrélées. Les 
moyennes et écart-types sont donnés dans le Tableau II.11. 
Variable Distribution Moyenne Ecart-type 
X1 
X2 
X3 
X4 
X5 
X6 
X7 
Normal 
Normal 
Normal 
Normal 
Normal 
Normal 
Normal 
0,01 
0,30 
360 
226×10-6 
0,5 
0,12 
40 
0,003 
0,015 
36 
11,3×10-6 
0,05 
0,006 
6 
Tableau II.11 : Caractéristiques des variables aléatoires 
Les résultats obtenus sont présentés dans le Tableau II.12. 
Référence 
/Méthode βHL U1* U2* U3* U4* U5* U6* U7* Ne 
Madsen 3,4117 2,615 -0,831 -1,866 -0,790 0,037 -0,019 -0,056 40 
GPACE 3,4134 2,616 -0,828 -1,868 -0,787 0,060 -0,030 -0,090 26 
Tableau II.12 : Résultats obtenus 
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Le Tableau II.13 suivant présente des résultats obtenus pour l’indice de fiabilité 
d’Hasofer-Lind et les facteurs d’omission en remplaçant une variable aléatoire par sa valeur 
médiane. 
Variable 
fixée X1 X2 X3 X4 X5 X6 X7 
βHL 5,5614 3,515 4,0203 3,5052 3,4133 3,4132 3,4134 
( )fi ixγ  1,62928 1,02977 1,7780 1,02689 0,99997 0,99994 1,00006 
Tableau II.13 : Résultats en utilisant la théorie des facteurs d’omission 
Dans le Tableau II.13, ( )fi ixγ  est le facteur d’omission associé à la variable Xi, calculé 
selon la formule (1.45) dans §I.2.5. Les résultats obtenus pour les facteurs d’omission 
montrent que l’influence des variables X5, X6 et X7 est très faible. On peut considérer a 
posteriori ces variables aléatoires comme des variables déterministes dans le calcul de 
fiabilité. Dans ce cas, βHL calculé par l’algorithme classique de Rackwitz-Fiessler est 3,4130 
avec 25 appels à la fonction d’état limite et 5 itérations. 
Dans cet exemple, le nombre d'itérations est identique, quelle que soit la méthode utilisée, 
soit égal à 5. Par rapport à l’algorithme classique, GPACE a économisé 40 - 26 = 14 appels à 
la fonction d’état limite. Les différentes itérations de GPACE sont montrées dans le Tableau 
II.14. L'économie de calculs résulte de la non-réévaluation des dérivées partielles pour les 
variables aléatoires auxquelles la réponse de la fonction d’état limite est peu sensible. Le 
Tableau II.15 récapitule les démarches d’évaluation des dérivées partielles de la fonction 
d’état limite par rapport aux variables aléatoires. 
La faible influence des variables X5, X6 et X7, illustrée par les facteurs d’importance 
donnés dans le Tableau II.16, conduit automatiquement GPACE à ne pas évaluer les dérivées 
partielles de la fonction d’état limite par rapport à ces variables à partir de l'itération 3 et à 
conserver les valeurs obtenues à l’itération 2. Les variables peu influentes sont ainsi 
identifiées dynamiquement  par l'algorithme GPACE, ce qui conduit à une réduction du coût 
numérique.  
L'intégration directe des facteurs d'omission dans l'algorithme de recherche de l'indice de 
fiabilité est possible et a déjà été réalisé par ailleurs (Madsen 1988). Mais la méthode 
proposée par Madsen (1988) était d’une part  basée sur une estimation approchée des facteurs 
d'omission, d'autre part elle nécessitait de modifier le nombre de variables au cours des 
calculs, ce qui était plus délicat. En pratique l'intégration explicite des facteurs d'omission 
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était donc assez lourde. La méthode GPACE que nous proposons ici la réalise cependant de 
façon indirecte, sans complément algorithmique particulier : c'est là un intérêt supplémentaire 
à la méthode. 
Itération n° 1 2 3 4 5 
Point P* 
U1* 
U2* 
U3* 
U4* 
U5* 
U6* 
U7* 
2,4018 
-0,9771 
-1,8437 
-0,9219 
0,0552 
-0,0276 
-0,0828 
2,6284 
-0,8319 
-1,8488 
-0,7904 
0,0371 
-0,0186 
-0,0563 
2,6139 
-0,8325 
-1,8661 
-0,7918 
0,0601 
-0,0300 
-0,0901 
2,6166 
-0,8282 
-1,8673 
-0,7869 
0,0601 
-0,0301 
-0,0902 
2,6163 
-0,8181 
-1,8678 
-0,7867 
0,0601 
-0,0301 
-0,0902 
βHL 3,3141 3,4130 3,4128 3,4134 3,4134 
Distance ||Pm*P(m-1)*|| - 0,301 0,048 7,230×10-3 6,118×10-4 
*( )G u  1,372×10-2 4,315×10-4 8,039×10-7 2,057×10-6 4,413×10-8 
Ne 8 8 5 3 2 
Tableau II.14 : Itérations dans GPACE 
Itération n° 1 2 3 4 5 
Variable 
U1 
U2 
U3 
U4 
U5 
U6 
U7 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
non 
non 
non 
oui 
non 
oui 
non 
non 
non 
non 
oui 
non 
non 
non 
non 
non 
non 
Tableau II.15 : Démarches d’évaluation des dérivées partielles 
Variable X1 X2 X3 X4 X5 X6 X7 
αi2 58,74 5,88 29,95 5,32 0,03 0,008 0,07 
Tableau II.16 : Facteur d’importance des variables aléatoires (en %) 
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II.3 Proposition d’une méthode de surface de réponse 
adaptative basée sur la régression pondérée 
II.3.1 Principe de la méthode de surface de réponse 
Le schéma général d’un couplage par surface de réponse a été présenté au paragraphe 
§I.2.4.2. Le principe de la méthode de surface de réponse (MSR) est d’approcher la fonction 
d’état limite implicite estimée ponctuellement par la méthode des éléments finis, par une 
fonction équivalente en termes de réponse, explicite et simple à manipuler. Cette fonction 
utilisée à la place du modèle complexe qu’elle remplace permet un gain de temps de calcul 
appréciable. Elle est souvent décrite dans l’espace standardisé afin de bien maîtriser le 
traitement des points utilisés pour la construction de la surface de réponse. Des polynômes 
linéaires ou du second degré, avec ou sans termes mixtes peuvent être considérés : 
 0
1
( )
n
i i
i
G U a aU
=
= +∑%  (2.19) 
 20
1 1
( )
n n
i i ii i
i i
G U a aU a U
= =
= + +∑ ∑%  (2.20) 
 20
1 1 1 1,
( )
n n n n
i i ii i ij i j
i i i j i j
G U a aU a U a U U
= = = = ≠
= + + +∑ ∑ ∑ ∑%  (2.21) 
où { }0 , , ,i ii ija a a a a=  sont les coefficients à déterminer et Ui, Uj sont les variables 
aléatoires dans l’espace standardisé. 
Le degré du polynôme retenu pour la surface de réponse dépend du degré de non linéarité 
de la fonction de défaillance. Le degré de la fonction équivalente ( )G U%  doit être inférieur ou 
égal au degré de la fonction d’état limite afin d’obtenir un système linéaire bien conditionné 
pour le calcul des coefficients inconnus { }0 , , ,i ii ija a a a a= . Ceux-ci sont obtenus par la 
méthode de régression des moindres carrés. Après le choix d’un ensemble des points de 
calage { }( ) , 1,...,ku k N=  dans l’espace standardisé pour lesquels la valeur exacte 
( ) ( )( )k ky G x=  est calculée dans l’espace physique (le passage entre l’espace standardisé ( )ku  
et l’espace physique ( )kx  est réalisé par la transformation probabiliste), l’erreur suivante est 
minimisée : 
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 2( ) ( )
1
( ) ( ( ))
N
k k
k
err a y G u
=
= −∑ %  (2.22) 
L’ensemble des points de calage constitue le plan d’expérience (PE). Les expressions 
(2.19), (2.20) et (2.21) peuvent être écrites sous une autre forme, pour un point de calage du 
PE : 
 { } { } ( )2( ) ( ) ( ) ( ) ( ) 0( ) 1, , , . , , , .kT Tk i k i k i k j k i ii ij UG u u u u u a a a a V a= =%  (2.23) 
où 
( )k
T
UV  est un vecteur au k
ème point de calage  et a  est le vecteur des coefficients de la 
surface de réponse. 
La détermination de a  est solution du problème des moindres carrés : 
 ( )( ) 2( )
1
min .
k
N
T
k U
k
a Arg y V a
=
⎧ ⎫= −⎨ ⎬⎩ ⎭∑  (2.24) 
soit : 
 ( ) 1T TU U Ua y−= ⋅ ⋅ ⋅M M M  (2.25) 
où TUM  est une matrice dont les lignes sont les vecteurs ( )k
T
UV  correspondant aux points de 
PE et y  est le vecteur dont les composants sont ( ) ( )( )k ky G x= . 
Les polynômes ne sont pas les seules fonctions utilisables pour constituer des surfaces de 
réponse. On peut noter l'utilisation de fonctions splines (Hurtato et al 2000) ou de réseaux 
neuronaux (Schueremans et al 2005). 
II.3.2 Plan d’expérience 
Comme cela a été précédemment mentionné la surface de réponse est construite à partir 
d'un plan d’expérience (PE), dont les coordonnées des points définissent les données du calcul 
aux éléments finis. Le nombre de points expérimentaux du PE est souvent choisi de manière à 
avoir autant d’équations que d’inconnues pour déterminer les coefficients du polynôme. Si le 
nombre de points expérimentaux est supérieur au nombre de coefficients, ces coefficients 
peuvent être estimés à partir d’une méthode de régression des moindres carrés. Le PE est 
construit dans l’espace standardisé.  
Il existe de nombreux plans d’expériences. Le plan d’expérience le plus simple est le plan 
en étoile, représenté par la Figure II.9. Il comprend (2n+1) points, où n est le nombre de 
variables aléatoires. Ce plan est très simple à générer. Chaque variable comprend 3 niveaux 
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U3 
U2 
U1 
(1,-1,-1) (1,1,-1)
(-1,1,-1)
(-1,-1,-1)
(1,-1,1)
(1,1,1)
(-1,1,1)(-1,-1,1)
(0,-∆,0) 
(∆,0,0) 
(0,0,-∆)
(0,∆,0)
(0,0,∆)
U3 
U2 
U1 (0,0,-∆) 
(0,∆,0) 
(∆,0,0) 
(-∆,0,0) 
(0,0,∆) 
(0,-∆,0) 
(0,0,0) 
U3 
U2 
U1 (1,-1,-1) (1,1,-1) 
(-1,1,-1) 
(-1,-1,-1)
(-1,1,1) (-1,-1,1)
(1,-1,1)
de valeurs, en tenant compte du point central. Ce plan permet d’étudier le comportement 
quadratique de chaque variable selon un axe, mais il ne fournit pas d’indications sur les 
interactions entre variables. Le diamètre de ce plan est 2∆. 
 
 
 
 
 
 
Figure II.9 : Plan en étoile et Plan factoriel 
Le second type de plan très utilisé est le plan factoriel à 2 niveaux, représenté sur la Figure 
II.9. Il est constitué de tous les points du type (±1, ±1, ..., ±1) et comprend 2n points. Ce plan 
permet de prendre en compte les interactions entre les variables. Le diamètre de ce plan est 
n . 
L’un des types de plan d’expériences les plus complets du point de vue de la 
représentativité des données est le plan composite centré, qui est la réunion d’un plan en étoile 
et d’un plan factoriel. Il comprend (2n+2n+1) points (cf. Figure II.10). Cependant, ce plan 
requiert un nombre de points élevé dans le cas de nombreuses variables. Le diamètre de ce 
plan est n∆ . 
 
 
 
 
 
 
Figure II.10 : Plan composite centré 
De nombreuses méthodes ont été développées permettant de choisir des points de calage 
pour des modèles physiques particuliers, notamment par Draper et Smith (1981), Box et 
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Draper (1987), Atkinson et Donev (1992), Droesbeke et al (1994), Benoist et al (1994). Ces 
méthodes permettent de construire un PE optimal à partir d’une forme choisie de la SR. 
Toutefois la difficulté pratique de ces méthodes est qu’il est difficile de valider le choix de la 
forme de la SR et d’autre part leur application aux modèles numériquement définis par points 
n’est pas immédiate. 
II.3.3 Diverses mises en oeuvre de la méthode de surface de 
réponse 
La qualité de la surface de réponse (SR) repose essentiellement sur le choix de la forme de 
la SR et des points du PE. De ce fait, dans les travaux antérieurs concernant les SR, la forme 
de la fonction approchée et les points du PE ont été choisis de manière variée par différents 
chercheurs. 
Wong (1985) a utilisé le plan d’expérience factoriel qui contient 2n points. L’auteur a 
sélectionné des valeurs symétriques autour de la moyenne à une distance d’un écart-type. Le 
nombre de points de calage augmente rapidement avec le nombre de variables aléatoires n. 
Pour réduire le nombre de points de calage dans le cas où n est grand, Bucher et Bourgund 
(1990) ont proposé une approche itérative pour l’analyse de fiabilité. Un polynôme du second 
degré sans termes mixtes, qui est défini par (2n+1) coefficients, a été utilisé comme SR. Dans 
la première étape, le point moyen est choisi comme point central du PE. Les points de calage 
sont choisis de part et d’autre le long des axes à une distance de quelques multiples de l’écart-
type des variables aléatoires. A partir de cette première SR, un premier point de conception 
P* est déterminé. Puis, un nouveau point central est obtenu par interpolation linéaire entre 
l’ancien point central et P*. Une seconde SR est ensuite générée autour du nouveau point 
central. Au total, cette approche requière (4n+3) évaluations de la fonction d’état limite. Les 
auteurs proposent de réactualiser la SR une fois, toutefois plusieurs cycles de mise à jour  des 
coefficients de la SR peuvent être nécessaires pour obtenir une plus grande précision.  
Muzeau (1993) a proposé un algorithme de surface de réponse quadratique où des SR 
polynomiales sont construites dans l’espace gaussien. La caractéristique principale de cet 
algorithme réside dans le choix du PE qui est basé sur la constatation que la région de 
probabilité de défaillance maximale est approchée lorsque les valeurs des variables de 
résistance décroissent et que celles de sollicitation croissent. 
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Rajashekhar et Ellingwood (1993) ont proposé d’améliorer l’approche de Bucher et 
Bourgund, en particulier en itérant la construction de la SR jusqu’à une convergence 
satisfaisante sur la position des points de conception successifs. Des termes mixtes ont été 
également introduits dans l’expression de la SR quadratique retenue pour leur étude. Par 
conséquent, de meilleurs résultats en termes de précision ont été obtenus dans les exemples 
numériques, au détriment du temps de calcul malheureusement.  
Enevoldsen et al (1994) ont proposé un algorithme dans l’espace standardisé appelé 
ARERSA (Adaptive Reliability Estimation Response Surface Algorithm). Cet algorithme 
utilise des surfaces de réponse polynomiales de degré deux avec termes mixtes et un plan 
d’expériences composite centré. La région de défaillance la plus probable est dans un premier 
temps déterminée par une phase de recherche globale. Puis une SR plus précise est construite 
au voisinage du point de conception par une phase de recherche locale. Ensuite, les méthodes 
FORM et SORM sont utilisées pour estimer la fiabilité. Une procédure de contrôle des points 
du PE est appliquée dans chaque phase, conduisant à un meilleur choix des points mais 
également à une réitération initiale des phases en cas de non-conformité aux critères choisis. 
Devictor (1997) a proposé un algorithme dit RSAED (Response Surface with Adaptive 
Experimental Design) qui utilise des surfaces de réponse dans l’espace standardisé. Cet 
algorithme tient compte de l’influence de la transformation stochastique sur le PE. Une base 
de données est jointe pour stocker les calculs mécaniques déjà effectués. Cette base de 
données permet de réutiliser les points précédents afin de réduire le nombre de calculs 
mécaniques. Des indicateurs sont introduits pour tester la qualité du PE et de la SR. RSAED 
permet d’étudier la géométrie de la SR au voisinage du point de conception pour valider les 
résultats de FORM et SORM. 
Constatant dans les méthodes proposées par (Wong 1985), (Bucher et Bourgund 1990) et 
(Rajashekhar et Ellinwood 1993), que les points de calage sont choisis autour d’un point 
particulier (par exemple la moyenne du vecteur aléatoire) sans considération sur l’orientation 
vers la vraie surface de défaillance, Kim et Na (1997) ont proposé une MSR améliorée 
utilisant la technique du gradient projeté pour choisir les points de calage des itérations 
successives. Leur méthode permet d’assurer que les points de calage se situent à proximité de 
la vraie surface de défaillance. Une SR linéaire est utilisée ici, dont on peut penser qu'elle ne 
reflète pas toujours exactement la vraie surface de défaillance. 
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Reprenant les principes de Kim et Na (1997), Das et Zheng (2000) ont proposé une SR 
cumulative. Une première SR linéaire est formée pour déterminer le point de conception. La 
technique du gradient projeté est alors utilisée pour générer les points de calage. Puis dans un 
deuxième calage, la SR linéaire est enrichie de termes quadratiques. Les points de calages 
définissant la surface linéaire sont réutilisés pour la surface quadratique. Les points 
complémentaires sont générés autour du point P* de la surface linéaire. Des termes mixtes 
peuvent être ajoutés dans la SR si nécessaire. 
Gayton et al (2003) ont proposé une MSR quadratique dite méthode CQ2RS (Complete 
Quadratic Response Surface with ReSampling). Cette méthode est basée sur une approche 
statistique qui consiste à considérer l’estimation des coordonnées du point de conception P* 
comme une variable aléatoire, dont chaque réalisation résulte d’une nouvelle itération du PE. 
Un intervalle de confiance est affecté à la valeur moyenne de l’estimation. La largeur de cet 
intervalle est prise comme critère d’arrêt des itérations du PE. Le premier plan d’expérience 
est un plan factoriel construit à partir d’une pré-réduction du domaine de recherche du point 
P*. Grâce à cette démarche, le coût de calcul peut être réduit.  
Comme Das et Zheng, Kaymaz et McMahon (2005) ont utilisé une SR linéaire pour la 
première itération et une SR quadratique sans termes mixtes pour les itérations suivantes. Les 
points de calage sont générés à partir du point central. Ils sont choisis dans la région où le 
point de conception se situe le plus probablement, en fonction de l’évaluation du signe des 
variables aléatoires. Les points de calage définissant la surface linéaire sont réutilisés pour la 
surface quadratique. Les coefficients de la SR sont déterminés par la méthode de régression 
pondérée. Un système particulier de pondération sur les valeurs de la fonction d’état limite est 
utilisé qui permet de pénaliser les points de calage éloignés de la vraie surface d’état limite et 
de donner plus d’importance aux points les plus proches de cette surface. 
Récemment, Duprat et Sellier (2006) ont proposé une MSR quadratique adaptative, tenant 
compte, d’une itération à l’autre du plan d’expérience, de la position du point de conception 
P* par rapport aux autres points. Tant que le point P* est extérieur au plan d’expérience, 
celui-ci est recentré sur P*, selon un maillage conditionné par la sensibilité de la SR aux 
variables portées par les différents axes. Sur ce maillage les points sont positionnés vers la 
zone de défaillance. Dès que le point P* est intérieur au plan d’expérience, tous les points 
situés du côté de la défaillance sont conservés, tandis que les nouveaux points sont les 
symétriques des anciens points par rapport à P*. A partir d’un premier plan d’expérience 
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judicieusement choisi, cette méthode permet une convergence rapide vers le point P* 
« exact ». 
II.3.4 Principe de la méthode proposée 
La méthode que nous proposons a pour point de départ la méthode de Kaymaz et 
McMahon (2005) et a pour but d’augmenter la précision des résultats en minimisant le coût 
de calcul. Les caractéristiques principales de la MSR proposée résident dans le choix du PE, 
le choix de l’expression de la SR et la détermination des coefficients de cette surface. La SR 
proposée est construite dans l’espace des variables standardisées en deux temps, prenant tout 
d’abord une forme linéaire, puis une forme quadratique avec termes mixtes. 
II.3.4.1 Choix de la forme de la surface de réponse 
Une forme polynomiale a été retenue dans notre étude. L’expérience montre que les SR 
polynomiales sont très efficaces en particulier lorsqu’un schéma constructif itératif est 
envisagé. Elles présentent également l’avantage d’être d’une manipulation relativement aisée. 
Elles ont aussi été largement utilisées par de nombreux auteurs. 
La forme de la SR est choisie de manière cumulative. Pour la première itération, on choisit 
une surface de réponse linéaire (SRL), construite au voisinage du point médian (centre du 
repère standardisé) : 
 0
1
( )
n
i i
i
G U a aU
=
= +∑%  (2.26) 
Le nombre de coefficients à déterminer est de (n+1). Pour les itérations suivantes, les 
termes quadratiques et les termes mixtes sont ajoutés (surface de réponse quadratique : SRQ) : 
 20
1 1 1 1,
( )
n n n n
i i ii ii ij i j
i i i j j i
G U a aU a U a U U
= = = = ≠
= + + +∑ ∑ ∑ ∑%  (2.27) 
Le nombre de coefficients à déterminer est de (n+1)(n+2)/2. 
II.3.4.2 Choix du PE adaptatif 
Du choix des points de calage dépend la qualité de l’approximation polynomiale de la SR. 
Le PE doit donc être constitué avec une attention particulière. La méthode que nous 
proposons ici s’inspire des travaux de  (Bucher et Bourgund 1990), (Muzeau et al 1993), 
(Duprat et Sellier 2006). 
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Le PE est construit à partir du point central Pc. Les points de calage du PE sont générés en 
parcourant les axes. Sur chaque axe, on génère un seul point choisi du côté de la région de 
défaillance. On génère ainsi (n+1) points (cf. Figure II.11). 
 
 
 
 
 
Figure II.11 : Construction du plan d’expérience 
Pour le premier plan d’expérience destiné à caler les coefficients de la SRL, la distance 
algébrique ∆i séparant les points Pi générés sur l’axe i est choisie arbitrairement égale à ∆0 
distance de base. Le point Pc correspond pour ce premier PE à l'origine de l'espace 
standardisé. Pour les plans suivants, ∆i est définie à partir de la distance ∆0 et en fonction des 
dérivées partielles de l’approximation ( )G U%  au point Pc : 
 ( )0
1 ( )
( )
i
i
G U
Ugrad G U
⎛ ⎞− ∂⎜ ⎟∆ = ∆ ⎜ ⎟∂⎝ ⎠
%
%  (2.28) 
Ce choix assure que les points de calage sont situés du côté de la surface de défaillance 
(par rapport au point central) et à une distance proportionnelle à la sensibilité locale du 
modèle par rapport à la variable considérée. En effet si la dérivée partielle de ( )G U%  par 
rapport à une variable est positive, alors la distance ∆i est négative de façon à caler la SRQ 
dans une zone où la valeur de la fonction d’état limite est faible, voire négative. La distance 
de base ∆0 peut être choisie dans l’intervalle 1 ≤ ∆0 ≤ 2,5. 
Le nombre de points du PE, permettant de déterminer les coefficients de la SR par la 
méthode de régression, doit être supérieur ou égal au nombre de coefficients. Dans le premier 
PE destiné au calage de la SRL, il suffit d’un point par axe et du point central. Tous ces points 
sont conservés pour construire la SRQ. Pour caler la SRQ, il faut au moins (n+1)(n+2)/2 
points. Les points complémentaires sont alors (n+1)((n+2)/2-1). Ces points sont générés à 
partir du nouveau point central PM obtenu avec la SRL (voir le calcul des coordonnées du 
point PM dans §II.3.4.4 suivant). D’abord (n+1) points sont générés autour du point PM. 
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Ensuite, les points manquants sont générés à partir de ces derniers points en parcourant les 
axes dans l’ordre décroisant des valeurs absolues des composantes du gradient dans le but 
d’améliorer l’approximation de ( )G U%  selon les axes de plus forte sensibilité. Lorsque le 
nombre de points nécessaires est atteint, les coefficients de la SRQ peuvent être évalués. La 
Figure II.12 est un exemple de cette démarche pour le cas de trois variables aléatoires. On 
suppose ici : 
 
1 2 3
G G G
U U U
∂ ∂ ∂> >∂ ∂ ∂
% % %
 (2.29) 
On se place donc sur l’axe U1 au point P4. Deux points sont générés en parcourant 
successivement les axes U2 et U3 à partir de P4 et en sens et intensité donnés par (2.28). Les 
points générés sont P7 et P8 sur la Figure II.12. La procédure est reconduite ensuite à partir du 
point P5, et ainsi de suite. On montre aisément que la procédure fournit toujours assez de 
points complémentaires dès que le nombre de variables aléatoires est supérieur ou égal à trois. 
 
 
 
 
 
Figure II.12 : Construction du plan d’expérience : points complémentaires 
II.3.4.3 Détermination des coefficients de la surface de réponse 
Comme précédemment mentionné, les coefficients de la SR sont déterminés par la 
méthode des moindres carrés. Le vecteur des coefficients est alors obtenu par résolution du 
système linéaire suivant : 
 1( )T TU U Ua y
−= M M M  (2.30) 
où MU est la matrice qui est obtenue à partir des N points du PE : 
 
1(1) (1)
1(2) (2)
1( ) ( )
1 ...
1 ...
... ... ... ...
1 ...
n
n
U
N n N
u u
u u
u u
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
M  dans le cas d’une SRL (2.31) 
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M  dans le cas d’une SRQ (2.32) 
T
UM  est la matrice transposée de UM  et y  est le vecteur des valeurs de la fonction d’état 
limite aux différents points du PE. 
Cette méthode donne des poids égaux aux points utilisés pour caler les coefficients du 
polynôme formé. Une meilleure SR peut néanmoins être obtenue en affectant des poids plus 
forts aux points les plus proches de la surface de défaillance. C’est pourquoi, Kaymaz et 
McMahon (2005) ont introduit l’utilisation de la méthode de régression pondérée pour 
déterminer les coefficients de la SR qui sont alors obtenus par : 
 1( )T TU U Ua y
−= M WM M W  (2.33) 
W est la matrice diagonale des poids. Les poids sont pondérés sur les valeurs de la 
fonction d’état limite. Ces auteurs proposent de déterminer les poids à partir de la valeur de la 
fonction d’état limite par l’expression suivante : 
 ( ) min
min
( )
exp kGk
G u y
w
y
−⎡ ⎤= −⎢ ⎥⎣ ⎦
 (2.34) 
où ymin est la valeur minimale des valeurs de la fonction d’état limite ( )( )kG u  aux points 
du PE. Les points éloignés de la surface d’état limite sont alors pénalisés. Néanmoins, cette 
méthode peut conduire à des erreurs numériques si un point du PE est très voisin de la surface 
de défaillance, conduisant alors avec ymin≈0 à un système linéaire mal conditionné.  
Dans notre travail, nous proposons d’utiliser simultanément deux systèmes de 
pondération: l’un sur les valeurs de la fonction d’état limite et l’autre sur la distance entre le 
point de conception P* (approché à partir de la SRL ou de la SRQ précédente) et les points du 
PE. Le système de pondération sur les valeurs de la fonction d’état limite a pour but de 
pénaliser des points éloignés de la surface de défaillance, objectif identique à celui proposé 
par Kaymaz et McMahon (2005), mais la forme de la fonction diffère légèrement pour éviter 
le risque de mauvais conditionnement mentionné précédemment. ymin est pour cela remplacée 
par 0( )G u , et il vient : 
 ( ) min
0
( )
exp
( )
k
Gk
G u y
w
G u
−⎡ ⎤= −⎢ ⎥⎣ ⎦
 (2.35) 
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où 0( )G u  est la valeur de la fonction d’état limite à l’origine de l’espace standardisé.  
Le second système de pondération que nous proposons d’utiliser ici prend en compte les 
distances des points du PE par rapport au point P*. Il a pour but de pénaliser des points 
éloignés du précédent point de conception P*. Les poids sont définis par : 
 
2
exp
2
k
dk
dw
⎛ ⎞= −⎜ ⎟⎝ ⎠
 (2.36) 
où dk est la distance entre le point P* et un point Pk du PE.  
Finalement, les facteurs de pondération pour la matrice W dans l’équation (2.33) sont : 
 Tk Gk dkw w w= ×  (2.37) 
II.3.4.4 Organigramme général de la méthode proposée 
1. Construction du premier PE : 
Les points de calage sont générés à partir du point initial 0u  (origine de repère standard), 
voir §II.3.4.2. On génère ainsi (n+1) points à la distance +∆0 si la variable aléatoire est 
défavorable (variable de type sollicitation) et -∆0 si elle est favorable (variable de type 
résistance) par rapport à la fonction d’état limite. Le choix du rôle d’une variable (résistance 
ou sollicitation) est effectué à partir de son influence sur le modèle physique. Dans le cas où il 
est difficile de savoir le rôle d’une variable, on peut recourir à une analyse de sensibilité, telle 
que celle proposée dans (Gayton et al 2003). 
2. Calcul des réponses de la fonction d’état limite pour chaque point du PE : 
 { }( ) ( )( ) , k = 1, ..., n+1k ky G u=  (2.38) 
3. Calcul des pondérations sur les valeurs de la fonction d’état limite d’après (2.35). 
4. Calcul de la SRL (coefficients de la fonction (2.26)) avec l’expression (2.33). 
5. Calcul d’une première approximation de l’indice de fiabilité βHL et du point de conception 
P* (coordonnées Du ). 
6. Construction du PE complémentaire à partir du nouveau point central PM (coordonnées 
Mu ) : 
 00 0
0
( )( )
( ) ( )M D D
G uu u u u
G u G u
= + − −  (2.39) 
où ( )DG u  est la valeur de la fonction d’état limite au point de conception P*. 
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Tous les points de l’ancien PE sont conservés dans le nouveau PE. Le point P* est ajouté 
dans le nouveau PE si P* n’est pas très éloigné de PM, c’est à dire si ||P*PM|| ≤ ∆0 (Condition 
notée Co par la suite). Les points complémentaires pour construire la SRQ sont générés 
comme indiqué au §II.3.4.2. Le nombre total de points du PE est (n+1)(n+2)/2. 
7. Calcul des réponses de la fonction d’état limite aux nouveaux points du PE : 
 { }( ) ( )( ) ,   2,  ...,  ( 1)( 2) / 2k ky G u k n n n= = + + +  (2.40) 
8. Calcul des poids sur les valeurs de la fonction d’état limite selon (2.35) et sur les distances 
entre P* et les points du PE selon (2.36). La pondération sur le premier point P* n’est 
toutefois applicable que si la condition Co est remplie. Sinon, il est probable que la 
première estimation de P* soit trop grossière. Dans ce cas, on utilise le point PM. 
9. Détermination des coefficients de la SRQ selon (2.33). 
10. Calcul de l’indice de fiabilité βHL et du point de conception P*. 
11. Vérification du critère de convergence sur deux valeurs de βHL et sur deux points P* 
successifs : 
 
( 1)
* *
( 1)
m m
m m PP P
ββ β ε
ε
−
−
⎧ − ≤⎪⎨ ≤⎪⎩
 (2.41) 
où εβ et εp sont les précisions choisies par l’utilisateur et m le numéro de l’itération. 
Le critère de proximité entre deux points de conception successifs permet de s’assurer que 
les deux dernières surfaces de réponse traduisent convenablement le comportement de la 
fonction d’état limite exacte au voisinage de la défaillance. Si ce critère est vérifié, le calcul 
s’arrête. Sinon, on conserve tous les points du PE précédent et on ajoute le dernier point P* 
pour le nouveau PE et le calcul se répète sur les étapes 8 à 11 jusqu’à ce que le critère de 
convergence soit satisfait. 
En général, pour éviter le mauvais conditionnement du système linéaire (2.33), on utilise 
en régression plus de points que le nombre de coefficients inconnus. Dans la méthode 
proposée, on souhaite limiter volontairement le nombre de points du PE afin de réduire autant 
que possible le nombre de calculs de la fonction d’état limite. Ainsi, lors de la première 
itération, il est nécessaire de veiller au bon conditionnement de la matrice d’information 
( TU UM WM ) du système linéaire (2.33), ce qui constitue une contrainte supplémentaire lors du 
choix des premiers points du PE. En cas de mauvais conditionnement, un plan de départ 
différent doit être proposé. 
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La qualité de la SR peut être estimée par l’analyse de la variance (Box et Draper 1987), 
(Benoist et al 1994). Dans notre méthode, nous utilisons une mesure globale de la corrélation 
entre les réponses du modèle et les calculs, qui est définie par : 
 
( )
( )
2
( ) ( )
2 1
2
( )
1
( )
1
N
k k
k
N
k
k
G u y
R
y y
=
=
−
= −
−
∑
∑
%
 (2.42) 
où ( )( )kG u%  est la valeur calculée de la réponse par la SR, y(k) la réponse du modèle, y  la 
moyenne des réponses du modèle et N le nombre de points dans le PE. Cette mesure est aussi 
utilisée dans (Devictor 1996) pour estimer la qualité de la SR. Plus la valeur de R2 est proche 
de 1, plus la qualité de SR est bonne. Si sa valeur est inférieure à 0,9, la qualité de SR doit 
être améliorée, sinon on peut considérer qu’elle est une approximation satisfaisante du 
modèle. 
Cet algorithme a été programmé dans le code Cast3M (http://www-cast3m.cea.fr). 
II.3.5 Comparaison de la méthode proposée avec les méthodes 
antérieures 
La comparaison est établie avec les travaux des auteurs précédemment cités, ainsi qu’avec 
ceux d’autres auteurs retenus pour l’efficacité des méthodes de surface de réponse qu’ils 
présentent, et/ou la justesse de l’indice de fiabilité obtenu sur des exemples communs de 
validation (Nguyen et al 2006). Les critères de comparaison entre les différentes méthodes 
sont, lorsqu’ils sont disponibles, la valeur de l’indice de fiabilité d’Hasofer-Lind βHL, les 
coordonnées du point de conception P*, la valeur de la fonction d’état limite au point P* 
*( )G u  qui vaut zéro si P* se trouve exactement sur la surface de défaillance et le nombre de 
calculs de la fonction d’état limite Ne (indicateur du temps de calcul associé à la méthode). 
L’ensemble des critères n’est pas toujours disponible selon les références considérées. La 
méthode que nous proposons est appelée par la suite la méthode SRDP (Surface de Réponse à 
Double Pondération). Dans chaque exemple, la valeur de la statistique R2 est déterminée pour 
la dernière itération le la SR de la méthode SRDP. 
II.3.5.1 Exemple 1 
Une fonction d’état limite non linéaire est considérée : 
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 2 21 2 3 2 3 1 2 1 37G U U U U U U U U U= + + + − + − +  (2.43) 
dans laquelle toutes les variables aléatoires ont une distribution normale standard. Les 
résultats sont présentés dans le Tableau II.17. Les résultats de référence sont donnés dans 
(Das et Zheng 2000). La valeur de G au point moyen est 7,00. Cinq itérations de construction 
du PE sont nécessaires pour la méthode présentée dans (Das et Zheng 2000). On peut 
observer que la méthode SRDP fournit une valeur de l’indice de fiabilité assez proche de celle 
obtenue par la méthode de Monte-Carlo et par Das et Zheng (2000). La valeur de la fonction 
d’état limite au point de conception P* obtenu par la SRDP est 0,132, ce qui signifie que ce 
dernier se trouve proche de la surface de défaillance. De plus le coefficient R2 est égal à 1. La 
qualité d’approximation de la SR par SRDP est donc excellente. 
Référence / 
Méthode βHL U1* U2* U3* 
*( )G u  Ne 
Monte-Carlo 2,038 indis. indis. indis. indis. 1000000
Das et Zheng 
- sans terme mixte 
- avec terme mixte 
 
1,871 
1,919 
 
indis. 
indis. 
 
indis. 
indis. 
 
indis. 
indis. 
 
indis. 
indis. 
 
indis. 
indis. 
SRDP (R2 =1) 1,907 -0,913 -1,667 -0,158 0,132 14 
Tableau II.17 : Résultat de l’exemple 1 
Référence / Méthode ( )G U%  
Das et Zheng 
5 2
1 2 3 1
2 2
2 3 1 2 1 3
7,000 1,000 1,000 0,999 1,049 10
0,999 0,999 0,999 0,999
U U U U
U U U U U U
−+ + + + ×
− + − +  
SRDP 
13 2
1 2 3 1
2 2 11
2 3 1 2 1 3 2 3
7,000 1,000 1,000 1,000 4,36 10
1,000 1,000 1,000 1,000 2,32 10
U U U U
U U U U U U U U
−
−
+ + + + ×
− + − + − ×  
Tableau II.18 : Coefficients de la surface de réponse - Exemple 1 
Les expressions de la SR ( )G U%  obtenue par Das et Zheng (2000) et par la SRDP sont 
portées dans le Tableau II.18. On constate la bonne proximité de la SRDP avec la vraie 
fonction d’état limite. Le nombre de calculs de la fonction d’état limite n’est pas précisé dans 
(Das et Zheng 2000). Cependant, ce nombre atteint théoriquement 14 après seulement 2 
itérations alors que 5 itérations sont nécessaires. Cela conduit à un nombre total supérieur à 
celui requis par la méthode SRDP. 
Les calculs effectués par SRDP pour chaque itération sont récapitulés dans le Tableau 
II.19.   
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Itération n° 1 2 3 4 5 
Point P* 
U1* 
U2* 
U3* 
-1,400 
-2,800 
-3,257×10-15 
-0,860 
-1,674 
0,265 
-0,875 
-1,702 
0,060 
-0,913 
-1,667 
-0,158 
-0,913 
-1,667 
-0,158 
βHL 3,131 1,901 1,915 1,907 1,907 
Distance ||Pm*P(m-1)*|| - 1,277 0,208 0,224 2,967×10-9 
*( )G u  7,000 0,331 0,046 0,131 0,132 
Nombre de calculs 
numériques 4 7 1 1 1 
Tableau II.19 : Itérations dans la méthode SRDP 
II.3.5.2 Exemple 2 
Cet exemple a été d’abord analysé par Kim et Na (1997) et puis par Kaymaz et McMahon 
(2005), Elegbede (2005), Duprat et Sellier (2006). La fonction d’état limite est définie par : 
 [ ] [ ]1 2exp 0, 4( 2) 6, 2 exp 0,3 5 200G U U= + + − + −  (2.44) 
Toutes les variables aléatoires ont une distribution normale standard.  
Les résultats sont donnés dans le Tableau II.20. La valeur de G au point moyen est 748,2. 
Les résultats obtenus par tirages de Monte Carlo adaptatifs sont donnés dans (Kaymaz et 
McMahon 2005). On constate que les valeurs de l’indice de fiabilité sont très proches les unes 
des autres pour toutes les méthodes. De même, les valeurs de G au point P* sont très voisines 
de zéro et traduisent la proximité de ce point avec la surface de défaillance, sauf dans le cas de 
la méthode proposée par (Kaymaz et McMahon 2005). Par rapport à cette méthode, qui 
apparaît comme la moins coûteuse, la méthode SRDP est bien plus précise, sans pour autant 
que le nombre d’appels au calcul de G n’augmente significativement. 
Référence / Méthode βHL U1* U2* *( )G u  Ne 
Adaptive Monte Carlo 
Simulation 1 2,710 -2,531 0,969 -2,515×10-2 indis. 
Kim et Na 2,691 indis. indis. indis. indis. 
Kaymaz et McMahon 2,687 -2,558 0,820 4,371 8 
Elegbede 2,710 -2,548 0,923 -5,224×10-3 69300 
Duprat et Sellier 2,710 -2,538 0,951 -7,035×10-2 21 
SRDP (R2 = 0,9988) 2,708 -2,572 0,847 6,536×10-1 13 
Tableau II.20 : Résultats de l’exemple 2 
                                                 
 
1 Cette méthode est une implémentation spécifique de la méthode de tirage d’importance dans le logiciel 
COMREL. 
Chapitre II : Amélioration de performance des algorithmes probabilistes 100  
 
     Surface de réponse 
     Surface de défaillance
 
Le coefficient R2 égal à 0,9989 montre que la qualité de SR est bonne. La dernière SR 
obtenue par la méthode SRDP pour estimer l’indice de fiabilité βHL a pour expression : 
 2 21 2 1 2 1 2( ) 725,18 371,09 36, 288 40,529 10,347 0, 21912G U U U U U U U= + − + − +%  (2.45) 
Comme illustré sur la Figure II.13, cette SR se confond presque exactement avec la vraie 
surface de défaillance, en particulier au voisinage du point de conception P*. 
Les itérations dans la méthode SRDP sont montrées dans le Tableau II.21. 
 
 
 
 
 
 
 
 
Figure II.13 : Surface de défaillance et surface de réponse - Exemple 2 
Itération n° 1 2 3 4 
Point P* U1* U2* 
-2,028 
0,291 
-1,284 
-1,371 
-2,591 
0,806 
-2,562 
0,856 
βHL 2,049 1,879 2,713 2,701 
Distance ||Pm*P(m-1)*|| - 1,821 2,539 5,751×10-2 
*( )G u  748,22 357,85 0,002 0,096 
Nombre d’appels 
numériques 3 4 1 1 
 
Itération n° 5 6 7 8 
Point P* U1* U2* 
-2,567 
0,852 
-2,570 
0,850 
-2,571 
0,849 
-2,572 
0,847 
βHL 2,705 2,707 2,708 2,708 
Distance ||Pm*P(m-1)*|| 5,658×10-3 3,509×10-3 2,319×10-3 1,636×10-3 
*( )G u  1,653 1,105 0,822 0,654 
Nombre d’appels 
numériques 1 1 1 1 
Tableau II.21 : Itérations dans la méthode SRDP - Exemple 2 
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II.3.5.3 Exemple 3 
On reconsidère l’exemple 2 dans le paragraphe II.2.4.2 ci-dessus. Les résultats obtenus 
sont présentés dans le Tableau II.22 et le Tableau II.23. Les résultats de référence sont donnés 
dans (Devictor 1996). La valeur de la fonction d’état limite au point moyen est 0,724. Les 
valeurs de l’indice βHL obtenues par les méthodes comparées sont très similaires. La SRDP est 
la méthode la plus efficace en termes de nombre d’appels au calcul de la fonction d’état 
limite. Le coefficient R2 égale à 0,9999 montre que la qualité d’approximation de la SR est 
bonne. Les itérations effectuées par la SRDP sont récapitulées dans le Tableau II.24. 
Référence / Méthode βHL *( )G u  Ne 
FORM 2,339 indis. 84 
Wu et al. 2,338 indis. indis. 
Devictor 2,385 3,263×10-4 233 
SRDP (R2 = 0,9999) 2,387 3,186×10-4 32 
Tableau II.22 : Résultats de l’exemple 3 
Référence / 
Méthode U1
* U2* U3* U4* U5* U6* 
Devictor -1,249 -0,655 -0,283 0,831 1,010 -1,382 
SRDP -1,267 -0,653 -0,311 0,894 0,922 -1,386 
Tableau II.23 : Résultats de l’exemple 3 - Coordonnées du point P* 
Itération n° 1 2 3 4 5 6 
Point P* 
U1* 
U2* 
U3* 
U4* 
U5* 
U6* 
-2,163 
-0,355 
-0,273 
0,512 
0,568 
-0,831 
-1,460 
-0,568 
-0,275 
0,927 
0,881 
-1,357 
-1,242 
-0,786 
-0,261 
0,867 
0,830 
-1,411 
-1,245 
-0,788 
-0,310 
0,886 
0,917 
-1,331 
-1,262 
-0,646 
-0,320 
0,895 
0,925 
-1,389 
-1,267 
-0,653 
-0,311 
0,894 
0,922 
-1,386 
βHL 2,481 2,451 2,379 2,380 2,387 2,387 
||Pm*P(m-1)*|| - 1,042 0,323 0,130 0,155 1,31×10-2 
*( )G u  0,724 -0,110 -1,896×10-2 6,144×10-3 4,83×10-5 3,186×10-4 
Nombre d’appels 
numériques 7 21 1 1 1 1 
Tableau II.24 : Itérations dans la méthode SRDP - Exemple 3 
II.3.5.4 Exemple 4 
Cet exemple, analysé par Gayton et al (2003), concerne la résistance au voilement d’un 
cylindre nervuré sous pression externe. La fonction d’état limite prend l’expression suivante : 
 0( , , , , , , )n S w w f fG p e L h e w e E p= −  (2.46) 
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où p0 = 7 038675 Pa est la pression hydrostatique externe et pn est la pression élastique de 
voilement. 
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Les caractéristiques des variables aléatoires sont représentées dans le Tableau II.25. Les 
résultats sont donnés dans le Tableau II.26 et le Tableau II.27. La valeur de la fonction d’état 
limite au point moyen est 479545 Pa. Les résultats de référence sont donnés dans (Gayton et 
al 2003). Les résultats obtenus par les deux méthodes comparées sont similaires. La proximité 
du point P* à la surface de défaillance est satisfaisante dans les deux méthodes. Mais le point 
P* obtenu par la méthode SRDP est plus proche de la surface de défaillance que celui obtenu 
dans (Gayton et al 2003) en comparant la valeur de la fonction d’état limite au point P*. Le 
coefficient R2 est égal à 1. Donc, la qualité de la SR est excellente. La méthode SRDP est 
légèrement moins coûteuse puisqu’un nombre plus faible de calculs de la fonction d’état 
limite est requis. Le Tableau II.28 récapitule les itérations effectuées dans la méthode SRDP. 
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Variable Distribution Moyenne Ecart-type 
E 
e 
LS 
hw 
ew 
wf 
ef 
Normale  
Normale 
Normale 
Normale 
Normale 
Normale 
Normale 
2×1011 
24 
600 
156 
10 
119,7 
24 
4×109 
0,72 
18 
4,68 
0,3 
3,59 
0,72 
Tableau II.25 : Caractéristique des variables aléatoires de l’exemple 3 
Référence / Méthode βHL *( )G u  Ne 
FORM 1,217 indis. indis. 
Gayton 1,211 -1071 38 
SRDP (R2 = 1) 1,208 3,642 37 
Tableau II.26 : Résultats de l’exemple 4 
Référence/ 
Méthode  U1
* U2* U3* U4* U5* U6* U7* 
FORM -0,450 -0,488 0,428 -0,814 -0,032 -0,283 -0,338 
Gayton -0,449 -0,488 0,432 -0,807 -0,032 -0,284 -0,325 
SRDP -0,448 -0,485 0,427 -0,804 -0,032 -0,282 -0,337 
Tableau II.27 : Résultats de l’exemple 4 - Coordonnées du point P* 
Itération n° 1 2 3 
Point P* 
U1* 
U2* 
U3* 
U4* 
U5* 
U6* 
U7* 
-0,436 
-0,469 
0,425 
-0,779 
-0,033 
-0,283 
-0,334 
-0,449 
-0,485 
0,426 
-0,804 
-0,033 
-0,282 
-0,336 
-0,448 
-0,485 
0,427 
-0,804 
-0,033 
-0,282 
-0,337 
βHL 1,179 1,208 1,208 
Distance ||Pm*P(m-1)*|| - 0,033 1,002×10-3 
*( )G u  479545 3,635 3,642 
Nombre d’appels numériques 8 28 1 
Tableau II.28 : Itérations dans la méthode SRDP - Exemple 4 
II.3.5.5 Exemple 5 
Afin de démontrer l’efficacité de la méthode proposée à des problèmes complexes, on 
reconsidère l’exemple 3 du paragraphe II.2.4.3. Il s’agit un portique à 3 travées et 5 étages 
avec 21 variables aléatoires corrélées. 
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Les résultats sont présentés dans le Tableau II.29. Les coordonnées du point P* obtenues 
par la SRDP sont présentées dans le Tableau II.30.   
Référence / Méthode βHL *( )G u  Ne 
Bucher et Bourgund 3,29 indis. 87 
SRDP (R2 = 0,9999) 3,22 6,76×10-5 259 
Tableau II.29 : Résultats de l’exemple 5 
Méthode U1* U2* U3* U4* U5* U6* U7* 
SRDP 2,916 0,117 0,030 -0,773 -0,134 -0,253 -0,325 
 
Méthode U8* U9* U10* U11* U12* U13* U14* 
SRDP -0,310 -0,281 -0,326 -0,598 -0,574 -0,210 -0,001 
 
Méthode U15* U16* U17* U18* U19* U20* U21* 
SRDP -0,008 -0,020 -0,006 -0,001 -0,005 -0,004 -0,011 
Tableau II.30 : Résultats de l’exemple 5 - Coordonnées du point P* 
Itération n° 1 2 3 4 5 6 7 
Point 
P* 
U1* 
U2* 
U3* 
U4* 
U5* 
U6* 
U7* 
U8* 
U9* 
U10* 
U11* 
U12* 
U13* 
U14* 
U15* 
U16* 
U17* 
U18* 
U19* 
U20* 
U21* 
4,940 
0,188 
0,059 
-1,234 
-0,221 
-0,392 
-0,492 
-0,489 
-0,407 
-0,449 
-0,832 
-0,792 
-0,299 
-4,3×10-3 
-0,019 
-0,040 
3,9×10-4 
0,018 
6,6×10-3 
-0,017 
-1,2×10-3 
3,010 
0,118 
0,054 
-0,505 
-0,123 
-0,221 
-0,256 
-0,251 
-0,222 
-0,384 
-0,606 
-0,579 
-0,206 
7,1×10-3 
-2,4×10-4 
-0,012 
-0,015 
-8,1×10-3 
-0,013 
2,4×10-3 
-0,025 
2,947 
0,163 
0,090 
-0,618 
-0,169 
-0,282 
-0,323 
-0,317 
-0,284 
-0,365 
-0,610 
-0,583 
-0,210 
3,3×10-3 
-4,1×10-3 
-0,016 
-8,5×10-3 
-2,2×10-3 
-6,9×10-3 
-4,3×10-4 
-0,059 
2,897 
0,236 
0,188 
-0,676 
-0,242 
-0,315 
-0,346 
-0,343 
-0,318 
-0,347 
-0,597 
-0,572 
-0,207 
3,8×10-3 
-3,5×10-3 
-0,016 
-0,010 
-3,9×10-3 
-8,7×10-3 
-5,9×10-3 
-0,173 
2,910 
0,173 
0,056 
-0,538 
-0,150 
-0,383 
-0,446 
-0,429 
-0,379 
-0,277 
-0,599 
-0,586 
-0,209 
2,7×10-3 
-4,7×10-3 
-0,017 
-8,9×10-3 
-2,6×10-3 
-7,4×10-3 
-8,5×10-4 
-9,1×10-3
2,919 
0,115 
0,045 
-0,678 
-0,145 
-0,255 
-0,323 
-0,312 
-0,278 
-0,329 
-0,594 
-0,568 
-0,222 
2,1×10-3 
5,3×10-3 
-0,017 
-9,0×10-3 
-2,7×10-3 
-7,4×10-3 
-3,0×10-3 
-3,8×10-3 
2,916 
0,117 
0,030 
-0,775 
-0,134 
-0,253 
-0,325 
-0,310 
-0,281 
-0,326 
-0,598 
-0,574 
-0,210 
1,4×10-3 
-8,0×10-3 
-0,020 
-6,0×10-3 
-1,3×10-3 
-5,0×10-3 
-4,0×10-3 
-0,011 
βHL 5,332 3,235 3,223 3,211 3,209 3,218 3,220 
||Pm*P(m-1)*|| - 2,136 0,200 0,208 0,206 0,136 0,015 
*( )G u  4,1×10-2 -1,4×10-4 -1,1×10-4 3,1×10-4 4,1×10-4 6,2×10-5 6,8×10-5 
Nombre d’appels 
numériques 22 232 1 1 1 1 1 
Tableau II.31 : Itérations dans la méthode SRDP - Exemple 5 
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L’indice βHL obtenu par SRDP est proche de celui obtenu par la MSR de Bucher et 
Bourgund (1990). La valeur de la fonction d’état limite au point P* obtenue par la SRDP est 
de -6,76×10-5 (m). En comparant avec la valeur de fonction d’état limite au point moyen, 
4,1×10-2 (m), on peut dire que le point P* trouvé se situe sur la surface de défaillance. De plus 
l’indicateur de qualité R2 est égal à 0,9999. Cela signifie que la qualité de la SR est bonne. La 
MSR de Bucher et Bourgund (1990) a recours à une surface quadratique sans termes mixtes 
mise à jour seulement une fois. Cette méthode demande donc moins d’appels à la fonction 
d’état limite que la SRDP qui utilise une surface quadratique avec termes mixtes dont la mise 
à jour s’effectue jusqu’à la convergence. Dans ce cas la SRDP demande 7 itérations 
correspondant à 259 calculs de la fonction d’état limite. Les itérations de la méthode SRDP 
sont montrées dans le Tableau II.31. 
Ce dernier exemple permet de constater que la méthode proposée fonctionne et reste 
précise pour un problème à grand nombre de variables aléatoires corrélées. Toutefois, on peut 
également noter que le nombre d’appels à la fonction d’état limite est relativement important. 
On peut donc considérer que ce type de problème permet de cerner la frontière du domaine 
d’emploi optimal de notre méthode, à savoir les problèmes à grand nombre de variables. 
II.3.5.6 Exemple 6 
On reconsidère la poutre en béton armé exposée à la carbonatation analysée dans (Duprat 
et Sellier 2006), qui a été présenté dans §II.2.4.4. Les résultats obtenus par les deux méthodes 
de surface de réponse sont présentés dans le Tableau II.32. Les résultats obtenus par les deux 
méthodes de surface de réponse sont similaires. La SRDP est toutefois plus efficace que la 
méthode de surface de réponse (SRQ) présentée dans (Duprat et Sellier 2006) en termes de 
temps de calcul. L’indicateur de qualité R2 étant 0,9996 signifie que la qualité 
d’approximation de la SR est bonne. La MSR dans (Duprat et Sellier 2006) utilise une SR 
quadratique avec termes mixtes qui est mise à jour jusqu’à la convergence. A chaque 
itération, le PE est actualisé pour construire la SR. Cette méthode demande alors plus d’appels 
à la fonction d’état limite que la méthode SRDP qui utilise la SR linéaire pour la première 
itération et la SR quadratique pour les itérations après. De plus, tous les points du PE sont 
gardés pour construire la SR à l’aide de deux systèmes de pondération, ce qui réduit aussi le 
nombre d’appels à la fonction d’état limite. Les itérations de la méthode SRDP sont 
récapitulées dans le Tableau II.33. 
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Réf/Méthode βHL U1* U2* U3* U4* U5* *( )G u  Ne 
SRQ 3,998 3,601 0,131 -9,64×10-4 -1,731 1,65×10-2 6,15×10-6 43 
SRDP 3,946 3,231 0,335 -3,19×10-2 -2,239 0,113 4,49×10-5 31 
Tableau II.32 : Résultats obtenus - Exemple 6 
Itération n° 1 2 3 4 5 6 7 
P* 
U1* 
U2* 
U3* 
U4* 
U5* 
1,368 
0,676 
-5,8×10-3 
-3,845 
7,3×10-3 
3,269 
0,261 
-6,3×10-2 
-1,538 
2,1×10-2 
3,138 
0,547 
-7,1×10-2 
-2,319 
1,8×10-2 
3,216 
0,073 
-0,192 
-2,337 
0,234 
3,164 
0,557 
-0,080 
-1,883 
0,893 
3,236 
0,351 
-7,2×10-2 
-2,224 
0,123 
3,231 
0,335 
-3,19×10-2 
-2,239 
0,113 
βHL 4,137 3,622 3,940 3,915 3,831 3,945 3,946 
||Pm*P(m-1)*|| - 2,720 0,846 0,541 1,31×10-2 0,734 0,02 
*( )G u  2,37×10-2 -1,11×10-3 3,17×10-3 2,07×10-2 4,27×10-4 -2,6×10-5 4,49×10-5 
Ne 6 18 2 2 1 1 1 
Tableau II.33 : Itérations dans la méthode SRDP - Exemple 6 
II.4 Comparaison entre GPACE et SRDP 
La comparaison entre les deux méthodes que nous proposons est effectuée sur les mêmes 
critères de convergence (valeur de l’indice de fiabilité d’Hasofer-Lind βHL, coordonnées du 
point de conception P*,  valeur de la fonction d’état limite au point P* et nombre de calculs 
de la fonction d’état limite Ne).  
II.4.1 Exemple 1 
Cet exemple a été proposé par Rajashekhar et Ellingwood (1993). Il s’agit d’une poutre 
cantilever soumise à une charge uniformément répartie. La fonction d’état limite est : 
 10 13
2
18,46154 7,476923 10 XG
X
= − ×  (2.48) 
où X1 et X2 sont des variables aléatoires définies dans le Tableau II.34. 
Variable Distribution Moyenne Ecart-type 
X1 
X2 
Normale  
Normale 
0,001 
250 
0,0002 
37,5 
Tableau II.34 : Caractéristiques des variables aléatoires - Exemple 1 
Les résultats obtenus par les deux méthodes GPACE et SRDP sont présentés dans le 
Tableau II.35.  
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Méthode βHL U1* U2* *( )G u  Ne 
GPACE 2,331 0,593 -2,254 -6,762×10-3 27 
SRDP (R2 = 0,9936) 2,327 0,641 -2,237 7,109×10-2 17 
Tableau II.35 : Résultats de l’exemple 1 
On trouve que l’indice de fiabilité et les coordonnées du point de conception P* obtenus 
par deux méthodes sont assez similaires. Pourtant, la méthode SRDP est plus efficace en 
termes de temps de calcul (17 appels à la fonction d’état limite contre 27 appels demandés par 
la méthode GPACE). En effet, dans ce cas, toutes les variables aléatoires ont une influence 
non négligeable (voir le facteur d’importance dans le Tableau II.36). Donc la méthode 
GPACE ne permet pas d’économiser des appels à la fonction d’état limite. Par contre le 
système de pondération permet à la méthode SRDP de réduire le nombre d’appels à la 
fonction d’état limite. 
Méthode X1 X2 
GPACE 6,50 93,50 
SRDP 7,59 92,41 
Tableau II.36 : Facteur d’importance des variables aléatoires (en %) 
II.4.2 Exemple 2 
On reconsidère l’exemple décrit dans le paragraphe §II.2.5. Les résultats obtenus par les 
deux méthodes GPACE et SRDP sont donnés dans le Tableau II.37 et le Tableau II.38. 
L'indice de fiabilité et les coordonnées du point de conception P* obtenus par les deux 
méthodes sont très proches. La méthode GPACE est plus efficace en termes de coût de calcul 
que la méthode SRDP. En effet dans ce cas, l’influence des trois variables X5, X6 et X7 étant 
faible (voir le facteur d’importance dans le Tableau II.39), l'algorithme GPACE économise 
des appels à la fonction d’état limite, comme analysé dans §II.2.5. 
Méthode βHL *( )G u  Ne 
GPACE 3,413 4,413×10-8 26 
SRDP 3,413 2,071×10-8 39 
Tableau II.37 : Résultats de l’exemple 2 
Méthode U1* U2* U3* U4* U5* U6* U7* 
GPACE 2,616 -0,828 -1,868 -0,787 0,060 -0,030 -0,090 
SRDP 2,615 -0,831 -1,868 -0,791 0,037 -0,018 -0,060 
Tableau II.38 : Coordonnées du point de conception P* 
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Méthode X1 X2 X3 X4 X5 X6 X7 
GPACE 58,75 5,89 29,96 5,32 0,03 0,008 0,07 
SRDP 57,70 5,93 29,96 5,37 0,01 0,003 0,03 
Tableau II.39 : Facteur d’importance des variables aléatoires (en %) 
II.4.3 Exemple 3 
On reconsidère l’exemple de répartition de contraintes dans un assemblage soumis à des 
phénomènes de fatigue aux grandes températures décrit dans le paragraphe §II.2.4.2 ci-dessus. 
Les résultats obtenus par les deux méthodes sont résumés dans les Tableaux II.40 et II.41. 
Méthode βHL *( )G u  Ne 
GPACE 2,386 1,32×10-4 35 
SRDP 2,387 3,8×10-4 32 
Tableau II.40 : Résultats de l’exemple 3 
Méthode U1* U2* U3* U4* U5* U6* 
GPACE -1,268 -0,650 -0,280 0,822 0,997 -1,384 
SRDP -1,267 -0,653 -0,311 0,894 0,922 -1,386 
Tableau II.41 : Coordonnées du point de conception P* 
On trouve que l’indice de fiabilité et les coordonnées du point de conception P* obtenus 
par les deux méthodes sont proches. La méthode SRDP est légèrement plus efficace que la 
méthode GPACE en termes de temps de calcul. En effet, dans ce cas, les variables aléatoires 
ont une influence non négligeable. Donc, GPACE ne permet pas d’économiser le nombre 
d’appels à la fonction d’état limite. 
Méthode X1 X2 X3 X4 X5 X6 
GPACE 28,24 7,42 1,38 11,87 17,46 33,64 
SRDP 28,17 7,48 1,70 14,03 14,92 33,71 
Tableau II.42 : Facteur d’importance des variables aléatoires - Exemple 3 
II.4.4 Exemple 4 
On reconsidère l’exemple du portique décrit dans le paragraphe §II.2.4.3. Les résultats 
obtenus par deux méthodes sont résumés dans le Tableau II.43 et le Tableau II.44. 
Méthode βHL *( )G u  Ne 
GPACE 3,21 -4,38×10-5 86 
SRDP 3,22 -6,76×10-5 259 
Tableau II.43 : Résultats de l’exemple 4 
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Méthode U1* U2* U3* U4* U5* U6* U7* 
GPACE 2,914 0,123 0,038 -0,788 -0,143 -0,289 -0,333 
SRDP 2,916 0,117 0,030 -0,773 -0,134 -0,253 -0,325 
 
Méthode U8* U9* U10* U11* U12* U13* U14* 
GPACE -0,326 -0,280 -0,302 -0,581 -0,560 -0,207 -0,002 
SRDP -0,310 -0,281 -0,326 -0,598 -0,574 -0,210 -0,001 
 
Méthode U15* U16* U17* U18* U19* U20* U21* 
GPACE -0,005 -0,030 -0,001 -0,002 -0,001 -0,003 -0,001 
SRDP -0,008 -0,020 -0,006 -0,001 -0,005 -0,004 -0,011 
Tableau II.44 : Coordonnées du point de conception P* - Exemple 4 
On trouve que les deux méthodes GPACE et SRDP donnent les résultats comparables sur 
l’indice de fiabilité et les coordonnées du point de conception P*. Dans ce cas, la méthode 
GPACE est beaucoup plus efficace que la méthode SRDP en termes de temps de calcul. En 
effet, le nombre de 21 variables aléatoires nécessite au minimum 253 coefficients pour le 
calage de la surface de réponse quadratique. A contrario la méthode GPACE permet de 
réduire le nombre d’appels à la fonction d’état limite en ne réévaluant pas systématiquement 
les dérivées partielles pour les variables aléatoires auxquelles la réponse de la fonction d’état 
limite est peu sensible. 
Méthode X1 X2 X3 X4 X5 X6 X7 
GPACE 82,408 0,147 0,014 6,026 0,198 0,811 1,076 
SRDP 82,009 0,132 0,009 5,763 0,173 0,617 1,019 
 
Méthode X8 X9 X10 X11 X12 X13 X14 
GPACE 1,031 0,761 0,885 3,276 3,043 0,416 3,9×10-5 
SRDP 0,927 0,762 1,025 3,449 3,178 0,425 9,6×10-6 
 
Méthode X15 X16 X17 X18 X19 X20 X21 
GPACE 2,4×10-6 0,009 9,7×10-6 3,9×10-5 9,7×10-6 8,7×10-5 9,7×10-6 
SRDP 6,2×10-4 0,004 3,5×10-4 9,6×10-6 2,4×10-4 1,5×10-4 0,001 
Tableau II.45 : Facteur d’importance des variables aléatoires (en %) - Exemple 4 
II.4.5 Exemple 5 - Poutre élasto-plastique 
Les exemples étudiés jusqu’ici ne faisaient pas intervenir de trop importantes imprécisions 
de calcul numérique en raison soit du caractère linéaire du calcul numérique (cas du portique), 
soit de la définition analytique de la fonction de performance (autres cas). Dans les exemples 
suivants, au contraire, la fonction de performance est définie numériquement avec une 
imprécision issue de la méthode de résolution numérique d’un problème présentant de fortes 
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non linéarités matérielles. Nous considérons tout d’abord une poutre métallique reposant sur 
deux appuis simples qui est soumise à une force appliquée au milieu de sa portée (cf. Figure 
II.14). 
 
 
 
 
Figure II.14 : Géométrie de la poutre - Exemple 5 
 
 
Figure II.15 : Maillage d’une demie poutre 
Le matériau présente un comportement élasto-plastique parfait. Etant donné la symétrie de 
la poutre, une moitié de la poutre est modélisée à l’aide d’ éléments quadrilatères à quatre 
noeuds et triangle à trois noeuds (cf. Figure II.15). L’étude est réalisée en contraintes planes. 
La force de rupture (Fr) de la poutre est conventionnellement prise égale à la force qui cause 
une flèche à mi-portée (yr) égale à quatre fois le déplacement élastique maximal calculé (ye) 
(Figure II.16). La détermination de la force de rupture est réalisée par un chargement en 
déplacement imposé. 
 
 
 
 
 
 
 
Figure II.16 : Définition de la force de rupture 
Le critère de défaillance de la poutre est défini comme le dépassement de la force de 
rupture (Fr) par le chargement (F). La fonction d’état limite s’écrit : 
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 ( ) ( , , , , , )r yG X F L b h f E Fυ= −  (2.49) 
où Fr(.) est calculée par un modèle aux éléments finis en fonction des paramètres 
géométriques et matériaux de la poutre. Les caractéristiques des variables aléatoires du 
modèle sont présentées dans le Tableau II.46. Les autres paramètres comme le module 
d’élasticité (E = 2,1×1011 Pa) et le coefficient de Poisson (υ = 0,3) sont considérés comme 
déterministes. 
Variable Description Distribution Moyenne Ecart-type 
L Longueur de la poutre Normale 5 (m) 0,05 (m) 
b Largueur de section Normale 0,1 (m) 0,005 (m) 
h Hauteur de section Normale 0,2 (m) 0,01 (m) 
fy Limite d’élasticité Lognormale 235E6 (Pa) 23,5E6 (Pa) 
F Force appliquée Gumbel Max 80342 (N) 24102 (N) 
Tableau II.46 : Caractéristiques des variables aléatoires 
La précision numérique du modèle est εm = 10-5. Le Tableau II.47 présente les résultats 
obtenus par les deux méthodes GPACE et SRDP. 
Méthode βHL U1* U2* U3* U4* U5* *( )G u  Ne 
GPACE 2,754 0,062 -0,322 -0,806 -0,772 2,496 9,53 22 
SRDP 2,755 0,093 -0,392 -0,809 -0,796 2,477 50,78 26 
Tableau II.47 : Résultats obtenus - Exemple 5 
On trouve que βHL et les coordonnées du point P* obtenus par les deux méthodes sont 
similaires. Les valeurs de la fonction d’état limite au point P* obtenues montrent bien la 
proximité du point P* par rapport à la vraie surface de défaillance en comparaison avec la 
valeur de la fonction d’état limite au point moyen qui est égale à 1,205×105 N. La méthode 
GPACE est légèrement plus efficace que la méthode SRDP en termes de temps de calcul. En 
effet, dans ce cas, GPACE permet de réduire le nombre d’appels au modèle éléments finis en 
ne réévaluant pas les dérivées partielles pour les variables aléatoires auxquelles la réponse de 
la fonction d’état limite est peu sensible (les variables L et b dans cet exemple, voir le Tableau 
II.48). Le Tableau II.49 récapitule les démarches d’évaluation des dérivées partielles de la 
fonction d’état limite par rapport aux variables aléatoires. 
Méthode L b h fy F 
GPACE 0,05 1,37 8,57 7,86 82,14 
SRDP 0,11 2,02 8,62 8,35 80,84 
Tableau II.48 : Facteurs d’importance - Exemple 5 
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Itération n° 1 2 3 4 
Variable 
U1 
U2 
U3 
U4 
U5 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
non 
non 
oui 
oui 
oui 
Tableau II.49 : Démarches d’évaluation des dérivées partielles - GPACE - Exemple 5 
II.4.6 Exemple 6 
Dans cet exemple, on compare les résultats obtenus par les deux méthodes GPACE et 
SRDP sur la poutre en béton armé exposée à la carbonatation analysée dans (Duprat et Sellier 
2006), qui a été présenté dans §II.2.4.4 et §II.3.5.6. Les résultats sont récapitulés dans le 
Tableau II.50. On trouve que les deux méthodes GPACE et SRDP donnent des résultats 
comparables pour l’indice de fiabilité et les coordonnées du point de conception P*. Dans ce 
cas, la méthode GPACE est légèrement plus efficace que la méthode SRDP en termes de 
temps de calcul. En effet, GPACE permet d’économiser le nombre de calculs de la fonction 
d’état limite en ne réévaluant pa les dérivées partielles pour les variables aléatoires U3, U5 à 
partir de l’itération 3 et U2 à partir de l’itération 5. Ce sont des variables qui ont une faible 
influence sur le calcul de βHL (cf. Tableau II.51). Le Tableau II.52 récapitule les démarches 
d’évaluation des dérivées partielles de la fonction d’état limite par rapport aux variables 
aléatoires pour chaque itération. 
Référence/ 
Méthode βHL U1* U2* U3* U4* U5* 
*( )G u  Ne 
GPACE 3,925 3,339 0,078 -2,49×10-3 -2,063 4,78×10-2 -8,69×10-6 26 
SRDP 3,946 3,231 0,335 -3,19×10-2 -2,239 0,113 4,49×10-5 31 
Tableau II.50 : Résultats obtenus - Exemple 6 
Méthode D τ R e Q 
GPACE 72,36 3,95×10-2 4,02×10-5 27,63 1,48×10-2 
SRDP 67,04 0,721 9,82×10-3 32,20 0,082 
Tableau II.51 : Facteur d’importance - Exemple 6 
Itération n° 1 2 3 4 5 6 
Variable 
U1 
U2 
U3 
U4 
U5 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
oui 
non 
oui 
non 
oui 
oui 
non 
oui 
non 
oui 
non 
non 
oui 
non 
oui 
non 
non 
oui 
non 
Tableau II.52 : Démarches d’évaluation des dérivées partielles - GPACE - Exemple 6 
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II.4.7 Conclusions sur les comparaisons 
Les exemples traités dans ces comparaisons ont montré l'intérêt des deux méthodes 
développées ici en termes de précision sur les résultats fiabilistes (indice de fiabilité et 
appartenance du point P* à la surface de défaillance) ainsi qu'en termes de temps de calcul 
(nombre d'appels à la fonction d'état limite). Les résultats obtenus sont dans l'ensemble 
meilleurs que ceux provenant des méthodes précédemment présentées dans la littérature. Les 
résultats de comparaison entre les deux méthodes montrent que la méthode SRDP est plus 
efficace que la méthode GPACE en termes de temps de calcul dans le cas où les variables 
aléatoires ont toutes une influence non négligeable et où le nombre de variables n’est pas très 
étendu. Par contre, dans le cas où l’influence de quelques variables est faible et/ou lorsque le 
nombre de variables aléatoires est grand, la méthode GPACE est plus efficace que la méthode 
SRDP en termes de temps de calcul.  
II.5 Remarques et perspectives 
Dans ce chapitre, nous avons proposé deux méthodes probabilistes efficaces pour la 
fiabilité structurale. L’une est une amélioration de la méthode du gradient projeté, la méthode 
GPACE, l’autre est une méthode de surface de réponse adaptative, la méthode SRDP. La 
méthode GPACE permet l’utilisation efficace de l’algorithme de Rackwitz-Fiessler dans le 
cas où le modèle associé à la fonction d’état limite ne peut être défini qu’avec une certaine 
(im)précision. La méthode SRDP, grâce à deux systèmes de pondération pour les points de 
calage, permet de minimiser le coût de calcul en assurant la précision des résultats. Les deux 
méthodes sont validées par des exemples souvent référencés dans la littérature. Elles montrent 
bien leur efficacité en termes de temps de calcul et de précision par rapport aux autres 
méthodes. Chaque méthode a son avantage. La méthode GPACE est plus efficace que la 
méthode SRDP en termes de temps de calcul dans le cas où le nombre de variables est grand 
et l’influence de quelques variables aléatoires est faible. Par contre, la méthode SRDP est plus 
efficace que la méthode GPACE dans le cas où toutes les variables aléatoires ont une 
influence non négligeable et où le nombre de variables est faible. Par la suite, ces deux 
méthodes sont utilisées pour mesurer la fiabilité sur des problèmes de durabilité d’ouvrages 
en béton. 
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III.1 Introduction 
Ce chapitre apporte des éléments quantitatifs permettant de cerner l’effet de l’incertitude 
sur la grandeur choisie pour qualifier la durabilité des ouvrages de Génie Civil. L’étude 
aborde successivement deux problèmes de durabilité souvent rencontrés dans le domaine du 
Génie Civil : la carbonatation du béton d’enrobage et l’endommagement lié à la perte de 
précontrainte par retrait et fluage du béton d’un ouvrage en béton précontraint. Le premier 
problème nous conduit à proposer en perspective à ce travail un outil basé sur une approche 
probabiliste pour dimensionner l’enrobage des armatures. Ce dernier reste en effet le seul 
moyen pratique (avec un choix particulier du béton, mais à moindre titre) de retarder 
l'avancée de la carbonatation vers les armatures et ainsi de sauvegarder un ouvrage de la 
corrosion des armatures, qui conduit inexorablement à sa dégradation. Le second problème 
nous montre que les conséquences de l’utilisation d’un modèle de fluage réglementaire 
simplifié pour dimensionner une structure en béton précontraint conduit à une perte de 
fiabilité à long terme, en particulier si la durée de service de la structure est grande. 
III.2 Physico-chimie de la carbonatation 
III.2.1 Modèle de carbonatation 
III.2.1.1 Les bases du modèle 
La carbonatation du béton d’enrobage est une cause majeure d’initiation de la corrosion 
des armatures. Le dioxyde de carbone (CO2) présent dans l’air pénètre par diffusion sous 
forme gazeuse dans le réseau poreux du béton. Au contact de la solution interstitielle, le CO2 
provoque une réaction chimique avec la pâte de ciment hydratée. Cette réaction transforme les 
produits d’hydratation, comme la portlandite (Ca(OH)2) et les C-S-H, en carbonates de 
calcium CaCO3. La carbonatation entraîne une baisse du pH (initialement entre 12,5 et 13,5) 
dans la solution interstitielle du béton jusqu’aux environs de 9. La solution interstitielle perd 
sa capacité protectrice envers les armatures qui subissent alors une dépassivation et une 
initiation de la corrosion. 
De nombreux modèles de carbonatation existent. Certains auteurs ont développé des 
modèles simplifiés pour leur commodité numérique (Papadakis et al 1991). D'autres ont 
développé des modèles plus complexes tenant compte des phénomènes de transport des 
espèces dans le milieu poreux du matériau (Isgor et Razaqpur 2004) (Saetta et Vitaliani 2004) 
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(Bary et Sellier 2004) (Thiéry et al 2004). Dans ce paragraphe, nous contribuons également à 
enrichir les modèles de carbonatation en proposant quelques modifications à l’un des modèles 
existants. Ce développement a pour but de mieux comprendre la cinétique de la carbonatation 
et d’améliorer certains aspects de la modélisation de la carbonatation. Ce modèle est basé sur 
l’hypothèse d'un béton insaturé à température constante. Les phénomènes de carbonatation 
pris en compte sont : 
- la diffusion et la perméation de l’eau à travers le milieu poreux ; 
- la diffusion du CO2 dans la phase gazeuse ; 
- la décalcification - dissolution progressive de la portlandite et des silicates de calcium 
hydratés (notés C-S-H) de la pâte de ciment ; 
- la réaction entre les ions calcium et le dioxyde de carbone dissout ; 
- la variation du degré de saturation et de la porosité due à la dissolution de la 
portlandite et à la carbonatation des hydrates par production de calcite. 
III.2.1.2 Réactions chimiques et leurs effets 
Réactions Equilibres Constantes d’équilibre 
Taux 
d’avancement
CO2(g) + H2O   H2CO3 [ ][ ]
2 3
2
H
H CO
K
CO
=  KH = 0,94 rH 
H2CO3 + OH-   HCO3- + H2O [ ]
3
1
2 3
HCO
K
H CO OH
−
−
⎡ ⎤⎣ ⎦= ⎡ ⎤⋅ ⎣ ⎦
 log(K1) = 7,66 r1 
HCO3- + OH-   CO32- + H2O 
2
3
2
3
CO
K
HCO OH
−
− −
⎡ ⎤⎣ ⎦= ⎡ ⎤ ⎡ ⎤⋅⎣ ⎦ ⎣ ⎦
 log(K2) = 3,66 r2 
Ca(OH)2   Ca2+ + 2OH- [ ] [ ]22 −+ ⋅= OHCaK P  log(KP) = -5,19 r3 
Ca2+ + CO32-   CaCO3 2 2
3
1
CK
Ca CO+ −
= ⎡ ⎤ ⎡ ⎤⋅⎣ ⎦ ⎣ ⎦
 log(KC) = 8,36 r4 
OH- + H3O+   2H2O 3WK OH H O− +⎡ ⎤ ⎡ ⎤= ⋅⎣ ⎦ ⎣ ⎦  log(KW) = -14 r5 
Tableau III.1 : Mécanisme réactionnel de carbonatation de la porlandite et les constantes 
d’équilibre 
La carbonatation de la portlandite peut être simplement définie comme la réaction du 
dioxyde de carbone (CO2) avec celle-ci (Ca(OH)2) dans la pâte de ciment. Le mécanisme 
réactionnel de carbonatation de la portlandite est décrit dans le Tableau III.1. Les réactions 
sont caractérisées par des constantes d’équilibre K et par le taux d’avancement de chaque 
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Portlandite 
Calcite 
CO32
Ca2+
OH-
rc
r0
r
Solution
réaction. Les constantes d’équilibre sont données à 25°C et sont tirées des travaux de Cowie 
et Glasser (1991/92) cités dans (Thiéry et al 2004). 
Les taux d’avancement des réactions jouent un rôle important dans la carbonatation du 
béton. On suppose que les taux d’avancement des différentes étapes du mécanisme 
réactionnel du Tableau III.1 sont identiques. Le mécanisme réactionnel de carbonatation de la 
porlandite est donc synthétisé par la réaction chimique suivante : 
 2 2 3 2( ) ( ) ( ) ( ) ( )Ca OH s CO g CaCO s H O liq+ → +  (3.1) 
Le passage en solution du CO2 entraîne une baisse du pH. La production de la calcite 
CaCO3 change la structure poreuse des matériaux cimentaires, par conséquent, la porosité 
diminue. La carbonatation de la portlandite libère une partie de l’eau liquide initialement liée 
sous forme de Ca(OH)2. Par conséquent, le degré de saturation augmente au cours de la 
carbonatation. 
La carbonatation des silicates de calcium hydratés (C-S-H) est possible, elle s’écrit: 
 2 2 2 3 3 2 2 23 2 3 3 2 3 3CaO SiO H O H CO CaCO SiO H O H O− − + → + − +  (3.2) 
D’après Thiéry et al (2004), cette réaction produit une forme de carbonate de calcium plus 
ou moins bien cristallisé par rapport à celui apparaissant lors de la carbonatation de la 
portlandite. Les C-S-H voient leur volume molaire fortement augmenter au cours de la 
carbonatation, ce qui induit une diminution de la porosité. Il est donc nécessaire de prendre en 
compte la réaction des C-S-H dans le modèle de carbonatation même si les C-S-H ont un 
pouvoir tampon sur le pH plus faible que la portlandite. 
III.2.1.3 Cinétique des réactions de carbonatation 
 
 
 
 
 
 
 
Figure III.1 : Amas de portlandite recouvert d’une couche de calcite (Thiéry et al 2004) 
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Dans (Thiéry et al 2004), les auteurs ont établi la cinétique propre de la réaction de 
dissolution de la portlandite en observant les cristaux de portlandite. Les amas de portlandite 
sont assimilés à des sphères. La Figure III.1 illustre la géométrie d’un amas de portlandite 
carbonatée. Le rayon initial des sphères de portlandite est égal à r0. Au cours de la 
carbonatation il diminue à r. La gangue de calcite est de rayon extérieur rc. Les amas de 
portlandite sont recouverts par des couches de calcite et par conséquent la diffusion des 
espèces CO32-, Ca2+, OH- est freinée, ce qui se traduit par une réduction de la vitesse locale de 
carbonatation, celle-ci est estimée par : 
 2 2ln1
P
CH
c
c
Ksr
r rr OH Ca
c r D
− +
⎛ ⎞⎜ ⎟= ⎜ ⎟−⎛ ⎞ ⎡ ⎤ ⎡ ⎤+ ⎣ ⎦ ⎣ ⎦⎝ ⎠⎜ ⎟⎝ ⎠
 (3.3) 
où c est une constante égale à 5,6.10-4 (mol.m-2.s-1), s la surface des sphères de portlandite 
par unité de volume de matériau poreux (m-1) et D est le coefficient qui caractérise les 
propriétés de diffusion des ions à travers la couche de calcite qui recouvre la portlandite 
(mol.m-1.s-1). r, rc et s sont fonction de la fraction molaire nc de Ca(OH)2 carbonatée : 
 2
2
( )
( )
Ca OH
c i
Ca OH
n
n
n
=  (3.4) 
 1/30 (1 )cr r n= −  (3.5) 
 3
2
1/3
0
( )
(1 )CaCOc c c
Ca OH
v
r r n n
v
= − +  (3.6) 
 
2 2
1/3
( ) ( )
0
3 (1 )iCa OH Ca OH cs n v nr
= −  (3.7) 
où i OHCan 2)(  est la teneur en portlandite initiale (mol.m
-3), 
2)(OHCa
n  la teneur en portlandite 
restant au cours de carbonatation, 
3
3 -137 cm .molCaCOv =  le volume molaire de CaCO3 et 
2
3 -1
( ) 33 cm .molCa OHv =  le volume molaire de Ca(OH)2. 
Par ailleurs, en supposant que l’équilibre des réactions chimiques est instantané, à partir 
du Tableau III.1, on peut alors calculer : 
 [ ]
2 2
1 2 2
1 1
H C
OH Ca
K K K K CO
− +⎡ ⎤ ⎡ ⎤ = ⋅⎣ ⎦ ⎣ ⎦  (3.8) 
avec [CO2] la concentration de CO2 en phase gazeuse (mol/L). Si CO2 est considéré 
comme un gaz parfait, on obtient : 
Chapitre III : Applications à la durabilité des ouvrages 120  
 
 [ ]2 1000c
pCO
RT
=  (3.9) 
où pc est la pression de CO2 (Pa), R la constante de gaz parfait (m3.Pa.mol-1K-1) et T la 
température absolue (°K). 
En introduisant (3.9) dans (3.8), on obtient : 
 
2 2
1 2
1 1000
H C c
RTOH Ca
K K K K p
− +⎡ ⎤ ⎡ ⎤ = ⋅⎣ ⎦ ⎣ ⎦  (3.10) 
Finalement, le taux d’avancement de la réaction de Ca(OH)2 avec CO2 est : 
 1 2ln
1 1000
P H C
CH c
c
c
K K K K Ksr p
r rr RT
c r D
⎛ ⎞= ⎜ ⎟−⎛ ⎞ ⎝ ⎠+ ⎜ ⎟⎝ ⎠
 (3.11) 
L’influence de l’état hydrique du béton sur la dissolution du CO2 dans l’eau est très 
importante. En considérant cette influence, le taux d’avancement de la réaction de Ca(OH)2 
avec CO2 devient : 
 1 2( ) ln
1 1000
P H C
CH gl r c
c
c
K K K K Ksr k S p
r rr RT
c r D
⎛ ⎞= ⎜ ⎟−⎛ ⎞ ⎝ ⎠+ ⎜ ⎟⎝ ⎠
 (3.12) 
où kgl(Sr) est un facteur de réduction qui agit sur la dissolution de CO2 gazeux dans l’eau. 
kgl(Sr) est une fonction du degré de saturation : 
 ( ) (1 )   avec    gl r r rk S S S
α β
αα β α αξ ξ β α β
+−⎛ ⎞⎛ ⎞= − = ⎜ ⎟⎜ ⎟+⎝ ⎠⎝ ⎠  (3.13) 
dans lesquelles, α et β sont deux paramètres positifs. Bary et Sellier (2004) ont choisi α = 
β = 1,5 partant de la constatation expérimentale que l’accessibilité du CO2 entre la phase 
gazeuse et la phase liquide est maximale avec un degré de saturation voisin de 60%. 
Cependant, un tel choix semble entraîner la sous-estimation du taux de réaction du CO2 avec 
les hydrates lorsque le degré de saturation dépasse 60%. On propose donc d’utiliser une 
variante de cette équation en supposant que la dissolution de CO2 reste maximale pour un 
degré de saturation supérieur à 60%. La relation entre kgl(Sr) est illustrée sur la Figure III.2 : 
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Figure III.2 : Evolution de la fonction kgl(Sr) 
La cinétique de carbonatation des C-S-H est fonction de la concentration en H2CO3 en 
phase liquide : 
 [ ]2( )CSH HCSH gl r r
CSH
n Kr k S S CO
t
φ τ= = −∂  (3.14) 
où rCSH est le taux d’avancement de la réaction du CO2 avec les C-S-H , nCSH est la teneur 
en C-S-H du matériau (mol/m3), φ la porosité, Sr le degré de saturation et τCSH est le temps 
caractéristique de la réaction chimique (3.2). D’après Grandet (1975) cité dans (Thiéry et al 
2004), 3000=CSHτ s. 
Si au lieu de la concentration en CO2, on préfère utiliser la pression partielle du CO2 
comme variable, l’équation (3.14) devient : 
 ( )CSH cHCSH gl r r
CSH
n pKr k S S
t RT
φ τ= = −∂  (3.15) 
Dans le modèle de Thiéry et al (2004), la carbonatation de la portlandite et celle des C-S-
H sont simultanées mais de vitesses différentes. Néanmoins, ce modèle paraît sous-estimer la 
profondeur de carbonatation lorsque le temps augmente. Donc, dans le modèle proposé, on 
considère que les C-S-H se carbonatent une fois que la portlandite a été intégralement 
consommée. Cela correspond au résultat thermodynamique proposé par Chaussadent (1999), 
et constitue une hypothèse également retenue dans la modèle de Bary et Sellier (2004). 
III.2.1.4 Equations de conservation de masse 
L’humidité relative du béton joue un rôle clé dans le processus de carbonatation : trop 
faible, elle ne permet pas la dissolution du CO2 dans la solution interstitielle ; trop forte, elle 
empêche la diffusion du CO2 dans la porosité non saturée. La réaction de carbonatation des 
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hydrates modifie l’humidité relative par un relâchement d’eau libre (réaction (3.1)) ainsi que 
par une diminution de la porosité, due à la supériorité du volume molaire de la calcite par 
rapport à ceux des hydrates. Il est donc nécessaire, pour modéliser le phénomène de 
carbonatation, de considérer simultanément transport et consommation de CO2, transport et 
production d’humidité. Le modèle de carbonatation repose ainsi, à température constante, sur 
la résolution de deux équations différentielles de diffusion non-linéaires couplées, gérant 
l’une le transport d’eau et l’autre le transport du dioxyde de carbone. 
III.2.1.4.1 Equation de conservation de la masse d’eau 
L’équation générale de conservation de masse intégrant le terme source issu de la 
solubilisation des hydrates du ciment s’écrit (Bary et Sellier 2004) : 
 [ ]l r l lS div J St
ρ φ∂ + =∂  (3.16) 
où le flux massique de l’eau Jl est déterminé par la loi de Darcy : 
 int ( ) ( ) ( )ll rl r l
kJ k S grad pφ ρη= −  (3.17) 
où ρl est la masse volumique de l’eau (kg/m3), φ la porosité du béton, Sr le degré de 
saturation, Sl le terme source (kg.m-3.s-1), kint la perméabilité intrinsèque du matériau (m2), η 
la vitesse dynamique de l’eau (kg.m-1.s-1), krl(Sr) un coefficient qui permet de tenir compte de 
la saturation en eau du béton et pl la pression de l’eau (Pa). 
On considère que kint dépend de la porosité par l’expression suivante, tirée des travaux de 
Van Genuchten (1980) cités dans (Bary et Sellier 2004) : 
 
3 2
0 0
int int
0
1
1
k k φφφ φ
⎛ ⎞ ⎛ ⎞−= ⎜ ⎟ ⎜ ⎟−⎝ ⎠⎝ ⎠
 (3.18) 
où k0int est la perméabilité intrinsèque du matériau dans son état non carbonaté, c’est à dire 
lorsque sa porosité est φ0. 
krl(Sr) est estimé par la fonction suivante proposée par Van Genuchten (1980) et utilisée 
par Baroghel-Bouny et al (1999) pour les matériaux cimentaires : 
 
21/( ) 1 (1 )m mrl r r rk S S S⎡ ⎤= − −⎣ ⎦  (3.19) 
où m est un paramètre scalaire. 
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La pression de l’eau est reliée à l’humidité relative par la loi de Kelvin  en négligeant la 
pression de la phase gazeuse (Baroghel-Bouny et al 1999), il vient : 
 [ ]
2
ln ( )l l r r
H O
RTp h S
M
ρ= −  (3.20) 
avec OHM 2  la masse molaire de la vapeur d’eau (kg/mol), hr(Sr) l’humidité relative. 
Dans les phénomènes où l’humidité relative du béton varie, tel que celui de la 
carbonatation, il est en principe nécessaire de recourir dans la modélisation à une isotherme de 
sorption-désorption du matériau, ainsi qu’à une modélisation du passage d’une branche à 
l’autre de l’isotherme, ce passage étant différent en humidification et en séchage. Outre la 
difficulté d’obtention des points expérimentaux, à partir desquels on peut établir les équations 
empiriques des branches de l’isotherme, se présentent des complications numériques dues à la 
nécessité de déterminer au cours des calculs la branche de l’isotherme sur laquelle doit se 
situer le point décrivant l’état du matériau, en tous temps et en tous lieux géométriques. Il 
peut être illusoire d’espérer une convergence des calculs dans le cas par exemple où les 
itérations de calcul conduisent en un point du maillage à une humidification et à un séchage 
apparents alternés. Il devient alors nécessaire d’introduire une approximation dans la 
modélisation, afin de rendre celle-ci possible et néanmoins réaliste. Le recours à une branche 
intermédiaire entre celles de sorption et de désorption est une solution fréquemment utilisée, 
introduisant un biais d’autant plus acceptable que les branches réelles de l’isotherme sont 
proches l’une de l’autre. L’expression de l’isotherme hr(Sr) est ici définie point par point à 
partir de résultats expérimentaux. 
Connaissant hr(Sr)  l’équation (3.17) peut être réécrite comme suit : 
 ' 'int ( ) ( ) ( ) ( ) ( )ll rl r l r r r r
kJ k S p h h S grad Sφ ρη= −  (3.21) 
Dans laquelle, f’(x) correspond à la dérivée partielle de la fonction f par rapport à x. On 
obtient donc : 
 
2
2
'int ( ) 1( ) ( ) ( )ll rl r r r r
H O r
k RTJ k S h S grad S
M h
φ ρ
η=  (3.22) 
On peut écrire l’équation (3.22) sous forme suivante : 
 ( )l l rJ D grad S=  (3.23) 
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      avec : 
2
2
'int ( ) 1( ) ( )ll rl r r r
H O r
k RTD k S h S
M h
φ ρ
η=  (3.24) 
Finalement, l’équation de conservation de masse d’eau (3.16) s’écrit sous forme suivante : 
 [ ]( )l r l r lS div D grad S St
ρ φ∂ + =∂  (3.25) 
Le terme Sl correspond à un apport d’eau par solubilisation - décalcification progressive de 
la portlandite. D’après la réaction (3.1) : 
 
2l H O CH
S M r= ×  (3.26) 
où rCH est le taux d’avancement de dissolution de Ca(OH)2 calculé par l’équation (3.12). 
III.2.1.4.2 Equation de conservation de la masse du dioxyde de carbone 
Le transfert du gaz CO2 se fait par diffusion. L’équation de conservation de CO2 s’écrit en 
considérant le bilan de CO2 incluant le terme diffusif et le CO2 consommé par la réaction de 
carbonatation des hydrates : 
 [ ]( (1 ))c r c cS div J St ρ φ
∂ − + =∂  (3.27) 
où ρc est la masse volumique de CO2 (kg/m3), φ la porosité du béton, Sr le degré de 
saturation, Jc le flux massique de CO2 et Sc le terme de source de l’équation dû à la 
consommation du CO2 par le calcium pour former de la calcite (kg.m-3.s-1). 
Le flux massique de CO2 s’exprime sous la forme suivante : 
 ( , ) ( )cc r c c
MJ f S D grad p
RT
φ= −  (3.28) 
dans laquelle, f(φ, Sr) est le facteur de résistance à la diffusion, Dc le coefficient de 
diffusion intrinsèque de CO2 dans le milieu poreux, pc la pression partielle du CO2 dans le gaz 
contenu dans l’espace poreux (Pa) et Mc est la masse molaire de CO2 (kg/mol). 
Le facteur de résistance à la diffusion f(φ, Sr) traduisant l’effet global de la porosité et du 
degré de saturation du béton sur le coefficient de diffusion du CO2 a la forme suivante (Thiéry 
et al 2004) : 
 2,74 4,2( , ) (1 )r rf S Sφ φ= −  (3.29) 
On peut écrire l’équation (3.28) sous la forme suivante : 
 ( )c c cJ D grad p= −  (3.30) 
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      avec : ( , ) cc r c
MD f S D
RT
φ=  (3.31) 
En considèrant le CO2 comme un gaz parfait, il vient : 
 cc c
M p
RT
ρ =  (3.32) 
Le premier terme dans l’équation (3.27) peut se développer sous la forme suivante : 
 ( (1 ) ) (1 ) (1 )r c c crr c c r
S M pSS p p S
t RT t t t
φ ρ φ φ φ∂ − ∂∂∂⎡ ⎤= − − + −⎢ ⎥∂ ∂ ∂ ∂⎣ ⎦  (3.33) 
Finalement, l’équation de conservation de CO2 s’écrit sous forme : 
 (1 ) ( ) (1 )c c c rr c c c r c c
M p M SS div D grad p S S p p
RT t RT t t
φφ φ∂ ∂∂⎡ ⎤⎡ ⎤− − = − − −⎣ ⎦ ⎢ ⎥∂ ∂ ∂⎣ ⎦  (3.34) 
Le terme source Sc correspond à la consommation de CO2 par les réactions avec Ca(OH)2 
et les C-S-H. D’après les réactions (3.1) et (3.2) : 
 
     si la portlandite existe encore
3    si la portlandite est épuisée
c c CH
c c CSH
S M r
S M r
= ⋅
= ⋅  (3.35) 
III.2.1.5 Résolution numérique des équations de conservation 
Les variables retenues comme inconnues principales du problème sont le degré de 
saturation Sr et la pression pc de CO2 dans le milieu poreux. Les autres variables du problème 
comme le taux d’avancement de la dissolution de Ca(OH)2, le taux d’avancement de la 
réaction des C-S-H avec CO2, la teneur en Ca(OH)2, la teneur en C-S-H, la porosité, les 
coefficients de diffusion et les termes sources s’expriment explicitement en fonction de deux 
inconnues principales en considérant les équations décrites au dessus. 
Les équations (3.25) et (3.34) constituent le système d’équations différentielles non 
linéaires couplées à résoudre. La mise en œuvre de la résolution s’appuie alors sur une 
formulation de Galerkine pour la discrétisation en espace et une méthode d’Euler explicite 
pour la discrétisation en temps. Afin d’obtenir une précision satisfaisante sur les profils de 
calcite en sortie de modèle, le maillage est fortement affiné au voisinage du bord exposé du 
matériau. 
La porosité et les concentrations molaires de portlandite et de gels de C-S-H sont 
recalculées à chaque fin de pas de temps pour le pas de temps suivant, pour lequel elles sont 
considérées constantes.  
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La valeur du pas de temps pour l’itération (k+1) est déterminée à la fin de chaque itération 
(k) de façon à limiter la variation de concentration de portlandite à venir à une fraction choisie 
de la concentration résiduelle, pour l’ensemble des points du maillage : 
 ( ) 2
( )
k 1
k p 1 à N
( )
∆t min CH Ca OH k
CH
n
r
ε
+
=
⎡ ⎤≤ ⎢ ⎥⎢ ⎥⎣ ⎦
 (3.36) 
où εCH est une fraction choisie (εCH = 0,01, par exemple) et 
2( ) k
( )Ca OHn  est la quantité de la 
portlandite résiduelle. 
La porosité diminue dans le temps car le volume molaire de la calcite formée est supérieur 
à ceux de la portlandite et des gels de C-S-H, et s’exprime par : 
 ( ) ( )( )3 20
0 0
t -
t t
CaCO CH CSH CSHCa OHv v r dt v r dtφ φ= − −∆∫ ∫  (3.37) 
où (
23 )(OHCaCaCO
vv − ) vaut 4.10-6 m3.mol-1 et CSHv∆ est l’augmentation du volume molaire 
des gels de C-S-H au cours de la carbonatation, environ égale à 36.10-6 m3.mol-1 (Thiéry et al 
2004). 
Les expressions des concentrations molaires des hydrates sont données par : 
 ( ) ( )
2 2( ) ( )
0 0
   et   t
t t
i i
Ca OH Ca OH CH CSH CSH CSHn t n r dt n n r dt= − = −∫ ∫  (3.38) 
Les quantités φ(t), 
2( )
( )Ca OHn t  et ( )CSHn t  sont également variables dans l’espace. 
L'ensemble de la programmation a été réalisé dans le code Cast3M (http://www-
cast3m.cea.fr). 
III.2.1.6 Validation du modèle de carbonatation 
Afin de valider la modélisation proposée, des comparaisons avec un essai de carbonatation 
accélérée ont été établies. Il s’agit de l’essai décrit dans (Thiéry et al 2004) portant sur une 
éprouvette cylindrique en béton B25 de diamètre 11 cm et de hauteur 10 cm recouverte 
d’aluminium, sauf sur les faces transversales exposées à une pression de CO2 de 5×105 ppm 
dans un air à 65% d’humidité relative. Le béton de rapport E/C=0,84 a été confectionné avec 
du ciment CEM I 52,5 PM ES.  
Le coefficient D qui caractérise la diffusion des ions à travers la couche de calcite est de 
1,2×10-13 mol.m-1.s-1. Cette valeur n'est pas choisie indépendamment de celle retenue pour la 
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taille des amas de cristaux de portlandite de ce béton estimée à r0=60 µm. En effet, 
l'hypothèse d'amas de forme sphérique conduisant à l'expression (3.12) se traduit par un 
ralentissement important de la vitesse de progression du front de carbonatation de la 
portlandite, la gangue de calcite atteignant rapidement une forte épaisseur, en particulier pour 
des amas de petite dimension. La variation de la profondeur de carbonatation exprimée en 
fonction de la racine carrée du temps peut ainsi s'écarter sensiblement d'une droite pour des 
temps d'exposition élevés, alors que la linéarité de celle-ci est bien attestée par les résultats 
expérimentaux. Le couple (D, r0) considéré dans la présente étude permet d'observer la 
linéarité de la variation en fonction de la racine carrée du temps. 
Les teneurs en hydrates du matériau sain sont pour la portlandite 
2( )
1350iCa OHn =  mol.m-3, 
et pour les gels de C-S-H 430iCSHn =  mol.m-3. La porosité initiale du béton est φ0=0,148. Sa 
perméabilité intrinsèque est prise égale à 0 19int 10k
−=  m2. Dans un béton courant, le coefficient 
de diffusion effectif de CO2 estimé par Papadakis et al (1991) est de l’ordre de 10-8 m2.s-1. 
Compte tenu de la forme de la fonction de résistance à la diffusion adoptée pour relier le 
coefficient intrinsèque et le coefficient de diffusion effectif, nous devons adopter un 
coefficient de diffusion intrinsèque Dc=1,4×10-5 m2.s-1. L'isotherme retenue ici est présentée 
sur la Figure III.3. 
Les profils de concentration en portlandite après plusieurs échéances d’exposition sont 
portés sur la Figure III.4. Le profil calculé pour une échéance de 14 jours est bien corroboré 
par les résultats expérimentaux obtenus par ATG (en points noirs). 
 
 
 
 
 
 
 
Figure III.3 : Isotherme de désorption 
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Figure III.4 : Profils calculés de teneur en Ca(OH)2 après 7, 14, 28 et 56 jours de carbonatation. 
Les points sont des résultats expérimentaux obtenus par ATG après 14 jours de carbonatation 
accélérée. 
Le profil de concentration en gels de C-S-H obtenu après épuisement de la portlandite 
carbonatable (ici à une échéance de 56 jours) montre bien le décalage dans l'avancée du front 
de carbonatation par rapport à celui de la portlandite (Figure III.5). 
 
 
 
 
 
 
Figure III.5 : Profil de C-S-H obtenu à 56 jours 
Les profils de porosité traduisent bien que la carbonatation entraîne une diminution 
significative de celle-ci pour les bétons confectionnés avec des ciments CEM I (Figure III.6). 
 
 
 
 
 
Figure III.6 : Profils de porosité calculés à 7, 14, 28 et 56 jours de carbonatation 
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La profondeur de carbonatation est déterminée pour le taux de carbonatation de la 
portlandite correspondant conventionnellement au virage de la phénolphtaléine marquant le 
passage à une valeur du pH inférieure à 9. Cette valeur du taux de carbonatation n’est pas 
unique. Elle dépend de la composition en hydrates du matériau. Les profondeurs calculées 
pour des taux de 60%, 50% et 40% sont présentées sur la Figure III.7. On constate que les 
résultats du modèle correspondant à ces trois taux encadrent les valeurs expérimentales 
obtenues d’après la profondeur de virage de la phénolphtaléine (en points noirs) pour les 
temps supérieurs à 22 jours. La valeur conventionnelle du taux de carbonatation de la 
portlandite pris comme référence pour estimer la profondeur de carbonatation sera fixée par la 
suite à 50%. 
 
 
 
 
 
                                                              
Figure III.7 : Profondeurs carbonatées calculées pour le taux de carbonatation de la portlandite 
40%, 50% et 60% 
III.2.2 Analyse probabiliste 
La carbonatation du béton d’enrobage est considérée comme un élément initiateur de la 
corrosion des armatures. La prévision de la profondeur de carbonatation dans le temps est 
délicate, non seulement du fait de la complexité des phénomènes physico-chimiques mis en 
jeu, mais également en raison de leur caractère aléatoire. En réalité, les paramètres d’entrée du 
modèle de carbonatation, comme les caractéristiques des matériaux, les conditions 
environnementales, présentent un caractère d’incertitude. Ce problème de dispersion doit être 
maîtrisé si l’on souhaite accéder à un bon niveau de performance dans le domaine de la 
durabilité des ouvrages. Dans ce but, l’approche probabiliste présente un grand intérêt. Elle 
permet, intégrant la variation aléatoire de certains paramètres du modèle de calcul, d’estimer 
quantitativement le domaine d’incertitude sur la grandeur choisie pour caractériser la 
durabilité des ouvrages.  
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La démarche actuelle des règlements semi-probabilistes appliqués en France et plus 
largement en Europe consiste, en ce qui concerne la durabilité des ouvrages en béton à l’égard 
des ambiances agressives, à limiter la fissuration (l’ouverture de fissure) et à proposer des 
épaisseurs d’enrobage en fonction de la sévérité de l’ambiance et de la classe de béton 
utilisée. Cette démarche a été adoptée dans l’Eurocode 2 (EC2) (Eurocode 2 2003). Il n’est 
cependant pas fait référence dans l’EC2 à des modélisations permettant de déterminer par 
exemple la profondeur de carbonatation, et leur utilisation n’est pas même suggérée. Le 
corollaire à ceci est l’absence de définition d’une valeur caractéristique des propriétés de 
transfert du béton et l’absence d’état limite concernant la pénétration des agents agressifs dans 
le béton. L’ingénieur désireux d’utiliser un modèle de calcul pour vérifier la validité d’une 
disposition forfaitaire pour un enrobage d’armature, ne dispose d’aucun guide précis, hormis 
l’épaisseur d’enrobage elle-même. La marge de manœuvre lui permettant de rester dans le 
domaine d’applicabilité des règlements n’est pas clairement définie : la plage d’incertitude 
portant à la fois sur les données à utiliser et sur le modèle, de même que l’indice de fiabilité à 
respecter.  
En ce qui concerne ce dernier, il est toutefois possible de se référer à l’indice de fiabilité 
cible recommandé pour les états limites de service, soit β=1,5 pour une durée de vie de 50 
ans. Bien qu’il s’agisse d’états limites mécaniques, comme par exemple un état de contrainte 
dans les armatures, on peut considérer par excès de sécurité qu’un tel état limite aura tôt fait 
d’être atteint, dès que les conditions d’amorçage de la corrosion et par suite de dégradation 
mécanique, sont remplies. 
 Cette extension de l’approche probabiliste aux problèmes de durabilité en Génie Civil est 
émergeante dans le milieu scientifique Français actuel. On peut en effet citer le projet national 
APPLET (http://or.lcpc.fr/applet/) qui soutient et organise des équipes nationales oeuvrant sur 
cette thématique, ainsi que le GIS MRGenCi (http://www.mrgenci.u-bordeaux1.fr/) qui 
favorise la création et la diffusion des connaissances et sensibilise les différents acteurs du 
génie civil à cette problématique, par l'intermédiaire notamment du projet Cyber Ingénierie 
des Risques soutenu par le consortium UNIT. 
Ce chapitre s’inscrit pleinement dans cette démarche, il s’agit en effet d’estimer la 
probabilité de dépassivation des armatures d’un ouvrage en béton armé exposé à un 
environnement agressif. 
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III.2.2.1 Paramètres de dimensionnement 
Le choix de l’épaisseur d’enrobage a été mené conformément à l’EC2. L’ouvrage est 
supposé de classe structurale S4, soumis à une exposition au dioxyde de carbone de classe 
XC4, correspondant à un matériau alternativement humide et sec (EC2 Tableau 4.1) et situé 
dans une grande agglomération où la pression de CO2 est voisine de 3000 ppm. Le béton 
constitutif est de classe C30 (EC2 Annexe E) et autorise pour cette classe d’exposition une 
épaisseur d’enrobage de 30 mm (EC2 Tableau 4.4N). 
III.2.2.2 Conditions aux limites hygrométriques 
L'ouvrage est supposé ne pas être directement exposé à l'eau. L'humidité relative de l'air, 
considérée comme variable dans le temps, mais néanmoins déterministe, a été modélisée à 
partir d'un ensemble de données météorologiques concernant la région toulousaine sur une 
période d'une trentaine d'années. Les valeurs moyennes sur cette période sont portées dans le .  
Mois Humidité (%)
Octobre 
Novembre 
Décembre 
Janvier 
Février 
Mars 
Avril 
Mai 
Juin 
Juillet 
Août 
Septembre
Octobre 
72,7 
80,5 
85,1 
89,4 
82,6 
79,4 
74,7 
75,0 
71,1 
68,7 
68,8 
68,9 
72,7 
Tableau III.2 : Humidité mensuelle (moyenne sur 30 ans) 
Les données permettraient théoriquement de pouvoir modéliser la variation journalière 
voire la variation horaire de l'humidité relative de l'air. Cependant afin de pouvoir recourir à 
des pas de temps pour le modèle de carbonatation ne conduisant pas à des durées de calcul 
excessives tout en apportant une précision satisfaisante, nous avons choisi de modéliser la 
variation de l'humidité relative comme la superposition d'une variation sinusoïdale lente de 
période annuelle et d'une variation sinusoïdale plus rapide d'une période de 2 mois, soit (voir 
la Figure III.8) : 
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où t est exprimé en mois. 
 
 
 
 
 
 
Figure III.8 : Variation annuelle de l’humidité relative de l’air 
III.2.2.3 Propriétés physiques du béton 
Les caractéristiques du béton, tirées de l'étude de Baroguel-Bouny et al (1999), sont les 
suivantes : ciment CEM I dosé à 328,4 kg.m-3, rapport E/C=0,48, porosité initiale φ0=12,2%, 
perméabilité intrinsèque à l’eau 0 21int 3 10k
−= ×  m2, taux de saturation initial Sr0=90%. A partir 
de la composition du ciment, les propriétés suivantes de la pâte de ciment ont été déduites 
selon le modèle d’hydratation de Thiéry et al (2005) : concentration initiale en portlandite 
2( )
1570iCa OHn =  mol.m-3, concentration initiale en gels de C-S-H 660iCSHn =  mol.m-3. Le 
coefficient de diffusion intrinsèque du dioxyde de carbone prend la valeur suggérée dans 
(Papadakis et al 1991), soit Dc=1,64.10-6 m2.s-1. L'isotherme retenue est l'isotherme 
intermédiaire entre les branches de sorption et de désorption présentée sur la Figure III.9. 
 
 
 
 
 
 
Figure III.9 : Isothermes de sorption/désorption du béton BO (Baroguel-Bouny et al 1999) 
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III.2.2.4 Distribution des variables aléatoires 
Les données statistiques n’existent pour aucun des paramètres et des données impliquées 
dans le modèle de carbonatation présenté précédemment. Cependant la variabilité naturelle 
des propriétés de transfert du béton est relativement bien connue, par exemple dans le cas du 
coefficient de diffusion apparent des chlorures dont le coefficient de variation s’échelonne de 
0,3 à 0,7 (Duprat 2004). Nous supposons ici que la variabilité des autres propriétés de 
transfert du béton (perméabilité à l’eau, coefficient de diffusion du CO2) est similaire, de 
même que le type de loi rencontré. Ces différentes hypothèses nous permettent toutefois de 
mettre en œuvre notre approche, le but principal étant ici de démontrer son applicabilité. 
Concernant le réalisme des données, nous pouvons rajouter que le LMDC a entrepris 
plusieurs travaux de recherche (en parallèle à ceux présentés ici) dont l’objectif consiste à 
générer des bases de données expérimentales permettant à moyen terme de fournir les 
informations statistiques nécessaires à l’approche probabiliste. Nous pouvons citer en 
particulier les travaux de Nicolas Hyvert (CERIB-LMDC) sur la carbonatation (Hyvert 2006), 
et ceux de Fabrice Deby (LMDC) (Deby 2007) sur les chlorures.  
De plus, l’insuffisance de données expérimentales complètes sur la carbonatation, 
concernant en particulier l’influence des isothermes de sorption / désorption hydriques, ne 
permet pas encore d’obtenir une statistique réaliste sur l’erreur de modèle. L’imprécision 
introduite dans la modélisation par l’utilisation inévitable d’une isotherme intermédiaire 
unique n’est donc statistiquement pas quantifiable. Cependant, l’incertitude résultant à la fois 
de la variabilité de l’état d’équilibre hydrique du béton et de l’imprécision de mesure du taux 
de saturation doit recouvrir l'écart entre les isothermes de sorption / désorption, noté ∆h(Sr). 
Cet écart est maximal pour Sr≈0,5 et nul pour Sr=0 et Sr=1, ce qui nous permet de modéliser 
la dépendance de ∆h(Sr) au degré de saturation en utilisant une expression parabolique pour 
∆h(Sr) centrée en Sr=0,5 (Figure III.10). L’humidité relative h(Sr) est donc exprimée par : 
 ( )2( ) ( ) 4 ( 0,5) ( ) ( )r r m r r m r mh S h S h S h S h S⎡ ⎤= + ∆ = −⎣ ⎦  (3.40) 
où h(Sr)m est la valeur moyenne de l’humidité relative h(Sr). 
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Figure III.10 : Modélisation de ∆h(Sr) 
D'après la Figure III.9, on peut considérer que ∆h(Sr=0,5)=±0,15. Le point décrivant l'état 
hydrique du béton pouvant se situer n'importe où entre les isothermes de sorption et de 
désorption avec la même probabilité, une loi uniforme pour ∆h(Sr=0,5) est postulée. Cette 
approche revient à prendre en compte dans le modèle probabiliste de carbonatation une erreur 
de modèle sur l’équation de l’isotherme, la distribution des isothermes possible est alors 
centrée sur l’isotherme « moyen » et répartie uniformément entre les isothermes de sorption et 
de désorption. La conséquence sera un accroissement de la probabilité de défaillance calculée 
par le modèle probabiliste. En effet, pour chercher le point de défaillance le plus probable, 
l’algorithme SRQ comme l’algorithme du gradient avec contrôle d’erreur vont chercher 
l’isotherme maximisant la vitesse de carbonatation. En d’autres termes, les méconnaissances 
et défauts de modélisation de l’état hydrique vont se traduire par une augmentation de la 
probabilité de défaillance.  
En ce qui concerne la taille des amas de portlandite, le manque de données nous incite à 
adopter également pour celle-ci une loi uniforme. La plage de variation est choisie en se 
basant sur les travaux de Chaussadent et al (2000). 
Les différentes distributions sont portées dans le Tableau III.3. 
Variable Type de loi Moyenne COV 
Coefficient de diffusion du CO2 Dc lognormale 1,64x10-6 m2.s-1 0,40 
Perméabilité à l’eau 0intk  lognormale 3x10
-21 m2 0,30 
Incertitude sur l'isotherme ∆h(Sr=0,5) uniforme Plage [-0,15 ; 0,15] - 
Taille initiale des amas r0 uniforme Plage [40 µm ; 60 µm] - 
Enrobage des armatures c lognormale 30 mm 0,20 
Tableau III.3 : Distribution des variables aléatoires 
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III.2.2.5 Détermination de l’indice de fiabilité 
La probabilité de dépassivation de l’armature à une date donnée est égale à la probabilité 
pour que la profondeur carbonatée soit supérieure à l’enrobage. La fonction de performance 
nécessaire au calcul de cette probabilité est donc : 
 ( ) ( )( )c 0 0e , , h 0,5 ,c rG X c D K S r= − ∆ =  (3.41) 
où X  représente le vecteur des variables aléatoires physiques et ec(.) symbolise la 
profondeur de carbonatation du béton obtenue par le modèle de carbonatation. 
La probabilité est estimée ici en termes d’indice de fiabilité d’Hasofer-Lind βHL. La 
méthode GPACE présentée dans le chapitre II est utilisée pour mesurer βHL. Le tableau 
suivant présente le nombre d’itérations et le nombre d’appels au modèle éléments finis pour 
différentes échéances. 
Echéance 1 an 10 ans 20 ans 30 ans 
Nombre d’itérations 5 5 4 4 
Nombre d’appels 25 24 21 20 
Tableau III.4 : Nombre d’appels mécaniques 
Le nombre d'appels au modèle de carbonatation est relativement faible : 4 ou 5 itérations 
sont nécessaires à la détermination de βHL. On constate bien sur cet exemple l'intérêt de 
disposer d'un algorithme probabiliste globalement convergent, réduisant au mieux le nombre 
d'appels au modèle mécanique tout en assurant une précision satisfaisante du résultat. 
La variation de l’indice de fiabilité βHL dans le temps est portée sur la Figure III.11.  
 
 
 
 
 
 
Figure III.11 : Variation de l’indice de fiabilité dans le temps 
Les résultats montrent que l’indice de fiabilité d’Hasofer-Lind βHL décroît 
significativement dans le temps. Ce dernier passe en-deçà de la valeur recommandée par 
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l’EC0 avant une échéance de 30 ans. On constate donc, dans le cadre des hypothèses 
formulées ici, que l’épaisseur d’enrobage recommandée n’est pas satisfaisante pour la durée 
d’utilisation prévue de l’ouvrage (50 ans). 
Echéance Dc (m2.s-1) 0intk  (m
2) r0 (µm) ∆h(0,5) c (mm) 
U* 1,8086 -0,29149 -0,0765 1,1134 -1,5731 10 ans 
X* 3,05x10-6   2,48x10-21  49,39 0,110       21,5 
U* 0,91568 0,02814 -0,01082 0,63491 -0,3707 30 ans 
X* 2,17x10-6   2,81x10-21 49,91   0,071  27,3 
Tableau III.5 : Point de défaillance le plus probable pour plusieurs échéances 
Dans le Tableau III.5 sont données les coordonnées en espace physique et en espace 
standardisé du point de défaillance le plus probable aux échéances 10 ans et 30 ans. A une 
échéance de 10 ans, l'atteinte des armatures par le front de carbonatation correspond à une 
situation où l'enrobage est particulièrement faible, le coefficient de diffusion sensiblement 
élevé et où l'isotherme "effectif" est proche de l'isotherme d'adsorption (béton sec) : cette 
situation a une probabilité d'occurrence de l'ordre de 3,9 ‰. A une échéance de 30 ans, la 
situation critique précédente survient pour des valeurs du coefficient de diffusion et de 
l'enrobage beaucoup plus proches des valeurs moyennes, et pour un état hydrique "effectif" du 
béton également assez proche de son état "moyen" : il en résulte une probabilité d'occurrence 
de la situation élevée, de l'ordre de 120 ‰, jugée inacceptable au sens des Eurocodes.  
L’influence des variables aléatoires sur l’indice de fiabilité, c'est-à-dire leurs poids 
probabilistes respectifs, est traduite dans le Tableau III.6 par les facteurs d’importance 
normés.  
Variable Dc 0intk  r0 ∆h(Sr=0,5) c 
10 ans 46,23 1,20 0,08 17,52 34,97 
30 ans 60,76 0,06 0,01 29,21 9,96 
Tableau III.6 : Facteurs d’importance normés pour plusieurs échéances (%) 
On peut distinguer deux groupes de variables parmi celles choisies dans l'analyse. Les 
variables dont l'incidence est faible sont la taille des amas de portlandite r0 et la perméabilité à 
l'eau 0intk . Il peut paraître étonnant que ce dernier ait un rôle mineur, qui se comprend 
cependant facilement si l'on considère l'état hydrique relativement peu chargé du matériau et 
surtout l'absence d'une pression capillaire significative. La perméabilité à l'eau aurait 
vraisemblablement joué un rôle plus important si le béton avait pu subir une imprégnation 
directe d'eau liquide. Les variables dont l'incidence est fortement marquée sont le coefficient 
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de diffusion du CO2 Dc, l'incertitude sur l'isotherme ∆h(Sr=0,5) et l'enrobage c. L'influence de 
ce dernier diminue lorsque l'échéance passe de 10 ans à 30 ans au profit du rôle joué par les 
deux autres. Ainsi, pour une échéance élevée, la protection des armatures contre la corrosion 
passe davantage par une bonne connaissance de l'état hydrique du béton et de ses propriétés 
de transfert que par une valeur précise de l'enrobage. 
A partir des valeurs de l'incertitude sur l'isotherme ∆h(Sr=0,5) au point de défaillance le 
plus probable, il est possible de connaître les isothermes critiques correspondantes. Celles-ci 
sont portées sur la Figure III.12. Etant donnée la forte valeur du taux de saturation initial du 
béton, la situation hydrique critique du matériau à l'égard de la carbonatation est celle qui 
privilégie la diffusion du CO2, et donc qui maximise le facteur f(φ,Sr) (voir (3.29)), en 
particulier dans la zone externe, la zone interne restant quant à elle suffisamment humide au 
voisinage du front de carbonatation pour favoriser cette dernière. Les isothermes critiques se 
trouvent ainsi décalées vers la droite de l'isotherme intermédiaire, c'est-à-dire du côté de 
l'isotherme d'adsorption. Dans une phase de conception d'ouvrage, c'est donc cette dernière 
qu'il conviendrait d'estimer pour valider à long terme des dispositions constructives. 
 
 
 
 
 
 
 
Figure III.12 : Isothermes intermédiaire et critiques pour plusieurs échéances 
III.2.2.6 Conclusion sur l’analyse probabiliste 
L’indice de fiabilité relatif à l’atteinte des armatures par le front de carbonatation, 
permettant une initiation de la corrosion des armatures d’un ouvrage a été estimé, ce qui 
confirme l’applicabilité de l’approche probabiliste à ce type de problème.   
Il s’agit d'un ouvrage situé en zone urbaine et soumis à une hygrométrie extérieure 
variable, typique de la région toulousaine. L’épaisseur d’enrobage des armatures a été choisie 
conformément à l’EC2 pour ce type de dégradation, et pour la classe de résistance du béton 
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choisi. Bien que les conditions hydriques du béton retenu pour le calcul ne soient pas les plus 
favorables au transport du CO2 (fort degré de saturation initial), il apparaît que l’indice de 
fiabilité décroît sensiblement au cours du temps, passant en-deçà de la valeur seuil 1,5 
préconisée pour les états limites de service avant l’échéance de 30 ans. L'approche 
probabiliste a permis de mettre en évidence le rôle crucial que jouent le coefficient de 
diffusion du CO2 et l'enrobage vis-à-vis de la protection des armatures, mais également celui 
non moins important joué par l'état hydrique du matériau, caractérisé dans notre étude par une 
isotherme intermédiaire entre les isothermes de sorption / désorption, affectée par une 
incertitude aléatoire.  
Une autre étude sur l’approche probabiliste de la durabilité des ouvrages en béton exposés 
à la carbonatation a été présentée dans (Duprat et al 2005). Enfin, notons que suite à nos 
travaux sur la carbonatation, N. Hyvert s’intéresse désormais à une modélisation simplifiée de 
la carbonatation atmosphérique (ne retenant comme paramètres probabilisés que ceux ayant 
un facteur d’importance normé significatif). Il construit également une base de données 
consistante pour les applications industrielles (collaboration CERIB-LMDC), et met au point 
un outil de dimensionnement probabiliste pour l’enrobage des produits préfabriqués en béton. 
Son travail doit conduire à proposer aux instances de normalisation des règles de 
dimensionnement basées sur un modèle de carbonatation simplifié alimenté par un jeu de 
paramètres probabilisés issus de la base de données expérimentales.  
III.3 Mécanique non linéaire - Dégradation mécanique d’un 
ouvrage en béton 
Cette seconde application a pour objectif de démontrer l’applicabilité de notre approche 
probabiliste dans le cas d’un modèle aux éléments finis intégrant des non linéarités 
mécaniques (endommagement) et une dépendance de la réponse du modèle au temps (séchage 
et fluage de dessiccation). 
III.3.1 Principes généraux du modèle  
La prévision de la durabilité des ouvrages en béton précontraint nécessite l’évaluation du 
retrait et du fluage qui permet de calculer les pertes de précontrainte des câbles à l’origine des 
problèmes d’endommagement.  
Un béton en tant que matériau de structures peut subir différentes déformations, variables 
au cours du temps, schématisées sur la Figure III.13. 
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Figure III.13 : Déformation d’un béton soumis à une charge constante dans le temps. Principe 
de sommation du fluage propre, du fluage de dessiccation et du retrait libre (Bissonnette 1996) 
Dans ce travail nous proposons de prendre en compte ces différentes déformations ainsi 
que leur interaction avec l’endommagement via un modèle de comportement du matériau 
développé par Sellier (2006). Ce modèle est capable de gérer l’état d’endommagement et le 
comportement visco-élastique non linéaire à l’origine du fluage. Il considère l’anisotropie de 
la fissuration et les interactions de l’endommagement avec le retrait et le fluage du béton. Le 
modèle d’endommagement est détaillé dans (Sellier 2006). Ici, nous ne présentons que 
brièvement le modèle de retrait et le modèle de fluage. 
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III.3.1.1 Modèle de fluage 
Le fluage est défini comme une variation de déformation, en fonction du temps et du 
niveau de chargement, qui intervient après la déformation instantanée lors de l’application 
d’une charge constante et maintenue. La déformation de fluage est conventionnellement 
décomposée en une déformation de fluage propre et une déformation de fluage de 
dessiccation. 
III.3.1.1.1 Fluage propre 
Le fluage propre est la variation de la déformation par rapport à la déformation élastique 
initiale, dans des conditions où il n’y a pas d’échange hydrique avec l'extérieur. En constatant 
que le fluage n’a pas de limite, Sellier (Sellier 2006) utilise un modèle rhéologique non 
linéaire pour modéliser le fluage propre du béton. Ce modèle comprend en série un corps 
élastique endommageable pour le comportement instantané, un solide de Kelvin Voigt 
linéaire pour la modélisation du fluage réversible et un liquide de Maxwell avec une viscosité 
non linéaire pour modéliser le fluage à long terme. Ce modèle est schématisé sur la Figure 
III.14 : 
 
 
 
 
 
 
Figure III.14 : Modèle rhéologique de fluage (Sellier 2006) 
Les contraintes et les déformations sont divisées en parties sphériques (VEPs) et 
déviatorique (VEPd). Sur la Figure III.14, Pw est la pression hydrique et Pg la pression due à 
une éventuelle phase néoformée (Rag, ettringite, etc.) 
Les vitesses de déformation dans le modèle rhéologique sont partitionnées en : 
 KV Me= + +ε ε ε ε& & & &  (3.42) 
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où ε est la déformation totale, εe la déformation élastique, εKV la déformation de fluage 
réversible modélisée par le solide de Kelvin Voigt et εM la déformation de fluage permanent 
modélisée par le liquide non linéaire de Maxwell. 
La contrainte effective transitant sur tous les étages du modèle admet une décomposition 
en partie élastique et partie visqueuse au niveau du solide de Kelvin Voigt : 
 KVe KVvσ σ σ= +%  (3.43) 
La non-linéarité introduite dans le liquide de Maxwell a pour objectif de rendre compte de 
la diminution de la vitesse de fluage observée à long terme. Cette non-linéarité est 
physiquement due à deux phénomènes complémentaires, une consolidation due aux 
contraintes sphériques et un écrouissage par cisaillement : 
- Sous l’effet de la contrainte sphérique de compression, les feuillets de CSH se 
rapprochent et la porosité diminue, entraînant une diminution de la vitesse des 
transferts hydriques d’une part et une augmentation de la viscosité apparente des CSH 
d’autre part. 
- Les zones sujettes au fluage se cisaillent jusqu’à ce qu’un obstacle rigide (granulat ou 
autre hydrate mieux cristallisé) limite leur déformation. 
Le fluage est décomposé en une partie sphérique et une partie déviatorique : 
 f s dε= +ε I ε  (3.44) 
où εf, εs et εd sont les déformations totale de fluage propre, de fluage sphérique et de 
fluage déviatorique, respectivement définies par : 
 
( ) / 3s f
d f s
trε
ε
⎧ =⎪⎨ = −⎪⎩
ε
ε ε I
 (3.45) 
Cette partition permet d’une part de considérer que les viscosités et les raideurs en 
compressibilité et cisaillement sont indépendantes, et d’autre part d’envisager des 
phénomènes de consolidation différents pour le tassement sphérique et pour l’écrouissage par 
glissement (partie déviatorique du modèle), il est également possible de rendre compte 
facilement de l’effet de consolidation sphérique sur l’augmentation de la viscosité 
déviatorique. L’effet de la consolidation sur la viscosité permet également de rendre compte 
de l’influence de la pression capillaire (et donc du retrait) sur la vitesse de fluage. En effet, le 
modèle rhéologique étant écrit en contrainte effective au sens de la poromécanique, la 
pression hydrique apparaît comme un chargement appliqué à ce modèle (Pw sur la Figure 
Chapitre III : Applications à la durabilité des ouvrages 142  
 
III.14). Le retrait est donc une manifestation rhéologique de l’effet de dépression capillaire. 
Ce retrait s’applique à la partie sphérique du modèle, il provoque une contraction qui à son 
tour induit une consolidation traduite dans le modèle par une augmentation de la viscosité et 
donc une diminution de la vitesse de fluage. Afin de limiter la contraction due à la 
déformation de fluage sphérique, une consolidation limite lsM )(ε  est introduite. En dessous de 
celle-ci la viscosité )(sMη  du corps de Maxwell du modèle associé à la déformation sphérique 
devient infinie et le fluage sphérique cesse de se produire. La loi d’évolution de la viscosité en 
fonction de la déformation dans le corps de Maxwell « sphérique » est alors donnée par 
l’équation suivante : 
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ε
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⎛ ⎞− −⎜ ⎟⎝ ⎠= ⎛ ⎞ ⎛ ⎞− −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠1444442444443
 (3.46) 
Dans laquelle lsM )(ε  est la valeur absolue de la déformation limite de fluage sphérique, 
ksM )(ε  est une déformation caractéristique gérant la vitesse de consolidation et )*(sMε  est la 
déformation équivalente de consolidation dans le corps de Maxwell du schéma rhéologique 
associé au fluage sphérique. Ccs est le coefficient de consolidation par déformation sphérique. 
Notons à ce niveau que si la déformation sphérique est positive, l’équation (3.46) traduit 
une déconsolidation du béton se manifestant dans le modèle par une diminution de la viscosité 
et donc une augmentation de la vitesse de fluage, faisant apparaître un fluage tertiaire de 
traction à long terme. 
Enfin, partant du principe que la consolidation sphérique contribue à augmenter la 
viscosité en cisaillement, Sellier (2006) propose d’affecter à cette dernière des effets cumulés 
de la consolidation sphérique et de « l’écrouissage » déviatorique : 
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⎛ ⎞⎜ ⎟= ⎜ ⎟⎝ ⎠1231442443
 (3.47) 
Dans cette expression, l’exposant (d) signifie qu’il s’agit d’une grandeur associée au 
fluage déviatorique et (s) sphérique, )(dMijε est donc la déformation déviatorique équivalente de 
consolidation dans le corps de Maxwell du modèle associé au fluage déviatorique, ( )M d kε  est 
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une déformation caractéristique utilisée comme paramètre de calage. dijCc est le coefficient de 
consolidation par déformation déviatorique. 
Dans le cas d’un béton non évolutif chimiquement, les équations du comportement 
rhéologique sont présentées ci-dessous : 
- Pour la déformation sphérique : 
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 (3.48) 
où 0k  est le module de compressibilité élastique, KVk  le module de compressibilité de 
l’étage de Kelvin Voigt associé au fluage réversible, )(sKVη  la viscosité du solide de Kelvin 
Voigt et ( )M sη  la viscosité du fluide de Maxwell. 
- Pour la déformation déviatorique : 
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 (3.49) 
Avec G0 le module élastique en cisaillement, GKV le module de cisaillement associé au 
fluage déviatorique réversible, )(dKVη  la viscosité pour le fluage déviatorique réversible et 
)(dMη  la viscosité non linéaire associée au fluage déviatorique permanent. 
III.3.1.1.2 Fluage et retrait de dessiccation 
S’il y a échange hydrique durant le chargement, on considère habituellement que le retrait 
de dessiccation et le fluage de dessiccation s’ajoutent au fluage propre. Dans son approche, 
Sellier (2006) suppose que le retrait et le fluage de dessiccation ne peuvent pas être dissociés 
mais doivent être considérés comme les effets couplés de la dépression capillaire et du 
chargement externe sur le modèle de fluage propre. Ces considérations conduisent à 
modéliser l’ensemble des phénomènes capillaires par une seule équation issue de la poro-
mécanique des milieux non saturés : 
 ' 0 1w II I w
fd
b Pσσ σ σ
⎛ ⎞= − −⎜ ⎟⎜ ⎟⎝ ⎠
 (3.50) 
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Dans cette équation wP  est la dépression capillaire issue de la combinaison de la loi de 
Kelvin et des isothermes de désorption, 0wb  est le coefficient de Biot du milieu non saturé 
non chargé, 'Iσ  est une contrainte principale effective au sens de la poromécanique (elle est 
issue des branches sphérique et déviatorique du modèle rhéologique décrit précédemment). Le 
terme entre parenthèse traduit la dépendance du coefficient de Biot à l’état de contrainte :  
fdσ  est un paramètre de calage (contrainte de calage pour le fluage de dessiccation). Lorsque 
la contrainte externe Iσ  est négative, le coefficient de Biot augmente. Ce phénomène est 
attribué à une mise en précontrainte du matériau (empêchant les microfissurations inter 
granulaires dans la matrice cimentaire générées par les dépressions capillaires) conduisant à 
une meilleure transmission des dépressions capillaires intra poreuse vers le squelette solide du 
béton. Ainsi, plus la contrainte de compression externe augmente (en intensité), plus le 
coefficient de Biot est grand et plus la contrainte hydrique transmise au squelette solide 
augmente. Comme le squelette solide est viscoélastique non linéaire, il flue ce qui engendre 
un retrait dont la vitesse et l’amplitude dépendent de l’état de contrainte externe.  
III.3.1.2 Endommagement du béton 
L’endommagement du béton est caractérisé par sa fissuration. L’endommagement de 
traction ou de compression est calculé par l’expression suivante (Sellier et al 2003). 
 11 exp
s
s
s
m
d
s i
i s u
d
m
σ
σ
⎛ ⎞⎛ ⎞⎜ ⎟= − − ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
%
%
 (3.51) 
où i = {1,2,3} représente la direction principale de la contrainte seuil; l’exposant ‘s’ peut 
prendre la valeur ‘t’ si la formule est utilisée pour estimer l’endommagement de traction ou 
‘c’ s’il s’agit de compression ; ms est un paramètre de matériau d’autant plus grand que le 
matériau est fragile ; 
suσ%  est assimilable à une cohésion ; sdiσ  est une contrainte seuil en 
traction issue du critère de Rankine orthotrope (Sellier 2006). En pratique, ms et 
suσ%  peuvent 
être calculés à partir de l’endommagement expérimental mesuré pour une décharge à partir du 
pic de la loi de comportement.  
III.3.1.3 Mise en oeuvre numérique 
Le modèle d’endommagement a été implanté par Sellier (2006) dans le code Cast3M en 
tenant compte d’un couplage chemo-hydro-mécanique sous la forme faible, c’est à dire que 
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les équations hydriques et celles de la mécanique sont résolues séparément. Le déroulement 
des calculs chemo-mécaniques couplés est le suivant : 
- Partition des déformations d’origine mécanique en parties sphérique et déviatorique ; 
- Chargement des variables internes rhéologiques (déformations, coefficients de 
consolidations) ; 
- Actualisation des paramètres mécaniques en fonction des champs chimique, hydrique 
et de température ; 
- Partition des déformations en parties élastique, partie visco-élastique et partie 
purement visqueuse par résolution du modèle rhéologique ; 
- Calcul des contraintes effectives par intégration des incréments issus du modèle 
rhéologique ; 
- Actualisation des variables internes du modèle rhéologique ; 
- Partition des contraintes effectives en traction et en compression ; 
- Chargement des variables internes du modèle d’endommagement (tenseur du second 
ordre en traction, valeur scalaire en compression) ; 
- Actualisation des endommagements de traction et de compression ; 
- Calcul des pressions hydrique en fonction des champs de séchage et de déformation ; 
- Calcul des contraintes apparentes (qui sont renvoyées au code éléments finis pour le 
calcul du résidu et la procédure globale de traitement des non linéarités). 
III.3.2 Passerelle en béton précontraint 
Nous présentons ci-dessous l’étude de cas qui a servi à illustrer notre application. 
III.3.2.1 Caractéristiques de la passerelle  
La passerelle est constituée de deux travées de 40 m. Le tablier, coulé en place, est 
constitué de deux nervures coiffées par une dalle de 0,2 m d’épaisseur moyenne et de 8 m de 
largeur. La hauteur totale du tablier est de 1,5 m (Figure III.15). Il s’agit de déterminer la 
tension P et le fuseau de passage des câbles de précontrainte. Le béton utilisé est de type 
C40/50 dont la résistance caractéristique en compression est fck = 40 MPa, la résistance 
moyenne en compression est fcm = 48 MPa et la résistance caractéristique en traction est fctm = 
0,6 + 0,06fck = 3 MPa (BPEL 91). La mise en tension de l’ensemble des câbles est effectuée à 
7 jours de durcissement du tablier (la résistance en compression atteint environ 35 MPa). La 
précontrainte est alors effectuée par post-tension. 
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Figure III.15 : Schématisation de la structure 
III.3.2.1.1 Caractéristiques géométriques de la section 
- Aire : B = 2,89 m2. 
- Moment d’inertie : I = 0,5536 m4. 
- Position de l’axe neutre : v = 0,411 m (distance entre l’axe neutre et la fibre supérieure 
de la section) et v’ = 1,089 m (distance entre l’axe neutre et la fibre inférieure de la 
section). 
- Rendement : ρ = 0,428. 
III.3.2.1.2 Actions 
L’ouvrage est soumis à : 
- son poids propre : G = 2,89×25000 = 72,25 KN/m. 
- une charge permanente (équipement et revêtement) : S = 12 KN/m. 
- une charge d’exploitation : Selon Eurocode 1 (1996), qfk = 5 KN/m2. Mais la portée de 
la passerelle est supérieure à 10 m. On prend donc : 
 2 21202,5 / 2,0 5,0 /
30fk sj
KN m q KN m
L
≤ = + ≤+  (3.52) 
Lsj = 40m, donc Q = qfk = 3,71 KN/m2. 
III.3.2.1.3 Tracé du câble de précontrainte équivalent 
Chapitre III : Applications à la durabilité des ouvrages 147  
 
-1
-0,8
-0,6
-0,4
-0,2
0
0,2
0,4
0 20 40 60 80
(m)
(m
)
Limite d’enrobage supérieur
Limite d’enrobage inférieur
Tracé du câble 
de précontrainte 
Axe neutre 
La passerelle est dimensionnée selon les règles Eurocode 2 (2003). Les démarches de 
dimensionnement sont présentées dans l’Annexe C. Nous présentons ici les résultats obtenus 
sur la tension initiale et le tracé du câble équivalent : 
- La tension initiale du câble : P0 = 23 MN.  
- Le tracé du câble est présenté sur la Figure III.16. 
 
 
 
 
 
 
 
Figure III.16 : Tracé du câble équivalent 
III.3.2.2 Modélisation du vieillissement de la passerelle précontrainte 
La modélisation est effectuée dans le code Cast3M. La précontrainte est modélisée par 
analogie thermique. On utilise un chargement en température fictif appliqué uniquement au 
modèle du câble de précontrainte et dont la valeur doit vérifiée l’équation suivante : 
 ( )c p ficP A E Tε α= −  (3.53) 
où Tfic est la température fictive, P (MN) la tension dans les câbles au temps t, Ac la 
section des câbles (m2), Ep le module d’élasticité des câbles (MPa), α le coefficient de 
dilatation et ε la déformation du béton. La tension P au temps t prend en compte des pertes de 
précontrainte (Annexe C). La tension initiale P0 est égale à la valeur moyenne initiale issue du 
calcul de dimensionnement réglementaire présenté en Annexe C (23 MN). La déformation du 
béton au temps t se compose de la déformation instantanée et des déformations de retrait et de 
fluage. 
Tous les câbles sont modélisés par un seul câble équivalent. 
En considérant les symétries, seulement un quart de la passerelle est modélisé. Le 
maillage est plus dense aux deux bouts de la structure (appuis). Il est présenté sur la Figure 
III.17. 
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La Figure III.18 illustre le champ de contrainte longitudinale dans la structure juste après 
la mise en tension des câbles de précontrainte. On constate que la structure est bien, 
initialement, en état de compression (sauf aux bords de la section d’introduction de la 
précontrainte, ce qui est inévitable). 
 
 
 
 
 
 
 
 
 
Figure III.17 : Maillage d’un quart de la passerelle 
 
 
 
 
 
 
 
 
 
 
 
Figure III.18 : Champ de la contrainte longitudinale (MPa), dans la structure juste après la mise 
en tension 
A
ACoupe A-A 
 
Chapitre III : Applications à la durabilité des ouvrages 149  
 
III.3.3 Identification des paramètres d’entrée pour le modèle  
Il s’agit d’inventorier les paramètres d’entrée du modèle de béton présenté 
précédemment : 
- Module d’élasticité (E) ; 
- Coefficient de Poisson (ν). 
- Module de compressibilité du solide de Kelvin Voigt (KKV) ; 
- Viscosité du solide de Kelvin Voigt pour le fluage sphérique (ηKV(s)) ; 
- Déformation caractéristique gérant la vitesse de consolidation sphérique (εM(s)k) ; 
- Module de cisaillement associé au fluage déviatorique réversible (GKV) ; 
- Viscosité pour le fluage déviatorique réversible (ηKV(d)) ; 
- Viscosité associée au fluage déviatorique permanent (ηM(d)) ; 
- Déformation caractéristique gérant la vitesse de consolidation déviatorique (εM(d)k) ; 
- Coefficient de Biot du béton non saturé non chargé (bw0) ; 
- Pression capillaire (Pw) ; 
- Contrainte de calage pour le  fluage de dessiccation (σfd) ; 
- Déformation de retrait endogène (εch). 
Les paramètres d’entrée sont calés à partir des résultats expérimentaux. Assié (2004) a 
effectué des essais de retrait et de fluage sur des échantillons 11×22 cm en béton vibré 
C40/50. Le retrait endogène et le retrait de dessiccation sont mesurés après 24 heures de 
coulage du béton. L’essai de fluage est effectué après 7 jours de coulage. Le chargement 
appliqué correspond à 40% de la résistance mécanique en compression des bétons testés au 
moment du chargement, à savoir 7 jours. Le détail de ces essais est présenté dans (Assié 
2004). Les propriétés mécaniques des échantillons du béton C40/50 sont les suivants : 
- Résistance moyenne en compression à 28 jours : Rc28 = 48 MPa ; 
- Résistance moyenne en compression à 7 jours : Rc7 = 35 MPa ;  
- Module d’élasticité moyenne à 28 jours : E = 37600 MPa ; 
- Coefficient de Poisson : ν = 0,2. 
Le calage des paramètres se fait en ajustant indépendamment les paramètres du modèle de 
retrait et ceux du modèle de fluage. La Figure III.19 montre les résultats expérimentaux et 
numériques de la déformation de fluage propre. On obtient les valeurs de paramètres calés 
suivantes : 
- Module de compressibilité du solide de Kelvin Voigt : KKV = 21×104 MPa ; 
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- Viscosité du solide de Kelvin Voigt pour le fluage sphérique : ηKV(s) = 8,4×104 MPa/j ; 
- Viscosité du fluide de Maxwell pour le fluage sphérique : ηM(s) = 84×104 MPa/j ; 
- Déformation caractéristique gérant la vitesse de consolidation sphérique : εM(s)k=10-4 ; 
- Module de cisaillement associé au fluage déviatorique réversible : GKV=15,7×104 
MPa ; 
- Viscosité pour le fluage déviatorique réversible : ηKV(d) = 6,3×104 MPa/j ; 
- Viscosité non linéaire associée au fluage déviatorique permanent : ηM(d)=62,7×104 
MPa/j ; 
- Déformation caractéristique gérant la vitesse de consolidation déviatorique : 
εM(d)k=0,95×10-4 ; 
 
 
 
 
 
 
Figure III.19 : Déformation de fluage propre 
La Figure III.20 représente les résultats expérimentaux du retrait endogène et les résultats 
numériques du modèle. On obtient la valeur de retrait endogène asymptotique : εch = 3,1×10-4. 
 
 
 
 
 
 
Figure III.20 : Déformation de retrait endogène 
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La Figure III.21 illustre les déformations de retrait de dessiccation mesurées 
expérimentalement et numériquement. On en déduit la valeur de la pression hydrique Pw = 58 
MPa à 600 jours pour un coefficient de Biot de 0,3. 
 
 
 
 
 
 
Figure III.21 : Déformation de retrait de dessiccation 
La Figure III.22 représente les résultats expérimentaux et numériques de la déformation de 
fluage de dessiccation. On en déduit la valeur de la contrainte de fluage de dessiccation σfd = 
11,7 MPa. (L’allure tri-linéaire de la simulation numérique est due à une approximation tri-
linéaire en fonction du temps de la perte de masse d’eau des éprouvettes). 
 
 
 
 
 
 
Figure III.22 : Déformation de fluage de dessiccation 
III.3.4 Analyse probabiliste 
Les déformations de fluage et de retrait provoquent une diminution progressive de la 
tension des câbles de précontrainte. Il apparaît alors des zones de tension, siège de l’amorçage 
des fissures dans la passerelle qui peuvent conduire à la perte de la durabilité de celle-ci. 
L’état limite de fissuration du béton, considéré comme un état limite de service (ELS), est 
donc retenu dans l'approche probabiliste. La conformité du dimensionnement est appréhendée 
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par comparaison de l'indice de fiabilité calculé avec l'indice cible recommandé par l'Eurocode 
0 (EC0) pour une durée d’utilisation de la passerelle de 100 ans.  
La structure est de classe de fiabilité RC3 (correspondant à la classe de conséquences CC3 
où les conséquences de la défaillance sont élevées). Dans l’EC0 ne figurent que les valeurs 
cibles de l’indice de fiabilité pour la classe de fiabilité RC2 (Tableau C.2). Pour la classe de 
fiabilité RC3, nous proposons de déduire les valeurs de l’indice de fiabilité cible à partir de 
celles de la classe RC2. Selon le Tableau B.2 de l’EC0, la différence des valeurs de l’indice 
de fiabilité cible associé aux états limites ultimes (ELU) entre les classes RC3 et RC2 est 0,5. 
On considére que cet écart est également applicable aux indices cibles associés aux ELS. 
L’indice de fiabilité cible associé aux ELS pour une durée de référence annuelle pour la classe 
RC2 est β1=2,9 (Tableau C.2), qui devient β1=2,9+0,5=3,4 pour la classe RC3. En supposant 
que l’incertitude principale provient d’actions qui ont des maxima statistiquement 
indépendants chaque année, les valeurs de l’indice de fiabilité cible pour des durées de 
référence différentes peuvent être calculées en utilisant l’expression C.3 dans l’EC0 : 
 [ ]1( ) ( ) nnβ βΦ = Φ  (3.54) 
où Φ(.) est la fonction de distribution cumulée de la distribution Normale standard, βn est 
l’indice de fiabilité cible pour une durée de référence de n ans, β1 l’indice de fiabilité cible 
pour 1 an. Le Tableau III.7 présente les valeurs cibles de l’indice de fiabilité pour différentes 
durées de référence. 
Durée 1 an 50 ans 100 ans 
Indice cible de fiabilité 3,4 2,13 1,84 
Tableau III.7 : Indice cible de fiabilité pour la classe RC3 
III.3.4.1 Distribution des variables aléatoires 
Les données statistiques n’existent pour aucun des paramètres du modèle 
d’endommagement. Comme la plupart des paramètres ne sont caractérisés que par quelques 
valeurs expérimentales, nous avons supposé pour tous les paramètres du modèle une 
distribution lognormale, et une indépendance stochastique de ceux-ci. Le coefficient de 
variation (COV) des paramètres aléatoires du modèle est calculé à partir de la variation des 
mesures sur le fluage et le retrait. L’EC2 suggère un écart relatif des valeurs caractéristiques 
de ±30% par rapport aux valeurs expérimentales (par exemple, voir la Figure III.23). 
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Figure III.23 : Fuseau ±30% de la déformation de fluage propre 
A chaque courbe extrême des fuseaux des déformations de fluage et de retrait, les valeurs 
extrêmes de l’intervalle de variation d’un paramètre X sont calées. En supposant que ces 
valeurs correspondent aux valeurs caractéristiques de la distribution de la variable X aux 
fractiles 5% (pour les variables de type résistance) et 95% (pour les variables de type 
sollicitation), le COV est calculé à partir de la loi de distribution X.  
Soit X une variable de distribution lognormale : on note µX sa moyenne, σX son écart-type, 
x5 sa valeur au fractile 5% et x95 sa valeur au fractile 95%. lnX suit une loi normale. On a 
alors : 
Pour la variable de type résistance : 
 5% ln lnln 1,645X Xx µ σ= −  (3.55) 
Pour la variable de type sollicitation : 
 95% ln lnln 1,645X Xx µ σ= +  (3.56) 
où ln 2ln 1
X
X
COV
µµ ⎛ ⎞= ⎜ ⎟+⎝ ⎠
 est la moyenne de la variable normale lnX et 
2
ln ln(1 )X COVσ = +  son écart-type. On obtient donc : 
 25% 2ln ln 1,645 ln(1 )1
Xx COV
COV
µ⎛ ⎞= − +⎜ ⎟+⎝ ⎠
 (3.57) 
 295% 2ln ln 1,645 ln(1 )1
Xx COV
COV
µ⎛ ⎞= + +⎜ ⎟+⎝ ⎠
 (3.58) 
En résolvant l’équation (3.57) ou (3.58), on obtient la valeur du coefficient de variation 
COV. 
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Le module d’élasticité suit aussi une loi lognormale de moyenne 37600 MPa. Le COV est 
pris égal à 20% en observant les modules d’élasticité des bétons fabriqués en France (Le Roy 
et al 1996). La résistance en traction suit également une loi lognormale avec une moyenne de 
3 MPa et un COV de 20%. Le chargement d’exploitation suit une loi Gumbel max avec la 
valeur caractéristique aux fractiles de 95 % de qfk = 3,71×10-3 MN/m2 et un COV de 40% 
(Mathieu 1980). Pour le type de distribution de Gumbel max correspondant aux fractiles 95%, 
on a : 
 (1 1,306 )fk q qq COVµ= + ×  (3.59) 
où qfk est la valeur caractéristique, µq la moyenne et COVq le coefficient de variation du 
chargement d’exploitation. 
A partir de (3.59), on peut déduire la moyenne du chargement d’exploitation µq = 
2,437×10-3 MN/m2. 
Les différentes distributions sont portées dans Tableau III.8. 
No. Variable Type de loi Moyenne Ecart-type COV 
1 Module d’élasticité (E) lognormale 37600 MPa 9400 MPa 0,25 
2 Module de compressibilité du solide de Kelvin Voigt (KKV) lognormale 
208890 
MPa 41778 MPa 0,2 
3 
Déformation caractéristique gérant 
la vitesse de consolidation sur la 
viscosité sphérique (εM(s)k) 
lognormale 1×10-4 3,2×10-5 0,32 
4 Viscosité pour le fluage déviatorique réversible (ηKV(d)) lognormale 
62668 
MPa 
12534 
MPa/j 0,2 
5 Pression hydrique (Pw) lognormale 58 MPa 14,21 MPa 0,245 
6 Contrainte de fluage de dessiccation (σfd) lognormale 11,7 MPa 3,1 MPa 0,265 
7 Coefficient chimique (εch) lognormale 3,1×10-4 8,68×10-5 0,28 
8 Chargement d’exploitation (Q) Gumbel max 
2,437×10-3 
MN/m2 
9,748×10-3 
MN/m2 0,4 
9 Résistance en traction (Rt) lognormale 3 MPa 0,6 MPa 0,2 
Tableau III.8 : Distribution des variables aléatoires 
Par ailleurs certains paramètres du modèle sont supposés si fortement corrélés aux 
variables aléatoires qu’ils en sont déduits par des relations empiriques déterministes, il s’agit 
des paramètres suivants : 
- Viscosité du solide de Kelvin Voigt pour le fluage sphérique : ηKV(s) = KKV/2,5 
Chapitre III : Applications à la durabilité des ouvrages 155  
 
- Déformation caractéristique gérant la vitesse de consolidation déviatorique : εM(d)k = 
0,95×εM(s)k 
- Viscosité non linéaire associée au fluage déviatorique permanent : ηM(d) = 10×ηKV(d) 
Les autres paramètres sont considérés comme déterministes et présentés dans le Tableau 
III.9 
Paramètre Unité Valeur 
Coefficient de Poisson du béton (ε) - 0,2 
Viscosité du fluide de Maxwell pour le fluage sphérique (ηM(s)) MPa/j 835555 
Module de cisaillement associé au fluage déviatorique 
réversible (GKV) 
MPa 156667 
Coefficient de Biot (bw0) - 0,3 
Tableau III.9 : Paramètres déterministes du modèle d’endommagement 
III.3.4.2 Détermination de l’indice de fiabilité 
Pour l’étude de fiabilité, l'état de défaillance retenu correspond à l’amorçage des fissures 
dans la passerelle, défini par le franchissement du seuil de résistance en traction. La fonction 
de performance nécessaire pour calculer la probabilité de défaillance s’écrit donc : 
 ( )
1 1
t x
t
pic x
RG X
d d
σ= −− −  (3.60) 
où Rt est la résistance en traction du béton, σx la contrainte longitudinale de traction 
maximale atteinte dans la passerelle, dpic l’endommagement au pic de traction, dxt 
l’endommagement effectif de traction suivant l’axe longitudinale de la passerelle. (
1
x
t
xd
σ
−  est 
alors la contrainte seuil utilisée dans le critère de Rankine du modèle d’endommagement). 
Sur la passerelle, le point qui subit la contrainte maximale en traction se trouve en fibre 
supérieure de la section située sur l’appui intermédiaire de la passerelle (cf. point M sur la 
Figure III.15). 
L’indice de fiabilité est déterminé par la méthode GPACE ou la méthode SRDP 
présentées dans le chapitre II. Une comparaison des deux algorithmes probabilistes est 
proposée afin de choisir celui qui conduit au temps de calcul le plus faible, pour deux 
échéances d’un an et de dix ans. La précision numérique utilisée pour les deux algorithmes est 
de 10-4. Les résultats obtenus par les deux méthodes sont présentés dans le Tableau III.10 et le 
Tableau III.11.  
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Les résultats obtenus par les deux méthodes GPACE et SRDP, indice de fiabilité et 
coordonnées du point de conception, sont très proches. La méthode GPACE apparaît plus 
efficace que la méthode SRDP en terme de temps de calcul. Ainsi, pour la durée d’un an, 
GPACE demande 44 calculs aux éléments finis alors que SRDP en requiert 68. Pour la durée 
de dix ans, GPACE demande 55 calculs aux éléments finis, alors que SRDP en requiert 70. 
En effet, pour construire la surface de réponse quadratique avec termes mixtes, SRDP 
demande au moins (9+1)×(9+2)/2=55 estimations de la fonction d’état limite, tandis que 
GPACE permet d’économiser une dizaine d’appels au modèle éléments finis en ne réévaluant 
pas les dérivées partielles pour les variables aléatoires auxquelles la réponse de la fonction 
d’état limite est peu sensible (les variables U2 et U4). On choisit donc la méthode GPACE 
pour déterminer l’indice de fiabilité aux autres échéances souhaitées. 
Méthode βHL ( *)G u  Ne 
GPACE 3,756 9,691×10-3 44 1 an SRDP 3,746 9,868×10-3 68 
GPACE 3,261 1,077×10-4 55 10 ans SRDP 3,248 2,315×10-4 70 
Tableau III.10 : Résultats obtenus par deux méthodes GPACE et SRDP pour 1 an et 10 ans 
Méthode U1* U2* U3* U4* U5* U6* U7* U8* U9* 
1 an 
GPACE -0,493 -3,1×10
-3 0,230 -5,1×10-2 1,123 -0,880 0,277 3,358 -0,646 
1 an 
SRDP -0,485 -4,8×10
-3 0,235 -5,4×10-2 1,146 -0,869 0,287 3,346 -0,629 
10 ans 
GPACE -0,385 -3,9×10
-3 0,364 -0,195 0,974 -0,783 0,248 2,870 -0,679 
10 ans 
SRDP -0,376 -4,9×10
-3 0,381 -0,201 0,962 -0,787 0,252 2,855 -0,682 
Tableau III.11 : Coordonnées des points de conception obtenus par deux méthodes GPACE et 
SRDP pour 1 an et 10 ans 
Les résultats portés sur la Figure III.24 montrent que l’indice de fiabilité βHL diminue 
significativement dans le temps. βHL passe en-déçà de la valeur cible avant l’échéance de 100 
ans (βHL = 1,713 < 1,84). 
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Figure III.24 : Variation de l’indice de fiabilité dans le temps 
Il convient de noter que les indices de fiabilité obtenus dépendent fortement des 
hypothèses formulées aux cours des différentes étapes de l'approche probabiliste. En 
particulier le choix du modèle de fluage et retrait a une incidence considérable. Ce modèle 
suppose en effet, contrairement aux modèles réglementaires actuels utilisés pour le 
dimensionnement des ouvrages, que les déformations différées n’ont pas de limite à long 
terme. L'utlisation d'un modèle réglementaire dans l'approche fiabiliste aurait 
vraisemblablement conduit à des résultats plus favorables. 
Cependant, l'hypothèse de déformations différées illimitées est cohérente avec les résultats 
expérimentaux de fluage et de retrait à long terme, tels ceux effectués par Brooks (2005), et 
avec la nature minéralogique de la pâte de ciment hydratée décrite par Acker (2003). Nous 
voyons ici qu’il n’est pas sécuritaire d’adopter un modèle présentant une limite pour les 
déformations différées (comme le propose le règlement actuel) et qu’il serait plus réaliste de 
prendre en compte dans la conception et le dimensionnement des ouvrages en béton 
précontraint, un modèle de fluage non asymptotique tel que celui utilisé dans le modèle 
élément finis. 
La Figure III.25 montre le champ de la contrainte longitudinale sur le maillage de la 
structure après 100 ans d’utilisation. On constate bien qu’il y a des zones de tension qui 
apparaissent dans la structure, en particulier au dessus de l’appui intermédiaire de la 
passerelle (point M).  
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Figure III.25 : Champ de la contrainte longitudinale de la structure après 100 ans de vie 
La sensibilité de l’indice de fiabilité βHL à 100 ans à l'égard des variables aléatoires est 
présentée sur la Figure III.26. 
 
 
 
 
 
 
Figure III.26 : Facteurs d’importance normés pour l’échéance de 100 ans 
Sur la Figure III.26, on peut distinguer deux groupes de variables aléatoires. Les variables 
dont l’influence sur βHL est importante sont εM(s)k, Pw, σfd, Q et Rt. En effet, εM(s)k, Pw, σfd sont 
des paramètres déterminants directement l’amplitude du fluage et du retrait à long terme, 
tandis que Q et Rt influencent directement à la fois le champ de contrainte dans la passerelle et 
la vitesse de fluage.  Les variables dont l’influence sur βHL est faible sont E, KKV, ηKV(d) et εch. 
Ces paramètres n'ont qu'une influence à court terme ou instantanée sur le comportement du 
béton et sont par ailleurs correctement pris en compte dans le processus de dimensionnement 
actuel. 
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L’évolution de la  sensibilité des paramètres du modèle d’endommagement dans le temps 
est présentée sur la Figure III.27. 
 
 
 
 
 
 
Figure III.27 : Facteur de sensibilité des paramètres du modèle d’endommagement 
On note que l’influence de εM(s)k, Pw, σfd est importante et augmente dans le temps, alors 
que l’influence de E, KKV, ηKV(d) et εch est faible. Pw est plus sensible que εM(s)k  et σfd. En effet 
Pw joue un rôle important pour le retrait et le fluage du béton. 
III.3.4.3 Conclusion relative à l’analyse probabiliste de l’ouvrage en 
béton précontraint 
Dans le cadre de l’étude de la durabilité des ouvrages, une passerelle en béton précontraint 
a été analysée en termes d’endommagement lié aux pertes de précontrainte causées par le 
fluage et le retrait. Le fluage et le retrait ont été modélisés d’une façon  qui permet de prendre 
en compte une évolution permanente et non asymptotique conforme aux observations 
expérimentales interprétées par Sellier (2006). Le caractère non asymptotique du fluage 
n’étant par contre pas pris en compte dans le processus actuel de dimensionnement 
réglementaire, il découle de notre analyse un franchissement du seuil de fiabilité planché cible 
issue des recommandations de l’Eurocode. Par ailleurs l’analyse de sensibilité montre que ce 
sont bien les paramètres gérant le fluage et le retrait qui mettent en cause la durabilité de la 
structure à long terme. Ces conclusions, même si elles reposent sur des hypothèses discutables 
quant aux distributions statistiques de certains paramètres,  nous conduisent à penser qu’il 
serait préférable de dimensionner les ouvrages de Génie Civil précontraint avec un modèle de 
fluage non asymptotique, en particulier si ces ouvrages ont des durées de vie prévues très 
grandes. 
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L’objectif principal de la thèse était d’apporter une contribution à la réalisation du 
couplage entre méthodes fiabilistes et calculs aux éléments finis, dans le cas de comportement 
non linéaire d’ouvrages de Génie Civil et pour évaluer leur durabilité. 
La première étape du travail a été de développer des méthodes probabilistes performantes 
en termes de temps de calcul et de précision. Nous nous sommes particulièrement intéressés 
aux méthodes de niveaux 2. En effet celles-ci, outre les temps de calcul raisonnables qu’elles 
mobilisent, sont non intrusives et permettent de mesurer l’influence des variables aléatoires 
sur la sécurité des ouvrages. L'indice de fiabilité, principal résultat attendu des méhodes de 
niveau 2, est par ailleurs la mesure de la fiabilité structurale préconisée par l'Eurocode 0. De 
ce fait ces méthodes facilitent la diffusion des approches probabilistes dans le milieu 
industriel du Génie Civil, ce qui est un des objectifs du LMDC. Dans ce cadre, nous avons été 
amenés à travailler plus particulièrement sur deux méthodes. 
La première est celle du Gradient Projeté Avec Contrôle d’Erreur (GPACE). Cette 
méthode travaille directement avec la réponse du modèle physique. Elle permet d’utiliser 
efficacement l’algorithme de Rackwitz-Fiessler même si le modèle associé à la fonction d’état 
limite ne peut être défini qu’avec une certaine précision, ce qui est par exemple le cas pour les 
modèles non linéaires aux éléments finis. Une procédure intégrée dans l’algorithme de 
Rackwitz-Fiessler tient compte de la précision numérique du modèle physique pour le choix 
de l’incrément de calcul utilisé lors de l’estimation des dérivées partielles de la fonction d’état 
limite par différences finies. Elle permet d’une part d’estimer correctement les vecteurs 
gradients utilisés par l’algorithme de Rackwitz-Fiessler et d’autre part d’économiser des 
calculs de la fonction d’état limite (en ne réévaluant pas systématiquement les dérivées 
partielles pour les variables aléatoires auxquelles le modèle est peu sensible). Les résultats 
obtenus sur des exemples issus de la littérature ont bien montré l’intérêt de la méthode 
proposée : la convergence reste rapide, le point de défaillance est situé à une très bonne 
proximité de la surface d'état limite, même lorsque la fonction d'état limite présente un 
comportement fortement non linéaire et/ou un grand nombre de variable aléatoires.  
La deuxième approche est la méthode de Surface de Réponse à Double Pondération 
(SRDP). Cette méthode travaille avec la réponse du modèle physique par l’intermédiaire 
d’une surface de réponse. Les surfaces de réponse sont choisies de manière cumulative. Pour 
la première itération, une surface linéaire est choisie et une surface quadratique avec termes 
mixtes est choisie pour les itérations suivantes. Les points de calage sont choisis en fonction 
des dérivées partielles de la surface de réponse par rapport aux variables aléatoires, ce qui 
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assure que les points choisis sont du côté de la surface de défaillance. Les coefficients de la 
surface de réponse sont déterminés par la technique de régression pondérée. Deux systèmes 
de pondération sont utilisés pour pénaliser les points de calage éloignés de la vraie surface de 
défaillance et donner plus d’importance aux points les plus proches de la zone de défaillance 
la plus probable. Grâce à cette technique, la méthode que nous avons proposée permet de 
limiter le coût de calcul en assurant la précision des résultats. La qualité de la surface de 
réponse est vérifiée par un indicateur de qualité, la statistique R2. Les résultats obtenus sur des 
exemples souvent référencés dans la littérature ont bien montré l’efficacité de cette méthode. 
Les résultats de comparaison entre ces deux méthodes montrent que la méthode SRDP est 
plus efficace que la méthode GPACE en termes de temps de calcul dans le cas où les 
variables aléatoires ont toutes une influence non négligeable et où le nombre de variables 
n’est pas très étendu. Par contre, dans le cas où l’influence de quelques variables est faible 
et/ou lorsque le nombre de variable aléatoire est grand, la méthode GPACE est plus efficace 
que la méthode SRDP en termes de temps de calcul. L’utilisation de la méthode SRDP est 
efficace si le nombre de variable est faible. Le nombre maximal de variables aléatoires dans le 
domaine d’emploi optimal de cette méthode est environ de 20. 
L’étape suivante de la thèse a été d’appliquer les approches probabilistes pour estimer les 
probabilités d’occurrence d’état limite de durabilité d’ouvrages de Génie Civil. Ceci dans le 
but d’illustrer concrètement notre travail et de montrer ainsi que  les nombreux problèmes de 
durabilité existant de nos jours ne sont pas inéluctables mais peuvent être atténués, voire 
maîtrisés, de façon rationnelle par une approche probabiliste. Bien sûr cela suppose de faire 
évoluer la réglementation actuelle vers ce type d’approche, et c’est aussi dans ce but que nous 
avons fourni deux études de cas.  
Le premier problème a concerné l’estimation de la fiabilité relative à l’atteinte des 
armatures par la carbonatation du béton d’enrobage, permettant une initiation de la corrosion 
des armatures. Pour cela, un modèle de carbonatation a été développé. La carbonatation y est 
décrite comme la réaction entre la portlandite ou les gels de C-S-H avec le dioxyde de 
carbone. Ce modèle est basé sur deux équations couplées de conservation de masse gérant le 
transport de l’eau et la diffusion du dioxyde de carbone dans le béton. Les termes sources sont 
directement proportionnels à la vitesse de décalcification de la portlandite et des gels de C-S-
H. L’état hydrique du béton est modélisé par une isotherme intermédiaire entre les isothermes 
d’adsorption et de désorption. Le couplage entre le modèle élément fini de carbonatation et 
l’approche probabiliste a permis de quantifier la diminution significative de l’indice de 
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fiabilité dans le temps. Cet indice passe en-deçà de la valeur seuil recommandée par l’EC0 
avant la durée de vie prévue de l’ouvrage (50 ans). La durabilité de l’ouvrage est donc 
inférieure à la durabilité souhaitée. Avec des hypothèses formulées sur l’incertitude des 
paramètres du modèle de carbonatation, l’épaisseur d’enrobage n’est alors pas suffisante pour 
la durée d’utilisation prévue. 
Le deuxième problème de durabilité a concerné l’endommagement du béton d’une 
passerelle en raison des  pertes de précontrainte par retrait et fluage. Cette passerelle de deux 
travées dont la portée est de 40 m a été conçue et dimensionnée selon les règles de l’EC2. Le 
fluage et le retrait ont été modélisés d’une façon qui permet de prendre en compte une 
évolution permanente et non asymptotique du fluage conforme à de récentes observations 
expérimentales. Le couplage de ce modèle avec l’approche probabiliste a mis en évidence une 
diminution significative de l’indice de fiabilité dans le temps. Cet indice passe en-deçà de la 
valeur seuil préconisée par l’EC0 avant la durée de service de 100 ans. Avec des hypothèses 
formulées sur l’incertitude des paramètres du modèle d’endommagement, la durée pendant 
laquelle la passerelle présente une fiabilité suffisante est de 93 ans et non de 100 ans comme 
le laisse supposer l’Eurocode. 
Bien entendu, on peut toujours reprocher aux approches probabilistes de s’appuyer sur des 
hypothèses discutables concernant les distributions aléatoires de certaines variables. Nous 
sommes bien conscients de cette limite et c’est pourquoi, suite à notre travail d’autres 
chercheurs s’attacheront d’une part à proposer des modèles simplifiés (pratiques pour les 
ingénieurs et compatibles en terme de temps de calcul avec l’approche probabiliste) pour les 
problèmes de durabilité et d’autre part à assortir ces modèles des bases de données 
actualisables permettant de quantifier au mieux les distributions aléatoires des paramètres des 
modèles.  
Malgré la confiance encore trop limitée que nous accordons aux données des modèles 
présentés ici, nous pensons que l’approche probabiliste couplée aux modèles de durabilité et 
structuraux confirme un sous-dimensionnement des ouvrages vis-à-vis des états limites de 
durabilité, lequel est issu des règles empiriques actuelles. Il serait donc nécessaire de modifier 
les méthodes de dimensionnement pour prolonger la durée de vie des ouvrages. Pour cela, 
nous sommes convaincus qu’il faut s’orienter vers l’approche probabiliste couplée aux 
modèles de durabilité. Pour appliquer efficacement cette approche, il faut : 
- des modèles de durabilité robustes ; 
Conclusions générales  165  
 
- un modèle probabiliste performant ; 
- des bases de données complètes ; 
- une modélisation fiable, à tout le moins réaliste, des distributions de probabilité des 
paramètres aléatoires des modèles. 
Concernant les trois premiers points, des travaux sont en cours dans les différents 
laboratoires de Génie Civil, certains d’entre eux étant fédérés au sein de structures nationales 
telles que le GIS MRGenCi ou le projet Applet. Concernant le dernier point, la mise en œuvre 
des techniques basées sur les réseaux bayésiens permettraient de maîtriser l’incertitude en 
combinant de façon rationnelle des mesures expérimentales et des avis d’experts.  
Pour terminer, nous pouvons dire que l’approche probabiliste est maintenant 
opérationnelle et qu’elle doit être couplée à l’analyse Bayésienne des données expérimentales 
et des observations in situ, pour permettre enfin de tirer partie au mieux des connaissances 
acquises ces dernières décennies dans le domaine de la durabilité des matériaux cimentaires. 
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A1. Espace de probabilité et variables aléatoires 
Classiquement, l’observation d’un phénomène aléatoire est appelée épreuve. Toutes les 
réalisations possibles d’une épreuve forment l’ensemble de tous les résultats d’une expérience 
aléatoire, qui sera notée Θ. Un événement E est défini comme un sous-ensemble de Θ 
contenant les réalisations θ ∈ Θ. La théorie des probabilités consiste en l’association de 
nombres aux événements, i.e. leur probabilité d’occurrence. Notons P cette mesure de 
probabilité. L’ensemble possible de tous les événements possibles ayant une probabilité ainsi 
définie est appelé une σ-algèbre associée à Θ, et est notée ₣. Finalement l’espace de 
probabilité construit grâce à ces notions est noté (Θ, ₣, P). 
Une variable aléatoire réelle X est une fonction X : (Θ, ₣, P) → R . Pour les variables 
aléatoires continues, la mesure P s’obtient pas l’intermédiaire de la densité de probabilité et 
de la fonction de répartition, notées fX(x) et FX(x) respectivement. Pour souligner le caractère 
aléatoire de X, on utilise la notation X(θ). Un vecteur aléatoire est un vecteur dont les 
composantes sont des variables aléatoires. 
L’espérance mathématique est noté E[.]. La moyenne, la variance et les moments d’ordre 
n de X sont : 
 [ ] ( )X XE X xf x dxµ ∞−∞= = ∫  (A.1) 
 2 2 2( ) ( ) ( )X X XE X x f x dxσ µ µ∞−∞⎡ ⎤= − = −⎣ ⎦ ∫  (A.2) 
 ( )n n XE X x f x dx
∞
−∞
⎡ ⎤ =⎣ ⎦ ∫  (A.3) 
Les moments centrés réduits d’ordre 3 et 4 portent respectivement les noms de coefficient 
d’asymétrie (ou skewness) et coefficients d’aplatissement (ou kurtosis) définis par : 
 
3
3
( )XE X µδ σ
⎡ ⎤−⎣ ⎦=  (A.4) 
 
4
4
( )XE X µκ σ
⎡ ⎤−⎣ ⎦=  (A.5) 
La covariance de deux variables aléatoires X et Y est définie par : 
 [ ] [ ], ( )( )X YCov X Y E X Yµ µ= − −  (A.6) 
En introduisant la densité de probabilité conjointe fX,Y(x,y) de ces variables, on a : 
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 [ ] ,, ( )( ) ( , )X Y X YCov X Y x y f x y dxdyµ µ∞ ∞−∞ −∞= − −∫ ∫  (A.7) 
Si σX et σY sont respectivement les écart-types des variables X et Y, le coefficient de 
corrélation entre deux variables aléatoires X et Y est défini par : 
 [ ], ,X Y
X Y
Cov X Yρ σ σ=  (A.8) 
A2. Polynômes d’Hermite 
Les polynômes d’Hermite sont une suite de polynômes qui sont définis par : 
 ( )2 22 2( ) ( 1) nn x xn ndH x e edx −= −  (A.9) 
Les premiers polynômes d’Hermite sont les suivants : 
 
0
1
2
2
3
3
4 2
4
5 3
5
( ) 1
( )
( ) 1
( ) 3
( ) 6 3
( ) 10 15
H x
H x x
H x x
H x x x
H x x x
H x x x x
=
=
= −
= −
= − +
= − +
 (A.10) 
Propriétés des polynômes d’Hermite : 
La n-ième fonction de la suite est un polynôme de degré n. Ces polynômes sont 
orthogonaux pour la mesure 
2 2xe dx− , c’est à dire que : 
 
2 2( ) ( ) ! 2xn m nmH x H x e dx n πδ+∞ −−∞ =∫  (A.11) 
où δnm est le symbole de Kronecker, qui vaut 1 quand n = m et 0 sinon. Ces fonctions 
forment une base orthogonale d’une espace de Hilbert où les fonctions satisfont la propriété 
suivante : 
 
22 2( ) xf x e dx
+∞ −
−∞ < +∞∫  (A.12) 
dans laquelle, le produit scalaire est donné par l’intégrale : 
 
2 2, ( ) ( ) xf g f x g x e dx
+∞ −
−∞= ∫  (A.13) 
Le n-ième polynôme d’Hermite satisfait l’équation différentielle suivante : 
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2
2
( ) ( ) ( ) 0n n n
d H x dH xx nH x
dx dx
− + =  (A.14) 
Les polynômes vérifient la relation de récurrence suivante : 
 11
( )( ) ( ) nn n
dH xH x xH x
dx
−
−= −  (A.15) 
Les polynômes possèdent les propriétés suivantes : 
 1
( ) ( )n n
dH x nH x
dx −
=  (A.16) 
 ( ) ( ) ( )
i j
i j ijk k
k i j
H x H x C H x
+
= −
= ∑  (A.17) 
      avec 
0  si  
2
! !  sinon
! ! !
2 2 2
ijk
ijk
i j kC
i jC
i j k i j k i j k
+ +⎧ = ∉Ν⎪⎪⎨ =⎪ + − − + − + +⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎪ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎩
  
A3. Champs aléatoires  
Un champ aléatoire scalaire ( , )H x θ  peut être défini comme un ensemble de variables 
aléatoires indexées par un paramètre continu x ∈Ω , où Ω est un ensemble ouvert de dR  
décrivant la géométrie du système. A 0x  fixé, 0( , )H x θ  est une variable aléatoire. 
Inversement, à θ0 fixé, 0( , )H x θ  est une réalisation du champ aléatoire, c’est à dire une 
fonction de dR  dans R . Un champ aléatoire est dit vectoriel si la quantité ( , )H x θ  attachée 
au point x  est un vecteur aléatoire. Le champ est unidimensionnel si d = 1 ou 
multidimensionnel sinon. Le champ aléatoire est gaussien si n’importe quel vecteur 
{ }1( ),..., ( )nH x H x  est un vecteur gaussien. Un champ aléatoire gaussien est complètement 
défini par sa moyenne ( )xµ , sa variance 2 ( )xσ  et sa fonction d’autocovariance ( , ')C x x  
donnée par : 
 [ ]( , ') ( ), ( ')C x x Cov H x H x=  (A.18) 
On note ( , ')x xρ  la fonction d’autocorrélation définie par : 
 ( , ')( , ')
( ) ( ')
C x xx x
x x
ρ σ σ=  (A.19) 
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Un champ aléatoire est stationnaire si sa moyenne et sa variance sont constantes et si ρ ne 
dépend que de la distance 'x x− . 
A4. Chaos polynomial  
Le chaos polynomial est une base particulière de l’espace des variables aléatoires L2(Θ, ₣, 
P) construite à partir des polynômes d’Hermite des variables normales standard. Le chaos 
polynomial de dimension M et d’ordre p est défini comme l’ensemble des polynômes 
d’Hermite multidimensionnels en M variables aléatoires gaussiennes centrées réduites 
{ }1,..., Mξ ξ , dont le degré ne dépasse pas p. Chacun de ces polynômes est complètement 
défini par une liste de M entiers non négatifs { }1,..., Mα α  comme suit : 
 
1
( )
i
M
i
i
Hα α ξ
=
Ψ =∏  (A.20) 
où Hq(.) est le q-ième polynôme d’Hermite. Le Tableau A.1 présente un exemple complet 
de chaos polynomial à l’ordre p = 3 avec M = 3 variables aléatoires. 
i Ψi E[Ψi2] 
0 1 1 
1 
2 
3 
ξ1  
ξ2  
ξ3  
1 
1 
1 
4 
5 
6 
7 
8 
9 
ξ12 - 1  
ξ1ξ2  
ξ1ξ3  
ξ22 - 1 
ξ2ξ3 
ξ32 - 1 
2 
1 
1 
2 
1 
2 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
ξ13 - 3ξ1 
(ξ12 - 1) ξ2 
(ξ12 - 1) ξ3 
(ξ22 - 1)ξ1 
ξ1ξ2ξ3 
(ξ32 - 1)ξ1 
ξ23 - 3ξ2 
(ξ22 - 1)ξ3 
(ξ32 - 1)ξ2 
ξ33 - 3ξ3 
6 
2 
2 
2 
1 
2 
6 
2 
2 
6 
Tableau A.1 : Chaos polynomial pour M = 3 et p = 3 
Le nombre de polynômes de M variables de degré inférieur ou égal à p est : 
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 1
0
( )!
! !
p
k
M k
k
M pP C
M p+ −=
+= =∑  (A.21) 
Le Tableau A.2 présente le nombre de termes dans un chaos polynomial en fonction de 
l’ordre du chaos p et du nombre de variables M : 
 p=1 p=2 p=3 p=4 
M=2 
M=4 
M=6 
3 
5 
7 
6 
15 
28 
10 
35 
84 
15 
70 
210 
Tableau A.2 : Nombre de polynômes P dans la base du chaos 
A5. Solution de l’équation intégrale pour la discrétisation de 
Karhunen-Loève 
L’utilisation de la discrétisation de Karhunen-Loève requiert la résolution de l’équation 
intégrale suivante : 
 ( , ') ( ') ( )HH i i iC x x x d xϕ λϕΩ Ω =∫  (A.22) 
C’est une équation intégrale de Fredholm. Le noyau ( , ')HHC x x  étant une fonction 
d’autocovariance, il est borné, symétrique et défini positif. {φi} forme une base complète 
orthogonale des fonctions propres associées aux valeurs propres {λ1,..,λn}. Dans le cas d’une 
fonction d’autocovariance exponentielle de type : 
 
'
exp( )   pour le cas 1D
( , ')   
' '
exp( )   pour le cas 2D
HH
x y
x x
l
C x x
x x y y
l l
⎧ −−⎪⎪= ⎨ − −⎪ − −⎪⎩
 (A.23) 
où l, lx, ly sont des longueurs d’autocorrélation dans le cas 1D et 2D, des solutions 
analytiques ont été proposées par (Ghanem et al 1991). 
Pour le cas 1D : 
Supposons que Ω = [-a, a]. Le problème aux valeurs propres (A.22) peut s’écrire : 
 
'
( ') ' ( )
x x
a
l
i i ia
e x dx xϕ λϕ
−−
− =∫  (A.24) 
La solution de l’équation (A.24) est : 
Pour i impair, i ≥ 1 : 
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2 2
2
1i i
l
l
λ ϖ= +  
cosi i i xϕ α ϖ=  avec 1sin 2
2
i
i
i
aa
α ϖ
ϖ
=
+
 
où ϖi est la solution de : 
1 tan 0i ial
ϖ ϖ− =  dans l’intervalle 1( 1) ,  ( )
2
i i
a a
π π⎡ ⎤− −⎢ ⎥⎣ ⎦  
Pour i pair, i ≥ 2 : 
2 2
2
1i i
l
l
λ ϖ= +  
sini i i xϕ α ϖ=  avec 1sin 2
2
i
i
i
aa
α ϖ
ϖ
=
−
 
où ϖi est la solution de : 
1 tan 0i ial
ϖ ϖ+ =  dans l’intervalle 1( ) ,  
2
i i
a a
π π⎡ ⎤−⎢ ⎥⎣ ⎦  
Pour le cas 2D : 
La solution du problème aux valeurs propres dans le cas 2D est simplement obtenue par 
produits des solutions dans le cas 1D : 
1 2
1 1D D
i i iλ λ λ= ⋅  
1 2
( ) ( , ) ( ) ( )i ix x y x yϕ ϕ ϕ ϕ≡ = ⋅  
Pour le cas de non symétrie : 
Si Ω est non symétrique, [ ]min max,x xΩ = , on définit un paramètre : 
min max
2
x xT +=  
Puis le problème aux valeurs propres est résolu sur : 
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max min max min' ,
2 2
x x x xT − −⎡ ⎤Ω = Ω− = −⎢ ⎥⎣ ⎦  qui est symétrique, et la discrétisation de 
Karhunen-Loève devient : 
1
ˆ ( , ) ( ) ( ) ( )i i i
i
H x x x Tθ µ λ ϕ ξ θ∞
=
= + −∑  
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B1. Principe du calcul d’erreur 
Considérons une grandeur G dépendant d’une grandeur X paramétrée par α, β, …, ξ. 
Soit : 
 , ,..., ( )G Xα β ξ= Φ  (B.1) 
La variation de la grandeur G (au premier ordre) pour des petites variations dα, dβ, …, dξ 
et dX autour de leur valeur moyenne est donné par : 
 G G G GdG d d d dX
X
α β ξα β ξ
∂ ∂ ∂ ∂= + + ⋅⋅⋅+ +∂ ∂ ∂ ∂  (B.2) 
Si l’on considère que l’erreur maximale sur G résulte du cumul arithmétique de ces 
erreurs, on peut écrire : 
 G G G GG X
X
α β ξα β ξ
∂ ∂ ∂ ∂∆ = ∆ + ∆ + ⋅⋅⋅+ ∆ + ∆∂ ∂ ∂ ∂  (B.3) 
G∆  est appelée erreur absolue. 
B2. Règle de calcul 
Soient a et b deux grandeurs indépendantes, mesurées respectivement avec une erreur a∆  
et b∆ . G étant une grandeur paramétrée par a et b, alors : 
baG +=  baG ∆+∆=∆  
baG −=  baG ∆+∆=∆  
baG ×=  
b
b
a
a
G
G ∆+∆=∆  
b
aG =  
b
b
a
a
G
G ∆+∆=∆  
Tableau B.1 : Règle de calcul d’erreur 
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C1. Dimensionnement de la passerelle 
1. Sollicitations 
La passerelle est dimensionnée sous la combinaison caractéristique. On considère des cas 
suivants : 
- La charge variable existe seulement dans la travée 1 : G + S + Q1  
- La charge variable existe seulement dans la travée 2 : G + S + Q2  
- La charge variable existe dans toutes les travées 1 + 2 : G + S + Q1+2 
Les diagrammes des moments déterminés pour chaque cas sont présentés sur la Figure C-
1. 
 
 
 
 
 
 
Figure C-1 : Diagramme des moments sous la combinaison caractéristique 
On déduit les moments maximaux et minimaux : 
 
 
 
 
 
 
Figure C-2 : Diagramme des moments maximum et minimum 
2. Calcul de la force de précontrainte minimale 
Puisque la passerelle est un système hyperstatique, il faut tenir compte des moments 
hyperstatiques de précontrainte. On a deux travées symétriques, donc : 
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1 1
1
3
'
1 1
1
t
M m
t
xM M
lP P xk k
l
−
≥ =
+
 (C-1) 
où x est l’abscisse repérée par rapport à l’appui de gauche,  1tMM  le moment maximal dans 
la travée 1 à l’abscisse x, 1mM  le moment à l’appui 1 (l’appui au milieu de la passerelle), l1 est 
la longueur de la travée 1. Les coefficients 1k  et 
'
1tk  sont déterminés par : 
 1'
1
'
' 't
k v d c
k v d c
= − +
= − +  (C-2) 
où c = ρv, c’ = ρv’, d est la distance minimale d’enrobage comptée entre le centre de 
gravité des armatures de précontrainte et la fibre supérieure, d’ la distance entre le centre de 
gravité des armatures de précontrainte et la fibre inférieure. On suppose de disposer les 
armatures de précontrainte en deux rangées. Le diamètre du grain est 8 cm. Selon cette 
disposition, on a : d = d’ = 20 cm. 
A partir des résultats obtenus, on a P ≥ P3 = 17295620 N. On prend donc P = 17,3 MN. 
En supposant que les pertes de précontrainte sont 25%, la tension initiale du câble de 
précontrainte mesurée au vérin est : 
 0,max ( ) 23(1 0,25)
PP vérin MN= =−  (C-3) 
On choisit 8 câbles de 13 T15S dont Pm = 8×13×0,223 = 23,19 MN. 
3. Détermination du tracé du câble 
Le tracé de câble réel ne contient pas de point anguleux et doit respecter des rayons de 
courbures minimaux. Le fuseau de passage est limité par : 
 00' ( )m M
M Mc e x c
P P
− − ≤ ≤ −  (C-4) 
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Figure C-3 : Fuseau de passage 
La ligne de précontrainte est tangente aux courbures e1 sur appui et e2 en travée. Le fuseau 
(e1, e2) est ainsi transformé en un fuseau fictif restrictif (e1’, e2’). 
 
 
 
 
 
 
 
Figure C-4 : Fuseau fictif restrictif 
La ligne de précontrainte doit respecter la relation de concordance et être intérieure au 
fuseau de passage. 
 ' ' '00 1 2 1( ) ( ) ( ) ( )e x e x e x e xλ ⎡ ⎤= + −⎣ ⎦  (C-5) 
      avec 
'
1
' '
2 1
( )
( ) ( )
J e
J e J e
λ = − −  (C-6) 
Des transformations linéaires permettent d’obtenir un câble réel respectant les conditions 
pratiques : 
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Figure C-5 : Câble et câble concordant 
C.2 Pertes de précontrainte 
Dans le cas d’une précontrainte par post-tension, il existe différentes pertes de 
précontrainte : 
1. Pertes instantanées 
Ces pertes sont composées de trois parties : 
- Perte par frottement : cette perte est causée par le frottement entre les câbles et les 
gaines. Ces forces de frottement freinent la mise en tension le long des câbles et par 
conséquent causent une chute de tension. Cette perte sera noté ∆σpµ(x) et dépend de 
l’abscisse courante x du câble. 
- Perte par recul d’ancrage : lors de la récupération du vérin hydraulique, les câbles sont 
ancrés. Le recul d’ancrage entraîne un raccourcissement des câbles et donc une chute 
de tension. Cette perte sera notée ∆σpra(x) et dépend aussi de l’abscisse x. 
- Perte par non simultanéité des mises en tension : le premier câble est supposé tendu et 
ancré. Lors de la mise en tension des câbles suivants, le béton va se comprimer et donc 
se raccourcir. Le premier câble, lié au béton, va donc subir ce raccourcissement et 
donc perdre de la tension. On la notera ∆σpel(x) et est aussi fonction de l’abscisse x. 
Les pertes instantanées sont notées ∆σpi(x) et : 
 ( ) ( ) ( ) ( )pi p pra pelx x x xµσ σ σ σ∆ = ∆ + ∆ + ∆  (C-7) 
Leur ordre de grandeur est de 10% de la tension initiale du câble au vérin. 
2. Pertes par retrait du béton 
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La déformation due au retrait du béton à partir du jour de la mise en tension cause une 
chute de tension. La perte de tension dans le câble est déterminée selon la loi de Hooke : 
 [ ]0( ) ( ) ( )ps cs cs pt t t Eσ ε ε∆ = − ⋅  (C-8) 
où εcs(t) est la déformation de retrait au temps t, εcs(t0) la déformation de retrait au jour de 
la mise en tension et Ep le module d’élasticité du câble. 
3. Perte par fluage du béton 
La déformation due au fluage du béton entraîne une perte de tension qui sera (loi de 
Hooke) : 
 0( , ) ( , )pc cc px t t t Eσ ε∆ = ⋅  (C-9) 
où εcc(t,t0) est la déformation de fluage du béton chargé au temps t0. 
4. Perte par relaxation des aciers 
Dans notre cas, les câbles de précontrainte sont en classe 2 (fils ou torons à basse 
relaxation). Selon l’EC2, l’évolution de la relaxation en fonction du temps est déterminée par 
la relation suivante : 
 
0,75(1 )
9,1 5
10000,66 101000
pr
pi
te
µ
µσ ρσ
−
−∆ ⎡ ⎤= ⋅ ⋅ ⋅⎢ ⎥⎣ ⎦  (C-10) 
où ∆σpr est la perte par relaxation, σpi la contrainte initiale (contrainte à l’origine moins 
les pertes se produisant lors de la mise en tension), t le temps en heure après la mise en 
tension, ρ1000 (en %) la relaxation à 1000 heures sous une tension initiale de 0,7fp résistance 
réelle de l’acier, pour la classe 2 ρ1000 = 2,5%. µ=σpi/fpk avec fpk la résistance caractéristique 
en traction.  
 
 
