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Abstract 
Muldoon, M.E., Properties of zeros of orthogonal polynomials and related functions, Journal of Compu- 
tational and Applied Mathematics 48 (1993) 167-186. 
There are many results in the literature on orthogonal polynomials concerning the way in which the 
zeros of a polynomial change as a parameter changes. For the classical polynomials there are results due 
to Markoff (1886) and Stieltjes (1886) on the monotonic variation of zeros of Jacobi and Gegenbauer 
(ultraspherical) polynomials with respect to parameters. 
Our purpose here is to describe some recent results concerning formulas for the derivatives of zeros 
with respect to a parameter. Such formulas and their consequences are fairly well-developed for Bessel 
functions (a limiting case of some of the classical orthogonal polynomials) and have recently been 
explored for some orthogonal polynomials and related functions. 
Two general methods will be described. The first, used extensively by Ismail, the author and others, 
is based on the Hellmann-Feynman theorem which gives the derivative of an eigenvalue with respect 
to a parameter. It can be applied in either a differential equations or a recurrence relations setting. The 
second method, developed in recent work of Elbert and the author, and applicable to suitable solutions 
of second-order ordinary linear differential equations, originates in work of Richardson (1918). From 
this approach we obtain formulas for dc/d& where c = c(L) is a zero of the ultraspherical polynomial 
pi” (x). These recover the known result that dc/ti < 0, A > - 4. We get similar results for certain 
Hermite functions. These results are closely related to Nicholson-type formulas, due to Durand (1975), 
for sums of squares of solutions of second-order linear ordinary differential equations. Nicholson-type 
formulas are named after the corresponding formulas for Bessel functions due to Nicholson. 
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1. Introduction 
There are results dating from the 1880s (see, e.g., [ 43, Chapter VI] ) on the way in which a zero 
of an orthogonal polynomial changes with changes in a parameter. These can be described easily in 
the case of the Jacobi polynomials. 
We recall that the Jacobi polynomials Pj(*‘B) (x), QI > -1, p > -1, are orthogonal on [-1, l] with 
the weight function w(x) = (1 - x)* (1 + x)B. They satisfy the differential equation 
y” + 1 a+l+B+l - x-l x+l y’+ > n(n+a:+p+uyzO 1 -x* 
There is a theorem of Markoff [ 301 (see also [43, Theorem 6.21.11) to the effect that the zeros 
of the Jacobi polynomial @lB) (x), all of which lie in [-1, 11, decrease (increase) as a (/3) (> -1) 
increases. An elementary consequence of this monotonicity is the set of inequalities 
k-i 
-x c en,k < - 
n+i 
k 71 
n+; ’ 
valid for the &zeros en,k, k = 1,. . . , n, of P,, (cos t9 ). This is got by using a comparison with the 
special (Chebyshev polynomial) cases a = - 4, /3 = f and cy = i, /3 = - i. 
There are several proofs of the monotonicity just mentioned. Markoff [30] proved it by using 
properties of the weight function with respect to which the Jacobi polynomials are orthogonal. 
Stieltjes (see [43, $6.71) gave a proof based on an electrostatic representation of the zeros; it rests 
ultimately on the differential equation satisfied by the Jacobi polynomials. The proof of Stieltjes 
[41] in which we are interested here also arises from the differential equation and uses a set 
of nonlinear equations satisfied by the zeros. Here (Section 2) we show how this proof can be 
extended to solutions of a class of differential equations. In the remaining sections, we describe two 
recent approaches to finding formulas for the derivative of a zero with respect to a parameter. 
2. Extension of Stieltjes’ proof for monotonic variation of zeros 
We suppose that y is a polynomial satisfying a differential equation 
Y” + P(x)y’ + Q(x,y = 0, (1) 
where P and Q are meromorphic, and that y has simple zeros x1, . . . , x,, none of which coincides 
with a singularity of P or Q. Then [2, (2.10) ] 
&IL= 
xj - xk 
-$yP(Xj), j = l,...,n, 
k=l 
where the prime indicates that the singular term (k = j here) in the sum must be omitted. The 
result (2) is proved in [ 21 by putting 
Y = n(x-xk) = (x-xj)Yj, 
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Then Y’ = (X - Xj)JJi + JJj, Y” = (X - Xj )Yy + 2Yj, so 
(3) 
On the other hand, by logarithmic differentiation Of Yj, we see that the required sum is yj (Xj ) /Yj (Xi ) 
which is equal to iy” (Xi )/y’ (Xj ) by (3), and so (2) follows from the differential equation ( 1). 
The sums (2) were known to Stieltjes in the cases of the classical orthogonal polynomials. Thus, 
for example, for the Hermite polynomials, we have 
n 
c I 1 - = Xj, Xj - Xk j = l,...,n, 
kc1 
while for the Jacobi polynomials, we get 
n 
c I 1 la+1 lP+l 
k=l 
Xj - Xk + ZXj-1 
- = 0, 
+ZXj+l 
j = l,..., n. 
(4) 
Such equations may be used to get various kinds of information about the zeros in question. At a 
very elementary level, we can see from (4), for example, that if the zeros of the Hermite polynomial 
Hn(x) are listed in increasing order, then (x, - Xk)-’ < xn, k = I,.. .,n - 1. Stieltjes used (5) to 
show that the zeros of the Jacobi polynomials decrease (increase) as (Y (p) increases. We will prove 
a more general result here. Suppose that the functions P and Q in (1) depend on a parameter Q, 
i.e., we consider 
Y” + P(x,a)y’ + Q(x,a)y = 0, (6) 
where P and Q are meromorphic in x for each CL We suppose in addition that a polynomial 
solution y (x, a) has simple zeros XI (a), . . . , x,, (a), none of which coincides with a singularity of 
P or Q. Then, as above, 
n 
c 1 ,=,‘Xj(a) -Xk(a:) = -iP(xj,a), j = l,...,n. 
Theorem 1. Let y(x,c~) be a polynomial solution of (6). Suppose that P(x,a) is a differentiable 
decreasing function of x for each cy and a di&erentiable decreasing (increasing) function of (r for 
each x. Then each zero of y (x, cx ) decreases (increases) as a increases. 
Note. It is remarkable that no hypotheses are imposed on Q. 
Proof. Differentiating (7 ) we get 
170 
or 
where 
and 
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n 
c 
dXj 
= $Pz(xj,a), j = l,..., IZ, 
kzl 
ajkda 
n 1 
Ujj = 
k,l’(Xj -Xk)’ - c 
tP1 (Xj a> 
’ 
Ujk = Ukj = -(Xj-Xk)-2, k # j. 
(8) 
Now the matrix A = [ ajk ] in (8) is positive definite. In fact, if u = (~1, . . . , u,, )T is any nontrivial 
column vector, we have 
2uTAu = -~P,(Xj,CrIU~ + C (E)2y 
j=l 
where the second sum on the right is over all j and k with j # k. The diagonal terms of A are 
positive and its off-diagonal terms are negative. From this it can be shown that all the entries in 
A-’ are positive. Hence, from (8), in the case where P(x, a) is decreasing (increasing) in a, we 
see that each of the dxj/dcu is negative (positive) so that each zero decreases (increases) as a: 
increases. 0 
Applications 
We recall that in the special case a = /3 = A- 3 the Jacobi polynomials reduce to the ultraspherical 
or Gegenbauer polynomials Pj” (x ) which are orthogonal on [ - 1, 1 ] with respect to the weight 
function (1 - x2)1-l/2. They satisfy the differential equation 
y,,+ (2A+l)x , n(n+2A)y=0 
X2-1 y + 1-X2 * 
Since the coefficient of y’ is decreasing in x, 0 < x < 1, for 
for each x, we recover the known result [43, Theorem 6.21.11 
decrease as A increases. The Laguerre polynomials Lk) (x) are 
to the measure emX xea and satisfy the differential equation 
y”+ (+-l),+~y=O. 
each A > -i and decreasing in A 
that for A > -i the positive zeros 
orthogonal on (0,~) with respect 
Here the coefficient of y’ is decreasing in x for each cy > -I and increasing in o for each x > 0. 
Thus we recover the known result [ 43, Chapter 61 that for a > - 1, the zeros increase as (Y increases. 
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3. Bessel functions 
Bessel functions are limiting cases of orthogonal polynomials. For example [43, Theorem 8.1.11, 
Elln--Tp’p) (cog = (+z)-*J,(z), (9) 
where 
O” (-l)k(+X)a+= 
&X(x) = c 
k=O k!r(cx + k + 1)’ 
As far as the zeros are concerned, we have [43, Theorem 8.1.21 
lim tie,,, = jak, 
n-cc 
where ok,, is the kth positive zero of Pia”‘) (cos 0) and j& is the kth positive zero of J, (x). 
It is of interest to recall some formulas for the derivative with respect to order of zeros of Bessel 
or cylinder functions. For example, there is the well-known formula due to Schllfli [40], [48, 
p.5081: 
d_i 2j ’ 
dv= uJ:+~ (j) s s-‘J,2(s)ds, u > 0, 
0 
where j = j&. Somewhat more useful is a formula due to Watson [ 48, p.5081: 
cc 
dc 
dv = 2c J &(2csinht)e- *” dt, 
0 
which is valid for all positive zeros c = c,& of cylinder functions 
G(x) = cosct:J,(x) -sinaY,(x) 
(10) 
(11) 
throughout the interval in which they are continuous functions of u. Because of the simple nature 
(positive, decreasing, etc.) of KO (t ), formula ( 11) has been used to remarkable effect in several 
discussions of monotonicity, convexity, etc. of the zeros; see [ 9- 12 ] and references. 
4. The Hellmann-Feynman theorem 
I first heard of the Hellmann-Feynman theorem from John Lewis about 1973. He had a conjecture 
that the sequence { jil: n = 1,2,. . .} was convex. This arose from a problem related to a rotating 
Boson gas [ 361. Lewis and I eventually proved his conjecture, among other things [ 291, and along 
the way we made heavy use of both the Schltifli and Watson formulas (10) and ( 11). In the 
course of our discussion, Lewis happened to remark that “SchMi’s formula is a consequence of 
the Hellmann-Feynman Theorem”. 
The Hellmann-Feynman was not referenced in any of the mathematics books or in the few physics 
books which I looked at. But it seems to be well-known among workers in quantum chemistry. 
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It is actually a very special case of more general statements in the perturbation theory of linear 
operators; see [28,38,44,45]. What does it say? 
Consider a family of operators H, depending on a parameter Y, with corresponding eigenvalues 
I, and eigenvectors vV; thus Hvvv = I,,yl,, for each V. The operators are defined on some 
inner-product space and are to be symmetric in the sense that (H&, t,u) = (4, H, ye). Also the 
eigenfunctions are normalized: ( tyv, yv) = 1, for each Y. Then we have L, = (H, yl,, w,,). At this 
point, rather than asking for a more precise description of the spaces and domains of the operators, 
let us see what we can do by proceeding formally. Differentiating the equation ;2, = (H, vv, vv) 
with respect to V, we get 
a, aHv -= 
du (- dr, ‘YV/V, WV) + (H$$‘, wv) + (&v/v, s). 
But on using the symmetry of H, and (v/~, yv) = 1, we see that the last two terms vanish and we 
have 
perhaps a simpler formula than we might have expected. This is what is called the Hellmann- 
Feynman theorem. It appears in Feynman’s undergraduate thesis at MIT [ 15 1, but it had appeared 
a little earlier in a textbook on quantum chemistry by Hellmann [ 181. See [ 351 for some interesting 
remarks on the origin of the Hellmann-Feynman theorem. 
In case we do not assume the normalization ( tyv, v/y) = 1, we get the slightly more complicated 
formula 
The squares j& of the zeros of the Bessel function are eigenvalues of the boundary value problem 
consisting of the differential equation 
d2y y2 - I -- 
dX2 + x2 
dy&y 
and the boundary conditions 
y(0) = y(1) = 0. 
An application of the Hellmann-Feynman theorem gives Schhifli’s formula 
d j 2j ’ 
dv= J uJ,‘+lW o s-9,2(s) ds. (12) 
Further applications of the Hellmann-Feynman theorem in a differential equations setting are 
found in [24,32]. However, there does not seem to be any obvious way to get results on zeros of 
orthogonal polynomials using this approach. 
5. Recurrence relations 
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The key to further progress lies in dealing with recurrence relations rather than differential 
equations. This was found useful for Bessel and q-Bessel functions [25], but is especially fruitful 
for orthogonal polynomials, since a recurrence relation is always available. The suggestion to use 
the Hellmann-Feynman theorem in a recurrence relation setting came from Mourad Ismail when I 
showed him a formula equivalent to 
dj 2 
z=J 
Oc) J,‘+,(j) 
c 
n=l J,2+1 W’ 
(13) 
for the derivative with respect to order v of a positive zero j = jyk of J, (x), in [20]. Actually, 
there appeared the more complicated formula 
d_i 
z=J 
CFh J,'+,(j) 
Czl(u + dJ?+,W' 
(14) 
but the sum in the denominator can be evaluated leading to the simpler form (13); see 1251. 
Later Ismail [ 2 1 ] showed that in fact ( 13) can be obtained from Schlafli’s formula ( 12) using 
results in [ 481 from the classical theory of Bessel functions. But the Hellmann-Feynman idea in 
the recurrence relation setting proved to be a quite fruitful approach. Here we describe some of its 
applications. 
Let (sn (x)} be a family of polynomials such that sn (x) is of precise degree n, n = 0, 1,. . . , and 
so(x) = 1, s1 (x) = 3. 
PO 
(15) 
Recall that such a family of polynomials is orthogonal with respect to a positive measure with 
infinite support and finite moments if and only if it satisfies a three-term recurrence relation of the 
form 
Wz(x) = P&2+1(X) + Y&(x) +&&-l(x), n = 1,2,..., (16) 
with 
&&+t >o, 12 = O,l,... . 
In this case, 
00 
s 
s,(x)s,(x)d~(x) = Wmn, 
-CC 
where 
to= 1, C&C f+, 
j=l Pj-1 
n=0,1,2 ).... 
The recurrence relations can be written 
YOSO + PO31 = xso, alsO + YlSl + PI+92 = XSI, 82sl + y2s2 + p2s3 = xs2, 
(17) 
(18) 
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etc., or 
with the infinite tridiagonal matrix 
Now the Nth equation here is 
f3~-1Qv-2 (X) + YN-iS~-i (X) + PN-ISN(X) = XSN-I (X); 
so if we use the notation HN for the N x N truncation of H, we get 
(19) 
if and only if x is a zero of SN (x ). This identifies the zeros of the polynomials SN (x), which are 
real and simple, as eigenvalues of the matrix HN. This identification of zeros of polynomials as 
eigenvalues of truncated matrices is discussed in [42]; see [ 71 for a survey of some applications of 
operator theory to systems of orthogonal polynomials. 
6. The Hellmann-Feynman theorem in a recurrence relation setting 
In what follows we will suppose that {sn (x)} satisfies (15)-( 17) and assume that /3,,, yn and 
S,, are differentiable functions of a parameter T, 0 < n < N. We will be interested in getting a 
formula for the derivative of a zero of &v(x) with respect o r and hence discovering conditions 
under which the zeros are monotonic functions of r. 
In general the matrix H is not symmetric though we can transform the problem to a symmetric 
form; see Section 7. Alternatively, we can use a modified version of the Hellmann-Feynman theorem 
adapted to the present situation. 
Theorem 2. (See, e.g., [ 271.) Let H(7) be an n x n matrix whose entries have continuous first 
derivatives with respect to a parameter 7 for 7 E T := (z1,72). Let A,(7) <n,(7) < ..= < n,,(z) be 
the eigenvalues of H (7) and let Ul, . . . , U,, be the corresponding eigenvectors. If dH(7)/8 (7) is the 
matrix formed by the derivatives of the entries of H (z), then 
dlj (Uj, (aH/ar)Uj) 
-SF= (Uj,Ujj , j = L-4, 
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where the inner product is defined by (u, w) = CE= 1 uivi/(i. 
Here are some situations where this theorem can be applied. 
(i) One situation is when the entries in dH/ar are all nonnegative. Ismail has pointed out that 
this holds in the case of a class of polynomials considered by Dickinson, Pollack and Wannier. 
Here Pn = 6, and yn = 0, and one may get information on all the zeros in this way (see [22, 
Theorem 4 ] ) . 
(ii) We can still get some information when the entries in d H/d7 are not all nonnegative. For 
example, Ismail [ 22 ] has considered the case of birth and death process polynomials ( yn = -p,, -6,) 
and shown that one can get information on the monotonicity of the largest and smallest zeros in this 
way [22, Theorems l-31. Ismail supposes that Pn and Pn/an are differentiable monotone increasing 
functions of a parameter r. What the Hellmann-Feynman Theorem says in this case is that the sign 
of the derivative of a zero 2 with respect to 7 is the same as that of 
N-l 
C @(A> 
-biQi+l (A) - diei- (A) + (bi + di)Qi(l) 
5i 
, 
i=O 
where the primes denote derivatives with respect to the parameter r. Ismail then gives an argument 
depending on an interlacing property (hence applying only to the smallest zero) to show that that 
zero is an increasing function of r. See also [23] for further information on this topic. 
(iii) Another situation in which one can get useful information is when HN is Hermitian and 
the matrix dfh/bT is positive definite. The consequences of these assumptions are explored in 
detail in [26]. We repeat some of the results of [26] here and in Sections 7 and 8. In this case the 
assertion of Theorem 2 is that 
Aj a UjT(aH/dT)Uj 
37 UTUj ' 
j = l,...,n. 
Hence the positive definiteness of the derivative of the N x N truncation of H implies the 
monotonicity (in 7) of the zeros of SN (x ). 
Corollary (Ismail and Muldoon [26] ). Let the assumptions of Theorem 2 hold and, in addition, 
let H be Hermitian. If dH/dz is positive (negative) definite, then the jth eigenvalue of H (7) is a 
strictly increasing (decreasing) function of z, j = 1, . . . , n. 
The Corollary is [ 5, Theorem V.2.31. An equivalent assertion is that if A and B are Hermitian 
matrices and B - A is positive definite, then each eigenvalue of B is strictly larger than the 
corresponding eigenvalue of A. Proofs of the latter assertion are in [ 19, Corollary 7.7.41 and [31, 
p.4751. 
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7. Applications of the “positive definite” idea 
We symmetrize the situation by considering, instead of {sn (x)}, the corresponding orthonormal 
polynomials 
( 
112 
PO(X) = 1, P,(X) = POPl~~~Pn-1 
462 **es, > 
&I (XI, 
which satisfy 
PO(X) = 1, %8(x) = hlPn+l (XI + hdh(x) + an-l&z-l(X), n a 0, 
L2-QI-l (x) := 0, 
(21) 
where 
an = &GZ, b, = in, n 2 0. (22) 
This identifies the zeros of the polynomial PN (x) (or of SN (x ) ) as eigenvalues of the Hermitian 
matrix AN, the N x N truncation of the matrix 
b. a0 0 0 .a. 
a0 bl al 0 ..a 
A = L&j] = 0 al b2 a2 I_ 1 . *. ** *. . . . (23) 
Theorem 2 may be applied directly in this setting and will give monotonicity of the zeros as 
functions of r, provided that dA~/dz is a definite matrix. We summarize our findings as follows. 
Theorem 3 (Ismail and Muldoon [26]). Let {sn(x)} satis& (15) and (16) and assume that, for 
n = O,l,..., N - 1, /I,,, y,, and 6, are dfferentiable functions of a parameter z, z E (zl, 72) : = T. If 
(17) holds for n = 0, l,...,N- 1 and ifthe matrix 
d 
as 
d&l 
0 
A2 
Y2 
0 
&3 *. 
. . . 
. . . 
. . I (24) 
1 dm YN-I 1 
is positive (negative) dejinite, then the zeros of so(x), . . . , sN (x ) are strictly increasing (decreasing) 
functions of z, z E T. 
In the application of Theorem 3, it is useful to have some methods of determining whether a 
symmetric tridiagonal matrix is positive definite. It is clear that if a symmetric tridiagonal matrix 
A is positive definite, then any symmetric tridiagonal matrix got by increasing some of the diagonal 
entries and decreasing (in absolute value) some of the off-diagonal entries of A is also positive 
definite. This is because 
det AN = bN_1 det AN-I - ai- det AN_2, (25) 
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where AN is the N x N truncation of the matrix in (23). We state this formally as follows. 
Theorem 4 (Ismail and Muldoon [ 26 ] ) . Let A and B be symmetric tridiagonal N x N matrices. Let 
A be positive definite and let 
b&+1 a?i+l 
biibi+l,i+l < ’ , i = %..yN-2. 
ai&+ l,i+ 1 
Then B is also positive definite. 
In order to have a supply of positive definite matrices, to use as comparison matrices in the 
foregoing theorem, it is first worth noting that the matrix 
AN = (26) 
is positive definite. This follows from det AN = (N + 1 )/2N; this can be proved by induction on 
N on noting that det Al = 1, detA2 = $ and, on using (25), det AN = detAN_1 - i detAN_2. 
Applications 
(a) The associated Laguerre polynomials {L; (x; c)} [4,16] are generated by 
L,a(x;c) = 1, LY(x;c) = 
a+l-x+2c 
c+l 
(27) 
and 
xLg(x;c) = -(n + c + l)Lz+,(x;c) + (2n + 2c + (Y + l)LE(x;c) 
- (n + c + a)Lz_,(x;c), n = 1,2,. . . . (28) 
They provide an example of birth and death process polynomials, since yn = - (/I,, + 6,). [ 22, 
Theorem l] shows that the largest zero of such a polynomial increases with (u, cy. > 0. We show 
in [26] that this increasing property holds for all the zeros. It is necessary only to show that the 
tridiagonal matrix C = aA~/acu is positive definite. This matrix has cii = 1 and 
m 
ci+1,i = Ci,i+l = 
2v/i+c+a+1 
< ;, ff > 0, c> -1, 
so it is clearly positive definite by comparison with the matrix in (26) using Theorem 4. This 
shows that for QI 3 0, c > -1, the zeros of the associated Laguerre polynomial increase with the 
parameter 0. 
In the special case c = 0, we have the classical Laguerre polynomials {Lp) (x)} and the result 
just obtained shows that their zeros increase with cr, QI > 0. Actually the stronger result that the 
zeros increase with CX, cx > - 1, can be obtained by Markofl’s theorem [43, Theorem 6.12.11, by 
the method of Stieltjes [43, 56.221 or, most simply, by the elegant electrostatic interpretation of 
the zeros [43, Theorem 6.7.21. We point out, however, that these methods are based on knowing 
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the weight function or the differential equation satisfied by the polynomials and are not obviously 
applicable in the case c # 0. 
Theorem 2 also provides a compact integral representation for the derivative of a zero < of 
L:‘(x) with respect o a: 
cc 
dt -= 
da 
-’ e-” Lp) (c + u) du. 
0 
(29) 
See [26] for details. 
(b) The Al-Salam-Carlitz polynomials { U,? (X )} (see [ 6, p. 1961) are given by 
U@‘(X) = 0 -1 5 q)(x) = 1, 
U,‘“,‘&Y) = [X- (1 + a)q”]U,(“)(x) + aqn-‘(1 -q”)u;:),(X), 
where a < 0, 0 < q < 1. For these polynomials, we have the following theorem. 
(30) 
Theorem 5 (Ismail and Muldoon [ 261). Let 0 < q < 1. The zeros of {U,/*’ (x + u/q)} are strictly 
decreasingfunctions of a on the interval --oo <a < -q2[4(1 -q2)]-’ (< 0). 
Here the elements of the matrix C = -dA/da are given by 
Cnn = -4” + $, c,,,+i = fJq”o(-a)-L/2, n = O,l,... . (31) 
The proof of [26, Theorem 51 depends on showing that, under the given conditions, this matrix 
is positive definite. It does not seem to be possible to use the simple comparison which we used 
in the case of the associated Laguerre polynomials, but we use another source of positive definite 
tridiagonal matrices: the set of tridiagonal matrices associated with polynomials systems whose 
intervals of orthogonality are contained in [0, 00). This is based on the observation that if the true 
interval of orthogonality of {Sn (x)} is contained in [a, b], then the matrices AN - al and bZ - AN 
are positive definite. 
The interval [a, 1 ] is the true interval of orthogonality of { U,(” (xl}. Hence, the tridiagonal 
symmetric matrix M with 
m nn = 1- (1 + a)q+‘, mn,n+l = - J -aq”(l -qn+l), n = 0, l,..., 
is positive definite. We replace a by q2/ (40) giving the positive definiteness of the tridiagonal 
symmetric matrix M with 
m q2 nn = I- 1 + 4a 
( > 
4 
n-l 
, %,n+i = -pgyy n = O,l,... . (32) 
Now we show that -dA/da as given by (31) is positive definite by comparing it with 
Theorem 4. This leads to showing that 
(32), using 
1 1 
(1 _qn+l)(l -qn+z) ’ (1- (1 + q2/(4a))q”-‘)(l- (1 + q2/(4a))q”)’ 
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But this is true under the given hypothesis -cc < a < -q2 [4( 1 - q*) I-‘, which is equivalent to 
q* G 1 + q2/ (4~). This completes the proof of Theorem 5. 
(c) We have similar results [ 261 for Meixner and Pollaczek polynomials. 
8. The connection with chain sequences 
Definition. A finite or infinite sequence {a, 1 n > 0) is called a chain sequence if there exists another 
sequence {gn ] n > 0) such that a,, = g,(l-g,_r),n>O,withO<go<landO<g,<lfor 
n > 0. The sequence {gn} is called a parameter sequence for the sequence {a,}. 
The following theorem is due to [ 471; see also [ 461. 
Theorem 6. Let B = [bi,j] be an in..nite real tridiagonal matrix: 
bi,j = ci-ldi,j+l + diJi,j + ciSi,j-l, i,j > 0, (33) 
and assume ci # 0, i = 0,. . . , N - 2. Let BN be the N x N truncation of B. Then BN is positive 
definite ifand only ifdi > 0, i = 0, l,...,N- 1, and {co2/(dldo),...,c~_2/(dN_ldN-2)} is a chain 
sequence. 
Thus the question of whether a symmetric tridiagonal matrix is positive definite reduces to the 
question of whether a certain related sequence is a chain sequence. The fact that the constant 
sequence {$} is a chain sequence is equivalent to the positive definiteness of the matrix in (26). It 
may be useful also to record that the sequence whose nth element is i + [ 16n (n + 11-l is a chain 
sequence; see [6, p.981. 
We observe that Theorem 4 asserts that a sequence of positive numbers is itself a chain sequence 
if it is dominated by a chain sequence [6, Theorem 5.7, p.97 1. 
9. Another differential equations approach 
In [ 131, we derive a formula for the derivative with respect to a parameter v of a zero of a 
suitable solution z ( t, v ) of the differential equation 
(p(t,v)Z’)’ + r(t,v)Z = 0. 
Some of that work is summarized in this and the next section. 
We begin by considering the differential equation 
(P(t,v)y’)’ + r(t,v)y = 0, t E Z, (34) 
for each v in some interval J. We suppose that p-l (t, v ) and r (t, V) are of class C’ in a domain 
of the (t, v)-space which includes Z x J. Now, if we are in a situation where y(a, V) = 0 for each 
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v in J, and if c = c (V ) is another zero of y (t, v ), we obtain by the use of a method of [ 371 the 
formula 
C 
P(c,v)[Y’kv)12~ = /- [- rvh4y2(w) +Pvw[Y’(w)12] b. 
a 
(35) 
This provides a kind of quantitative confirmation of the Sturm comparison theorem in that it 
shows that the zeros are monotonic in v in the same direction as p (t, Y ) and in a direction opposite 
to that of r( t, u). The result (35) continues to hold under suitable hypotheses in the frequently 
occurring case where the point a is a singular point of the differential equation. Applied to the 
Bessel equation 
(ty')' + y y = 0, (36) 
with a solution function y (t, v) = J, (t) vanishing at 0, we recover Schlafli’s formula [40], [48, 
p.5081 
d j 2j ’ -= 
du vJ:+~ (j) s 
s-‘J,2(s)ds, 
0 
(37) 
where j = j (v, k ) is a positive zero of J, (x). 
With the usual notation for the ultraspherical or Gegenbauer polynomials, we recall [43] that 
yn (t, a) = (1 - t2)u/2+‘/4P,(“) (t) is a solution of 
d2y -I dx2 + (n+aj2+ ~+(Y-cx2+$x2 1 -x2 (1 -x2)2 y=. (38) 
For (I: > -3, yn(l,cr) = 0, for every n, while for every CX:, we have y,(O,a) = 0, for n odd, and 
yA(O, CY) = 0, for n even. Applying (35), with a = 0, we get for a zero c of P,‘“‘(x) the formula 
dc _ = _(I - tyw[pp)(c)]2 ’ 2n + l -2(n + a)s2 
da s (1 _s2)-a+3/2 
0 
With a = 1, on the other hand, we get 
[P?? (s)] 2 ds. 
dc 
1 
- = (1 - tq-~+[P;(“) (c)12 
da J 
2n t1 !;;)(nA,;)s2 [P’“‘(s)]2 d&s. 
C 
(39) 
(40) 
In fact, using the orthogonality and other properties of ultraspherical polynomials, we can show 
that these formulas are equivalent, whenever both integrals converge. 
Formula (39 ) shows that a positive zero of P,/=) (x ) is a decreasing function of a for those values of 
awhichsatisfyac (2n+1)/(2c2)-n.Ontheotherhand, (40)showsitfor~~> (2n+1)/(2c2)-n. 
We remark that the integral in the second formula exists only for (Y > i. But on considering that 
0 < c2 < 1, the inequality CE > 4 follows from the condition cx > (2n + 1) / ( 2c2 ) - n. Together, these 
results recover the known result [43, Theorem 6.21.11 that all the positive zeros are decreasing 
functions of a. 
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10. A more general differential equations approach 
In [ 131, we consider a pair of linearly independent solutions x (t, v ), y (t, v ) of the differential 
equation 
2” + q(t,v)z = 0, t E I, (41) 
satisfying the initial conditions 
X(&U) = 4(v), y(a,v) = 0, (42) 
xt(a,v) = 0, Yt(a,v) = -$). 
for each Y in some interval J. The function 4 (v) is supposed to be differentiable on J. The 
Wronskian 
w = x(t,u)yt(t,u) -xt(t,u)y(t,u) E 1, t E I, (44) 
for each v E J. We suppose that q(t, v) is of class C’ in a domain of the (t, v)-space which 
includes Z x J. This implies, as pointed out in [ 131, that the solutions x (t, v ), y (t, v ) and indeed 
any linear combination 
z(t,v) = x(t,Y)cos(X--_y(t,v)sina (45) 
are of class C’ throughout their domains of existence in the (t, v )-space. Let c = c (v, a ) be a zero 
of z(t,v), for some fixed Q. We show [13] that 
where 
Q(t,V) = 
x(t,v) v(t,v) 
xv(t,v) Yv(t,v) * 
(47) 
We show also [ 131 that Q (t, v) satisfies the third-order nonhomogeneous linear differential equation 
w”’ + 4q(t,v)w’ + 24t(t,v)w = %,(t,v), 
with initial conditions 
w(a,y) = wtt(a,v) = 0, wt(a,v) = -2%. 
Y 
We remark that the product xy of any two solutions x and y 
homogeneous equation 
w”’ + 4q(t,v)w’ + 2qt(t,v)w = 0, 
(48) 
(49) 
of (41) satisfies the corresponding 
(50) 
see [ 31. From the form of the general solution of (48 ), we have 
Q(f,v) = M4x2W) + h(v)x(t,v)y(t,v) + hWy2(w) + St&v). 
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One result of this more general approach is a generalization of Schlafli’s formula to general cylinder 
functions. If c = c (v, k, a ) is a zero of any cylinder function C, (t ) = cos a Jv (t ) - sin (Y Y, (t ), we 
get [13] from (46): 
co 
dc - = $lr2c 
dv 
J;(c) + Y;(c) - 2~ 
s I 
s-l 
’ c 
(51) 
This reduces to the Schlafli result in case a = 0 and to a result of [39] in case o = $rr. 
11. Hermite functions 
If we start with the differential equation (48) and suitable boundary conditions and apply 
“variation of parameters”, we are led to a Schlifli-type formula, as above. Because of [33], which 
gave a differential equations proof of the Watson formula 
cc 
dc 
dv = 2c 
J 
&(2csinht)e- 2vt dt, 
0 
(52) 
it seems plausible to look for Watson-type formulas by differential equations methods. Here is an 
example of how we can find such a formula. The details are in [ 141. 
The Hermite function HA (z ) can be defined (see, e.g., [ 171) by 
HA(z) = _sinnAr(l +A) O” r{j(n-II)} 
271 c n=O r(n + 1) 
(-2z)“, (53) 
or, in terms of the confluent hypergeometric functions, by [ 81 
K(z) = $ [cos+rr(;n + ;, #+g, $,X2) 
+ 2xsiniilcr(@ + 1) tFt(-312 + 3, $,x2)]. (54) 
The constant multiplying the sum in (53) is chosen so that HA (z) reduces to the Hermite polynomi- 
als (with the notation of, e.g., [43] ) in the case where ;1 is a nonnegative integer. Thus HO (z) = 1, 
HI(z) = 22, Hz(x) = 4z2 - 2, Hs(z) = 8z3 - 122, etc. In the polynomial case, the zeros are all 
real and placed symmetrically with respect to the origin. Our object in [ 141 is the study of the real 
zeros of HA (z) in the case where A is an arbitrary real number. 
The largest real zero of HA (z ) is of importance in the study of subharmonic functions [ 171. 
HA(Z) is that solution of the Hermite equation 
y” - 2zy’ + 2Ay = 0, (55) 
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which grows relatively slowly as z ---t +OO. We consider also a second linearly independent solution 
of this equation: 
G,(z) = $ [- sini;ixT($ + i) lFi(-(-:A), i,z’) 
+ 2zco+llr(;~ + 1) IF+(-$) + &$,z’) . 1 (56) 
The functions eex2i2 HA (x ) and eex2j2 GA (x ), which have the same zeros as HA (x ) and GA (x ), are 
linearly independent solutions of the modified Hermite equation 
[ 
2 + 2A + 1 -x2 
I 
y(x) = 0. (57) 
It turns out that, when n < 2 < n + 1, HA(X) has n + 1 real zeros which increase with 12. As R 
passes through each nonnegative integer IZ, a new leftmost zero appears at --oo while the rightmost 
zero passes through the largest zero of H,, (x ). 
It was shown in [ 8 ] that 
2-Afi 
cc 
e-Z2[H;(t) + G;(t)] _ dr 
r(n + 1) 
e-(2A+1)r+t2tanh r 
vsinh 7 cash 7 ’ 
(58) 
The left-hand side here is a solution of the homogeneous equation 
UJ”’ + 4(22 + 1 - t2)w’ - 4tw = 0. (59) 
This suggests that we seek a similar kind of solution Q (t, 1) of the nonhomogeneous equation 
w”’ + 4(2L + 1 - t2)w’ - 4tw = 2, (60) 
and the initial conditions (49), for a suitable +(A). We choose a = 0. In view of this result of [ 8 1, 
we look for such a solution in the form 
w= J e-(2’+1)rf(t(tanhr)1/2) d7 vsinh 7 cash 7 * 
0 
(61) 
00 
r 
,-(2A+l)r+t’tanh T erf(t(tanhr)‘12) , d7 9 (62) w(t,A) = &,hi 
/ 
0 
dsinhrcoshr. 
and the general solution is 
This leads to the formula 
00 
w (t, 2) plus the general solution of the homogeneous equation (60). 
In [ 141, we find a solution of (60) of the form 
dc -= 
d/z J 
eet21+ ‘jr 4 (cG) sinhrcosh 7, (63) 
0 
for a zero c = c(A) of HA(x), where 
4(x) = eX2erfc(x), 
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and erfc is the complementary error function 
03 
erfc(x) = -2 
J 5 
e-l2 dt. 
Now, from [ 1, 7.4.21, 
4(z) = $ ~e-f2m2zf dt, 
0 
so 4 is completely monotonic on (0, co), i.e., (-1)“4(“) (x) 2 0, 12 = 0, 1,. . . . This can be 
used to show that de/d), is not only positive but completely monotonic. A corollary is that if xkn, 
k=l , . . . , n, are the zeros in decreasing order of Hn (t), then for fixed k, with dcn)p,k = ~,,+~,k-p,,k, 
we have 
(-l)‘d[,,x,k > 0, r = 1,2 ,... . 
We may compare this with the result of [8, pp. 371, 3721 that for the positive zeros, with fixed n, 
(--l)‘d&,x,k > 0, r = 1,2 ,... . 
In [ 141, we use (63) to give an entirely analytic proof of the result (proved partly numerically 
in [ 171) that if h = h (A) denotes the largest zero of the Hermite function HZ. (t ), then I > 
1 + erf[h(1)], 0 < 3, < 00, with equality only for 1 = 1. 
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