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Summary
Upon transmission of video over low bit rates, it is very common to incur delays, as the frames 
transmitted cannot be completed in the time allocated using the given bandwidth. The presented 
thesis proposes a number of methods aimed at facilitating the transmission of video frames over 
low bit rates, with the emphasis on compressing the video by compromising the less important 
aspects of the video frame.
The presented novel video coding algorithms include a wavelet based coder, a number of 
variations on a vector based coder, and an alternative rate control algorithm to be applied to the 
MPEG-4 compression algorithm, which also allows the possibility of error processing on high 
error channels.
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Glossaiy o f  Terms
Glossary of Terms
AIR -  Adaptive INTRA Refresh
bps -  bits per second
C/I -  Carrier to Interference Ratio
DCT -  Discrete Cosine Transformation
fps -  frames per second
FCT -  Fourier Cosine Transform
FST -  Fourier Sine Transform
FT -  Fourier Transform
GPSR -  General Packet Radio Service
GSM -  Global System for Mobile communications
H.263 -  ITU-T Video Coding standard no. H.263
HVS -  Human Visual System
JPEG -  Joint Photographic Experts Group
MAD -  Mean Average Distance. The square root of the MSD
MPEG -  Motion Picture Experts Group
MSD -  Mean Squared Distance
PSNR -  Peak Signal to Noise Ratio
QCIF -  Quarter Common Intermediate Format
QMF -  Quadrature Mirror Filter
RC -  Rate Control
SAD -  Squared Average Distance (equivalent to MSD)
VC -  Vector Coding
VLC -  Variable Length Codeword
VM -  Verification Model (version reference of MPEG-standards) 
YUV -  raw video data with downsampled chrominance
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Chapter 1
1 Introduction
Digital video has slowly conquered the video market. An estimate of 2001 [1] gave 42 million 
digital television subscribers worldwide. This estimate was released in conjunction with the 
American decision to make all television stations digital by May 2002. The market for digital 
video person-to-person communication is at the time of release of this thesis yet an open market 
with an unclear future. A yet to be solved problem is how to collect money for the video 
communication. Large bandwidths have been promised, but larger bandwidths require larger 
revenues in order to be viable. If a terminal has the option of choosing the amount of bandwidth it 
uses, and the cost is thereafter, a scenario appears where devices may actually decide their own 
costs. On the other hand it is not user-friendly to expect the user to perform the network 
management required.
The compression mechanisms existing today are efficient in getting a good quality/rate tradeoff. 
They can compress video rates to meet a target average bit rate, with only a small delay, but they 
are not scalable.
This thesis presents a number of methods of providing scalable coding, not with the purpose of 
meeting a required bitrate precisely, as the existing standards do that adequately, but with the 
purpose of meeting an unpredictable capacity, be this for streaming video or for packet based 
transmission. The main achievement presented is thus video transmitted at any given rate at any 
given instant.
The thesis has been split into 6 chapters:
Chapter 1 features this introduction.
Chapter 2 provides an overview of video coding, which includes how it is transmitted, can be 
processed, compressed and what other ideas are available for manipulating a video bit stream.
Chapter 3 describes MPEG-4, some of the rate controls associated with it and proposes some 
alternatives based upon controlling block types rather than and as well as block quantisers. It 
describes GPRS and demonstrates some principles in adapting the rate controls to it, including the 
option of error resilience by changing one parameter in the rate control model.
Chapter 2. Video Coding Theory
Chapter 4 describes wavelets, gives an overview of the EZW image coder and proposes a novel 
video coder based on reorganisation of this coder’s output streams with the aim of delivering a 
flat output bit rate.
Chapter 5 describes vector coding and proposes a coder implementing vectors on top of the coder 
described in Chapter 4 in order to improve quality while still maintaining a flat bit rate.
Chapter 6 will encompass some concluding remarks as well as some speculation on the 
development of the rate control field.
The original work presented in this thesis comprises the following improvements, a number of 
which have previously been presented in the articles referenced in the Publications chapter:
• 4 levels of rate control described in chapter 3 and the application of the best of these to a 
simulated GPRS environment.
• Chapter 3 also presents an application of this rate control system which can provide error 
resilience.
• A novel progressive wavelet coder is presented in chapter 4.
• A novel vector coder applied onto the progressive wavelet coder is presented in chapter 5 
alongside a novel vector-based head-and-shoulders specific coder suitable for video 
conferencing.
All of the video processed in this thesis is in colour. Videophone displays are in colour and 
videophone transmission ought to be as well. A video sequence consists of a series of images -  
known as frames -  displayed in succession. The rate with which the frames are being displayed is 
referred to as the frame rate. A frame consists of a (usually rectangular) cluster of coloured spots 
known as picture elements or for short: pixels. A  video sequence is thus defined by the colour 
taken by each pixel at any given time. Colour displayed by light is composed from three colours, 
red, green, and blue. The light to be displayed at each pixel location is then referenced by the 
strength of each colour component. This raw format is called RGB.
A downsampled version which is commonly used is the YUV-format. The Y represents the 
luminance of the signal -  in other words the brightness of the pixel. U and V represent 
respectively the red and blue chrominance components, which represent the colour distribution. 
The conversion is
Y = 0.30i? + 0.59G + 0.11£ 
U = R - Y
V = B - Y
(1)
(2)
(3)
and likewise in the opposite direction:
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R = Y + U 
B = Y + V
_ 7 -0 .307?-0 .115
G = -------- r-—--------
(4)
(5)
(6)
The eye is more sensitive to the brightness of the image than the exact chrominance, and hence 
the two chrominance components are usually downsampled by a factor 2 in each dimension. This 
gives a total compression of half the image, with no noticeable loss of quality. For transmission 
purposes, this type of compression is very interesting, as you may be able to transmit twice as 
much information as the transmission channel in principle should be able to accomodate. Please 
note that in computing terminology, a kilo can often mean 1024 (210). Throughout this thesis, a 
kilo is 1000 exactly.
10
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Chapter 2
2 Video Coding Theory
The term coding involves any sort of conversion of the video sequence into a structured series of 
bits. This can involve header information, which provides information to a decoder about the 
contents of the following bitstream. It can involve functionality which may be user data, error 
protection bits, video annotation information or even cryptography. This chapter aims to provide 
an overview of what is commonly done with video sequences.
2.1 Digital Video Transmission
Video is commonly coded with the intention of displaying it somewhere else than where it was 
recorded. It can either be by recording it or by transmitting it. The device onto which it is 
recorded is called a storage device. The system through which it is transmitted is called a channel. 
There is a number of possible variations of channels. There is the old fashioned cable which has 
hardly any loss, small amounts of radiation, but requires the user to stay within the reach of the 
cable. Alternatively there exist wireless devices, which depend on the transmission of the signal 
through air. This causes bit errors in the signal, and an entire field of research is dedicated to this 
issue. Signals also travel in two different ways: as streaming data, which implies that one bit is 
transmitted at a time or as ‘packets’. This last idea has only been developing recently with the 
internet being the foremost catalyst for its emergence. It requires cutting the bitstream into chunks 
and placing them with a header in a network. This header will then cause the network to steer the 
packet to the correct receiver. It means the input signal will come in discrete groups of bits rather 
than as a flowing stream. The generalised flow diagram of a signal is as in figure 1.
11
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Video in Source
Coder
Data Coder Modulator
Video out Data
Decoder
Source
Decoder
Demodulator
Figure 1. Generalised Signal Flow Diagram
A video signal enters the system and is converted -  possibly compressed - into a one-dimensional 
stream of ones and zeroes. It is then converted into blocks of bits suitable for whatever channel it 
is to be transmitted through. This may involve distributing the stream over packets or applying 
error resilience. Final step is to modulate the data to fit alongside what other signals need to go 
into the channel. This information can then be removed in the reverse order. The received signal 
is demodulated to form data streams. The resilience or packetisation is then removed to provide 
the video code that is then given to the video decoder which then presents an image. Networks 
should be modular, in the sense that any new channel can simply connect somewhere to the 
network and the network should be able to accomodate it. An issue is if the number of bits 
transmitted onto the network exceeds the physical capacity of bits that the network can handle, the 
additional bits, for which there is no room, are lost. This is referred to as channel congestion. If 
there is no room available, there is also no way of recovering what bits have been lost, causing an 
discrepancy between encoder and decoder or a loss of signal, both causing a disruption in 
communication as synchronisation has to be reestablished.
Figure 2. Example Mobile Network
The common way to perform person-to-person communication is via mobile networks, one such 
which is demonstrated in figure 2. These networks have possibly cable -  possibly satellite 
connections between widely distributed antennas. These antennas -  called base stations -  connect 
to the mobile phones individually and then to each other, providing a high-quality link to each 
other over long distances and a low capacity connection over a short distance. The common setup
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is to have base stations connected via optical fibre cables with multiplexers and routers on the 
different base stations to transmit the signal to the correct station. Fiber-optical links are high­
speed and high-reliability, but it is still commonplace to set up these networks with a ring 
connection to avoid disasters if any one connection breaks down.
Video broadcasting is less complex. The terrestrial channels use a number of very large antennas 
placed around the country to transmit the signal out to the users. Cable TV uses what the name 
implies: A cable connection from the source out to the receivers. This cable connection will quite 
often be in conjunction with other cable services, in order to save the expenses of laying them 
separately. Satellite TV transmits the video up to a satellite that then distributes the signal to 
receivers on the ground.
2.2 Rate Control
Compression is the attempt to transmit the contents of a number of bits using a smaller number of 
bits. For the purpose of this thesis, it refers to video compression [2]; the transmission of video 
sequences using a smaller bitstream than the uncompressed data would require. This gives a 
number of benefits: It may increase the speed with which the data is transmitted, given a fixed bit 
transmission rate. It may increase the amount of information transmitted. It may allow servicing 
of more clients. Compression of a bit stream means transmitting less bits. Powerful compression 
mechanisms achieve this by discarding some of the information that was to be transmitted. This 
means in order to achieve a certain bit rate; a certain amount of information needs to be omitted. 
In here lies also the subtle difference between compression and rate control: Compression is the 
attempt to convert a bit rate to below a set target. Rate control is the attempt to convert a bit rate 
to as close to a set target as possible. For if 80kbps is available for transmission, transmitting at 
16kbps achieves the target compressionwise, but if an additional 64kbps was allocated for this 
channel alone, they are simply lost and will not be regained, and thus it would have made more 
sense to keep more information in and then transmitting closer to the 80kbps. However, 
maintaining a fixed rate is an issue for pre-2.5G mobile systems, as 2.5G-3G mobile systems 
provide varying channel rates, and the rate control then becomes an issue of meeting a varying bit 
rate.
For ITU's QCIF (see section 3.1) resolution, which is 176 by 144 pixels, an uncompressed frame 
is 24bit RGB by 176 by 144=608256 bits. For 12-bit YUV it is naturally only half. For 30 frames 
per second this would come out to be l.SMbits per second. For reference, GSM phones operate 
with 9.6kbps slots. So in order to transmit video over GSM, 99.5% of the bits in the sequence 
must somehow be discarded. This is still a very low value for even today's video coding
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standards. It can be achieved by decreasing the frame rate, but for high frame rate video at a 
tolerable quality, at least 48kbps is required and sometimes even more.
Within the network research community, a lot of research is going into ensuring a rate control on 
the data travelling the network to ensure that the maximum number of users get the maximum 
number of bits simultaneously. If the rate calculations exist within the network, then coders 
should also be entitled to expect information directly from the network as to how much capacity is 
available. Another aspect included in the intelligent network processing is the fairness of the bit 
allocation to different sources. For a source coder, fairness is irrelevant, and it should attempt to 
use as much channel as it can acquire, and leave decisions regarding distribution to the network.
2.3 Compression Theory
There are two main types of compression to which most compression algorithms belong: 
Statistical or model based. Statistical is the use of knowledge of some statistical features of the 
data, which is information known in both the encoder and the decoder and is hence information 
that does not require transmission, which should provide possibility for compression of the data 
without loss of information. Model based coding is the assumption of the data fitting a predefined 
model through some manipulation. This manipulation can be referenced instead and thus the 
problem changes to transmitting model references rather than multimedia data, which may be 
cheaper.
Compression is furthermore split into two different categories: Lossless and lossy. This refers to 
whether information is inherently lost during compression due to the nature of the algorithm or if 
the algorithm removes some sort of redundancy that should never have been included in the first 
place or the lack of which would not appear as degradation of the output signal. Lossless 
compression is of course desirable, but not as useful for compression as lossy coding which 
should provide shorter streams, as it has less information to transmit. An often used synonym for 
lossless is inversible which means that performing the inverse function on the converted signal 
will reconstruct the original perfectly.
2.3.1 Statistical coding
Significant gain can be achieved by what are known as variable length codewords (VLC), the 
effect of which were introduced in [3]. These use statistical knowledge of the signal to achieve 
compression. A simple example is if the domain of the signal is the set of integer numbers 
{0,1,2,3}. These four numbers can each be referenced with two bits -  say, their binary value. For 
an example sequence 111222111311201, this comes to 30 bits: 
010101101010010101110101100001. There are however lots of l ’s, a fair number of 2?s but
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hardly any O’s or 3’s. So if instead they are referenced as: 0 -  110, 1 -  0, 2 -  10, 3 -  111, the 
above sequence would instead be 00010101000011100101100-23 bits. So there is a saving of 7 
bits without any loss of information, based on simple prior knowledge of the statistical properties 
of the signal. As none of these codewords are subsets of different codewords if read from the start 
of the codeword, this is readily decodable. However, if  this system was instead applied to the 
sequence 303030303030303 -  this would now come to 45 bits. So this system, which is known as 
Huffman coding (David Huffman 1925-1999), relies on the statistical information being correct. 
Several attempts at self-rectifying or adaptive Huffman coders have been made [4] and the system 
can be applied to even multidimensional data if required.
[5] presents an overview of Arithmetic Coding, which is a close relative to Huffman Coding. It is 
based on having the exact values of the probabilities of the different symbols. It then normalises 
them to add up to 1 and distributes them, so as an example, a symbol may take the range of 0.57 
up to 0.62 and another symbol 0.62 to 0.78. In order to transmit these two symbols in succession, 
the number 0.57+(0.62-0.57)*0.62 is transmitted as a binary fraction. If the length of the data is 
not known, an End-of-message character can be sent as well. These concepts are often referred to 
as entropy coding, and they should have the side effect of shifting an input unbalanced probability 
density function to a balanced output probability density function. If the output probability density 
function is not approximately flat, further entropy coding should be attempted, as further lossless 
reduction should be possible.
The main difference between Huffman and arithmetic coding is that Huffman coding is 
memoryless -  i.e. a Huffman word does not depend on the value before it. This can of course be 
implemented, but is not inherent as it is with arithmetic coding. This also introduces additional 
hardware requirements for the entropy coder.
Run length encoding is also popular. This assumes a symbol repeats itself, so instead of 
transmitting a 1 ten times, it can transmit symbol 1 followed by symbol ten. Zero-run-length 
encoding assumes that a lot of zeroes appear. Symbol 1 followed by symbol ten will represent a 1 
followed or preceded by ten zeroes depending on application. This is useful if a lot of coefficients 
have become zero through manipulation such as the later introduced quantisation.
2.3.1.1 Transform coding
In order to explain transforms, an understanding of what is known as the scalar product or dot 
product or even for non-complex values: inner product, is required.
15
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Figure 3. Arbitrary triangle
If figure 3 shows two vectors, A and B, then C can be defined as B-A. A can be described as 
(ax,ay), B as (bx,by), and C as (bx-ax,b}-ay). 6 is the angle between A and B. A popular expansion of 
Pythagoras’ theorem is known as the Cosine rale which is given as
\C\2 = \A\2 + \Bf -  2U||£|cos 6
Expanding equation (7) and performing a bit of algebra on it gives:
\ l ( b x - a J 2 + ( b y ~ a > )  ]  ~ ( j a x 2 +  a r )  + ( \ f e 2 + 6 / )  - 2 U I | 5 | c o s 0
(bx - axT +{b, - a,)  = ax2 + a /  + b 2 + b /  -  2\A\\B\cos9  
a 2 + a 2 + b 2 + b 2 -  2 axbx -  2 ayby = a 2 + a 2 + b 2 + b 2 -  2UI|S| cos 9  
-  2axbx -  2ayby -  -2\A\B\ cos 9  
axbx + ayby = UliB|cos0 ^  A 'B
Equation (12) is called the dot product. Please note, that if A and B have a dimensionality of w, 
then the dot product is given as
n - 1  .
A 'B  = \A\B\co&6 = Yuaib> (13)
i= 0
for any positive integer value of n.
c
(7)
(8)
(9)
(10) 
( 11) 
( 12)
Figure 4. A vector mapped onto two unit vectors.
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Signals such as digital video are commonly mathematically abstracted by representing them as 
vectors. A vector is an ordered series of scalars, which may represent the temporal distribution of 
luminance and chrominance, for instance. In order to analyse the signal, it is commonly 
transformed into a different format. To transform a vector is to replace it by a different series of 
usually different scalars. A very simple example is figure 4 which shows a vector C and two unit 
vectors a and b. If C is defined as (3,2) and a and b are respectively (1,0) and (0,1), C is simply 
3a+2b which will again be referenced as (3,2). The more important aspect is if  a and b are 
following a different coordinate system. In that case, the part of C that maps onto a is
Cx = \C\ cos Z .aC  (H )
But if |a| is 1 we can use the dot product definition:
# *C = |tf!c| cos ZtfC (15)
Cx = a 'C  = X a ,C , (16)
1=0
Here n is again the number of dimensions of the vector -  in this case: 2. If a and b are 
perpendicular to each other -  i.e. a zero dot product, as the cosine of a right angle is zero -  this is 
a sufficient condition for a and b to uniquely map C onto their domain, or in other words: given 
the coefficients for a and b, only one vector C will be represented by any given pair. If  we now 
stretch n to infinity, the equations still only change marginally. If a and b are still the first two unit 
vectors:
Cx = ^a(n)C (n)dn  (17)
o
Cy = $ b(n)C(ri)dn (IB)
o
It is now a sufficient condition that
CD
a • b = 0 .’. J  a{n)h{n)dn — 0 
0
This condition also stretches to the remaining unit vectors, and the condition becomes
i * j = $  J v . ( k ) v ; (« )  =  0  (2 0 )
0
So in order to find a transform that uniquely maps a function from one domain to another, it is 
sufficient to prove that the basis vectors for the other domain have zero integral products -  called
orthogonality, or orthonormality provided they are of unity amplitude -  and are integrable if
multiplied with the original function.
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For this thesis, the application is to take a vector of n elements and converting it into a different 
vector also of n elements. This is referred to as transform coding, which is a misnomer, as 
transforms are equations that convert functions to functions algebraically, whereas in video 
coding, the ‘transforms’ convert vectors to vectors computationally and are therefore series rather 
than transforms.
Depending on the actual transform, some accuracy may be lost in the transformation due to the 
limited accuracy of the computer system performing the calculations. Work has been done to try 
to make transforms integer based to remove inaccuracy [6], but transform coding should in 
general be regarded as lossy.
It may seem odd to perform a transform, which inherently loses accuracy and converts the data 
quantitatively into the exact same data, but the gain appears when transform coding is combined 
with VLC’s. VLC’s as the reader may recall use inherent statistical properties of the signal. No 
such properties may exist in the signal originally, but it may exist in a different domain, and if this 
property is known, the transformed signal may be losslessly compressed whereas the original 
could not be. For video coding in particular, it has been established that the eye is more sensitive 
to low frequencies than to high frequencies in a signal. Instead of straightforward variable length 
encoding, it is hence possible to truncate the higher frequencies assuming that they will not be 
needed and the signal has been made shorter -  presumably without significant loss of quality.
Work has been done which involves re-encoding the residual of a transform using another 
transform and so forth until there is no residual left [7]. The authors of the system named it 
“matching pursuit”.
An alternative to transform coding is what is called fractal coding which started with the 
awardwinning paper [8]. ‘Fractals’ were a hot topic in the eighties as a result of a lot of pretty 
images that repeated themselves again and again as the image was magnified. Fractal coding is 
thus based upon locating a self-similarity in the image and referencing it. The main progress on 
this coding method within recent years has been on the lowering of the complexity, as finding and 
comparing any given block against any other given block is a veiy heavy task computationally. 
And as self-similarity is the critical property of this algorithm, it has so far been more succesful 
on greyscale images than on colour coding.
It is also possible to take the time scale as a dimension and perform three-dimensional 
transformations on the video signal [9] but this will invariably introduce a coding delay as a large 
number of frames must be sampled before the third dimension transformation can be performed.
18
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2.3.1.2 Common transforms
As can be deduced from the previous section, an infinite number of transforms exists. 
Standardisation is always an issue, and a small number of transforms have been chosen by the 
video coding community as being sufficient:
2.3.1.2.1 The Fourier Transform
The Fourier (Jean-Baptiste Joseph Fourier 1768-1830) transform (FT) is more or less the scholar’s 
example. It is the most fundamental transform available. It is based on sine waves of different 
frequencies, which if the length of the integration is a multiple of the period of both waves, give a 
zero integral, which from before is sufficient for unique mapping. The equation for the forward 
and backward transformation is given as:
which simply converts from time domain to what is called the frequency domain and back. 
Practical transforms would be defined within a sampling range, and would omit the factor 2,
spectrum on either side of zero. The problem is just that the data partitioning is not as accurate 
over small period transforms as is the result from other transforms. It does have applications in 
speech processing [10], but for video and image coding it is generally considered insufficient.
2.3.1.2.2 The Ideal Transform
In principle, eveiy sequence has an optimum transform which is a direct function of the sequence 
itself. An approach to finding such a transform has been suggested and has been named the 
Karhuenen-Loeve Transform. In order to understand it, a basic knowledge of matrices is required.
If  the product of a matrix T, and a vector s is given as Ts=?is where X is a scalar value, then this 
value is said to be an eigenvalue of T with s being this value’s corresponding eigenvector. If  such 
a value exists, it can be located by expanding the matrix and solving several simultaneous 
equations. This allows a de-diagonalisation of matrices, which reduces the dimensionality by one.
If a vector {x; };^ 0 is rotated N  times to form an NxN  matrix, an eigenvector of this matrix will
form a de-diagonalisation of the autocorrelation function, which forms an ideal transform base for 
the vector in question. This transform varies from vector to vector, and one transform is thus not 
suitable for all vectors. On top of that, calculation of eigenvectors is a computationally hard task,
(21)
(22)
which has to be inserted to account for the fact that the forward transform creates a symmetric
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and therefore not suitable for real-time communication purposes, but it has been defined as the 
limiting value to the performance of transforms.
2.3.1.2.3 The Discrete Cosine Transform
The discrete cosine transform (DCT) is closely related to the Fourier transform. Its most common 
appearance in video coding is the multivariate transform known as DCT-II that is given by
S S/(^ =>0COS f (^2*2+1) C0S ^ (2^ +1) C^’) = [
1
c(k) = <j V 2 for k_0  (23) 
[ 1 otherwise
Its performance has been proven close to the Karhuenen-Loeve transform, which has established 
it as a standard. It will appear many times throughout this thesis.
2.3.1.2.4 The Discrete Sine Transform
The discrete sine transform is very similar to the cosine transform. It is given as:
9 W—1 N-1
= J t t t t  E  E / ( W 2) sinl
r(^2+ 1)(A-1+ 1)^
sin Cv2+ l ) U + l K
N  + 1\  J Ar + 1
(24)
• X2=0j?2=0
It does roughly the same as the cosine transform, but as it proves no improvement on the cosine 
transform, and the other has gained common acceptance, the sine transform is not generally in 
use.
2.3.1.2.5 The Haar Transform
The Haar (Alfred Haar 1885-1933) transform was presented in [11]. It was intended to provide an 
alternative to the Fourier transform whilst still providing frequency separation. It is based on a 
matrix filter given by:
1 1
1 -1 f i x )
(25)
which thus splits the input data up into two parts -  high frequency and low frequency. These data 
parts can then each be individually transformed repeatedly until the transform reaches individual 
samples. This transformation is thus achieved computationally rather than mathematically, which 
was the intention with it.
2.3.1.2.6 The Wavelet Transform
The wavelet transform (wavelet from French: ‘ondelette’ -  small wave from a definition by 
Meyer [12]) was the natural progression from the Haar transform. It differs from the other
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transforms, in that the base vectors for wavelets do not necessarily cover the entire domain o f the 
input data. But whereas the Haar transform is based on a step function to split the data, the 
wavelet function encompasses a variety of standards. Daubechies [13] published a series of 
compactly supported wavelet bases that has seen common acceptance. A wavelet transform is 
given by
where b is the phase and a is the scale the transform is being performed on. y/ is the basic shape of 
the function -  known as the mother wavelet -  the signal is being mapped upon. The Haar 
transform has only become a wavelet after the concept of wavelets was invented, and is therefore 
being rejected for basis functions with better frequency response, though there may be edge 
inaccuracies on wavelet transformations, whereas this does not appear on the Haar transform. This 
will be elaborated on in chapter 4.
2.3.1.3 Quantisation
The most common implementation of lossy encoding is the use of quantisation. To quantise a 
value, is to replace a value by another, possibly different value, which belongs to a pre-defined 
codomain. The immediate gain from a reduction of the output domain to a codomain, is a 
limitation of the number of options, and hence a limitation of the combinations requiring 
codewords. Converting an analogue signal to a digital signal is already quantisation. Vector 
quantisation is described in section 2.3.2.1, so here will just follow a brief description o f scalar 
quantisation.
A way to gain compression is to reduce coefficients to a level judged insignificant or even better, 
zero. A common setup is thus to use longer VLCs for larger coefficient and shorter VLCs for 
smaller coefficients. The concept of quantisation is then to divide your given coefficient by a 
number and rounding to nearest integer value. When the signal is reconstructed it is multiplied by 
the quantiser value again, and has effectively been rounded to nearest multiple of the quantiser 
value. Higher quantiser values therefore give better compression, but lower quantiser values give 
better accuracy, thus directly introducing a tradeoff rate control can exploit. Extremely high 
quantiser levels may provide very good compression, but it also removes all but the sharpest of 
contrasts.
Quantisation can be linear or non-linear. Non-linear can be where different coefficients are 
divided by different numbers which may be useful if the relative sizes of the coefficients can be 
predicted, or the accuracy of some coefficients are judged more important than others. A different 
type of non-linear quantisation in the sampling can be described by comparing figures 5 and 6.
(26)
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Figure 5. Linear Quantisation
Figure 5 describes linear quantisation. One axis is the input variable and the other is the output 
variable. This only works efficiently if the limit on the input variable is known. If it is not, 
precautions should be taken, such as clipping the value before quantising. This procedure 
essentially is rounding. Figure 6 is the alternative where it is judged that more values will be in 
one range rather than another -  in this example close to 0. The step sizes (a) allocated each output 
code word thus differ. The quantisation scale is then adjusted so that each output value is expected 
to appear the same number of times. For linear quantisation, it is common to use VLCs afterwards 
designed according to the probability density function (pdf) of the output data. Non-linear 
quantisation is designed to give a flat output pdf, and thus VLCs should not be used afterwards.
Output value
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Figure 6. Non-Iincar Quantisation
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Noise results from the value being rounded when the value is quantised, rounded and dequantised. 
The exact amount of noise introduced can often be important to know. The amount is naturally a 
function of the size of the steps.
p(*)
1/a
Figure 7. Probability density function of one step.
As within one step of range ±o/2 in linear quantisation, the pdf is assumed to be flat as in figure 7, 
the expected quantising error (also called quantisation noise), can be calculated, by averaging the 
error multiplied into p(e), the probability of each error value:
— a
(2?)
~2 - 2
When applying non-linear quantisation, the noise thus comes out as different over different steps. 
This implies that the quantising error is larger on some quantised values than on others. For the 
sampling diagram in figure 6, this means the quantising error is larger on the larger coefficients, 
and smaller on the smaller coefficients, thus preventing the error from being significant on low 
amplitude data points [14]. On the other hand, the tradeoff is the inability to use VLCs, as the pdf 
has been flattened. When quantisation is further mentioned in this thesis, if nothing else is stated, 
it implies rounding a sample to the nearest multiple of a given quantiser value, and then dividing 
the sample by this value.
2.3.2 Model based coding
Model based coding is based on the principle that the data has some kind of contents. If 
knowledge exists of these contents, this information does not need to be transmitted. The accuracy 
of this way of coding is a direct function of the accuracy of the model applied. Thus if applying an 
incorrect model, a model based algorithm will attempt to map a non-existing feature, and it is hard 
to predict what will happen as a result.
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Model based coding is divided into three stages: Defining a model, locating the model in the 
videosequence, and representing a frame by manipulations to the model. The final aspect comes 
from analysis of the two first ones, and should preferably be done using VLC’s, based on 
observations on commonly appearing patterns and probabilities. The first aspect is application 
dependent, where for a lot of videosequences, the frames consist of a head-and-shoulders image, 
which thus makes the person the obvious target for the model.
The second part is the most critical, and is where a lot of very promising systems have collapsed. 
Particularly for wireframe coding, model adaptation onto uniform facial texture is a very difficult 
task.
2.3.2.1 Template coding
This is also known as vector coding, but for video the most common type of vectors are the two- 
dimensional ones. The idea behind vector coding is to attempt to emulate what the data will look 
like using a given set of data out of which the best fit is found. For explanation purposes, the 
reader can assume a one-dimensional codebook, whereas for video coding, these are rarely used.
When setting up vector coding, the first thing to do is to create a codebook. This codebook will 
contain a number of data streams of the same length. When transmitting actual data, this data will 
be chopped up into pieces of the same length as the codebook data. The vector in the codebook 
with the smallest average distance to the data piece will then be referenced instead of the real data. 
If the codebook contains the same number of codewords as the possible outcomes of the vector 
and the vectors are ordered according to one of the equations in the subsections of chapter 2.3.1.2, 
the procedure becomes identical to transform coding. The difference occurs, if the vectors in the 
codebook do not completely map the input data. In this case, the vector indices transmitted are 
shorter than the data vectors they represent and thus the bit rate decreases. This is referred to as 
vector quantisation. The extent to which this decrease occurs depends on the ratio between the 
number of vectors to the length of the vectors. As not all vectors are referenced, this is commonly 
lossy and the challenge is to define the vector codebook to be as close as possible to the most 
commonly appearing data vectors. This can be done with codebook training, which attempts to 
create a codebook with the shortest possible distance to a large set of training vectors. If  the 
training vectors are representative of all possible input data, the codebook will be representative 
as well and should be efficient.
An alternative is to use an adaptive codebook that trains itself as it runs. So if it receives a vector 
that is not in its codebook, it inserts it. Another option is progressive vector coding which 
corresponds to matching pursuit in that it multiplies a vector by a gain, subtracts it from the data, 
then finds the best vector for the residual and transmits it with a gain factor and so forth. This has 
been attempted for video applications as well [15].
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2 3 .2 2  Shape coding
In order to identify something as an object, a possible option is to transmit the contour of the 
object. The common way is to create a separate black and white image to represent a mask for the 
object and transmit this as an image in itself. A standardised approach can be found in [16]. In 
order to perform this, the image first needs to have the object identified, which is referred to as 
segmentation, which will be elaborated on in section 5.3.1. A version of this is called sprite 
coding, where the background is transmitted as a separate object with a foreground object moving 
around it. This is particularly well suited for creating artificial video clips, as the background can 
be transmitted as a large object, hidden behind the foreground object. For real-time encoding, the 
issue becomes more complicated, as if the background does not change but move around in 
comparison to the camera, the entire background must somehow be transmitted first.
2.3.2.3 Wireframe coding
Figure 8. The CANDIDE wireframe
The biggest challenge in model-based coding, which also promises the largest efficiency, which is 
why it has not been abandoned despite the difficulty of it, is wireframe coding. For head-and- 
shoulders images, the idea is to create a 3-dimensional head and manipulate the muscles in it [17] 
such as the CANDIDE wireframe in figure 8. There is a limited number of muscles in the face, 
and they have all been mapped out in [18], so it comes down to copying the skin tissue, locating 
the muscles in the face and following their motion. This allows the face to be transmitted using 
first facial action parameters (FAP), which signify the layout of the face -  distances between 
features etc., and then action units (AU) which represent the tensions in the muscles. [19] and [20] 
are examples of this type of coding. This is also applied commercially, e.g. a company is making 
a living of artificially recreating the heads of dead actors.
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The accuracy required of the mapping depends on whether the algorithm is meant for facial 
animation or facial simulation. Facial animation is performed with the intention of making the 
face look like a face, but not necessarily to the extent that a viewer will not be able to tell whether 
it is artificially created or a photo of the real thing. Ananova [21] is a good example of facial 
animation. Facial simulation must look like a real human, which makes it the application selected 
for person-to-person communication.
The decoding of AU’s is fairly straightforward. The mesh is manipulated according to muscle 
activity, the wireframe is filled with texture, and the resulting head is mapped onto a background 
image. The reason this system has not been implemented yet, is due to computer vision 
difficulties. The accuracy of algorithms to pinpoint the muscles underneath the facial tissue is still 
not good enough. The present state of research is only to the level of finding eyes, mouths and 
nostrils [22,23], which can contain sharp contrasts to the skin colour. For videophone 
applications, these have to be performed in real time with a single camera, which only allows the 
mono-vision edge detection algorithms, and the ability to locate muscles covered by facial tissue 
is not likely to appear within the foreseeable future.
A more complex version of the same transmission principle is the use of avatars. Avatars are 
wireframe models of the entire human body. Whether facial simulation is added on top is up to 
the specific application, as specific facial expressions may not appear on a resolution where an 
entire body can be displayed. On the other hand, a moving body with a fixed facial expression is 
not particularly useful for communication purposes. This is not unimportant, as an estimated 70 
million people world-wide are either hearing- or speech-impaired. Traditional telephones are not 
of much use, but in this case videophones can help transmitting sign-language communication 
which also involves facial gestures.
2.3.2.4 Block Matching
It is also possible to use the previous coded frame as the model to be referenced. This is built on 
the assumption that the present frame is similar to the previous frame, and can be reconstructed by 
reassembling pieces of the previous frame. These pieces are most commonly square blocks for the 
sake of simplicity. The previous image can then be cut into a grid of blocks. Each of these blocks 
is then searched for in the succeeding image and a reference is made to the lateral displacement of 
the block. This is referred to as motion compensation. Limitations have often been made to the 
region in which the search is performed, as for reasonable sized blocks and a high frame rate, the 
amount of motion should be expected to be limited.
The straightforward way is to perform a full search of every block at all suspected locations and 
comparing to find the smallest MAD. Work has been made in order to lower the complexity of the
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search algorithms [24,25], which is based on the assumption that if the MAD is plotted as a 
function of search position, a gradient exists which can be traced to locate the minimum position.
More modem methods such as [26,27] perform predictive searching by focusing on specific areas 
and halting the search when some criterias are met. [26] searches the (0,0) motion vector and the 
motion vector that is equivalent to the neighbouring motion vectors. This work claims an 
improvement not only on search speed but on quality as well, as motion with the neighbouring 
blocks is a veiy likely occurence and the motion thus predicted may actually be the correct motion 
even if the MAD found somewhere else is smaller. [27] added the predicted positions of a median 
motion vector and the previous motion vector at the location. [28] attempted to minimise the rate 
from motion compensation by adding the SAD to an estimated motion bit cost from the difference 
in located position to the predicted position from a look-up table.
Motion compensation also has uses in meteorology and in segmentation, where the segmentation 
is performed by grouping blocks with similar motion. In [29] motion compensation is combined 
with knowledge and expectation of movements to locate features in a video sequence.
2.4 Complexity
For broadcasting purposes, complexity is less of an issue, but with a single source, less 
compression is required. The problem really appears in two-way communication, in which the 
user will want the information to appear on the other terminal instantly. Some delay is 
unavoidable, even if it is just a fraction of a second. This delay can occur in the channels, for 
which the video coder can do nothing, but it can also appear in the processing time of the coder, 
which is why algorithms should seek to be as fast as possible without challenging the performance 
of the device DSP chips, which will claim battery life and/or heat up the device. This is quite 
often a tradeoff, as closed loop algorithms -  where information from the encoding is fed back to 
the coder -  are in general more efficient than open-loop algorithms. The actual delay in video 
transmission can be considered non-significant, but for person-to-person communication, in most 
cases, the speech needs to be transmitted with the video. Delayed video is not annoying to the 
user, but video non-synchronised with the audio is, and delayed audio is annoying as it does not 
only risk causing people to speak both at once, if the delay is large, but it will also cause the audio 
at the receiver to be picked up and fed back to the original transmitter risking a resulting echo. 
Therefore, video delay is subject to the exact same limitations as audio is.
The metric for success is whether the algorithm can be performed in real-time, that is: will a 
person notice the time taken to encode, transmit and decode the information? This is a subjective 
measurement, and the result will also be a function of the availability of fast processing power 
which should in principle get better every year.
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One idea that will be seen in this thesis is the idea of ‘dummy’-encoding a frame, which is to say 
the frame gets encoded but not transmitted, if the performance of the coder is not satisfactory. 
Instead the frame will be encoded again. Doing this just once will obviously double the encoding 
time (it will not affect the decoding time, only the delay before it is received) but improves the 
performance at the cost of complexity.
Most encoders have a copy of the decoder inside them, so they can predict the performance of the 
decoder. Thus decoders are often far simpler than encoders.
2.5 Error resilience
For a packet switched network, the video information is transmitted in chunks of given lengths. 
The packets move independently around the network, and on the way some packets may overtake 
other packets, and some packets may be directed the wrong way and not arrive at all. H.223 puts a 
number on each packet to detect packet loss, which provides error detection if not resilience. A 
common procedure is to request retransmission of packets that have been lost. For antenna 
transmission, it must be expected that some noise will be accumulated on the signal. Work is 
being undertaken to ensure the lowest bit error rate (BER) on varying channels by varying 
modulation schemes. The video coding aspect is to ensure that the video decoding algorithm is 
sufficiently strong that it can continue even with a loss of packets, and that it can survive the BER 
that the channel gives. VLC’s are particularly vulnerable to bit errors, as a bit in it may not only 
change the value transmitted, but also the length of the codeword, which can cause the decoder to 
lose synchronisation with the encoder. [30] suggested handling this by inserting resynchronisation 
codewords at fixed intervals that the decoder can then search for and regain synchronisation at a 
cost in bit rate. These codewords also have to be designed such that combinations of the available 
VLC’s do not accidentally look like a resync codeword in which case the coder may not be able to 
restore synchronisation. It is possible to regroup the VLC’s so that each group has the same 
length, thus ensuring resynchronisation, as each new group starts at a predefined bit position [31]. 
This is referred to as Error-Resilient Entropy Coding. Finally [32] proposed limiting the VLC’s to 
a discrete set of sizes, to reduce the probability of a VLC being mistaken for a VLC of a different 
size. This does not add any extra overhead as such, but it reduces the compression efficiency of 
the VLC’s.
Another issue is error accumulation, which may happen if the encoder is sending information with 
reference to what it believes the decoder has decoded. If an error has occurred and there is a 
difference, the wrong data will be referenced, thus affecting future frames as well that may 
themselves include further errors. It may also be the case that the data is important and getting it 
wrong affects other aspects e.g. feature movements, in which case the error will grow
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dramatically which is referred to as catastrophic error propagation. A possible solution to this is to 
transmit self-referenced frames occasionally that are not depending on previous frames. If the 
decoder output had been ‘drifting’ away, it will be reset. The temporal reference is usually the 
basis for compression, so this is generally a veiy expensive manoeuvre.
It is possible to insert additional redundancy in the signal, so when errors occur, it is possible that 
the information lost can be found elsewhere. This method is called Forward Error Coirection. 
One method is convolutional coding, which encodes bits or words with longer codewords. The 
encoder includes a memory of the ‘state’ of the encoder, which is a result of previous output 
codewords and states and decides what subset of the possible codewords can be used to transmit 
the next data. A search known as Viterbi Decoding can then be applied to locate the minimum 
number of changes that can be applied to the bitstream in order to ensure that the codewords 
received would correspond to the states the coder would be in. These changes are then assumed to 
be the errors incurred and can hence be removed.
An alternative approach is to add bits to the data sequence whose simple purpose are to provide 
information about the actual data bits. The simplest approach being the parity bit, which will 
identity an odd number of errors occurring, by e.g. being 1 if an odd number of l ’s are in the 
protected stream and 0 otherwise. The decoder can test that the parity bit corresponds to the data 
provided and if it does not, it will assume an error has occurred. This provides error detection, but 
does not locate the error, so the best the decoder can do is to ask for a retransmission, which will 
delay the process. Alternatively it has to attempt to process the incorrect data or process the image 
without this data.
More robust options include block codes that provide several parity bits for different groupings of 
bits. A bit error will then cause several parity errors and it may be possible to locate the smallest 
number of errors that will cause that particular pattern of discrepancies. The larger the number of 
bits the more errors can be located and corrected. If the number of errors occurring exceeds the 
average distance between the codewords, the decoder may assume an incorrect error and change 
correct bits to incorrect values.
Interleaving is a different option that involves rearranging the bits in the stream before 
transmitting them. A video application is found in [33]. If errors occur in short ‘bursts’ this will 
distribute small errors over the sequence rather than having one large error at once, which may 
allow the decoder to correct or compensate for the small errors while it may not have been able to 
handle the large one. If the errors occur in a truly random fashion, nothing is gained by this 
technique.
Unlike error concealment, error resilience directly counteracts the benefit of compression. Error 
resilience permits the correct reconstruction in the decoder of a pixel value that is known to be
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incorrect. This automatically implies an insufficiency in the compression algorithm, as the 
information that has been corrupted should not have been transmitted. If it was possible to 
reconstruct this pixel in the decoder, then the bits spent on transmitting this pixel only increases 
the bit rate, but does not provide any information actually needed by the decoder. Compression is 
thus achieved by making the bits signify larger percentages of the information (and hence be more 
vulnerable) while error resilience makes the individual bits less significant. An attempt to meet 
this tradeoff is to vary the amount of protection provided for different parts of the signal, so as to 
put very little protection on the non-important parts and heavy protection on the important bits 
[34]. This is known as Unequal Error Protection.
For the video standards, an option called Reversible Variable Length Codewords (RVLC) exists. 
These are variable length codewords that can be uniquely decoded both frontally and from the 
back. This means the decoder can decode the stream from the start and the end simultaneously 
and even if it loses synchronisation somewhere in between, it still has the information it can 
decode from the back until synchronisation is lost in the reverse direction. These codewords are 
significantly longer than the standard VLC’s, and will cause the compressed bitstream to expand 
with an additional 50% according to [35]. On the other hand, they can save a lot of bits that might 
have been lost, so in an error-prone environment more bits can allow decoding of more words, 
which is what is important to the decoder.
Yet another option is to require retransmission of corrupted words. This is not desirable, as it not 
only increases the bitrate, but also introduces a delay.
A final option is postprocessing techniques such as error concealment. If the decoder knows what 
the frame should roughly look like, it can filter out lost data by smoothing or interpolation. It can 
only go so far, since if the decoder could correctly predict the look of a part o f the transmitted 
data, this data is likely to have been predicted already and should hence not have been transmitted 
in the first place. One common version of postprocessing is deblocking for block-based coders. 
DCT’s have edge problems like most other transforms and edges may appear on images along the 
blocks that have been coded, where the image changes from one block to the next. The precise 
location of the blocks is known by the decoder, so it can run a smoothing filter along these edges 
to remove the ‘blockiness’ of the image.
2.6 Data information
An emerging technology is video annotation. Mainly aimed at internet browsing and selective 
TV-viewing, it inserts content information into video protocols, so a web browser may search for 
information on the video sequence without performing decoding and pattern recognition on the 
sequence. This type of information is referred to as “metadata”, even though it is not necessarily
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meant to come after the data annotated, but may as well come before it. The exact implications 
are still under discussion, but a standard called MPEG-7 [36] which is meant to be incorporated 
into the MPEG-2 and MPEG-4 bitstreams is likely to appear very soon. Digital TV-top boxes that 
store TV-programs according to a judgement of preference are already commercially available.
2.7 Performance
The extent to which the error concealment and the rate compression has degraded the image 
quality is commonly measured in peak signal to noise ratio (PSNR). This is defined for a single 
data value as:
PSNR = 10 log\ N  j
(28)
Sp is the largest value attainable by a data value and N  is the absolute error of this value. For more 
data values, the average value is calculated (before the logarithm is taken!). This is not a good 
metric by any means as it fails to judge how a human eye would perceive the sequence, but it is 
the most common objective metric available. PSNR for video sequences is commonly given in 
one out of two formats: The PSNR for the luminance components of the image only or the PSNR 
for every single component with the luminance and chrominance calculated side by side with the 
chrominance being compared to the downsampled chrominance components of the image rather 
than to the original image itself. The result can then be given as an average over all the frames, 
but is more commonly given on graphs with the PSNR for each individual frame plotted in 
respect to time.
As the absolute error, N, could potentially be zero, the PSNR could in principle reach infinity. 
This is a very uncommon albeit desirable occurrence, and is usually absent from coding. PSNRs, 
though not subjected to Human Visual System (HVS) filtering, have values that would normally 
correspond to the following interpretations:
Above 40: Impossible/Extremely Hard to tell any degradation of the signal.
35-40: Very good quality with very little degradation.
30-35: Degradation visible, but tolerable.
20-30: Level of degradation likely to be annoying.
Below 20: Image tested is no longer the same image as the one tested against. This is either a 
meaningless value as a result of a substitute image having been inserted by the decoder to 
compare against, or is a sign of the coder having ceased to function.
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In this thesis, unless stated otherwise, the PSNR will represent the luminance component as this is 
the most noticeable aspect of the image. For colour coders, the chrominance values are typically 
2dB’s higher but follow the same pattern as the luminance values.
An alternative that is better suited for data sheets is a Rate-Distortion curve. Most coders are 
scalable and the amount of distortion occuring should be a function of the rate, and thus this plot 
will tell how well the coder performs at different rates and thus also what rates it would be 
sensible to run the coder at. The distortion D is commonly measured as the mean squared error, 
and people are then attempting to optimise the sum of the rate and the distortion:
L = D + AR (29)
where A is a mathematical trick known as a Lagrangian Multiplier, the idea of which is that in 
order to optimise the above equation, it is differentiated to find the simultaneous minimum of both 
values. This is called Lagrangian Optimisation. Both derivatives should be 0, and thus the 
equation is not true in reality, but becomes true when differentiated. This essentially introduces 
two new equations and two new unknowns with which to perform the algebra, in case direct 
substitution was not possible. In order for the two values to be optimised simultaneously, it is 
required that the two functions, D and R, are independent of each other, which in this case they 
are not. Instead, [37] applied A as a weight, which seems to have caught on [38].
PSNR is used in this thesis, as it is not only a metric, which can be used on all video sequences, 
but is also a standardised method of measuring objective quality. For subjective quality, 
nonetheless, it is not a sufficient metric. [39] claims that the metric is rather similar to perceived 
quality, but with some exceptions: Subjective quality deteriorates with artifacts such as blockiness 
and blurriness in the foreground image, but not to the same extent for artifacts in the background. 
For motion sensitive coders, in the given example a vector quantised coder, a high frame rate is 
more important as jerkyness is a disturbing factor. In the lack of a better metric, PSNR is applied, 
and subjective quality is attempted described where appropriate.
2.8 Concluding remarks
This chapter has attempted to put the reader into what the term “Video Coding” includes and has 
introduced a number of ideas, some of which will be elaborated on in subsequent chapters.
32
Chapter 3. MPEG-4 Rate control
Chapter 3
3 MPEG-4 Rate control
MPEG-4 currently exists in software versions for mobile phones. It has been implemented in 
satellites and must generally be considered a reality in the world of video transmission. It involves 
compression, error resilience, rate control, object oriented coding, packetisation, audio, random 
temporal access, and spatial scalability. This chapter covers work undertaken for improving the 
rate control of the MPEG-4 standard. It will introduce the layout of the MPEG-4 coder and cover 
the description of a number of the rate control systems already available. It will also present some 
modifications made to these systems to improve performance. It will provide an overview of what 
GPRS is. It will describe the achieved results, when one of the rate control algorithms is applied to 
a simulated transmission environment. It will also demonstrate how a set rate should be 
distributed if it is meant for more than one terminal at a time. Finally, it will demonstrate how one 
of the coding models can be extended to implement error control on the errors that are due to 
occur in a real environment.
3.1 Development of MPEG-4
The first digital video standard does not go further back than the end of the 1980’s. A 
standardisation body known as Comite Comultatif International Telephonique et Telegraphique 
(CCITT), which was a subcommittee of the United Nations’ International Telecommunications 
Union (ITU), standardised an algorithm called H.261 [40]. It was aimed at running high definition 
TV (HDTV) over ISDN cables. However, uncompressed HDTV runs at rates above lGbps. ISDN 
ran at multiples of 64kbps.
It ran on the principle of interpolating images, each image compressed with the standard image 
coding algorithm available at that time, from a group called the Joint Photographic Experts 
Group (JPEG) [41]. It would transmit some frames coded as images -  called INTRA-frames -  
and some images -  called INTER-ffames -  would be made up of motion estimation of the 
INTRA-frames in that it would cut the image into blocks and transmit the motion of these blocks. 
It ran the video at Common Intermediate Format (CIF), which is 288x352 pixels at 30 frames per 
second, or the smaller version, Quarter Common Intermediate Format (QCIF) which is 144x176 
pixels.
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The standard was established during the period of 1988 to 1990. CCITT have since changed name 
to ITU-T. An alternative group was formed under the International Standards Organisation (ISO) 
and the International Electrotechnical Commission (IEC) called the Motion Picture Expert Group 
(MPEG). Their aim was to provide VHS quality on compact discs, which ran at 1.5Mbps. This 
would also include audio, but this aspect is ignored as it is outside the scope of this thesis. Their 
first standard of 1992 was actually called ISO/IEC 11172, but has been nicknamed MPEG-1 [42]. 
One criterion for providing VHS-quality was that it was possible to start the video at any given 
frame, a property known as random access. It put in a number of resynchronisation codes between 
‘slices’ of the frames and allowed a wider range of motion over fractional pixel sizes. It also 
introduced Bi-directional frames, which performed motion estimation of future as well as 
previous frames. This is less efficient if communicating via video, as a future frame must be 
transmitted before an earlier frame causing a delay, but as the standard was aimed at CD’s, or 
Digital Video/Versatile Discs (DVD) as are now the common media, this was not a problem, and 
the standard is a commercial success.
The next steps were intended to be MPEG-2 and MPEG-3. MPEG-2 was meant to run 352x240 
pixels at 4Mbps and 720x480 pixels at 15Mbps. MPEG-3 was intended to run HDTV at 60Mbps 
or 80Mbps. When the algorithms were presented, it was decided that the MPEG-2 algorithm 
could achieve MPEG-3, so MPEG-3 was incorporated into MPEG-2, and does not exist as a 
. separate entity.
MPEG-2, launched in 1994, accomodated a few extra features, which included spatial scalability, 
variable size of the blocks being motion compensated and coefficient quantisation of variable size 
depending on the band of the coefficient [43]. MPEG-2 was also accepted as H.262.
The next step was ITU’s H.263, launched in 1996. It was intended to go below 64kbps but 
eventually ended up being aimed at 64kbps [44], Aside from CIF and QCIF, it tolerates Sub-QCIF 
(quarter of QCIF), 4CIF (four times CIF) and 16CIF (sixteen times CIF). It involved PB-frames 
that are frames that can act both as predictive and bi-directional frames. It introduced unlimited 
motion vectors and arithmetic coding on top of the previous coding techniques. It was intended to 
inter-operate with H.223 [45] with the other standard providing error-handling and transportation.
1998 saw the release of MPEG-4, version 1. It was initially aimed at providing full spatial 
scalability as well as full temporal scalability stretching from 4.8kbps to 64kbps. At the release of 
the standard [46] these goals had alas not been met. It did not achieve the 4.8kbps, but became
H.263 with a number of functionalities added on top. These included error resilience, model based 
coding, and more importantly: A layered structure. It has the option of multi-layered coding. This 
allows the coder to run at a natural level with what is called a base layer, and then if more 
capacity is allowed, to transmit a number of bits on top of the base layer in order to achieve a 
higher quality if the bandwidth is available.
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ITU-T and MPEG are not rivals as such, as they are both standardisation units and not private 
companies, and as early as 1988 they established the Joint Technical Committee 1 (JTC 1) which 
represents the cooperation of the two units.
These are not the only video standards. Digital video acquisition over the last few years have to a 
great extent been over the internet, where Windows Media has been promoted by Microsoft and 
RealVideo by AOL. These are proprietory standards, unlike MPEG-4. But whilst MPEG-4 is a 
public standard, several of the utilities included in MPEG-4 have been patented by their inventors, 
so when using MPEG-4, the client does not need to acquire permission to use one patent, but in 
fact several.
Despite MPEG-4 not being a too vast improvement on H.263, video coding hasn’t stopped. H.263 
has been modified into first H.263+ [47] and then H.263++ [48]. H.26L has also recently been 
launched, but has been renamed H.264 [49] and is a modification of MPEG-4, not H.263. The 
MPEG is working on video annotation (MPEG-7) [36] and possibly an ‘all-future-multimedia’ 
standard called MPEG-21 [50].
3.2 The MPEG-4 standard
MPEG-4 is based upon verification models. These essentially correspond to version numbers, but 
not entirely. The models are fixed protocols, rather. Progress within one verification model is 
possible, as long as the new development is permitted by the already defined protocol. If 
something is added to the coder that requires an alteration of the protocol, a new VM is required.
The fundamental design of the MPEG-4 coder is shown in figure 9. The video coder performs 
motion compensation on the frame compared to the previous frame, does quantisation of the 
residual in the frequency domain, and reconstructs the image, to ensure correlation between the 
references kept in the the coder and the decoder respectively [51].
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Figure 9. MPEG-4 Video Coder Schematic
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The previous frame is cut into macroblocks of commonly 16 by 16 pixels. The macroblocks thus 
sampled are searched for in the processed frame. If a macroblock is found in the current frame 
which is judged similar to the referenced block, the block is transmitted as simply the translation 
of the reference block. The reconstructed image is then subtracted from the original frame and the 
residual is cut into the same macroblocks. These macroblocks are then transformed using the DCT 
and quantised, and the residual coefficients are scanned with a zigzag pattern. The scanning is 
performed with zero-run coding, as a lot of the lower level coefficients -  i.e. the higher frequency 
contents -  are expected to be zero. Each coefficient is transmitted with a value, the number of 
zeroes prior to it and a ‘last’ flag which tells the decoder to zero the remaining coefficients and 
proceed to the next macroblock. As the chrominance is downsampled, YUV-processing will often 
involve cutting the 16x16 macroblocks into 8x8 blocks and processing these. Functionalities exist 
that permit motion estimation of the chrominance blocks separately.
Figure 10. Macroblock sampling in MPEG-4
One of the important functionalities added to MPEG-4, after it was concluded it would not be able 
to provide further compression to H.263, was object oriented coding. Wireframe coding as 
introduced in Section 2.3.2.3 is included in the MPEG-4 recommendation, but as the computer 
vision technology to perform the required feature extraction reliably has still not appeared, it 
cannot be performed in real-time, and is only part of the protocol and not of the commercial 
encoders. The standard also includes shape coding in order to transmit foreground objects 
accurately. This coding is performed by encoding a black-and-white mask by the same method as 
the texture is encoded, but as a separate object. This is, as stated before, a lossy compression 
technique but as long as the encoder has the same mask, no disasters will occur from lack of 
congruence.
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MPEG-4 works on a large number of parameters, and for multi-object sequences, every single 
object needs its own set of parameters, so at the start of every MPEG-4 transmission, a set of 
headers for every object is transmitted to the decoder. This introduces an overhead for using more 
than one object, but is aimed at providing functionality rather than efficiency.
An important aspect which will reappear a large number of times throughout this chapter is frame 
type. Three types are available: I, P, and B.
The I-frame or INTRA-frame is not temporally referenced. Blocks are not normally referenced to 
other blocks, but are reconstructed as is. An option is available to predict 8x8 blocks by one of 
their neighbours, but it is to be expected that I-blocks grow very large bitwise regardless. On the 
other hand, I-frames are inherently of superior quality, as they do not depend on the accuracy of 
already transmitted frames. Furthermore inserting an I-frame resets any errors accumulated during 
transmission as it substitutes any previous frame as reference frame. The setting of the frequency 
of I-frames will normally have been done before coding commences.
The P-frame or INTER-frame or even Prediction frame is referenced to a different frame, 
commonly the temporally preceding frame, and all blocks in the frame are described as the 
movement of the blocks in the referenced frame plus the transformed coefficients of the difference 
between the ‘Motion compensated" frame and the actual frame. When P-frames reference P- 
frames, not only do the motion vectors predict the next image, but the decoder attempts to predict 
the motion vectors from the previous set of motion vectors.
The B-frame or Bi-directional frame performs motion estimation built not only on previous but 
also on future frames. As the frequency of P and B frames have been set, the next future P-frame 
will already have been coded and a macroblock in the B-frame is transmitted with not just its 
motion vector but also the decision of which of the temporally closest P-frames to reference. This 
will provide better compression according to [52], but cannot be applied real-time. This scheme 
means the encoder has to preserve B-frames in its memory until the later P-frame is received by 
the encoder input and can be transmitted. This naturally introduces a delay in the coding 
equivalent to the P-frame period.
Multi-object sequences are allowed alternating frame type setups, depending on application. The 
MPEG-4 decoder handles each Visual Object (VO) individually, and adds them together before 
outputting the image. Since they do not reference each other, they therefore do not need the same 
frame type distribution. As an object may not necessarily cover an entire frame, a single object’s 
influence on one frame needs a categorisation to separate it from a frame. It is hence referred to as 
a Visual Object Plane (VOP). If there is only one object, the convention is to describe each frame 
as a VOP. For packetisation issues, the recommendation includes Groups ofVOPs (GOVs) which 
is a header that allows the coder to group together a number of VOPs, which is useful to meet a
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packet size requirement. Other groups, such as Groups O f Blocks or Groups O f VO's are also in 
the standards. The purpose of this is to allow the insertion of headers, and more importantly 
resynchronisation words. The size of a group determines the size of the lost information when a 
group is lost due to errors.
3.3 Standard MPEG-4 rate control
The rate control of MPEG-4 is built around attempting to achieve an average bit rate over the 
whole sequence, which is done by calculating the average bit rate available for the remaining 
frames after each individual frame is coded. The rate is controlled by a very common method, 
which is to adapt the quantisation of the residual coefficients. This means dividing them by a 
number, known as the quantisation value or the quantiser, and varying this value according to 
demands.
This quantisation can be linear or non-linear, as decided by the user beforehand. In the latter case, 
the different coefficients are first divided by different values as a function of their spatial 
positions. The quantiser when multiplied by the map of weights is referred to as MQUANT, to 
differ from DQUANT, which will be applied later in this chapter. The DCT will often cause the 
top left-hand comer to have the largest coefficients, and when the zig-zag scan is performed, a lot 
of the latter coefficients will have been reduced to zero by the quantisation process. This means 
the scan can be encoded with a zero-run for large gain. The higher the quantiser, the fewer 
components. The VLC’s for the zero run are also organised, so the larger the coefficients, the 
longer the VLC’s. This means altering the quantisation value will change the number of bits spent 
on DCT coefficients.
A number of bits are also spent on macroblock header information. The very first bit is titled 
‘COD’, and can be set, in which case the macroblock is not transmitted at all, and if nothing else 
is transmitted, including other layers, the contents are just copied from the previous frame. In 
order for the encoder to achieve a target rate, it also has the option of simply discarding a frame, 
in which case the decoder will either wait or repeat the previous frame, if it has to feed a system in 
the other end. For VM8 [53], which includes the state of the art rate control, this will happen 
when the number of bits in the buffer exceeds the average bit per frame rate. It will then stop 
transmitting, until the rate has dropped below this threshold again.
The rate control algorithms in the MPEG-4 verification models commonly correspond to models 
included in H.263, though H.263 does not have the option to discard frames as a part of the rate 
control. Instead, it has an option of frame skipping non-regularly rather than at a set frequency. 
We will examine a selection of the rate controls associated with the MPEG-4 models.
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3.3.1 VMM
VM4 uses one quantiser to cover the entire VOP, which is varied based upon analysis of the 
previous VOP. The bit rate spent on encoding the previous VOP is compared to the target bit rate 
to permit calculation of the new quantisation value. This rate is again calculated from the number 
of bits spent so far, compared to the number of bits intended to be spent on the entire sequence, 
which comes down to a function of the number of VOPs, the frame rate and the overall bitrate
The VM4 bit rate algorithm is as follows:
Yes Was the frame c o s t ' \ N b  
more than 15% higher^ 5 
-than the bit rate?
Yes Nowas the frame c o s f \  
more than 15% lower 
.than the bit rate?
Increase Q 
by 10%
MaintainDecrease Q 
by 10% old Q
Figure 11. VM4 Quantisation Based Rate Control
The new quantiser value is transmitted in the header of the next frame. The main advantage of this 
rate control is its low complexity. For the purpose of controlling the rate, it is not as efficient as 
the later versions.
3.3.2 VM5
VM5 specified a more sophisticated quantisation calculation based on percentage inaccuracy. If 
RDes is the desired bitrate, T is the total time for the entire sequence, R(t) is the rate spent for each 
frame, and t is the present time, then BTarget, the target bit rate, taking into consideration the 
number of bits spent, is given by 
/
- 1 R(t{])dtn
=  Y Z f   (30)
39
Chapter 3. MPEG-4 Rate control
If B is the number of bits spent on the previous VOP, an adjustment variable^ is then introduced 
which is
rounded up and clipped according to maximum or minimum limits. This performs better than 
VM4, and is closer to actual value extrapolation, although the quantiser and the bitrate have not 
been shown to be strictly proportional.
Multiple quantisers can exist for a single VOP. If INTRA-, INTER-, and bi-directional frames all 
exist, applying a quantiser from one type of frame to a different type yields different results. A 
low quantiser should not be used for I-frames, as these frames will then take up very large 
amounts of capacity. So if an I-frame succeeds a P-frame, and the coder, while processing the P- 
frame, has decided it can drop the quantiser to a low value, it must necessarily have maintained 
the previous I-frame quantiser, to have a reliable reference or the transmission channel will 
congest.
VM8 is a parallel to MPEG-2’s Test Model 5 rate control. The VM8 rate control is implemented 
in VM18, so it is to be regarded as state-of-the-art. The quantiser is altered on a macroblock-to- 
macroblock basis. The calculations involved in finding the series of quantiser values can be found 
in [54]. It is based on what is called a quadratic rate-quantiser model [55], which means the 
following assumption is made:
It allocates a number of bits for the next VOP based on the total bits available to the sequence, the 
bits spent, and the number of frames remaining, and is as such aimed at compressing a sequence 
to a particular size rather than to a particular rate. This number gives an average number of bits 
per macroblock to spend. The quantiser is then changed according to the bit per block rate. 
Experiments have also been made which models a map of the quantisation values to vary the 
quality distributed over the image as a function of which regions are expected to be of more
(31)
and the quantiser Q is adjusted by
Qn+i — Q n^
(32)
3.3.3 VM8
(33)
where in this case S  is the complexity and the A^s are weights.
It involves a buffer on the output of the encoder to handle over- and underflow of the bit rate [56].
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interest [57]. In the header of a macroblock, a mode is transmitted which contains information on 
how and if the motion compensation is performed. It also includes modes to signify a change in 
quantisation value. If one of these modes is chosen, a two-bit value called DQUANT is 
transmitted representing a decrease or an increase of 1 or 2. Use of macroblock words such as 
modes has to be done with care as any bit used for a macroblock will be repeated 99 times per 
QCIF-frame which is again repeated 30 times per second, and one bit suddenly becomes 3kbits 
per second. The mode-word is worth the overhead nonetheless not least since there has to be a 
header to say whether compression by motion compensation is actually allowed. This will 
normally be done by analysis [58]. The output buffer is intended to transmit a flat output rate, and 
thus the task of the rate control is to keep the buffer at a steady level. A possible problem with this 
approach is if an input rate exceeds the output rate by several times, the amount of packets 
required to transmit the frame in question over the network may cause the frame to be delayed 
upon arrival which will cause the decoder to have to either decode a partial frame, delay the 
remaining data stream or simply discard a very expensive frame, which is an option given to 
VM8. None of these scenarios can be accepted. [59] opined that it was possible to put a metric on 
the distortion caused by a dropped frame, and hence optimise the quality as a function of the 
frame drop rate.
VM8 is slightly different from TM5, the procedure for which was to create a buffer for each new 
frame based on the complexity of the previous frame of that type. This complexity, X  was given as 
a function of S, the actual number of bits spent on that type of frame, as
X i =  S iQt (34)
where t represents the coding style. These three complexities were then used to calculate three 
target rates depending on frame type by the equations
T -  max*
R bit rate
1 +
N?X p Ub Xb V B * picture _rate
" +
(35)
T? = max*
R bit rate
+
NbKpX b ’ 8 x picture _rate
/
(36)
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Tb = max
R bit rate
N .K lX t '
* ’ K .X ,
x picture _rate
(37)
where the IC s are weighing constants commonly in the range [1-1.5].
This rate is then divided by the number of macroblocks to give a desired rate per macroblock. A 
buffer fullness, d, is then calculated by adding the initial buffer fullness at the start of the frame to 
the difference between the number of bits that should ideally have been transmitted and the 
number of bits actually transmitted so far. The quantiser for the next block is then given by
{  \  
d x  31
0 =
2 x
bit _rate  
picture _rate
(38)
This quantiser could then be modified by a normalised measurement of activity of the 
macroblock. The most obvious difference from this macroblockbased RC to VMS, is that a new 
absolute quantiser value can be given for every new macroblock, whereas VM8 is limited to a 
change of 2 for each new quantiser. This does not have to involve an overhead of 5 bits per 
macroblock, as all the values used to calculate O are available to the decoder, and O does hence 
not need to be transmitted. It was abandoned however, since it broke down on scene changes, 
where the complexity values were incorrectly estimated .
F r a m e  in
B a s e
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E n h a n c e m e n t
DCT
I. Quantisation
Entropy Coding
Quantisation
Quantisation
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Figure 12. Multi-layer coding
3.3.4 Alternatives
There are rate control systems between the frame-based and the macroblock-based algorithms. 
These change quantiser values with slices -  Groups of macroblocks -  and rows. VM8 claims to
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improve on the accuracy of these systems, and VM4 and VM5 are superior in simplicity, so this 
thesis does not consider these two systems. A different important aspect is layered coding, which 
is the concept of transmitting multiple layers [60]. This was intended for upwards rate control 
only. The idea is to send a base layer -  a Visual Object Layer (VOL) - at a certain rate and have a 
different layer -  an enhancement layer that consists of more information that was removed in 
order to compress the base layer. The base layer can then be transmitted along a low capacity 
channel, and both layers transmitted along a high capacity channel.
A lot of header information goes into the enhancement layer, so simply transmitting more 
enhancement layers is uneconomical; the only real gain is where a single stream goes to two 
different recievers at different rates, where thus the same base layer can be transmitted to both 
receivers and the enhancement layer only to the high rate receiver. The enhancement layers come 
in two types: The temporal scalability layers, which inserts frames between the base layer frames, 
and thus effectively increases the frame rate rather than the PSNR of the image, and the spatially 
scalable, which provides better texture on top of the base frames, which can be achieved by 
transmitting the residual of the base layer.
Another challenge is for multi-object sequences, to organise the bits between the objects. This is 
often done by demanding a level of priority at the start of the sequence for each VO and 
distributing the available bits accordingly [61], but better control ^ystems take the sum of the 
objects, rather than the individual rates, into account to ensure the total matches [62]. This then 
effectively becomes a unique rate control rather than multiple parallel rate controls, with each 
object individually applying the algorithm. [63] proposed having different frame rates between the 
VO’s as an additional help towards achieving a required rate. As bits are spent on transmitting 
frames, all the frames ought to be transmitted, which requires the edge between the different 
objects staying uniform. Pixels may become undefined if a display time occurs while the position 
of a lower frequency VO compared to the higher frequency VO has changed, if the lower 
frequency VO in the decoder has not been updated. Sprite coding can be applied to prevent this 
problem.
[64] suggests modelling the rate, not on mapping the rate vs the quantiser, but on mapping the rate 
vs the number of zeroes in the transformed region. This number is itself defined by the quantiser 
value, and thus the approach is not radically different.
3.4 Modified Rate Control
Using the tools available, i.e. the ability to change the coding type and the quantiser values only, a 
number of alternative rate controls have been investigated. They are all based upon ‘dummy’- 
encoding, which is to say, that the frames are coded, analysed, and then reencoded using the
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knowledge acquired on the previous encoding. They also involve the concept of varying the frame 
type rather than just the quantiser value.
3.4.1 Frame-based mode oriented rate control
The approach of VM4 is to expect the frequencies of INTRA-frames, INTER-ffames, and bi­
directional frames to have been given in advance, and then to vary the quantiser. This then uses 
equation (39) to calculate Q to ensure that the coder output rate C is:
Here M  is MQUANT. Another variable F  can be introduced which is the way the frame is 
encoded, e.g. INTRA, INTER or bi-directional, but as F  is fixed, the encoder does not have the 
authority to alter it so it does not enter into equation (39). The proposed alternative is to fix Q, 
thus removing it from the equation and vary F, thus introducing this variable into the equation 
instead. What this means in practice is to dummy encode the INTRA-frame with the fixed 
quantiser to see if it matches the bit rate. If it fails, the P-frame can then be encoded and tested. If 
this does not match the rate, the B-frame is tested. If this finally does not have a low enough rate, 
the frame will be dropped.
As dummy encoding is now being done, it means that RDcs does not have to be fixed with time but 
can actually vary, as large variances in the required rate should be able to be met, as the coder is 
no longer limited to a gradual quantisation transition, and we can simply aim for
An immediate problem is for B-frames, as they require a future and a past frame to reference. This 
therefore requires a fixed frequency of non-B frames that these frames can reference, so rather
and thereupon returning to re-encode the preceding frames, it states a number of frames as 
definitely P-frames and codes them accordingly. It has a saving of 3 bits per frame, as the state 
can be coded using 2 bits and the 5 bits spent on absolute quantiser can be saved.
(39)
C(F,M, t )  = RDes(t) (40)
rather than the more common version which is
(41)
than attempting to dummy encode the frames without future references until a P-frame is found,
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Figure 13. PSNR as function of time and quantiser
The experiment is then performed by applying a number of fixed quantiser values and running the 
SUZIE sequence at 64kbps, 30fps. The result can be seen in figure 13. As this may be a bit 
difficult to decipher, the values 3, 8, 16 and 24 are chosen for the result shown in figure 14. A 
point worth noting is that with quantiser values 1 or 2, it fails to meet the bit rate, despite dropping 
a large number of frames.
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Figure 14. Bit rate control of coding type adjusted coder
The P-frames are the most obvious feature in figure 14. As the P-frames are forced onto the coder 
with a forced quantiser value, some very high bit rate levels appear. The lower the quantiser 
value, the more often the alternative coder has to discard frames, giving a very unsmooth picture. 
The P-frames are depicted in their sequentially correct slot though temporally they are actually 
encoded prior to the B-frames preceding them. Figure 15 shows the PSNR of the equivalent 
series. Where a frame has been dropped, a 0 has been allocated to the PSNR rather than 
attempting to calculate the PSNR of the previous frame in comparison to the present frame, which 
is rather meaningless.
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So the really low quantiser values give a very high image quality and drops the frame rate down 
to the INTER-frame frequency. A hole can be spotted between frames 40 and 75, which is where 
the sequence becomes high motion. Going back to figure 13, it is possible to see that huge regions 
of dropped frames appear when the quantiser level is below 10. Furthermore none of the possible 
quantiser values allow the entire high motion sequence to be transmitted. This is as a result of the 
coder needing to ‘borrow’ a bit o f the future stream for transmitting the future reference frames. 
The higher the quantiser level, the more capacity is left for the intermediate B-frames, but even at 
maximum quantiser level, the coder breaks down.
It is also worth noting that the performances differ, as they use different reference frames, which 
affects the quality of all frames referencing them. This system must necessarily be judged to be 
inferior to varying the quantiser values. They are however not mutually exclusive, which is what 
sparks off the next algorithm.
3.4.2 Frame-based dummy encoded rate control
This system is based on the decision that every frame can take 94 different states. It can have an 
MQUANT value of 1 to 31, and it can be either INTRA-coded (with 31 quantiser possibilities), 
predictively coded (another 31 possibilites), bi-directionally coded (another 31 possibilities) or 
simply dropped (only one option). This is implemented using a seven bit overhead -  2 bits for 
state and 5 for quantiser value. In VM5, the 5 bits are already transmitted, so this just comes to an 
overhead of two bits per frame, which is an acceptable loss.
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The algorithm locates the quantisation value for each type of frame that gives the closest match to 
the required bit rate and chooses the frame type with the highest PSNR of the four as second 
priority. Again, in order to be able to transmit B-frames, a base rate of P-frames must be set. In 
the experiments below, it is set to one P-frame for 4 B-frames.
First attempt is to run Suzie at 64kbps with VM5 and the dummy-encoding algorithm. The 
resulting bit cost can be seen in figure 16. It is worth noting that the achieved averages are 63009 
and 71157 bits per second for the modified algorithm and VM5 respectively which also explains 
why VM5 on the last frames increases its rate. It is because it has filled the allocated rate and now 
has a negative rate target. It is too late to retract the already transmitted bits, and as it does not 
have a buffer allowing frame dropping, it thus allows the bit rate to expand a bit.
Rate of suzie at 64kbps
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Figure 16. Bit cost of Suzie at 64kbps
The PSNR must be included and is depicted in figure 17. The large difference is in the range of 
the frames 40-60 which is the start of the high-motion portion of the sequence. VM5 jumps up to 
larger values and then gradually decreases, whereas the dummy encoded algorithm instantly 
pushes the quantiser up to keep the bit rate down. They then meet again once the sequence slows 
down and the modified algorithm overtakes VM5, as the latter must push the rate down in order to 
compensate for the large jumps performed earlier.
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PSNR of Suzie at 64kbps
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Figure 17. PSNR of Suzie at 64kbps
If the rate is dropped down to 32kbps which is challenging for Suzie, the PSNR’s are shown in 
figure 18. This looks pretty disastrous for the alternative algorithm. The drops that go out through 
the bottom of the scale are the zeroes that represent dropped frames. VM5 does not drop any 
frames but yet still maintains an average PSNR of more than the alternative algorithm, so there is 
here no temporal tradeoff as there is in the 64kbps version. VM5 simply stays on a higher quality.
PSNR of Suzie at 32kbps
36
35
34
33
a
z
n ,32
31
30
29
to to 8 CDO
-Modified algorithm 
-VM5
Figure 18. PSNR of Suzie at 32kbps
The reason for this can be seen if the rate is mapped as well in figure 19. The P-frame cost is very 
high for VM5, but a better reference frame allows better compression on the following frames, so
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the PSNR is kept higher by simply keeping the P-quantiser lower. The P-frames used for future 
references take from the available bitrate, and the result can be seen in that the expenditure o f the 
intermediate frames decreases with time.
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Figure 19. Bit rate of Suzie at 32kbps
The average bit cost is here 31570 and 37496 for the modified version and VM5 respectively, so 
the modified version has a lower quality and drops frames, but undershoots by less than 500. 
VM5 instead does not drop frames and overshoots by more than 5000. This does deliver better 
quality, but when it comes to the issue of which algorithm provides superior rate control, the 
modified version wins.
The number of the frames not initially selected to be P-frames, which become B-frames, varies 
with rate. For 64kbps, just a single additional P-frame appears. For 48kbps, the number is 5. For 
32kbps, 10 P-frames appear as well as 17 dropped frames. Since B-frames are lower rate, it would 
seem natural for the distribution to be the other way around: More P-frames at higher rate, but the 
decision stems from the second criteria which is the frame delivering the best quality, and at lower 
rates, the P-frames with a higher quantiser are simply considered superior to B-frames with lower 
quantiser, as the motion estimation is more difficult with the less accurate reference frames that 
the low rate sequence delivers. Unsurprisingly, no I-frames are judged efficient, so this 
availability could in principle be removed which would provide a saving of one bit per frame. The 
option of including an I-frame is kept, presumed to be worth the investment, if not for the low bit 
rate sequences, then at least to preserve scalability for high rates.
An interesting pattern to be noticed is that some of the P-frames have high quantisers but also 
high rates, whereas some have lower quantiser values as well as lower rates. This is simply due to 
their points of reference. The P-frames that are based on the base rate must necessarily reference
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the last base rate frame, as they are encoded prior to the non-base rate frames preceding it, and 
thus do not know if any of those will be P- or I-frames. The remaining P-frames can instead relay 
back to the previous base P-ffame, which is thus closer.
The normal rate control does not drop down in rate for the base frames, as it attempts to deliver an 
overall fixed rate and then aims to pick up on any loss observed in this frame at later frames, 
whereas the modified control attempts to force the rate down towards an average. If this average 
cannot be met, it is not an option to discard the P-frames, since the frames temporally following 
but sequentially prior to this frame all depend on its existence, and what appears is a P-frame at 
maximum quantisation value.
Suzie is a high motion sequence, but with no scene changes, which means motion compensation is 
sufficient for reconstruction. In order to see whether the opportunity of applying I-frames at will 
helps the coder, the experiment is repeated on Trevor, which consists of two individual sequences 
joined together, which causes an abrupt scene change in the sequence, at which point motion 
estimation becomes insufficient. This is hard on VM5, as the algorithm has no way to prepare for 
the scene change, but attempts to estimate a new quantiser value as a function of motion 
estimation residual, which is not a realistic model in this case.
Bit rate of Trevor at 32kbps
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Figure 20. Bit rate of Trevor at 32kbps
First 32kbps is attempted to transmit the sequence. This is really too low for VM5 and 
consequently also for the modified version which is based on the same algorithm.
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PSNR of Trevor at 32kbps
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Figure 21. PSNR of Trevor at 32kbps
Again the modified version drops frames (a very large portion of them in fact). VM5 in return 
delivers an average bit rate of 47293 bits per second compared to 31852 for the modified version. 
Only real conclusion to be made is that 32kbps is too low a rate for either algorithm to transmit 
Trevor at, so instead the rate is pushed up to 48kbps as in figures 22 and 23.
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Figure 22. Bit rate of Trevor at 48kbps
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PSNR of Trevor at 48kbps
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Figure 23. PSNR of Trevor at 48 kbps
It can be seen that the modified algorithm drops a few frames. It looks as though it happens before 
the large P-frame, but that frame is a reference frame and is therefore coded temporally before the 
dropped frames that are thus dropped in response to the expensive frame.
Since the motion estimation fails, both algorithms will essentially encode most macroblocks as 
INTRA-blocks, so the most sensible option is for the coder to transmit the frame as an INTRA- 
frame. VM5 does not have that option. The modified version does not use it, as it finds using 
motion estimation produces a better coding efficiency. This is not an obvious choice, but the 
algorithm does compare the two options, so using the P-frame is hence the most economic option.
If the rate is taken up to 64kbps, figures 24 and 25 are obtained. Both algorithms are still 
struggling. VM5 only overshoots the rate by 15%, while the modified algorithm still drops a 
frame.
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Figure 24. Bit rate of Trevor at 64kbps 
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Figure 25. PSNR of Trevor at 64kbps
Again the scene change is very evident in the diagram. The modified version still transmits a P- 
frame with 5768 bits even though the quantiser is at its highest. This is because an I-frame with 
the same quantiser value is still more expensive, and the first priority is to hit the rate. A bitrate of 
180kbps is required before the algorithm is prepared to choose an I-frame at that point, which is a 
so high bitrate that complicated rate control should not be necessary. Necessarily, the ability to 
transmit an I-frame is an option that is unlikely to ever be used.
Conclusively, the rate control algorithm is more efficient at hitting a rate than VM5. This is no 
real surprise, as whatever output could be made by the VM5 algorithm could also be produced by
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the dummy-encoding algorithm, which aims to produce the best set of decisions available to hit 
the rate, and there is thus no reason why it should produce a worse result than VM5.
The real problem is naturally the complexity of the algorithm. If it has to compare 62 possibilities 
for the base rate frames, and 94 possibilities for the non-base rate frames, the processing time is 
naturally increased by a large proportion. To lower the processing time, a searching algorithm has 
been implemented in order to move the quantiser in the right direction to find the correct quantiser 
value faster than would be the case if it encoded all possibilities. It tests the previous quantiser 
level and moves in the appropriate direction until it passes the required rate. On top of that, it does 
not seem likely the algorithm will ever choose I-frames, so that option should be able to be 
removed without any loss to performance, but with a decrease in complexity. The only real 
disadvantage on the rate control is that VM5’s rate control is by now. obsolete as it has been 
replaced by the macroblock based rate control included in VM8. So the full search dummy 
encoding principle should be tested on that as well.
3.4.3 Macroblock-based dummy encoded rate control
An alternative to trying every coding type on the frame is to attempt every coding type on each 
block. The VM8 rate control is not currently applied to B-frames, as the idea of keeping the same 
number of bits for every frame contradicts the point of applying B-frames for better compression, 
so there can only be three types: INTRA, INTER or dropped blocks. This leaves 63 possible states 
per macroblock. The thorough approach would then be to encode all possible set-ups and see 
which one matches the rate best and has the best PSNR. For QCIF sequences, the number of 
macroblocks is 99, so this comes to 6399 possibilities to dummy encode per frame (roughly
1.36xl0178). Having a bit of respect for component life and a bit of pessimism about the 
development of processing power, this can be dismissed as being impractical.
An option is to divide the rate equally among the macroblocks and find the encoding method for 
each individual macroblock, which keeps a fixed rate-per-macroblock that corresponds to the 
desired bitrate. This is not necessarily the best solution, as some blocks may consist o f no 
significant information -  e.g. a static background -  and simply cannot fill its allotted share of 
bitrate, in which case it would be meaningless to remove these bits from other blocks that may 
require them.
An alternative approach is thus to attempt to find a suitable model for the bit cost as a function of 
type and quantiser value. This will then allow the algorithm to organise a grid system consisting 
of quantisation values and block types. If the different types of blocks are named 1-blocks, P- 
blocks and D-blocks respectively, and the total number of blocks is N, then for QCIF- sequences 
N  is 99 and:
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N ' = N p + N d + N j (42)
The assumption is now made that the costs of the individual types of blocks can be averaged to a 
given complexity value, K, in which case the target bit rate R should be given by:
made up of two variables, M, the number of bits spent on macroblock header and motion, and C, 
the number of bits spent on transform coefficients. This expands equation (43) to:
As the transformed coefficients become smaller, the corresponding MPEG variable length 
codewords become shorter, so the last approximation is that C is proportional to the coefficient 
energy divided by the quantiser value, and the final model is thus:
The approach is now to extract the values A/and E  and use them to allocate values to Q and N  that 
cause equation (45) to be satisfied. M  and E  start with a set of assumed values for the first frame, 
but for subsequent frames, they are fed back from analysis. The initial step of the algorithm is to 
verify that a full frame can actually be transmitted within the available capacity, which is to test 
the following inequality:
If this quantiser value is within range, I-blocks are included. This is not a satisfactory value, as 
one 1-block and (N-1) D-blocks applied to every single frame will just involve encoding of a 
single block. Instead <9/ is modified and becomes:
It is decided to allow a quarter of the available bit stream to be used for 1-blocks, which gives:
R = NpK p + NdK d + N1K 1 (43)
R is here assumed to exclude the frame header cost. The individual cost is then assumed to be
R  =  N p M p + N PCP + N dM d +  N jM j + N . C , (44)
R = N PM P+ N P (45)
R < KMd (46)
If inequality (46) is true, the algorithm will simply repeat the previous encoding pattern, as the 
coder will be in failure mode regardless.
The next step is to see whether there is enough capacity to use I-blocks. A quantiser level is found 
that would provide 1 I-block and N- 1 D-blocks by:
O 1
(47)
(48)
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N j -
R
4 M j + El
Qi
(49)
Nm and RM are then introduced as the remaining numbers of blocks and bits respectively -  which 
in case of no I-blocks just defaults to Arand R. The minimum quantiser value for P-blocks is found 
the same way:
O
Qp ~ QpMIN + o' (32 — Qpmm )
(50)
(51)
Inserting equation (42) into equation (45) thus leaves only one unknown and finally:
R.f - N . , M n
N„ =
p E (52)
This equation does not include precautions against NP being larger than NM. If this should happen, 
Op is gradually decreased, until equation (52) can be satisfied with permissible values. Np, is 
finally deduced from equation (42). This gives the allowed number of blocks of each type. They 
can then be organised in the frame.
The blocks are distributed spirally from the middle with the P-blocks in the centre, the I-blocks 
encircling them and the D-blocks on the edges.
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Figure 26. Example block distribution
The parameters are dummy encoded, and the resulting bit expenditure is held up against a 
threshold value. If this is not met, the new parameters are fed back into the algorithm and the new
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cost is compared to a moderated threshold. The coding state is included in the MODE word. 
When the selection of the mode is performed as in [65] and [66], what is normally meant is to 
determine whether it can be motion compensated and whether to split the macroblock up into 
individually compensated 8x8 blocks or keep it as one 16x16 macroblock. This is included in the 
proposed algorithm. The only information that is not included in the MPEG-4 VM8 control 
already are the 10 bits per frame for the two quantiser values.
The map as in figure 26 may occasionally be altered during coding, but this information is fed 
back to the coder, so that it does not make incorrect assumptions on the number of each type of 
blocks. Sometimes a block simply can not be predictively coded, as the motion estimation fails to 
find any motion to transmit. If the residual is coded nonetheless, the block effectively becomes an 
INTRA-block, as the residual is the difference between the real block and a non-existing block 
that has emerged from the motion compensation. Dropped blocks are inefficient, but are for rate 
control purposes more desirable than I-blocks as these are heavy and can thus cause delays. The 
coder will drop a block that is set to be INTER-coded but cannot practically be coded as INTER, 
and attempt to locate a later, and thus non-encoded block that was to be dropped and mark it for 
INTER-coding instead. This causes only a few calculations worth of additional processing, and 
the statistics extracted are based on the new frame setup, and thus the variables should not be 
corrupted as a result.
A functionality adopted from H.263 is MV-prediction [67]. This is performed during motion 
estimation, not coding, and therefore has to be changed during coding in order to avoid inaccurate 
offsets in the motion.
The algorithm can be described in pseudocode as follows:
i f  (R<NMd)
{
/*  in  c a s e  dropping a l l  b lo c k s  s t i l l  d oes n o t a c h ie v e  a 
s u f f i c i e n t l y  low r a te  * /
RepeatPreviousMap();
r e tu r n ;
}
Q imin= E i / ( R - M i - ( N - 1 ) * M d ) ;  /* Find the value for Q which gives 1 I-block */ 
if ( Q i < 3 1 )
{
Q i = Q i m i n +  (5 /6 ) * (32-QxMIN) ; /*  R a ise  Ch t o  en su re  co d in g  o f  more th an  1 
b lo c k  * /  1
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N;r=R/ (4* (M]:+ (Ej/Qj;) ) ) ;  /*  In v e s t  a q u arter  o f  th e  r a te  on I - b lo c k s  * /
}
e l s e  
N j = 0 ; '
N^N-Nj? Rm=R-Ri ;
Qpmin=Ep/  (Rm-Mp-Mp* (Nm-1) ) ; /*  Find th e  v a lu e  fo r  Q t h a t  g iv e s  1 P -b lo c k  * / 
i f  ( Qp<3 1)
{
Qp=Qpmin+ ( 1 / 2 )  * ( 3 2 —Qpmin) /
NP= (Rm-Nm*Md) /  (MP+ (Ep/ Qp) -MD) ; /*  I n v e s t  th e  rem ain ing  r a t e  on P -b lo c k s  
* /
w h ile  (NP>NM)
{
Qp t
NP= (Rh-Nm*Md) /  (MP+ (Ep/Qp) -Md) ;
} .
}
e l s e
Np= 0 ;
N^N-Np-Np,*
This rate control can be compared to VMS, and figures 27-29 show the comparison between the 
proposed algorithm and the existing one. The model in equation (45) is likely to be more 
functional at low rates, as at very high rates, the motion vectors have the same size as at low rates 
[68], and the texture part of the sum will start dominating, removing the significance of 
controlling the motion part of the equation.
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Figure 27. Rate adaptability for block-based rate algorithm versus VM8
As is displayed quite clearly, the modified block-based rate algorithm achieves a much steadier bit 
rate than VM8. For the same three sequences, the differences in PSNR are demonstrated in figures 
30 to 32
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Figure 28. Rate adaptability for block-based rate algorithm versus VM8
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Figure 29. Rate adaptability for block-based rate algorithm versus VM8 
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Figure 30. PSNR of Foreman sequence
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Figure 31. PSNR of Miss_Am Sequence
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Figure 32. PSNR of Carphone Sequence
These results merit analysis. The PSNR of Miss America in fig. 31 just places the two approaches 
as comparable. Visually, the difference is not noticeable, and not interesting. The reason for this 
congruence, and the lack thereof in the two others, comes down to motion. Miss America is a very 
low motion sequence and thus 12kbps is not that low a bit rate for it. Fig. 32 should be compared 
to fig. 29 and it is evident that the differences in PSNR come from the differences in bit rate. The 
two graphs are remarkably symmetric. Whether one rate algorithm is chosen over the other in this
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Figure 33. Foreman sequence images
case then comes down to w hether a fixed PSNR or a fixed bit rate is what is required, the latter 
being the aim o f  this algorithm. W hen the motion then increases to a high rate, the quality must 
naturally suffer. Finally comes figure 30, which shows an abhorrent drop in the quality o f  the 
algorithm. Foreman consists o f  first medium level activity and then a very high level activity' as
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the camera pans over a worksite. The new area has not yet been seen in any frames, and thus 
motion compensation fails seriously when this happens. From figure 27 it can be seen that what 
VM8 does, is to provide inadequate motion compensation and then transmit a lot of bits to replace 
the residual. What the alternative algorithm does, is to do the same for only the central blocks. 
The encircling blocks are simply ignored. This gives a very low average PSNR as can be 
witnessed in fig. 30 but gives a tolerable effect as can be seen in fig 33. Instead of blurry images, 
the final image is built up gradually, as the coder catches up with it. A real system would not 
actually allow the original VMS to transmit full frames, but would begin to drop frames. The 
modified version drops blocks instead, and thus transmits a partial sequence, where the original 
version would transmit nothing.
The inconvenience of this approach is naturally the increased complexity, as the algorithm loops 
around the main coding body, which increases the total computation time. As the time taken to 
find the values in the model is insignificant compared to the time required to perform the cosine 
transforms, and the conversion of transformed data to VLC’s is a look-up task, the time 
consumption has an increase of
A T  = TNovcI — Tciassjc = N LoopsTDcr(N  j + N r ) (53)
which again is a function of rate, as the number of blocks coded is a function of the number of 
blocks allowed. The number of loops is commonly in the vicinity of 5, but can occasionally go as 
high as 20. An estimate thus says the increase in time is roughly 500 Discrete Cosine Transforms. 
The solution to this problem is to save the transformed information as a function of location and 
the extent to which motion compensation has been performed, as the quantisation is performed 
after the transformation. This decreases the worst case scenario increment to be two times eveiy 
block in the image DCT’ed, but on the other hand increases the memory required by the device 
significantly.
As can be seen, there is not a lot of improvement available on the control side of the algorithm, 
however, as it uses dummy encoding, the processing time increases, and the next challenge would 
be to make the parameter prediction open loop. The natural way is to attempt to predict the values 
of the parameters from a previous frame, and apply these to the following frame. As it is, this only 
works to a certain extent, as most of the parameters have a fairly limited dynamic range.
Experience gives values within the order of:
Symbol Range Description
Md 1 Header o f dropped block
Mp 8-35 Header o f INTER-coded block
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Mf 8-15 Header o f INTRA-coded block
EP 5-500 Motion residual o f  INTER-codedblock
Ei 3500-7000 Full Energy contents o f INTRA-coded block
Table 1. Rate control algorithm parameter dynamic ranges
At low rates, the £/ is considered too large regardless, and the range of values is not critical. The 
value EP is the critical one, as one frame may have a very low value, prompting the algorithm to 
choose a lot of INTER-blocks with a low quantiser level. If the actual value of EP of the 
subsequent frame is high, this will cause a large amount of bits to appear for that frame, and the 
channel can run full very quickly. The other values can be predicted within an acceptable limit, 
but the EP value needs to be modelled before the rate control algorithm can become open loop. It 
does not seem to vary with neither MAD nor amplitude of Motion Vectors. If it can be found, it 
would still incur the same problem, TM5 did, namely that it would go wrong on scene changes. It 
is however aimed at person-to-person communication, so scene changes are unlikely to occur.
For an improved algorithm that takes more into account the functionalities of MPEG-4, an object- 
oriented algorithm could be implemented that allocates the bit rates per object as per MPEG-4. 
The algorithm would be insufficient as it stands, as this would also require segmentation 
information to be transferred, which would have to add some further elements to equation (45). 
This would also require faultless segmentation if aimed at real-time communication.
3.5 Two part model
A coder which as a standard procedure drops blocks is not profitable for medium or higher rates, 
as it should be possible to achieve the required rates, without having to drop blocks except where 
there is no motion at all.
It is still possible to achieve a more accurate rate than MPEG-4, but the coding becomes more 
profitable if a delay is permitted, in order that more complex frames may take up more bits than 
low complexity frames. The buffer is thus reinserted and two new models are prepared to model 
respectively the bit rate and the distortion as a function of Nb NP, QP and Qi.
Distortion is commonly measured as PSNR, which is a logarithmic function of the mean squared 
error. As the DCT is energy-preserving, the quantisation parameter should directly affect the 
noise, and thus the mean error. Including the additional logarithmic function in the modelling 
bears no benefit whatsoever, so the distortion is measured .as the root mean square value of the 
noise.
The distortion is modelled to be equal to:
(54)
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N j X Q . h K r t Q r )
where
Nj + NP = N (55)
The two functions /  are extracted separately by dummy encoding 5 values, equally spaced, o f the 
quantisation values (2,9,16,23,30).
The amount that is rounded is directly proportional to the quantisation value, and as the DCT 
preserves energy, equation (56) is fully adequate.
/ ; (& )=  K ,& + C , (56)
The values for K and C are extracted using linear regression on the 5 sample points, and the result 
can be seen in figure 34.
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Figure 34. Sample performance of the INTRA-distortion modelling.
So there is a slight inaccuracy for Qi values lower than 9, but on a dynamic range, these are 
insignificant, and for modelling purposes, this part of the equation is adequate.
The INTER-function is not as simplistic, as it also becomes a function of the motion and the 
prediction of the previous frame. It still has a gently sloping curve, which fits quite well with a 
model of the type
/ , ( e P)= A 'P iog 2( e , ) + c ,  (57)
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This is again deduced from 5 quantisation values with the parameters extracted by linear 
regression. The performance of this model can be seen in figure 35.
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Figure 35. Sample performance of the INTER-distortion modelling
Again it is slightly inaccurate at the lower end of the scale, but the percentage difference is small, 
and thus the error will never be catastrophic.
The rate can be calculated from the previous model, but as 10 dummy encodings have already 
been performed, it is more economical to use the rate information provided by these encodings.
Equation (54) is thus reused as the base for the rate calculations.
The INTRA-block portion of the equation would seem to approach a strict inverse proportionality, 
according to the previous theorem of the length of the VLC’s corresponding to the energy 
contained in them. Nonetheless, this fit can be improved ever so slightly, by manipulating the 
power coefficient of the equation, so the first part becomes
/ , ( 2 , ) = ^  + C, (58)
d l
where p is a value below but close to 1. K, P, and C are again extracted by linear regression and 
gives a fit as described in figure 36.
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Figure 36. Sample performance of INTRA-frame rate modelling 
From figure 36, the INTRA-rate must be said to be modelled accurately.
The INTER-rate is more tricky and does not fit any obvious curves. It is shown in figure 37.
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Figure 37. Sample cost function of INTER-frame
This does not fit inverse polynomials, logarithmic functions or trigonometric functions. It would 
be possible to fit a 29th order polynomial on the function but this would require extraction of all 
the values, which in itself would void the use of the function. A 4th order polynomial has too
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much ripple to fit accurately, and predicts negative bit costs between quantisation values 2 and 9, 
which could easily cause the coder to collapse.
Instead a modified second order polynomial is proposed. If this polynomial is attached to the 
intersection points 2,16 and 30, the result is as portrayed in figure 38.
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Figure 38. Sample performance of two-dimensional polynomial model
This is clearly inadequate, as the coder should not predict negative rates, as this will give the 
coding model the impression the buffer will move in the wrong direction, with the risk of 
overflowing the buffer.
The costs extracted at the quantisation values of 9 and 23 are applied to modify the curve. The 
function is converted to a series and the extracted values are placed in the series. The values of the 
unknown points are modified according to the change in the two modification points in relation to 
the values achieved by the second order polynomial and the curves are thus stretched to hit two 
more known points and the final model performs as in figure 39.
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Figure 39. Sample performance of INTER-frame rate modelling
This model is inaccurate at quantisation parameters below 9. It consistently overestimates, which 
is less problematic than underestimation, as the latter can cause lost bits, whereas the first 
provides a worst case scenario of wasted bandwidth, which though uneconomical, will not halt the 
transmission.
This also implies that depending on the sequence, this model is more efficient on the lower rate 
range, as the models are all more accurate for high quantisation values than for low quantisation 
values.
3.5.1 Two part model coding algorithm
Now, a method has to be implemented which applies this R/D model to coding of sequences. In 
order to optimise both rate and distortion simultaneously, the standard approach, see section 2.8, 
is to add the values, differentiate them and put the result to zero. This would however require the 
solving of an equation with the derivates of a series on one side and a squared logarithm on the 
other. As can be seen in the previous five diagrams, the logical place to put the coding for 
optimum performance, based on the model, would be with quantisation value 9, simply from the 
sharp change of curvature there.
It is also possible to put up a metric of best performance. This would be measured as accuracy per 
bit spent. One over the rms value is a good choice, which again should then be divided by the rate 
to give a ratio aspect, giving a coding quality factor of
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Quality = -----?-----  (59)
Using the model, it is possible to optimise this value for eveiy frame, by simply finding the 
combination of Q’s and N’s that gives the largest quality. This is however not a good solution, as 
this is not a function of the actual required bit rate. This will give an optimal performance, but sets 
its own bitrate, which is not a desirable property of a rate control algorithm.
Two safety catches must necessarily be put on this algorithm: a maximum and a minimum rate. 
These are the rates that if exceeded (or gone below) will cause the buffer to overflow or 
underflow. These are simply deduced from watching the level of the buffer contents and 
comparing it to the actual size of the buffer. To allow for slight inaccuracies, it is also prudent to 
keep these values slightly lower for the maximum rate than actually is available, and vice versa 
for the minimum rate to allow an overshoot without an overflow.
It is now possible to apply this to the metric in equation (59), but this is not practical either, as the 
coder will run full or empty after a while, depending on difference in required and provided rate, 
and the limiting values can then only be used to ensure that disaster recovery takes place at the 
right time. But if the buffer has run full, a lot o f low quality frames have to be delivered before the 
buffer reaches a standard level again, giving an overall bad impression.
All in all, equation (59) is not suitable as a metric while running, but can be applied as a metric 
for the final performance.
As MPEG-4 applies motion compensation, the quality versus rate of any given frame depends on 
the quality of the previous frame. If the previous frame contained a lot of detail, less detail has to 
be transmitted to the succeeding frame, as the additional detail has been compensated in the 
motion vectors. It is therefore in the interest of the coding algorithm to keep the noise level as low 
as possible for as long as possible, as the achieved high quality for one frame will spread over the 
temporally succeeding frames.
The proposed solution is thus to measure the available bits and at any time give the highest output 
performance permitted. It is possible to use all the available bits for any one given frame, but this 
will leave very few bits for the next frames, as the buffer attempts to restabilise itself, which does 
not deliver an overall good quality. Instead, a desired noise level is given which is a function of 
the size of the buffer. The coder should preferably have some bits to spare if the complexity 
suddenly rises, so the buffer content is to be preferred around half full or just above. The desired 
noise should thus be kept low, but as a function of the buffer level and the required noise is thus 
given as being limited by the ratio between the size of the buffer and the number of bits required 
spent per frame:
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ERMSdes — OffSet +
Buffersize 
Ratedcs /  fram e
(60)
From experiments, this approach works best with a c-value of 20. Buffersize is here the difference 
between the number of bits transmitted and the number of bits coded, and is negative if the buffer 
is flowing low. The offset has in this experiment been kept at -10 to force the PSNR up. It could 
also be kept as a function o f the initial INTRA-frame noise, but this does not provide any benefits, 
as the overall level of detail in the sequence already affects the buffersize, and is thus already a 
part of the function.
The possible values of Q and N that give a value of E to satisfy equation (60) can be deduced by 
attempting all combinations within the model, rather than by coding them. The values that satisfy 
equation (60) are compared and the combination which provides the lowest rate is chosen.
In case it is not possible to satisfy equation (60) by any permitted combination (if e.g. the required 
noise is negative), a comparison is made between the required rate and the rate boundaries 
allowed by the model (If QP and Qi are both put to 30 and Ni is set to be the number of blocks that 
could not be motion compensated, this gives a value for the minimum rate, whereas a full frame 
of I-blocks with Qi equal to 2 gives a maximum rate). If it is possible to stay within the rate 
constraints, but not while delivering the required noise, the offset of equation (60) is increased by 
2, and a new set of values is found to satisfy equation (60), if available. This will invariably find a 
permitted combination, once the noise requirement becomes sufficiently slack.
If it is not possible to stay within the rate constraints, the step above or below the scope of the 
model (1 and 31 for quantiser values) are applied and it is simply necessary to hope for the best. 
Should it happen that the buffer overflows, it becomes necessary to drop frames, but the buffer 
has been ensured sufficiently large in this experiment, that this has not become an issue.
3.5.2 Results
The algorithm is run on two sequences, Carphone and Sign lrene in the ranges 40k-60kbps. Both 
algorithms struggle with the Carphone sequence at this rate, as can be seen in table 2.
Desired Rate MPEG-4 Rate New Coder Rate MPEG-4 PSNR New Coder PSNR
40000 R1RR1 R129R 29 44 29 40
45000 54553 53499 29.65 29.64
50000 57842 55944 29.90 29.83
55000 61299 58408 30.16 30.01
60000 65144 60696 30.41 30.10
Table 2. Two-part Model Performance on Carphone Sequence
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This table requires some analysis. It transpires that at rates below 50kbps, both coding models 
struggle to deliver the correct rate. The two-part model based coder delivers a tighter rate control 
than the standard VM8-based coder, but not until 60kbps does it actually achieve what can be 
regarded as a tolerable inaccuracy.
The PSNR values are very close, with a preference to the higher rate VM8-based coder. To judge 
which coder provides the best coding efficiency, the PSNR’s are transferred to rms noise values 
and the metric in equation (59) is applied.
Desired Rate MPEG-4 Quality New Coder Quality
40000 7.814E-06 7.831E-06
45000 7.806E-06 7.936E-06
50000 7.790E-06 7.923E-06
55000 7.810E-06 7.917E-06
60000 7.775E-06 7.779E-06
Table 3. Coding Performance Evaluation for Carphone sequence.
According to table 3, the coding performances are roughly identical, which favours the two-part 
model based coder, as it simultaneously delivers a tighter rate control.
What actually happens during the coding can best be explained by the use of figures 40 and 41.
Carphone @ 60kbps
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Figure 40. PSNR of Carphone Sequence at 60kbps
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There is a high change in the level of motion of the sequence, as can be seen in figure 40 by both 
sequences dropping to an uncomfortably low PSNR. The modified rate control provides better 
quality in the first half of the sequence, and the original coding algorithm after the change in 
motion level. Both coding algorithms seem to recover, but VM8 recovers faster than the modified 
algorithm.
Carphone @ 60kbps
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Figure 41. Frame Bit Cost for Carphone Sequence at 60kbps
Figure 41 gives an image of the low motion modified coding being rather erratic. What happens is 
that the good quality INTRA-ffame provides the ability to adequately motion compensate the next 
frames, and the rate drops accordingly. This means the bufferlevel drops as well and the required 
quality shoots up, so once the required quality is sufficiently high and the bufferlevel is 
sufficiently low, a very good quality P-frame is transmitted and the procedure repeats. As can be 
seen from figure 40, this provides an overall better quality than the flatter bitrate provided by 
MPEG-4.
The quantiser moves up and down a lot, but this is interestingly not that different from what VM8 
does, except VM8 does the quantisation manipulation inside the frame, which means the 
quantisation parameter oscillation does not show on a frame-average diagram. A comparison to 
TM5 might thus be more reasonable, but as the modified algorithm uses dummy encoding, it 
avoids the problems inherent in TM5 with scene changes.
The two high-motion portions show the two coding mechanisms following each other, and on the 
remaining part comes the typical picture of VM8 providing a better quality image by transmitting 
a higher rate, whereas the modified rate control sticks to a tighter rate control, and thus provides a 
lower quality. This would give the impression that VM8 provides better coding in high motion
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sequences, but what is actually happening is that VMS is more liberal with its bits in high motion 
sequences.
Curiously, the inaccuracies in the model, most evident in figure 39, are only of importance in the 
high quality part of the sequence, which is where the better performance is delivered, whereas 
VM8 provides better PSNR where the new model is the most accurate. It is also worth noting that 
the too high estimate prevents the algorithm from filling the buffer with just one frame, if the rate 
is kept at a medium level.
The numbers are clearer with the Sign_Irene sequence. As can be seen from Table 4, both coding 
algorithms can provide the rates required with reasonable accuracy.
Desired Rate MPEG-4 Rate New Coder Rate MPEG-4 PSNR New Coder PSNR
40000 40298 40058 31.29 31.37
45000 45211 45122 31.70 31.79
50000 50194 50075 32.06 32.16
55000 56081 55123 32.40 32.48
60000 60739 60167 32.65 32.68
Table 4. Two-part Model Performance on Sign_Irene Sequence
It does not seem worthwhile attempting to calculate coding efficiency on these numbers, as the 
modified algorithm delivers both tighter rate control and slightly better PSNR.
Figures 42 and 43 give an example.
Signjrene @ 40kbps
36
35
34
33
32
31
30
o> Sto vr
o R S O o r«-r - 5CMo
'Modified version 
• Original MPEG
Figure 42. PSNR of Sign_Irene Sequence at 40kbps
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The picture is the same as in figure 40, with the modified coding algorithm looking rather erratic, 
but providing an overall better performance.
Signjrene @ 40kbps
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Figure 43. Frame Bit Cost for Sign_Irene Sequence at 40kbps
The Sign lrene sequence contains a lot of changes between low and high motion, as can be seen 
by the PSNR of both coding methods moving up and down a lot. So if the sequence slows down 
allowing the coder to stabilise the buffer flow, the new coder reappears as the best performer.
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Figure 44. PSNR as Function of Size of Buffer
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As the performance is limited by the buffer size, it is interesting to discover just in what way the 
size of the buffer affects the coding. This is done by running Sign_Irene at 45kbps and varying the 
size of the buffer as multiples of the required number of bits per frame. To avoid over- or 
underflow, the boundary rates are set with the impression that the buffer is one frame worth of 
bits smaller than is actually the case on both sides of optimal fullness. The results are shown in 
figures 44 and 45 with the horizontal scale representing how full the buffer level is at start, with 
the permitted size being twice this value.
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Figure 45. Average Bit Rate as Function of Size of Buffer
The result is not intuitive. The deviation in figure 45 is negligible, with the only noticeable 
attribute being the fact that the buffer has to be very small, in order that the rate control is 
sufficiently tight, that the average rate undershoots rather than overshoots. Figure 44 might have 
been expected to show more benefit from larger buffers, whereas this does not seem to be the 
case. The reaction stems from the very large buffers allowing some very huge frames, which 
subsequently puts in an averse effect on the succeeding frames. As the PSNR is taken as an 
average, the larger number of smaller, worse frames has a more detrimental effect than the large 
good quality frame. However, the deviation is nonetheless less than half a dB. The conservative 
approach of using a small buffer (5-6 times the bpf rate) must be judged the most sensible, as it 
provides both a good PSNR and a reasonable rate accuracy. This again depends on the sequence, 
as Carphone would overflow under these conditions. The smaller the number of frames that go in 
the buffer, the smaller the delay is as well.
If a frame can be modelled with five dummy encodings and a delay is already present, it is 
possible to increase the model to include the future frames, or in other words, use the Q=16 frame
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as reference and dummy encode the future frames. This gives a larger number of combinations, as 
the possible combinations for each frame can be added and a total sum distortion can be 
calculated rather than the distortion of the individual frame. This increases the complexity, as 
more comparisons for the Q’s and N’s, depending on the number of frames applied, have to be 
performed, but it does not increase the performance of the coding algorithm, as the procedure of 
following a slightly too heavy frame with a slightly too light frame remains the same.
3.6 GPRS Simulation
In order to see how the rate control would act in a real environment, the algorithm was applied to 
a simulated General Packet Radio Service (GPRS) network. This service was standardised by 
ETSI (European Telecommunications Standards Institute) and is also referred to as GSM, phase 2 
[69]. It has just recently been launched though it is intended to run on top of existing digital 
cellular networks. Work such as [70-72] has already demonstrated that this network is suitable for 
transmission of video. It is aimed at allowing carriage of data using protocols such as IP between 
GPRS terminals but across GSM networks [73]. GSM was originally an abbreviation for Groape 
Speciale Mobile, but was since changed to Global System fo r  Mobile Communications. Whereas 
GSM operates on Time Division Multiple Access (TDMA), which provides access to the network 
for only one user at a time in very small interleaved intervals, which sets a limit to the data rate 
that can be practically transferred, GPRS is intended to be able to provide variable rates if the 
capacity is available. It also uses the same encryption technique just implemented for packet data 
rather than streaming data. It therefore does not require different networks, but can be 
implemented alongside GSM. For backwards compatibility, three types of terminals have been 
specified:
Class: Description:
A Can run GPRS and GSM simultaneously
B Can run one of GPRS or GSM
C GPRS only
Table 5. GPRS terminal specifications
It would seem natural to attempt to phase out GSM for Class A and B, and then phase out A and 
B for C. As GPRS is intended to be commercial, it has naturally been defined to interoperate with 
IP (and X.25) and to accommodate SMS. Charging is expected to be according to bit 
transmission, which can vary as GPRS has multi-slotting capacity. The capacity is divided into 
eight time slots and distributed to the users. This can be compared to allowing a terminal device to
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occupy several GSM channels simultaneously, which will provide higher channel rates, but 
requires more bandwidth for individuals, which may not be available in the network. This 
principle already exists and is called High Speed Circuit Switched Data (HSCSD), but as GPRS 
has already been launched, maintaining a GSM-specific technique only enlarges the number of 
concurrent standards. Error resilience is also included in the GPRS protocol, the extend of which 
can be altered during transmission. Four levels of quality are available that each again limits the 
rate available. An overview of the rates available as a function of time slots and coding schemes is 
shown in table 6. Note that Coding Scheme 4 has been omitted as it provides no error protection 
whatsoever and hence requires an error-free environment to work in. This has therefore been 
considered incompatible with the coders in this thesis as they do not provide error protection 
either, leaving a very exposed bitstream and a very small likelihood that the coding will work.
45250
TS: 6 
54300
TS: 7 I TS: 8 
6335T t 72400
Table 6. Time slot allocation in GPRS.
This table provides a framework for the rate control to work within. Nonetheless this is the 
amount of bits available per channel, and not strictly for video, and a number of these bits are 
required for header information. According to the work presented in [74], this number is roughly 
13% of the bit capacity. There is also likely to be audio involved, but for simple speech, 
compression can be performed down to very low levels, and audio is assumed absent from this 
work for the sake of simplicity. [75] reports return trip times on data packets of commonly 1 
second, which they conclude could make the service unsuitable for interactive applications.
GPRS should thus in principle run up to 8 times the bitrate of GSM. It is meant to give way for 
new systems with more than 10 times the capacity of GPRS. GSM was referred to as a second 
generation mobile system to differ from the analogue first generation mobile systems such as the 
Total Access Communication System (TACS) [76]. The next level of mobile systems will be 
termed third generation [77]. GPRS is therefore referred to as generation 2Zz.
In order to understand what the GPRS rates signify, the two sequences Mother_and_daughter and 
Sign_Irene are transmitted through the different sets of time slots. Figures 46 and 47 depict the 
results as a function of codin? scheme and number of time slots.
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Figure 46. PSNR of Mother_and_daughter 
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Figure 47. PSNR of Sign_Irene
The two figures demonstrate the average PSNR over time of the two sequences. These graphs are 
based upon the assumption that the GPRS coding is sufficient to suppress all the noise that enters 
the channel. The maximum rate achievable with MPEG-4 is to transmit every macroblock as an I- 
block with a quantiser value of 1. If  a higher rate than that is desirable, the only option available is 
to transmit the data as raw bits. 8 time slots does not deliver a rate even closely resembling that, 
but there is a level, from where it does not seem that adding more bits makes a worthwhile 
contribution to the output quality. Observing the sequences and the results, it would seem that this
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limit is between 4 and 5 time slots, or in other words: Even if 5 time slots seems like an 
unrealistically high rate (and the GPRS-devices in the market today commonly only accommodate 
up to three slots); if it can be achieved, increasing it to 6 or more time slots does not contribute 
that significantly more to the image quality that it would justify not accomodating other users in 
these slots.
1 2 3 4 5 6 7 8
1 27.35 33.11 34.37 35.45 36.63 36.95 36.80 38.99
2 30.82 33.04 34.06 35.37 36.38 36.98 36.53 39.08
3 32.03 33.52 34.28 35.49 36.73 37.00 36.56 39.23
4 32.40 33.87 34.58 35.62 36.91 37.20 36.51 39.34
5 32.60 34.36 35.21 36.04 36.97 37.07 37.66 39.24
6 32.77 34.40 35.39 35.59 37.02 37.06 37.85 38.64
7 32.06 34.37 35.03 35.87 36.98 37.02 36.78 39.32
8 32.93 35.07 36.16 37.89 37.95 38.76 39.40 39.65
35
o
CD
Ot ©
cd a*O* CNCN
Figure 48. PSNR of Akiyo with varying time slot count, (top) Full table with initial count marked 
vertically and final count marked horizontally, (bottom) PSNR of sequence ending at 3 time slots,
starting with either 3 or 6.
It may be that a user establishes a connection while a normally crowded network has a low level
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of traffic. The question is then whether it is worthwhile to allow the user the maximum allowable 
instant bandwidth, knowing that it will be necessary to drop the number of time slots again 
eventually. Akiyo is transmitted with a change in bandwidth appearing halfway through. Five 
seconds with one number of time slots is followed by 5 seconds with a different number of time 
slots. Figure 48 gives the resulting average PSNR’s of the second half of the transmission only, to 
show the effect the initial different time slots have. These values are achieved at Coding State 2. 
Variable statistical oddities aside, it is quite apparent from the table that having a better reference 
image gives a better quality image when the rate drops. The graph below the table, which is the 
effect of changing from 6 to 3 against staying at 3 throughout, shows that the effect has a rather 
long lifetime. Thus it is in the interest of quality, if not economy, to allow the maximum 
bandwidth available to be used. Another interesting point is that starting at a lower rate does not 
damage the signal tremendously if it is later changed to a higher bandwidth. Or in other words; if 
further slots are made available, the fact that the sequence had previously been running at a lower 
bandwidth is insignificant.
As the good quality from a higher bandwidth has a lifetime, a solution is to allocate all unused 
slots to one user for a while, and then transferring them to the next user at regular intervals, thus 
taking advantage of the high available bandwidth, without necessarily using it at all times. 3 
miss_america sequences can be run simultaneously at time slot distribution 332. This provides an 
average PSNR of 35.39dB. The slots can be distributed as 422 distributed rotationally, so each 
user has the four slots for a period of a third of a second, which raises the average PSNR of all 3 
sequences to 35.74dB, which is still not as efficient as rotating the 332 system, which provides an 
average PSNR of 35.90dB.
The choice of coding scheme should not be up to the coder, as each coding scheme can only 
protect against a certain amount of noise [78]. The noise parameter is commonly measured in 
channel-to-interference ratio (C/I). For this experiment bit error patterns developed at the research 
centre are applied to simulate the errors occured. For high enough C/I ratios, the coding schemes 
are sufficient to compensate the errors that occur. As C/I is how larger the amplitude of the signal 
is compared to the noise, if this value is too low, the signal simply drowns in the noise, and not 
even error correction will be of any help.
Equipment exists to measure the performance of wireless networks, not uncommonly by 
measuring a return response of dummy data. This could in principle be achieved by the video 
coding, but the idea of transmitting empty data just to test for error ratios is not appealing. The 
assumption is made that the network manages the extraction of the C/I of the system, and feeds 
this value as data to the coder. This could e.g. be done, by a base station broadcasting a known 
code, and a handset thus receiving this code, analysing the contents and deducing the C/I.
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3.7 Multi-Client GPRS Terminal Simulation
A possible application is a video conference where one unit has two representatives 
communicating with an outside source. The unit’s system will request a GPRS channel and 
attempt to fit both of its clients onto it. In order for an internal system to attach to a network, a 
gateway is required [79,80] to handle signalling from the -  if existing -  internal network to the 
external network.. Included in the system must be a rate control mechanism for the two clients. 
This can be placed in the gateway multiplexer as demonstrated in figure 49.
Client 2
Client 1
MUX
Figure 49. Multi-user scenario
The terminal gate will know the amount of slots and thus the number of bits available to the two 
clients and allocate each their share. This can be done by dividing the available bit rate into two 
equal portions and simply transmit half the number of bits available to either rate control.
An alternative is proposed which divides the rate according to the amount of motion in either 
sequence. For head-and-shoulders sequences, the amount of motion is generally represented by 
the amount of bits in the motion data. This is not always true, particularly if there are scene 
changes in a video sequence. In this case, the motion estimation will fail, and the amount of 
motion data will be very small, as no motion vectors are actually transmitted. In this case, an I- 
firame is really needed, but the system will not allocate sufficient resources, as that sequence is 
judged to be inactive. For head-and-shoulders, however, motion estimation can be expected to be 
adequate, as the amount of motion possible is limited.
An example is Claire and Salesman sharing three CS-1 slots. Allowing for GPRS header 
information this comes to roughly 24kbps. For 30 frames per second, this allows the two 
sequences 800 bits per frame to be shared between them. Rather than coding one, subtracting the 
cost and delivering the result to the other, the two are coded individually with the individual target 
rates without concern as to the inaccuracy of the other sequence.
For the symmetric distribution, the result can be seen in figure 50. Strictly speaking, the Claire 
sequence is longer than the Salesman sequence, but it has been truncated to make the two of equal 
length.
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Figure 51. Bit Expenditure for Motion Depending Distribution
For motion dependent distribution, the result is shown in figure 51. Notice that no sequence drops 
below 160 bits per frame. This is a decision made, as the rate control operates on the assumption 
that every frame is transmitted and thus every macroblock has a decision. This includes roughly 
60 bits for VOP header and 99 bits, 1 per macroblock, to represent the COD bit. On a rate lower 
than that, the rate control will fail, as it is not permitted to discard frames.
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Figure 52. PSNR of Claire Sequence
The actual quality of the images is mainly a result of the sequences themselves and how well they 
handle being transmitted at veiy low bit rates, and the two different sequences can not be 
compared to each other. Figure 52 shows the PSNR achieved by Claire with varying bit rates and 
a steady bit rate. The differences between the two graphs should be compared against the 
differences in the two graphs in figure 53, which shows the PSNR of the Salesman sequence. 
There is very little difference to be seen in figure 53, with what little there is seeming to show 
advantage to the motion depending distribution, that seems to suffer in the Claire sequence. This 
is a natural reaction, as since salesman is a more active sequence, the motion depending 
distribution will favour it.
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Figure 53. PSNR of Salesman Sequence
In real life systems, it is bound to happen that the channel quality varies. If an industrial client has 
claimed only three slots, it is unlikely the network will attempt to claim them back, but it could 
easily happen that the C/I varies which will impose a limitation to the choice of coding scheme. It 
is possible to maintain maximum protection at all time, but it is not a good thing to transmit more 
error resilience than is really necessary, as those extra bits could have been put to different and 
better use.
So the scenario in figure 49 is repeated, but this time with a varying C/I ratio. The error resilience 
included in the GPRS stream is assumed to be adequate. This means all that varies in practice is 
the coding scheme.
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Figure 54. Bit Expenditure for Equal Distribution for Varying Coding Schemes
Figure 54 demonstrates the bit rates varying with time, which is less obvious in figure 55. The 
distribution is still with the same percentile allocation as the previous example, the minimum rate 
accounted for, as the motion ratio is not a function of the channel.
Bit distribution for Motion depending allocation
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Figure 55. Bit Expenditure for Motion Depending Distribution
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Figures 56 and 57 demonstrate the PSNRs. They still look more or less identical, but there is a 
significant difference as can be seen on the subjective results in figure 58.
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Figure 56. PSNR of Claire Sequence 
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Figure 57. PSNR of Salesman sequence
88
Chapter 3. MPEG-4 Rate control
Figure 58. Example Frames from Test: Claire Even Distribution {top left) Claire Adaptive 
Distribution {top right) Salesman Even Distribution {bottom left) Salesman Adaptive Distribution
{bottom right)
High motion sequences are more sensitive to low bit rates, as motion estimation is not perform ed 
on the previous frame, but on the previous reconstructed frame. At low bit rates, reconstructed 
frames are less accurate, and consequently so is the m otion estimation, and the inaccuracy from an 
insufficient number o f bits is cumulative. In figure 58, the Claire sequences are comparable, as 
they are low motion and thus do not depend as much on motion estimation as the Salesman 
sequence. In the other sequence, there is an evident preference for the motion depending 
distribution sequence with the person’s features appearing much sharper in the image than in the 
50-50 distribution case. The PSNRs represent an overall quality measurement, but in the actual 
sequence, the most important aspect, the facial features, are clearer, and thus the system m ust be 
concluded to be superior to even splitting.
3.8 RC with AIR
It may be that the amount o f errors exceeds what can be hoped to be covered by the GPRS coding. 
In this case, some error resilience or error concealment is required. The most efficient way o f
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preventing errors is by adding redundant information to the sequence, so if some of the 
information is corrupted, it can be read somewhere else, e.g. reconstructed from a parity bit. This 
is not directly suitable for the GPRS channels, as a strict rate control is required. Adding bits on 
top of the rate controlled stream removes the control that existed as such an error resilience 
algorithm adds bits as it finds suitable. Error resilience/concealment would then seem to be an 
alternative to rate control, but both are required for transmission over high error rate GPRS 
channels.
One of the methods for error resilience that is included in the MPEG-4 standard is AIR, adaptive 
INTRA refresh. AIR is not particularly popular as it requires a very high overhead, but has proven 
efficient when it comes to compensating for errors [81,82]. In high motion sequences, error 
accumulation has a very serious detrimental effect as an error occurred is not noticed and is 
motion compensated around the image. This can cause one corrupted pixel to trace a line of 
corruption through subsequent images. AIR impedes this by avoiding motion compensation. It 
codes the frame, but then locates motion compensated blocks in the sequence and INTRA codes 
them instead. This is not efficient from a compression point of view, as most of MPEG-4’s 
efficiency stems from the motion compensation. On the other hand motion compensating a 
corrupted image is not in itself efficient, so it makes sense to shift to INTRA coding in case of 
high error rates. The MPEG-4 protocol includes a system for when a macroblock is noticed to 
have been incorrectly coded, it can transmit a request back (or upstream rather) to the encoder to 
retransmit that particular block. This is not impractical for two-way communications, as there will 
already be an opposing stream, but for one-way communication, this requires the creation of a 
new transmission channel for this sole purpose.
AIR functions by manipulating the map of I- and P-blocks, which is exactly what the proposed 
macroblock-based rate control does as well, so the two can be combined and deliver error 
concealment at the same time as it delivers rate control.
The rate control is not able to simply deliver additional I-blocks without increasing the rate, but 
what it can do is to deliver more I-blocks at the expense of the P-blocks. In equation (49) a quarter 
of the allocated rate is spent on I-blocks. This fraction can be controlled and made a function of 
the BER or more to the point, the C/I.
Rate controls operating on slice level discard slices when errors are detected and repeat the blocks 
from previous frames, but this algorithm works on a macroblock level which does not include 
resynchronisation words and the decoder will automatically discard a full frame if it judges it to 
be corrupted. Some errors change the contents of the code transmitted but does not violate the 
protocol and are hence not discovered. On low error levels the decoder may not see any errors, 
even if they exist, but on very high error levels, a dropped frame becomes more likely. It is hence
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not practical to transmit error resilience information on frames with very low C/I, as this
the following frame and the amount of error resilience is set to be a function of the C/I not at the 
time of the present frame but at the time of the previous frame.
It is possible to define a lifetime of a block, by counting the number of frames since the block was 
last INTRA-coded. This lifetime is the time since any errors existing in the block were last reset. 
It is possible to keep a map of the lifetime of each block and then allocate the INTRA-blocks 
accordingly, thus ensuring all blocks are updated regularly. This is attempted but does not provide 
a quality improvement on maintaining the original algorithm, as lack of intra refreshing is not a 
guarantee of neither errors nor -  which is more important -  visual interest.
The percentage of the rate allocated to I-blocks is chosen to be
with upper and lower bounds of 90% and 25% respectively, corresponding to C/I’s of roughly 
7dB and 18dB. We recall from section 3.4.3 that Nj is the number of I-blocks, Kj is the average bit 
cost for I-blocks and R is the total rate available. These are again only approximate values, and 
with 90% as a target rate, the appearance of P-blocks becomes unlikely, which is not undesirable 
as a very high level of corruption of the reference frame is expected to have occurred. On low 
error rates, a high percentage will automatically deteriorate the image quality, as more I-blocks 
means more blocks dropped as I-blocks cost more bits than P-blocks.
This system compares to the original algorithm, but behaves differently. The original algorithm 
outperforms variable I-percentage on low motion sequences, as the errors are not moved quickly 
around the image, and thus an error only affects a very tiny area and the loss from transmitting 
fewer blocks is higher than the gain obtained from the error resilience. On high motion sequences, 
varying the I-percentage improves the quality as errors have more effect and error resilience 
becomes more critical.
Hence error concealment is done by first thresholding KP introduced in equation (43) and if 
chosen to be high motion, the percentage of the rate given to I-blocks is made a function of the 
C/I. At low error rates, the percentage is either fixed at 25% or hits the 25% floor, so regardless of 
the level of motion, it defaults to the original algorithm.
information will be lost, when the decoder discards the frame. The error resilience is thus done on
(61)
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Suzie under error conditions
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Figure 59. PSNR of Suzie under error conditions
Suzie is run through a simulated channel which varies C/I and the number of available time slots 
from one frame to the next. The number of time slots is a random number with the distribution 
defined in figure 60.
pdf of Time Slots
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Figure 60. pdf of Time Slots
This achieves an average bit rate of approximately 24kbps. The C/I is taken as completely random 
within the range 5 to 20dB. As can be seen from figure 59, running the sequence at a high frame 
rate such as 30fps and including a high error rate gives an unsatisfactory performance regardless 
of whether the dummy encoding algorithm is implemented or not. The sequence is thus also run at 
20fps to provide a useful comparison. What may first strike as odd is that VM8 at 20fps achieves
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a lower PSNR than VM8 at 30fps, which means the higher rate sequence achieves a worse PSNR. 
This is due to the sequence being error prone and not error resilient. The C/I gives a bit error rate, 
which is the probability of a bit being corrupted. On a fixed BER, transmitting more bits is 
equivalent to introducing a larger absolute number of errors. Corrupted bits imply lower PSNR, 
while more bits equal more detail in the sequence and hence higher PSNR. But from figure 59 it 
can be seen that the tradeoff is not in the higher rate’s favour for this sequence, and the loss 
achieved from more bit errors is worse than the gain achieved from transmitting better detail.
The figure also shows that -  opposite to unprotected VM8 -  lowering the frame rate, thus 
increasing the bpf rate, does a lot o f good for the algorithm with error concealment, as more bits 
equals more error concealment. To see how this looks in practice, frame no. 133 is depicted in 
figure 61.
From these pictures, the effect on VM8 shows on the left two images. The additional bits go into 
lower quantisation values for the P-blocks, which provides more accurate details in the image. 
This can be seen in that the bottom image has clearer contours in the centre of the image and has a 
better subjective quality than the higher frame rate image. There are however more blocks filled 
with incorrect texture, particularly along the left edge of the image, giving a lower PSNR, which 
demonstrates the inadequacy of the PSNR metric, once it reaches very low levels.
The images from the adapted AIR algorithm shows a significant difference which is also apparent 
in figure 59. The 30fps image has a blockiness in the centre of the image, which is where the error 
concealment has taken place, with high quantiser level I-blocks. Errors exist in the image, but are 
located along the edge of the image, where the algorithm does not update, as it is considered a 
lower priority area.
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Figure 61. Frame no. 133 of Suzie. Clockwise from top left: VM8, 30fps; Controlled, 30fps;
Controlled, 20fps; VM8, 20fps.
In the case o f no transmission errors, the erroneous blocks in the 30fps image would likely have 
been in error nevertheless, as they would have been dropped to make room for a better quality 
central image.
For the 20fps image, more I-blocks have been allowed into the image, and a 4 or 5 tim e slot 
instant will have been sufficient to clear most errors out o f the image. The image is not quite 
acceptable as there is still noise in it, and an awkward level o f  blockiness, but it is clearly far 
superior to VM8 with no error concealment, despite being run at the same bit rate.
To verify this result, the experiment is repeated on the lower motion Salesman sequence. This 
time 1 Ofps is allowed as well to analyse the effect it has, even though this rate is really too low to 
be pleasant to look at. Dividing the fps rate by three is equivalent to multiplying the bp f rate by 
three, so the sequence should be regarded as medium rate when run at lOfps.
The results are shown in figures 62 and 63.
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Figure 62. PSNR of Salesman under error conditions
Figure 62 shows a very clear preference to the error concealment scheme, as VM8 steadily 
plummets downwards as it accumulates more and more errors. The higher bit expenditure 
sequence (lOfps) again achieves the lowest PSNR. The 30fps sequence ends up lower than the 
20fps sequence, but is on average preferable. The modified algorithm stays at a reasonable level 
with a small preference to 20fps over 30fps and a significant preference of lOfps over 30fps.
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Figure 63. Salesman frame 100. Left column V \18, right column modified algorithm. From top to
bottom, 30fps, 20fps, and lOfps.
Figure 63 shows frame 100 o f the sequence. VM8 at lOfps is simply intolerably bad. A  large 
number o f errors appear at an early stage, and the coder cannot recover. Again the contours are 
clearer, but is it too erroneous to be pleasant to look at. The 30fps sequence is closer to being 
tolerable, but is still not as good as the error concealment images.
This is one o f the frames where the lOfps sequence has a lower PSNR than the 20fps sequence for 
the moderated algorithm. A few errors can be seen in the middle o f the image, which is again a 
result o f more bits that can accumulate noise. These will be erased following error concealment 
which appears on the graph where the PSNR increases again. The 20fps sequence is better than
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the 30fps sequence, as there is more detail, e.g. on the desk, which is again a result of lower 
quantiser values.
The edge blocks of the modified algorithm merit description. If the algorithm centres the blocks, it 
may not be able to reach edge blocks and correct them. However, on a high rate frame with a low 
I-percentage, the I-blocks are placed along the edge of the central blocks which increases the 
probability of edge errors being concealed. On high I-percentage frames, there are few, if any, P- 
blocks available, and thus the central blocks are concealed, and the algorithm should thus be able 
to cover the entire image with INTRA-blocks at one time or another. Furthermore, if fewer frames 
have blocks that reach the edge of the image, the edge blocks are less likely to be corrupted.
3.9 Conclusion
This chapter has presented a historical overview of the development of MPEG-4. It has presented 
a number of improved rate controls based upon rate models and an attitude of ‘brute force’ 
searching to finding the best suitable combination to meet given requirements. Full search should 
in principle always provide a better answer than inspired guesswork, but as an exhaustive search 
through all combinations, geographically and temporally, is too computationally heavy to be 
practically feasible, the work presented is meant as a compromise.
The frame-type changing mechanism does not achieve any improvement at all, but forms the basis 
of the quantiser and frame-type changing mechanism that shows a slight improvement on the 
standard rate control at a severe cost in complexity. The VM5 standard was taken as comparison 
as they are closely related in style, but as VM5 is not the best rate control algorithm available, an 
improvement on it is not that important an achievement in itself.
Rate controls based upon groups of macroblocks exist, and it is possible to apply the same 
principle to these. This has not been attempted as proof has been made that the dummy encoding 
algorithm outperforms the standard on both full frame- and macroblock-based control, and thus it 
is simply assumed the principle will also work on slice- and line-basis.
The macroblock-based rate control algorithm outperforms the standard in rate control, but as it is 
still based on the same coding algorithm, it matches it in performance in the aspect of quality 
versus rate. It has a cost in processing time, as several frames need to be encoded. The strict 
proportionality between residual energy and bits spent to transmit the residual has not been 
proven, but as the algorithm works, the approximation is left as is.
A problem left unsolved is the processing time, but as DSPs become faster, the problem becomes 
less important, and as the coding process in itself is a reasonably fast one, the additional cost 
should not be noticeable.
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This chapter has furthermore presented some applications of the rate control system for use over a 
GPRS channel. It has presented the GPRS channel and the results obtained from using the rate 
control system at varying rate conditions. It shows that 4-5 time slots is desirable, even if this does 
not practically divide 8 time slots.
A system for multiplexing two sequences given one common rate based on motion activity has 
been presented. The results attained show that this system is favoured to simple fair splitting.
Finally, an error-resilient rate control system based upon adaptive INTRA-reffesh has been 
presented for error-prone channels which provides a significantly superior quality without an 
increase in bit rate, hence delivering better rate control as well as better quality.
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Chapter 4
4 Wavelet Coding
Wavelets were briefly touched upon in section 2.3.1.2.6. They are not as commonplace in video 
coding as they are in image coding, but they are very popular at the moment and are applied in 
many branches of research. The main benefit, as will be demonstrated in this chapter, is that they 
divide the information into the low frequencies, to which the eyes are sensitive, and localised 
sharp edges which gives the sharpness of an image that makes it pleasant to look at, thus 
providing a data discrimination particularly suited for image coding. The original video standards 
were,based on JPEG [41], which used the DCT. The newest version, JPEG2000 [83], uses 
wavelets. This chapter will expand on the concept of wavelets, and review the popular image 
coding technique that caused the popularity of the transform in coding applications, and finally 
present a fully scalable video coder based on progressive image coding applying this technique.
4.1 Wavelets
Wavelets are based on Mother functions that should be compactly supported or in other words:
frequency spectrum, the corresponding transform is simply performed on the filter. If for instance, 
it is desired to split the available spectrum in two, two filters such as the ones in figure 64 can be 
applied. In this thesis, the transforms applied are digital, so the data has been sampled, and there is 
a limit to the frequency range of the signal (see Nyquist sampling criteria, not covered in this 
thesis). Applying this filter will put all the energy of the low frequency segment into the lowest 
set of coefficients, and all the energy of the high frequency half into the highest set of coefficients. 
If the first filter is then given as
taking the inverse fourier transform to get the equivalent time-domain filter, which is the one that 
will actually be applied to the input data, gives
(62)
Preferably the same should be true for y/ in the frequency domain. In order to create a filter in
l i f f e [ 0 ,f , /2 [  
0 otherwise
(63)
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But whereas the frequency spectrum was limited, the equivalent time representation of the filter 
given in equation (57) is defined on all values of t. This means the filter has an infinite number of 
taps, which makes the filter unrealisable. In conclusion the sharp edges are simply not going to 
happen, and what will more commonly occur is what is demonstrated in figure 65. This is referred 
to as a window.
Attenuation
frequency
m  f ‘
Figure 64. Perfect frequency separating filter
Attenuation
1
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Figure 65. A typical filter
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The wider the big lobes are, the larger the number of frequencies that are correctly allocated. 
Frequencies that appear within an area where both sides of the filter have sidelobes, which are the 
smaller lobes, are represented on both sides of the filter, which is undesirable for the purpose of 
frequency separation and analysis. Frequencies that appear, where the magnitude response of the 
filter is less than 1 will be attenuated, and not reamplified when reconstructed, and thus a bit of 
information is lost simply from applying the filter, even in an infinitely accurate sampling system.
A lot of research has gone into creating these filters to have the sharpest edges and the most 
attenuation of the sidelobes, to discriminate between the relevant and the non-relevant 
frequencies. The most commonly used window for splitting a spectrum in two parts of equal size 
is the Quadrature Mirror Filter (QMF). To split into symmetrical parts has shown to concede the 
smallest amount of loss around the edges. From a series of samples, systematic application of the 
QMF provides a Fourier transform as follows:
Figure 66.8-point vector in a frequency-time sampling lattice
An 8 dimensional vector can be regarded as figure 66. Each coefficient represents all available 
frequencies at the given point in time, which gives the shape shown. The energy existing in all 
frequencies are allocated to the closest sampling point. Applying a QMF to this sequence creates 
figure 67 instead.
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Figure 67. Split spectrum
Each coefficient now represents half the frequency contents over twice the period. The two rows 
of sampling points can be regarded as two separate signals each containing half the set of 
frequencies of the original signal, given that this was white. If QMFs are then applied twice more, 
the spectrum will have been split into 8 pieces which is essentially the Fourier transform as in 
figure 68.
'  ‘frequency
tim e
Figure 68. Fourier transform sampling lattice
This means that every sample represents the energy in a given range in frequency, over the entire 
sampling frame. This is only an FT provided the frequency is distributed as Fourier frequencies, 
i.e. complex exponentials. Other transforms, such as the Walsh-Hadamard code [84] has an 
equivalent distribution, but uses the term sequency, but the split is fundamentally the same. The 
DCT splits it into cosine frequencies, etc.
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The drawback to this transform is thus this inaccuracy in the time-domain. For the complex FT, 
shifting an input waveform by a quarter period, will correspond to multiplying the input by a fixed 
complex exponential. Due to linearity, this also correspond to multiplying the output coefficients 
individually by this phase component. For a digital system that only accepts scalars, this is 
unacceptable. If applying the FT to DSP, it is more natural to apply the Fourier Cosine Transform 
or the Fourier Sine Transform. Applying both will simulate the complex FT, but also to the extent 
that the number of coefficients is doubled.
The preference between the FCT and the FST is then decided by whether the input signal is odd 
or even, or if neither of these properties exist, which one is the most evident in the signal, as this 
will decide which transform has the best frequency response. Assuming this information is not 
available prior to encoding, the coding is again achieving sub-optimal performance. But from the 
sampling lattice shown in figure 68, there will always be an inherent problem of temporal 
inaccuracy.
There is however an alternative as the QMFs do not need to be applied symmetrically. Instead of 
applying them to all frequencies, applying them progressively to only the lowest set of 
frequencies, yields a sampling lattice as in figure 69.
'frequency
• • •
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Figure 69. Wavelet sampling lattice
This is the wavelet sampling lattice. It still satisfies the symmetry requirements, as all boxes are 
the same size, if not the same shape. Suggestions have furthermore been made to make the 
positions of the spectrum splitting filters adaptive [85], so they e.g. split the high frequencies 
rather than the lower frequencies, in order to attempt localising energy more efficiently. The 
example to create the lattice was based on a Fourier transform, but what transform it is based on is 
fully variable, which is what has caused the boom of interest in wavelets, as there is an infinite
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number of ways to perform wavelet transforms, and they can presumably not all be bad, so there 
is a large research area dedicated to finding the suitable wavelets for different applications.
Wavelets are more commonly used for data analysis than for data compression, simply from the 
fact that the contents are better localised. A low frequency is more accurately portrayed in the 
frequency domain, and a high frequency is more accurately described in the time domain. An 
element such as a small bright pixel in an image will thus appear only as a high frequency at the 
correct location, whereas in normal transforms, the energy is likely to be spread over the entire 
spectrum as well as area. This allows care for detail, which may not be necessary, but is absent 
from the normal transform coding mechanisms.
Also worth pointing out is that “frequency” is really a word reserved for Fourier analysis. Wavelet 
decomposition does not split the signal up into different frequencies, as several components are in 
the same frequency band, and a more normally appearing word is scale, which is meant to 
represent the frequency placement which can be combined with the phase, which in figure 69 is 
the temporal component. The general format of orthogonal filter coefficients based on a mother 
wavelet y/ and integer scales k  and phases j  is given by:
Wj,v: = 2 kl2y / { - j 2 k) (65)
The need for a compactly supported waveform base should now be apparent, since it prevents 
samples from interfering with their neighbours. The challenge for wavelet mathematicians is to 
find these waveforms that also provide the compact support in the frequency spectrum to improve 
the accuracy of data partitioning. Edge problems have not been removed entirely, as the bases are 
commonly not square. For a square sampling base, no loss occurs along the edges, which is the 
Haar transform introduced in section 2.3.1.2.5, but if more energy concentration can be achieved 
at the cost of a little if any noise, it is a subject worth investigating for image and video coding 
applications.
The direct way of sampling a wavelet is to recreate the mother wavelet at different scales and 
sampling the input waveform with them all, whereas the common approach is to split and reorder 
repeatedly. The organisation of wavelet coefficients is by standard with the low scale components 
first, though as the coefficient positions do not have any linear relationship, this is not an 
important issue.
For analysis purposes, wavelets lend themselves easily to what is called Multi-Resolution 
Analysis (MRA) which is the idea of analysing the image on different scales [86]. What makes 
the wavelet handy, is that rejecting the high frequency half of the coefficients, essentially gives a 
vector that has been downsampled by a factor of 2. A common search mechanism is thus to search
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for the desired object on a low scale, and then gradually increasing the resolution of the data while 
repeating the search.
4.2 EZW
Wavelets for image coding first caught on with the publication of Shapiro’s paper [87] which 
showed some quite phenomenal results, by rearranging the wavelet coefficients. This technique 
has gained some years by now and several layers of improvement have appeared. These can be 
found discussed in [88]. The most noteworthy is the Set Partitioning in Hierarchical Trees 
(SPIHT) algorithm, which claims a ldB improvement by reorganising according to the largest 
coefficients [89]. Both vector quantisation and arithmetic coding can be performed on the SPIHT 
coefficients according to [90].
Shapiro’s algorithm was called Embedded Zerotrees o f Wavelet coefficients. Embedded means 
‘built into’ which for the sake of this image coder was a reference to putting the more important 
information inside the less important information, which for the sake of rate control or 
compression involves placing the important information at the start of the stream and the less 
important information at the end, thereby providing a more direct and hence more efficient 
tradeoff between quality and rate.
The term zerotree covers a concept o f sampling an image as a tree and noting the zeroes on it. It is 
based on the validated conjecture that if a transformed coefficient is zero, the spatially 
corresponding higher scale components are as well. Figure 70 illustrates what is meant by this 
frequency dependency. One coefficient in the lowest scale has three corresponding values in the 
same geographical positions in the next level of resolution. These values correspond to four 
coefficients each in the next level, that each has four corresponding coefficients in the next layer 
and so forth. This means a zero at a low scale implies the existence of zeroes at a very large 
number of locations.
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Figure 70. Frequency dependency
The coder is then based on the concept of significance passes. A quantiser value is chosen with 
two subvalues, e.g. 64 as quantiser values and 80 and 48 as sub-values are compared to each 
transform coefficient, and a map is made of which coefficients are within range and which ones 
are not. The coefficients are then scanned from lowest to highest frequency and every coefficient 
is allocated one of the following values:
11 The value is close to the positive quantiser value
10 The value is close to the negative quantiser value
01 The value is zero
00 The value and all corresponding values in higher frequencies are zero
Table 7. EZW Huffman codes
Any value set to be significant is then remembered. After the significance pass, another bitstream 
is appended which consists of one bit per significant value in the order they have been scanned. 
This bit then represents whether the value exceeds the higher or the lower subvalue. That way a 
coefficient of e.g. -56 will be given a 10 by the 0=64 significance pass, to represent that it is a
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significant coefficient (less than -48 or higher than 48) and that it is negative, and afterwards a 0 
to represent that it is closer to -48 than -80.
A value chosen as significant and therefore already transmitted is then set to zero, and the pass is 
performed again with a new quantiser of half the original value. Values already known to be zero, 
from being previously significant, can be ignored, and therefore do not take up bits. A decided 
number of passes is performed, and the choice of original quantiser value decides the bit rate, and 
has been proven superior in rate and quality to the block-based DCT for image compression [90]. 
Applying arithmetic coding should also further enhance the performance.
The efficiency of this algorithm would seem to depend on the dimensionality of the data operated 
on, as the number of zeroes represented by a tree increases exponentially with the signal 
dimensionality, but speech coders operating on this systems have been launched nonetheless [91].
4.3 EZW Video Coder
With the zerotrees showing such remarkable results for image coding comes the idea of 
transmitting video using embedded zerotrees. The orthodox coding approach is to use 
macroblocks, which allows motion compensation, so it has been attempted to use EZW for 
macroblocks [92,93] though comparisons seem to favour the DCT [94] as the improvement 
provided by wavelets is judged not to be worth the cost o f additional complexity.
But if it does provide an improvement in image coding technique, it would be interesting to apply 
the technique for low motion sequences. And thus the coder in figure 71 is proposed.
Capacity Information
Resampling Decision
EZW
Buffer
Threshold
EM Coder
code
Figure 71. Truncated Waveletcoder
This coder is based on the assumption that the sequence moves very little, in which case the 
image can be built up gradually. As the EZW is embedded, this will necessarily cause the 
important information to appear early, and the less important information to appear later. The idea 
is then to create a completely scalable coder by simply arranging the streams as in figure 72 and 
then truncating the bitstream according to capacity. Whatever has already been read will be
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decoded. When the next stream arrives, the decoder continues at the decoding point where it left 
off.
1 Q=2048 Luminance (Y) 1st pass
2 Q=2048 Red Chrominance (U) 1st pass
3 Q=2048 Blue Chrominance (V) 1st pass
4 Q=1024 Luminance 2nd pass
5 Q=1024 Red Chrominance 2nd pass
6 Q=1024 Blue Chrominance 2nd pass
7 Q=512 Luminance 3rd pass
8 Q=512 Red Chrominance 3rd pass
9 Q=512 Blue Chrominance 3rd pass
... ... ...
Figure 72. Bitstream organisation of Truncated Wavelet coder
The original coder provides compression and scalability by rounding to the nearest pass and then 
considering that coefficient decided, whereas this coder subtracts the value from the significance 
pass, but leaves the remaining value to be taken by a later pass. This means that in later passes, 
the number of significant coefficients will have increased dramatically, and thus the compression 
algorithm actually expands the bitstream.
But the efficiency of this coder is not meant to be in the conversion of the image into trees, but 
from the truncation of these trees. The large tail that arises from a lot of I ’s, 2’s, and 4’s left in the 
image is not meant to be ever transmitted, but if infinite time is available, they will be, and no loss 
will have occurred from quantisation.
This could mean that eveiy new frame becomes partially transmitted for a high motion sequence, 
and the coder has thus a threshold built into it to decide whether the image needs to be resampled 
and recoded or whether the coder can continue transmitting the previous frame.
The maximum value for the quantiser is put to 2048 from analysis of the official test sequences, 
and this value comes up as adequate for them all, with the largest coefficient size commonly being 
around 3000.
The mother wavelet chosen is a Daubechies four-tap filter [95] as shown in table 8.
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Filter tap Coefficient
0 . 72(1 + 7 5 )
8
1 72(3 + 7 3 )
8
2 7 2 ( 3 - 7 5 )
8
3 7 2 ( l - 7 5 )
8
Table 8. Four tap Daubechies filter coefficients
The Haar transform, which was introduced in section 2.3.1.2.5, is based on taking two 
neighbouring components, averaging them into one coefficient and putting the difference into the 
other, which gives efficient frequency splitting and no loss in reconstruction. Removing the DC 
can then be visualised by interpolation of the two components, and the Haar transform is thus an 
‘interpolating’ transform. This is only efficient for groups of two components at a time, which is 
what makes the transform inefficient, as longer patterns will be ignored by this procedure. 
However, this ‘interpolation’ property is desirable in order to create a wavelet.
For more components than two, interpolation is done by what is referred to as ‘splines’, which is 
the principle that any x  points can be represented by only one (x-/)-dimensional function. The 
expanded version of the Haar transform, which is used here corresponds to extracting the lower 
frequency with spline interpolation and putting the remainder in a high frequency. These wavelets 
are thus known popularly as spline-wavelets [96]. They have the same functionality as the Haar 
transform and thus approach the same reconstruction accuracy, but they are based on longer 
transforms.
The transform then consists of every even component being multiplied by the transform 
coefficients {c, }^ =0 (calling the first component 0) and every odd component by {c3 , - c 2, cx , - c 0} 
adjusted by scale and phase. So the inner product of an even vector and the following odd is
( c ^ 
c
c:
- c .o
— CqC3 CxC2 + CjC2 . ^0^3 — ® (66)
Thus satisfying equation (20). Two consecutive even vectors yield:
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(67)
and consecutive odd vectors give the same result. Vectors further apart also have a zero inner 
product, as the coefficients then fall in each others’ zero region, as both vectors have compact 
support and fall outside the defined region of each other. Thus the wavelets are orthogonal. And 
as the norm is
2 2 ■*> 1
C0 + C l + C 2 + c 3 = l
(68)
the transform is proven orthonormal on any given scale, and the same filter can be used for the 
inverse transform, with the only difference being the set of data to undergo the transformation, 
due to the required reshuffling at the lower scales.
The application of the filter is then to run it across the entire data series, and then rearranging the 
vector {x0... x 2N_x} to {jc0 , x 2... x 2N_2, x {, x3... x 2N_x } and repeating the sequence with the first
half of the components. As each transform requires an even number of coefficients, and each new 
transform level uses only half of the coefficients of the previous resolution, the number of 
possible transforms is given by:
T = log. d a ta (69)
f i l l e r
Here, ldala is the length of the data and lf,i,er is the number of filter taps, in this case 4. An image 
size of 176x144 pixels thus allows 4 transforms which converts the image into a space of 9x11 
coefficients at the lowest scale. This does not suffice. An alternative is to add padding to the sides 
and increase the size of the entire image to 256x256 pixels, as when the EZW is applied, most o f 
the zeroes will disappear. A tradeoff then appears between increasing the size of the input data by 
padding and being limited to fewer transform resolutions. It is chosen to add 16 zeroes to either 
dimension, giving an image size of 192x160 pixels, which allows 5 steps of transformation, with 
the lowest frequency consisting of 6x5 pixels. As the filter has four taps, reduction to 2x2 pixels is 
the smallest achievable from the 256x256 option with presumably veiy little gained from the last 
transformation.
It also demonstrates the tradeoff needed for the choice of wavelets, as longer wavelets will 
provide better energy localisation and thus better compression efficiency, as longer patterns can 
be deduced from the transform, and hence fewer components will represent the important
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information causing less effect when truncating lower coefficients. On the other hand, longer 
wavelet bases provide a limit to the number of transformations that can be performed on the 
image, and hence imposes a limit to the efficiency of the EZW, as a zerotree embedded in the 
lowest frequency will then represent fewer coefficients and less compression will occur as a 
result.
4.3.1 Results
The critical parameter in the wavelet coder is the retransmission threshold. It is measured against 
the SAD from the original image to the new image. The higher the threshold, the sharper the 
image becomes, as more bits are allocated detailed information. But the lower the threshold, the 
more accurate it becomes, as it more often updates the image in memory with the incoming 
image. The difference in varying the threshold is demonstrated in figure 73. The coder is running 
the Grandma sequence at 12kbps, but with a large number of bits permitted for the first frame. 
The Grandma sequence is a long, low motion sequence which should make it suitable for 
transmission with the coder. The most noticeable thing is the number of drops down to the 16dB 
region. This is caused by the threshold being triggered and the image beginning to retransmit. As 
the sequence is being run at 12kbps, this means the coder is attempting to transmit an entire frame 
with no reference but itself using 400 bits per frame. This is not feasible today even with the 
established standards.
PSN R  o f  Grandma at 12kbps
31
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25
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21
19
17
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m CD COCM
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Figure 73. PSNR as function of varying threshold
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The higher the threshold, the fewer tim es the low PSN R restarts occur, and hence the better the 
average PSNR. The average values o f the above are given in table 9.
Threshold Average PSNR
64 23.40
128 24.69
192 25.70
256 25.74
Table 9. Average PSNR
The higher the threshold, the less often the sequence is retransm itted, but the PSNR is higher. In 
order to understand exactly w hat these values mean, a set o f images is given in figure 74, w hich 
shows four images w ith ha lf a second between them. The first image is o f very low perceptual 
quality, since the coder has not transm itted enough bits for the decoder to reconstruct the 
im portant features in the image. The next three images show the results as the rem aining data 
arrives and the image in m emory is reconstructed.
Figure 74. Images from Grandma sequence
This shows why the higher threshold gives the higher PSNR. As PSNR is taken as a function o f  
the entire image, the image with a sharper background has a better PSNR. The graphs in figure 73 
have a tendency to go up and then curve dow n again. This is because the background has reached 
saturation, but the image has actually changed and the person in the image has moved. This 
causes a decrease in PSNR from the previous frame, where the person was closer to her position
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in the image in memory. So the background becomes finer, which causes the PSNR to rise, but 
the foreground starts differing, and at low bitrates, it is unlikely the coder will ever actually catch 
up with the sequence activity.
It does not seem as if this coder would be well suited for high activity sequences. Indeed if it is 
used to code the Foreman sequence which is a high-motion sequence, the coder fails miserably as 
demonstrated in figure 75. The pattern is the same, the higher the threshold, the higher the average 
PSNR, but as the motion contents are so high, the coder repeatedly resets itself, and never 
manages to achieve a decent picture quality.
PSNR o f Foreman at 24kbps
 Threshold 64
' " “•“ '"Threshold 128
 Threshold 192
 Threshold 25617 -
16 ■
15 ■
14 - -
RR CO
Frame
Figure 75. PSNR of Foreman at varying thresholds
The spot where all four threshold values give the same result is a point of very high motion, and 
all four thresholds restart at the same frames, which gives identical low values as they are all 
reconstructed with the same bit rate. 24kbps is a low rate for Foreman, but even if the rate was 
higher, since the PSNR output in this case primarily depends on how often the threshold is 
triggered, it would not help the coder achieve higher performance, as it repeatedly must start over.
Higher rates naturally achieve higher quality images, so in order to demonstrate the coder’s 
response to a change in bitrate, the Miss_America sequence, which is a fairly low motion 
sequence, is run with a fixed threshold of 160, but with various bitrates. The result is shown in 
figure 76.
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PSN R  o f  Miss America
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Figure 76. PSNR of Miss_America with SAD Threshold=160
Since the threshold is fixed and the comparison is done between the original image, which has 
been stored in memory and the image coming in, the reconstructed image and hence the rate does 
not affect the number of resets. As a result, the difference appears in two things: The gradient with 
which the PSNR increases after a reset, and the place it starts, which can be viewed as more or 
less the same thing, as that place is a result of how many bits are transmitted to the first frame 
following a reset. As the most information is in the beginning of the coded stream, the gain from 
applying more bits gets smaller, as the rate increases, and in figure 76, the 60kbps acts as an 
asymptote to the lower bit rates, as it reads the same image, only faster.
The curvature is the same, with the image first getting more precise and then the quality dropping 
as the incoming image begins to differ from the reference image, until the point where the coder 
decides to reset. The plus side is the scalability issue. Figure 77 illustrates the point. The bit rate is 
met precisely. The available capacity is filled to the limit.
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Figure 77. Bits per frame for Miss_America
The capacity could be better filled with the standard coding schemes though. The PSNR’s of this 
coder are intolerably low compared to those achieved by, say, H.263 or MPEG-4. However, it has 
the advantage of achieving a fixed very low bit rate, which neither coder can do, but from a 
compression efficiency point of view, it lacks the advantage of a temporal reference such as 
motion compensation.
The standards are built on DCT’s, which could easily be replaced by wavelets, but the EZW 
algorithm is more efficient for larger volume data than the sizes commonly handled by DCT’s, 
which is why the EZW has shown its results in image coding mainly.
There is also an alternative to building the frame up from scratch whenever the coder is reset. It is 
possible to store the reconstructed output image by building a decoder into the encoder, which 
then allows a comparison of this frame to the newly entered image. This could in principle cause 
some gain, if the high value tree structures were identical, as it is then possible to backtrack to 
where it needs to restart and keep whatever bits are identical, which can be regarded as comparing 
the bit streams. It is however unlikely that this will be any more efficient, as low difference in the 
images will already come out as a low amount of noise, the significant noise requiring large 
coefficient values to mend, thus this as an alternative coding technique rather than a solution.
The alternative to transmitting the difference in frequency domain is to subtract the reconstructed 
image from the incoming image, and converting the difference with the same means that are used 
for the compression of full images. This is also unlikely to cause any gain, as movement of one 
object in front of another will cause motion of high energy values in the high frequency domain,
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which are less efficient to transmit than low frequency zerotrees which is where the gain can be 
achieved. The number of restarts still remains the same, so it will not form a decisive 
improvement.
A slight improvement on the progressive EZW system can be achieved by including the precision 
bits -  i.e. the bitstream that signifies the lower or the higher subvalue -  in the significance 
bitstream pass. The largest positive values in a transformed wavelet are much larger than the 
largest negative values, and thus for the highest quantiser values, it could replace positive and 
negative significance by positive and negative subvalue, thus reducing the bitstream slightly. This 
has not been implemented as the ratio from the largest positive value to the largest negative value 
does not remain fixed. Choosing 2048 as the largest accepted positive value is already a danger 
factor, albeit from practical results, not a very dangerous one. Adding another criteria which is a 
much lower largest accepted negative value is more risky, as it can cause the coder to fail if 
misjudged.
4.4 Conclusion
This chapter has presented a rate-accurate coder based on truncating the embedded zerotrees of 
wavelet coefficients. It has only shown efficiency for seriously low motion sequences, and it 
seems more comfortable with coding stationary objects than mobile objects. This is all a function 
of thresholding and allocated bitrate, but when compared with standard coders, it does not provide 
any improvement in compressing full video sequences, and therefore does not in itself suffice in 
coding foreground objects.
What it could serve a purpose as, is as a background coder. If an image is split up into a central 
frontal object and a stationary background, this coder could regard the background as a stationary 
image. This allows it to act as the image coder, it was originally intended as, but still have a 
temporal aspect as required by a video coder. This application is demonstrated in chapter 5.
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Chapter 5
5 Vector Coding
If model based coding is meant to take off, wireframe coding will be the way to go. Until 
adequate computer vision systems are developed, it will be necessary to settle for less complicated 
systems. This chapter presents an overview of the important aspects of template coding and 
presents a novel coder based on superimposing vector coding onto the EZW coder presented in 
chapter 4. A system is also presented, which substitutes an animated background for the wavelet 
coded background in order to create an animated sequence rather than a simulated sequence.
Template coding has commonly been made with 4x4 blocks. The examples include the JBIG-2 
segmentation information compression algorithm [97], in which case the templates only include 
the black-and-white segmentation information, which means less information is contained in the 
vectors, allowing fewer vectors to cover the output range. [98] claims template coding is 
unsuitable for image compression purposes, whereas [99] claims fair results. [100,101] have both 
made video template coders based on adaptive vector quantisation. These are based on tiny 
texture blocks of normally 4x4 pixels. The tradeoff in the size of the vectors is on one hand the 
accuracy of the vectors - larger vectors cover more information and for the same size books have 
thus longer distances to the closest neighbouring vectors -  and on the other hand the number of 
vectors requiring referencing in each frame, which inversely affects the bitrate. Thus the vector 
size is another rate/quality tradeoff.
5.1 Limitations of Template Coding
For the direct template coding, where a block in the codebook matches a block in the frame, the 
vector coding becomes quite sensitive to the image contents. Model based coding is only as 
accurate as the model, so the vector codebook has to cover everything that may possibly appear in 
the image. This implies a limitation to the type of sequences that can possibly be transmitted. The 
obvious application for this type of coding thus becomes repetitious sequences -  this may be a 
presenter in a news studio. It may be a person in a video conferencing ‘booth’. It may be an 
operator in an office that you have contacted using an electronic gadget that allows the user to see 
the operator, but not the operator to see the user. Head-and-shoulders is thus the most apparent 
candidate application.
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An important aspect of person-to-person communication is emotional language. The timing and 
precise movements of, say, eyebrows can convey a full meaning in themselves, and thus the 
templates have to capture this accurately or a facial gesture may end up looking dishonest or 
simply disappear.
There is a mathematical limit to the inaccuracy of a vector codebook, that is defined by the 
completeness of the codebook. If the codebook is optimised, [102] shows that the lower bound of 
the mean squared error E  is given by
r -](n+2)
Iim M 2/nE  = Gf p (x )nl(n+2)dxM-**> V
where n is the input dimensionality, M  the output dimensionality, p(x) the pdf of the input 
function and G„ is itself a limited function of n.
There is a logical limit to the accuracy of an incomplete vector codebook, stemming from the data 
sequences used to create it. Completely random vectors are unlikely to represent the data as the 
incoming data is not truly random, and thus some knowledge will have vanished. Thus the 
codebooks are commonly made from test data. From this follows that if the vector codebook 
extraction is optimum, then the codebook will be optimal on the test sequences. This does not 
necessarily mean that it is optimal for the next sequence. Including this next sequence solves the 
problem, but only for that sequence and not the next one again. Hence there is always a level of 
incompletion that only distributing the coder to the public can test. Adaptive coding can get 
around the problem, but it is always desirable to have an optimal codebook to start with.
5.2 Vector Book Processing
Designing a vector codebook system involves decisions on three aspects: Creation, searching and 
discarding. These issues relate to building the codebook efficiently, finding the best match in the 
codebook most efficiently and finally for adaptive codebooks, locating the least relevant vector.
5.2.1 Vector Codebook Search Algorithms
Efficient codebook search includes two aspects: Finding the most accurately representing vector -  
and finding it in the shortest time possible. The vector accuracy is most commonly judged by the 
Mean Squared Distance (MSD) which is the sum of the squares of the absolute differences 
between the corresponding pixels in the two vectors compared or its square root, the Mean 
Average Distance (MAD), which essentially represents the same value. If  all the possible input 
vectors are defined to exist in a space with the same dimensionality as the vectors, then each 
vector in the codebook represents and thus defines a region of this space. This region is called a
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Voronoi partition or cell. In order to achieve minimum redundancy, the number of hits in each 
partition should be identical.
Codebock
3  Test 
Vector
Figure 78. A Vector Codebook Full Search
The most thorough way of finding a vector in a codebook is the fu ll search method. It compares 
the test vector with every single vector in the codebook one by one as in figure 78, and using a 
metric of similarity, finds the vector that is the closest to the desired vector [103]. This guarantees 
the locating of the best matching vector, but also suffers from a heavy processing time that is 
proportional to the size of the vector codebook. [104] suggested improving on this algorithm by 
comparing the accumulated distortion while processing one vector with the minimum distortion 
found so far, as if the partial result has exceeded this minimum, the total result will as well. In 
worst case scenarios, this increases the complexity by one comparison per vector element, but the 
research shown demonstrates that the average processing time decreases.
An approach to searching inspired by the Karhuenen-Loeve transform is given in [105]. This idea 
is to dediagonalise the n-dimensional space onto a single axis. If no vector entries overlap on this 
axis, then the representative vector entry can be found by searching along an axis rather than 
searching through n-dimensional space to reduce the number of comparisons made, if not 
necessarily the complexity. This again relies on an independency among the vectors, which is an 
undesirable property for the sake o f video coding.
 i —  •
2nd. Test
Figure 79. A Vector Codcbook Binary Search
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Another alternative, which requires more memory but provides faster locating, is to have a binary 
search codebook as in figure 79. The idea is to take, e.g. 16 vectors. Out of these, 8 vectors are 
made that have the shortest possible average distance to 8 sets of 2 vectors. This need not just be 
in distance but can be in any converted domain. Comparing the corresponding Walsh-Hadamard 
codes is not an unusual practice. Thus the test vector can be compared first to the 8 vectors and 
then to the 2 vectors that the chosen of the 8 represented. This reduces the number of comparisons 
from 16 to 8+2=10. This can then be extended back, and the test vector first tests two vectors that 
represent 8 vectors each and so on, so for a vector codebook of 2“ elements, 2n comparisons need 
to be made rather than the 2n of the full search codebook. The larger the codebook, the more 
significant this gain. On the other hand, the memory storage required to store not just the 
codebook vectors, but also the vectors for the earlier comparisons, is nearly doubled. [106] 
proposed organising the output indices as functions of the paths chosen, which would reduce the 
encoder complexity and storage need, as a memory of vector indices is not required within the 
codebook as the index can be read from the actual geographical position.
f
Another critical issue is that the vector codebook needs to be well organised, so an averaged 
vector is closer to all the vectors it represents, than the rival vector. This is handled during 
training. The codebook is created from the top of the tree, with the vector codebook being cut in 
two and the two representative vectors are found. A search then goes through the codebook and 
swaps the vectors found to better match the other averaged vector than the one representing it. 
After a reshuffling of the vectors two new average vectors can be found and the principle is 
repeated until the codebooks are correctly organised. This is then repeated for both halfs on the 
next step and so forth until the entire search tree has been set up.
This method is also referred to as tree structured vector quantisation. A compromise is to use fa st 
search: a subset, which involves skipping a few steps in the tree and making the corresponding 
number of comparisons more. This is a bit slower but a bit more accurate, in case the search tree 
is thought to be unreliable.
If some more information is known, e.g. whether the vector belongs to foreground or background, 
the codebook can be split into subsets based on context, which saves some complexity. This is 
known as classified vector quantisation. In case the codebook is based on a transform with 
downsampling, it will also be quicker to find. [107] suggested cutting out templates, and 
normalising them by removing the mean and the deviation. It then suggests transmitting three 
vectors representing mean, deviation and the normalised vector. This has been applied in the 
coder presented in [108,109]. The codebook could also be based on a well-organised positioning 
of the Voronoi cells in which case a specific geographical position could be calculated to its 
nearest representative vector and index. These search methods are known as constrained, whereas 
the full search codebook is called unconstrained.
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5.2.2 Vector Codebook Training
In order to create a vector codebook, training data needs to be applied. A vector codebook can 
start up with random or no data but nothing is gained from this, as the only certain knowledge is 
then that none of the vectors can be used. It could also be created by a system that ensured every 
Voronoi cell had the same size, but this would only be optimal for completely random input data, 
which would imply transform coding would never work, and this lattice system must also be 
regarded as sub-optimal. The common way is to run a large number of test sequences and extract 
the vectors from them. This has the benefit o f creating a codebook that is representative of the test 
sequences, and if the test sequences are representative of the intended applications, the codebook 
will be adequate.
For a binary search codebook, more training than that is required. The binary search memory is 
built from the front rather than the back. The available codebook is split into two equal sizes and 
the average vector is found for both parts. The codebook is then analysed again with respect to the 
two vectors found. If a vector in one sequence is closer to the representative vector of the other 
sequence, it then changes places with either a vector in the other half that is closer to the first 
vectors representative sequence, or the vector with the furthest distance to its representative 
vector. The average vectors of both halves are then calculated again and the procedure is repeated 
until the books are stable. The two books are then each split into two and the procedure is 
repeated to calculate the four vectors of the next step and so forth until the search tree has been 
completed.
This system requires a lot of computations and should be expected to take a long time. It is 
however to create the initial codebook and can be done during manufacturing and does not need 
to be done during communication.
5.2.3 Codebook Queuing
For a codebook that changes over time, an important aspect is which vector to discard when a new 
vector has to enter. It is possible to not discard any vectors but simply expand the length o f the 
codewords and add the new vectors. A popular example applying this system is LZ77 aka. the 
Lempel-Ziv algorithm [110] that is applied in Personal Computers' ‘ZIP’-function. For a 
handheld device, a limited capacity chip is used, and this system becomes either unstable or 
inefficient: If all memory is being used and a new vector wishes to enter the book, the system 
cannot continue. If not all memory is being used, then the vector codebook is less representative 
than it could be.
For the full codebook that includes refreshing vectors, the training requires some queuing 
philosophies. The options are temporal, random, and contents based decisions. Random decisions
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may work for a very large codebook, but it always includes the risk of discarding the most 
recently added vectors. Temporal decisions can be either First In First Out (FIFO) or Last In First 
Out (LIFO). FIFO queues discard the oldest vectors, LIFO discards the most recent. The first 
option seems sensible, but contains the risk of removing a vector that is still in use, simply for the 
reason that it has existed for too long. This can be handled by refreshing the queue, whenever a 
vector is rereferenced. Contents-based can be based on distance to the replacing vectors. This still 
fails if an object is not uniform and thus a vector that is in use only represents one part of the 
object, and may have the largest distance to the trial vector, again causing loss of a significant 
vector. For a binary search codebook, the reorganisation requires more work. [ I l l ]  proposes to 
store counters in each node of the search tree to reference how often they are passed and then 
replacing the vectors in the least passed branches of the tree. This naturally still requires all the 
“median” vectors to be recalculated and does not avoid the risk of vectors ending up being 
represented by a vector that has a further distance to them than its rival.
5.3 Hybrid Video Coder
A video coder is constructed based upon an adaptive vector book with 215 elements but using the 
wavelet coder introduced in the previous chapter. This is done to a certain extent in [112], which 
used a wavelet to compress the INTRA-frame and vector quantisation for the INTER-frames. This 
coder, however, uses both mechanisms on every frame. The foreground is separated from the 
background using a region growing algorithm with the foreground image being transmitted using 
vectors and the background being transmitted using the wavelet coder. The system is illustrated in 
fig. 80.
Threshold
BufferEZW coder
Segmentation
CastVector Quantiser Rate Control
Figure 80. Hybrid Encoder Layout
The target application of this coder is videophone communication, where one person talks to 
another, in which case the foreground object becomes the person talking, and the background can
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then be assumed to be stationary, which allows the background wavelet coder to catch up. Motion 
compensation is included in the coder which is a requirement for good performance according to 
[113].
5.3.1 Segmentation
Segmentation is the task of dividing a whole into segments. In this case, it is a video frame that 
needs to be separated into just two different objects. This makes it simpler than normal 
segmentation techniques, which involve finding accurate borders between all segments, whereas 
in this case, only one border needs to be found. As the coding algorithm depends on only one 
border, this edge also requires very accurate representation. Normal multi-segment procedures 
involve starting at a given resolution and defining every region at that scale to be different 
segments. Then it is analysed downwards to see if any borders appear inside that segment that 
requires splitting, and upwards to see if any neighbouring segments require adhesion. An example 
is [114] that uses histograms of pixel values in the segments to deduce borders. The article claims 
the system breaks down upon motion and allocates motion vectors for the different segments and 
extrapolate these back to their focal point in order to compensate for zoom or panning.
For the head-and-shoulders approach, the foreground should be the person talking. A normal way 
of storing this information, is to maintain a pixel map that represents each segment’s spatial 
location. For multi-object sequences, a map that allocates each pixel to its relevant object is also 
an option, but for the single-object case considered in this chapter, the binary map is sufficient.
Another task is how to transmit segmentation information. Transmitting the entire map is 
inefficient, but it needs to be represented. It can be compressed and transmitted as a separate 
image as it is done in MPEG-4. An alternative is to describe the edge of the image by a 
description of the curvature by tracing it stepwise [115] or as a series of connected vertices, 
possibly interpolated by higher-order splines [116].
As segmentation has to be automated, a number of issues must be addressed. E.g. whether two 
neighbouring segments whose motion activities depend on each other, such as a hand and an arm, 
should be connected or treated as individual objects. That decision can be made by a judgement 
on which gesture is the most important, but it is not possible to have manual intervention in an 
automated device, and thus the algorithm should be able to resolve such an issue itself.
If several segments are extracted, and one is needed, as in the example to follow, which one is 
chosen is also a decision left to the segmentation algorithm. If model-based coding is used, it may 
be possible to implement a visual system that makes a decision on which segment looks like the 
object that is required. The alternative is to make a decision on the expected geographical location 
of the desired object.
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The first attempt at segmentation for the coder presented in this chapter was based on Canny’s 
edge detection algorithm [117] followed by an ellipse searching routine which had promised good 
results [118]. On implementation, it did not seem as if their results were reproducible on the 
official test sequences, whereas the original results were achieved on internally created sequences. 
Thus a segmentation algorithm previously developed at the university [119] was implemented 
which supplied satisfactory results.
The algorithm is based on region growing, which is an algorithm that runs as follows:
1. Split the image into as small parts as are considered suitable.
2. Connect all neighbouring parts whose luminance values are considered within a threshold 
value of each other.
The original coder would then transmit these segments individually, but this coder only needs one 
segment, i.e. the foreground object, so the segment that overlaps the centre of the image is chosen 
as the segment for foreground coding.
As the vector compensation eventually emulates motion compensation, the segmentation is only 
performed once in the INTRA-frame and not again. The coder is very sensitive to this first 
segmentation being correct.
As the vector coder operates with blocks, the middle segment is then filled out to cover full 
blocksizes.
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5.3.2 Vector Coding
Mocks
M er-fram e
Figure 81. Foreground Coding Flowchart
The vector coding algorithm is implemented as in figure 81. After the segmentation is done, a grid 
is applied to the image with a grid size of 16x16 pixels. The blocks in the grid with a piece of the 
segmented object in are defined as on or active and the rest are defined as off.
16x16 may seem like very large blocks that cannot possibly be accurate, but the philosophy is that 
the foreground remains reasonably stable, as it always consists of the same person talking, and 
thus the vectors that can be acquired during transmission may not be accurate but are 
representative of the foreground image.
For the first image, The grid is aligned with the frame, and all the active blocks are transmitted to 
the decoder. Their position is transmitted with reference to the top left hand comer. This is 
achieved by counting the blocks in the grid until the first active block with a scan of the grid from 
the first block and going from left to right and then changing lines. This number is then 
transmitted as a variable size integer. This is done by splitting the binary value up into chunks of 
three bits. The first chunk of three bits is sent with another bit to signify whether more bits are 
needed for the integer. The remainder of the image is transmitted to the wavelet based coder for 
transmission along with the information of how many bits have been spent for vectors and how 
much is available for background.
Table 10 illustrates the bit flow for the vector compression.
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Number o f  bits:
IntraForegroundCoding()
{
Transmitlnteger(); /* The number of blocks in  the grid before the 
f i r s t  a c tiv e  block */
Repeat { .
Decisionl(); /* The f ir s t /p r e s e n t  vector already e x is ts  in  the 
codebook */
i f  (D e c i s i o n l ) {
VectorIndex(); /* The codeword for the vector */
Variable
1
15
}
e ls e  {
Decision2(); /* Are we at the next vector? */ 
i f  (D ec is io n 2 ) {
VectorData(); /* A compressed vector */
\
1
Variable
;
e ls e  {
'SkipO; /* Command to  skip  up to  15 blocks forwards in  the 
grid  */
\
4
/
} /*  i f  (D e c i s i o n l ) e ls e  */
\I
u n til  (WholeGridHasBeenProcessed)
}
Transmitlnteger()
t
Repeat {
IntegerCounter(); /* The fo llow in g three b it s  are not the la s t  
b it s  in  the f u l l  in teger */
IntegerBits(); /* Three of the b it s  in  the f u l l  in teger being  
transm itted */
} u n t il  {In tegerCounter=~0)
}
1
3
Table 10. INTRA-frame vector coding protocol
The INTER-frame coding goes through the blocks systematically and attempts to perform motion 
estimation on them. A bit is transmitted to the decoder signifying whether the block has been 
found or not. If it has, two Huffman codes are transmitted to represent respectively horizontal and 
vertical displacement. From this value has been deducted a “General Tendency” which is the 
average movement of the vectors found, based on the assumption that the foreground object 
moves as an entity rather than separating itself. This means if the standard deviation of the motion 
vectors is small, a gain is achieved by removing the average of this motion, as the Huffman code 
is arranged to expect low motion vectors. This general tendency is transmitted prior to the 
individual blocks if one is found.
If a block is found to have disappeared, it is removed from the encoders memory of active blocks. 
It still exists in the codebook. If the segment includes this area, but no vector entry matches the 
block even remotely, the segment is simulated to have shrunk, thus removing that area and have 
grown again and the block has to be added on as a new attachment to the main segment. After the 
processing of the original vectors, the image is analysed for whether the segment has grown to 
include more blocks. The indices of these are then transmitted along with their geographical
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positions. For the discarded vector, it then means an index is transmitted for the closest matching 
block instead based on a full search algorithm. The protocol is described in table 11. The residual 
is then transmitted to the background coder for use with comparing to the threshold.
Number of bits:
InterForegroundCoding()
{
Tendencybit( ) ;  / *  whether a general tendency for vector motion has ]
been found */
i f  ( T endencybit==l)
GeneralTendency(); Variable
for (0 to  NumberOfVectorsInPreviousImage) {
MotionbitO; / *  Whether p r e s e n t /f ir s t  block in  the previous 1image was found in  the present image * /
i f  (M o t io n b i t~ 1)
Motion( ) ;  / *  Displacement in  re la tio n  to  previous r e la t iv e Variabledisplacement from grid  * /
X
S
UpdateBitO; / *  Whether a new vector i s  transm itted to  the 1codebook * /
i f  (U pdateB it )
VectorData( ) ;  / *  A compressed vector * / Variable
while (ReencodeBit( ) ). { /*  Vectors e x is t  in  the image, that 1haven't been coded */
- Index(); /*  The codebook reference */ 15
Transmitlnteger(); / *  The blockwise displacem ent from la s t  new Variablereferenced block or (0,0) */  
)
}
Table 11. INTER-frame vector coding protocol
As the codebook is adaptive, the assumption is made that the codebook is incomplete to begin 
with, and thus new vectors have to be transmitted. If the rate allows, the block found with the 
worst MAD is transmitted as being not found. The block is rescanned and transmitted to the 
decoder and implemented in the book. As both encoder and decoder run the same queuing system 
-  FIFO -  the allocated index will be identical in both coders. When a vector is found repeated -
i.e. compensated -  it is removed from the codebook and reentered, in order to prevent it from 
being replaced by the queuing system. Finally, the coder transmits a bit for whether any more 
vectors are referenced and then the absolute location, as in the INTRA coder, followed by the 
index.
The vector blocks are transmitted using a lossy algorithm. They are converted by a DCT and are 
quantised by a factor 8. They are then dequantised before they are implemented into the encoder 
codebook to ensure that the two codebooks are identical, since otherwise the decoder may have a 
different vector that would be closer to the required vector than the one chosen by the encoder.
5.3.3 Control and Post-processing
In the decoder, the foreground and background are reconstructed and added together. The actual 
addition is not true addition, since both factors are full frames, and the foreground may move
127
Chapter 5. Vector Coding
across the background. Instead the foreground image replaces the pixels in the background, where 
data exists in the foreground image. Whether foreground exists is judged on whether the relevant 
pixel in the foreground has any energy or not. If a black segment is chosen, this could potentially 
cause the foreground object to disappear, but on the other hand, the problem is not one that should 
be handled by the encoder, as the coder depends upon the segmentation algorithm to choose the 
correct segment.
The coder can deliver a perfectly accurate bit rate, by transmitting the foreground at a very low bit 
rate, and using all remaining bits on further background accuracy. This system nonetheless 
depends on whether the required bit rate is large enough that the foreground can be fully 
transmitted. In order to avoid the coder breaking down when this occurs, a control algorithm has 
to handle the bit overflow. If the available capacity is insufficient for full foreground 
transmission, the background coder is switched off. As much foreground data as possible is 
transmitted, and the decoder is then instructed to delay the decoding by a frame. If the subsequent 
frames do not overflow, the already incurred overflow is transmitted in the stream intended for 
background transmission. If this overflow is deemed large (larger than 5% of the number of bits 
allocated for a frame), the maximum possible number of bits from the overflow buffer are 
transmitted. Otherwise, the encoder will share the bandwidth between the background and the 
overflow. Provided the bandwidth increases again, the additional frame will eventually have been 
transmitted, and the decoder is left with two frames at a display time, can choose to discard one, 
and thus recover from the delay.
When the vectors start moving independently of each other, what will often happen is that holes 
occur where two neighbouring vectors move in different directions. If the content inside the 
vectors remains unaltered, this more or less corresponds to the motion compensated residual 
mentioned in section 2.3.2.4. [120] proposed to handle motion compensated residual by vector 
quantisation, but applied to this coder, this then effectively becomes progressive vector coding, 
which loses the gain from the prediction of the vector contents. Either it has to be accepted that 
black lines will occur in the face of the person talking, or some sort of texture interpolation must 
be applied. A colour is chosen (YUV of 000) to represent empty. After the end of the foreground 
encoding, the algorithm goes through the image and looks for pixels that are considered “empty” 
and have non-“empty” pixels on all four sides, not necessarily as immediate neighbours, but 
within a close distance from the pixel, as the assumption is then that that pixel is guaranteed to be 
‘within’ the foreground image. The texture filled into a pixel at (x,y) as a function of N  other 
pixels, (xoyo), ( W ;) - (  xn-iJ n-j) is then
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The N  pixels in equation (71) are chosen as the four located around it.
5.3.4 Results
Figure 82. Miss_America segmented. The head on its own (left) and connected to the background
(iright)
The coder was run on an extended M issA m erica  sequence. The result o f the segm entation can be 
seen in figure 82. The foreground image contains 15 blocks, which w ithout transm itting any new 
vectors, but only referencing older vectors gives a minimum rate o f  8.6kbps.
The size o f  a fresh block will in general vary from around 50 to a few hundreds all depending on 
the amount o f  information in it, but the coder can choose to not transm it a new block if  it either 
judges the present set o f  vectors is adequate, or it judges there simply is not enough capacity. 
Transm itting one new vector per frame gives an average foreground rate o f  16.7kbps. Less can 
actually be achieved by M PEG-4 when transm itting an entire frame, but this is an IN TRA -block 
at a fair quantisation level, which is aimed at guaranteeing adequate foreground quality. As 
M PEG-4 can not match a rate exactly, it is run first to deliver the rate the hybrid coder can then 
match. A low bit rate (38400bps) is achieved and the result is compared against M PEG-4. The 
PSNR is in favour o f M PEG-4 with a difference o f  lOdB as can be seen in figure 83. The 
background stream is large as a result o f  the background coder, so at a low bit rate, the 
background will remain fuzzy. PSNR is taken as a measure over the entire frame, and hence the 
large PSNR in the foreground becomes overshadowed by the low PSNR o f  the rest o f  the image. 
The algorithm is hence no match for the standard.
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Figure 83. Hybrid Coder vs. MPEG-4 at low bit rate
The difference in PSNR for the vector coder is mostly from the lack of accuracy of the 
background image, whereas the foreground image stays superior. The Miss_America sequence 
shows the subject moving out to the side and then back into the centre again. In the middle of the 
sequence, she has moved the furthest away from her initial position, which means the image of 
her body is depicted in the wrong location and hence the PSNR is the lowest. If  the rate is 
decreased (MPEG-4 will tolerate down to 11kbps), the PSNR of MPEG-4 decreases 
correspondingly, but the PSNR of the vector coder does not react correspondingly, as the 
difference in bit rate goes into the background rather than the foreground, and the PSNR does not 
decrease further than the values already obtained.
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Figure 84. Scheme at VLBR
Figure 84 shows a more crucial result. This is when the vector coder runs at 300 bits per frame, 
which MPEG-4 can not achieve even as an average. To decipher the meaning o f these values, 
figure 85 illustrates a comparison between a vector frame at 9kbps and an MPEG-4 frame at 
11kbps. The difference can be spotted very quickly. Whereas the background is blurred on both of 
them, MPEG-4 quantises away the face, but on the vector based coder, the face stays sharp.
Figure 85. MPEG-4 (left) vs. Vector frame atVLBR (right)
As the bit rate increases above the rate required for the foreground, the coder becomes less 
efficient, in terms of its comparison to block based coders, where the sharpness will return to the 
image faster than for the vector coder. It stands out on the very low bit rates, and as it can adjust 
its bit rate on a forward frame to frame basis, it can also instantly accommodate varying bit rates,
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whereas the MPEG-4 coder uses a backwards correcting system, where it tests the number of bits 
just spent and compares it to the number of bits available. It then changes quantisation level and is 
thus always one frame behind on accurate rate control.
Missam at 11kbps
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Figure 86. PSNR of Miss_America of Head segment only
The result changes dramatically, if the PSNR is taken solely of the foreground image. Figure 86 
then shows a preference for the vector based coder, which is not too surprising, as most o f the 
available bitstream is spent on the foreground. If the PSNR of the background was mapped 
instead, the result would be far more in favour of MPEG-4.
5.4 3-D Sensitive Vector Coder
An obvious problem with the coder presented in section 5.3 is its dependence on lateral 
movement: It can only cope with movement along the visual plane. As an alternative to this, the 
coder is extended to cope with two additional types of movements: Rotation and Zooming.
Rotation is the rotation of a block around its central pixel and can be a result of the subject tilting 
its head. Zooming is a block becoming either smaller or larger as a result of a person moving 
perpendicularly to the visual plane, as a result of moving closer or away from the camera.
The information is inserted in the bitstream in the INTER-frame Motion data. The horizontal 
displacement vector is replaced by an escape code followed by a variable length code that 
represents the rotation. The original motion words then follow.
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A problem that may appear is if the vectors shrink, because the distance between the speaker and 
the camera increases. As the vectors become smaller, so does the distance between them. In this 
case, two vectors may move onto the same point in the grid. If one of the vectors is not located, 
and is hence judged not to exist anymore, the algorithm will not automatically attempt to locate a 
substitute, as the other vector already exists at that point in the grid, and the algorithm does not 
notice the disappearance of the vector. The solution is to have the vector coder search for chunks 
of untransmitted pixels after the vector compensation has occurred, and transmitting new vectors 
at that point, if required.
5.4.1 Results
The 3D-compensated vector coder is now compared against the original vector coder, by running 
both coders with identical codebooks on MissAmerica at 20kbps. The result can be seen in figure 
88.
■3D com pensated VC 
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Figure 88. Vector coder performance at 20kbps on MissAmerica, with and without 3D-compensation.
It is clear from these results that the additional possibilities of scaling and rotating the vectors 
improves the PSNR, if not significantly, at least with an average of 1.64dB without any cost to the 
bit rate, which seems to justify the additional complexity. It is however interesting to notice that 
rotation occurs very rarely, whereas scaling within the range 0.8-1.2 in each dimension is very 
common.
The difference in PSNR is not, however, visually interesting. Better searching implies more fits, 
which means more bits are allowed for the background. As the coder is aimed at very low bit 
rates, the additional bits are not noticeable in the image, and the actual difference in the two 
sequences may appear on the PSNR, but does not significantly affect the visual quality.
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It does not seem as if this is an improvement which justifies an increase in complexity.
The bitrate of the vector coder is completely flat again, as can be seen in figure 89, unlike the rate 
delivered by MPEG-4, so again the vector coder outperforms MPEG-4, if rate control is a more 
important issue than PSNR, but not if the opposite is the case.
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Figure 89. bpf at 25kbps
The PSNR does still not compare to MPEG-4, but as the PSNR is based on the quality o f the 
whole image, and the coding mechanism is about guaranteeing quality for only part o f the image, 
this is not a proper way o f measuring the result.
Figure 90 compares the 3D-compensated output with the output o f the MPEG-4 coder. As with 
the 2-D compensated coder, the foreground is sharper with the vector coding than with the 
MPEG-4 compression.
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Figure 90. Two different frames coded with MPEG4 (left) and Model Based Coder (right) at 11kbps
There is a gain to be achieved from applying the 3-D coding. When looking at the PSNR. it is not 
significant compared to the difference between the vector based coder and MPEG-4. When 
looking at figure 90, it must also be concluded that the difference in subjective quality is 
insignificant, and the increase in processing time during motion compensation, even if it is small 
compared to the time searching through the vector codebook, is not rewarded sufficiently that this 
system must be considered worthwhile.
5.5 Segment Based Vector Coder
A final option comes with the implementation of the segmentation information into the codebook. 
As the coder depends on the segmentation, the segmentation must necessarily be presumed 
optimal, or the coder must be regarded as inefficient. The segmentation algorithm is not changed, 
but the segments are just not extended to the size of a full macroblock. This information is then 
stored in the vector codebook alongside the normal data information. Pixels in a vector that are 
not used, are in principle undefined, but on a more practical level, they are simply reset to zero.
This now allows a more intelligent search algorithm, as the actual shape of the vector can be taken 
into account. This does put a limit on the vectors, and a minimum size of 64 out of the 256 pixels 
must be active, before the block can be considered active. The alternative is to risk creating a 
block of 1x1 pixel that will be located repeatedly over the central segment, which may cause 256 
vectors to be referenced instead o f just one at a heavy loss in rate.
It may now occur, not least from zooming, that a vector only covers a part o f the active region in a 
block. This is compensated by, in the last part of the algorithm, locating blocks in the grid where 
more than 64 pixels are active and not transmitted, and simply locating a vector for it, that then 
replaces the previous vector, where pixels are overlapping. Previous pixels in the block that have 
already been compensated for in the vector quantisation are ensured not to be counted again.
A more practical problem is that the original frame is already downsampled in the colour domain 
by a factor 2 in each dimension. This means a colour component may represent 4 luminance
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components, even though maybe only one of them is actually active. The easy but invisible 
solution to this is to also downsample the segmentation map by a factor of two. This may mean 
some stray background pixels will enter the foreground vectors, but on the other hand, it prevents 
a clash of chrominance values, if the foreground chrominance component is different from the 
background chrominance value, and they attempt to take up the same space. The problems 
reappear, if the segments are shifted by an odd number of pixels, which is a very likely event. 
This is not significantly visible inside textures, but becomes more so along edges. The solution is 
thus only applied along the edge of the segment, where the chrominance component is averaged 
between the background and the foreground chrominance components, weighted with respect to 
how many pixels in the 2x2 matrix belong to the foreground.
The post-processing can now become a bit less random, as what pixels have actually been filled 
with a value is now stored. First, before the coding starts, straight interpolation is done as in 
section 5.3.3, but this time of the segmentation map. This allows the incorporation of things like 
eyes, mouth and nostrils into the foreground segment, though they are of a different luminance 
value, and would thus normally not be included.
The segmentation mask is transmitted inside the vector data. The vector is zeroed where the mask 
does not cover. The remaining pixels instead have 512 added to them, as it is twice the peak pixel 
value and is hence unlikely to appear as a rounding error. This data is transformed, quantised, 
dequantised, and then transformed again, which will cause the two sets of data to be shuffled into 
each other. However, the DCT is linear, which means :
This means the DCT of the sum of the mask and the image is equivalent to adding the DCT of the 
mask to the DCT of the image. This means, if no rounding was performed, the inverse 
transformed data would reconstruct the original data, and a threshold of 384 will separate active 
pixels from non-active pixels without any danger of confusing the two, as the inaccuracy of 
rounding is unable to reach that high a value. Avoiding the mask and simply transmitting the non­
active pixels as zeroes is an inadequate solution. There is a small amount of loss both from the 
transform and the quantisation, which could cause a zero pixel to obtain a small value, which may 
cause appearance of unwanted black dots in the decoded vector.
There is however quantisation involved, and a critical issue is to which extent this causes loss of 
information in either the mask or the image, as the coefficients start interfering with each other. 
The quantiser value is 8, so the total value of the transform is then:
D C T ( f ( x )  + g(x))  = D C T  ( f ( x ) )  + DCT(g(x) ) (72)
(73)
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Where M  and /  are transformations of the mask and image respectively. M  is given from equation 
(23) as
M w i )  = £ 'Zm[x!,y)cos ijjfox , * l ) ] o o |^ (2 ^  * l) c ( « = j V 2 f0rk ' °  (74)
1 otherwise
i*,y) =
512 for active point 
0 for non - active point
Implementing linearity thus means:
gfcM y.)
32
+ ^ ( 2 x ,  +l)
*ra’r° L10
d t)=  ^ fork; °
1 otherw ise
}{z,y) = i{xty) + m{x>y) =
512 -  76 7  for  active point 
0 for non - active point
(75)
The values of the mask and the image therefore distribute themselves over all coefficients. The 
mask should be safe from the image data, as the data values range from 0 to 255 and the mask 
values are 512 where non-zero. The DCT is normalised, which means the amount of energy in 
both data sets is maintained. As the quantiser value is equally applied to both sets, it is always true 
that:
A '-l AM AM N - 1
' Z Y .M ix ,y )  > 22 Z / (*>.y)
y = 0  x = 0  y = 0  x = o (76)
Moreover, since the pixels with zero w-components also have zero /-components, the coefficients 
will spread over the same locations and thus the image is never going to be able to change the 
value of the mask to a point where it will not pass the threshold.
The possible difference is from the rounding. If the image is transformed and quantised some loss 
will occur when the coefficients are rounded, but this is the acceptable loss from the compression. 
The mask coefficients may be rounded as well causing a bit of loss that will disappear when the 
values are thresholded. However the two sets are added up before the rounding is performed, 
which means the sum of the two rounded values may not be equivalent to the rounded value of the 
sum of the two individual transforms. The energy from the mask may impose an error on the 
reconstructed coefficient equivalent to one quantiser value.
The DCT incurs losses as it is not to infinite accuracy, which when looking at equation (68) 
comes from the multiplication of the cosines and the interference of the neighbouring data. This 
then allows a simplification, since the effect of the mask data in the neighbouring pixels only 
represents the loss that is normally associated with the DCT. Thus the equation can be simplified 
to only a data point’s effect on itself:
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+ f(hrn) (77)
Here/ represents the effect of the remaining pixels. Assuming that the positioning of active pixels 
in a block is completely random, the expected value of the intrusive effect of an m-component is 
then:
E(m (x,y)) =
JJdec' c(x H y )32 512cos
X ,7Z
COS y ,*
16 ( 2 > w )
dxidyi
64
= 0.1227 (78)
As the /-components also play their part, assuming a flat distribution of coefficient values, the 
probability of an /-component that exceeds 0.8773 is thus 12.27%. This gives an expected noise 
power on the quantised data of:
e = — 7  *(0.1227) = 3.83* 10"3 
256 (79)
per pixel which can then be compared to the quantising error which has been described in 
equation (27) and is here equal to:
e - 256 = 9.02*10 - 3
(80)
This shows that adding the mask to the image creates noise, but that this noise will be smaller than 
the already present quantisation noise, so the tradeoff is only in rate versus what gain the 
segmentation information gives. For reference, the noise added by the segmentation mask 
corresponds to quantising with a value of 3.4.
It is naturally not free to transmit information and the cost appears in longer codewords to 
represent larger coefficients. Fortunately, a large number of masks are square, which will only 
deposit bits in the DC-coefficient.
A further problem is the sensitivity of the threshold in the segmentation algorithm, as it may 
possibly slip and include segments which belong to the background into the foreground segment. 
If this happens, the following interpolation algorithm can then cause the segment to include the 
entire frame, which will cause the background to disappear and the entire frame to be treated as 
priority foreground which will cause the rate to shoot up and the coder to fail. In order to 
overcome this, some precautions are implemented. The smallest threshold along the edge of the 
chosen segment is located and stored, and the highest threshold inside the segment that has 
nonetheless been considered small enough to connect across is found. This then allows the
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algorithm to make an estimate on the size of the segment and if it is judged to be too large or too 
small, the threshold is modified to create a more realistic segment size.
5.5.1 Results
The coder is run on the Claire sequence at 25kbps using the segment-sensitive coder and MPEG- 
4. Again the rate o f the vector based coder is flat, but the resulting PSNR is not up to the level o f 
MPEG-4. The PSNR of the vector coder has increased slightly, but not to the extent where it 
makes sense to compare the two coders.
Figure 91 demonstrates the actual difference between the two coders at 11kbps. The MPEG-4 
sequence is blurry, but decipherable. It is not pleasant to look at, nonetheless. The vector coded 
image has a segmented face that moves independently o f the speaker’s hair and body, and thus the 
facial features are clear, but the face is slightly misplaced in relation to the rest o f the head, which 
is a curious effect, but not an unpleasant one. Furthermore the image has become less ‘blocky’ 
than was the case for the previous coders.
Figure 91. Image at r= ls of Claire Sequence a t 11kbps. Vector Coder (left) vs MPEG-4 (right).
It is clear that the benefit o f the vector based coder is solely in the region that is segmented for 
foreground coding. In fact, if  only the face is counted towards the PSNR. the results change 
dramatically. Figure 92 shows the result o f the PSNR calculated on the segmented area only, and 
it shows a large preference for the vector based coder. The effect o f the low rate can be seen in a 
frequency of higher PSNR values, which is the point where the coder judges it is time to increase 
the rate of new vectors.
139
Chapter 5. Vector Coding
PSNR of head segment Claire 11kbps
40
35
K
Z
CD
CL
30
25
20
© 5 Sin 3 P — O  tTi COC  ?) c CD
Frame
Figure 92. PSNR of Claire 11kbps, head segment only.
MPEG-4 has the option of object oriented coding, which would allow the algorithm to place 
emphasis on the foreground object, such as the vector coder does. However, this requires 
transmission of two VOP’s, as well as segmentation maps for both. The addition of segmentation 
information for the vector-based coder clearly improves the quality. The face is not actually 
considered a part of the head in this style of coding, but the transmission of the background 
object, if  assumed to be uniform and stationaiy can be done even more efficiently than MPEG-4, 
as will be illustrated in the next section.
5.6 Background Animated Head-and-Shoulders for Video 
Conferencing
A further attempt at improving the subjective quality of the coder was made by substituting a 
hybrid coder for the background coder. The new coder was constructed to separate the 
background image into a shoulders segment and a close-to-uniform background. The layout o f the 
coder is presented in figure 93.
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Figure 93. Animated Coder layout
A search algorithm is first required before it becomes possible to transmit the body. This is 
achieved by applying the Canny edge detection algorithm [117] to the first frame in the sequence.
The body contour can then be traced out of these edges once calculated. Though it is not 
necessarily uniform, the background is estimated to be without significant details.
The body may contain edges in itself, such as a black jacket over a white shirt, so the right edge 
needs to be found. The following assumptions are made about the body:
• It goes all the way to the bottom of the image.
• It is limited at the top by the two shoulders.
• The two shoulders are connected by an edge that is close to horizontal.
This should then provide the possibility to trace an isogradient of the differentiated image from 
the bottom of the image up to the middle of the image, across the shoulders and down the other 
side of the body. A semi-intelligent algorithm can thus be applied to locate this contour. The 
points that are assumed easiest to locate, are where the edges encounter the bottom of the image. 
The contour as in figure 94 is then attempted traced across the image. It is done by locating the 
corners that would constitute the shoulders given the correct edges are located. If a reasonably 
accurate horizontal edge can be traced across from one vertical edge to another, this is defined as 
the contour, otherwise the best edge is chosen from a metric of how close to the specified shape 
the located edge contour is.
This contour can then be simplified by breaking it up into 4 vertices: top left, top right, bottom 
left, and bottom right. The contour of the body is taken to be the quadrangle spanned by 
connecting these four vertices. Along the side, pseudo-random noise is applied to the shape. It is 
not truly random, as the decoder has to reconstruct it without it being transmitted. Thus the shape
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of the body can be transmitted using four coordinates. The height and the four horizontal 
components form the 5 absolute values that constitute the shape information.
The texture of the body is sampled out of the image using the shape information. It is then zero- 
run encoded after having a DCT applied to it and transmitted. Thus the full body is transmitted to 
the decoder once for the INTRA-frame.
Figure 94. Separation of background into 9 blocks
The background is reconstructed from 9 pixel values located as in figure 94. These represent one 
ninth of the image each. These should only be created from the pixels not included in the body, or 
in other words, if  P is the 3x3 set of pixels created and B is the set of pixels, p(ij), included in the 
body:
(>>+1)073) (jc+OU'/S)
2 .  2  (81)
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B’s influence on the left and right two thirds of the image is assumed to be limited to the area 
covered by the quadrangle. In this case, the left and right sets of pixels can be calculated straight 
from equation (81).
The middle column of pixels requires a more precise description of B, so the already calculated 
values of P are used to set a limit to the pixels accepted for calculation, and if t is a threshold 
value of 15, the top middle and bottom middle pixel value is calculated according to the equation
[y+l)G'/3)(.xn X X /3 )
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In case the denominator becomes too small in case of the middle bottom ninth, the pixel value 
becomes the average of the seven others instead. The middle ninth is where the head is, so instead 
of attempting to locate it, this value is simply calculated as the average of the 8 other pixel values.
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This means the background is transmitted as 8 absolute pixel values, as the middle value can be 
calculated from the others. This is transmitted once per INTRA-frame.
Figure 95. Texture Interpolation from 9 pixels.
The decoder places the 9 values at the centre point o f each block, and interpolates the squares 
created by connecting four points as in figure 95. The squares between the edges and the outer 
pixels are created from extrapolating the central four squares outwards. This gives a pleasant 
looking background that does not look too uniform and also compensates for things such as the 
sky for outdoor scenes. The body is displayed on top o f it and the result looks as in figure 96.
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Figure 96. Background of Claire sequence anim ated.
Given the background and the shoulders, the head is what is left. The head is segmented from the 
part o f the image that is located on top of the shoulders and is too distant from the background 
texture. This differs from the previous methods in that the foreground segment now includes the 
hair as well as the face. This increases the bit rate, as a larger segment is likely to include more 
vectors. On the other hand, this removes the possibility of the face separating itself from the body.
The INTER-background differs slightly in that included in the segment are also pixels from inside 
the quadrangle that differ too much from the original texture, in case the person moves.
Two more levels of refinement are required before this works satisfactorily. A scenario exists in 
which a few pixels around the head or in the body are judged too different and require 
retransmission. If a vector is found that encompasses the head or the body, but not that pixel, the
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algorithm may decide that a new vector is required simply to transmit a few stray pixels that do 
not contribute to the image. Furthermore, stray pixels on the background may improve the 
accuracy of the background, but does nothing for the subjective quality. The first step is thus to 
only accept pixels that are directly connected to the central pixel, so that the whole shape is just 
one single segment, and no stray pixels exist around the image.
Second step is to fill any holes that might have appeared. This can happen if a point inside the 
head is close in texture to the background. If this is not repaired it will look as a hole in the head 
moving over the uniform background, rather than a miscoloured pixel appearing inside the head. 
This is repaired by scanning all unfilled points in the segmentation image and sending out 8 
search rays from these points as demonstrated in figure 97. If less than three rays reach the edge 
without hitting pixels that belong to the segment, the point is judged to be within a hole in the 
image, and it is added to the segment.
Figure 97. Verifying whether a point is in a 'hole*
The part of the image that can be included in the head is the square above the shoulders with 
consideration to the general offset, in case o f lateral movement.
The head is then pasted onto the shoulders giving a resultant image of the sort displayed in figure 
98.
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Figure 98. Sample image from decoded Claire sequence.
This algorithm does not compensate for events such as lateral movement, which occurs in 
sequences such as Miss_America. The compensation is done, not by moving the body with the 
foreground, but instead by calculating the horizontal offset o f the mesh, subtracting it from the 
average, but not transmitting it. This removes the actual horizontal displacement, if  not the motion 
that accompanies it.
5.6.1 Results
The results do not look particularly promising, when the PSNR is examined. This is not 
surprising, as the PSNR is measured on the average noise over the image, which includes the 
background noise. As the background is animated, it not only looks different, it is meant to look 
different, and the PSNR suffers accordingly. It is nonetheless still an improvement on the coder 
presented in section 5.5.
The PSNR o f MPEG-4 coded with a single VO is superior to the PSNR o f  the animated sequence. 
As the sequence is animated, not simulated, i.e. the output is meant to be understood rather than 
being identical to the input, this is not too surprising. The subjective quality, on the other hand, is 
quite satisfactory, as can be seen in fig. 99, which compares the outputs o f the two coders.
€ &
Figure 99. Miss America Sequence at 22kbps, Animated coder (top), MPEG-4 (bottom). Images at Is
intervals.
What first springs to attention is the lack o f arms in the top images. It is due to M iss_Am erica’s 
anns stretching out beyond both sides o f the image, and her body thus does not conform to the
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quadrangle described in section 5.6. The segmentation algorithm has instead chosen to trace her 
sweater.
The fact that the background is different shows on the PSNR, but it does not show on the images, 
as the original background was reasonably uniform in the first place.
The foreground is notably better on the vector coder, as it is a high-priority stream, whereas the 
MPEG-4 coder sees it as an unfortunate area in which the bitrate happens to be high, and thus 
requires more compression than the rest o f the body. The vector coder has more accurate texture 
in that region, provided the vectors are present, which gives a more pleasant effect, as it is the area 
o f interest in the image. Even though the PSNR o f the coded sequence is much worse, the actual 
visual quality must be regarded as equal if  not better.
Figure 100. Foreman sequence at 22kbps, Animated coder (top), Original (bottom). Images at t=0.1s,
1.2s, 2.2s, and 6.2s.
A further interesting experiment is to encode the Foreman sequence, which is a very high motion 
sequence, which involves panning over an area, w ith following loss o f subject.
As can be seen in fig. 100, the higher level o f motion with consequently more changes in lighting, 
and the higher complexity o f the background texture, makes the segmentation less accurate, as the 
coder does not have a uniform background texture to trace. The sequence also needs to run for 
longer to train the book sufficiently to meet the large range o f grimaces presented in the sequence. 
Fourth image demonstrates how the head is shifted right, as a general motion to the left is 
detected.
This also involves searching further to the left for the foreground image, which is what has caused 
the subject’s left ear to have been cut off. When the foreground eventually moves out o f  the 
image, the head will cease to be transmitted, and only the background and the body will remain.
The algorithm is struggling with the Foreman sequence, but can cope with it, given enough time 
to build up the book. The sequence itself lasts 13 seconds which is insufficient in itself to train up
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the decoder book, but video conferences should be expected to last longer, which gives sufficient 
time to fill out the needed range o f vectors.
The coder cannot handle the movement o f the subject out o f the image, as it has been designed to 
transmit certain features, and if  those features are not present, nothing is consequently transmitted.
The PSNR o f this sequence is around 16dB, but this value is meaningless, as the background has 
been removed and the foreground is shifted compared to the original. The values that are thus 
compared do not represent how the image looks.
Excess bitrate in the previous coder was used to transmit further background information. The 
background is now only transmitted in the first frame and not considered again. In this case, the 
rate control is not as accurate as in the previous examples, and an above minimum rate is used 
exclusively for transmitting more vectors.
Figure 101. Image at /= lsec from Carphone sequence from left to right: at 22,32,42,52 and 62kbps.
Animated coder {top), MPEG-4 {bottom).
The effect o f this can be seen in figure 101 in which the coder is given a codebook filled with 
vectors from the Foreman sequence and is thus inaccurate to begin with. The images at less than 
50kbps are unacceptable, which is the result o f the model referenced not representing the 
sequence. The two high rate images are acceptable, if  not for the unfortunate loss o f  an ear.
On the lower rates, the MPEG-4 sequence is far superior to the animated coder, as the foreground 
on the MPEG-coded sequence may be blurred, but it is fairly accurate and the background is 
transmitted as well. However, the animated coder is actually storing the vectors, whereas MPEG- 
4 does not include a memory for the vectors, and thus it stays blurred, whereas the animated coder 
eventually will be accurate, once a sufficient number o f vectors have been transmitted. The 
quality will at this point be equivalent to the high rate examples given in figure 102. The 
background will never be transmitted, as it is not included in the specifications o f the animated 
codec.
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5.7 Rate Controlled Vector Coder
If a head-and-shoulder coder is to be commercially valid, the distortion of the facial features 
should be minimal, which for an untrained codebook should require full transmission of all not 
previously appearing vectors. This can easily be implemented on top of the already described 
vector codebook, but the rate instantly increases accordingly, as the transmission regarded as an 
MPEG-4 coding algorithm now is constant partial I-frame transmission.
The MPEG-4 solution is to transmit the quantised differences, which in this parallel becomes 
differential vector transmission. So whereas the previous coding transmitted the quantised DCT 
coefficients, this method instead transmits a code bit to determine whether the block is transmitted 
differentially or not. If this bit is zero, the vector is transmitted normally. If the bit is set, a vector 
index is transmitted and the quantised DC transformed residual is transmitted.
The vector transmitted for residual coding could automatically be chosen to be the previous vector 
at this position, but this is an inferior solution, as there should exist a large number of vectors 
describing the specific position from earlier transmission, and one of these should be able to 
provide a better fit, as the vector has already changed sufficiently, that it is judged to require 
retransmission.
Interestingly, if the quantiser value is high, the quantised residual added on top of the best fit 
vector does not necessarily give a better fit than the best fit vector itself. A threshold is thus set for 
how much better the new vector has to be, before a new vector at this position is transmitted.
The initial training level of the codebook is now less a factor on the quality, but more significantly 
a factor on the bitrate. Claire is taken as a test sequence, and the comparison between coding on a 
well-trained and a poor codebook is illustrated in fig. 102.
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Figure 102. Claire trained vs. untrained codebook.
There is a significant extra cost of bits in the untrained codebook, which lasts (for 30fps) for 
roughly 12 seconds, whereupon the two results seem to converge.
This brings the rate down to more reasonable levels, but as a rate control is desirable the effect of 
quantiser value must be investigated.
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Figure 103. Claire sequence as function of time and quantiser value.
Figure 103 is achieved by fixing the quantiser value and monitoring the bit rate as a function of 
quantiser value. This is a rather messy graph, but a few conclusions can still be drawn from it. 
First of all there is a minimum bit rate which is a function of the control bits being transmitted to
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build up the head, which does not seem to vary too much. This minimum rate is lowest with the 
lowest quantiser value, as the vectors in the codebook are of better quality, and thus the vectors 
are more often kept, rather than attempted retransmitted.
A theory would be that the large peaks appear where a lot of motion occur and the quantiser value 
is low, but this is not the case. It is instead on the medium level quantiser levels, where the 
fuzziness of the existing vectors are judged intolerable, and a new set of vectors are required. As 
vectors all eventually require transmission, the low quantiser sequence catches up over time, and 
still exceeds the other sequences in total bit rate.
In order to verify this, the average bit rate is displayed in figure 104, where the initial frame is not 
included in the calculations. The values displayed are based on 30 frames per second.
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Figure 104. Gaire bit rate as function of a fixed quantiser.
Interestingly, the high quantiser values are high rate as well, as the coder is never quite satisfied 
with the vector book these provide, and the minimum rate is in the region of quantiser value 12. 
Figure 104 furthermore implies that if rate control should be applied at a low bit rate, the region 8 
to 12 for the quantiser value should be the operating range.
Another important parameter is the number of vectors in the codebook. This is tested by varying 
the size of the codebook, but always keeping the size a power of two, as any other solution would 
imply redundancy, if the surplus bit codes were not used as escape codes. The quantiser is fixed at 
10, and the sequence run again. A minimum value of 32 vectors is selected, as a smaller codebook 
would be too small to transmit one image, whereas 32 in itself is a bit on the small side, and 
would be inadequate for a number of sequences. The results are displayed in figure 105.
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Figure 105. Claire bit rate as function of vector codebook size.
It is evident from figure 105 that the number of index bits transmitted has a linear relationship to 
the bit rate, which is not too surprising, as the vector index is at no point compressed. It may seem 
that decreasing the size of the codebook would increase the number of coefficients transmitted as 
the vectors would fit worse, but if the codebook is trained during transmission, the best fit vectors 
are commonly ones previously transmitted, and thus this is a minor factor.
This now provides 2 parameters to manipulate in order to reachieve rate control. The quantisation 
parameter can be altered as usual. The number of index bits is not so straightforward.
Changing the number of index bits corresponds to limiting the search to a smaller number of 
vectors. Altering the size of the codebook makes no sense, as any gain achieved from having a 
large codebook is lost, if the additional vectors are removed at any point. A caching mechanism is 
more sensible, which addresses the last vectors referenced as a.subdomain of the codebook, the 
size of which is maximised to a predetermined level. A minimum of 6 bits is also imposed, as 32 
vectors or less is unlikely to be sufficient for an image of 99 blocks.
The choice is now between selecting parameters mathematically, which is desirable, as a function 
of already transmitted information, providing the benefit of avoiding having to transmit further 
information, as opposed to analytically, where the frame is processed and the best found system is 
transmitted.
As the transmission of a new vector is meant to improve the quality, and not specifically for 
providing new information, as the basic premise is that the face does not change tremendously, it
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is possible to choose not to transmit a new vector, which then provides a worse fit, but does not 
drop the macroblock, as is the case in MPEG-4.
This permits a rate control based on the following algorithm:
Command_____________________________________ Transmitted__________________________
Q=PrevQ;
IndexBits=PrevIndexBits;
BitsToUse=PreviousBits+FrameBitAllocation;
ExpectedVectorNumber=PreviousVectorNumber;
NewVectorNumber=0; 
while (lAUVectorsCodedQ)
{
NewVectorNumber++;
i f  (BitsToUse>0-(PreviousBits/Previous VectorNumber))
{
i f  (VectorlsTransmittedDifferentially)
cost=TransmitDifferentialVector(IndexBits,Q); Controlbit, Index, Coefficients
else
cost=TransmitNormalVector(Q); Controlbit,Coefficients
i f  ((BitsToUse<0)\\(ExpectedVectorNumber<0))
{
IndexBits—;
Q+=5;
}
else
{
Difference-BitsToUse- 
i f  (Difference>BitsToUse/cost)
{
IhdexBits++;
}
else i f  (DifferenceX))
{
Q-;
}
i f  (Difference<0~(BitsToUse/cost))
{
IndexBits
else i f  (Difference<0)
{
2++;
}
} /* i f  ((BitsToUse>=0).. */
}/*if(BitsToUse>0-..)*/
Expected VectorNumber—;
};/* while (AUVectorsCoded);*/
PreviousVectorNumber=NewVectorNumber;
PrevQ=Q;
PrevIndexBits=IndexBits;
PreviousBits=BitsToUse-ReferenceCost();
Table 9. Algorithm For Transmitting New Vectors
The previous number of vectors will have been initialised from the first frame. The number of 
index bits and the quantiser value will need to have initially been set at the same value in both 
encoder and decoder, but this is not a problem. The number of bits allocated to the frame needs to
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be known in the decoder, which means it either has to be transmitted at the beginning of a frame, 
or else the rate must simply be kept constant during transmission.
The algorithm allows a certain level of overflow, before it stops coding vectors, as the increase in 
bit rate should be compensated later. When it comes to transmitting the vector references, the size 
of codebook chosen is simply the minimum size which can contain all the vectors previously 
transmitted. On one hand, this increases as transmission time passes, but the above rate control 
algorithm should compensate. On the other hand, as a larger codebook of useful vectors is built 
up, the number of coefficients and new vectors should decrease correspondingly.
5.7.1 Results
Foreman is chosen with an untrained codebook to start with, and is attempted run at 25kbps and 
50kbps. Both rates are a bit low for this sequence, as may be recalled from section 3.5.3, and the 
codebook does not achieve a satisfactory level on either attempt. Figure 107 shows the achieved 
rate at the two given desired rates.
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Figure 106. Foreman rate control with untrained book.
After frame 208, the image of the foreman has disappeared out of the shot, so the coder essentially 
does not transmit anything, and correspondingly only spends bits on saying no blocks are 
transmitted. These frames are not suitable for rate control, as in this case, no information is meant 
to be included in the transmission. If these frames are removed from the calculation, the 
sequences achieve actual bit rates of 25002bps and 49776bps, thus showing rate control is 
achieved. The images demonstrated in figure 107 are not very accurate, as both rates are rather
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low for the sequence. They are however decipherable and delivered at a rate, which MPEG-4 
cannot achieve. For a well trained codebook, the texture quality is comparable to figure 100.
L A
Figure 107. Frames 65 and 130 of Foreman sequence with untrained codebook at 25kbps (left) and
50kbps (right)
I f  the sequence is run for a period o f time, allowing the codebook to become better trained, the 
rate control is still functional and achieves the rates 24781bps and 49401bps respectively, but the 
quality improves significantly.
The coder runs with a variable size codebook, which provides the tradeoff between rate and 
quality, as a smaller codebook gives a smaller output domain for the vector quantisation. The loss 
is in the specific detail information, as a smaller codebook gives fits to general appearance o f 
texture, rather than accurate information o f the contents. As no anti-blocking filtering is 
performed, the image is blocky rather than blurry. Applying filtering will increase complexity, but 
not visual quality significantly, so this system is not itself sufficient for pushing rate down while 
keeping quality up. The rate thus have to be reasonably high in this system, but the coder can 
adapt to lower rates by applying the collected information during the high rate transmission. An 
example is if  the available rate is halfed from 100kbps to 50kbps from frame 101 and forwards. 
The coder changes the rate correspondingly from an average o f 112204 to an average o f 50072. 
The coder seems better at achieving accuracy at medium rates than at high rates, which would 
correspond to the area in figure 104 where the curve is linear.
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Figure 108. Foreman frames 25 and 150 at high, changing to medium rate with untrained book
The rate control does not alter the basic properties o f the coder, it still only has an advantage of an 
inherent memory, but moves the rate closer to a set level.
5.7.2 Region-based Vector Coding
An attempt at minimising the rate has also been made which defined a map of regions during 
segmentation. This is based upon the principle that vectors do not move significantly, and thus a 
vector can be defined not just by contents but also for area o f expected existence. This allows the 
codebook to become significantly smaller, and as the map of regions can be transmitted in 
INTRA-frame coding, this provides a direct decrease in bits transmitted.
A few large regions are defined in the area, where the INTRA-frame does not find any 
information, whereas the central face have a region defined per macroblock. This regionmap does 
not change during coding, so the region does not have to be transmitted as it is already implied in 
the geographical position of the macroblock.
As the total number of vectors does not have to change, the trade-off between codebook size and 
codebook accuracy remains the same, a number of bits can be removed per macroblock, giving a 
saving of basically nothing for wildly varying sequences, where old vectors are never referenced, 
to a hundred bits per frame for low variance sequences. The cost of applying this system, is where 
high motion sequences like Foreman are concerned, where the definition o f vectors belonging to 
specific geographical positions simply is incorrect.
5.8 Non-tolerant Vector Coding
The rate/quality tradeoff in the vector based coder is mostly based on the level o f tolerance on the 
vectors, i.e. how incorrect a vector can be without it requiring a new vector transmission. For 
proper comparison to MPEG-4, this property must be removed, and the resulting coder is based 
on the principle of transmitting not a vector reference, but also the difference to either the existing 
vector or the previously found vector. A threshold is then set at a very low level to determine
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whether a difference is required. This is set sufficiently low that only a correct match is tolerated, 
and the coding becomes motion-compensation with a memory.
This does not even closely match MPEG-4 performancewise, which may at first seem odd, as the 
principles are the same, but then again MPEG-4 has been fmetuned over a period of several years, 
so a fairer comparison must be to implement the vector based coding onto MPEG-4. A memory is 
thus implemented into MPEG-4 which stores the reconstructed macroblocks. The motion 
compensation is then performed as usual but with the additional mode available which is to select 
a stored macroblock if it provides a better fit than the best motion compensation. This new motion 
compensation mode has to be implemented into the protocol. Rather than transmitting a control 
bit per macroblock, it is instead chosen to implement the additional mode into the existing VLC 
tree by adding a bit to selected branches. 4 new words have to be added as the mode is transmitted 
within the same VLC as the chrominance block code map. An 8 bit vector codebook for full 
macroblocks is chosen.
The result is similar for both high and low motion sequence. The additional memory provides a 
tiny improvement; tiny meaning for similar bit rates an improvement of less than O.ldB. This is 
an improvement, but not a significant one, specifically not a visually noticeable one, which can 
not justify adding an additional memory as well as adding complexity.
5.9 Conclusion
This chapter has presented vector quantisation and the methods which are used in order to apply it 
for video coding. It has also presented a hybrid coder for foreground emphasis, based on the 
transmission of a foreground object, such as a head, using higher bandwidth than the background 
object.
From the results shown as PSNR values, these systems are not an improvement on the standard, 
but the PSNR values are not taken using any HVS filtration, and thus the real judgement must be 
made on the subjective results.
The real advantage can be seen in figure 99. For low bit rate sequences, this system can provide a 
pleasant looking image, as the bitrate as seen from the foreground coder alone is medium rate, at 
the cost of the background.
This again constitutes one of the possible disadvantages, if  it is desired by the user that an 
important feature in the background is transmitted. It may on the other hand avoid possible issues 
such as strangers objecting to appearing in other peoples’ video conferences if the videophone is 
used in public places, such as trains, or outside.
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A disadvantage is that time is required in order to build up the codebook. This time is a function 
of the bitrate, and if the bitrate is low, the user simply needs a bit of patience before the 
transmission appears as realistic. This is again the principle of model based coding quality being a 
function of the accuracy of the model. But it is a possible option to equip a person who purchases 
a mobile phone with a personalised codebook card, which is created in a photobooth, where the 
phone is purchased. This codebook could then be transmitted during call setup, and provide a 
sensible basis for the vector quantisation.
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Chapter 6
6 Conclusion
This thesis has presented a number of alternative transmission systems, mainly with the aim of 
improving the accuracy of the rate control. The original work presented in this thesis includes:
• 4 dummy-encoding based rate control systems that can be applied to MPEG-4 as presented in 
chapter 3 alongside an analysis of the behaviour of rate controlled video on an error-prone 
channel such as GPRS.
• A rate-accurate video coder based on wavelets as presented in chapter 4.
• A rate-accurate video coder based on vector quantisation and wavelets as presented in chapter 
5.
• A number of improvements made on the vector based coder including the possibility to run 
the vector coder without the wavelet based background.
A number of rate controls have been attempted in chapter 3. The frame and macroblock based 
have a significant improvement in keeping the rate fixed. If delays are to be avoided, this is a 
good thing. Delays will always exist, processing takes time, transmission takes time, packetisation 
if applied takes time and these delays are all accumulative. Inserting a buffer already provides its 
own delay, as this takes for granted that frames can take up more or less than the strictly correct 
rate. So a frame is not necessarily received after the bits allocated to it have been received, but 
after a certain multiple of these bits, it must be guaranteed to have arrived.
Some of the delays mentioned can not be helped, but the delay of the compression coder can. This 
necessarily requires a flat rate coder, or at least a coder with a rate consistently lower than the rate 
provided. If a coder only undershoots the given rate and never overshoots it, the frame is 
guaranteed to have been received with the given bits.
The other way to avoid delays is to drop frames, whenever these would otherwise overshoot. An 
occasional dropped frame is unlikely to cause people to cancel subscriptions, but it does remove 
the ability to trade frame rate for image quality.
Full search brute force dummy encoding can optimise given any requirement. Depending on the 
acceptable domain to be searched, it may be impractical, but in principle full search should always 
be superior to guesswork. As rate controls now operate on macroblock level, full searches are not
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desirable, but a number of rate models have been presented, that seem to match the behaviour of 
MPEG-4 adequately. Should it be that the standard coding mechanism changes dramatically, this 
approach should still be valid, but new models may need to be found.
These methods are based on increasing complexity, whereas the work on compression still 
examined by the MPEG organisation is on Lightweight Scene Representation, essentially 
meaning less bits, less memory and less complexity, the latter two of which are opposed by the 
proposed coding algorithm. It is possible to using full search to minimise the bitstream, it may 
even be possible to use full search to find the coding method giving the least number of multiply- 
add instructions, but only at the cost o f adding a number of multiply-add instructions. If 
complexity is meant to be reduced, the model needs to hit accurately without dummy encoding, 
which is what the open-loop algorithms do, but occasionally fail to accomplish. If  this can be 
done reliably, it should be possible to optimise any given parameter with only a small increase in 
complexity, and no increase in memory. As has already been elaborated on in chapter 3, for the 
macroblock based control, it is only the energy in the motion compensated blocks that can not be 
accurately predicted. If it could, the parameters for the previous frame could be repeated for the 
next frame, and then be readjusted to correspond to the new parameters, which would then only 
require one normal encoding per frame, rather than several. The noise model of section 3.5 is very 
accurate, and it can probably be applied open loop, but might break down on a scene change. This 
could occur during live transmission, by somebody moving the telephone rapidly. If a metric 
could be developed for how much distortion is acceptable, these models could be applied directly 
to give a frame which would satisfy this metric, optimised according to rate.
For two-way communications, a down-stream transmission could be introduced for the AIR-based 
coding of section 3.8. This could track sudden appearing gradients in the image (say, a pixel in 
error, or a block which has changed texture) and transmit the block location back to the encoder, 
which could then compensate the suspected block, whilst still maintaining the rate control. This 
information would not require many bits, but may require Forward Error Correction, provided that 
the conditions are such, that errors do appear.
The vector based coding algorithm is model-based and thus very susceptible to errors in the model 
accuracy. It requires the user to act according to a predicted pattern in order to provide any coding 
gain. This is critical if the encoder is to be sold to people. The unpredictable results when the 
coder is not used correctly, may have some novelty value, but does not make it a product worth 
marketing. It does have the benefit of ruling out any abuse of small handheld cameras, if the 
ability is limited to person-to-person communication. The more apparent application is for an 
operator to transmit video of him/herself out to a client, who does not have to transmit video back. 
This may be for news broadcasting or information queries in general, where it can be pleasant to 
be able to watch the person the user is communicating with. As a general mobile videophone, it is
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not adequate, as it is solely targeted for Head-and-Shoulders sequences, which makes it unsuitable 
for transmission of anything not Head-and-Shoulders.
At high vector tolerance, but at low quantiser values, the image is smooth, provided the codebook 
is reasonably trained, and can give a more pleasant image at lower rates than MPEG-4. Again this 
is an argument for why the coder is specifically suited for operators, as they should be able to 
transmit a well-trained codebook to the receiver before commencing communication.
The most critical requirement for this coder is proper segmentation. As contact needs some time 
to establish, the camera could be turned on, and motion compensation used to establish the 
segmentation map, despite the video not actually being transmitted, so by the time the video 
transmission begins, the segmentation is already done.
Proper training of the codebook is also an important area, where improvements would have 
immediate benefits. A standard codebook is not easy to achieve, as people look differently, and 
place themselves differently in front of the camera. A standard book could be established to 
recreate the most common features, but this wouldn’t necessarily fit the vector grid transmitted, so 
an alternative approach would be to use the initial call set-up time to measure the head 
dimensions, compare them against a standard size, and scale the grid and the vectors according to 
it, so instead of matching the vectors to a grid, matching the grid to where the vectors can be 
expected. This would be a one-time transmission of the scaling and the translation of the grid.
Finally, a serious gain could be achieved, if vector quantisation could be applied on top of 
wireframe mapping. Wireframe coding matches texture and moves focal points, stretching the 
texture accordingly. Instead a selection of vectors could be applied, mapped onto a 3D-shape, 
which would limit the wireframe model matching to locating the head and the expected curvature 
of vectors placed on the model. The vector codebook could be warped accordingly before the 
comparison is made, and the transmission then becomes the movement of the wireframe and the 
codebook indices.
The coders presented in this thesis have to a large extent been scalable, with a few exceptions, 
such as the non rate controlled animated coder. They have provided forward rate control, rather 
than backwards rate control. If the capacity drops, and the frame contents increase, backwards rate 
control not only incur a delay before the image can be transmitted, but much worse: It introduces 
an unpredictable delay, that may or may not be compensated for in the delay included in the 
buffer. If it is not, this not only causes frames to be dropped, but may cause frames to appear at 
incorrect times causing a veiy unpleasant jerkiness in the sequence. The scalable coders attempt to 
push the rate down on sudden rate limitations with the intention of avoiding frame dropping. 
Occasionally, this is unavoidable, if the rate is simply too low to transmit an image, but if the rate 
really is too low, then there is nothing to be done about it. The best attempt at not dropping
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frames, is the macroblock based coder of section 3.4.3, which maintains transmission, even if it is 
not possible to transmit a full frame.
Dropping frames may not seem so criminal, as 30fps, which QCIF was originally specified as, is a 
rather high frame rate, and decreasing it may not be a dramatic action, but this is not what frame 
dropping does. It introduces a small pause in the transmission, which causes jerkiness. It is worth 
noting, that simply decreasing the frame rate slightly does not cause jerkiness, as the rate of 
subject motion per frame stays constant over the frames. Changing the frame rate is a very easy 
rate control mechanism, and it would not require a large overhead for an encoder to send a 
message to a decoder that the frame rate was about to change. In fact it is possible to imagine a 
rate control mechanism which tested the quality of the frames in the encoder, by measuring the 
noise on the output image, and if this was judged insufficient, began decreasing the frame rate. 
This would again require a scalable coder such as the ones presented in this thesis in order to keep 
a smooth visual flow even if this means occasionally incurring noisy pictures.
As buffer overflow and subsequent dropping of frames is really only something that occurs under 
low rates and difficult transmission settings, these coders are really only applicable to low bit rate 
video coding. They are not efficient for high rate channels, where a base rate control is sufficient, 
and the additional complexity, even with the gain of the MPEG-4 rate controls, i.e. a smaller 
memory, simply does not provide ample compensation. However, on low bit rate coding, these 
methods can provide good temporal quality, even if it may be at the cost of spatial quality. The 
solution is again to drop the frame rate, the difference between the standard and the proposed 
approach, being that the proposed controls can adjust the frame rate in an orderly fashion, whereas 
the standard approach does it in a more random fashion. Good spatial quality essentially comes 
from sufficient channel capacity. Good temporal quality comes from tight rate control.
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