Abstract-In this correspondence we give several new families of binary sequences of period with optimal three-level autocorrelation, where 2(mod 4). These sequences are either balanced or almost balanced. Our construction is based on cyclotomy.
I. INTRODUCTION
Given a binary sequence fs(t)g of period N , the autocorrelation of the sequence at shift w is defined by Cs (w) = N01 t=0 (01) s(t+w)0s(t) : An important problem in sequence design is to find sequences with optimal autocorrelation, i.e., where Cs(w) = 01 if N 1(mod 2), C s (w) = 02 and 2 if N 2(mod4), and C s (w) 2 f0; 04g if N 0(mod 4) for any w 6 0(mod N ). For many applications, such as code-division multiple access (CDMA) communications and stream ciphering [3] , [11] , [13] , [20] , we are interested in constructing sequences of period N with optimal autocorrelation and where k, the number of 1s in a periodic segment, is very close to N=2.
Sequences with optimal autocorrelation of odd period have been studied for several decades and this has resulted in numerous constructions. These are of considerable interest also because of their close connections to difference sets.
For even N there are only two constructions of binary sequences with optimal autocorrelation. One is by Lempel, Cohn, and Eastman [16] , which gives balanced binary sequences of period p m 0 1 for odd prime p. Recently, No, Chung, Song, Yang, Lee, and Helleseth [17] gave a new construction of almost balanced binary sequences of period p m 0 1, p odd prime, with optimal autocorrelation. They also found a new description and a simpler proof of the optimal autocorrelation sequences by Lempel, Cohn, and Eastman [16] .
In this correspondence, we will give several new families of binary sequences of period N = 2p with optimal autocorrelation, where p 5(mod 8) is prime and has a quadratic partition of form either p = x 2 + 4 or p = 1 + 4y 2 . It is the first construction of families with optimal autocorrelation where N 6 = p m 0 1, for p prime. The sequences will be either balanced or almost balanced, that is, two more zeros than ones in each period. See Table I otherwise.
On the other hand, we will say that C is the characteristic set or support of fs(t)g. Cs(w) = N 0 4(k 0 dC(w))
where k = jCj.
In the case N 1( mod 2), sequences with optimal autocorrelation are heavily related to difference sets, see for example, [1] , [12] , [10] , [14] , [15] , [18] , and [19] . For even N , the sequences with optimal autocorrelation are related to almost difference sets. Let N > 1, jCj = k, and d C (w) be defined as above. We call C an (N; k; ; t) almost difference set of Z Z Z N if dC(w) takes on the value altogether t times and the value + 1 altogether N 0 1 0 t times when w ranges over all the nonzero elements of Z Z Z N . The almost difference sets introduced here are a generalization of the almost difference sets introduced by Ding [6] , [7] (see also [3, p. 140] ) and the almost difference sets introduced by Davis [4] . It is nice that this generalization unifies the two kinds of existing almost difference sets. 
II. THE IDEA OF OUR CONSTRUCTION
We will in this section present a general construction of a characteristic set C for a sequence fs(t)g of period N = 2p, where p is an odd prime. The difference function will be evaluated, such that it will be easy to find the autocorrelation values for a given construction.
Since, N 2(mod 4), finding sequences with optimal autocorrelation will be equivalent to constructing almost difference sets, as made clear at the end of the previous section. . This gives us some hint about how we should choose our
Ci. In the following two sections, we shall use cyclotomic classes to form our C i and then look for conditions to ensure that our C is an almost difference set. Such an almost difference set will give a binary sequence with optimal autocorrelation. Here y is two-valued, depending on the choice of the primitive root employed to define the cyclotomic classes [5] , [3] . There are at most five distinct cyclotomic numbers when f is odd, which are There is also a theory for cyclotomic numbers when f is even. We do not explicitly use these numbers, and they are therefore omitted. Now we are ready to construct several classes of binary sequences of period N = 2p with optimal autocorrelation. Define We now define
III. ALMOST BALANCED SEQUENCES WITH OPTIMAL THREE-LEVEL AUTOCORRELATION
Then by (2) d 
We will include some results on the different choices of (i; j; l) corresponding to different symmetry relations on sequences. The triple otherwise.
Notice that D in the above equation is the characteristic set for fs(t)g.
The definition of D as 01 (C) will be used in the remainder of the correspondence.
Lemma 2:
If (i; j; l) is a defining set for fs(t)g, then (l; j; i) is a defining set for fs(t + N=2)g.
Proof:
Observe that C is given by
and that shifting the corresponding sequence by N=2 is the same as adding (1; 0) to the above expression. As a result, we get
which proves the lemma.
Lemma 3:
If (i; j; l) is a defining set for fs(t)g, then (i + 2; j+2; l+2) is a defining set for fs(N 0t)g.
Proof:
The characteristic sequence fs(t)g of D with defining set (i; j; l) has s(t) = 1 if and only if
and s(N 0 t) = 1 if and only if
where is the mapping in the Chinese Remainder Theorem given in the beginning of Section II. Notice that 01 = = 2f 2 D2, such that the above equation reduces to
Recall from Lemma 1 that the autocorrelation at shift w was given Proof: Straightforward calculations using the cyclotomic numbers and (3) proves the lemma.
In the same manner, we may calculate d C (w 1 ; w 2 ) for possible defining sets (i; j; l). We will use several distinct defining sets in the following results. Since the evaluation of dC(w1; w2) is straightforward, but tedious, we omit the results which are similar to Lemma 4. which has optimal autocorrelation.
Remarks:
1) In each periodic segment of all the sequences of period N in this section, the number of 1s and 0s is N=2 0 1 and N=2 + 1, respectively. We say that such a sequence is almost balanced in the case N 2(mod4).
2) The autocorrelation function of each binary sequence given in this section takes on 02 altogether 3(N 0 2)=4 times and 2 altogether (N + 2)=4 times. This conclusion follows from the proofs of all the theorems in this section, and also the statement about almost difference sets at the end of Section I.
3) The complement sequence of each sequence given in this section also has optimal autocorrelation. 4) For each triple (i; j; l) we may calculate the difference function and thereby the autocorrelation of the corresponding sequence.
IV. BALANCED SEQUENCES WITH OPTIMAL THREE-LEVEL AUTOCORRELATION
The sequences with optimal three-level autocorrelation constructed in the previous section are almost balanced. In this section, we modify the construction and give several classes of balanced binary sequences with optimal three-level autocorrelation.
In this section, we define the sets C in a slightly different way. Now As we did for (3), we must calculate the difference function for C 0 and C p . For C p dC (w1; w2)=jC p \ (C p +(w1; w2))j =jC \ (C+(w 1 ; w 2 ))j+j(1; 0) \ (C+(w 1 ; w 2 ))j +j(1; 0) \ (1+w1; w2)j+jC \ (1+w1; w2)j: Clearly, if (w1; w2) 6 = (0; 0), then dC (w1; w2) = dC(w1; w2) + 1(w1; w2)
where dC(w1; w2) is as stated in (3) Similarly, for C 0 we get for (w1; w2) 6 = (0; 0) d C (w 1 ; w 2 )=d C (w 1 ; w 2 ) + jC0 \ fw2; 0w2gj; w1 =0; w2 6 =0 jC 1 \ fw 2 ; 0w 2 gj; w 1 =1; w 2 6 =0 0;
otherwise.
The symmetry properties, similar to Lemma 2 and Lemma 3, are given by the two following results.
Lemma 5: Let D 0 , defined by (i; j; l), be the characteristic set for fs(t)g, then the characteristic set for fs(t + N=2)g is D p , defined by (l; j; i).
Proof: Observer that C 0 is given by
and that shifting the corresponding sequence by N=2 is the same as adding (1; 0) to the above expression. As a result we get
Lemma 6: Let D 0 (or D p ) be the characteristic set, defined by (i; j; l) (resp., (i; j; l)), for fs(t)g, then (i + 2; j + 2; l + 2) (resp., (i + 2; j + 2; l + 2)) is a defining set for fs(N 0 t)g.
Proof:
The characteristic sequence fs(t)g of C 0 with defining set (i; j; l) has s(t) = 1 if and only if The result for D p is proven in the same manner. Proof: The conclusion follows by using the same approach as in Theorem 3. which has optimal autocorrelation and is balanced.
Remarks:
1) In each periodic segment of all the sequences of period N in this section, the number of 1s and 0s are N=2. So they are balanced.
2) The autocorrelation function of each binary sequence given in this section takes on 02 altogether (3N 02)=4 times and 2 altogether (N 02)=4 times. This conclusion follows from the proofs of all the theorems in this section, and also from the statement about almost difference sets at the end of Section I. 3) The complement sequences of the sequences given in this section also have optimal autocorrelation.
V. CONCLUDING REMARKS
All the sequences with optimal autocorrelation described in this cor- and is a prime. It is important to note that the families of sequences constructed in this correspondence are different from those described in [16] and [17] , as some integers 2p are not in the form q m 01, where q is an odd prime, see Table I .
One may wonder whether it is possible to construct binary se- We have tested many possible values for m; n; i; j; u; and v; but have not found any sequence with optimal autocorrelation. As far as the construction of binary sequences with optimal autocorrelation is concerned, there are many open problems. Below are some of them. 2) In addition to the binary sequences of period N 1 (mod 4) constructed in [7] , [3] , [8] , where k = (N 0 1)=2, construct other families of sequences of such a period with optimal autocorrelation. This is equivalent to finding constructed in [16] , [17] , and this correspondence, where k = N=201 and N=2, construct other families of sequences of such a period with optimal autocorrelation. This is equivalent to finding constructed in [16] and [17] , construct other families of binary sequences of period N 0(mod 4).
I. INTRODUCTION
The error probability of many magnetic-recording systems may be characterized in terms of the differences between the sequences that may be recorded [1] - [3] . In fact, the bit-error rate (BER) is often dominated by a small set of potential difference patterns. Recently, binary codes have been proposed which exploit this fact [4] - [9] . The codes are designed to avoid the most problematic difference patterns by constraining the set of allowed recorded sequences and have been shown to improve system performance.
In this correspondence, we study the largest number of sequences whose differences exclude a given set of disallowed patterns. We show that the number of such sequences increases exponentially with their length and that the growth rate, or capacity, is the logarithm of the joint spectral radius of an appropriately defined set of matrices. We derive new algorithms for determining the joint spectral radius of sets of nonnegative matrices and combine them with existing algorithms to determine the capacity of several sets of disallowed differences that arise in practice.
The correspondence is organized as follows. In the next section, we motivate the problem by summarizing known results showing that the error probability in models of magnetic recording systems is determined by the differences between recorded sequences. In Section III, we formally describe the resulting combinatorial problem, introduce the notation used, and present some simple examples. Section IV contains the main result of the correspondence, deriving the connection to
