Abstract. Let H be a reproducing kernel Hilbert space with a normalized complete Nevanilinna-Pick (CNP) kernel. We prove that if (f n ) is a sequence of functions in H with f n 2 < ∞, then there exists a contractive column multiplier (b n ) of H and a cyclic vector f ∈ H so than b n f = f n for all n.
Introduction
A (normalized) complete Nevanlinna-Pick (CNP) kernel on a set Ω is a function k : Ω × Ω → C of the form 
is contractive, and (iii) f n = ϕ n F for all n.
1.1. Weak products. For a Hilbert function space H we define the weak product H ⊙ H to be
For h ∈ H ⊙ H, the quantity
defines a norm on H ⊙ H, making it into a Banach space. Weak products were introduced by Coifman, Rochberg, and Weiss [4] , who proved that for the classical spaces H 2 (∂B d ) on the unit ball, we have
(with equivalent norms). Generically, weak products arise as the predual of the space of bounded Hankel-type bilinear forms on H; we refer to [2] for further discussion of this topic.
To state our factorization theorem, we need one more ingredient. Definition 1.2. We say that Mult(H) has the column-row property if: Whenever Φ = (ϕ n ) is a sequence in Mult(H) for which the column multiplication operator
ϕ n f n is bounded from H ⊗ ℓ 2 to H. We say that the column-row property holds continuously with constant c if for every sequence Φ we have
A particular consequence is that if Mult(H) has the column-row property and Φ = (ϕ n ) and Ψ = (ψ n ) are symbols of column multipliers, then the function
Ψ is then bounded. For the Hardy space H 2 on the unit disk, the multiplier norm is the supremum norm, and of course the column-row property holds trivially, with constant 1. In this case it is of course well known that
and f Theorem 1.3. Suppose H is a Hilbert function space with normalized CNP kernel, and that Mult(H) has the column-row property. Then every h ∈ H ⊙ H can be factored as h = f g for some f, g ∈ H. Moreover, if the column-row property holds continuously with constant c, then the f, g can be chosen so that f H g H ≤ c h H⊙H .
In particular the latter conclusion holds for H = D (the Dirichlet space on the unit disk) and H = H We give the proof here, since it is an immediate application of Theorem 1.1, which we will then prove in the next section.
For each i, multiplying f i , g i by appropriate constants we may assume that f i = g i for all i, and hence
Applying Theorem 1.1 there exist column contractions (ϕ i ) and (ψ i ) and cyclic vectors F, G such that for all i = 1, 2, . . . we have
By the column-row property, the row (ψ 1 , ψ 2 , . . . ) is also bounded multiplier, and therefore
Suppose now the column-row property holds with constant c. Then the m in (1.11) will have m M ult(H) ≤ c. Moreover, for any ǫ > 0 the sequences (f i ), (g i ) in the above argument can be chosen so that
hence by Theorem 1.1 the F, G can be chosen with F 2 = G 2 < (1 + ǫ) h , so that in (1.11) we will have f H g H < c(1 + ǫ) h . Taking a sequence of ǫ's tending to 0, we can take weak limits of the corresponding f and g in H, to obtain a factorization obeying f H g H ≤ c h H⊙H .
2. Proof of Theorem 1.1 2.1. The free semigoup algebra and free liftings. We write F + d for the free semigroup on d letters {1, 2, . . . } (again, d countably infinite is allowed); that is, the set of all words α = i 1 i 2 · · · i k , over all (finite) lengths k, where each i j ∈ {1, 2, . . . }. We write |α| = k for the length of α. We also include the empty word in F + d , and denote it ∅, and put |∅| = 0. There is a transpose map which reverses the letters in a word:
The Fock space F 
. Each element F of the free semigroup algebra admits a Fourier-like expansion
and the Cesàro means of this series converge in the strong operator topology (SOT) to F [7] . finally We recall the connection between the free function spaces F 
We first examine the wandering subspace for the restriction of R ⊗ I to M, 
We claim this space W is one-dimensional. This is immediate from the fact that by construction, M is cyclic for R ⊗ I| M , more precisely, we claim that if P W : M → W is the orthogonal projection, then P W F spans W. Indeed, if G ∈ W and G⊥P W F , then since (I − P W ) F is in W ⊥ , of course G⊥(I − P W ) F also, so G⊥ F . But also, for every word α with length at least 1, we have (R α ⊗ I) F ∈ W ⊥ , so G is orthogonal to all of these as well. Thus G is orthogonal to F and all of its shifts, hence G = 0 because F is cyclic. d so that M ϕ F = F , that is, ϕ n F = F n for each n. Since M ϕ is an isometry, F 2 = ∞ n=1 F n 2 . We also observe that F is an R-cyclic vector in F 2 d , since it is corresponds to the R ⊗ I| M -cyclic vector F under the unitary map (2.8).
If we now pass to commuting arguments ϕ → ϕ(z), F → F (z), by our preliminary remarks the holomorphic functions ϕ(z) form a column contraction on H
