We propose and analyze a Strang splitting method for a cubic semilinear Schrödinger equation with forcing and damping terms. The the nonlinear part can be solved analytically, whereas the linear part -spatial derivatives, damping and forcing -is approximated by the exponential trapezoidal rule. The necessary operator exponentials and phi-functions can be computed efficiently by fast Fourier transforms if space is discretized by spectral collocation. We prove a first-order error bound in H 1 and a second-order error bound in L2 on bounded time-intervals and under suitable regularity assumptions.
Introduction
Nonlinear Schrödinger equations (NLS) occur in many different forms and describe a multitude of different phenomena, such as Bose-Einstein condensates, small-amplitude surface water waves , Langmuir waves in hot plasmas, or signal processing through optical fibers, to name but a few. The intriguing properties -for example conservation of norm, energy, and momentum, near-conservation of actions over long times, existence of solitary waves, or possible blow-uphave inspired and challenged mathematicians for a long time. Surveys about these topics can be found, e.g., in the classical books [Caz03, SS99] . In most applications, the solution of the NLS has to be approximated by a numerical scheme. For problems on the d-dimensional torus T d , splitting methods with spectral collocation in space are particularly popular. These integrators are based on the observation that the linear and the nonlinear part of the NLS can both be solved at low computational costs in the absence of the other part. The splitting approach can also be applied to the Gross-Pitaevskii equation, a NLS on R d with constraining polynomial potential, by using the basis of Hermite functions for the space discretization. The accuracy of such integrators have been analyzed in [Lub08, Gau11, Fao12, Tha12, DT13, HKT14] . The long-time behavior of numerical solutions, in particular the (near-)conservation of invariants over long times and the stability of plane waves, has been investigated in [GL10, Fao12, FGL14] . In this article we consider a cubic, focusing NLS which, in contrast to the "classical" NLS, contains a damping and a forcing term. This special form has first been considered in [LL87] and is called Lugiato-Lefever equation in physics and electronic engineering. The Lugiato-Lefever equation has been proposed as a model for the formation of Kerr-frequency combs in microresonators coupled to optical waveguides and driven by a external pump tuned to a resonance wavelength [CY10, HHR
+ 12]. The frequency combs generated by such a device can be used as optical sources for high-speed data transmission. In the mathematical model, the forcing term represents the external pump, whereas the radiation into the waveguide is modeled by the damping term. Clearly, these terms destroy the Hamiltonian structure of the NLS, and in contrast to the "classical" NLS now the energy, momentum and norm of the solution do not remain constant in time. However, the solution can still be approximated with a splitting approach, because the linear inhomogeneous part (including the space derivatives and the forcing/damping terms) can be efficiently propagated by an exponential integrator (cf. [HO10] ). In this article we analyze the accuracy of the semi-discretization in time with this method. Our main result states that if the exact solution and the forcing are sufficiently regular, then the method converges on bounded time-intervals with the classical order 2 in L 2 (T), and with order 1 in H 1 (T); see Theorem 1 below. The proof is rather long and consists of several steps which are formulated as individual results. Our masterplan mimics the line of arguments in [Lub08] : The classical concept "consistency plus stability yields convergence" must be suitably adapted, because the stability result (Theorem 3 below) assumes the numerical solution to be in H 1 (T). This is verified by proving an error bound for the local error in H 1 (T), in addition to the local error bound in L 2 (T) required for consistency. The proofs in [Lub08] are based on the calculus of Lie derivatives and commutator bounds. In our situation, however, the commutators between the linear and nonlinear parts are not the only source of error, because the forcing term is coupled to the space derivatives and to the nonlinear part in a rather complicated way. For this reason, we prefer to use more standard arguments instead of the notationally rather involved Lie derivatives. In the next section, the Lugiato-Lefever equation and the splitting methods for its approximation are introduced. Moreover, we formulate the error bounds for the global error (Theorem 1) along with the results required for its proof (bounds of the local error in L 2 (T) and H 1 (T) and stability of the scheme). All following sections are devoted to the proofs of these assertions. In section 3, we prove stability of the numerical scheme, and we compile a number of auxiliary results which are often used throughout the paper; their proofs are rather straightforward and therefore shifted to the appendix. The bounds of the local errors are shown in sections 4 and 5, respectively. The proof of the main result follows in section 6.
2 Strang splitting for the Lugiato-Lefever equation
The Lugiato-Lefever equation
The cubic semilinear Schrödinger equation
on the one-dimensional torus T = R/2πZ is known as the Lugiato-Lefever equation in physics and electronic engineering. The terms −u(t, x) and g(t, x) model damping and external forcing, respectively, and do not appear in the "classical" NLS. Only the one-dimensional torus is considered, because this is the relevant setting for modeling frequency comb generation; cf. [CY10, HHR + 12]. We remark, however, that our results can be extended the d-dimensional torus T d for d ∈ {2, 3} with ∂ 2 x replaced by the Laplacian. The evolution eqution (1) is considered on L 2 (T), i.e. on the Hilbert space of square integrable functions with the inner product
is a Hilbert space with norm
In particular, we identify
Assumption 1. We assume that the forcing term g has the regularity
and that (1) has a unique strong solution
Throughout the paper, we denote by C > 0 and C(·) > 0 universal constants, possibly taking different values at various appearances, where the constant C(·) depends only on the values specified in the brackets. Moreover, we employ the abbreviations
Semigroup operators and φ-functions
The operator −i∂ 
generates a strongly continuous semigroup of contractions e tA with
Inequality (4) will be used frequently throughout the paper without further notice.
For the construction and analysis of the splitting method for (1), the operatorvalued functions φ j (tA) defined by
are used; cf. [HO10] . For every j ∈ N 0 and t ≥ 0,
is a bounded operator, and
For every v ∈ L 2 (T) and t > 0, the recurrence relation
follows from (5) via integration by parts. This recursion yields the Taylor expansions
for m ∈ N and v ∈ D(A m ). Next, we define the nonlinear mapping
If w ∈ H 1 (T), then B(w) generates a unitary group (e tB(w) ) t∈R on L 2 (T), and similar to (8) we define for j ∈ N
Equation (7) still holds if A is replaced by tB(w).
Henceforth, we will usually omit the spatial variable and write u(t) instead of u(t, x), and g(t) instead of g(t, x), etc. In this notation, the NLS (1) reads
Strang splitting
Strang splitting methods for (1) are based on the observation that solving each of the two sub-problems
and
is much easier than solving (1). Let t n+1 = t n τ with step-size τ > 0. Applying the variation-of-constants formula to (10) yields
After s → g(t n + s) has been approximated by the linear interpolation
the integral can be computed analytically via integration by parts, and we obtain the exponential trapezoidal rule
which yields approximations v n ≈ v(t n ); cf. [HO10] . The sub-problem (11) can even be solved exactly: Since
it follows that |w(t)| = |w(0)| is invariant, and hence the solution of (11) is given explicitly by
cf. [Fao12] . The solution of the full problem (9) can be approximated with the Strang splitting
The approximation which is obtained after n ∈ N 0 steps of the Strang splitting (13) with step-size τ and initial data u 0 will be denoted by Φ n τ (u 0 ). Every time-step of the Strang splitting consists of three sub-steps. First, (11) is solved over an interval of length τ /2, which yields an updateũ n = e τ B(un)/2 u n . Then, one step of the exponential trapezoidal rule (12) with step-size τ is carried out, which turnsũ n into u * n . Finally, (11) is propagated once again over an interval of length τ /2 with starting value u * n . For A = i∆ and g(t) ≡ 0, (13) reduces to the method considered in [Lub08] for solving the NLS in absence of damping and forcing. For the discretization of space the spectral collocation method can be used, i.e. the solution u(t, x) is approximated by a trigonometric polynomial which satisfies (1a) in m ∈ N equidistant collocation points x k = 2πk/m; see [Fao12] for details. If v is such a trigonometric polynomial, then e τ A v can be easily computed by means of the fast Fourier transform. Terms like e τ B(v)/2 v are approximated with a trigonometric polynomial which interpolates the values e iτ |v(x k )| 2 /2 v(x k ) in the collocation points. Hence, all terms in (13) can be evaluated quickly at low computational costs. In this paper, however, only the semidiscretization in time with the Strang splitting (13) and without any approximation in space will be analyzed.
Error analysis: Main results
Our main result states that the Strang splitting converges with order 1 in H 1 (T) and with order 2 in L 2 (T) on bounded time-intervals. Theorem 1. Under assumption 1 there is a τ 0 > 0 depending on m 3 u and T such that for all τ ≤ τ 0 the global error of the splitting scheme (13) is bounded by
for all n ∈ N with n ≤ T /τ .
Proof: See section 6.
Our proof of Theorem 1 follows the line of arguments in [Lub08] and consists of several steps which are formulated as self-contained results, and which will be proved in later sections. One of these steps is the following error bound for the local error of (13).
and if g(t) has the regularity (2), then the error after one step of the splitting scheme (13) is bounded by
Proof: See section 5.
For proving an error bound for the global error of (13), Theorem 2 must be combined with the following stability result.
Proof: See section 3.
For the error bound (15) in Theorem 1, stability in L 2 (T) is required. In order to apply (16) with k = 0, however, the numerical solution must be bounded in H 1 (T), not only in L 2 (T). To ensure that the numerical solution stays bounded in H 1 (T), we first show first-order convergence in H 1 (T) for the splitting scheme (13). For this purpose, the following error bound in H 1 (T) for the local error is required.
Theorem 4 (Local error in H 1 (T)). If u 0 ∈ H 3 (T) and if g(t) has the regularity (2), then the error after one step of the splitting scheme (13) is bounded by
Proof: See section 4.
Auxiliary results
For every k ∈ N 0 we define
With (17), we obtain for v ∈ H k * (T) and w ∈ H k (T) the bound
By the standard relation
and for v ∈ H k * (T) and w ∈ H k (T) it follows from (18) that
Now we state three lemmas which will be used frequently throughout the paper. The first lemma asserts a stability result for the mapping v → e tB(v) v.
Proof: See Appendix A.1.
Note that for stability in L 2 (T) (i.e. k = 0, k * = 1) boundedness of v and w in H 1 (T) has to be assumed.
The second lemma shows that regularity in time of a solution of (9) can be traded for regularity in space.
Lemma 2. If u(t) ∈ H 4 (T) is a solution of (9), then
The third lemma concerns a technical estimate of the quantity u * in our integration scheme (13).
Lemma 3. For a given v let
.
After these preparations we are ready to prove stability of the Strang splitting scheme. In order to simplify notation (in particular in sections 4 and 5), we define
Proof of Theorem 3. Let v, w ∈ H 1 (T) with v H 1 (T) ≤ M and w H 1 (T) ≤ M . As in (13), we define
According to Lemma 3, there exists a constant
Applying Lemma 1 twice and setting c = C(M * ) 2 /2 results in the estimate
This proves the desired bound.
4 Local error in H 1 (T): Proof of Theorem 4
Step 1
Using the variation of constant formula we get
for the exact solution of (9) after one time step. Using the formula a second time for u(s) leads to
with
Using (4) and (20) it can be shown that
The first step u 1 = Φ τ (u 0 ) of the numerical scheme reads
with B 1/2 (·) defined in (21) and
Substituting the expansion
(see section 2.2) yields the representation
where
With (20), Lemma 1 and Lemma 3 we obtain the estimate
Step 2
Comparing the exact solution (22) with the numerical solution (27) yields
and according to (25) and (30) we know that
Our goal is now to bound the terms I 1 − T 1 H 1 (T) and I 2 − T 2 H 1 (T) . With the abbreviations
the first term can be represented as I 1 − T 1 = Q 1 + R 1 , with
being the local quadrature error of the trapezoidal rule, and with a remainder term
The order of the trapezoidal rule is two, and hence its local error scales like O τ 3 if the integrand is smooth enough. For the proof of Theorem 4, however, the bound
is sufficient. With Lemma 4 in appendix B the remainder term R 1 can be bounded by
The difference
is the local error of the exponential trapezoidal rule and can thus be bounded by
Step 3
To complete the proof of Theorem 4, we establish that
are bounded. Straightforward calculation yields the derivative
For every fixed s ∈ [0, T ] the inequalities (19) and (20) yield
with u = u(s). Moreover, it follows from (18) that
Combining (35), (36) and applying Lemma 2 to estimate ∂ s u(s) yields
Finally, applying Lemma 2 and Lemma 3 to the term
which completes the proof of Theorem 4.
Proof of Theorem 2
To show that the third-order local L 2 (T) error, we mimic the proof for the second-order H 1 (T) error. However, we have to expand the analytical solution and the numerical scheme to a higher order.
We expand the exact solution further by using the variation of constant formula for u(σ) in (22). We obtain u(τ ) = e τ A u 0 + I 1 + I 2 + I 3 + I 4 +R 1 with I 1 , I 2 defined in (23), (24), and
According to (20), we have
into the splitting method (26) yields
with T 1 , T 2 from (28), (29) and
With (20) and Lemma 1 we obtain the estimate
Step 2 Now, comparing the exact solution with the numerical solution leads to
According to (37) and (38) we get
As before, we split the terms of the numerical solution into a suitable quadrature formula and a remainder term. In addition to h 1 (s) defined in (31) and H(τ ) defined in (32), we employ the abbreviations
As before we use the decomposition I 1 − T 1 = Q 1 + R 1 with a quadrature error Q 1 defined in (33) and a rest term R 1 defined in (34). Since we want to show third-order of the local L 2 (T) error, we write the error in second-order Peano form. Thus, we get
see . With Lemma 4 in appendix B we obtain the estimate
is the local error of the exponential trapezoidal rule. Thus, we acquire
For the third error term we use the partition I 3 − T 3 = Q 3 + R 2 with
We identify Q 3 as the error of a cubature formula which integrates constant functions exactly. Therefore, we obtain the approximation
where is the triangle 0 ≤ s ≤ τ , 0 ≤ σ ≤ s, see . Again with Appendix B, we obtain the estimate
For the fourth term we get
Since Q * (s) is the local error of the exponential Euler rule, we acquire
see [HO10] . Thus, with (20) this results in the estimate
Using integration by parts yields the relation
Hence, we obtain
Exploiting the regularity of g, we obtain the estimate
Therefore, we acquire with (20), Lemma 3 and the boundedness of the functions φ j
) .
Appendix B yields
Finally, we have the estimate
To complete the proof of Theorem 2, we establish that (a) sup
sup
are bounded.
(a) We consider the second-order partial derivative
For fixed s ∈ [0, T ], let u(s) = u. By (19) and (20), we obtain
In addition, applying (19) yields
Moreover, we obtain with (20)
Combining these estimates and applying Lemma 2 to approximate ∂ s u and ∂ 2 s u results in the estimate
(b) We consider the partial derivatives
For fixed s, σ ∈ [0, T ], let u(s) = u and u(σ) = u. By (19) and (20), we obtain the estimates
Applying (20) yields
Combining these estimates and applying Lemma 2 to approximate ∂ s u results in the estimates
(c) We consider the partial derivative (20) and due to the boundedness of the functions φ j , we obtain
Moreover, we have the estimate
Employing the recursion formula (45) and applying (19) and (20), leads to
Combining these estimates and applying Lemma 2 to approximate ∂ s u results in the estimate
(d) Applying Lemma 2 and Lemma 3 to
, which states the final bound.
Proof of Theorem 1
In order to prove the global error estimates in Theorem 1 we extend the local error bounds from Theorems 4 and 2 by the classical construction known as Lady Windermere's fan [HNW08] with the aid of the stability result in Theorem 3. Because the stability is H 1 (T)-conditional it is crucial to ensure that the numerical solution Φ n τ (u 0 ) stays bounded in H 1 (T) for all n ∈ N with τ n ≤ T . This boundedness can be established by induction only if the time step-size τ is sufficiently small. Hence, we have to accept a time-step restriction τ ≤ τ 0 , where τ 0 depends on m 3 u and T ; cf. [Gau11] .
With (18), we obtain for t ≥ 0
Recalling (40), it follows that
Using the fundamental theorem of calculus again and inserting (41), we get the estimate
another application of Gronwall's lemma renders the final result
with C = 3C.
A.2 Proof Lemma 2
With (19) and (20) we obtain the estimate
and hence (9) yields
and hence the assertion follows from Lemma 1.
(ii) Let k ∈ {0, 1} and suppose that v ∈ H k+2 (T) with v H k+2 (T) ≤ M . The recursion formula (46) yields
Using the boundedness of the operators φ j (τ A), we obtain the estimate 
