We have read with much interest the recent review on total laboratory automation (TLA) from Lippi and Da Rin particularly because they correctly recognized how this can streamline the extra-analytical processes [1] . Although the authors did not deal with the issue, their enumeration of the achievements gained so far by this technology lead us to reflect on which role the informatics actually plays in supporting the TLA, as it both governs and determines the automation capabilities [2, 3] . Because the current information technology (IT) architecture shares the same "data-driven" framework which originated the unfortunate experience in laboratory medicine of the Expert Systems (ES), we think that we should care about the true potential of IT in laboratory automation, and most of all how this could be fully developed today.
To the Editor,
We have read with much interest the recent review on total laboratory automation (TLA) from Lippi and Da Rin particularly because they correctly recognized how this can streamline the extra-analytical processes [1] . Although the authors did not deal with the issue, their enumeration of the achievements gained so far by this technology lead us to reflect on which role the informatics actually plays in supporting the TLA, as it both governs and determines the automation capabilities [2, 3] . Because the current information technology (IT) architecture shares the same "data-driven" framework which originated the unfortunate experience in laboratory medicine of the Expert Systems (ES), we think that we should care about the true potential of IT in laboratory automation, and most of all how this could be fully developed today.
Foremost, it is necessary to acknowledge that the major limitation of the current TLA model, that is actually unrecognized in any work dealing with the topic, lies in the hybrid exploitation of the concept of "total automation" itself. In fact, regardless of size and internal organization, the TLA is conceived to carry out on a larger scale the standard work of an integrated multi-purpose autoanalyzer. For instance, it can do several things like checking-in, sorting, centrifuging, aliquoting, routing, storing, adding-on, re-and reflex-testing as well as reviewing and verifying results autonomously for whatever sample at the rate of hundreds per hour. Notwithstanding, exactly like an ES, it can do nothing more than following lists of rules devised by humans to manage what has been already planned and previsioned. For instance, unlike any average laboratorian, it cannot autonomously adapt the flow of operations it carries out in order to minimize delays and recover from downtimes. Thus, the TLA looks like a leviathan with an elementary behavior, able to tackle the high-throughput and thus is bound to grow bigger, maybe faster, but is "evolutionarily" costly.
Conversely, from an operative standpoint, the TLA is a valuable framework in the modern laboratory as it embodies the very mechanistic nature of the total testing process (TTP). Hence, it can be a resource regardless of the size of the scenario, but to achieve this it must functionally evolve toward something flexible and adaptable, more efficient and able to allow sparing of resources. As automation and electronics have already achieved the most significant improvements in automation, the only possible way seems to be to enhance their use through IT capabilities by adopting the so-called artificial intelligence (AI). Indeed, the AI paradigm seems destined to dominate the future of technology worldwide, to the point that financial analysts have forecast for its global market a growth of up to 190 billion dollars by 2025, of which nearly 36 billion dollars will be for the healthcare industry alone [4, 5] . To envision how laboratory automation could evolve under the effect of AI implementation, we can take a look at the manufacturing industry, where all this is already happening [6] . The picture shows the so-called fourth industrial revolution or "Industry 4.0", which many consider as the biggest leap forward since the advent of electronics and microprocessors gave way to "Industry 3.0" in 1969. There are at least two reasons why Industry 4.0 would be a suitable model for the next revolution of laboratory automation: first, TLA was openly modeled by Sasaki on the manufacturing assembly line, and second the manufacturing has anticipated several of the advancements that later on were successfully introduced in laboratory medicine (e.g. robotization, automation, control charts, six-sigma).
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The essence of "4.0" is in conjugating artificial sensing with intelligent networking in the so-called "cyberphysical system" (CPS), where devices can individually "feel" the operative environment and interact in order to show an adaptive behavior collectively [7] . Of course, animating such a complexity requires structured forms of data handling rather than plain algorithms, which are defined "intelligent" as they are able to seek and develop their own rules instead of simply following pre-established ones [6] . Therefore, Industry 4.0 is the paradigm shift where the optimal trade-off between quality and costs is sought by allowing machines to autonomously handle the processes they are running.
In a glimpse of this possible future, Place and colleagues in 1995, outlined the application of an ES framework for autoanalyzers to allow them self-manage "smartly" bot analytical and non-analytical tasks, like quality control and operational diagnostics, respectively [8] . In 2016, shifting away from the data-driven framework, we described a way through which the implementation of a type of AI, namely an artificial neural network (ANN), could enhance the sample processing by TLA with no hardware upgrade [9] . As the ANN was devised for recognizing schemes and structures in noisy and incomplete data (i.e. pattern recognition), we found it suitable for providing the TLA with the ability to predict which sample could require a dilution before being assayed, simply by reading some information from the laboratory nformation system (LIS). Our elementary model of smart automation both reduced the turnaround time and allowed to spare resources, demonstrating superiority against a simple algorithm in the management of an automated extra-analytical process [10] . Although much more powerful techniques, like machine learning (ML) exploiting big data (BD), are necessary to wholly turn the TTP from being data-driven/task-oriented into being information-driven/ process-oriented (Figure 1 ), our embryonic model allowed us to show clearly how the AI-endowed TLA could "think" about a problem.
In conclusion, the review of Lippi and Da Rin makes us aware of living in the "3.0" era of laboratory automation (Table 1 ) [3] . Surely, looking back, this is a notable stage because it has allowed us to overcome the close dependence on human operators of laboratory processes, but it In the data-driven model (above), every device (real or virtual) that executes a task within the process has a flow of data in and out with the controller individually; in the information driven model (below), each device pours its data into a single flow of information to the controller, which in turn sends back a single flow of information to all the devices according to the various needs. Thus, the first model manages the process by acting task-wise and therefore it is task-oriented, whereas the second model manages process as a whole of tasks and therefore is process-oriented.
is also limiting if we look at how IT is developing towards tomorrow's technology. In this regard, we believe that AI is the biggest challenge and the best opportunity we can seize to eliminate the disadvantages and expand the benefits that are typically listed for the TLA in any review paper. If we are able to do that, "Automation 4.0" that can optimize the schemes to avoid bottlenecks, plan self-maintenance to prevent downtime, query the LIS to adapt the management of the samples and manage the quality to keep patient safety high will only be a matter of "when", not "if".
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