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iAbstract
A promising approach to low-cost photovoltaic devices is to fabricate thin film
solar cells using solution-processable nanocrystal inks. This is applicable to the
material class of kesterites having favourable opto-electronic properties and the
potential for high efficiencies. This study looks at the chalcogenide compound
Cu2ZnSnS4 (CZTS) in particular which consists of earth-abundant elements and
therefore provides means for truly sustainable energy generation. Re-dispersed in
an organic solvent, the nanoparticles can easily be deposited in thin films on top of
glass substrates. Subsequent annealing is used to promote grain growth for a dense,
polycrystalline absorber layer. The resulting films (or as-synthesised particles) are
analysed with respect to their crystal structure, phase purity, morphology, chemical
composition, and opto-electronic properties. Combining a variety of methods helps
to disentangle the complex material characteristics of the quaternary compound.
The reproducibility of CZTS nanocrystal synthesis by the hot-injection method
is briefly discussed. The focus of this thesis is on the influence of the annealing
temperature held at a constant value in a range between 400 ◦C and 600 ◦C for 1 h
on the film development. This is supplemented by an investigation of the influence
of different annealing times between 0.5 h and 3.0 h at a moderate temperature
of 500 ◦C and by an exemplary analysis of cross-sections through samples of a
CZTS absorber on a molybdenum rear contact layer. The experiments suggest
that temperatures around 600 ◦C are preferable in order to enhance the quality of
the crystal structure and to obtain large-grained films which is seen as a major
area of improvement in this field of research. Increasing the annealing time, in
contrast, does induce hardly any changes in the material and is therefore less
effective in achieving high-quality absorber layers. The final state of the films is
reached after only about 1 h of annealing.
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11. Introduction
One of the key challenges for us today is to satisfy an increasing energy demand
while fighting against global warming at the same time. The global electricity
consumption has been growing with a rate of 3.3% on average since 1974 and
is at a level of 25 082 TWh at present times, as recorded in 2016 [1]. Climate
change simultaneously became an integral part of the public dialogue and renewable
energies are therefore rather unsurprisingly regarded as a universal remedy. Among
the other options, photovoltaic devices have an extraordinary potential, as the
amount of solar radiation reaching Earth per hour could principally cover the
worldwide energy consumption of about a year [2]. In order to make the most
of these capabilities, however, much work still needs to be done. Globally, only
218TWh electricity were produced by photovoltaics in 2016, but the average
annual growth rate of 43.3% since 1990 is higher than for any other source of
green electricity [3]. Solar power is hence capable of producing electricity on
a terawatt scale and promises a great development towards the provision of a
substantial part of the required energy in an environment-friendly manner.
A number of factors have to be considered in order to determine the optimal
approach to solar energy conversion. First of all, the elemental constituents
should be Earth-abundant to assure sustainability and long-term cost efficiency
[4]. Non-toxic materials are, as a matter of course, preferable to health-damaging
and environmentally harmful substances. Furthermore, the material should have
suitable opto-electronic properties such as a band gap in the optimal energy range
and a direct one at best [5–7]. This is related to a high optical absorption, so
that thin films of only a few microns are sufficient to serve as absorber layer in a
solar cell, lowering the amount of material needed as well as limiting the costs. In
contrast, devices made from the indirect band gap material silicon would require
up to hundreds of microns of thickness [5]. Thin films also have the advantage of
better defect tolerance which relieves the pressure on the required purity of the
materials and allows for a simple thermal treatment [6]. Energy consumption and
other cost-driving aspects also have to be taken into consideration when choosing
the processing technique [8]. Last but not least, the resulting device efficiency
is an important aspect as well since it will enter all economic comparisons as
universal factor [4]. From all this it is easy to see that only a combination of
a high-performance material and an easy fabrication process can both satisfy
ecological aspects and meet the market challenges.
2 1. Introduction
The first practical photovoltaic device was presented in 1954 [9]. However, even
six decades later, further technological progress regarding efficiency and costs is
still essential to allow for a breakthrough of photovoltaic power generation and
the ultimate energy turnaround towards renewables [10]. Traditional photovoltaic
devices such as silicon-based solar cells have several drawbacks such as relatively
high costs and energy requirements of the fabrication process [8]. However,
also more advanced ones including commercial thin film technologies based on
cadmium telluride (CdTe) and copper indium sulphide (CuInS2/CIS) do not
meet all above-mentioned requirements of a truly future-proof technology [8, 11].
This also applies to related compounds such as the gallium-doped CIGS and the
corresponding selenide variant CIGSe. Admittedly, devices made of these materials
have reasonable efficiencies – the best-reported single-junction cells (until May
2018) achieved (21.0± 0.4)% for CdTe and (22.9± 0.5)% for CIGS respectively
[12] – but these alloys contain relatively rare elements, namely tellurium, indium,
and selenium. Additionally, tellurium, indium, and gallium are quite expensive
and cadmium as well as selenium are toxic [11]. As a consequence, not only ways
of optimising existing approaches are being explored but also alternative materials
and technologies for solar cells are an active field of research [10].
Proceeding from the CIS family as one of the current mainstream solar cell material
groups, another chalcogenide compound with improved characteristics can be
derived by isoelectronic substitution of the scarce element indium with the far more
abundant elements zinc and tin [7, 13, 14]. The resulting quaternary compound
is the kesterite-structured copper zinc tin sulphide (CZTS) with the chemical
formula Cu2ZnSnS4. It preserves favourable characteristics of its predecessor
material such as high absorption and stability [15], but it does not have any
of the other issues discussed before. Related materials are Cu2ZnSn(Sx,Se1-x)4
(CZTSSe) and Cu2ZnSnSe4 (CZTSe) have shown some beneficial traits, but it is
important to notice that they contain the toxic element selenium [16]. This study
consequently focusses on the pure sulphide compound. Based on the advantages
mentioned above, it is evident that CZTS is a promising candidate as a material
for future photovoltaics, composed of Earth-abundant, non-toxic elements and
offering favourable opto-electronic properties [5].
Katagiri et al. [17] were the first to build a CZTS-based solar cell, reaching a
power conversion efficiency of 0.66% by a vacuum deposition approach in 1997
[7]. By now, Wang et al. [18] managed to produce a CZTSSe-based device by
a hydrazine pure-solution approach with an efficiency of 12.6% on a laboratory
3scale. However, this is still far away from the theoretical limit and a lot of
potential remains. – According to the detailed balance limit originally introduced
by Shockley and Queisser [19], the maximum efficiency for selenised CZTS is
about 31% [7]. The first commercially available sulphide-based solar cells were the
CIS thin film modules sold by the company Sulfurcell (later Soltecture) from 2005
onwards [5, 20]. This demonstrates that the route chosen is generally promising.
Until CZTS devices will have become economically competitive as well, their
efficiency still needs to be improved significantly but there is also plenty of room
for development and the corresponding need for further studies [7, 21].
As mentioned earlier, the focus of investigations will not only have to be on the
material itself but also on the fabrication process. To this end, CZTS offers different
options including convenient and profitable solution-based processing techniques
[8]. It is often argued that vacuum deposition results in better performance;
however, it has been pointed out that a predominant part of the champion cells
was fabricated via solution processing since 2009 [7]. Among the benefits are the
low costs and a high throughput; even a fully printable solar cell is conceivable [8].
One approach, which is also applicable to some other semiconductor materials [6],
is using a dispersion or ‘ink’ of nanoparticles to deposit the absorber layer. It is
advantageous that this way, the chemical composition and the crystal structure of
the absorber can be controlled prior to film deposition, reducing the proportion
of secondary phases and the number of defects in the final films [21]. Also, this
method potentially allows for lower processing temperatures and hence for better
energy efficiency [6, 21]. Altogether, considering the fundamental characteristics
of the material as well as its fabrication, CZTS thin film solar cells made of
nanocrystal inks have good prospects for becoming economically competitive
compared against more progressed technologies as they are sustainable, low-cost,
and show promise of reaching high efficiencies [21].
The nanocrystal approach for the absorber layer formation of photovoltaic devices
is encouraging indeed but nevertheless, it is still in its development process.
Advances in nanocrystal synthesis for a higher level of control, e.g. regarding
the level of being monodispersed, could make uniform film deposition easier
[15], but many of the current issues also concern subsequent film treatment by
annealing. Due to the fact that the quaternary alloy is relatively complex and
that the constituent elements have significantly different vapour pressures, several
dependencies between the material properties and processing parameters are
observed [21]. In this study, a sulphurisation approach is addressed, which means
4 1. Introduction
annealing in a sulphur-rich atmosphere. The resulting films often suffer from
insufficient uniformity in regard of composition, phase, and structure. Ensuing
key challenges for the devices as a whole are a loss in open circuit voltage and
in short circuit current, a relatively high series resistance, and a low fill factor.
Optimising the heat-treatment could provide a remedy [7, 21].
During the annealing process, the nanocrystal film undergoes several changes.
Recrystallisation of the material helps to reduce point defects as the temperature
rises. Additionally, the particles start to grow so that their surface-to-volume
ratio decreases and voids in the absorber layer start to disappear. The final film is
ideally composed of densely packed, large grains with a minimal grain boundary
area to limit carrier scattering and recombination losses for an improved device
efficiency [21]. However, depending on the annealing conditions, secondary phases
can appear and layer formation is observed [5]. Specifically, large CZTS grains
often grow on top of the film surface, also referred to as abnormal grains. Beneath,
there is a fine-grained or even nanocrystalline ‘floor layer’ which undergoes a
uniform, but very modest size development [22]. Not only layers of grains with
different sizes are observed but also with differing carbon content [5]. The effects of
these carbon residues from the organic solvents used for particle synthesis and ink
fabrication have been controversially discussed and are not yet fully understood.
Another commonly observed phenomenon is the formation of a MoS2 interlayer
between the CZTS absorber and the molybdenum rear contact layer on the
substrate [7]. All of these observations make clear that further understanding of
the growth mechanisms and the effects of these features on the device performance
is necessary in order to optimise the fabrication process.
In this study, the focus is on the effect of different annealing parameters on the
film properties, specifically regarding the temperature and the duration of this
processing step. The nanocrystals used to fabricate the inks are synthesised
by a solution-based hot-injection method, according to the process described
by Guo et al. [23, 24]. Thin film deposition from the resulting nanocrystal
inks is mainly done by spin coating on top of glass substrates and annealing is
performed in a sulphur-rich atmosphere. The as-synthesised nanoparticles, the as-
deposited, and the annealed films are analysed with respect to their opto-electronic
properties, crystal structure, phase purity, composition, and morphology. For
this purpose, a combination of various measurement techniques is used. These
are X-ray diffraction (XRD), Raman spectroscopy, scanning electron microscopy
(SEM) with energy dispersive X-ray analysis (EDX), inductively coupled plasma
5mass spectroscopy (ICP-MS), UV-visible absorption spectroscopy (UV-vis), and
photoluminescence spectroscopy (PL). This way, various changes in the material
characteristics can be monitored.
In order to place this work into an appropriate context, Chapter 2 summarises
the most important properties of the material CZTS, supplemented by Chapter 3,
where the material’s application in nanocrystal-based thin films for photovoltaic
devices is discussed. The latter also includes a literature review in Section 3.3,
highlighting some open questions and challenges relevant to this thesis. Details
about the experimental methods used for the sample preparation as well as some
background information are provided in Chapter 4. Subsequently, in Chapter 5,
an overview of the measurement techniques used is given. The discussion of the
experimental results in Chapter 6 is divided into five parts, each of which contains
a conclusion of the respective findings. Section 6.1 compares the characteristics of
nanoparticles from different synthesis batches in order to analyse the procedure’s
reproducibility. The main results are discussed in Sections 6.2 and 6.3 which
deal with varying annealing temperatures and times of the annealing process
respectively. Subsequently, a cross-sectional analysis in Section 6.4 compares the
previous results with exemplary samples of CZTS on a molybdenum rear contact
layer, mimicking a part of the device structure of a solar cell. Section 6.5 finally
elaborates on sources of error within the experiments presented beforehand. A
brief summary and an outlook are given in Chapter 7. Supplemental tables and
figures are provided in the appendix.
62. Copper Zinc Tin Sulphide – CZTS
The material of interest, Cu2ZnSnS4 (CZTS), is a quaternary compound and
hence relatively complex in its structure and its properties. This chapter intends
to give a brief overview of these in order to provide background information for
the research described in this thesis. Many of the material characteristics are
interrelated which will be pointed out in the following.
2.1. Crystal Lattice
2.1.1. Kesterite and Stannite Structure
CZTS belongs to the adamantine compound family for which Pamplin [25] de-
veloped some empirical rules. Crystallographically, ‘Adamantines’ are derived
from the diamond-type and the lonsdaleite-type structure, both of which are
modifications of carbon having tetrahedral bonding to the four closest neighbours
[5]. Elemental constituents common in this family such as Cu and Zn energetically
favour tetrahedral coordination and tend to form sp3 bonding [5]. They can not
only occur in binary and ternary but also in quaternary materials. The latter
include AI2BIICIVXVI4 compounds adopting kesterite- and stannite-type structure
(both tetragonal crystal system, parent structure diamond) or wurtz-kesterite-
and wurtz-stannite-type structure (monoclinic and orthorhombic superstructures
of wurtzite respectively, parent structure lonsdaleite) [5]. CZTS in particular can
occur in eskebornite, primitive mixed CuAu-like (PMCA), and sphalerite structure
under certain conditions as well [26]; however, kesterite, stannite, and wurtzite
are the most common forms. The latter is less stable in the bulk than in nano-
structured material [15]. The names of the different structure types mentioned go
back to naturally occurring minerals [26].
In terms of application in photovoltaics, kesterite is most favourable due to
the optimum value of the band gap energy [21, 26]. Fortunately, first-principle
calculations using the density functional formalism show that CZTS is most stable
in the kesterite structure since it has a formation enthalpy of ∆H = −361.9 kJ/mol
being slightly smaller than that of the stannite variant and significantly smaller
than that of the wurtzite variant [27]. This is why the wurtzite variant is not
considered in detail here. However, it is interesting to note that CZTS thin films
made of wurtzite-structured nanoparticles can adopt kesterite structure upon
annealing [28]. The different structures are distinct from one another by the cation
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Fig. 2.1: Kesterite, stannite, half-disordered kesterite, and fully disordered kesterite
crystal structure of CZTS. The Wyckoff positions in kesterite are 2a (0, 0, 0),
2b (1/2, 1/2, 0), 2c (0, 1/2, 1/4), and 2d (0, 1/2, 3/4). Adapted from [26].
positions (kesterite vs. stannite) and by the anion positions (kesterite/stannite
vs. wurtzite) [15]. Concerning the two most relevant structures, cation layers
of CuSn and CuZn alternate in the kesterite CZTS variant, whereas ZnSn and
Cu2 layers are stacked in the stannite variant. Sn is found at the same positions
in both cases [5]. The S anions are located on the same lattice sites as well but
only in the stannite structure they lie on a mirror plane. The two structure types
therefore have different space groups: Kesterite belongs to I 4¯ and stannite to
I 4¯2m [5]. The lattice parameters of CZTS in the tetragonal crystal system are
a = 5.427Å and c = 10.871Å so that the c/a ratio is close to two [5, 29].
The most important structure types of CZTS absorbers are shown in Figure 2.1,
namely kesterite and stannite as well as two variations of disordered kesterite.
The latter refers to ill-defined lattice occupancy by randomly mixed Cu and Zn
cations amongst their respective positions in the crystal structure. This can occur
at various degrees. High levels of disorder are assumed to be present in most
samples of CZTS used for experimental studies reported in the literature [30].
Among others, cation disorder or Cu-Zn disorder influences the phase transition
mechanism and is related to the chemical composition, including its variation on a
nanoscale, as well as to the presence of defects and defect complexes [11, 16, 31].
2.1.2. Point Defects
Antisites, vacancies, and interstitials are point defects all of which can occur
in CZTS but not with the same probabilities. This is strongly dependent on
the chemical composition which determines the chemical potential and thereby
the formation energies of the different defects [26]. As discussed further below,
off-stoichiometric Cu-poor/Zn-rich CZTS was found to be beneficial to device
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performance – even though this is commonly supposed to increase the probability
of defects and secondary phase formation [5] where either of these is not usually
desired. This is because defects can result in trap-assisted recombination, an
important loss mechanism in photovoltaic devices [32]. The role of secondary
phases is discussed in a subsequent section. For understanding why higher device
efficiencies can be reached despite defect formation, it is relevant that two defects
of opposite charge may form a defect complex if they are located close to each
other. As compared to the isolated defects, lattice strain is relieved and the energy
level is lowered since the charges compensate each other. This way passivated, the
defects have a less detrimental effect on material performance since recombination
is reduced [26, 33].
In stoichiometric CZTS, the dominant intrinsic defect is the CuZn antisite (as the
most stable defect in the entire stability range of CZTS [34]) and the most prevalent
self-compensated donor-acceptor defect complex is [CuZn- + ZnCu+] 0 as concluded
from thermodynamic considerations [35]. The latter combination of defects is
related to the most common type of disorder which in turn is seen as a decisive
factor for device performance [26, 36, 37]. Under Cu-poor/Zn-rich conditions, the
copper vacancy VCu is becoming more common whereas CuZn is being suppressed.
Nevertheless, related defect pairs are still prevalent, including those involving the
antisite ZnCu particularly easily formed under these conditions, too [5, 33, 35].
In addition, SnZn antisites are also suppressed which is beneficial since it is a
deep-level donor defect that could act as recombination centre otherwise [7]. VCu,
in contrast, is not very detrimental in terms of device performance since it has
the shallowest defect level of all acceptors [26]. Under converse Cu-rich/Zn-poor
conditions, CuZn is dominant to VCu which reduces photovoltaic efficiency since
the former is a deep acceptor level [35]. In addition, the formation of the CuSn
antisite is promoted which is considered harmful and is a probable reason for
dissatisfying device performance in this region of the phase diagram [26]. This
is due to potential Fermi-level pinning of this acceptor having a relatively large
binding energy [7].
The considerations presented support the choice of a Cu-poor/Zn-rich composition
as the optimum for application in solar cells as discussed further within the next
section. Details on the above-mentioned and other defects in CZTS can, for
instance, be found in the following references [7, 26, 34]. Further effects of point
defects on the material properties are mentioned in the subsequent sections.
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Fig. 2.2: Quasi-ternary phase diagram of CZTS including secondary phases that are
stable in the region in question alongside with CZTS. The dot in the centre
indicates pure stoichiometric Cu2ZnSnS4 which is hardly achievable in sample
preparation due to the narrow stability region. The sulphur amount is con-
sidered to be constant at the desired value. Other elemental concentrations
are given in atomic percent. Illustration from [26].
2.2. Chemical Composition
2.2.1. Phase Diagram and Secondary Phases
The stability region of CZTS is restricted to a relatively narrow range of com-
positions. This can be seen from theoretical considerations of phase equilibria
in the quasi-ternary system Cu2S –ZnS – SnS2 [38]. Even slight deviations from
the stoichiometric composition with atomic ratios of 2 : 1 : 1 : 4 (Cu : Zn : Sn : S)
are expected to lead to defect formation being related to disorder phenomena
as discussed before and to partial decomposition of CZTS into secondary phases
which adopt different crystal structures [39]. The latter is also visible in the XRD
spectra in Figure 5.3 (p. 48) discussed later. Notwithstanding those tendencies,
optimum performance of the resulting solar cells was found for off-stoichiometric
CZTS with a Cu-poor/Zn-rich composition [7, 35, 40], having cation ratios of
Cu/(Zn+Sn)≈ 0.85 and Zn/Sn=1.1− 1.3 at best [41]. Different ways of rep-
resenting the composition (cation ratios, empirical formulas, and amount of the
elements in atomic as well as in weight percent) are compared for stoichiometric
and Cu-poor/Zn-rich CZTS by way of example in Table A.1 (p. 148).
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Secondary phases may be other binary or ternary compounds consisting of Cu, Zn,
Sn, and S, but different from Cu2ZnSnS4, especially various sulphur compounds
such as copper or zinc sulphides. Within an absorber layer, adjacent grains
may have a different phase so that composition measurements will usually only
provide an average value [26]. In general, non-uniformities in phase and secondary
phases are considered detrimental to device performance, for example because
recombination centres can be formed or the open-circuit voltage may be lowered due
to a lower band gap energy of the secondary phase in question [26]. Nevertheless,
some authors considered that the latter effect can sometimes be beneficial as
in the case of Cu2S [42]. Also, secondary phases with a similar structure to
CZTS segregating at grain boundaries, for instance ZnS, can form heterointerfaces
due to small lattice misfits and passivate the grain boundaries by lowering the
recombination rate this way which can improve device efficiency [43].
Figure 2.2 provides a quasi-ternary phase diagram illustrating regions where
specific secondary phases are stable beside CZTS which itself is expected in the
entire compositional range shown. Good summaries of various characteristics of
common secondary phases can for example be found in [26, p. 59] or [39, p. 54] and
some of their most relevant effects are discussed further in subsequent sections.
Under Cu-poor/Zn-rich conditions, ZnS is the most probable secondary phase
to be formed [34]. It has been reported that ZnS can suppress other secondary
phases and also detrimental defects [44]. It is important to note that annealing
can induce significant changes in composition and secondary phases. Thermal
processing itself will be discussed in more detail in Section 3.3.
2.2.2. Sodium Impurities
Aside from secondary phases, annealing may cause introduction of sodium (Na)
impurities to the material by diffusion from the glass substrate into the absorber
as also discussed in Section 3.3.5. This is similarly true for some other elements
contained in soda lime glass such as potassium but their effect is less significant
[26]. Sodium incorporation is generally deemed as beneficial [45–50]. For example,
an improvement of several electronic properties is observed including an increase
of the effective hole concentration and an enhanced hole mobility [46, 47].
Na atoms are incorporated into the crystal lattice by substituting the cations Cu,
Zn, and Sn and thereby forming antisite defects. These are NaCu, NaZn, and NaSn
being an isovalent dopant without specific effects, a shallow acceptor beneficially
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contributing to conductivity, and a deep defect level able to act as a detrimental
hole trap respectively [51]. The substitution of some cations by larger Na atoms
may become apparent in an increasing average unit cell size [47]. Furthermore,
related defect complexes including [NaZn + ZnCu] can form [51]. The impurities
are suspected to accumulate particularly at surfaces and grain boundaries which
are thereby passivated so that less non-radiative recombination occurs at the
interfaces improving material performance [48, 52]. Finally, Na enhances desired
grain growth during annealing [49, 53]. This is possibly related to its prevalence
at grain boundaries.
Above a certain threshold, however, Na has some negative effects such as trapping
of minority carriers being detrimental to device performance [54]. This has to be
seen in relation to modified abundance of the above-mentioned defect types. In
conclusion, there is a tradeoff between improvements of the crystallisation process
and changes in the opto-electronic-properties [50]. The desired Na/(Cu+Zn+Sn)
ratio is reported to be up to 1% for an improved crystallinity, higher electrical
conductivity, and the enhancement of grain growth [55]. Other than sodium
diffusion, external doping with Na has been successfully performed as well [53].
2.3. Opto-electronic Properties
2.3.1. Band Structure
The band gap energy of kesterite CZTS as estimated by theoretical methods is
Eg = 1.56 eV (relatively similar to 1.42 eV for stannite CZTS), being in agreement
with experimental results lying in a range of 1.4 – 1.6 eV for kesterite CZTS
[29]. These values are sufficiently close to the optimum band gap of 1.35 eV for
harnessing the light irradiation of an average solar spectrum [56]. The band
gap energy of CZTS varies with composition and is thereby tuneable [21]. For
example, it decreases steeply with decreasing Sn/Cu ratio which is possibly related
to changes in defect density [57]. In addition, a decreasing level of cation order in
the kesterite structure results in a decrease of the band gap energy as well [58].
Another aspect to be kept in mind concerns secondary phases many of which
have another band gap energy than CZTS and can hence distort the average
value obtained by common methods. Eg values of some relevant compounds are
included in Table 5.2 (p. 72).
As it can be seen from the band structure plot in Figure 2.3, CZTS has a direct
band gap which is preferable for application in photovoltaics. Absorption does
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Fig. 2.3: The band structure of the direct band gap semiconductor CZTS in its kesterite
structure is shown as predicted by density functional theory. The x-axis shows
the symmetry points in k-space. The corresponding energy values are relative
to the valence band maximum. The arrow in the Brillouin zone centre indicates
a direct transition as induced by light absorption. Adapted from [59].
not require the involvement of phonons in this configuration which makes the
material a strong absorber suitable for thin film devices [56]. The dispersion of
the lowest conduction band (CB) and the uppermost valence bands (VB) in CZTS
is relatively flat so that direct gaps at points away from Γ in reciprocal space are
similar to that described before [29]. Further details on the general electronic
structure can, for instance, be found in the following references [29, 59].
It should be mentioned that intrinsic defects can lead to potential fluctuations in
the band structure [60, 61]. The associated band tailing may lead to band gap
decrease [7]. However, band tailing in CZTS is controversially discussed. Some
authors hold the view that electrostatic potential fluctuations rather than band
gap fluctuations are responsible for tail states [62, 63], whereas others assume band
gap fluctuations originating from nanoscale variations in chemical composition
to account for them [64]. The relation of band tails to cation disorder (and the
related defects) is seen critical [64, 65]. Nevertheless, disorder is also interrelated
with nanoscale compositional inhomogeneities [31] so that open questions remain.
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Fig. 2.4: Semilogarithmic plot of the optical absorption spectrum of CZTS showing
the absorption edge at Eg. The continuous lines stand for the calculated
behaviour, whereas experimental data is shown as dots. EU = 0 represents the
ideal case of a sharp absorption edge in the absence of band tailing, where no
absorption is expected below Eg. This is different to the case of present tail
states spread over certain energy ranges as specified by higher values of the
Urbach parameter. Illustration from [66].
2.3.2. Absorption Characteristics
Without going into details of its derivation from the electronic band structure,
the absorption spectrum of the absorption coefficient α versus the photon energy
EPh is now briefly considered. It represents the linear optical response of CZTS
through transitions from the VBs to the lowest CBs upon phonon absorption
[29]. In the form of a semilogarithmic plot, the absorption edge at the band gap
energy can be clearly seen as demonstrated in Figure 2.4. It is apparent that the
absorption edge’s steepness depends on the width of the absorption tail which can
be described by the Urbach parameter EU [66]. In a general sense, tail states in
the band gap result from impurities, not only by forming bands of intermediate
energy levels if they are present at high concentration but also by perturbation of
the VB and CB edges via Coulomb interaction and the deformation potential [67]:
Ionised donors attract conduction band electrons and repulse holes of the valence
band (or the other way round for ionised acceptors) via Coulomb interaction. The
deformation potential originates from the size difference between the original atom
and the impurity atom and the resulting strain of compression or dilation in the
lattice. Aspects of band tailing specific to CZTS were covered above already.
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CZTS is a particularly good absorber in the spectral region of interest with
an absorption coefficient α larger than 104 cm−1 as predicted theoretically and
confirmed experimentally [29]. This fact makes it a suitable material for the
application in solar cells, in the form of thin films in particular. The magnitude of
the band gap, below which no absorption is expected in the absence of tail states,
was discussed above already and it lies in the optimum range for photovoltaics, too.
More detailed information on the optical properties including relevant electronic
transitions can be found elsewhere [29, 59].
2.3.3. Carrier Transport
CZTS is a p-type semiconductor with an inherent acceptor density/carrier concen-
tration of p = 3.2× 1015 cm−3 − 1× 1020 cm−3 at room temperature, a minority
carrier diffusion length of L = 170nm− 519nm, a minority carrier lifetime of
τ = 1.7ns, and a minority carrier mobility of µ = 0.09 cm2/Vs − 57.6 cm2/Vs as
cited in [26]. As discussed in Section 2.1.2, CuZn- antisites (and VCu- under
Cu-poor/Zn-rich conditions) are the dominant acceptor defects in CZTS. These
are assumed to be responsible for the p-type conductivity in both, stoichiometric
and Cu-poor/Zn-rich CZTS [33, 34, 68].
As it will be explained in Section 3.2.1, the operation of a solar cell is crucially
dependent on effective charge separation of free carriers generated by the incident
light. Interestingly, studies indicate that grain boundaries, which are otherwise
often seen as detrimental recombination centres, actually provide a current pathway
and enhance charge separation in their vicinity, leading to an improved collection
of minority carriers (here electrons) [7, 69, 70]: Majority carriers (here holes)
are trapped by defects or impurities at grain boundaries, causing an electric
field to develop and the formation of a depletion region which in turn acts as
an electrostatic potential barrier attractive to electrons and repulsive to holes
[69]. This is related to the observation that in high-efficiency devices, downward
band-bending at grain boundaries dominates, with the opposite behaviour in
low-efficiency devices [70]. Altogether, these effects are suspected to contribute
to the high efficiencies of kesterite-based solar cells [7, 69]. Still, some grain
boundaries may have deep level traps impeding carrier transport so that grain
boundaries remain a controversial topic in the context of polycrystalline kesterite
solar cells [70]. This issue is further addressed in Section 3.3.1 dealing with thermal
annealing and its purpose of grain growth enhancement where other aspects like
electrical contact between individual nanoparticles play a role as well.
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The previous chapter gave a general overview of the material CZTS, the next one
shifts the focus towards its application in photovoltaics. As the compound is used
in the form of nanoparticles in the framework of this project, Section 3.1 covers
some characteristics specific to these small crystals. Section 3.2 introduces the
general idea of building a solar cell as well as the specific case of CZTS-based
devices. A more detailed literature review of current challenges in solar cells made
of CZTS nanocrystal inks is contained in Section 3.3. The chapter concludes with
Section 3.4 briefly defining the aim of this study.
3.1. Nanocrystal Properties
Even though quantum confinement effects only occur for nanocrystals with dia-
meters smaller than 3 nm in case of CZTS [71], small particles will always exhibit
some distinct properties as compared to bulk material. These are addressed in the
following. Quantum properties are not taken into consideration, as the particle
sizes used in this project do not fall into the appropriate range.
3.1.1. Interparticle Heterogeneity
A certain distribution of sizes rather than a single one is usually expected to
be obtained in the synthesis of nanocrystals. The particles may also cover a
more or less narrow range of compositions and could have slight deviations in
crystallinity. Some of these properties are related to each other, there is for
instance a dependency between size and composition [72]. The reason for such
observations could be a S rich particle surface among others [71]. For reproducible
results and uniform films, monodisperse particles are generally more desirable;
however, previous studies indicate that heterogeneities in size or composition
may even have beneficial side effects [72]. It is in any case relevant for the
interpretation of the measurements to keep in mind that distributions rather than
singular values are present in reality. Most methods provide an average value of a
certain characteristic property. This is a potential source for errors in the analysis.
3.1.2. Ligand Capping
Solution-based fabrication methods for nanocrystals mostly involve organic solvents
in which molecular and elemental reactants are dissolved and brought to reaction
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[73]. The capping ligands introduced into the reaction mixture help to control the
growth process and influence size as well as shape of the resulting particles [6, 74].
On the one hand, the so synthesised particles covered with organic ligands or
surfactants on their surface can easily be dispersed in other solvents to obtain a so-
called ‘ink’, basically a colloidal suspension, which in turn can easily be deposited
to thin films by a variety of methods. On the other hand, as discussed in more
detail in Section 3.3.4, the residual carbon originating from these organics may
also hamper charge transport through the films due to the insulating behaviour
of the capping layer on the particles [6, 75]. A graphical representation of a
ligand-capped particle is shown in Figure 3.1.
Fig. 3.1: 2D representation of a
ligand-capped particle.
Adapted from [6].
The specific effects depend on the particular type
of ligands that vary with the synthesis protocol.
Usually, long-chain organic ligands are used for the
stabilisation. For CZTS in particular, the corres-
ponding coordinating solvents are often oleic acid
(OA), tri-n-octylphosphine (TOP), or oleylamine
(OAm) [75]. The procedure followed in this study
involving OAm is described in Section 4.1. In
terms of ligand engineering, there is the possib-
ility of performing a ligand exchange, where the
organic ligands remaining from the synthesis procedure are replaced by shorter
organic ligands or by inorganic ligands [6, 73]. Relatively easy is the replacement
of amines with thiols [74], as it is done is this study as well. Also, annealing can
lead to decomposition of the ligands [73]. The complete removal of the ligands,
however, can potentially introduce surface defects on the particles being detri-
mental to the device performance [6]. Annealing involves similar risks of leaving
behind uncontrolled charges, defects, and an unpassivated surface due to dangling
bonds that might result in carrier traps [73]. The latter is due to the fact that
unpassivated surfaces contain unsatisfied chemical bonds leading to defect levels,
possibly deep in the band gap [74]. Nevertheless, careful annealing treatment
that transforms the nanocrystalline films into densely packed, large-grained bulk
material improves the conductivity and the tunneling rate between the crystallites
[73], as also explained in Section 3.3.1.
Due to the large number of synthesis protocols available, results presented in
academic literature can be difficult to be compared as the approach to sample
preparation and the resulting ligands can heavily affect the properties investigated.
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For instance, some of the issues observed in CZTS nanoparticle thin films con-
cerning undesired layer formation occur in layers based on OAm capped particles,
but do not seem to occur in those based on formamide capped particles [76].
Even though parameters such as the binding energies between the ligands and
the (metal) atoms are not yet fully understood, it is known that, for example,
very strong bonds are very effective in surface passivation, however, they might
impair particle growth. Very weak bonds, in contrast, lead to uncontrolled growth
kinetics and might cause worse solubility of the nanocrystals in the desired solvent
[74]. Both head and tail of a surfactant molecule are essential for a good control
of the interaction between the particle and the surrounding liquid, so that the
nanocrystals do not aggregate but form a stable colloidal suspension [74]. Bulky
ligands with longer tails might be less effective as compared to those with shorter
ones because they cannot bind to the particle surfaces very densely [74]. Simplified
models are often used in the description of capping agents. As an example, there
are indications that the binding energies even depend on the specific facet of a
nanoparticle, not only on the sort of atoms and molecules involved [74]. In order
to properly understand all the relevant details and to govern the processes in a
targeted way, nanoscale surface science needs to progress further, especially in
case of curved or faceted particles [73].
3.2. CZTS-based Thin Film Solar Cells
In 1954, Chapin, Fuller, and Pearson developed the first solar cell which used a
single bandgap silicon p-n junction [77]. A wide range of different materials and
technologies is successfully applied in photovoltaics today, but these approaches
still rely on the same principles. The following section gives a very brief, qualitative
summary of the underlying physics.
3.2.1. Basic Principles of Photovoltaics
Fundamental for a conventional photovoltaic device are the properties of a p-n
junction, i.e. the interface between a p-type and an n-type semiconductor [67],
which has firstly been described by Shockley in 1949 [81]. Due to the initial
difference in electrochemical potential or Fermi level EF between these two regions,
charge carriers are redistributed. Namely, electrons diffuse into the p-type side
and holes into the n-type side, where they recombine [67]. Due to these so-called
diffusion or recombination currents Irec, a transition zone called depletion layer or
space-charge region is formed and the Fermi levels are aligned. As a consequence,
18 3. Photovoltaics with CZTS Nanocrystal Inks
Fig. 3.2: Part (a) shows band bending of valence and conduction band at the interface
between a p-type and an n-type semiconductor in equilibrium, where no external
voltage is applied. Ea and Ed are the energy levels of acceptors and donors
respectively, Ev is the valence band’s top edge and Ec is the conduction band’s
bottom edge. The space charge % as well as the flow of charge carriers from
one side to the other are shown in (b). The related charge carrier densities of
electrons (n) and holes (p) are plotted in part (c). N−a and N+d symbolise the
ionised acceptor and donor atoms. The boundaries of the depletion area are
indicated by dn and dp. Figure initially used in [78], adapted from [79, 80].
the valence and conduction bands are bent. Furthermore, a potential difference
known as the built-in voltage Vb emerges between the two junction sides due to
the ionisation of donor and acceptor atoms. Another current arises as a result, the
drift or generation current Igen, which opposes the recombination current. These
processes are illustrated in Figure 3.2 for the equilibrium case of compensated
currents in the absence of a bias voltage.
The magnitude of the potential barrier as well as the width of the depletion area
or junction thickness depend on the respective doping densities of the p-type and
n-type regions. With the aid of the approximations of the Schottky model, which
involves the assumption of completely ionised donors and acceptors as well as
a sharp transition between the differently doped junction sides, the according
equations connecting the space-charge density with the electric potential as a
function of the distance x from the p-n interface can be solved. If an external
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Fig. 3.3: Basic device structure of a CZTS-based solar cell, layer thicknesses not to scale.
Based on illustrations from [8, 21].
voltage is applied, i.e. if the junction is not in equilibrium anymore, the potential
difference across the junction as well as the transition area are altered. The charge
stored in the depletion region is related to a differential capacitance, the so-called
depletion capacitance. More details can be found, for example, in reference [67].
A solar cell has the purpose of absorbing photons and converting the corresponding
energy into an electric current. Light incident on a material can excite electrons
into higher energy levels if there are photons with an energy larger than the band
gap energy of the semiconductor. Left behind are holes, so to say positive charge
carriers. This process is known as the inner photoelectric effect. In order to
generate a current, the electron-hole pairs have to be separated, which is possible
by means of an interface such as a p-n junction. The built-in electric field discussed
above accelerates the positive and negative carriers into opposite directions. As a
consequence, a voltage known as the photovoltage can be measured across the
junction [67]. This is the photovoltaic effect. A suitably designed device collects
the carriers as efficiently as possible and thereby produces ‘green’ electrical energy.
3.2.2. Device Structure
As explained in the introduction, the material CZTS followed historically on
CIS and likewise, the device structure of CZTS-based solar cells is the same as
the one of CIS-based solar cells [21]. The basic layout is shown in Figure 3.3.
A rear contact layer, usually made of molybdenum, is placed on top of a glass
substrate. On top of it, the absorber layer of the inherently p-type CZTS is placed
followed by a buffer/emitter layer of n-type cadmium sulphide (CdS) forming the
p-n junction [8, 21, 26]. The former layer has thickness of around one micron
suitable for efficient light absorption. The latter needs to be sufficiently thin so
that the junction that separates electrons and holes is not more than one diffusion
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length away from the surface where the incident photons with hν  Eg generate
the free carriers [67]. The use of two materials with different band gap energies
extends the spectral regime exploited. For this purpose, the incident light enters
the material of such a heterojunction with the larger Eg first [67]. The device is
completed by a layer of a resistive/conductive transparent oxide which lets the
incident light transmit, commonly aluminium doped zinc oxide (ZnO) or indium
tin oxide (ITO), and aluminium grid contacts on top [8, 21, 26]. The top contacts
serve to collect the charge carriers generated. In addition, a passivation layer
between rear contact and absorber, a window layer between buffer and transparent
conductive oxide (TCO), and an anti-reflection coating on the surface may be
added. Also, alternative materials for parts of the cells have been studied in the
academic literature but since no complete devices are analysed in this thesis, this
brief overview is restricted to the standard device structure just presented. More
information can, for example, be found in reference [26].
Current-voltage (I-V ) curves are a very useful tool for studying the electrical
response of a solar cell. In the absence of irradiation, it follows the ideal diode
equation [19, 67]
I = Is
[
exp
( eV
kBT
)
− 1
]
. (3.1)
The injection current I characterises the current flowing through the junction
under forward bias V with a maximum of Is, the saturation current. Under
illumination, this equation requires some modifications and the I-V curve is
shifted as described by the open circuit voltage VOC and the short circuit current
ISC. The evaluation of device performance by these parameters as well as by the
fill factor FF and by conversion efficiencies are for example described in [67, 77].
3.3. Absorber Layer Made of Ink
Guo et al. [23] were the first to report the synthesis of CZTS nanocrystals in
2009 and they concurrently demonstrated their use in nanocrystal inks for the
deposition of solar cell absorber layers. Since then, much research has been
published investigating the formation of the final films. It is worth mentioning
that firstly, other semiconductor materials could principally be used in this
nanocrystal approach for solar cells as well and secondly, two fundamentally
different techniques of device fabrication can be chosen one of which uses the
as-deposited nanocrystal films and another one where the thin film deposition is
followed by high temperature annealing [6]. Arguments for CZTS as the material
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of choice have been summarised in Chapter 1 already and have been discussed
further in the subsequent sections. The following section not only illustrates why
an annealing treatment is reasonable but also elaborates on the accompanying
formation process of the final absorber layer as the corresponding changes in the
material and film properties are a key subject of the thesis at hand.
To begin with, Section 3.3.1 introduces the procedure of thermal annealing with a
focus on the atmosphere in the furnace. Corresponding literature is then reviewed
specifically in the areas of grain growth mechanisms, resulting film morphology,
and their dependence on the chosen annealing parameters in Section 3.3.2, together
with considerations of the role of grain boundaries. Further parameters concerning
the nanocrystals themselves and the ink, as well as residual carbon left over from
the solvents used during nanoparticle synthesis and ink fabrication are discussed
in Section 3.3.3 and 3.3.4 respectively. The relevance of the substrate material
and potential layer formation at the interface between rear contact and CZTS
absorber layer are covered in Section 3.3.5. Finally, Section 3.3.6 elaborates on the
modification of the opto-electronic properties induced by the annealing process. In
this way, the experiments performed within this study are put into the context of
the current state of research in the field of CZTS nanocrystal thin films, allowing
for later comment, comparison, and discussion of the results. In addition, a
reasoning is provided for the choice of parameters to be investigated as well as for
the method of sample preparation chosen including the type of substrate and the
use of a sulphur-rich annealing atmosphere. The open challenges put forward in
the literature and pointed out in this section finally lead to the aims and objectives
of the research project presented in this thesis which are outlined in Section 3.4.
3.3.1. Thermal Annealing and Sulphurisation
The most successful application of CZTS in solar cell absorbers heretofore involved
a fabrication step at elevated temperatures [6, 21]. This is due to the fact
that carriers tend to recombine and scatter at the nanocrystal surfaces. Thermal
annealing allows the nanocrystals to grow and to form large grains that significantly
lower the surface-to-volume ratio. By reducing the amount of potential scattering
and recombination centres, i.e. the total grain boundary area, the resulting short
circuit current and especially the open circuit voltage can be enhanced which
is seen as a major area for improvement of current CZTS solar cell efficiencies
[5, 21, 82]. It cannot be denied, however, that other studies came to the contrary
conclusion that grain boundaries would rather provide a flow channel for the
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electrons and they could enhance charge separation [7, 69]. Nevertheless, voids
between the nanocrystals are closed due to sintering and grain growth, leading to
a polycrystalline film with improved electric conductivity. Large-grained films also
exhibit a higher photocurrent as compared to fine-grained films [83]. These facts
are supported by previous research on the already more advanced CIGS-based
solar cells suggesting to take the annealing route instead of using the as-deposited
nanocrystal thin films, since large grains in the micrometre range were found to
be essential in order to produce highly efficient devices [21]. The work on CZTS
presented in this thesis therefore specifically focuses on this high-temperature
fabrication step that promotes grain growth.
The first important decision to make is the atmosphere to use during the annealing
process. Leaving the furnace filled with air does not lead to satisfying results
due to oxidisation of the film surface [84]. Other options can be categorised into
the two groups of inert and reducing atmospheres respectively [84]. Nitrogen
is a frequently used inert gas to prevent any reactions, sometimes also argon,
whereas reducing atmospheres are obtained by adding sulphur. Annealing with a
selenium-rich gas mixture is another alternative. However, commonly reported
problems due to annealing are Sn loss and the occurrence of unwanted secondary
phases [14]. It is known that CZTS starts to decompose at temperatures above
500 ◦C, but depending on the chosen gas environment, the detrimental effects can
be limited [5]. In order to find the most appropriate gas environment, insights
into the decomposition mechanism of CZTS are therefore essential.
Scragg et al. [13] presented a detailed study on the underlying process leading to
decomposition and Sn loss, combining the proposition of two theoretical models and
their subsequent validation by means of experiments. It should be mentioned that
their samples had been prepared by co-sputtering of Cu : Sn and ZnS precursors.
This is different to the nanocrystal ink approach followed in this work. Nevertheless,
the processes studied by Scragg et al. should be transferable to a good extent as
they are material-related. It becomes apparent that a two-stage decomposition
model is more appropriate to explain the changes in phase and composition
than a one-stage model would be, although it is still conceivable that even more
steps are involved. The process is divided into the decomposition of CZTS into
secondary phases followed by the evaporation of SnS. Another group showed
that SnS losses in CZTS thin films can be reversed if S as well as SnS vapour is
provided [85]. However, SnS annealing is not commonly done [13]. From their
study, Scragg et al. concluded that S as well as SnS vapour would be necessary
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to completely prevent the CZTS absorber from decomposing, but that also S
vapour alone can slow down the decomposition process. Other experimental
studies on solution-processed CZTS confirm that sulphur provided in form of a
mixed N2/H2S atmosphere is able to prevent secondary phase formation effectively
[86, 87]. Taken together, these findings strongly support the application of a
so-called sulphurisation, sometimes also referred to as sulphidation [88], instead
of annealing in a simple inert atmosphere.
As alternative to sulphurisation, also selenisation is commonly applied in annealing
of CZTS films. The addition of selenium to the absorber slightly decreases the
band gap [5]. Moreover, the grain size which is achievable by selenisation is
significantly higher than that obtained from sulphurisation [21]. At this stage of
research, the resulting performance of selenised films is hence superior to that
of sulphurised films [21]. Two significant drawbacks, however, are the toxicity
and relative scarcity of selenium in the Earth’s crust, which is why it would be
highly desirable to avoid its usage [16]. Due to these arguments, this study leaves
aside selenisation and explores the absorber layer formation during sulphurisation
instead.
Sulphurisation can be realised in different ways. In practical terms, either some
solid sulphur can be placed inside the furnace tube which will then evaporate and
saturate the gas inside, or a mixture of hydrogen sulphide (H2S) and nitrogen or
argon gas is used. For the experiments described here, the furnace is filled with a
H2S :N2 atmosphere. Given that, the sulphur pressure is still a variable, although
not investigated here, which can strongly influence the film development. Due
to complex dependencies between this and other parameters including the target
temperature and the time of the sulphurisation treatment, their effects on grain
growth and the growth mechanisms are jointly discussed within the following
section.
3.3.2. Grain Growth under Different Annealing Conditions
Initially neglecting the possibilities of a multiple-step heat treatment or varying
ramp rates during the heating-up stage is likely to facilitate the understanding
of fundamental processes. This lays the foundation of more complex annealing
procedures for optimised device properties to be developed in future. The target
temperature and the duration of the isothermal step are very important annealing
parameters and, in the case of sulphurisation, the sulphur pressure is significant
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as well. Several groups reported huge differences of the resulting grain sizes and
growth mechanisms depending on the chosen annealing conditions as discussed in
the following section. This is investigated further by the experiments presented in
this work. The focus is thereby on the temperature and time dependency, whereas
the sulphur supply in the annealing atmosphere is kept constant.
Grain growth or crystal growth means that the nanocrystals become larger in size
and ideally form micron-sized grains and form a continuous polycrystalline layer.
However, it has been frequently reported that the final films exhibit a bimodal
size distribution with a fine-grained bottom layer and large grains of CZTS on
top instead of being uniform throughout the entire absorber layer [22, 84, 88].
According to a terminology established by Chernomordik et al., the uniformly
growing nanoparticles at the bottom undergo normal grain growth and form a
‘floor layer’, whereas the fast-growing and unusually large grains on the film surface
are called abnormal grains [22, 88]. These terms are adopted here.
The above-mentioned study published by Chernomordik et al. [22] investigated the
impact of varying temperature, time, and sulphur pressure during the annealing
of CZTS nanocrystal films on their microstructure. Similar to the approach used
in this work, that group used a hot-injection route for the nanocrystal synthesis.
Although the nanocrystal ink was produced using another solvent, namely toluene,
and the sulphurisation was realised by use of solid sulphur in the furnace instead
of a H2S gas mixture, the findings are transferable for the most part since the
nanocrystal approach itself as well as the subsequent sulphurisation annealing are
very similar. Two fundamental mechanisms, normal and abnormal grain growth
were found to compete against each other, where the normal grains reach sizes of
several hundred nanometres and abnormal CZTS grains up to ten microns [22].
Although large grains are generally desirable as pointed out before, abnormal
grain growth can produce detrimental voids in the absorber layer that potentially
short-circuit the electrical contacts. The occurrence of these voids was traced back
to the fact that the material incorporated into the abnormal grains appears to
diffuse along the grain boundaries and nanocrystal surfaces from the nanocrystal
floor layer on top of which they grow [22]. Other studies on this and related
chalcogenide systems reported cation diffusion to the film surface indeed [89].
Vapour transport was mentioned by Chernomordik et al. as another possible
explanation for the migration of some of the elemental species and in particular,
this mechanism could apply to tin in the form of SnS vapour [22]. This would be
consistent with the study of Scragg et al. [13] discussed in the previous section.
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Fig. 3.4: Schematic of the grain growth model by Chernomordik et al. [22]. Starting
from a layer of uniform nanoparticles (a), the size distribution f becomes
bimodal as the annealing time is progressing. This is due to material transport
towards the film surface and the nucleation of abnormal grains on top of the
absorber layer (b). Continuing material transport from the bottom allows the
abnormal grains to grow further. The normal grains in the floor layer increase
in size as well, but to a lower extent. Larger grains start to consume material
from the smaller ones so that the proportion of bigger crystallites increases (c).
The final film consists of two layers of grains with different average crystallite
size (d). Slightly adapted from [22].
Apart from the transport mechanism itself, however, finding out what determines
the kinetics is also essential to improve control of the grain formation.
Chernomordik et al. identified the decrease of the total free energy as the driving
force responsible for the non-uniform grain size development [22]. With proceeding
annealing time, the nanocrystals grow which reduces their surface-to-volume ratio
and is hence energetically favourable. Especially in case of abnormal grain growth,
the initially very high normalised surface energy of the small particles is rapidly
decreasing as they gain volume, which is the reason behind the occurrence of
these grains that are significantly larger in size than the others. Nonetheless, the
interfaces’ contribution to the overall free energy of the film is in turn continuously
being lowered, so that the driving force for abnormal grain growth is reduced,
slowing down the growth rate as the time moves on. The density of abnormal
grains as a function of time initially increases before reaching a maximum and
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then falling again, which can be understood in a similar fashion [22]. In the
first stage, the surface-to-volume ratio is still large allowing for a high material
flux. The decrease in the second stage might be thermodynamically related to
a decrease of the diffusion rate from the floor layer and to the relative decrease
of available diffusion paths because the grains have become larger in size and
the normalised surface area has been reduced. Larger abnormal grains start to
consume material from the smaller ones resulting in a decreasing abnormal grain
density. Their final size was found to be the larger the higher the temperature is
[22], probably due to enhanced diffusion rates. This growth model is illustrated in
Figure 3.4. Finally, it is also important to highlight that the normal and abnormal
growth mechanisms are coupled. Abnormal grains occur, because their growth
is associated with a reduction of the total energy due to the smaller surface-
to-volume-ratio as explained above. When normal grain growth is accelerated,
abnormal grain growth can be slowed down because the energy difference decreases
and hence also the driving force is reduced [22].
The experiments of Chernomordik et al. additionally showed that an increase
of the sulphur pressure induces a significant enhancement of the growth rates of
either growth mechanisms and of the abnormal grain density [22]. This correlation
has been validated by other studies [88]. Two explanations are proposed by
Chernomordik et al. stating that the amount of sulphur vapour available is either
leading to an enhancement of the thermodynamic driving force for grain growth or
to an acceleration of the kinetics [22]. On the one hand, the sulphur vapour may
enhance the removal of carbon, an issue that is discussed further in Section 3.3.4,
through reaction into volatile compounds. On the other hand, solid diffusion of
the growth-limiting species, identified as sulphur, may be accelerated. Not only
could both of these mechanisms explain grain growth enhancement with increasing
sulphur vapour pressure, also they would fit the observation of abnormal grains at
the film surface, since this is where the sulphur concentration in the surrounding
gas starts to reveal its impact first [22, 83]. However, the search for a conclusion
which of the two proposed explanations does hold is being complicated by the
fact that grain size and carbon concentration are linked to one another. The
lower carbon concentration measured on the films annealed at higher sulphur
pressure could either be the reason for the enhanced grain growth if its removal is
facilitated by the sulphur vapour, or it could be a result of the enlarged absolute
surface area of the grains, where most of the carbon residuals are expected [22, 88].
It is thus not completely clear which mechanism or which combination of effects
causes the enhanced grain growth at higher sulphur pressures. The following two
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sections are coming back to the interrelation between crystallite size and carbon
content of the film by looking at these two properties separately.
3.3.3. Role of Nanoparticle and Ink Properties
There are some studies on the impact of other parameters not directly related
to the annealing itself, such as the effect of nanocrystal size on the grain growth
which has been investigated by Williams et al. [88]. Small nanocrystals (5 nm)
led to films with micrometre-sized grains on top of film surface, i.e. abnormal
grains. The larger nanocrystals (35 nm) in contrast developed a uniform grain
size. This is a bit surprising, since Chernomordik et al. [22] used nanoparticles
with a size of about 35 nm for their study discussed above as well, where they
observed abnormal grain growth. However, this dissimilar behaviour could be
due to slight differences in the parameter selection and the study design. Coming
back to the investigations related to the nanocrystal size by Williams et al., a
strong dependency was observed between nanocrystal size or, more precisely,
their surface area and the carbon concentration [88]. Due to this relation it is
unfortunately difficult to clearly distinguish between cause and effect as already
mentioned above. One of the authors’ conclusions is, however, that the rate of
abnormal grain growth can be affected by the size even if the amount of carbon
is similar [88]. Only when a certain threshold value of carbon concentration is
exceeded, there is abnormal grain growth irrespective of the nanocrystal size –
although the growth proceeds faster for the smaller nanocrystals in that case.
The enhanced growth rate for smaller particles has been attributed to the larger
total surface area of the crystallites implying a higher total surface energy, as
well as to an increased diffusion rate along the grain boundaries [88]. In terms of
the nanocrystal size there are, in conclusion, two fundamental effects: The large
normal surface area of small particles allows for more ligands and therefore for
a higher carbon concentration. In addition, fine-grained films have a larger free
energy which drives grain growth [88]. Even though the initial particle size is not
varied in the context of this study, the above-mentioned effects could also apply
to the grains during their growth process.
Further parameters potentially relevant to grain growth are the absorber layer
thickness and the solvent used for ink fabrication. Abnormal grains can reach
sizes larger than the initial film thickness [22]. Also, it has been observed that
the initial film thickness is slightly decreasing as a consequence of sintering and
the material transport to the film surface, where the abnormal grains start to
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grow [88]. It is therefore conceivable that layer thickness and cross-sectional
morphology are interrelated. Although different solvents have been used for ink
fabrication already, for example toluene or hexanethiol, it would be interesting
to investigate specific characteristics such as the influence of the polarity of the
solvent in order to understand the effect of this choice more clearly. The ligands
on the nanoparticle surfaces certainly play a significant role in this context as
well. Nevertheless, details of these questions are beyond the scope of this study.
The carbon content of the film, which is not only related to the nanocrystal size
as pointed out above but also to the solvent used, has already been studied by
different groups as mentioned before and is discussed in the following section.
3.3.4. Residual Carbon
Carbon left over from organic solvents used for nanocrystal synthesis and for ink
fabrication is a controversial topic as becomes apparent later in this section. The
as-synthesised nanoparticles are usually coated with a layer of capping ligands
as explained in Section 3.1.2, unless they are completely removed or replaced
by other ligands via a suitable exchange procedure [6]. It is commonly thought
that capping ligands would be detrimental to charge transport and can hence
lower the device efficiency [6]. This is related to the fact that carbon as well
as other solutes are known to pin grain boundaries and this way impede grain
growth [22, 90, 91]. However, the complete removal of the capping ligands can
also induce surface defects which serve as traps for charge carriers if the film is
not completely transformed into a polycrystalline film [6]. In any case, it is worth
investigating how the ligands respond to heat treatment. It is often reported that
the initial carbon content decreases during annealing [22, 84]. There could be
different explanations, namely evaporation, thermal decomposition, or a reaction
with the sulphur vapour provided as summarised by Chernomordik et al. [22].
Different approaches to systematically investigate the effects of carbon on the
absorber layer formation have been described in literature already; either the
usually ligand-capped nanocrystal surface or the solvent used to redisperse the
particles can be manipulated.
Engberg et al. [84] investigated the consequences of residual carbon by comparing
ligand-free with ligand-coated nanoparticles as well as nanocrystal ink with dry
powder. They observed only moderate grain growth for films made of nanocrystal
inks with some grains appearing on top of the film surface, whereas annealing
of nanoparticle powders, where no solvent was added for deposition, allowed for
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micron-sized grains. Also, those films fabricated with ink were porous in contrast
to those fabricated with powders. It is consequently advised to use less solvent
for the deposition where possible [84], for example by use of highly concentrated
nanoparticle ink. Ligand-free nanocrystals exhibited larger grains than ligand-
coated ones [84]. All of these observations indicate that carbon residues might
be detrimental. By means of thermogravimetric analysis and mass spectrometry,
Engberg et al. could substantiate thermal decomposition of residual solvents
during annealing. Specifically, oleylamine capping ligands disaggregated into
smaller fragments above 270 ◦C. This also indicates that ligand decomposition
starts below the boiling point of the solvent oleylamine at 364 ◦C, which was
used as stabilising agent during particle synthesis in Engberg’s study as well as
in this work. In reducing atmosphere, in this case H2 in Ar, the decomposition
rate appeared to be slightly enhanced [84]. Engberg et al. mention that a mass
loss has also been observed for those particles to be deemed as ligand-free which
may relate to a small amount of amines unintentionally left over as suggested by
mass spectroscopy data [84]. However, there are also other studies which argue
that the weight loss of CZTS detected above 300 ◦C is not related to the thermal
decomposition of organics remaining in the films [92]. Instead, sulphur evaporation
is suspected to be partly responsible for the continuing decrease of mass [84].
Leaving aside this matter, the work by Engberg et al. suggests that capping
ligands decompose during the high-temperature treatment in a step-wise manner
and that less solvent as well as nanoparticles with fewer ligands are generally
favourable in terms of large-grained and dense films [84].
Not only ligand-free and ligand-coated nanocrystals can be compared in order to
analyse the effects of carbon residuals, but also the solvent can be used to precisely
manipulate the carbon concentration in the films. Tiong et al. [83] compared
various solvents with different carbon content per molecule while using the same
nanoparticles and a sulphur-rich atmosphere. They found that the photoactivity
tended to be the larger the smaller the carbon content was. Also, the rate of
grain growth during the sulphurisation process increased with decreasing carbon
content, which coincides with the findings of the study presented above. However,
based on the observation that large grains formed preferably on the film surface,
the authors assume that the sulphur vapour present during annealing can help
to remove the residual carbon instead of mere thermal decomposition. Williams
et al. [88] used another way to investigate the effect of the carbon concentration
in the solvents. The as-synthesised particles have been treated with additional
washing steps in order to remove ligands and decrease the carbon content or
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different amounts of polystyrene have been added to the nanoparticle dispersion
in order to increase it. This manipulation of the carbon content while keeping the
sulphurisation atmosphere and the nanocrystal size constant allowed to conclude
that a higher carbon concentration leads to a larger number of abnormal grains
with a larger average size. The other way round, a complete turnaround towards
normal grain growth is reached at sufficiently low carbon concentrations [88]. This
is further supported by other experiments [76]. Too much carbon, however, slows
down all grain growth [88]. Hence, the carbon content does not simply impede
grain growth as suggested by the studies from Engberg et al. [84] and Tiong et al.
[83], but can control the growth mechanism and also its driving force [88].
Williams et al. also concluded from their study that carbon plays a more complex
role in the formation of the final absorber layer than commonly thought and
that it may even have some side benefits since it aids rapid grain growth [88].
As mentioned in Section 3.3.3, they highlighted the interdependency between
the nanocrystal size and the carbon content. Due to the fact that the surface-
to-volume ratio increases with decreasing particle size, more carbon remains in
the films when initially small nanocrystals are used. This is consistent with
the considerations of Chernomordik et al. that the lowered carbon amount after
annealing could not only indicate the removal of carbon, but could also be the
result of the enhanced grain growth observed [22] as discussed in Section 3.3.2.
This dependency between crystallite size and carbon concentration, as well as
the control of the growth mechanism described in the previous paragraph both
suggest a complex effect of carbon on the film development. Whereas less carbon
seems to be better for uniform grain growth, large grains can be obtained in a
relatively short time with a modest carbon content, which may be useful in the
fabrication process.
More conclusions can be drawn from another well-known phenomenon within
CZTS absorbers – a layer of small grains appearing at the interface between CZTS
and the rear contact after sulphurisation or selenisation [93]. It is sometimes
also referred to as nanocrystal floor layer [22] as described in Section 3.3.2.
Its occurrence is generally undesirable since it is suspected to cause significant
recombination losses [7], although it has been claimed by other authors that this
small-grained layer in the vicinity of the rear contact has no negative impact
on the chemical and electronic properties of the film [88, 94]. More important
in this context is the possibility that it may come along with a higher carbon
concentration [88]. That means that a bilayer structure resulting from carbon
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segregation at the rear contact can be observed [89, 95, 96]. However, Williams et
al. [88] noted that the carbon-rich, fine-grained interlayer is only formed during
selenisation, not during sulphurisation annealing. This supports the assumption
that the presence of sulphur vapour aids the carbon removal. Engberg et al. [84]
pointed out that the fine grain layer between the back contact and the absorber
layer seems to occur only in case that the latter one is composed of ligand-coated
nanoparticles, since ligand-free particles do not show this behaviour. It is hence
very likely that the organic residuals play a role in this layer formation with an
increased carbon concentration in the vicinity of the rear contact indeed. This
would be consistent with an improved removal of residual ligands due to the
sulphur-rich environment considered before, because small-grained layers caused
by a too high carbon content could be prevented by a sulphur-rich environment
if it actually aids the removal. Assuming that, it would stand to reason that a
lower sulphur concentration is required in case the starting carbon concentration
is lower already. In their own study, Engberg et al. inferred the occurrence of
thermal decomposition from annealing experiments without sulphur addition so
that this theory seems to be valid as well. It is hence likely that the mechanisms
of thermal decomposition of carbon and reaction with the sulphur vapour both
contribute to the decrease of the carbon content during annealing. However, the
interdependency between crystallite size and carbon concentration still imposes a
problem in interpreting the results and needs to be taken into consideration for
further investigations.
Although the carbon content is monitored in the experiments reported in this
study as well, this is not the key subject. Notwithstanding this, the observation of
layer formation broached above leads to the next important topic, i.e. interfacial
features of the absorber layer, which is investigated in this work to some extent.
3.3.5. Interface between Absorber and Substrate
Apart from the bulk of the absorber layer, also the absorber layer surface and the
interfaces with the substrate or rear contact layer and with the buffer layer are
crucial for the resulting device performance [7, 13]. The most studied interface
in CZTS-based devices so far is probably that to the rear contact layer, which
is often made of molybdenum (Mo) as this material has also been used in the
similar, but already more advanced CI(G)S-based solar cells [7]. Since the work
described in this thesis does not focus on the fabrication of complete devices, the
following section only elaborates on the choice of the substrate and the interface
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between absorber and contact layers. The interface between absorber and buffer
layer is discussed elsewhere [7, 63].
Firstly, it is notable that the chosen substrate can significantly influence the grain
structure within the absorber layer even if it is covered by a rear contact layer.
Chernomordik et al. [22] compared the substrate materials soda lime glass (SLG)
and fused quartz, i.e. substrates with and without impurities, in the original form
as well as covered by a Mo layer respectively. SLG is a commonly used type of
glass which is also used as window glass, for bottles and similar objects and which
is much cheaper than highly pure fused quartz glass. It is interesting to note that
normal grain growth is enhanced by use of SLG, presumably due to the diffusion
of sodium (Na) impurities into the layer of growing CZTS nanocrystals [22]. These
results agree with the studies of Prabhakar et al. who investigated the effect of
sodium diffusion by comparing SLG and Na free borosilicate glass as well as with
the findings of Johnson et al. working on grain growth under the presence of
alkali-metals such as sodium (Na) and potassium (K), both of which are contained
in SLG [46, 49, 88]. Similar observations have been made with CI(G)S [22] but it is
also worth to notice that additional Na beyond that supplied by the SLG substrate
was not found to be advantageous and can even lower the performance [97]. Some
more information on specific effects of Na impurities can be found in Section
2.2.2 but it remains to be seen by which particular mechanisms Na influences the
dynamics of crystal growth such as the mobility of grain boundaries or material
transport. Based on the evidence available, Chernomordik et al. concluded that
impurities introduced by the substrate can reduce the temperature as well as the
sulphur pressure needed to obtain a large-grained absorber due to the resulting
grain growth enhancement [22].
Leaving aside the enhancement of grain growth, SLG may offer additional benefits
as compared to impurity free substrate materials. Liu et al. [7] considered that
the beneficial effect of sodium on the electrical properties might even be more
significant than the effect on grain growth in terms of achieving higher device
efficiencies. Specifically, Na can passivate grain boundaries leading to a reduction
of non-radiative recombination processes [48]. The accumulation of Na at the grain
boundaries has been verified and EBIC measurements (i.e. electron-beam-induced
current) directly showed an improved carrier collection at these interfaces [50].
Sodium also increases the hole concentration [7, 46]. Overall, Na diffusing out of
the substrate into the absorber layer can hence help to reach a higher open circuit
voltage [7]. The improved electrical characteristics support the use of relatively
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Fig. 3.5: A schematic illustration of a cross-section through a thin film of CZTS nan-
oparticles on top of a molybdenum layer is shown which has been annealed,
leading to the formation of an intermediate layer of MoS2.
low-cost SLG substrates in addition to the accelerated grain size development, so
that it is used also within this work.
When adding a rear contact layer, usually made of molybdenum [7], between
the absorber and the substrate as it is required for device fabrication, the film
formation process is changed. This is briefly looked at in this study, too. Whereas
the intermediate MoSe2 layer at the back contact of CIGS devices can improve the
performance [7, 98, 99], the corresponding phenomenon in CZTS devices lowers it
[7, 63, 100]. In particular, CZTS(e) tends to decompose and to partly react with
Mo forming MoS(e)2 if the materials are jointly processed at high temperatures
[101]. A schematic illustration of the resulting cross-sectional morphology can be
found in Figure 3.5. The forming interlayer can cause losses in the open-circuit
voltage VOC, the short-circuit current ISC, and the fill factor FF. Seo et al. [100]
observed that the device performance is mainly determined by the MoS2 layer if it
is larger than 350 nm, rather than by the grain size as discussed earlier. Two main
approaches to counteract the detrimental reaction of the layer components were
proposed in literature, replacing Mo by another suitable rear contact material or
using an intermediate layer in-between CZTS and Mo [101].
Indeed, several studies on alternative contact materials and barrier layers have been
done on CIGS as well as CZTS already, details of which were reviewed elsewhere
[7]. Regarding CZTS, gold (Au) and tungsten (W) seem to be particularly suitable
for the rear contact layer. However, Mo is still the superior material with respect
to the resulting device performance [7], which is why it is also used here. Moreover,
various materials have been tried out to serve as a barrier between Mo and CZTS
[7]. Due to the fact that carbon seems to be important for the morphology
of the films as mentioned above, the option of an intermediate carbon layer is
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a particularly interesting approach. There have been indications that carbon
within the small grain layer, although itself detrimental, may at least improve
its conductivity [102] and the positive effect of such a barrier on the device
performance has been demonstrated indeed [103]. In this context, an additional
effect of carbon on the MoS2 layer should be mentioned in that the carbon content
of the solvent influences the interlayer’s thickness [83]. This again underlines the
interplay between different parameters and observations, leading to the conclusion
that the rear contact, as an essential part of a solar cell, as well as its interface
with the absorber need to be investigated further.
3.3.6. Alteration of the Opto-electronic Properties
Apart from the morphology of the final film and other aspects such as residual
carbon which have been discussed in the previous sections, the resulting opto-
electronic properties are of high importance as the aimed application is in solar cells.
However, there are not many truly systematic studies on the development of these
characteristics during annealing and their dependency on the processing parameters
chosen, especially with regard to the band gap energy. Proper understanding
of the mechanisms is still limited [15]. In this context, it has to be taken into
account that the opto-electronic properties are critically dependent on the chemical
composition as it can be inferred from Section 2.3 in combination with Section 2.1.2
and they may be additionally affected by secondary phases discussed in section
2.2.1. Consequently, these characteristics cannot be investigated in isolation from
one another which makes the analysis quite complex.
One particular study by Long et al. [14] reported a decrease of the band gap
energy with increasing sulphurisation temperature. This result might be related
to an alteration of the composition. A loss of Sn was observed, going along with
an increase of the Zn/Sn and S/metal ratios as well as with a decrease of the
Cu/(Zn+Sn) ratio. Indications of secondary phases were additionally found in the
Raman spectra. The publication itself, however, does not pay much attention to
the explanation of the significant changes in the band gap energy. The proposition
that residual organics could be responsible for a higher band gap energy is not
well supported by evidence. It also might be worth to mention that the authors
observed a hole mobility in their samples which is different from that reported
by other groups [14]. Unlike the samples made from nanocrystal inks used in the
present work, the CZTS thin films of Long et al. had been prepared by the sol-gel
method, where precursor solutions are annealed in a gas mixture of nitrogen and
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H2S. For that CZTS processing approach, the authors proposed 500 ◦C as the
optimum temperature regarding the opto-electrical properties [14]. Using another
technique of fabrication, however, might lead to another conclusion.
Mamedov et al. [42] studied the impact of secondary phases, in this case Cu2S
and SnS, on the optical properties in more detail by means of first principles
calculations. According to their study, Cu2S lowers the band gap energy of CZTS
leading to an improved light absorption throughout the whole range of wavelengths
from the spectrum of the incident solar radiation. SnS was found to change the
optical properties as well, but since this does not apply to energies within the
relevant range, the effect can be neglected. Nevertheless, this study suggests
that secondary phases do not necessarily have a detrimental effect on the device
performance as usually assumed. Secondary phases may form upon annealing, for
example, Cu2S above annealing temperatures of about 350 ◦C [42] which is why
the effects of such compounds on the band gap energy, for instance, are relevant
to the experiments presented in this thesis.
3.4. Aim of this Study
The preceding sections demonstrated that there is a huge scope for further invest-
igations in different areas. This thesis focusses on the processing step of annealing.
In particular, the choice of annealing temperature is investigated, supplemented
by an analysis of varying durations of annealing for a constant temperature by way
of example. Cross-sectional analysis is also briefly done but without looking at
different annealing parameters. Since sample preparation is crucial for meaningful
experiments, the reproducibility of the nanoparticle synthesis is looked upon as
well. The strength of this study lies in the availability of a significant number of
measurement methods allowing for the analysis of various material characteristics
and for comparison of the results from complementary techniques. This improves
understanding of the complex mechanisms and interdependencies broached before.
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4. Sample Preparation
The samples used in this study are based on nanocrystals consisting of the material
of interest, copper zinc tin sulphide. Sample preparation begins with the synthesis
of these particles which is described in Section 4.1. In the context of solar cells,
they are used to fabricate thin films which provide the absorber layer of the
final device. The preparation of the glass substrates including the deposition
of the molybdenum rear contact is covered in Section 4.2.1. How to fabricate a
nanocrystal ink from the nanoparticle powder obtained by the synthesis described
before is explained in Section 4.2.2, where also the spin-coating procedure is
described. Subsequently, the samples are further processed by annealing in a
furnace as explained in Section 4.3.
4.1. Nanocrystal Synthesis via Hot-injection Method
The nanocrystals used to fabricate the inks are synthesised based on a hot-injection
method which has firstly been described by Guo et al. [23] in 2009. Slight
adaptations have been made including the precursor ratios and the centrifuging
procedure as indicated below.
The precursors used for copper (Cu), zinc (Zn), and tin (Sn) are copper(II)
acetylacetonate (99.99%), zinc acetylacetonate (99.995%), and tin(IV) bis(ace-
tylacetonate) dichloride (98%), all of which are from the supplier Sigma-Aldrich
and are in powder form. They are measured out according to the desired molar
ratios. In this work as in a later study by Guo et al. [24], 1.332mmol, 0.915mmol,
0.75mmol of the Cu, Zn, and Sn precursors have been used in order to synthesise
Cu-poor/Zn-rich particles. This corresponds to 348.7mg, 241.2mg, and 290.9mg
respectively. It is worth to note that the molar ratio of the precursors does not
exactly represent the molar ratio of the as-synthesised nanocrystals due to the
fact that the precursors are not incorporated into the growing particles at the
very same rates. Sulphur (S) is provided in elemental form and is added later
on, separately from the other precursors. 4mmol corresponding to 128.3mg of
S powder is weighed out and dissolved in 10 ml oleylamine (C18H35NH2; from
Aldrich, technical grade) in an ultrasonic bath. For the later injection, a glass
syringe with a metal needle sealed by silicon tape is prepared.
Together with another 10 ml oleylamine, the stabilising agent which is commonly
used [21], the respective amounts of the above-mentioned Cu, Zn, and Sn precursors
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are added into a three-neck flask with a stirring bar in it. The flask is placed on
a hot plate with a thermally conductive, hemispherical attachment. Two of the
accessions are connected to a Schlenk line in order to allow for evacuation and for
the addition of argon (Ar) gas. The remaining accession is closed with a rubber
bung through which the test prod of a thermometer is put into the mixture to
control the temperature. To minimise temperature fluctuations and to ease quick
heating-up, the flask is covered with several layers of tin foil from the outside.
To start with, the three-neck flask is evacuated and the initially bluish or turquoise
mixture is heated up to 130 ◦C. After having reached this temperature it is held
for 30 min. Subsequently to this degassing step, the precursor solution is purged
with Ar gas twice for 5 min respectively, using a small disposable needle pushed
into the bung in order to compensate for the pressure. In between and after
these steps, the flask is evacuated for 5 min respectively. After the third iteration
of filling the flask with Ar, the purging is completed and the temperature is
increased to 225 ◦C whilst the solution stays under a constant stream of the inert
gas. This gas flow is kept up until the very end of the procedure. As soon as the
injection temperature of 225 ◦C is reached, the S solution prepared beforehand is
introduced to the flask with the aid of the syringe. Due to the sulphur addition,
small particles immediately begin to nucleate. The reaction time during which
the crystals grow is 30 min in this case, but could be varied in order to influence
the resulting particle size. The colour of the mixture is changing to brown and
later to black. The setup is symbolically shown in Figure 4.1.
After finishing all of the steps described above, the mixture is cooled down by
taking the flask from the hot plate and by removing the tin foil mantle. In
order to remove the oleylamine and to collect the synthesised nanoparticles this
way, hexane and ethanol are added to the dispersion in 1 : 1 ratio, 25 ml each.
The whole content of the three-neck flask is then divided into two tubules and
centrifuged with 10 000 rpm (rounds/revolutions per minute) for 10 min. After
cautiously and slowly decanting the supernatant, the precipitate in each of the
tubules is re-dispersed in a mixture of hexane and isopropanol in 1 : 2 ratio, i.e.
10 ml of hexane and 20 ml of isopropanol, and then centrifuged another time with
8 000 rpm for 10 min. The last step is repeated once. This washing process as
a whole is a combination of two slightly differing procedures used by Guo et
al. [23, 24] as described below. Afterwards, the synthesised nanoparticles are
remaining at the bottom of the tubules and are dried in a vacuum desiccator over
night (with lids left loose). The accumulated particles are carefully ground with
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Fig. 4.1: The setup for the nanocrystal synthesis essentially consists of a three-neck
flask which is connected to a Schlenk line to provide vacuum and argon gas
(Ar) when needed. Initially, the reaction vessel contains only the precursors for
copper (Cu), zinc (Zn), and tin (Sn) (for sake of simplicity indicated by the
chemical symbols instead of the full precursor names) and oleylamine (OAm).
Sulphur (S) is injected later on by use of a syringe. For this purpose, the
elemental S powder is dissolved in OAm as well. Details of the procedure are
provided in the main text.
mortar and pestle to finally obtain a fine powder of nanocrystals.
Typically, about 200 mg particles are produced during one synthesis as described
above. The nanoparticle powder can then be used for the fabrication of a nanocrys-
tal ink for thin film deposition which is described in Section 4.2.2. The synthesis
parameters are kept constant throughout all of the experiments described in
this work as the focus is on the variation of the annealing parameters. Section
6.1 comments on the reproducibility of the as-synthesised particles and their
properties.
The procedure described above has been applied in the particle synthesis for the
specimens used in the annealing experiments presented later on in this thesis.
However, the original procedure involved another combination of chemicals for
the washing step in the centrifuge, namely mixtures of toluene and isopropanol
[23]. In that article, the so collected particles were re-dispersed in toluene to
form an ink. This ink solvent was changed to hexanethiol in a later publication
[24] in combination with alternative chemicals for the centrifuging procedure –
ethanol, hexane, and isopropanol as adopted in the above described variant. Own
laboratory work revealed that particles collected with toluene and isopropanol
can be used for ink fabrication with hexanethiol as well, but that this procedure
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frequently results in an ink that either is relatively grainy or that does not adhere
properly to the glass surface. These observations during the thin film deposition
could not be traced back to the cleaning procedure of the substrates, their surface
roughness or any other causes such as the parameters of spin-coating.
Such problems did not occur with ethanol, hexane, and isopropanol used for
the washing procedure. Also, re-centrifuging in the alternative set of chemicals
can make those particles from a non-adhering ink usable. It is assumed that
the centrifuging chemicals are crucial for the quality of the removal of residual
oleylamine and/or for the surface ligands and hence the interaction of the particles
with hexanethiol. A first observation is that the collection of the synthesised
particles with these alternative centrifuging chemicals seem to be significantly
more effective as a higher amount of particles is finally obtained. It should be
noted that this could be related to a broader size distribution of the particles.
Secondly, the hexanethiol-based ink produced from those nanocrystals is much
more stable than ink made with toluene and no problems of adherence occurred.
As a result, more uniform and more dense absorber layers could be reproducibly
fabricated. The different combinations of centrifuging chemicals discussed have
been tested by using constant speeds and times in the centrifuge according to the
parameters from reference [23].
Although there are alternative routes to produce CZTS nanocrystals such as
arrested precipitation [104], the advantage of hot-injection methods is that they
are generally usable to obtain highly uniform particles of various compounds [105].
Also, there are more recipes for the hot-injection synthesis of CZTS particles apart
from the one proposed by Guo et al., for example one by Riha et al. [106] with
another stabilising agent for improved uniformity or one by Mirbagheri et al. [107]
for ligand-free particles to mention only a few. In every case, the injection results
in immediate and simultaneous nucleation of the particles abetted by a high level
of supersaturation in the precursor solution [105]. This initial formation of nuclei
is hence temporally separated from the subsequent growth process. As small
particles tend to grow faster than larger ones in the diffusion-controlled growth
mode, further size focusing takes place. Such high monodispersitivity can also be
achieved by simpler heat-up methods, however these are more difficult to control
[105]. Another advantage of synthesis by injection is the precise size control that
it allows for. This has been explicitly demonstrated for CZTS nanocrystals [71].
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4.2. Thin Film Deposition
4.2.1. Substrate Preparation and Sputtering of Rear Contact
The substrate of choice is soda lime glass (SLG) as it has been discussed in Section
3.3.5. Apart from the option to deposit thin films on the plain glass slides, a
rear contact layer can be added beforehand as well. Most of the measurements
presented in this study have been done on samples without such an intermediate
layer between glass and absorber material. However, in order to study the
interfacial structure of CZTS and the rear contact, also some molybdenum (Mo)
coated substrates have been used.
In each case, the squared pieces of SLG glass with about 25 mm edge length
have to be cleaned at first in order to eliminate any residual solvents or other
surface contaminations originating from the fabrication process. This is done by
a three-step washing procedure in an ultrasonic bath using acetone, methanol,
and distilled water for 10 min each. Subsequently, the slides are blow-dried with a
nitrogen gun and placed into a hot-air drying cupboard.
For those samples used for the interface study, a layer of molybdenum is then
deposited onto the cleaned substrates by means of DC magnetron sputtering with
an argon plasma. Sputtering belongs to the group of physical vapour deposition
(PVD) techniques for thin film deposition [108]. The process takes place in a high
vacuum chamber that also reduces any contamination to a minimum. During
the actual deposition process, a typically inert sputtering gas such as argon is
introduced. A direct current (DC) voltage is applied to a pure target of the
material to be deposited, here Mo. In consequence, a plasma environment is
created, in which argon ions set free Mo atoms from the surface of the target.
In the specific case of magnetron sputtering, electromagnetic fields are used in
addition in order to confine the plasma to the vicinity of the target which enhances
the deposition rate. Molybdenum settles down on the surface of the substrates
fixed above the target where it slowly builds up a layer, the thickness of which is
controlled via the deposition time.
In this work, a home-built system was used. At a vacuum level of 10−6−10−7 Torr,
a Mo layer with a thickness of about 600 nm is deposited. According to a deposition
rate of about 1 Å/s, the required deposition time is 100 min. The DC voltage on
the target is 280− 380 V and the current is 0.10− 0.11 A.
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(a) Synthesis
Redisperse−−−−−−→
NC powder
(b) NC ink
Spin-coating−−−−−−−→
(c) Thin film
Fig. 4.2: The fabrication process of the CZTS samples used in this study is shown
schematically. It starts from nanocrystal synthesis via the hot-injection method
(a). The nanocrystal powder is then re-dispersed in hexanethiol to obtain
an ink (b), which is used for the thin film deposition on a SLG substrate by
spin-coating (c). Subsequently, the sample may be annealed.
4.2.2. Ink Fabrication and Spin-coating
In order to fabricate thin films, the as-synthesised nanocrystals are re-dispersed
in a solvent so that the dry powder becomes a so-called ink. In this study, the
solvent chosen is hexanethiol [CH3(CH2)5SH; from ACROS Organics, 96%]. In
the earliest attempts, toluene (C6H5CH3) was used instead [23]. The dispersion is
then thoroughly mixed in an ultrasonic bath for about one hour.
The ink is deposited on the substrates to obtain a thin film by means of spin coating.
This is done at room temperature. A substrate is placed onto the rotating plate
of the spin coater (WS-400 Lite Series Spin Processor from Laurell Technologies)
where it is held by vacuum. In order to obtain a sufficiently thick absorber layer,
about five consecutive deposition steps are necessary in this procedure, where the
nanocrystal ink has a concentration of 200 mg/ml. In each step, 40µl of ink are
measured with a pipette and are then dropped centrally onto the substrate through
a hole in the middle of the spin coater lid. To avoid premature surface drying, the
spinning process is started immediately afterwards. The parameters chosen are a
spinning speed of 1 000 rpm for 10 s with a ramp rate of 800 rpm. After each of
these deposition steps, the sample is placed onto a hot plate with a temperature
of 150 ◦C for 30 s and then transferred to another one with a temperature of
300 ◦C for another 30 s. This ‘soft-baking’ procedure for drying the layers has
been adopted from Qu [109].
During the ongoing project it has been noted that even a well-adhering ink that
produces a uniform and dense first layer might not lead to ideal final films of
sufficient thickness. This is due to the fact that previously deposited layers might
be (partly) removed again when more layers are added on top. Reason for this
is an incomplete evaporation of the solvent during the intermediate drying step.
It was found that the temperature is much more significant than the duration of
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soft-baking. Interestingly, although the boiling point of hexanethiol is at around
150 ◦C, a significantly higher temperature of 300 ◦C is necessary. This might be a
consequence of adhesion of the solvent to the nanoparticle surfaces. Initially, a
blow dryer has been used instead of hot plates but this caused reduced uniformity
of the drying process. Some parts of the previous layer being dryer than others
can introduce non-uniform build-up of the film in the course of subsequent layer
depositions. The procedure described before led to the best results.
Among the alternatives to spin-coating are methods such as dip-coating, spray-
coating, slot-coating, die-coating, doctor blading, and roll-to-roll coating [6, 8],
although some of these require flexible substrates. For industrial upscaling, printing
techniques are of particular interest [8]. High-throughput and low cost are general
benefits of solution-based processing. In order to study the film development
during annealing, the deposition technique itself is not of major importance, but
spin-coating provides a reproducible method for uniform films.
4.3. Annealing Procedure
Annealing is performed in a home-built furnace comprising the CTF 12/65/550
model from Carbolite Gero with a quartz tube to hold the samples. In the heating-
up stage, the temperature is increased at a ramp rate of 10 ◦C/min until the target
temperature is reached. This is varied between 400 ◦C and 600 ◦C throughout
this study (see Sec. 6.2). The annealing time refers to the duration of the fixed
temperature stage and is chosen between 30 min and 3 h here (see Sec. 6.3). Finally,
the furnace and the samples are cooled down to room temperature naturally over
night, by switching off the heating power. The half-life period is about 3:15 h.
As mentioned earlier, the annealing atmosphere used is sulphur-rich. Specifically,
gaseous hydrogen sulphide (H2S) and nitrogen (N2) are used in a 20:80 ratio. After
inserting the samples into the furnace tube manually and sealing the end caps with
silicon grease, the tube is evacuated and repeatedly flushed with pure nitrogen.
After that, the gas mixture for the annealing procedure is introduced. The pressure
is regulated in such a way that it does not exceed 75Torr/10 kPa/0.1 atm in order
to keep the setup airtight. Once the furnace is filled, the gas supply is closed
and the heating process is started. After having finished annealing and leaving
the furnace to cool down to about 280 ◦C (which is below the temperature of
soft-baking), it is flushed with nitrogen. Any remainders of H2S are thoroughly
removed before finally venting the furnace and removing the samples.
43
5. Analysis Methods
The following chapter introduces the measurement techniques used in the context
of this study. The as-synthesised nanoparticles as well as the resulting thin films
(prior to and after the annealing step) are analysed with respect to opto-electronic
properties, crystal structure, chemical composition, and morphological aspects.
Through the combination of X-ray diffraction, Raman spectroscopy, SEM imaging,
SEM-EDX analysis in conjunction with mass spectroscopy, UV-vis spectroscopy,
and photoluminescence measurements, a comprehensive picture of the material
properties can be developed. This is essential to allow for a proper understanding
of such a complex compound as CZTS with many interrelations between individual
parameters and properties.
5.1. X-ray Diffraction (XRD)
Diffraction experiments are a powerful tool to analyse the structural properties
of crystalline materials. Single crystal analysis is more commonly used for this
purpose, but also powder patterns, a method introduced by Debye and Scherrer
in 1916, reveal a lot of information [110]. Particularly X-ray diffraction (XRD),
which can be easily set up in nearly any laboratory, is widely used. An alternative
would be the use of neutrons, which provides patterns of high information content.
Instead of interacting with the electrons in the atoms as in case of X-rays, neutrons
interact with the nucleus and exhibit weaker absorption. The latter approach is
advantageous in case that close neighbours and isotopes have to be discriminated
or light elements need to be detected. Neutron diffraction also has been used
previously to analyse disordering phenomena in CZTS [11]. However, cation
disorder is not studied in this thesis so that the resolution of common XRD
spectra is sufficient for the purpose of structural analysis.
X-ray diffraction patterns can be described by Bragg’s law [111]
2 d · sin(θ) = n · λ (n ∈ N) . (5.1)
The parameter d is the interplanar spacing, which depends on the crystal structure
of the material investigated and on the set of lattice planes considered. θ is
the diffraction angle (or 2θ the Bragg angle) and λ the wavelength of the light
diffracted, where X-rays have a wavelength of the order of an ångström [110]. The
natural number n indicates the order of diffraction.
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Fig. 5.1: Graphical representation of Bragg’s law (Eq. 5.1). Waves that have a path
difference of 2d · sin(θ) after their diffraction at a lattice plane interfere con-
structively and lead to a diffraction peak. Otherwise they are extinguished.
Here, the first order of diffraction is shown, but similar arguments hold for
deeper lattice planes. Illustration from [26].
Bragg’s law, as illustrated in Figure 5.1, provides a condition for constructive
interference of radiation reflected at consecutive lattice planes. Nevertheless, even
though it works for X-ray analysis to some extent indeed, this equation assumes
reflection at the lattice planes just as it would happen with visible light at a mirror.
In this simplified model, the reflections originating from the whole set of parallel
crystal planes are assumed to interfere since they are all reflected into the same
direction which results in the characteristic pattern. This way, the peak positions
of a diffraction pattern can be predicted; however, in order to get information
about the peak intensities, it is necessary to look at the elastic scattering process
of the incident X-rays at the electrons of the atomic shells that actually takes
place. These considerations are commonly undertaken in reciprocal space. In
this case, the Bragg condition is represented via the Ewald construction and is
mathematically expressed by the equivalent equation
| ~Ghkl |= | ~k − ~k0 | (5.2)
with the reciprocal lattice vector ~Ghkl and the wave vectors of incident and
scattered beam k0 and k respectively [110]. Again, this alone only takes into
account the lattice function (i.e. the Bravais lattice or space group) describing
the crystal structure analysed with other relevant terms still neglected.
Further contributions to the diffraction pattern originate from the potential
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presence of more than one atom per basis and from the fact that the diffraction
centres are not dot-like in reality. Firstly, a more than one-atomic basis changes
the modulation function of the peaks, that means the relative intensities [110].
This is because the intensity, i.e. the squared amplitude of the total wave, depends
on the phase shift if more than one wave contributes, scattered at atoms at
different positions. In reciprocal space, this is described by the so-called structure
factors which take into account the arrangement of atoms within the unit cell and
can be represented by a Fourier series. Secondly, the reflections are broadened
out to some extent due to the fact that the electron density has a certain spatial
distribution around the position of the atomic core. This is taken into account
via the atomic scattering factors or form factors that are part of the structure
factor just discussed [110]. Another consequence is a general decrease of intensity
towards higher scattering angles. In addition to these two contributions, thermal
oscillations of the atoms described by the exponential Debye-Waller factor are
taken into consideration for the total intensity as well. Overall, this quantum
mechanical treatment of X-ray diffraction as outlined above is able to explain the
peak positions as well as the intensities observed.
A powder sample ideally consists of randomly oriented crystallites so that all
orientations are present, which has multiple effects. Most importantly, many more
peaks are to be expected as compared to the diffraction pattern of a single crystal.
In the latter case, the lattice is continuous and the orientation of the single crystal
relative to the direction of the incident radiation determines which sets of lattice
planes with their respective lattice spacings d fulfil the Bragg condition. The
powder has millions of such crystallites which are not aligned and it is hence much
more likely that the angle of the incoming beam fits one of these orientations
causing a Bragg reflection. More precisely, these reflections are arranged in rings
around the direction of the incident beam as visible in a 2D pattern [110]. As a
consequence of the increased number of peaks, a powder pattern is more likely
to contain overlaps [110]. This is complicated by the effect that the peak width
increases with decreasing crystallite size. That relation is discussed in more
detail in Section 5.1.2 along with the useful estimation of the domain size to be
derived from it. A practical advantage of powder diffraction is that the randomly
distributed crystallites do not have to be aligned as single crystals have to.
Laboratory X-ray diffractometers usually use sealed-tube sources which generate
electromagnetic radiation by bombarding a metal target with high-energy elec-
trons in a vacuum environment. The excited metal atoms emit X-rays whilst
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returning into their ground state via a series of electronic transitions. Above
a certain threshold, the continuum X-rays, also known as white radiation or
‘Bremsstrahlung’, discrete peaks appear in addition [110]. They result from the
ejection of inner-shell electrons when their states are filled-up again by electrons
from higher energy levels. These transitions are accompanied by the emission of
photons with respective wavelength typical for the target material. These so-called
characteristic X-rays are used as source radiation for the diffraction experiments.
The wavelength typically chosen lies in the range of 0.1 - 5Å and the most common
target metals are copper (Cu) and molybdenum (Mo) [110]. It is important to
note that these wavelengths are just of the order of magnitude of lattice spacings
which is why their application in diffraction experiments is so useful. Apart
from this, Cu in particular has the advantage of good thermal conduction, so
that relatively high power can be used to increase the intensity of the incoming
radiation [110]. Its emission spectrum is shown in Figure 5.2. The generated
radiation undergoes additional steps through slits, mirrors, filters, single crystals,
and other optical elements in order to obtain a focussed and monochromatic beam
[110]. Finally hitting the sample, two main measurement geometries can be used,
the reflection mode or the transmission mode. The spectrum of diffracted X-rays
is then collected with a detector.
Fig. 5.2: Cu emission spectrum with the continuum and characteristic X-rays. The Kα
line is commonly used as source radiation for XRD. Adapted from [110].
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The XRD spectra within this study are measured with the commercial instrument
D8 Advance from Bruker. It uses the Cu -Kα line (λ = 1.5406Å) and measures in
reflection mode with a point detector. The sample remains at the same position
throughout the whole measurement whilst the source and the detector are scanning
the spectrum. The scans cover a range from 10° to 90° and are measured in 0.3 s
to 0.9 s steps under continuous rotation of the sample to diminish any impact
of inhomogeneities. The specimen of CZTS are either in the form of the as-
synthesised nanocrystal powder on a flat-plate sample holder made of glass or in
the form of thin films on SLG slides.
In the analysis of a measured diffraction pattern, peak identification and indexing,
i.e. assignment of peaks to the respective Miller indices, is an important step.
Often, some corrections have to be undertaken before, such as the removal of
background signals. Indexing involves deducing the crystal geometry in three-
dimensional reciprocal space from the one-dimensional pattern given and is hence
a complex process of many steps. Full pattern analysis such as the Rietveld refine-
ment developed in 1969 are powerful tools for a complete analysis of diffraction
patterns measured [110]. Unlike in the analysis of individual Bragg reflections,
overlapped or degenerate peaks cause less problems in the analysis and peak-
broadening effects as well as background contributions of the sample and the
set-up are taken into account. Via a least-square fitting approach including lattice
parameters and atomic positions, the diffraction pattern is completely fitted and
the crystal structure is solved in Rietveld refinement. However, this procedure
requires detailed modelling of the crystal structure and is not pursued here.
In this case, the XRD measurements are used in a ‘fingerprint approach’ in order
to compare the measured patterns with other spectra of CZTS from a database
containing verified spectra from the academic literature. This allows to verify that
the samples consist of the desired compound and provides the peak indices at the
same time. For the X-ray diffraction patterns of CZTS and the most common
secondary phases see Figure 5.3. However, it is important to note that XRD
patterns are not sufficient for secondary phase identification in CZTS since the
patterns of the kesterite and stannite crystal structures are far too similar [39].
Other compounds can only be identified by careful analysis of all the minor peaks
and this becomes increasingly difficult with decreasing contribution from these.
This is the main reason for the additional application of Raman spectroscopy
introduced in Section 5.2 which is much more sensitive in this regard. Further
analysis of the XRD patterns beyond peak identification is done by fitting of
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Fig. 5.3: The XRD spectra of CZTS as well as of related binary and ternary phases
for a Cu-Kα X-ray source are shown. They have been obtained by use of
corresponding CIF files for the different crystal structures from the Inorganic
Crystal Structure Database (ICSD); the collection codes from top to bottom are
239683, 239684, 67581, 100333, 77090, 24376, 252197, 31995, 50965, 833, 88972,
and 154696. Based on these, the diffraction patterns have been simulated with
the freeware Mercury from the Cambridge Crystallographic Data Centre. It
should be emphasised that the spectra for kesterite and stannite CZTS are
nearly identical as it becomes apparent above. Similar illustration in [26].
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Fig. 5.4: A reference pattern from the ICDD database for kesterite Cu2ZnSnS4 frequently
used in corresponding literature is shown (PDF 00-026-0575). The main peaks
are (112) at 28.531°, (220) at 47.332°, and (312) at 56.178°. As the kesterite
and stannite structures have nearly identical XRD patterns, the (220) peak is
often marked with a second index (204) and the (312) peak with (116).
some individual peaks. Common functions used to model the peak shapes are
Lorentzians, squared Lorentzians, Voigt curves, or related functions [110]. The
fitting parameters can then be used for the determination of the lattice parameters
and the domain size as described in the following two sections.
In this study, the evaluation of the XRD patterns is partly performed with DIF-
FRAC.EVA (V4.2.1) with access to the database PLU2015 of the International
Centre for Diffraction Data (ICDD) to compare the spectra measured with ref-
erence patterns as mentioned before. An indexed reference pattern of kesterite
CZTS (PDF 00-026-0575) is shown in Figure 5.4. The software EVA is also used to
remove the background signal. Least square fitting of the main peaks is performed
by use of MagicPlot and Lorentzian curves in order to obtain peak positions,
widths, and intensities.
5.1.1. Calculation of the Lattice Parameters
The previous section has demonstrated that the features in an XRD pattern reflect
the crystal lattice. For cubic crystal structures, there is a fairly easy way to
calculate the sole lattice constant a from a diffraction pattern. However, in case
of more complex ones such as the tetragonal lattice of kesterite or stannite CZTS,
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where two lattice constants are present, a more sophisticated approach has to be
pursued. The starting point is Bragg’s law (Eq. 5.1). Rearrangement, considering
the first diffraction order with n=1, leads to
d = λ2 · sin(θ) . (5.3)
Using the Miller indices (h k l) for indicating the different crystal planes, another
expression for the interplanar spacing d is obtained. In case of a tetragonal crystal
structure with the lattice parameters a and c, it is [110]
d = dhkl =
(
h2 + k2
a2
+ l
2
c2
)−1/2
. (5.4)
This expression can be equated with Formula 5.3, so that one obtains
λ
2 · sin(θ) =
(
h2 + k2
a2
+ l
2
c2
)−1/2
. (5.5)
For a given XRD spectrum, where the peaks have already been indexed, this
formula can be used to calculate the lattice parameters a and c. The indices h,
k, and l, as well as the peak position θ (or 2 θ) are known. λ is the wavelength
of the incident X-rays and is also known. Since Equation 5.5 has two unknowns,
a and c, it is a minimisation problem that cannot be solved straightforward,
but numerically. For this purpose, starting values for a and c close to the true
parameters are chosen (in this case, they have been taken from literature on
CZTS). The optimisation procedure is then carried out by an appropriate software
package or program.
In this work, a script written in the programming language Python is used. The
code is provided in Section B.1 in the appendix. For the analysis of the spectra,
the three main peaks – (112), (220), and (312) – are analysed as described above.
The respective results for a and c are then averaged.
5.1.2. Estimation of the Domain Size
In the framework of line profile analysis, XRD spectra can also be used to draw
conclusions on the so-called domain size τ , which corresponds to the size of a
single crystallite and is hence smaller or equal to the particle size. In order to
do so, the diffraction peaks need to be analysed with respect to their shape,
since the domain size is inversely dependent on the peak width. The sharpest
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peaks arise from perfectly ordered single crystals. In finite crystallites, radiation
with an incident angle slightly deviant from Bragg’s condition will not result in
completely destructive interference due to an insufficient number of scattering
centres involved. The missing long-range order in a multicrystalline powder
prevents perfect cancellation of the contributions from the different lattice planes
in this way and the intensity peaks are broadened over a wider angular range
as compared to a single crystal [110]. The smaller the crystallites, the more
pronounced the effect of peak broadening will be.
The peak width can be quantified by the full width at half maximum (FWHM)
and is symbolised by β in the following. The mathematical relation used is the
Scherrer equation [110]
τ = K λ
β · cos(θ) , (5.6)
where K is a dimensionless factor depending on the shape of the crystallites
analysed and usually being in the range of 1. For the CZTS nanoparticles
investigated here, K = 0.9 corresponding to the assumption of an approximately
spherical shape was used as done by other authors working on the same material
[110, 112, 113]. As above, λ is the wavelength of the incident X-rays and θ the
Bragg angle of the respective peak. Features of a diffraction pattern represent an
average over the whole sample. Accordingly, the domain size determined in the
way presented above is sometimes also referred to as ‘apparent domain size’ or,
more precisely, as ‘volume-weighted mean size’ [110].
Similar to the determination of the lattice parameters, the domain size is calculated
by applying this procedure to all of the three main peaks and subsequent averaging
of the results.
5.2. Raman Spectroscopy
Different from X-ray diffraction, Raman spectroscopy is based on inelastic scatter-
ing processes. The Raman effect has been theoretically predicted by Smekal in
1923 and then experimentally demonstrated by Raman in 1928 [114–116]. When
a molecule absorbs a photon and is consequently brought into an excited state,
it might not directly relax into the ground state by emission of a photon with
unchanged frequency – even though this is most probable. This is the elastic
Rayleigh scattering. Instead, the molecule might only relax into an intermediate
energy level under emission of a photon with lower energy or frequency than the
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incident photon. Another option is photon absorption by a molecule already being
in an excited state so that the photon emitted during the return into the ground
state has a higher energy or frequency than the incident photon [116]. If the
photon frequency is changed in one of these ways the process is called Raman
scattering and the difference in energy is compensated via phonons [117]. In case
that a phonon is absorbed, radiation energy is gained leading to an anti-Stokes
shift of the photon frequency towards higher frequencies; in case that a phonon is
emitted, radiation energy is lost and the photon frequency is lowered or Stokes
shifted. This terminology for the distinction of up- and down-shifted frequencies
originates from Stokes rule of fluorescence [116]. The processes described follow
the conservation rules of energy and momentum [117], which are
ωs = ωi ± Ω (5.7)
and ~qs = ~qi ± ~K. (5.8)
Here, ω stands for the frequencies and ~q for the wave vectors of incident radiation
(index i) and scattered radiation (index s) respectively. Ω and ~K are the frequency
and the wave vector of the phonon involved in this inelastic scattering process [117].
The elastic and inelastic scattering processes mentioned are graphically illustrated
in Figure 5.5. A Raman spectrum conventionally shows the measured intensities
versus the Raman shift, i.e. the difference between incident and frequency-shifted
light, which means that the frequencies have already been corrected for the
wavelength of the excitation light or, put another way, the incident wavelength
is taken as zero [118]. The peak positions correspond to the normal frequencies
or eigenmodes of the material, in case of crystalline structures the lattice modes,
and they do not depend on the excitation wavelength [118].
In contrast, the peak intensities do depend on the excitation wavelength, so that
its choice can change the visibility of spectral features [118]. The resonance Raman
effect is addressed below in particular. First, the general case is discussed. The
experimental determination of scattering cross-sections of Raman bands is very
difficult [118]; however, the intensity ratio of Stokes and anti-Stokes lines can be
derived and it follows the relation [118]
Ianti-Stokes
IStokes
=
(
ν0 + νab
ν0 − νab
)4
eνab/kBT , (5.9)
where ν0 indicates the frequency of the incident radiation and νab the frequency
shift. Stokes shifts are more intense than anti-Stokes shifts. This is related to
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Fig. 5.5: Illustration of scattering processes, where 0 signifies the energetic ground state,
I an intermediate energy level, and X the excited state. Elastic Rayleigh
scattering: (a) A photon is absorbed and without any change of energy emitted
again when the atom returns into the ground state. Inelastic Raman scattering:
(b) Stokes shift, where a phonon is emitted after previous light absorption
and the photon frequency hence lowered. The atom is left behind in an
intermediate energy level. (c) Anti-Stokes shift that starts with an atom being
in an intermediate energy level. A phonon is absorbed during the return
into the energetic ground state and the photon frequency is hence increased.
Adapted from [116].
the fact that most molecules are in the ground state rather than in excited states
unless the temperature is relatively high as one can conclude from the Boltzmann
distribution [116]. The difference in the intensities from Stokes and anti-Stokes
lines increases with the vibrational frequency [116].
To fully describe Raman scattering, a more comprehensive theoretical description
is necessary which is why line-shape analysis is less commonly done. A simplified
classical picture can be used instead [117]. But although it provides a correct
prediction of the existence of the effect itself as well as the dependence on the
frequency of the exciting light, it is not suitable to explain why finally not all of the
normal frequencies result in a Raman peak [118]. For the purpose of determining
the spectroscopically active modes, a quantum mechanical approach would have to
be chosen. Regardless of these considerations, also inactive normal modes do have
an effect since they can, for example, lead to peak broadening in XRD spectra or
contribute to the specific heat [118].
It is worth to mention that the analysis of normal modes is based on the assumption
of perfect simple harmonic motion. However, although only weak in intensity,
overtones or combinations of fundamental modes can be observed [118]. Apart
from phonons, also free carriers and impurities may become apparent in the Raman
spectra [117]. Collective oscillations of carriers or plasmons have characteristic
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frequencies that vary with carrier concentration. In interaction with phonons,
Raman-active coupled modes can occur [117]. In addition, charge carriers from
impurity levels can be exited by so-called electronic Raman scattering, which is
also dependent on the carrier concentration [117].
As compared to reflection, transmission, absorption, and Rayleigh scattering,
Raman scattering is very weak [117] since only a small share of the incident light
is scattered inelastically [118]. However, in case that the excitation wavelength is
close to the fundamental gap of the semiconductor analysed, energy transfer to
the crystal lattice is much more probable so that Raman scattering is significantly
enhanced and relatively high peak intensities can be observed [117]. This situation
is also known as resonant excitation or resonant Raman effect and can facilitate
the detection of hidden features in the spectra, especially in the case that the
spectra are overlaid by fluorescence.
The shape of the Raman band peaks is usually approximated by use of Gaussian
or Lorentzian functions, both of which are symmetrical around the peak position
[118]. They account for homogeneous and inhomogeneous broadening respectively.
The full width at half maximum (FWHM) as a measure of the peak width can
help to estimate the sample quality as inhomogeneities broaden the spectral
features and as the intensity correlates with the degree of long-range order in
the crystal [117]. Fitting a spectrum can be difficult when the peaks are less
than their FWHM apart from one another. Also, it becomes apparent that the
experimentally measured Raman peaks may not fit these functions at their wings
as good as around their centre [118]. Here, a Lorentzian curve shape is chosen for
fitting because it shows the best agreement with the peaks measured.
In the measurement of Raman modes, an excitation laser of suitable energy
illuminates a small spot on the sample surface. The Raman scattered light is
passing a monochromator and is then measured with a detector. In this case, not
a single monochromator but a double monochromator containing two gratings
is used in order to allow for sufficient dispersion of the spectrum to detect for
the small Raman shifts and to prevent a distortion of the measurements by
the undesired Rayleigh peak originating from the large, unshifted portion of the
incoming radiation [117]. Also, a double monochromator holds back stray radiation
from the exciting laser light more effectively. Nevertheless, fluorescence of the
sample may be observed in Raman spectra in form of a smooth and continuous
background signal [118].
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For the measurements presented in this study, a Horiba JY LabRAM-HR Raman
microscope in backscattering configuration is used. The acquisition time is 15 s and
ten of these spectra are accumulated in order to eliminate any peaks originating
from cosmic rays or other noise rather than from the sample itself. Two excitation
wavelengths, 532 nm and 785 nm are chosen. About 1.5 mW and 2.5 mW of laser
power arrive at the sample surface respectively. The estimated spot size is
15 - 20 µm.
5.2.1. Secondary Phase Identification in CZTS
In the context of this work, Raman spectroscopy is used in a fingerprint approach,
where the measured spectra are compared to peak positions known from literature
in order to identify secondary phases that may be present in the samples. The
reference values used are listed in Table 5.1. As mentioned above, the laser
wavelengths used include resonant excitation in order to promote the relevant
modes. This allows at least for qualitative identification of unwanted phases that
may be present in the samples in addition to Cu2ZnSnS4 [39]. An exemplary
curve measured on a CZTS sample fitted with a series of Lorentzians is shown
in Figure 5.6. It has been shown previously that Raman spectroscopy is clearly
superior to other techniques in terms of secondary phase identification [39] and is
hence the method of choice for the experiments presented later on.
5.3. Scanning Electron Microscopy (SEM)
In order to investigate nanoscale structures morphologically, the resolution of light
microscopes is generally insufficient since it is limited by the wavelength of visible
light. An electron’s de Broglie wavelength is significantly smaller than that of
visible light and this is why electron microscopes can be used for the analysis of
much smaller structures [119]. Here, a scanning electron microscope (SEM) is
used. An SEM can not only be used to analyse a specimen’s morphology, but,
among others, also for compositional analysis by energy-dispersive X-ray (EDX)
analysis as discussed in Section 5.3.2. Further examples are cathodoluminescence
(CL, which is similar to photoluminescence discussed in Section 5.6) and electron-
beam-induced current (EBIC) both of which are not used in this study though. A
special type of an SEM is one with an integrated focused ion beam (FIB) which
can be used for the preparation of cross-sectional views, e.g. of a layered device.
The components of an electron microscope are placed inside a high vacuum system
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Tab. 5.1: Raman peaks of CZTS and some of its secondary phases for phase analysis of
the spectra measured. Table taken from [26, p. 139] and references therein.
Compound Raman modes [cm−1]
Cu2ZnSnS4 286, 300, 337 (A),
82, 84, 97, 98, 247, 248, 252, 264, 313, 319, 352, 373 (B),
67, 83, 141, 147, 160, 165, 255, 272, 293, 300, 347, 365 (E),
331 (disordered)
CuS 137, 265, 472
Cu2S 475
ZnS 273, 276, 290, 352, 386, 422
SnS 96, 160, 190, 219, 288
SnS2 215, 314
Sn2S3 52, 60, 71, 87, 183, 234, 251, 306
Cu2SnS3 290, 352
Cu3SnS4 318
Cu4SnS4 317
Cu4Sn7S16 78, 94, 182, 192, 274, 305, 311, 350, 365, 466
with a beam column and a sample chamber. Emitted from an electron gun,
most commonly a thermionic emitter which is particularly powerful, the electrons
are focused into a fine beam. This is done by a double condenser lens system
consisting of a condenser lens which is often associated with the spot size (because
it is primarily changed by this lens) and another one which is commonly known
as the objective lens and associated with the focus (although it also contributes
to lowering the spot size a bit) [119]. Further components such as deflection coils
are used to guide the beam vertically and in the optical axis of the microscope
column. Furthermore, such coils are used to scan the beam over the sample surface,
analysing one point at a time, in order to assemble them into a line scan or 2D
image in the end [119]. This is where the name scanning electron microscope
comes from. The distance between objective lens and sample surface is called
the working distance and can be varied. Prior to a measurement, an alignment
procedure with stationary spot has to be undertaken in order to tune the different
components for an optimum result. The parameters of contrast and brightness are
controlled electronically [119]. Where they hit the surface of the specimen, the
incident electrons interact with the material in multiple ways. Different kinds of
detectors are used to collect secondary electrons, backscattered electrons, X-rays,
and so forth which are used for different purposes.
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Fig. 5.6: An exemplary fit of a Raman spectrum with resonant excitation at 785 nm
measured on an annealed CZTS thin film from nanocrystal ink is shown (see
also Figure 6.15, p. 100). It has been corrected for background contributions by
subtracting a straight line. The lower section of the graph shows the residuals.
In this specific case, a peak at around 190 cm−1, unexpected for CZTS, might
for instance indicate the presence of the secondary phase SnS.
5.3.1. SEM Imaging
The electron-beam-specimen interactions can be classified into elastic and inelastic
events [120]. Imaging is usually done with secondary electrons (SE), which are
called so since they do not originate from the incident beam itself, but are ejected
from the material under investigation via interaction of the incident high-energy
electrons with the solid [120]. SEs result from inelastic scattering events where a
small amount of energy (only a few eV) from the incident electrons is transferred to
the atoms of the specimen. This can set free some of the loosely bound conduction
electrons which mainly provide topographical information. This arises from the
angular dependence of SE generation, whereas there is nearly no dependence on
the atomic number of the material under investigation [120]. Different signal
intensities at different spots on the sample surface create a monochrome picture
with contrast similar to a usual photograph, just with a much higher spatial
resolution.
In contrast to SEs as described above, backscattered electrons (BSE) come from
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elastic scattering events, where electrons of the incident beam undergo a significant
change in direction and hence exit the sample surface again. This happens to about
30% of the electrons of the incoming beam [120]. BSEs have significantly higher
energy than SEs and hence the information depth of BSEs appears to be about
100 times larger than that of SEs [120]. Other than that, the number of BSEs
generated per unit area is much lower than that of SEs. In addition to topographic
contrast, a backscattered image contains compositional information due to the
atomic number contrast (or Z contrast/compositional contrast) [120]. Regions of
different brightness in the resulting monochrome image indicate different atomic
number and therefore different abundance of elements or phases. In particular,
the higher the atomic number the more likely backscattering events become [120].
Apart from that, the fraction of incident electrons that is backscattered also
depends on the angle of the incident beam with respect to the sample surface but
hardly on the energy.
It has to be emphasised that, although one seems to obtain an image of the sample
surface, the signal originates also from near-to-surface regions inside the specimen.
This is related to the penetration depth of the electron beam which depends on the
electron energy and on the type of signal investigated [119]. The electron energy
is controlled via the accelerating voltage. On the one hand, lower voltages can
limit charging effects of the sample surface if it is not sufficiently conductive and
can thereby improve the image quality. Other precautions are described in Section
5.3.3. On the other hand, higher voltages improve the resolution obtainable. The
optimum value lies in between and depends on the sample [119, 120].
Apart from optical limitations of the instrument due to diffraction and chromat-
ic/spherical aberration, the resolution of the final image is mainly determined
by the diameter of the beam hitting the specimen [119]. As mentioned above,
the lens settings and the condenser lens in particular strongly influence the spot
size, but also the working distance has a certain impact [119]. However, a smaller
beam diameter or probe size also means a smaller beam current which can prin-
cipally induce higher background noise and the optimum value depends on the
magnification chosen as well as the other parameters [119]. Other limitations are
imposed by the specimen itself. In case of backscattered electrons, it also has to
be considered that they may exit the sample surface at a significant distance from
the spot where the beam originally impinged on the specimen [120]. This leads
to a loss in resolution as compared to secondary electrons which have a smaller
interaction volume.
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The SEM images presented in this study are made with a Hitachi SU-70 FEG
SEM. Mostly, they are taken at an acceleration voltage of 12 kV. The condenser
and objective lenses are set to the values 3 respectively and the working distance
is chosen to be 9 mm. The magnification depends on the respective purpose of
the image. In Section 6.4, also some cross-sectional views are presented which
have been made by Mr Leon Bowen (Department of Physics, Durham University).
They are prepared on a FEI Helios Nanolab 600 FIB microscope.
5.3.2. Energy-dispersive X-ray Spectroscopy (EDX)
Energy-dispersive X-ray spectroscopy (EDX or EDS) is a common technique used
in combination with SEM, also referred to as SEM-EDX, and a powerful tool for
determining the chemical composition of a sample with spatial resolution. This
X-ray microanalysis is based on inelastic scattering events, where incident electrons
with an energy higher than the ionisation energy are able to eject inner-shell
electrons. The vacancy thus left behind is filled up by electrons from higher
energy levels. During the decay of the ionised atom back into its ground state,
characteristic X-rays following to the rule of energy conservation are emitted [120].
In contrast to the continuous spectrum of X-rays emitted due to a different process
(also known as deceleration radiation or ‘Bremsstrahlung’), the characteristic
lines mentioned before can be used for compositional analysis since their energy
depends on the distinctive energy differences between the atomic levels [120].
K, L, orM lines may be used for the purpose of element identification [120], where
the capital letter indicates the destination shell of the corresponding radiative
transition. Greek letters in the index show from which shell the electron relaxed,
e.g. the Kα originates from the transition from the L to the K shell, whereas
the Kβ line originates from the transition from the M to the K shell. Further
number sub-indices indicate the intensity, beginning with the strongest lines [120].
This line splitting is due to the division of shells into subshells with different
probabilities of a transition.
Two different types of analysis can be distinguished; firstly, qualitative analysis
which focuses on the identification of the elements present, and secondly, quantitat-
ive analysis where the actual concentration of elements is determined by looking at
the intensity ratios of the peaks attributed to the different elements [120]. In either
case, the instrument has to be operated under such conditions that give sufficient
X-ray counts for a satisfying signal-to-noise-ratio. Also, the X-ray spectrometer
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should be calibrated prior to measurement by use of a pure element standard,
e.g. cobalt (Co), under identical conditions. Another important consideration,
especially for quantitative analysis, concerns the spectral resolution of neighbour-
ing peaks. If neighbouring peaks overlap too much, accurate determination of
the composition is not possible because the intensity ratios might contain errors
[120]. Remedy might be provided by choosing other line series of the elements of
interest. Tables of the X-ray lines can for example be found in [120, p. 641 ff.].
In this study, EDX measurements are performed at an accelerating voltage of
12 kV. The condenser lens is set to 3 and the objective lens is set to 2. A working
distance of 15 mm is chosen. X-ray microanalysis can either be performed on a
spot or on a small area selection over which the signal is averaged to calculate the
material’s composition, or EDX mapping can be performed. For usual composition
determination, measurements in this study are done at a magnification of 500×
with a dwell time of 35 µs and SEs as input signal. The results of three or four
areas distributed over the sample surface are averaged, where each of these is
additionally divided into 12 subareas. This procedure is particularly useful to look
at inhomogeneities. As mentioned above, caution has to be taken in choosing the
line series used for the element identification. As suggested by reference [14], the
CuK and ZnK lines are used instead of the lines of the L series, as well as SnL
and SK . Experiments in the context of this project have shown that the choice of
the X-ray lines has a significant impact on the result indeed and the best choice
of parameters has been established by comparison with ICP-MS measurements as
discussed within Section 6.1.3. An exemplary EDX spectrum with the respective
lines is shown in Figure 5.7. The microscope used is the same as that used for
imaging, a Hitachi SU-70 FEG SEM, in combination with the X-MaxN 50 Silicon
Drift Detector and the analysis software AZtec 3.2 from Oxford Instruments. At
the beginning of each measurement session, a beam measurement with a cobalt
(Co) standard is performed to assure proper calibration.
5.3.3. Sample Preparation
Nonconductive samples are prone to charging effects during SEM analysis. If the
electric charge building up in consequence of the incident high-energy electrons
cannot drain off, image distortion or even thermal and radiation damage can occur
[120]. A commonly used approach to prevent this is to apply a conductive coating
to the specimen in order to enhance the surface conductivity and to thereby
inhibit the accumulation of electrostatic charge. This is often realised by vacuum
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Fig. 5.7: An exemplary EDX spectrum is shown as it is collected on the SEM. This
example represents a Cu-poor/Zn-rich sample of CZTS with cation ratios of
Cu/(Zn+Sn)=0.84 and Zn/Sn=1.25. Also the underlying Si wafer substrate
and the Au coating become apparent through their corresponding peaks. Where
relevant to the main text, the corresponding lines (K or L) are specified.
evaporation or by sputter coating, where the latter technique has the advantage
that the resulting layer is continuous regardless of the specimen’s surface topology
and roughness since also areas will be covered that do not lay in line of sight of
the target [120]. A typical coating material for this purpose is gold (Au).
In this study, two different kinds of samples are used. The as-synthesised nanocrys-
tals are analysed by use of a drop of nanoparticle ink drop-casted on a small piece
of silicon wafer as a substrate. In addition, thin film samples on SLG prepared by
spin-coating are investigated by SEM-EDX after annealing in the furnace as well.
Either kind of samples are coated with an approximately 15 nm thick Au layer. It
is deposited with a Cressington Sputter Coater (108 auto) with argon gas supply
using a deposition time of 300 s. The so prepared samples are attached to the
sample holder by use of conductive adhesive in order to ground it electrically.
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5.4. Inductively Coupled Plasma Mass Spectroscopy
(ICP-MS)
Mass spectroscopy is, so to say, an extremely precise method of weighing. It is used
to determine the (weight) percentages of different elements in a sample similarly
to EDX discussed before, but it principally can even distinguish the isotopes since
they slightly differ in mass. One possible method is to use a plasma, which means
an ionised gas, in which the sample material is introduced. In inductively coupled
plasma mass spectroscopy or spectrometry (ICP-MS) in particular, this plasma
is generated by a high-frequency field applied to a coil [121]. The ionised gas is
usually argon, which is inert so that it does not react with the material under
investigation and has a high ionisation energy itself, so that the produced plasma
can excite and ionise a huge share of the elements [121]. The hereby ionised atoms
originating from the sample have then to be focussed into a beam and transferred
into a mass analyser [121]. By use of perpendicular magnetic (B) and electric
fields (E), a Wien filter initially allows to select ions of certain velocity v since
only those particles with v = E/B move straight through and can be selected by
passing through a circular aperture. Subsequently, these ions are directed into a
magnetic field which is aligned perpendicular to the beam direction. The particles
are therefore forced into a circular motion whose radius depends on their mass to
charge (m/z) ratio. An ion detector at a known radial position finally enables to
determine the relative abundance of these ions of specific m/z. The detector scans
the whole range of radii and the result is a spectrum of ion counts versus mass
to charge ratio. This is the basic principle of operation; instrumental details are
discussed elsewhere, see for instance reference [121].
For the purpose of ICP-MS analysis, powder samples of 5 - 10 mg CZTS are
dissolved in 50 ml of nitric acid (HNO3) and are then diluted 1000 times prior to
analysis. Nitric acid is particularly useful for decomposition of sulphides [121].
Within this study, ICP-MS is used to determine the atomic ratios rather than to
perform a quantitative analysis of specific elements or to analyse their isotopes.
Also, the amount of sulphur cannot be determined via this method and thus has to
be taken from the EDX measurements. For the other three elements, copper, zinc,
and tin, the results from ICP-MS and EDX measurements have been compared for
a set of samples as discussed in Section 6.1.3 in order to find and confirm the best
choice of X-ray lines for the EDX analysis on the SEM as mentioned before. The
ICP-MS measurements on the samples from this study have been kindly carried
out by Dr Chris Ottley (Department of Earth Sciences, Durham University).
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5.5. UV-visible Absorption Spectroscopy (UV-vis)
Another spectroscopic technique used in this study is absorption spectroscopy.
In case that the incident light is resonant with a transition from the ground to
an excited state of the material, i.e. if the photon energy matches the energy
difference of the two energy levels involved, light of this wavelength is absorbed
by the atoms in the solid [122]. According to the wavelength range investig-
ated, the technique can be referred to as UV-visible (or UV-vis) spectroscopy,
which means that the spectrum ranges from the far-ultraviolet (ca. 10 - 200 nm)
or near-ultraviolet (ca. 200 - 380 nm) to the visible region (ca. 380 - 780 nm) [116].
Sometimes, commercial instruments also cover the near-infrared (NIR) region
(ca. 780 - 2500 nm).
When light enters a medium, the intensity is attenuated exponentially with the
penetration depth x so that it can be written as [122]
I = I0 · exp(−αx) . (5.10)
This equation is the Beer-Lambert law, where I0 stands for the original intensity of
the incident beam and x the depth at which the remaining intensity I is measured.
α is a material specific and frequency dependent parameter and is called the
absorption coefficient. The Beer-Lambert law (Eq. 5.10) can be rearranged to
α = − log10(
I/I0)
x · log10(e) .
(5.11)
This leads to the definition of the optical density [122]
ODλ = − log10(T ) (5.12)
with the transmittance
T = I
I0
= 10−ODλ . (5.13)
The absorption coefficient in Equation 5.11 can hence also be written as
α = ODλ
x · log10(e) .
(5.14)
Usually, not α itself but the absorbance A is measured in dependence of the
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wavelength λ of the incoming light. This magnitude is defined as [122]
A = 1− T = 1− 10−ODλ . (5.15)
In case of low optical densities (i.e. ODλ ≤ 0.2), the transmittance in Equation
5.13 can be approximated via a first-order Taylor series expansion and together
with the definition of the absorbance in Equation 5.15 it appears that [122]
A ≈ 1− (1−ODλ) = ODλ . (5.16)
Consequently, the absorbance spectrum A versus λ is similar to the actual ab-
sorption spectrum α versus λ (since α ∝ ODλ according to Eq. 5.14) if the optical
density of the sample is sufficiently small, but not otherwise. The term ‘absorption
spectrum’ is sometimes used for both types of graphs in the literature.
The measurement of an absorbance spectrum is performed with a spectrophoto-
meter, whose main components are a light source, a monochromator, a sample
holder, and a suitable detector [122]. In order to cover the whole wavelength
range of interest, several lamps for different ranges may have to be used. An
exchangeable grating of suitable grid size (or a prism or a combination of these)
within the monochromator that disperses the incoming light allows to scan the
spectrum and to select specific wavelengths with the aid of a narrow slit [67]. This
light of known wavelength and intensity shines on the sample. From the intensity
remaining after traversal of the specimen, the absorbance can then be determined.
The instrument used in this study is the UV-vis-NIR spectrophotometer UV-3600
from Shimadzu in combination with the software UVProbe. It is operated at me-
dium scan speed with a slit width giving a spectral resolution of 8.0 nm. The light
source and the grating are set to be automatically changed at 390 nm and 850 nm.
The sampling interval is 0.5 nm. In order to determine the high-wavelength/low
energy limit of the absorbance, which is a constant value, the spectra are measured
to an upper boundary of 1800 nm (NIR). The lower wavelength boundary is usually
chosen as 450 nm (visible). In this wavelength range, the instrument is operated
with a halogen lamp. The samples investigated are thin films on SLG substrates.
Alternatively, also CZTS nanoparticle powder dissolved in toluene within a quartz
cuvette can be used. Since the instrument is a double-beam spectrophotometer, a
reference sample without the material of interest, i.e. a plain glass slide (or an
identical cuvette filled with mere toluene) is placed in a second beam pass in order
to correct for any contributions of the substrates (or containers).
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5.5.1. Determination of the Band Gap Energy
In order to derive the band gap energy from an absorbance spectrum, the data is
represented in a so-called Tauc plot, where the squared absorbance A2 is plotted
against the photon energy [122]
EPh = hν =
hc
λ
(5.17)
with the Planck constant h ≈ 6.62 · 10−34 J s. On such a plot, a straight line fit
can be performed and the intersection of the extrapolated line with the x axis
corresponds to the band gap energy Eg [122]. This is shown for an exemplary
measurement in Figure 5.8. However, this exact procedure is only valid for direct
band gap semiconductors. Indirect semiconductors require a plot of
√
A versus
EPh. This is based on the respective expressions for the absorption coefficient α.
In case of a direct band gap material, it holds that [5]
α = α0
√√√√hν − Eg
Eg
= α0
√
EPh − Eg
Eg
. (5.18)
Consequently, it is also valid that
α2 = α20
EPh − Eg
Eg
= α
2
0
Eg︸︷︷︸
≡ a
· EPh −α20︸ ︷︷ ︸
≡ b
, (5.19)
which is an equation linear in EPh with slope a and intercept b. The corresponding
graph is the Tauc plot mentioned above. Now consider the case EPh = Eg.
According to the previous equation, it is α2 = 0 then, so that the intersection of
the straight line described by Equation 5.19 with the x axis must just be at Eg.
In mathematical terms, one has
a · EPh + b = 0 ⇔ EPh = − b
a
(5.20)
at the intersection of the fitted straight line and the x axis. Plugging in the
definitions of a and b from above then shows that
Eg = − b
a
. (5.21)
By performing a straight line fit of the form a · EPh + b on a Tauc plot of
an absorbance spectrum, the band gap can hence be obtained easily. Error
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Fig. 5.8: An exemplary absorbance spectrum versus λ measured on an annealed thin film
sample of CZTS nanoparticles is shown where also the constant long wavelength
limit of A becomes apparent. The small jump discontinuities between 800 nm
and 1 000 nm originate from automatic changes in the instrument, e.g. of the
grating, during the scan. The inset demonstrates the determination of the
band gap energy via a Tauc plot. In addition, band tailing is visible below Eg.
propagation leads to
σEg =
√
σ2a
b2
a4
+ σ2b
1
a2
− 2σab b
a3
, (5.22)
where σa and σb are the uncertainties in a and b respectively. σab = ρab σa σb is the
covariance of the two parameters a and b derived from the off-diagonal element
ρab of the correlation matrix.
For EPh < Eg, the absorption is expected to be at zero, i.e. α = 0 [122]. This
means that also A2 has to be zero which can be seen from Equations 5.14 and
5.15. Nevertheless, the Tauc plot of measured data might exhibit a kind of tail for
such low energies below the band gap value. In the long wavelength/low energy
limit, a constant value of A is approached rather than zero as it can be seen in
Figure 5.8. Considering the previous statement of α = 0, this constant value has
to be subtracted from the curve in order to obtain the correct band gap energy
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via the method described above. This is done already in the Tauc plot shown.
The phenomenon of band tailing which causes absorption below the band gap
energy to some extent has already been discussed in Section 2.3 with respect
to the material CZTS. In addition, it should be mentioned that in general, the
band edge of a semiconductor shifts with temperature and the energy levels are
broadened due to lattice expansion and increased oscillation of the atoms around
their equilibrium positions with rising temperature [67]. In the context of this
work, the absorption spectra are measured at room temperature. Most important
is the exponential variation of the population of states with temperature, but also
optical excitation or electron bombardment have a significant influence on the
electron and hole populations of the bands. High concentrations of free carriers can
lead to perturbation of the band edge and band tailing similar to that induced by
impurities discussed in the above-mentioned section [67]. Free-carrier absorption
means that a carrier moves inside the same band via an additional interaction
with a phonon or an ionized impurity, so that the momentum remains conserved.
If present, this type of absorption becomes increasingly apparent with increasing
wavelength or decreasing photon energy [67]. Another aspect already mentioned
in Chapter 2 is a distortion of the deduced band gap energy by the presence of
secondary phases. Corresponding Eg values are included in Table 5.2 (p. 72).
5.5.2. Estimation of Absorber Layer Thickness
As mentioned earlier, absorption follows the Beer-Lambert law (see Eq. 5.10) which
describes the remaining intensity as a function of the depth x into the material in
terms of the material and wavelength specific absorption coefficient α. Assume
that the intensity is measured after the light passed an absorber layer of thickness
l (i.e. x = l), for example a thin film of CZTS on a transparent glass substrate.
Equation 5.14 can be rearranged to give
α ≈ 2.303 · ODλ
l
(5.23)
or l ≈ 2.303 · ODλ
α
. (5.24)
In typical experiments, either the pathlength l or the absorption coefficient α(λ)
of the material investigated are known. This way it is possible to estimate the
other of these two parameters by using the value of A at a specific wavelength to
calculate ODλ = − log10(1− A) (this follows from Eq. 5.15).
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Here, α is taken from literature. As the applicability of the method is restricted
to wavelengths close to the absorption edge, λ = 855 nm (about 1.45 eV) is chosen.
For this value, it is α = 2.44 · 104 cm−1 in case of CZTS [66]. Based on the
absorbance A measured at the chosen wavelength, the absorber layer thickness l
of the CZTS nanocrystal ink thin films is then estimated. Section 6.4.1 within
the results chapter includes a brief comparison of the experimentally determined
thickness values from this approach and from cross-sectional images of the films
prepared on the FIB microscope.
5.6. Photoluminescence Spectroscopy (PL)
Luminescence can, more or less, be understood as the inverse process to absorption
[122]. Basically, a previously radiatively excited material is relaxing back into
its ground state accompanied by the emission of photons. Different excitation
mechanisms are suitable for this purpose. If light is used, the process is called
photoluminescence (PL); among the alternatives is, for instance, cathodolumin-
escence (CL) which uses electron bombardment instead [122]. In any case, the
energy input brings electrons within the atoms of the specimen into an excited
state. The transitions from the higher energy levels back to the ground state lead
to the emission of photons with the respective energy (radiative transition). This
is recorded in the form of a spectrum which shows fingerprint peaks according to
the energy of the material’s energy levels [117]. Two different types can be distin-
guished – emission and excitation spectra [122]. For the recording of an emission
spectrum, the excitation wavelength is constant and the material’s response is
represented over a certain wavelength range. Different from this, the excitation
wavelength is being varied for the recording of an excitation spectrum while only
one emission wavelength is considered.
An excited atom can not only can relax into its ground state by emission of
a photon, i.e. a radiative transition, but also by non-radiative processes. The
most important ones are multiphonon emission and energy transfer to another
recombination centre in the vicinity which will then be lifted into an excited
state [122]. Non-radiative recombination counteracts luminescent emission and
increases with temperature, leading to thermal quenching of luminescence. This
is due to the fact that higher vibrational levels are occupied by more and more
electrons as the temperature rises, which are going back into the ground state by
non-radiative processes afterwards [122]. As a consequence, luminescence might
be extinguished if the temperature is too high, so that PL measurements are
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Fig. 5.9: The energy states in this configuration coordinate diagram of a two-level system
are parabolas of energy versus real space position, taking into account the
vibrating lattice following the rules of a simple harmonic oscillator as distinct
from the horizontal energy levels in a rigid lattice. In case of down-conversion
luminescence, the incident photon has a higher energy or frequency (νabs) than
the emitted photon (νem). This is known as a Stokes shift. The radiative
transitions involved are illustrated by vertical errors. The dotted lines signify
non-radiative relaxation processes involving phonons. Adapted from [122].
preferably done at lower temperatures, e.g. by use of a cryostat. This way, not
only nonradiative processes are reduced, but also the thermal peak broadening of
about 25 meV at room temperature is lowered and impurity centres are less likely
to be ionised [117].
Non-radiative transitions are also responsible for the fact that PL peaks do not
necessarily occur at identical energies as observed in the absorption spectrum
[122]. In the simplest case it is assumed that the atoms are part of a rigid lattice,
but they are rather vibrating around an equilibrium position. This means that,
instead of thinking of distinct energy levels, a continuum of states lying on a
parabola of energy versus position, see Figure 5.9, has to be taken as appropriate
model. As described before, a photon is absorbed while conserving the crystal
momentum, but the excited electron does not need to be in the equilibrium position
of the respective energy state, yet. This is reached by phonon emission leading
to the respective change in energy and wave vector ~q. From there, the electron
undergoes a radiative band-to-band transition which is becoming visible in the
PL spectrum. Back in the ground state, the equilibrium position is reached again
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by nonradiative processes. The latter transitions lead to an effective reduction
of the energy difference covered by the radiative transition and hence the PL
peak occurs at a lower frequency than in the absorbance spectrum [122]. This is
called Stokes shift, also referred to as down-conversion luminescence. Other than
that, also an anti-Stokes shift or up-conversion luminescence can occur, when two
photons of same frequency are sequentially absorbed by a multilevel system. If
the excited electron is non-radiatively transferred to a lower level prior to the
radiative band-to-band transition, the emitted photon has a higher energy than
those being absorbed, leading to a PL peak at a higher frequency as compared to
the absorption spectrum [122].
Absorption and therefore luminescence can take place across the band gap, but
also when an electron is transferred from a neutral donor to the conduction band
or from the valence band to a neutral acceptor, as well as when it is transferred
from an ionized acceptor to the conduction band or from the valence band to an
ionized donor [117]. It is consequently possible to make conclusions on the band
gap as well as on impurity levels, where the latter is probably the most important
application of PL spectroscopy [117]. Also excitonic processes can influence the
PL peaks [117]. These originate from bound states of electron-hole pairs and
result in spectral features below the band gap energy.
Although there is a close analogy between absorption and radiative emission, PL
spectra tend to show much clearer features as compared to absorption spectra,
because recombining electrons and holes have well-defined energy values leading
to narrow peaks and making PL more appropriate for material characterisation
than absorption spectroscopy [117]. Another difference concerns the band gap.
Whereas the band gap energy determined by means of absorption spectroscopy
gives the energy difference between the top of the valence band and the Fermi
level, i.e. the optical band gap, PL spectroscopy rather gives values between the
latter and the conduction band gap, i.e. the energy difference between the top
of the valence band and the bottom of the conduction band [117]. Especially in
case of highly doped materials, the Fermi energy does have a significant impact
so that the optical band gap will be larger than the conduction band gap and
comparisons between the results of absorption and PL spectroscopy have to be
done carefully.
The light source commonly used for photoluminescence is an excitation laser; the
alternative would be a lamp in combination with a monochromator. The light
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re-emitted by the material under investigation passes another monochromator to
allow for analysis of its spectral distribution and is then recorded by a detector
[122]. Focusing lenses are incorporated in the beam path as well. Commercial
setups for these types of measurement are called spectrofluorimeters [122]. The
home-built setup chosen for the measurements presented here makes use of a green
514 nm laser operated at 200 mW with a 570 nm and a 550 nm glass filter (cut-off
above 2.18 eV) between sample and detector. Additional spectra are collected
by excitation with a 375 nm UV laser operated at 60 mW with a 400 nm and a
395 nm filter in the beam path (cut-off above 3.10 eV). The monochromator has a
250 µm wide entrance slit and a diffraction grating of 150 cm−1 as the dispersive
element. A CCD camera is used for the signal detection and an exposure time of
60 s is chosen. Most of the measurements presented in this thesis are performed
at room temperature but by use of a cryostat, a temperature range from room
temperature down to about 3 K is realised for an exemplary measurement series.
Not only can PL and Raman spectra be obtained from nearly the same setups
but also, both techniques are very surface-sensitive as compared to infrared spec-
troscopy for example [117]. This is due to the fact that the absorption coefficient
α depends not only on the material investigated but also on the wavelength of
the incident light. The absorptivity of the material in the given spectral region
determines the decay of light intensity and hence the penetration depth defined
as the depth into the material where the intensity has decreased to 1/e of the
incident intensity [117]. In addition to this, the spot on the specimen investigated
is relatively small since a focussed laser beam is used for the measurements. These
limitations have to be taken into account when interpreting PL or Raman data.
5.6.1. Secondary Phase Identification in CZTS
PL can also aid secondary phase identification in CZTS in addition to Raman
spectroscopy, especially in case of Cu2SnS3 as it shows a well separated peak [123].
The expected peaks for some of these compounds are summarised in Table 5.2.
However, problems with this approach have been reported previously [26, 39]. An
example for a photoluminescence spectrum measured on CZTS nanoparticles and
fitted with a series of Gaussians is shown in Figure 5.10.
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Fig. 5.10: An exemplary PL spectrum of an annealed CZTS nanoparticle ink thin film
measured at room temperature by excitation with the green laser (514 nm) is
shown (see also Figure 6.21, p. 107). The experimental data has been fitted
with a set of Gaussian curves. The residuals of the fit sum are shown in the
lower part of the graph. No background removal has been performed.
Tab. 5.2: Photoluminescence peaks and band gap energies of CZTS and some of its
secondary phases. Table taken from [26, p. 145] and references therein.
Compound PL peaks [eV] Eg [eV]
Cu2ZnSnS4 0.66, 1.23, 1.35, 1.48 1.5
CuS 2.38, 2.50, 2.56, 2.71 1.0
Cu2S 1.22 1.2
ZnS 1.80, 1.94, 2.09, 2.34, 3.02 3.8
SnS 0.75, 1.12, 1.23, 1.47 1.3
SnS2 1.77, 2.25 2.2
Sn2S3 2.08, 2.38, 2.50, 2.64, 2.82, 3.03 2.1
Cu2SnS3 0.95 1.4
Cu3SnS4 3.38 1.2
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6. Results and Discussion
The following chapter presents and analyses the experiments done in the context of
the project in four sections. Firstly, the reproducibility of the CZTS nanoparticle
fabrication is briefly discussed in Section 6.1. Based on this, more emphasis is
put on the fabrication step of annealing. In particular, Section 6.2 looks at the
effects of different temperatures as the main results part of this thesis. This
is complemented by Section 6.3 discussing the relevance of the duration of the
constant temperature stage. In both cases, CZTS nanocrystal ink thin films on
plain SLG glass substrates are used. Results from this are finally compared with
exemplary films on a Mo rear contact layer in a cross-sectional analysis in Section
6.4. The content of those sections is divided into subsections according to different
characteristics such as structural, chemical, and optical properties, where different
measurement methods are considered in some cases. In this way, findings from
different techniques can support each other and data interpretation can be verified.
The respective measurement parameters are specified in Chapter 5. The very last
part of this chapter, i.e. Section 6.5, elaborates on potential sources of error in
the different measurement methods and on implications for data interpretation.
6.1. Reproducibility of Nanocrystal Synthesis
Sample preparation is crucial for the design of meaningful experiments. Therefore,
this first results section briefly compares the properties of some nanocrystal
(NC) synthesis batches, eleven in number, prepared via the method described in
Section 4.1. The thin film samples analysed later on are prepared from some of
these CZTS nanoparticles. As indicated in Chapter 4, some steps in the sample
preparation including the chemicals used for collecting the as-synthesised particles
from the OAm mixture by centrifuging have been changed in the course of the
ongoing experiments. Specifically, the change from the combination of toluene and
isopropanol in centrifuging towards ethanol, hexane, and isopropanol was made
in between the synthesis batches Syn04 and Syn05. Beside other findings, this
section will demonstrate that no significant changes are observed in the spectra
measured with particles obtained by these two different approaches – although it
is not pointed out explicitly for each analysis method discussed. The centrifuging
chemicals have an influence mainly on the film quality obtainable by spin-coating,
whereas data shown in the figures of this section and the corresponding tables
does not show any systematic dependence.
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Fig. 6.1: Exemplary SEM image of some nanocrystals from synthesis batch Syn01 at a
magnification of × 50k. The diameter of some particles has been measured by
use of the software ImageJ and is noted in units of nanometres. The average
with corresponding standard deviation is (51± 9) nm. The crystallite domain
size inferred from PXRD is τ = (41.7± 1.9)nm.
6.1.1. Nanoparticle Size
By way of example, Figure 6.1 presents an SEM image of particles from batch
Syn01. It becomes apparent that the particle size with an average value of
(51±9) nm is of the same order of magnitude as the average crystallite domain size,
which is τ = (41.7±1.9) nm in this particular case. The crystallite domain size is, in
general, smaller than (or equal to) the actual particle size as mentioned in Section
5.1.2 so that the slight difference between the two values is as expected. This is
because one particle may consist of more than one crystal domain. Nevertheless,
the SEM particle size and the XRD domain size overlap within the margin of the
errors and the particles may hence still be single crystals. Apart from this, the
nanocrystals have a certain size distribution as revealed by the standard deviation
stated. Fortunately, the presence of heterogeneity in size does not necessarily
impose any problems upon film fabrication and may even entail benefits [5, 72].
Powder X-ray diffraction is used to estimate the average domain size for all of
the synthesis batches considered in this chapter. The results are based on the
spectra shown in Figure 6.2 in the following section and are summarised in Table
A.2 (p. 149). The values lie roughly between 19 nm and 42 nm, the average with
corresponding standard deviation of all batches being (31 ± 7)nm. Despite of
same growth times, the crystallites resulting from the different syntheses therefore
differ in size, apparently. Reason for this could, for instance, be slight variations
in the cooling stage after completion of the synthesis whose control might need
improvement in future. In any case, it remains important to keep in mind that the
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domain sizes reported can only give an indication of the particle size as discussed
above and the actual particle (or grain) size may be a bit larger.
6.1.2. Crystallinity
The results for the tetragonal lattice parameters are also deduced from the XRD
spectra and are summarised in Table A.2 (p. 149). The corresponding spectra of
all batches are shown in Figure 6.2. Peaks are found at the same positions in
each case, confirming that the syntheses consistently produce material of the same
crystal structure. The more or less constant position of the main peaks leads to
roughly the same lattice parameters with a weighted mean of a = (5.404±0.003)Å
and c = (10.867 ± 0.002)Å, differing from the literature values reported in [5,
p. 65] by only 0.43% and 0.04% respectively. The visible variations in peak widths
correspond to the varying domain sizes of the batches discussed earlier.
The mentioned figure also includes a simulated reference spectrum for kesterite
CZTS. Even though most of the peaks agree fairly well, the experimental spectra
contain an additional side peak left to the most intense Bragg reflection (112) at
around 28° which is not expected. It may originate from a secondary phase, but
taking into account their reference spectra in Figure 5.3, the fingerprint approach
pursued for XRD in this study is not sufficient to identify the corresponding com-
pounds. More informative secondary phase analysis based on Raman spectroscopy
is presented in Section 6.1.4. Importantly, the mentioned side peak disappears
upon annealing as shown in Figure 6.6 in Section 6.2. Minor peaks visible in the
reference spectrum are not necessarily visible in the experimental ones due to
background contributions from the sample mounting system and residual carbon
as well as due to peak broadening in the nanocrystalline material.
6.1.3. Chemical Composition
The chemical composition of the samples has been analysed mainly by means
of EDX but for six batches also by means of ICP-MS performed by Dr Chris
Ottley* in order to verify the results and instrumental parameters used, the X-ray
lines chosen for the different elements in particular. Table A.3 (p. 150) provides a
summary of the measured atomic percentages and Table A.4 (p. 151) contains the
empirical formulas of CZTS as well as the cation ratios, Cu/(Zn+Sn) and Zn/Sn,
derived from both of these methods.
*Department of Earth Sciences, Durham University
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Fig. 6.2: The XRD spectra of the as-synthesised nanocrystals from the different synthesis
batches are shown. The spectra are measured by use of nanoparticle powder
samples (in distinction from the as-deposited thin films). The derived domain
sizes and lattice parameters are listed in Table A.2 (p. 149) in the appendix. In
the bottom row, the simulated reference pattern for kesterite CZTS is shown
(same as in Figure 5.3). Peaks appear sharper in this case since they refer to a
bulk sample with larger crystal domains.
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It becomes apparent that most of the samples are very poor in Cu and very
rich in Zn, i.e. Cu/(Zn+Sn) 1 and Zn/Sn 1. The average cation ratios
with corresponding standard deviations for all batches as determined by EDX
are Cu/(Zn + Sn) = (0.67 ± 0.10) and Zn/Sn = (1.9 ± 0.6). Even though the
precursor ratios have been kept constant, significant variations in the resulting
compositions are observed. Consequently, even small differences in the synthesis
procedure seem to have a big impact. However, it is important to consider that
the comparison with the results from ICP-MS indicates limited precision of the
measurements themselves. The cation ratios calculated based on ICP-MS are
Cu/(Zn + Sn) = (0.72±0.06) and Zn/Sn = (1.9±0.3). In the bottom row of Table
A.3, also the averages and standard deviations of the elemental concentrations for
both methods are given. In general, ICP-MS indicates that smaller fluctuations
of the composition are present than assumed based on the EDX measurements
but in the case of ICP-MS only a smaller number of measurements is available
for comparison. In terms of the different elements, the Sn content is particularly
stable (smallest standard deviation) – in terms of the different syntheses analysed
by the same method as well as in terms of comparative measurements with the
two techniques. Since the Cu/(Zn+Sn) ratio is more constant throughout the
different syntheses than the Zn/Sn ratio, confirmed by both methods, the Zn
content appears to have the biggest fluctuations.
Both methods average over a certain but limited volume of material. Sources
of error might, for example, be small particles getting lost during the transfer
into the instrument, in case of ICP-MS in particular. Particles of different size
are known to have potentially different compositions and these or any other
compositional inhomogeneities in the samples may cause systematic deviations
in the measurements. Further considerations of potential sources of errors can
be found in Section 6.5.3. The results chapters dealing with varying annealing
temperatures and times investigate thin film samples, which is why ICP-MS is
much less practical for compositional analysis in that case since it requires powder
samples. Therefore, EDX is used for this purpose but it should be kept in mind
that ICP-MS might indicate smaller changes of composition in comparison. The
measurement parameters used for EDX, particularly the X-ray lines specific to the
different elements, have been chosen in a way that the measurement results are
stable with respect to repeated measurements of the same sample and that the
measurement values agree with to the results from ICP-MS as good as possible.
The resulting choice of X-ray lines is specified in Section 5.3.2 about EDX analysis.
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6.1.4. Phase Purity
Secondary phase analysis of the different syntheses by means of Raman spectro-
scopy is presented in Table A.5 (p. 152), assigning the Raman shifts identified to
the respective compounds. Intensity ratios are not considered and no quantitative
analysis is done since the peak intensities depend relatively much on the back-
ground fitting which is realised via straight line subtraction for the data presented
here. The corresponding spectra can be found in Figures 6.3 and 6.4 for the
excitation wavelengths of 785 nm and 532 nm respectively.
First of all, it is notable that the spectra of the latter excitation wavelength
look very similar for all of the syntheses and show the expected peaks for CZTS.
In contrast, spectra measured with 785 nm resonant excitation do exhibit some
differences among the batches and in particular, Syn10 and Syn11 seem to be
quite different. These two spectra contain more noise than the others even though
the same measurement parameters have been used. This could be caused by an
increased concentration of residual carbon. Also, peaks with smaller Raman shifts
are much more intense as compared to the CZTS main peaks in case of these
two batches. The table of peak positions reveals that the visual differences of
the spectra partly originate from the relative intensities, meaning that present
peaks may simply be too weak to stand out. A quite notable peak is observed at
195 cm−1 - 200 cm−1 which can possibly be assigned to the secondary phases SnS
(expected at 190 cm−1) and/or Cu4Sn7S16 (expected at 192 cm−1) even though
there would be a systematic upwards shift as compared to the respective reference
peaks which calls into question this interpretation. The same peak is not only
found in batches Syn10 and Syn11 but also in all the others; for those it just has
a much weaker intensity compared to the typical CZTS peaks.
In case of Syn10 and Syn11, the relative intensities change dramatically with
annealing which significantly promotes the kesterite CZTS phase as discussed
below in Sections 6.2.4 and 6.3.4 in the context of different annealing temperatures
and times. This high-temperature processing step causes the Raman spectra of
Syn10 and Syn11 to become similar to those of the other batches and improves the
crystal quality. This indicates that the here observed deviant appearance of the
Raman spectra measured with resonant excitation is not related to problems with
the success of further processing steps and that the material is still suitable for
use in photovoltaic absorber layers. This is supported by the ‘usual’ appearance of
the 532 nm spectra of the as-synthesised particles from batches Syn10 and Syn11.
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Fig. 6.3: The Raman spectra of the as-synthesised nanocrystals measured with 785 nm
excitation wavelength are compared in order to search for differences in phase
purity of the different synthesis batches. The peak positions are listed in Table
A.5 (p. 152). The spectra from the last two syntheses batches have a deviant
appearance from the other batches even though this is mainly due to changes
in the relative intensities as revealed by curve fitting. Annealing transforms
these anomalous Raman spectra into similar ones to those observed for the
other batches as discussed later in Section 6.2.4.
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Fig. 6.4: The Raman spectra of the as-synthesised nanocrystals from the different
synthesis batches measured with a 532 nm laser are shown. Fewer features
are observed compared to the measurements from resonant excitation shown
in Figure 6.3. Most importantly, the last two batches have nearly the same
spectra as all the other syntheses in this case. The positions of the main peaks
are given in Table 6.1 and are compared to those from 785 nm excitation. Here,
features at Raman shifts smaller than about 220 cm−1 should be interpreted
with care because of their dependence on background fitting.
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All the spectra in Figure 6.3 show indications of disordered CZTS in the form
of a peak at around 330 cm−1. Usually, this is a side peak at the left of the
main Raman mode expected at 337 cm−1 which has the largest intensity. Batch
Syn07 has a similar side peak but it is found at a comparatively low Raman
shift, 322.2 cm−1, leading to a more pronounced shoulder. In case of the last two
batches, the contribution of disordered CZTS is particularly pronounced meaning
that the main peak seems to be shifted to the left. Overall, hardly any secondary
phase is found in the spectra of the different synthesis batches with certainty,
except from maybe some SnS and/or Cu4Sn7S16 as mentioned before, but due to
peak overlaps between CZTS and other compounds no definite statement can be
made as to their presence. Table A.5 (p. 152) contains more detailed information
about these ambiguities. Neglecting those aspects, the Raman data suggests that
no significant amounts of unwanted compounds are present as intended, even
though disordered CZTS is detected. The latter is assumed to be common for
most specimen used in studies from the academic literature [30].
Tab. 6.1: The position of the main Raman peaks of the different synthesis batches
measured with excitation at 785 nm (from Table A.5) and at 532 nm are
compared. The corresponding spectra are displayed in Figures 6.3 and 6.4.
NC batch Position main peak [cm−1]
785 nm 532 nm
Syn01 337.53± 0.04 335.4± 0.5
Syn02 335.9± 0.04 336.1± 0.6
Syn03 335.0± 0.04 336.0± 0.5
Syn04 335.9± 0.1 331.1± 0.4
Syn05 336.30± 0.03 330.3± 0.3
Syn06 336.32± 0.03 332.2± 0.3
Syn07 335.97± 0.09 332.2± 0.4
Syn08 335.35± 0.03 330.5± 0.4
Syn09 335.66± 0.04 330.0± 0.3
Syn10 329.58± 0.18 329.8± 0.4
Syn11 330.1± 0.3 330.0± 0.4
Table 6.1 compares the position of the CZTS main peak expected at 337 cm−1
in the spectra measured with 785 nm and 532 nm excitation wavelength from
Figures 6.3 and 6.4. The variations observed are not truly systematic although
the measurement with 532 nm excitation tends to result in a smaller Raman
shift. In any case, this comparison indicates that the errors obtained from least-
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square fitting underestimate the true errors. This may be partly due to a small
impact of background subtraction as well as of the excitation wavelength itself
on relative peak intensities. Since resonant excitation allows for much better
peak identification, the other results chapters will only look at the explicit peak
positions for measurements with the 785 nm laser. Deviations of experimentally
determined Raman shifts from the literature values do not seem very surprising
in the light of the varying peak positions obtained by using different excitation
wavelengths and the resulting uncertainties.
6.1.5. Opto-electronic Properties
For the purpose of comparing the different synthesis batches, the analysis of
the opto-electronic properties is restricted to band gap determination by use
of Tauc plots based on UV-vis spectroscopy. The results are summarised in
Table A.2 (p. 149) in the appendix. For discussing the influence of different
annealing parameters in Sections 6.2 and 6.3, PL spectroscopy will be taken into
consideration in addition.
All of the syntheses batches seem to have a relatively low band gap energy of
Eg = (1.14 ± 0.13) eV on average as compared to the 1.4 - 1.5 eV theoretically
expected for kesterite CZTS. The values lie roughly in between 0.86 eV (Syn03)
and 1.26 eV (Syn08). A possible explanation for the systematic deviation could
be the presence of secondary phases. Their band gap energies can be found in
Table 5.2 but according to the previous section, no significant amounts of those
compounds are contained in most of the samples. Nevertheless, the presence of
some SnS and/or Cu4Sn7S16 having band gap energies of 1.3 eV [124] and 0.8 eV
[125] respectively could possibly explain the systematic shift observed. The band
gap energy of the latter compound would agree better with the magnitude of the
deviation observed. Another suitable explanation is the reduction of the band
gap energy induced by an increasing level of cation disorder [58, 65]. This would
be consistent with the indications of disordered kesterite in the Raman spectra
discussed before. However, some observations made in the context of the present
research project may put into question the reliability of the band gap values
derived from the UV-vis spectra. Those aspects are discussed further in Section
6.5.4. They may be partly responsible for the differences between observations
and expectations as well.
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6.1.6. Conclusions
There is only scarce information available on the reproducibility of the synthesis
methods in corresponding publications. The previous section, which briefly
discusses this issue, reveals that the chemical composition in particular appears
to vary significantly despite constant precursor ratios. The comparison of two
methods for compositional analysis, EDX and ICP-MS, additionally showed that
the measurements might not be straightforward but that the standard procedures
need some modifications. Crystallographically, the synthesised material is quite
similar from one batch to another: Even though the particles have a certain size
distribution, the average domain size of different batches is fairly similar. The
overall crystal structure as determined by XRD does not change and the lattice
parameters inferred agree well with the expectations from literature. For most of
the batches, the vibrational modes revealed by Raman spectroscopy are very similar
to one another and close to the expectations for CZTS but there are indications of
secondary phases in a few instances. This applies to the compounds SnS and/or
Cu4Sn7S16 in particular. Secondary phases are suppressed upon treatment in
the furnace and the desired kesterite CZTS phase is promoted as discussed in
the following two results sections dealing with the annealing experiments. Solely
resonant excitation was found to be able to detect deviant intensity ratios in the
Raman spectra of the different batches. Absorption spectroscopy systematically
indicates a lower band gap energy as compared to the literature value for CZTS.
However, potential sources of error discussed in Section 6.5.4 definitely need to be
taken into consideration as some observations put the reliability of the UV-vis
analysis into question. Other than that, the relatively low band gap energies
would agree with the presence of disordered kesterite as also indicated by Raman
spectroscopy. Overall, the methods available confirm that CZTS nanocrystals
have been successfully synthesised but also show that further improvements of
the synthesis procedure and the analysis techniques for the application in CZTS
nanoparticle thin films are yet to be made.
6.2. Influence of Annealing Temperature
Annealing is an important step in the preparation of solar cell absorber layers
made of nanoparticle inks. In this section, the effect of temperature is analysed
by comparing the as-deposited with the annealed films using a range of different
measurement methods. A fixed annealing time of one hour was chosen for this
purpose. Section 6.3 suggests that this duration is sufficient to reach the final state
84 6. Results and Discussion
of the thermally induced changes in the material. Temperatures between 400 ◦C
and 600 ◦C were tested in 50 ◦C steps, as well as an intermediate temperature of
575 ◦C to look in more detail at a sudden grain growth enhancement observed.
For the interpretation of data presented later on, it should be mentioned that the
sample annealed at 600 ◦C was slightly bent after the treatment in the furnace.
The temperature-dependent viscosity of SLG hence determined the maximum
temperature that could be tested [126]. Annealing or sulphurisation was done as
described in Section 4.3 by use of a mixed N2/H2S atmosphere.
The thin films investigated have a thickness of about half a micron according to
estimations based on their absorbance. However, Section 6.4 discussing exemplary
cross-sectional images indicates that the actual thickness is rather about one micron.
The thickness was achieved by depositing five layers of ink in the way described
in Section 4.2.2 on top of plain glass substrates. This allows for absorbance
measurements and band gap determination prior to and after the annealing which
would not be possible with similar but opaque Mo-coated substrates. All of the
six samples have been prepared from the same ink using particles from synthesis
batch Syn11. For a summary of some properties of the individual as-deposited
films refer to Table A.6 (p. 153).
6.2.1. Film Morphology
Visually, the films annealed at temperatures up to 500 ◦C look smooth and have
a shinier surface than the as-deposited films, whereas the surface of the films
annealed at 550 ◦C or more seems to be a bit rough and matt. This fact might
be related to an enhancement of surface grain size observed with the electron
microscope. On the SEM images shown in Figure 6.5, it is visible that abnormal
grains appear when the temperature is increased from 450 ◦C to 500 ◦C. They
have an edged shape resulting from their crystalline structure and they grow in
size as the annealing temperature is increased. The most pronounced difference is
observed between the annealing temperatures 575 ◦C and 600 ◦C. Micron-sized
abnormal grains present after annealing at 575 ◦C seem to merge and finally build
little ‘islands’, several microns in diameter, that cover the nanoparticle floor layer
to a significant extent after annealing at 600 ◦C.
The images presented in Figure 6.5, especially those for the lower annealing
temperatures, reveal some round ‘bumps’ which are different from the edged
surface grains appearing at higher temperatures only. Those bumps have also been
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400 ◦C
450 ◦C
500 ◦C
550 ◦C
575 ◦C
600 ◦C
Fig. 6.5: Some SEM images (secondary electrons) of the samples annealed at different
temperatures are shown, at a magnification of × 1k in the left-hand column
and of × 10k in the right-hand column respectively. The abnormal grains
appearing above 500 ◦C seem brighter in contrast which is presumably due to
the difference in height as they grow on top of the darker-appearing nanocrystal
floor layer.
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Fig. 6.6: The XRD spectra of the films annealed at different temperatures are compared.
The background signal mainly originating from the amorphous glass substrates
has been subtracted and the different spectra have been shifted vertically for
clarity. The 600 ◦C annealed sample was bent due to the annealing so that
the alignment in the instrument was ambiguous leading to a peak shift that is
most likely not related to changes in the crystal structure.
observed on as-deposited films and they do not result from the annealing treatment.
It is therefore strongly assumed that they originate from some nanoparticle
accumulations that could not be disjointed prior to ink fabrication.
The observation of abnormal grain growth on top of a fine-grained layer described
before is consistent with work of other authors discussed in detail in Section 3.3.2.
Explanatory models are described therein as well. Related film properties such as
the carbon concentration and the presence of sodium are analysed with respect
to the present study later on in this section in order to assess whether carbon
decomposition and sodium diffusion from the substrate play a role in the grain
growth mechanism as suggested by corresponding literature.
6.2.2. Crystallinity
The main source of information on the crystal structure are the XRD spectra.
Figure 6.6 shows that the peaks become sharper and sharper and that they increase
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Fig. 6.7: The intensity ratios of the main peaks – M1 (112), M2 (220), and M3 (312) –
are plotted in dependence of the annealing temperature. The horizontal line
indicates the level measured on an as-deposited film. The corresponding XRD
spectra are presented in Figure 6.6.
in absolute intensity when the annealing temperature is increased, indicating
crystallite growth and improved crystal quality. As the background level is
lowered, possibly due to carbon removal, minor peaks become better visible as
well. Furthermore, even though the peak positions do not change significantly
with varying annealing temperature as discussed later, the relative intensities do.
Figure 6.7 illustrates the height ratios of the main peaks, namely (112) at about
28.5°, (220) at 47.3°, and (312) at 56.2° denoted as M1, M2, and M3 respectively
(in order of increasing Bragg angle). It appears that M1 becomes more pronounced
in intensity as compared to the other two peaks. The M1/(M2+M3) ratio increases
from about 1.4 to 2.2 from the as-deposited film to the film annealed at 500 ◦C. The
increase of M1 as compared to the other two peaks is not completely monotone
and has a dip between 500 ◦C and 550 ◦C. This may be because M2 and M3
increase in intensity, too, but change their ratio. Up to 500 ◦C, the intensity of
M2 is decreasing as compared to M3, whereas from this temperature upwards,
the relative intensity of M2 is increasing again and nearly reaches the original
M2/M3 ratio of 1.85 of the as-deposited film. These observations indicate the
presence of changes in the crystal structure, but these do not seem to be related
to a transition between stannite and kesterite CZTS as suggested by the simulated
XRD patterns shown in Figure 5.3 not revealing any difference in peak intensities.
Instead, the shift in relative intensities due to annealing may be interpreted as
influence of additional atoms in the lattice on the relative intensities of the Bragg
reflections. These might be sodium atoms or could be related to a range of defects
such as vacancies or antisites forming in the proximity of certain lattice planes.
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Tab. 6.2: Comparison of the peak positions from a reference pattern (PDF 00-026-0575,
kesterite Cu2ZnSnS4) and those of the sample annealed at 600 ◦C, where the
minor peaks are much better visible than without annealing or annealing at
lower temperatures. The latter peaks have been located by use of the software
DIFFRAC.EVA. The main peaks are indicated in bold font.
Miller Bragg angle 2θ [°]
indices Reference Measured
(002) 16.338 16.157
(101) 18.205 18.14618.469
(110) 23.101 22.935
(112) 28.531 28.298
(103) 29.676 29.466
(200) 32.990 32.833
(202) 37.026 36.796
(211) 37.967 37.733
(114) 40.759 -
(105) 44.997 44.824
(220) 47.332 47.162
(312) 56.178 56.076
(303) 56.860 58.793
(224) 58.971 -
(314) 64.179 -
(008) 69.231 69.037
(332) 76.445 76.300
(?) - 87.978
(?) - 88.174
Also the presence of small amounts of secondary phases potentially influences the
peak intensities. A comparison with reference spectra from a database does not
seem to be suitable to add clarity as the there observed differences in relative
peak heights are rather significant and the diversity of sample-specific properties
reported is too wide-spread.
Full-pattern fit approaches such as Rietveld refinement would be able to assess
the above-made hypotheses more profoundly and could, in particular, also detect
small indications of secondary phases in the minor peaks of the XRD spectra.
As mentioned before, Raman spectroscopy is the method of choice for secondary
phase identification in the present work. However, in case of the sample annealed
at 600 ◦C where the peaks are visible most clearly, a detailed comparison of
the experimentally determined peak positions with a reference spectrum (PDF
00-026-0575) for kesterite CZTS, shown in Figure 5.4, has been done including
the minor peaks. This is summarised in Table 6.2. Even though this approach
does not provide as much information as Rietveld refinement solving the entire
crystal structure, it gives an impression of the agreement between experiment
and expectation. It is observed that the measured values have a systematic
tendency to occur at lower angles. However, Figure 6.6 also shows that this is
only the case for this specific sample which has been annealed at 600 ◦C. In
result of this comparably high temperature, the substrate has been bent slightly,
causing difficulties in sample alignment and potentially a systematic error in peak
position. This is because height displacement of the specimen is a major source
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of error in determining XRD line positions [127]. The focus of analysis is put
on the assignment of the peaks to the appropriate Miller indices here, similarly
applicable to the samples annealed under other conditions which exhibit even
better agreement in terms of the Bragg angles measured. Only a small side
peak left to the Bragg reflection (112) which has the largest intensity disappears
with increasing annealing temperature and is not found after annealing at 600 ◦C
anymore. This could be related to suppression of a secondary phase as speculated
in Section 6.1.2.
In case of the 600 ◦C annealed film, the (101) peak at around 18.3° is split into
two, maybe due to a secondary phase or the simultaneous presence of ordered and
disordered CZTS. It is unclear whether this is the same for the other annealing
temperatures. Almost all of the following peaks are found in the measured
spectrum. Only (114), (224), and (314) at about 41°, 59°, and 64° are missing,
but it is important to note that especially the first and last-mentioned peak have
very small intensities in the reference spectrum (1% of strongest line). Lots of
other reference spectra for CZTS apart from that one used exist, most of them
exhibiting slight differences in peak positions and sometimes notable differences
in intensities. It is therefore not surprising that some of the smaller peaks are not
visible at the resolution available. An additional double peak is found at around
88° in the sample investigated which is not contained in the reference spectrum
but this is assumed to be a result of the smaller range of Bragg angles covered.
The feature in question is visible in the simulated patterns of CZTS shown in
Figure 5.3 indeed. Since according to this, no additional peaks are found in the
experimental data as compared to the expectations for CZTS there seem to be no
significant amounts of secondary phases. No statement can be made concerning
ZnS and Cu2SnS3 because their patterns are too similar to that of CZTS. Overall,
there is reasonably good agreement between the measured XRD spectrum and
the reference spectrum. More detailed phase analysis is pursued in the following
subsections, especially by means of Raman spectroscopy.
Mainly based on the peak positions, the widths of the unit cell can be extracted
from the XRD spectra. Although the lattice parameters plotted in Figure 6.8
seem to increase slightly with increasing annealing temperature, this is not at
all certain. This is because the slightly bent surface of the sample annealed
at 600 ◦C can introduce significant shifts in the peak positions observed in this
particular case since not the whole substrate can be placed in the correct vertical
position within the measurement setup as mentioned above. Also the relatively
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Fig. 6.8: Based on the XRD spectra shown in Figure 6.6, the tetragonal lattice para-
meters a and c have been determined for the films annealed at different
temperatures. It is important to note that the reliability of the data for the
film annealed at 600 ◦C is questionable, since the substrate was slightly bent
which induces a possible error in the peak position. Leaving aside this last data
point and considering the error bars, no significant trend is observed – although
there might be a slight tendency of an increase as compared to the lattice
parameters measured on an as-deposited sample indicated by a horizontal line.
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Fig. 6.9: The average domain size τ has been inferred from the XRD data plotted
in Figure 6.6. There is a clear upwards trend with increasing annealing
temperature, highlighted by the dotted line segments. The horizontal line is at
the level of the domain size determined for an as-deposited film.
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large error bars as compared to the variations in a and c suggest that the lattice
parameters stay more or less the same with changing annealing temperature. As
compared to the starting value, a slight increase of the lattice constants may
be present. Incorporation of Na into the lattice structure would have such an
effect for example, also consistent with the change in relative peak intensities
discussed above. However, the change in the lattice parameters derived is not
very pronounced.
Of big interest is the development of the domain size τ displayed in Figure 6.9
which can be deduced from the XRD data as well. Annealing between 400 ◦C
and 500 ◦C does not have an obvious effect on the domain size as compared to
the as-deposited material with a domain size of about 38 nm, considering the
error bars. The apparent initial decrease may indicate recrystallisation of the
material. However, τ clearly starts to increase between 500 ◦C and 550 ◦C. This
development is accelerated as the temperature rises and the domain size changes
significantly from roughly 64 nm to 104 nm by going from 575 ◦C to 600 ◦C. This is
an important fact to consider in the context of the desired large-grained absorber
layers. Sugimoto et al. [128] reported similar observations in this temperature
range for annealed CZTSe nanoparticle thin films. Due to the fact that the thin
films investigated were deposited on SLG, it is unclear to what extent increased
sodium diffusion from the substrates contributed to the observed grain growth
enhancement though. Also, it is important to be aware of the fact that the
abnormal surface grains described in the previous section are part of the average
domain size value as well. The biggest change of the surface morphology was
observed in the same temperature range. Coming back to the above-mentioned
bent substrate of the film annealed at 600 ◦C, the calculation of the domain size
is supposed not to be affected by the systematic error of the peak position as
much since the peak width is much more significant in this case. The data hence
reliably indicates a clear upwards trend of the average domain size with the most
significant grain size enhancement between 575 ◦C to 600 ◦C.
6.2.3. Composition and Carbon Residues
According to EDX data, the cation ratios, namely Cu/(Zn+Sn) and Zn/Sn shown
in Figure 6.10, remain relatively constant or, at least, do not show a trend. This
is most prominent in the case of the Cu/(Zn+Sn) ratio; in case of Zn/Sn a slight
tendency of decrease may be present but the films annealed at 550 ◦C and 575 ◦C
do not fit this trendline well. The results from the as-synthesised particles are
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Fig. 6.10: The cation ratios Cu/(Zn+Sn) (left graph) and Zn/Sn (right graph) are
plotted against the annealing temperature with error bars from propagation
of the uncertainties in the measured concentrations. The horizontal lines
indicate the ratios measured on the as-synthesised particles.
indicated by horizontal lines, adding some information to the previous statements.
The Cu/(Zn+Sn) ratio is not notably shifted by annealing. The Zn/Sn ratio of the
annealed material is systematically lower than that of the as-synthesised particles.
However, the as-synthesised particles are measured as drop-casted on a piece of
silicon wafer instead of thin films on SLG glass so that the measurement conditions
are slightly different. The normalised percentages of all four main elements in
the films are also illustrated in the form of pie charts in Figure 6.11, confirming
that the average composition is relatively constant except from some random
fluctuations and a slight increase in the sulphur content. The latter increase,
however, does not progress further when the annealing temperature is increased
beyond 450 ◦C. This may suggest that a slightly lower H2S concentration could
be sufficient. For example, two studies on the effect of the H2S concentration in
the annealing atmosphere have been presented by Maeda et al. [86, 87] being in
favour of less sulphur-rich annealing atmospheres. However, it is also interesting
to note that sulphur levels they reported did not follow a monotone trend with
changing H2S concentration, surprisingly, indicating that further investigations
might be advised. In contrast to those studies, a higher sulphur amount in the
surrounding vapour may help to prevent decomposition of CZTS as broached in
Section 3.3.2. In line with this, excess sulphur in the final material was found to
suppress secondary phases [129].
In addition to copper, zinc, tin, and sulphur, some carbon, oxygen, and sodium are
present in the films investigated as well. The development of their concentration is
illustrated in Figure 6.12. Minor elemental components of very low concentrations,
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Fig. 6.11: These pie charts illustrate the normalised composition of the as-synthesised
CZTS particles and the annealed films with varying annealing temperature,
relative to the subgroup of elements under consideration. The former are
measured as drop-casted on a piece of Si wafer whereas the latter are analysed
as deposited on a glass substrate. Similarly to the cation ratios shown in
Figure 6.10, there is no clear trend of the elemental concentrations to be
observed. The Sn content is particularly stable. However, it becomes apparent
a tendency of an increased sulphur content due to annealing in the sulphur-rich
atmosphere but it is saturated for annealing temperatures of 450 ◦C or more.
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for example some residuals from the precursor compounds, are not taken into
consideration here. As discussed in Chapter 3, the carbon is a remainder of
organic solvents used during nanoparticle and ink fabrication. The measurements
reveal that all of the annealed films have a lower level of carbon as compared to
the as-synthesised particles and that the amount is continuously decreasing with
increasing annealing temperature indicating decomposition of residual organics.
The reduced background level in different spectra of the annealed films as compared
to the as-deposited samples is therefore likely to be partly related to the reduced
carbon concentration.
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Fig. 6.12: Supplementary to the normalised CZTS composition illustrated in Figure 6.11,
the total portion of other major elements present in the films is shown here.
Namely, these are carbon (C), oxygen (O), and sodium (Na). The horizontal
lines indicate the amount of the respective elements in the as-synthesised
particles (measured on a piece of Si wafer instead of on a SLG substrate).
Oxygen can potentially be introduced to the particles during synthesis. Even
though they are prepared in a flask that is either evacuated or filled with an
inert gas (argon), the acetylacetonate precursors contain some oxygen. However,
much more significant is probably the film deposition procedure where the layers
are dried at a temperature of 300 ◦C in air in order to remove the liquid solvent
prior to the next deposition step. This might explain why the oxygen content
of the as-synthesised particles is significantly lower in comparison to all of the
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annealed films. The composition of the as-synthesised particles has been measured
with a small amount of ink drop-casted on a piece of silicon dried in air as well
but at lower temperatures. The annealed films have an increased oxygen level,
but no systematic dependency of the annealing temperature is observed and in
addition, no further oxygen can be introduced during annealing in the furnace as
it has been thoroughly evacuated of any residual air prior to filling it with the
H2S :N2 mixture. The observations described suggest that the drying procedure
during film deposition increases the oxygen content of the films. Consequently, it
might be advised to develop alternative approaches of drying the films in-between
spin-coating steps in an inert atmosphere rather than in air.
Sodium can diffuse into the films from the glass substrates during annealing.
However, only a slight tendency of increasing Na concentration is observed with
increasing annealing temperatures in this case. Furthermore, some Na is also
contained in the as-synthesised particles. The latter are measured by drop-casting
on a piece of Si wafer so that measurement artefacts due to penetration of the
electron beam through the CZTS layer into the underlying, sodium-containing
glass substrate can be excluded in this particular case. This is different for the
annealed films on SLG but as discussed in Section 6.5.3 the penetration depth
seems to be sufficiently small not to cause measurement errors. Consequently, Na
is certainly contained in the nanoparticles themselves from the beginning, possibly
contaminations from the precursor chemicals or diffusion from the reaction vessel.
It remains the question whether the apparent increase in Na concentration is
actually related to sodium diffusion from the substrates during heating in the
furnace and to what extent the additional Na influences grain growth.
In contrast to the concentrations of Cu, Zn, Sn, and S which have been measured
with specific X-ray lines in the EDX analysis to avoid any side effects of peak
overlaps and the like, this has not been done in the measurement of the C, O, and
Na concentrations. Hence, the results have to be interpreted with care and can
only indicate some trends of the average amounts of these elements. As discussed
later in the context of EDX map analysis in more detail, there are indications of
a non-uniform distribution of sodium and oxygen across the film but this is also
the case with respect to the constituents of CZTS themselves.
In particular, a non-uniform distribution of the elemental components might
be related to abnormal grain growth. Figure 6.13 shows a comparison of the
composition of the grains appearing on the film surface during annealing above a
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Fig. 6.13: Compositional comparison by means of the cation ratios – Cu/(Zn+Sn) in
blue and Zn/Sn in red – between the surface grains (top) and the underlying
nanoparticle floor layer (bottom). Dotted lines as guide to the eye. The
measurement of this data set is illustrated in Figure 6.14 and the atomic
percentages of the elements including sulphur are listed in Table 6.3.
temperature of 500 ◦C with the floor layer of nanoparticles underneath. For this
purpose, a magnification of × 5k has been chosen with the other settings being
the same as for standard measurements of the composition as specified in Section
5.3.2. Each sample has been analysed on three different sites and on each of these
sites, five spot measurements of the composition of the surface grains and five spot
measurements on the floor layer have been taken respectively to give an average
value. During the measurement time, the area analysed shifted slightly, but by
capturing a second image subsequent to the compositional analysis it has been
verified that the measurement points were still on the area of interest, i.e. either
on the selected surface grain or the floor layer. An image of an exemplary site
analysed in this way is shown in Figure 6.14 for demonstration.
Whereas the Cu/(Zn+Sn) and Zn/Sn ratios of the floor layer remain relatively
constant from 500 ◦C to 600 ◦C, the surface grains show some trends. However, it
is also important to note that the standard deviation of the elemental percentages
measured and hence of the cation ratios are much higher in case of the surface
grains indicating that there is a wider spread of compositions present as compared
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Fig. 6.14: SEM image of one exemplary measurement site on the sample annealed at
600 ◦C corresponding to the analysis of spatial differences in composition
presented in Figure 6.13 and Table 6.13. Measurement spots on surface grains
are indicated in yellow and spots on the floor layer in green. The results of
three of these sites have been averaged for each sample.
to the more uniform bottom particle layer. The Cu/(Zn+Sn) ratio of the surface
grains increases with increasing temperature, whilst the Zn+Sn ratio decreases.
This indicates that they lose zinc in particular, even though the most commonly
reported problem is a loss of Sn during annealing of CZTS as discussed in Section
3.3.1. As almost no change in composition is observed for the floor layer it is
unlikely that the change in the surface grain composition is related to transport
from or to the bottom of the film. Instead, the floor layer is probably less affected
by the heating up and the interaction with the surrounding annealing atmosphere
because it is less exposed to the gas environment. This way, elemental losses are
prevented and the composition is more stable. At lower annealing temperatures
(500 ◦C), the surface grains are richer in Zn (and potentially poorer in Cu) than
the particles underneath. Towards higher annealing temperatures (600 ◦C), the
concentrations measured for the surface grains surprisingly approach the values
of the floor layer, finally resulting in nearly the same cation ratios. This may be
related to enhanced diffusion rates under such conditions.
Table 6.3 presents the atomic percentages of the elemental components of CZTS
divided into surface grains and the floor layer. In that data, the trends discussed
above are less clearly visible due to the fact that the sulphur amount is not par-
ticularly stable and is neglected when considering the cation ratios. Nevertheless,
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Tab. 6.3: The compositions of surface grains and floor layer are compared in terms of the
normalised atomic percentages of the elemental components of CZTS for the
samples investigated. The corresponding cation ratios are plotted in Figure
6.13 and an exemplary measurement site is shown in Figure 6.14.
Temp. Area Normalised amounts [at%]
Cu Zn Sn S
500 ◦C Surface 8.46± 2.89 23.01± 5.88 7.67± 1.62 60.86± 2.2
Bottom 16.08± 0.72 13.85± 1.12 11.34± 0.32 58.73± 1.19
550 ◦C Surface 13.93± 6.11 24.59± 9.82 8.78± 2.42 52.7± 2.75
Bottom 18.19± 1.21 15.43± 1.22 11.12± 0.28 55.27± 0.77
600 ◦C Surface 16.76± 2.44 10.27± 3.06 13.07± 1.07 59.9± 1.32
Bottom 14.53± 2.71 12.26± 0.86 11.42± 0.72 61.78± 3.31
it becomes apparent again that the values of surface grains and floor layer lay
closer to one another when the annealing temperature is increased. Taking the
differences between these areas of the sample into consideration, the average
compositions of the sample as a whole discussed earlier can only be interpreted
as far as overall elemental losses are concerned. Off-stoichiometric, Zn-rich and
Cu-poor surface grains are more likely to contain secondary phases such as ZnS
for example. One indication for this could be the above-discussed deviations in
composition. However, further analysis methods are necessary to analyse this
in more detail, for example Raman spectroscopy and EDX mapping addressed
within the following section. The latter also includes a brief discussion of the
distribution of sodium and oxygen across the surface.
6.2.4. Phase Purity
Phase purity has mainly been checked by means of Raman spectroscopy. As it
can be seen from the syntheses comparison in Section 6.1.4, the 785 nm Raman
spectra of the nanocrystal batch used looks slightly different from the others. This
may be partly due to an increased amount of carbon in the as-deposited films
which increases the level of background signal. Also, the peak observed at around
190 cm−1 visible in the as-deposited films of this nanoparticle batch indicates
the potential presence of the secondary phases SnS and/or Cu4Sn7S16. It is very
interesting to see in Figure 6.15 (a) that annealing with increasing temperatures
reveals more and more of the expected peaks in the Raman spectra. Annealing
hence promotes the formation of the kesterite CZTS phase. This process starts
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between 400 ◦C and 450 ◦C. Carbon removal and a lowered background level could
contribute to the changing appearance of the spectra as well since organic residuals
start to decompose as confirmed in the previous section.
In contrast to the observations just described, there is nearly no difference in
the spectra obtained with 532 nm excitation shown in Figure 6.15 (b). Already
the as-deposited films clearly show the characteristics of a Raman spectrum of
CZTS. This supports the assumption discussed earlier that non-resonant single-
wavelength excitation is not sufficient to analyse the compound in question. The
focus of further analysis is therefore on the measurements with 785 nm excitation.
The experimentally determined peak positions for the as-deposited and the an-
nealed films can be found in Table A.7 (p 154). In addition, compounds that
can be assigned to these peaks are given as well. It is important to be aware
of the fact that some of these peaks are relatively weak in intensity and overlap
with each other. It is therefore not only difficult to estimate the amount of
detected secondary phases quantitatively but also occasionally possible that peaks
are present but not identified. As the XRD spectra suggest that the samples
consist of Cu2ZnSnS4, it is likely that secondary phases only occur in very small
amounts. Their detection by means of Raman spectroscopy is most sensitive to
the surface region, although this mainly applies to the excitation wavelength of
532 nm. 785 nm excitation probes more into the bulk of the sample. In addition
to the CZTS peaks, there are indications of SnS and/or Cu4Sn7S16 at about 190
cm−1 in the Raman spectra not only of the as-deposited but also of the annealed
films. Their peak intensity decreases with increasing temperature as compared to
Raman modes characteristic for CZTS. Also, no additional secondary phases are
emerging upon annealing which is as desired.
Nevertheless, quite a few of the peaks assigned to CZTS are very close to those
reported for some secondary phases such as SnS, Sn2S3, CuS, and Cu4Sn7S16 so that
their presence cannot be entirely excluded. Peaks found at about 127 - 131 cm−1,
202 - 205 cm−1, and 392 - 400 cm−1 could neither be associated to CZTS nor to any
of the most common secondary phases. A further interesting observation is that a
peak at about 330 cm−1 assigned to disordered CZTS (rather than kesterite CZTS)
is contained in all spectra. Not all peaks found show clear correlations to the
processing conditions. However, it is clear indeed that a main peak characteristic
for kesterite CZTS expected at 337 cm−1, here at around 335 cm−1, is consistently
present for annealing temperatures of 575 ◦C and 600 ◦C. This indicates the
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(b) Excitation at 532 nm
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400 ◦C, 1 h
450 ◦C, 1 h
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550 ◦C, 1 h
575 ◦C, 1 h
600 ◦C, 1 h
Fig. 6.15: The background-corrected Raman spectra measured with 785 nm (a) and
532 nm (b) excitation wavelength are shown respectively, where the different
curves are shifted vertically for the purpose of clarity. For the analysis in
terms of secondary phases refer to the main text and Table A.7 (p. 154) where
the peak positions determined by fitting a series of Lorentzians are listed
and assigned to the corresponding Raman modes. The fitted spectrum of the
600 ◦C annealed sample from part (a) is shown in Figure 5.6 (p. 57) as an
example for peak analysis.
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establishment of the desired phase at these higher annealing temperatures. Table
A.7 provides further details.
EDX analysis has been taken into consideration for the analysis of phase purity
as well. Exemplary mapping is shown in Figures 6.16 (SE and BSE images),
6.18 (maps of Cu, Zn, Sn, and S), and 6.17 (maps of O and Na) for the samples
annealed at 500 ◦C and 600 ◦C. The instrumental settings correspond to those
summarised in Section 5.3.2. The surface grains visible with the SEs can also be
identified with the BSEs and some parts on the surface seem to be a bit brighter
than the underlying nanoparticle floor layer. This might suggest the presence
of secondary phases since BSEs also reveal compositional contrast. Generally,
secondary phases are more likely to occur at higher annealing temperatures due
to decomposition of CZTS. However, differences in contrast which are not related
to the surface topography appear to be more pronounced at the lower annealing
temperature. Seeming surprising at first, it fits the observation described in the
previous section that the composition of floor layer and surface grains becomes
more similar with increasing annealing temperature within the range investigated.
The distribution of Cu, Zn, Sn, and S in the colour maps of Figure 6.18 seems
to be slightly more uniform for annealing at 500 ◦C, but nevertheless, the film
heated to 600 ◦C also does not show significant correlations between the elemental
distribution and the surface grains visible on the corresponding images. This
points towards a relatively uniform phase despite of the slight contrast changes
between floor layer and surface grains or other features on top of the film visible
in the BSE images. These may be due to further elements contained in some parts
of the absorber instead of being due to secondary phases. Figure 6.17 reveals a
visible tendency of an increased sodium and oxygen level in some surface features
(not necessarily abnormal grains) as compared to the nanocrystal floor layer, in
case of 500 ◦C annealing in particular. Regions of interest are highlighted in the
diagram. The observations may partly explain differences in BSE contrast despite
of uniform distribution of the constituents of CZTS. The surface roughness of the
samples, of the one annealed at 600 ◦C in particular, complicates the interpretation
since compositional and topographic contrast are more difficult to distinguish.
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(a) Annealing at 500 ◦C (b) Annealing at 600 ◦C
Fig. 6.16: This figure presents the BSE images (top row – mainly compositional contrast)
and SE images (bottom row – mainly topographic contrast) of one site on
the 500 ◦C (a, left column) and on the 600 ◦C (b, right column) annealed film
respectively. These sites investigated at a magnification of × 5k were analysed
by EDX mapping as well, with corresponding colour maps in Fig. 6.17, 6.18.
(a) Annealing at 500 ◦C (b) Annealing at 600 ◦C
Fig. 6.17: EDX colour maps of oxygen (O) and sodium (Na) corresponding to Fig. 6.16.
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(a) Annealing at 500 ◦C (b) Annealing at 600 ◦C
Fig. 6.18: EDX colour maps of Cu, Zn, Sn, and S – the main components of the desired
compound CZTS – corresponding to the SE and BSE images in Figure 6.16.
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6.2.5. Opto-electronic Properties
Absorption spectroscopy as well as photoluminescence measurements with two
different excitation lasers have been performed to investigate the opto-electronic
properties which are crucial in the light of the potential application of CZTS
absorbers in thin film solar cells.
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Fig. 6.19: This graph presents the UV-vis spectra for different annealing temperatures.
The spectra of all as-deposited samples are shown in Figure A.1 (p. 153)
supplemental to the example of film 2 (f2) shown here.
The absorbance spectra prior to and after the annealing step at different temperat-
ures can be found in Figure 6.19. Already the as-deposited films have an unusual
shape as compared to curves reported elsewhere – although the wavelength range
displayed or measured is often smaller than it is here. Specifically, the curves
from this experiment have a minimum at around 900 nm instead of approaching a
constant value in the long wavelength limit. In this context it is very important
to note that the features observed appear only after adding more than one layer
to the film, which is discussed in detail in Section 6.5.4. The small discontinuities
apparent in the spectra partly result from changing instrument parameters during
the running scan as stated at the same place. Here, the focus is on the curve
development due to annealing. The pronounced minimum observed for the as-
deposited films disappears upon the high-temperature treatment, indicating that
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absorption below the band gap energy is reduced significantly. Nevertheless, the
absorbance does not approach a constant value but continues to decrease towards
high wavelengths. In addition, the film annealed at the highest temperature of
600 ◦C has a distinct curve with a relatively flat shape having a minimum that
does not fit the previously mentioned trend.
Section 3.3.4 discusses that annealing induces partial decomposition of the residual
organics. However, also the hypothesis that decomposing ligands can cause trap
states is mentioned in Section 3.1.2. As reported before, the present experiments
reveal potential ligand removal by a lower carbon concentration in the annealed
films indeed. However, the number of defect or trap states in the band gap
decreases by annealing as it can be concluded from the fact that absorbance below
the band gap is being reduced. Consequently, ligand decomposition does not seem
to have detrimental effects in this case. The presence of defect states and band
tailing in CZTS is supposedly not due to the level of cation ordering but rather
due to band-gap fluctuations which have been attributed to nanoscale variations
in the chemical composition [64, 65]. Slight fluctuations in composition have been
discussed before and they may cause variations in band gap energy which are
observed in the context of this study. The latter will be discussed below.
Due to the fact that the linear section in the Tauc plots is extremely narrow, the
band gap determination from these spectra is difficult. There may also be some
doubt about the reliability of the data set because even as-deposited films of the
very same nanoparticle batch have a certain spread in the calculated band gap
energies significantly larger than the statistical errors resulting from straight line
fitting of the Tauc plots. Under the assumption of relatively uniform particles, this
observation contradicts the expectation. Corresponding results of the as-deposited
samples used for the present measurement series are summarised in Table A.6
(p. 153). For further discussion of potential errors in the UV-vis measurements
see Section 6.5.4. In Figure 6.20, the band gap energy is illustrated as a function
of annealing temperature. Each of the annealed thin film samples is directly
compared with the as-deposited one in order to minimise the impact of any initial
deviations.
The data presented may suggest that there is no clear trend in band gap energy
which is induced by the annealing procedure, in particular considering the above-
mentioned and later discussed sources of error in the absorption measurements.
An alternative interpretation of Figure 6.20 would be an increase of ∆Eg, the
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Fig. 6.20: The band gap energy Eg has been inferred from the UV-vis data plotted in
Figure 6.19. It is important to be aware that quite different results were
obtained even from the as-deposited films all of which were fabricated in the
very same manner. Therefore, both the value measured on the respective as-
deposited and on the annealed film are plotted at the corresponding annealing
temperature as well as their difference ∆Eg = Eg, annealed−Eg, as-dep from one
another (on the right-hand axis) which is expected to represent the change in
band gap energy induced by annealing.
change in band gap energy induced by annealing, for annealing temperatures above
500 ◦C with no systematic dependency below this temperature. This assumption
is consistent with initial experiments done in the context of this project and
presented on a conference [130], suggesting that there is a trend of an increasing
band gap energy with increasing annealing temperatures. However, this in turn
would be in contradiction with findings from Long et al. [14]. Also, the present
data set in Figure 6.20 exhibits a negative change of Eg at annealing temperatures
of 450 ◦C and 500 ◦C. This not only contradicts the development observed for
higher temperatures but also the large increase after annealing at 400 ◦C, which
is the maximum of ∆Eg in the entire range investigated. In consequence, the
trendline of increasing ∆Eg with increasing annealing temperatures is not truly
consistent considering data points at 500 ◦C and lower. Also, there is no obvious
correlation with the random fluctuations of the chemical composition discussed in
Section 6.2.3.
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(b) Exc. at 375 nm (60mW)
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Fig. 6.21: Room temperature PL spectra of the samples annealed at different temper-
atures have been measured with a green excitation laser of λ = 514 nm (a)
and a UV laser of λ = 375 nm (b) respectively. The peak positions of former
spectra are given in Table A.8 (p. 155). Peak analysis by curve fitting is shown
at the example of the spectrum of the 500 ◦C annealed sample from part (a)
in Figure 5.10 (p. 72).
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The annealed films have also been analysed by means of PL spectroscopy. Hönes
[123] previously presented results from some annealing trials at T = 500− 540 ◦C
with Cu2ZnSnSe4 prepared by PVD, suggesting that annealing can change the
PL spectrum significantly. This also becomes apparent in this study, where the
effect of annealing temperature on the properties of Cu2ZnSnS4 nanoparticles is
investigated more systematically. Figure 6.21 (a) shows the room temperature
spectra resulting from an optical excitation with a green laser in the visible region
(514 nm ≈ 2.41 eV, 200mW). The corresponding peak positions derived from fitting
a series of Gaussians to the curves are listed in Table A.8 (p. 155). The origin of
the various peaks observed will be discussed below, for example with respect to
different transition mechanisms, the influence of cation disorder, secondary phases,
interference effects, and the influence of ligands. In general terms, the peaks
occur in a PL band between 1.2 eV and 2.2 eV. The spectra of the as-deposited
film and the films annealed at up to 575 ◦C have remarkable resemblance to
one another regarding the peak positions and intensities, whereas the relative
intensities in the spectrum of the film annealed at 600 ◦C are quite different. With
the other analysis methods, for example Raman spectroscopy, minor changes were
observed in this temperature range but not such a distinct change as in this case.
Specifically, a formerly weak feature at about 1.43 eV becomes prominent in the
PL spectrum in case of 600 ◦C annealing. The fact that this feature, which is
presumably one of the characteristic CZTS peaks, dominates only in case of high
annealing temperatures, indicates that these are necessary in order to promote
the desired phase ordering and to suppress competing recombination mechanisms
by modifications in the crystal structure.
It has been pointed out by others that the interpretation of the transitions in
CZTS is not consistent in academic literature and that it has changed over time
[26]. For example, Tanaka et al. [131] attributed the peaks found at 1.23, 1.35, and
1.48 eV to band-to-acceptor, band-to-tail, and band-to-band emission respectively.
In contrast, Grossberg et al. [132] assumed that similar peaks observed at 1.27 eV
and 1.35 eV are both due to band-to-impurity recombination based on the same
deep acceptor defect, but arising from different types of Cu2ZnSnS4 with divergent
lattice occupancy, i.e. from ordered and disordered kesterite. Support comes from
more recent, systematic studies on Cu-Zn disorder, showing that the PL spectra
of CZTS are highly dependent on the level of cation ordering, the main peak lying
between 1.32 eV and 1.43 eV [30] or between 1.21 eV and 1.35 eV [133] shifting to
higher energies going from disordered to ordered kesterite respectively. Scragg
et al. [30] also anticipate that the peak would shift further up to about 1.5 eV,
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the fundamental band gap energy, if optimum order could be reached. However,
based on the fact that the peak is usually reported to be at 1.3 eV - 1.35 eV, they
conclude most specimens discussed in publications contain disordered CZTS.
In this study, as it can be seen from Table A.8, one peak at 1.32 eV - 1.38 eV and an-
other one at 1.46 eV - 1.5 eV are found within the energy range just discussed. They
can hence either be assigned to band-to-impurity and band-to-band recombination
respectively or they can both be assigned to band-to-impurity recombination with
diverging energies due to areas with different degrees of structural disorder present
in the polycrystalline CZTS films. One peak below at 1.27 eV-1.28 eV and one
in-between at 1.43 eV-1.45 eV appear additionally in some cases. Neglecting the
above-mentioned ambiguity of peak interpretation, the observation of the specified
peaks could suggest that the nanocrystals synthesised represent a mixture of
particles with different levels of Cu-Zn order with tendency towards a disordered
kesterite structure. This would agree with the present signs of disordered CZTS
in the Raman spectra. As the annealing temperature does not affect the peak
positions in a systematic manner, it may be assumed that no significant change
of the band gap energy is induced, being in agreement with one of the possible
interpretations of the results from UV-vis spectroscopy.
Many publications not mentioned yet deal with the theoretical explanation of
the broad PL band around 1.3 eV in CZTS. These include for example the model
of fluctuating potentials stating that, as in heavily doped semiconductors, band
edges are broadened out by a high density of charged impurities in the band gap
leading to tail states [60, 61]. Optically active impurity states can, for example, be
related to intrinsic defects including antisites, vacancies, and interstitials. Recent
examples include the application of the deep donor - deep acceptor pair model, the
donor being an interstitial Zn atom and the acceptor a CuZn antisite defect [134]
and the quasi-donor acceptor pair model [135] to mention only a few. However, the
data presented here is influenced by further contributions as well as by potential
measurement artefacts discussed later. This is why the models just mentioned are
not evaluated in more detail.
In addition to the CZTS peaks discussed earlier, more spectral features, especially
at energies well above the band gap, are found in this study. Some of these peaks
might originate from secondary phases, literature values for which are summarised
in Table 5.2 (p. 72). By comparison with the experimentally determined peak
positions it becomes apparent that the spectral features observed do not necessarily
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coincide with the expected ones. However, as insinuated before, material-inherent
properties such as cation order and disorder, but also temperature and laser power
can shift the peaks. Due to these relations, the published peak positions can
only provide approximate reference values. Based on these, possible candidates
for secondary phases according to the peaks found are ZnS, SnS2, and Sn2S3.
However, not all peaks expected for these compounds are detected. The detailed
assignment of the measured peaks to the different compounds is given in Table A.8
(p.155). It is conceivable that the particles or grains are not quite homogeneous
and that they consist of different phases which become apparent as additional
peaks in the CZTS PL spectra. The search for features at lower energies to check
for any indications of other secondary phases only yields a flat curve as visible in
Figure 6.22. Higher energies, i.e. lower wavelengths could not be tested due to the
cut-off wavelength of the glass filters used to block reflections from the excitation
light.
However, the difficulty to identify secondary phases by means of PL spectroscopy
has been pointed out by others already [26]. Many of the peaks can be assigned
to more than one compound and Cu2S as well as SnS in particular cannot
necessarily be distinguished from Cu2ZnSnS4. In the context of this study, it
should be emphasised that – except potentially from a small amount of SnS
and/or Cu4Sn7S16 – no other secondary phases could be detected with certainty
by Raman spectroscopy as analysed in Section 6.2.4. This would disagree with
the compounds supposedly identified by PL even though Raman spectroscopy is
more established for secondary phase identification in CZTS. The above-described
interpretation of the PL spectra is therefore to some degree to be considered as
questionable. Alternatively, some of the Raman peaks assigned to CZTS may
partly originate from the indicated secondary phases with overlapping reference
peaks.
Additional PL spectra of the annealed films have been measured with excitation
in the UV region (375 nm ≈ 3.31 eV, 60mW) resulting in another response of the
electronic structure of the material investigated. This is shown in Figure 6.21 (b).
In contrast to the appearance of the spectra measured with the green laser discussed
above, excitation at this lower wavelength or higher energy results in one dominant
recombination pathway for all annealing temperatures. Again, the as-deposited
film as well as all samples annealed at up to 575 ◦C have very similar spectra
whereas after annealing at 600 ◦C, another feature at about 1.45 eV, probably
related to kesterite Cu2ZnSnS4, appears. This is similar to the observations in the
6.2. Influence of Annealing Temperature 111
0.8 0.9 1.0 1.1 1.2
Photon Energy EPh [eV]
In
te
n
si
ty
[a
rb
.
u
n
it
s]
Laser excitation at
514 nm (200mW)
375 nm (60mW)
Fig. 6.22: The PL spectra have been checked for features at lower energies with both,
the green (514 nm) and the UV (375 nm) excitation laser. In contrast to
some overlapping peaks observed for the UV laser, no signal is detected with
the green laser in this regime. For these room temperature measurements,
a 10-layer thick, as-deposited thin film on Mo-coated SLG glass with CZTS
particles from batch Syn11 has been used. The Mo layer does not contribute
and is expected to exclude contributions from the underlying substrate as
light cannot transmit through.
context of the previous excitation wavelength, but in this case the appearing peak
is less pronounced in terms of relative intensity and it is less intense than the
main peak at around 1.57 eV. The latter is neither one of the peaks expected for
Cu2ZnSnS4 nor can it be related to a secondary phase. As a general observation,
the relative intensities are clearly different and not all of the peaks are visible
as compared to the spectra from excitation in the visible region. However, the
peaks present could also be found in the spectra taken at the other excitation
wavelength analysed before. The more detailed analysis in terms of secondary
phases done for the excitation with the green laser is hence not repeated. In
contrast to the excitation in the visible region with the green laser, an additional
feature is found at lower energies or higher wavelengths in case of UV excitation.
This is demonstrated for an exemplary sample in Figure 6.22. In case of the UV
laser, three overlapping main peaks are found at 1.0417(6) eV, at 1.0508(2) eV, and
at 1.1002(3) eV. These could potentially correspond to the secondary phases SnS
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(reference peak at 1.12 eV) or alternatively Cu2SnS3 (reference peak at 0.95 eV).
The former compound was consistently identified by Raman spectroscopy but
nevertheless, the latter in particular was mentioned to be easily distinguished by
PL spectroscopy [123]. It is worth mentioning that no contribution of this peak
is visible in case of excitation with the green laser at all. This fact may suggest
that in case PL spectroscopy shall be applied to secondary phase identification
in future studies, more than one excitation wavelength should be used for this
purpose similar to the procedure used in Raman spectroscopy.
It should also be noted that the UV laser and the green laser have different
penetration depths due to their wavelengths and the related absorption coefficient
of the material under investigation. It is conceivable that the nanocrystals consist
of a core and an outer shell of different phases with varying properties such that
the two types of laser probe different areas of the particles effectively. As an
alternative explanation, it could be the ligand coating which leads to an alteration
of the recombination paths. Campbell et al. [135] recently presented a study
about the influence of different ligands on opto-electronic properties. By using
PL spectroscopy, CZTSSe particles with ligands originating from oleylamine and
formamide were found to exhibit similar transitions at low temperatures whereas
at higher temperatures, the former revealed another process of recombination.
As PL measurements were performed at room temperature in this study and
the particles are OAm capped, a relation between the presence of ligands, the
penetration depth of the different excitation lasers, and the resulting spectra is
conceivable.
Despite of all the interpretative approaches from above, the spectra measured still
contain more peaks at around 1.55 eV, 1.67 eV, 1.85 eV, and 1.89 eV for which no
explanation has been proposed so far, mainly in case of excitation in the visible
region. Furthermore, it was surprisingly found that the PL spectra hardly change
when the measurement temperature is lowered from room temperature down to
3 K. This is shown in Figure 6.23. The intensities vary slightly, but there are no
systematic changes at all. The peak positions can be considered as constant too.
Usually, the intensity should increase significantly with decreasing temperature
as thermal quenching is a prominent effect in photoluminescence. Corresponding
mathematical relations are for instance summarised in [26]. Taking this into
account, it is worth to look at other characteristics of the specimen that could
result in peak-like features in the emission spectrum.
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Fig. 6.23: The temperature dependency of the PL intensity has been measured with
the 514 nm green excitation laser in a range from room temperature down
to 3K. The sample was an as-deposited film of the CZTS nanocrystal batch
Syn11 on SLG. Surprisingly, the intensities do not increase with decreasing
temperature as one would expect. This may indicate that at least some of
the spectral features are not originating from the material itself as explained
in the text.
An important aspect to be considered arises from interference effects. Larsen
et al. [136] demonstrated experimentally as well as with the aid of simulations
that the usage of thin films can result in peak-like features or ‘fringes’ within the
spectra at the example of CZTS absorber layers. This is shown in Figure 6.24.
The extent of the effect depends on the layer thickness. The authors suggest to
use layers thicker than 10 microns in order to avoid any distortions of the PL
spectra. As this is not satisfied, the films used in this study may suffer from these
interference effects as well which is crucial for the interpretation of the peaks. This
calls into question the analysis presented above. These suspicions may explain
the absent temperature dependence of the PL intensity discussed in Section 6.5.5
since interference effects are not suspected to depend on the temperature. They
may also be the reason why some of the peaks could not be assigned to CZTS or
any other compound. Furthermore, the spectra with UV excitation might be less
effected by the interference due to the different wavelength.
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Fig. 6.24: Illustration of interference effects in PL spectra of thin films and its dependence
on the tilt angle (relative to the surface normal). The upper part shows the
calculated interference function IF. The lower spectra have been measured at
room temperature on a CZTS thin film sample. If the specimen is tilted by
75°, nearly no interference effects appear in the spectrum. However, if it is not
tilted but mounted perpendicular to the incident beam as it is typically done,
the peaks clearly coincide with those in the interference function, revealing
the origin of the intensity modulation measured. Illustration from Larsen et
al. [136].
It is, however, important to note that Larsen et al. used a different approach to
material fabrication as compared to this study. Their sulphurised layers prepared
by reactive sputtering may be smoother and more uniform than films from the
nanoparticle approach used here. In consequence, interference effects are less likely
to occur in the present work. The surface morphology of the annealed samples
has been described in Section 6.2.1. For annealing temperatures up to 500 ◦C, the
resulting film surface was observed to be smooth and shiny, changing to a rougher
surface for 550 ◦C or higher annealing temperatures. Since the PL spectra do not
exhibit significant changes in this temperature region but only when increasing
it from 575 ◦C to 600 ◦C, surface roughness apparently does not play a role for
the peaks detected. If interference effects were present, in contradiction, changes
in film roughness would be expected to change interference patterns [136]. From
this it can be concluded that interference effects are not very likely to be present
in the experimental data discussed here. Instead, surface ligands may provide a
more suitable explanation as discussed further below.
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If interference was confirmed to have caused the mentioned observations, careful
elimination of similar effects in the other measurement techniques would have to be
implemented. In terms of PL spectroscopy, the question remains why luminescence
is detected in a band well above the band gap whereas it is usually reported to
appear at lower energies in CZTS. Interference only imposes a modulation of the
intensity. Maybe the actual spectrum does not only consist of the broad PL band
of CZTS but overlaps with one or more peaks of secondary phases in addition.
This appears to be difficult to verify on the basis of the data available. Irrespective
of these considerations, the confirmed promotion of the kesterite CZTS phase due
to annealing at 600 ◦C is probably still valid, as the film thickness is not expected
to change significantly during annealing so that interference effects do not change.
A similar argument holds for the small band of peaks found at higher wavelengths
in case of UV excitation assigned to SnS and/or Cu2SnS3. The former compound
has more peaks at higher energies (see Tab. 5.2) which would contribute to the
set of modulated peaks observed upon excitation with the green laser, supporting
the assignment of the peak to SnS.
Not many PL studies have been published so far on nanoparticle-based CZTS
absorber layers. Hamanaka et al. [137] did present such a study on CZTS
nanoparticles on quartz substrates that had been synthesised via another solution-
based method. They are relatively small (approx. 7 nm) and have an approximately
stoichiometric composition. No annealing procedure was involved. The authors
observe a broad asymmetric PL band with an intensity maximum at 1.22 eV which
roughly spans the energy range between 1 eV and 1.5 eV. As this emission is
below the band gap, the authors concluded that band-to-level transitions lead to
the photoluminescence measured; the intraband levels are probably due to some
point defects as inferred from the relatively low temperature and excitation power
dependence of the spectra measured. Here, the PL bands span a wider range
including energies above the band gap. In addition, the peak-like features found
are not present in the spectra of Hamanaka et al., although they mention that
peak overlaps are likely due to the asymmetry of the PL band. No conformance
between calculated ionisation energies for possible intrinsic defects in CZTS and
the experimental results could be substantiated by their group. Based on this,
Hamanaka et al. conjecture that the defects in question and the resulting PL
emission might originate from the solution-based synthesis, in particular on the
nanocrystal surfaces. For example, these might have dangling bonds, vacancies,
and external adatoms [137]. If this assumption of artefacts from the synthesis
approach chosen is true, similar effects could contribute to the spectra within the
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framework of the present study. This also relates to the dependence on different
ligands studied by Campbell et al. [135] which has been discussed in the context
of penetration depths already.
Whereas Campbell et al. [135] looked at differences of relevant transitions in
the PL spectra comparing two types of ligands, another study by Zaberca et al.
[138] investigated surfacant-free nanocrystals where PL spectroscopy revealed low
defect concentration. In both cases, a single PL peak is observed which is different
from the emission spectrum consisting of a series of peaks observed in the present
experiments. Unfortunately, not many studies on the effect of ligands on the PL
spectra of CZTS nanoparticles have been published so far apart from those just
mentioned. It remains an open question whether ligands could be responsible for
some of the additional peaks observed which are not generally expected for CZTS.
Nevertheless, other observations partly discussed in Section 3.1.2 of the effects of
ligands on the electronic interaction of individual particles, opto-electronic and
transport properties, carrier recombination, band alignment, as well as on the
performance of complete solar cell devices [75, 76, 139–142] underline that further
investigations in terms of photoluminescence are strongly recommended. These
will involve ligand exchange and removal procedures.
6.2.6. Conclusions
The experiments presented in the previous chapter clearly show that the annealing
temperature, in this case investigated in a range between 400 ◦C and 600 ◦C, is
an important parameter to influence the material properties of a thin film made
of CZTS nanocrystal ink. Between 450 ◦C and 500 ◦C, abnormal grains start to
grow on top of the nanoparticle layer. Their growth is enhanced with increasing
annealing temperatures, particularly when raising it from 575 ◦C to 600 ◦C. At
575 ◦C, the abnormal grains have a size in the micrometre range already and at
600 ◦C, they cover a significant portion of the sample surface in the form of ‘islands’
with a diameter of several microns. Coverage may be enhanced by choosing a
longer annealing time. The enhanced grain growth comes along with an accelerated
increase of the average domain size of the crystallites above 500 ◦C, finally reaching
a value of 104 nm as measured in these experiments for an annealing temperature of
600 ◦C. Since large-grained absorber layers heretofore were found to be favourable
in terms of the currently achievable device efficiencies as discussed in Section
3.3.1, the observations suggest the use of annealing temperatures around 600 ◦C.
Similar developments in the film morphology by abnormal grain growth have been
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observed in other studies as well, some of which are broached in Section 3.3.2.
The grain growth mechanism is generally assumed to be influenced by carbon
decomposition and sodium diffusion from the substrates as explained in Sections
3.3.4 and 3.3.5 respectively. In the present study, a decrease of carbon concentration
with increasing annealing temperature was confirmed. This might also explain
the lowered background level in different spectroscopic measurements on the
annealed films. The average concentration of sodium in the films increases only
very little upon annealing; however, it accumulated in certain features on the film
surface. The latter finding may indicate diffusion from the bottom to the top of
the absorber layer. Nevertheless, the fact that the overall Na content does not
increase much casts doubt on whether significant amounts of this element were
introduced to the material by the substrates or whether the sodium comes from
the particles themselves instead. The oxygen content does not depend on the
annealing temperature, but it is found to be at a higher level than that of the
as-synthesised material and is detected at increased concentration in some surface
features, too. The oxygen is probably introduced by soft-baking in air during
spin-coating. It may be worth to refine the measurement procedure of C, Na, and
O for future studies in order to reach similar confidence as in the analysis of the
elemental components of CZTS itself, e.g. by considering potential peak overlaps.
In terms of copper, zinc, tin, and sulphur, the average composition and the
cation ratios in particular are relatively constant with respect to the annealing
temperature despite some random fluctuations. The sulphur content is increasing
as compared to the as-synthesised particles and low annealing temperatures, but
stays more or less constant from 450 ◦C upwards. However, there are indications
of a non-uniform distribution of these elements which is related to the abnormal
surface grains. Whereas the floor layer exhibits relatively constant cation ratios,
the surface grains, which are more exposed to the annealing atmosphere, show
a wider spread of values as well as a loss of Zn in particular with increasing
annealing temperature. Interestingly, floor layer and surface grains have more
similar compositions at an annealing temperature of 600 ◦C than at a lower
temperature of 500 ◦C. EDX mapping with the measurement parameters chosen
appears to be less effective to detect the tendencies discussed as compared to spot
measurements on the areas of interest. Nevertheless, the EDX measurements are
able to confirm that annealing at 600 ◦C results in a more uniform distribution
of elements than at 500 ◦C, which would be advantageous in terms of fabricating
devices based on such films. Furthermore, BSE images indicated the potential
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presence of secondary phases and/or the accumulation of other elements in specific
areas on the sample surface for 500 ◦C annealing in particular.
The results from Raman spectroscopy as the main tool for secondary phase
identification, clearly confirmed a promotion of the desired kesterite phase by
increasing the annealing temperature, starting between 400 ◦C and 450 ◦C. These
developments could only be detected with resonant excitation, underlining the
importance of its application. Small amounts of SnS and/or Cu4Sn7S16 could
be detected in the samples; peaks of other potential secondary phases coincide
with those assigned to CZTS and can hence not be identified with certainty.
The low portion of unwanted compounds agrees with the fact that no additional
peaks were found in the XRD spectra. A potential reason for a suppression of
decomposition during annealing is the relatively high sulphur concentration of the
annealing atmosphere used as compared to other studies. Secondary phases are
likely to occur mainly on some isolated areas on the sample surface as suggested
by BSE imaging. There are indications of disordered kesterite in the Raman
measurements which may also explain a peak splitting observed in XRD and
shifts of a characteristic PL peak discussed earlier. This would agree with the
assumption from other authors that the predominant part of CZTS specimen used
for academic studies has a high level of disorder [30] and that thermal treatment
is not suitable to improve this [143].
Changes of the relative peak intensities in the XRD spectra indicate structural
changes in the atomic basis according to which the unit cells are occupied. Never-
theless, the peak positions are in good agreement with the expectations for the
compound CZTS, meaning that the lattice system itself is maintained. The peaks
do hardly shift with changing annealing temperature which indicates relatively
stable lattice parameters. Only a slight tendency towards a widened structure
may be present that could potentially be related to the incorporation of impurity
atoms, e.g. sodium. Such defects could also be the reason for a change in the
structure factors determining the modulation function of the Bragg reflections
and hence the relative peak intensities.
Below-band-gap absorption in the as-deposited films revealed by UV-vis spec-
troscopy decreases upon annealing, even though the expected long-wavelength
constant limit of the absorbance is still not observed. Nevertheless, the observa-
tions indicate that defect density is reduced. The reliability of the data set is
put into question regarding the derivation of the band gap energy. The band gap
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energies determined from different films made of the same nanocrystal ink and
with the same procedure show unexpected deviations from one another indicating
necessary adjustments of the measurement procedure to eliminate any artefacts in
the data. As good as it can be concluded from the Tauc plots having a relatively
narrow linear section, the band gap does not show a completely consistent trend
with changing annealing temperature. Random fluctuations in band gap energy
without systematic changes would agree with findings from PL spectroscopy. Only
for temperatures higher than 500 ◦C, the change in band gap energy induced
by annealing increases monotonically with increasing annealing temperature as
indicated by absorption spectroscopy.
The characteristic CZTS features in the PL spectra slightly below the band gap
energy measured with 514 nm excitation wavelength do not exhibit shifts with
varying annealing temperature. However, the relative intensity of these peaks
compared to other spectral features are changed significantly at a temperature of
600 ◦C indicating a suppression of competing recombination mechanisms and a
promotion of the desired CZTS phase. Devices with high efficiencies presented in
the literature were reported to exhibit a single dominant PL transition as well
[5, 144, 145] so that also in this regard, the observations of the present study are
in favour of relatively high annealing temperatures. It should be mentioned that
different from this, an earlier study looking at the opto-electronic properties of
sulphurised CZTS from sol-gel deposition suggested 500 ◦C as the optimum value
but importantly without considering data from PL measurements [14]. Differences
in the results may be partly due to the other approach to fabrication. In the
present study, a number of additional features detected that are not expected
for CZTS, including peaks at energies well above the band gap of the material
investigated, complicate the interpretation of the PL spectra obtained. A possible
explanation is that the solution-based synthesis approach causes surface states
on the particles’ outside potentially related to ligands. Considering findings from
academic literature mentioned in Section 5.6.1 and the discussion of the results
from the present study, the assignment of secondary phases to the peaks seems
to be questionable. It is, in contrast, conceivable that the actual PL band is
modulated by interference effects of the thin films. This would also explain the
absent temperature dependence of the peak intensities. However, considering the
surface roughness of the samples used, the impact of ligands seems to be a more
appropriate explanation than interference effects.
Despite of these considerations, a PL peak at lower energies detected by measure-
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ment with a 375 nm UV laser indicates the presence of some SnS or Cu2SnS3. The
detection of former compound agrees with the findings from Raman spectroscopy
mentioned before. The comparison with a second wavelength to induce photolu-
minescence most importantly revealed the domination of significantly different
recombination paths, one particular in the UV region. It is conceivable that this
is due to particles with inner and outer shells of different material composition.
These would be probed by different lasers of differing penetration depth. Ligands
left behind on the particle surfaces from synthesis and altered during annealing
could impact the corresponding PL spectra in this way as well. Alternatively,
the observation of one dominant recombination path in case of UV excitation
as compared to excitation in the visible region might be due to a limitation of
interference effects in the particular case of the about half a micron thick films used.
In this case, using other excitation wavelengths, if not restricted by opto-electronic
characteristics of the material, could be an alternative way to limit interference
effects in PL studies of thin films in addition to those proposed by Larsen et al.
[136]. Overall, however, the impact of ligands may be considered a more likely
explanation than interference effects.
Opto-electronic properties and their impact on device performance were discussed
in Section 3.3.6. According to this, secondary phases do not necessarily have a
detrimental effect. They are found in small amounts in this study, but SnS is the
only one confirmed by Raman as well as potentially by PL spectroscopy. SnS
has a band gap of 1.3 eV (see Table 5.2) close to that of CZTS and is one of the
secondary phases which does not harm efficiency as much as commonly assumed
[42].
In summary, the results of the different measurement techniques used in the
present study are reasonably consistent. However, some observations need further
clarification for a profound interpretation of the data. For example, the complex
effects of the annealing on the ligands originating from particle synthesis require
more attention. Within the limits of this particular study, sulphurisation of CZTS
nanoparticle ink thin films is advised to be performed at annealing temperatures
around 600 ◦C since grain growth is fostered, the formation of crystalline CZTS is
supported as compared to other phases, and the carbon content of the films is
reduced.
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6.3. Influence of Annealing Time
In addition to the study on the annealing temperature presented in the previous
section, different annealing times of 0.5 h, 1 h, 1.5 h, 2 h, and 3 h are compared in a
similar approach in the following. The times stated refer to the stage of constant
temperature rather than to the whole procedure comprising the heating-up and
cooling-down stage as well. The latter are the same throughout this project
with details given in Section 4.3. The target temperature is fixed to a moderate
value of 500 ◦C for the annealing experiments presented in this section. Table
A.9 (p. 156) summarises some properties of the as-deposited samples such as their
respective thickness. Based on the corresponding UV-vis spectra, it is estimated
to be around half a micron for all of the samples which have been deposited in five
layers on top of SLG substrates. However, Section 6.4 exploring some exemplary
cross-sections indicates that the films are rather about one micron thick. The
samples are similar to those used for the experiments reported in Section 6.2 but
in this section, the nanocrystals are from synthesis batch Syn10. It shall be noted
that the analysis of varying annealing times is presented in less detail since the
annealing temperature is assumed and found to be more significant in terms of
inducing changes to the material properties. Also, the discussion of the results
presented in this section follows similar lines of argumentation as in the previous
chapter.
6.3.1. Film Morphology
All the annealed thin films look consistently smooth and shiny, similar to the
500 ◦C sample from Section 6.2. Some SEM images of the films are shown in
Figure 6.25. The sample annealed for 1 h (at 500 ◦C) can be compared to the
corresponding sample from Syn11 treated under the same conditions in the context
of the annealing temperature series previously discussed. It becomes apparent
that in the former case, abnormal surface grains are not emerging yet in contrast
to the latter case. Here, in case of Syn10, abnormal grains do form but only
after longer times of annealing. They emerge in between 2 h and 3 h. This is
presumably due to the fact that particles of two different synthesis batches have
been used for either of the measurement series. However, as it can be seen from
the synthesis comparison in Section 6.1, batch Syn10 and Syn11 are quite well
comparable and do not show significant differences in the as-synthesised state.
Furthermore, the subsequent sample preparation has been done according to the
very same procedure. It can be concluded from this observation that even minor
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Fig. 6.25: The surface morphology of films processed with different durations of annealing
is analysed in the SEM at magnifications of × 1k (left column) and × 10k
(right column).
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differences in the starting material that might not be detected can lead to notable
differences in the final films.
6.3.2. Crystallinity
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Fig. 6.26: The XRD spectra of the films annealed for different times are shown. They
are background-corrected and vertically shifted for clarity.
Figure 6.26 shows the XRD spectra of the films under investigation. Unlike varying
annealing temperature, varying annealing time does not induce any notable changes
in the spectra concerning peak intensities and widths. This observation comes
along with an approximately constant domain size as illustrated in Figure 6.27.
The tetragonal lattice parameters derived from the spectra are plotted in Figure
6.28. Parameter c is quite constant but parameter a exhibits a slight upwards
trend with increasing annealing times. This may potentially indicate a widening
of the crystal structure but the comparatively large error bars make assessment
difficult.
6.3.3. Composition and Carbon Residues
Compositional analysis of the samples has been performed by means of EDX. The
calculated cation ratios are graphically shown in Figure 6.29. The Cu/(Zn+Sn)
ratio lays systematically lower as compared to the annealed films but does not
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Fig. 6.27: The development of the domain size derived from the XRD spectra in Figure
6.26 is shown in dependence of the annealing time. The scale chosen is the
same as in the domain size plot for the temperature series (see Fig. 6.9) in
order to ease comparison. Here, no significant change as compared to the
domain size calculated for an as-deposited film represented by the horizontal
line can be seen.
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Fig. 6.28: The tetragonal lattice parameters a and c are plotted against the annealing
time. The values are inferred from the XRD spectra. The horizontal lines
indicate the parameters calculated for the as-deposited films.
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Fig. 6.29: The cation ratios Cu/(Zn+Sn) and Zn/Sn and their dependence on the
annealing time are shown. The horizontal lines refer to the as-synthesised
particles.
show any trends otherwise. The Zn/Sn has slightly larger fluctuations, however,
no systematic change is observed either. An increased sulphur content is present
in all of the annealed films as compared to the as-synthesised particles which can
be seen from the pie charts in Figure 6.30. The observations are in agreement
with the results from the study on varying annealing temperature.
Similarly consistent with previous statements is the observed development of
the amount of other major elements contained in the films which are carbon,
oxygen, and sodium. The level of carbon in the annealed films lies significantly
lower than in the as-synthesised particles, possibly related to thermally induced
decomposition of carbon. The carbon concentration also slightly decreases with
increasing annealing time but it is unclear whether this small change is significant.
As discussed before, the increased concentration of oxygen regardless of the
annealing time is probably to be traced back to the soft-baking steps during spin-
coating. The sodium level increases as compared to the as-synthesised particles
and may also slightly increase with increasing duration of annealing but again,
the magnitude of this might not be considered significant. Reason for the increase
itself may be sodium diffusion from the substrates. The observation could also be
provoked by the fact that the as-synthesised particles have not been measured
on SLG substrates containing Na themselves but on a piece of Si wafer. The
measurement data discussed is shown in Figure 6.31.
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Fig. 6.30: The normalised concentrations of the different elemental components of CZTS
are illustrated for the films annealed at different annealing times in comparison
with the as-synthesised particles.
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Fig. 6.31: The total portion of major elements present in the samples except from
copper, zinc, and tin is plotted in dependence of the annealing time. These
components are C, O, and Na. The horizontal lines indicate how much of the
respective elements is contained in the as-synthesised particles (measured on
a piece of Si wafer).
6.3.4. Phase Purity
Raman spectra measured with excitation wavelengths of 785 nm and 532 nm are
presented in Figures 6.32 (a,b). Whereas the film annealed for only 0.5 h is still
relatively similar to the as-deposited film and does not have very pronounced
CZTS features, the typical Raman modes are easy to identify in the spectra of all
of the films annealed for 1.0 h or longer and they resemble each other very much.
As in the previous chapter studying the annealing temperature, the promotion
of the desired kesterite CZTS phase can be seen clearly. Reaching this state is
found to take 0.5 h to 1.0 h of annealing (at the temperature of 500 ◦C chosen). No
further improvement of the film properties is observed when annealing is continued
for longer.
Similarly to the measurement series with variation of the annealing temperature,
nearly no changes can be seen in the spectra obtained with 532 nm excitation,
except for slightly increasing peak intensities. The analysis of the peak positions
in the spectra measured with 785 nm excitation with regard to secondary phases is
128 6. Results and Discussion
100 150 200 250 300 350 400 450
Raman Shift [cm−1]
In
te
n
si
ty
[a
rb
.
u
n
it
s]
(a) Excitation at 785 nm
As-deposited
0.5 h, 500◦C
1.0 h, 500◦C
1.5 h, 500◦C
2.0 h, 500◦C
3.0 h, 500◦C
100 150 200 250 300 350 400 450
Raman Shift [cm−1]
In
te
n
si
ty
[a
rb
.
u
n
it
s]
(b) Excitation at 532 nm
As-deposited
0.5 h, 500◦C
1.0 h, 500◦C
1.5 h, 500◦C
2.0 h, 500◦C
3.0 h, 500◦C
Fig. 6.32: The background-corrected and vertically shifted Raman spectra of the samples
annealed for varying times measured with 785 nm (a) and 532 nm (b) excitation
wavelength respectively are compared. The peak positions of the spectra in
part (a) can be found in Table A.10 (p. 157).
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presented in Table A.10 (p. 157). The potential presence of SnS and/or Cu4Sn7S16
already discussed in the context of the as-synthesised particles of batch Syn10
(and Syn11) remains the same across all annealing times tested. Also, disordered
CZTS is still detected in all cases. Some peaks disappear but also, further CZTS
peaks arise upon annealing and they increase in their relative intensities, both of
which are positive findings with respect to an improved crystal structure. Similar
to previous observations, several secondary phases with peak overlaps to kesterite
CZTS might be present but a definite conclusion is not possible. Nevertheless,
none of these is formed due to the annealing treatment as far as it can be concluded
from the information available. Further can be found in the given table.
6.3.5. Opto-electronic Properties
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Fig. 6.33: Illustration of the UV-vis spectra measured for different durations of the
annealing process. Figure A.2 (p. 156) shows the spectra of all as-deposited
films in addition to the example of film 2 (f2) included in this graph.
Figure 6.33 reveals that even after only 0.5 h of annealing, the final state regarding
changes in the absorbance spectrum is reached already. Below-band gap absorption
is reduced and all of the annealed samples have nearly the same absorbance curve
without a minimum. Figure 6.34 presents the band gap energies deduced from
these UV-vis spectra. The annealed material seems to have a systematically larger
band gap value than the as-deposited material. This increase in Eg is of the
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Fig. 6.34: The band gap energies derived from the UV-vis spectra from Figure 6.33 are
shown and compared to the original values measured on the as-deposited
films. In addition, the difference ∆Eg = Eg, annealed − Eg, as-dep between each
pair of values is indicated on the right-hand axis.
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same order of magnitude for all durations tested. Solely the film annealed for
1.5 h has a smaller increase in band gap energy. These observations may put a
different complexion on the band gap variations reported in the context of varying
annealing temperatures. Since the upwards shift seems to be reproducible in terms
of varying annealing times, the changes due to different temperatures discussed
earlier may not be as random as thought.
In addition to UV-vis spectroscopy, photoluminescence measurements are presented
in Figures 6.35 (a,b). They have been performed at room temperature using a
514 nm green laser operated at 200mW and a 375 nm UV laser operated at
60mW. The detailed analysis of the different peaks has already been done in
Section 6.2.5 in the context of varying annealing temperature. Since the peak
positions of the samples discussed here, as summarised in Table A.11 (p. 158), are
about the same as those discussed before. Since the previous analysis revealed
distortion of the measurements by interference effects as likely root cause, this
discussion is not repeated in detail. In this sense, the secondary phases assigned
to the peaks within the mentioned table may not be necessarily related to these
compounds, that is if the observations partly originate in measurements artefacts
indeed. The compounds in question are ZnS, SnSn2, and Sn2Sn3, which are not
directly indicated by Raman spectroscopy as broached in the previous section.
This disagreement puts the assignment of the PL peaks to secondary compounds
further into question.
More general, varying annealing times do not lead to a significant change in
the spectra – in contrast to the transition observed from 575 ◦C to 600 ◦C in the
previous chapter. However, it can be seen from the illustration in Figure 6.35
that the relative intensities change from the as-deposited to the annealed films,
independent of the duration to about the same extent. Peaks at lower energies
are enhanced as compared to peaks at higher energies. It could be speculated
that this may be due to a subtle enhancement of CZTS band-to-band emission
as the increased intensity lies in the range of the expected band gap energy of
1.4 eV - 1.5 eV. Looking closely, the same observation can be made in Figure 6.21
from the temperature series as well when comparing the as-deposited to any
of the annealed samples. Here, the shift of relative intensities is not promoted
further when increasing the annealing time and slight changes still observed do
not correlate systematically with annealing time for excitation with either laser.
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Fig. 6.35: Room temperature PL spectra of the samples from the study on varying
duration of annealing have been measured with 514 nm green (a) and 375 nm
UV laser excitation light (b) respectively. The peak positions of the fitted
spectra in part (a) are listed in Table A.11 (p. 158).
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6.3.6. Conclusions
This chapter demonstrates that varying the duration of annealing has a smaller
impact on the properties of the resulting films than the choice of the annealing
temperature. Considering that many of the processes in the formation process are
thermally activated this might not be surprising. Most of the changes occur in the
first half an hour or hour of annealing so that longer durations are not advised
with respect to energy expenditure of the fabrication process. Material properties
and film development should mainly be regulated via the annealing temperature.
However, it should be noted that the present investigations focused on one an-
nealing temperature only. It remains to be seen whether similar observations are
made at temperatures different from 500 ◦C. For example, another combination
of temperature and time may lead to a longer transition phase during which the
changes in material properties take place. Based on Section 6.2, temperatures
around 600 ◦C should be studied further in particular while considering the devel-
opment of the films over time. Other relevant parameters in this context may be
the ramp rates of the heating-up and cooling-down stages during annealing.
6.4. Layer Study with Rear Contact
Making a step from the absorber layer itself towards its application in a solar
cell, a Mo rear contact is added in between SLG substrate and the CZTS thin
film for a layer study presented in this chapter. One 10-layer film of batch Syn11
(same batch as used for the study on annealing temperature in Sec. 6.2) and one
5-layer film of batch Syn10 (same batch as used for the study on annealing time
in Sec. 6.3) are analysed with respect to their cross-sectional morphology. Imaging
on the FIB microscope has kindly been carried out by Mr Leon Bowen*.
The film properties have been checked by the same methods used in the previous
chapters and no notable differences were found – except from some additional
peaks assigned to Mo, for instance in the XRD spectra. Absorption spectroscopy
is the only method not applied to these samples as the rear contact does not let
any light come through, making this measurement impossible.
*Department of Physics, Centre for Materials Physics, Durham University
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Fig. 6.36: Cross-section of a 10-layer film made of particle batch Syn11 on a Mo-coated
SLG substrate and annealed at 500 ◦C for 3 h. (a) Exemplary thickness
measurements of the Mo rear contact layer and the CZTS absorber layer, (b)
Agglomerations of larger crystallites in some areas of the absorber surrounded
by red dashed lines for clarity and presumed artefacts of subsequent layer
deposition indicated by arrows. Both images have the same field of view using
a magnification of × 65k.
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6.4.1. Layer Thickness
Estimations of the film thickness based on the UV-vis spectra of the samples from
Section 6.2 and 6.3 (see Tab.A.6 and A.9) suggest that the deposition of five
layers result in a film with an approximate thickness of about half a micron. This
would mean that ten layers would be about one micron thick and hence suitable
for an efficient absorber layer in a photovoltaic device. However, as it can be seen
from the example shown in Figure 6.36 (a) and the more detailed Table 6.4, the
cross-sectional view reveals a thickness of (2.05± 0.07) µm on average which is
approximately twice as much as expected. Also the 5-layer film is, with an average
thickness of (1.07±0.19) µm, about twice as thick as originally assumed. This may
indicate issues of data interpretation concerning the absorption measurements on
the specific type of samples used. Potential errors in the analysis of the UV-vis
spectra are discussed in Section 6.5.4.
The summary of all corresponding measurements in Table 6.4 indicates that the
5-layer samples is less uniform than the 10-layer film. However, this is most likely
due to the fact that the former was prepared from a rest of ink that contained
some agglomerations of particles and is not comparable to the samples used in
the other sections of this study. The much more uniform 10-layer film is more
representative for the deposition procedure followed. The measured Mo layer
thickness, (470± 8)nm in average, is relatively uniform across the samples but
has a small systematic deviation from the targeted value of 600 nm. A solar cell
using such a Mo thickness previously demonstrated a particularly high device
efficiency [146] but the details of optimum device fabrication are beyond the scope
of this study.
6.4.2. Absorber Uniformity
Figure 6.36 (b) highlights some notable features in the cross-section of the annealed
absorber layers. First of all, some zones stand out by a lighter tone of grey as
compared to the rest of the CZTS layer and by larger crystallites. These areas,
surrounded by dashed lines for better visibility, are neither solely located on top of
the film nor solely at the Mo -CZTS interface but they are randomly distributed
in the absorber. However, it should be noted that under the chosen annealing
conditions of 500 ◦C for 3 h no abnormal grains formed on the film surfaces. The
regions described could be related to secondary phases that appear upon annealing.
Alternatively, their distinct appearance may simply be due to randomly occurring,
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Tab. 6.4: Summary of the thickness measurements based on cross-sectional images from
the FIB. The values have been obtained with ImageJ and the estimated
error of a single measurement is smaller than ± 0.010 µm. The bottom line
contains the average values with the corresponding standard deviations. The
Mo thicknesses are taken from both of the samples investigated.
CZTS thickness [µm] Mo thickness [µm]
5 layers 10 layers
0.934 2.123 0.481
0.801 2.117 0.468
0.917 1.977 0.459
1.111 2.076 0.471
1.120 2.104 0.462
1.086 1.972 0.474
1.167 2.029 0.474
1.386 2.018 0.469
Average: 1.07(19) 2.05(7) 0.470(8)
enhanced grain growth in these areas. This would be interesting to look at in
more detail in future studies.
In addition, faint horizontal lines are visible. It is assumed that they originate
from the subsequent deposition of multiple layers by spin-coating. As described in
Section 4.2.2, each layer is dried in air at 300 ◦C for 1min in total. The previous
parts of this study indicated that this process introduces oxygen to the films.
This may become apparent through the change in contrast at the borders of these
layers. If this assumption is true, the vertical distance between the lines shows
that the different layers have about the same thickness and that their deposition
procedure is hence reasonably reproducible. This is confirmed by some UV-vis
measurements performed layer after layer as presented later in Section 6.5.4.
Finally, there is a slightly darker region at the interface between the Mo contact
and CZTS. This possibly indicates the formation of a MoS2 interlayer but further
analysis would be necessary to confirm this.
6.4.3. Conclusions
The analysis of exemplary cross-sections allowed for cross-check of the absorber
thickness of the samples used and revealed that it is underestimated based on
the UV-vis spectra. The large deviation by a factor of two indicates that the
absorbance values measured on this specific type of samples need to be interpreted
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with care as discussed further in Section 6.5.4. In future studies, the use of
a profilometer could provide alternative means for determination of the film
thickness. It can be concluded from the present investigations that the film
deposition procedure used (see Sec. 4.2.2) only requires five layer depositions in
order to reach one micron in thickness suitable to absorb the major part of the
incident sunlight within a solar cell. In consequence, it may be assumed that the
samples analysed in Section 6.2 and 6.3 have a thickness in this range, too, so that
the corresponding observations are well applicable to ‘real-world’ solar cell design.
Furthermore, there are possible signs of secondary phases that are randomly
distributed in the absorber layer. The corresponding regions also exhibit larger
average grain sizes indicating accelerated growth. Further studies on the cross-
sectional uniformity involving similar investigations on the dependence of the
layer structure on different annealing conditions are advised. In the context of
this study, only a very brief insight is given.
6.5. Sources of Error in the Experiments
To some degree, the previous chapters analysing the experimental results already
included some discussion of potential sources of error. Further issues considered
relevant are broached in this chapter, without making a claim to be complete.
ICP-MS is left out since it is only used for the purpose of comparison and as a way
to verify the EDX measurements done in the context of this work. Also, general
problems relevant to several techniques such as matters of error propagation, the
choice of the optimum functions for peak fitting and the corresponding variance
in FWHM, peak overlaps, or the fact that reference patterns might have been
measured under deviant conditions that affect the peak positions (e.g. concerning
temperature or laser power) are not covered explicitly for each method.
6.5.1. XRD Measurements
The position of XRD peaks is quite susceptible to the vertical position of the
samples that means incorrect alignment in the instrument can cause systematic
shifts [127]. In turn, the deduction of the lattice parameters is influenced by this
to a higher degree than the calculation of the domain size as it can be seen from
the equations in Sections 5.1.1 and 5.1.2. This source of error has been mentioned
in the context of a bent sample earlier in this thesis already.
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Apart from this, XRD measurements can either be performed on powder samples
or on as-deposited films. As the same kind of particles is used in either of these
approaches, the results are expected to be the same. However, there are small
deviations between these two approaches, particularly in the peak widths and
consequently in the domain sizes deduced from them. The values obtained from the
two different samples types, nevertheless, mostly lie within the margin of error of
one another. The peak positions and therefore also the inferred lattice parameters
do not depend on the sample type chosen as much. A possible explanation for
these observations could be related to preferred crystallite orientations depending
on the way of preparing the sample [110]. On a glass slide covered with NC ink
by spin coating, edged particles may align in a particular way with respect to the
flat substrate, according to the local direction of the forces during spin-coating,
destroying the aimed random orientation. The sticky undercoat of vaseline used
to fix NC powder on top of the respective holders may, in contrast, be less prone
to this kind of texture effects. In addition to this, errors can originate from
differences in surface roughness and different contributions of absorption effects
from the substrates and/or sample holders when X-rays partly transmit through
the layer of CZTS [110].
The domain size determination is mainly dependent on the peak width. The
latter is also influenced by instrumental broadening effects; however, standard
laboratory equipment usually allows to measure domain sizes up to 200 nm with
sufficient accuracy [110]. This requirement is fulfilled for the data presented here.
Further sources of error in peak width are, for example, broadening effects of
strain in an imperfect crystal lattice that can contain various defects [110], as well
as of inactive Raman modes [118]. Both could contribute to the spectra presented
in the context of this study but should not depend on the sample type.
The Scherrer equation which is based on Bragg’s law is commonly used in order
to calculate the domain size from powder diffraction data, also in the context of
nanocrystalline CZTS. However, it is important to note that the applicability of
this approach is constrained to a certain range of crystallite sizes [110]. If they
are too small, the assumption of an infinite periodic lattice does not hold any
more. Nanoscale particles may hence need to be treated with the so-called Debye
equation instead in order to obtain accurate results [110]. Contributions of diffuse
scattering need to be taken into consideration, besides other effects. This results
in the total scattering method which would be more precise and could therefore
add value to future studies. In a first step, also the use of the Scherrer equation
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could be improved by choosing the constant factor K more deliberately based on
an analysis of the actual shape of the crystallites as the exact value of K depends
on the particle shape as discussed in Section 5.1.2.
6.5.2. Raman Measurements
It has been mentioned before that Raman spectroscopy is a rather surface-sensitive
technique. Secondary phases occurring deeper in the absorber might hence not be
detected. Furthermore, the spot size restricts the area analysed to only 15 - 20 µm
in diameter. Different spots on some exemplary samples have been compared to
check how reproducible the results are. It was found that only the background
level changes, possibly due to a non-uniform carbon distribution and/or variations
in fluorescence background, and that peak intensities vary slightly (maybe related
to the first-mentioned aspect), whereas the peak positions remain the same. Since
the latter is in the focus of the investigations presented, the impact of the location
of the randomly chosen measurement spot on the sample surface can be neglected.
Moreover, the observations indicate a relatively homogeneous phase throughout
the sample surface. Secondary phase identification in CZTS by means of Raman
spectroscopy could potentially be improved by using more different excitation
wavelengths, e.g. 325 nm which is resonant to ZnS and has been proved to be
useful for its identification in a CZTS sample even in amounts as small as 10%
[39]. Another, more advanced approach is the application of Raman imaging that
can be used for phase analysis with spatial resolution.
If polycrystalline material is investigated, with crystal sizes below 50 nm in
particular, phonon confinement effects can induce peak broadening and peak shifts
in the Raman spectra [147, 148]. Peak positions are also dependent on strain
in the crystal lattice. It may be worth to take this into consideration for more
profound analysis because the particles used for the present work have crystal
sizes just at the border to be influenced by the effects in question. Fluctuations
in grain and particle size may be partly responsible for slight variations in peak
positions among the samples and as compared to the literature values.
6.5.3. EDX Measurements
As specified in Section 5.3.2, certain X-ray lines have been chosen in order to avoid
errors in the determination of the composition by overlapping peaks. This follows
suggestions in reference [14]. The effectiveness of the approach was checked by
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means of ICP-MS in the context of the present study and this confirmed that
quantitative measurements with the K lines for Cu, Zn, and S and with the L line
for Sn led to the closest results as compared to mass spectroscopy. An exemplary
comparison of both the techniques was included in Section 6.1.3. For instance, it
was found that ICP-MS indicates a higher stability of the elemental concentrations
as compared to EDX when looking at different batches prepared under the very
same conditions. This could be one of the reasons for the presumably random
fluctuations in composition reported in the context of the measurement series on
varying annealing conditions (see Sec. 6.2.3 and 6.3.3). The application of other
methods than EDX for the purpose of verification is recommended for future
investigations.
Another aspect of importance is the choice of the acceleration voltage used. Figure
6.37 illustrates the simulated interaction volume of secondary electrons entering a
CZTS (bulk) sample with a thickness of about one micron using values of 12 keV
and 15 keV respectively. It becomes apparent that 12 keV are suitable to restrict
penetration of the electrons to the absorber layer rather than letting them go into
the underlying SLG substrate. In the latter case, EDX measurements could be
disturbed by signals from the elements contained in the glass or by scattering at
the interface between the CZTS layer and the substrate. This is why a setting of
12 keV is chosen for the measurements presented, suiting the 5-layer films of the
measurements series on temperature and time of annealing which are about one
micron thick according to the cross-sectional analysis in Section 6.4.
These considerations are a first level approximation. A more precise simulation
would have to take the fact into account that the material under investigation is
nanocrystalline and has a rough surface. The so-called mass effect is relevant for
particles with diameters smaller than five microns and at beam energies below
20 keV [120]. Electrons can escape from such particles through all of their sides
and the X-ray intensity measured depends on the particle diameter. Additionally,
the so-called absorption effect occurs due to the fact that the absorption pathway
is changed in comparison to a monocrystalline material. Specifically, the surface
curvature of small particles, i.e. particles which are smaller than the interaction
volume, reduces absorption so that the X-ray intensity increases [120]. From the
aspects just discussed it is clear that the criteria for a relevant impact of the
mass and the absorption effect apply to the samples investigated in this study.
The acceleration voltage is below 20 keV and the particles/grains are significantly
smaller than 5 µm as well as smaller than the interaction volume. Therefore,
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Fig. 6.37: The interaction volume of the primary electron beam (in blue) for a one micron
thick CZTS layer on a SLG substrate is simulated for a beam energy of 12 keV
(top) and 15 keV (bottom). The dashed line indicates the border between
absorber layer and substrate. The software used, CASINO (version 2.51), has
been developed as a tool for ‘Monte Carlo simulations of electron trajectories
in solids’ by D. Drouin et al. (Université de Sherbrooke, Sherbrooke, Quebec,
Canada). For more information refer to references [149, 150].
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some distortion of the EDX measurements has to be assumed. Particularly when
investigating grain growth, the extent of the effects might even vary from sample to
sample as the relevant magnitude of particle or grain size is deliberately changed,
by choosing different annealing conditions. The compositional variations reported
in the previous chapters and the remaining deviances of the EDX data from
ICP-MS may partly be related to these issues.
In terms of data interpretation it should be kept in mind that due to the procedure
followed in the EDXmeasurements, an average value despite of any inhomogeneities
is obtained and hence statements on the presence of secondary phases may be
difficult to make. By employment of spot measurements and EDX mapping,
this fact may be circumvented as partly done in Sections 6.2.3 and 6.2.4 and
a non-uniform distribution of the elements was found by this approach indeed.
This could lead to inaccurate average values if no sufficiently large number of
measurement spots is taken into consideration.
6.5.4. UV-vis Measurements
First of all, there are some uncertainties in fitting of the Tauc plots, which
is for instance complicated by relatively narrow linear sections and by jump
discontinuities from the instrument (according to settings, change of light source
at 390 nm, of grating at 850 nm, and of detector at 900 nm/1650 nm). There
are also some small peak-like features at around 700 nm which are not related
to any instrumental changes and may require further investigations. However,
other observations concerning the UV-vis spectra require even more attention
in order to obtain reliable data interpretation. For instance, it is interesting
to see in Figure 6.38 how the UV-vis spectra evolve with the addition of more
and more layers during the spin-coating procedure. Whereas the UV-vis curve
measured on a single layer approaches a constant lower absorbance limit with
increasing wavelengths as expected, the additional layers lead to the formation
of a minimum at around 900 nm. The again increasing absorbance above this
wavelength indicates below-band-gap absorption as discussed in the context of the
band diagram of CZTS, in the analysis methods section about UV-vis spectroscopy,
as well as along with the experimental results. Another explanation to consider
are interference effects since those are likely to have disturbed the PL spectra
measured, too, as discussed in Section 6.2.5.
The thicknesses and band gap energies derived from the UV-vis curves of the
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Fig. 6.38: This figure demonstrates how the UV-vis spectra evolve when more and more
layers are added. The spectrum of the one-layer film approaches a constant
value towards high wavelengths as expected. With increasing number of
subsequent layers, a minimum at around 900 nm appears. Some of the
discontinuities are related to changes inside the instrument, namely of the
lamp and the grating which is done automatically. The curves shown have
been measured during the deposition process of film f6 from particle batch
Syn11. Parameters derived are summarised in Table 6.5.
different number of layers in Figure 6.38 are summarised in Table 6.5. The shift
of the spectra towards higher absorbance values with the addition of layers corres-
ponds to an increasing thickness and is relatively reproducible in its magnitude.
However, it becomes apparent that also the results for the band gap energy change.
The latter variations are not systematic since, even though the values increase at
first, the band gap energy seems to decrease again after deposition of the fifth
layer. In any case, no variations in band gap energy are expected with varying
absorber thickness since this material-dependent property should only depend on
the nanocrystals used themselves. The deviations between the measurements on
different layers are more significant than the extremely small statistical errors
which are based on straight line fitting. Therefore, the errors indicated are un-
derestimated and should be interpreted with care. This scepticism is reinforced
by the varying band gap values deduced from the spectra of similarly thick films
of the same NC batches which does not have an obvious physical reason, see
Tables A.6 and A.9. The observation of the varying band gap energies from stacks
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Tab. 6.5: The total film thicknesses and the band gap energies derived from the UV-vis
spectra in Figure 6.38 in dependence of the number of layers are listed.
Layers Thickness [nm] Band gap energy [eV]
1 125 1.2030± 0.0013
2 219 1.2249± 0.0011
3 295 1.2636± 0.0011
4 364 1.2821± 0.0011
5 441 1.2686± 0.0010
with different numbers of layers may partially be related to surface oxidisation
during the soft-baking in between subsequent steps of spin-coating that has been
considered in Section 6.4 in the context of the cross-sectional analysis as well.
Another aspect to note is that the addition of more than five layers, as tested
with another sample, did not lead to a further up-shift of the UV-vis curve even
though the layer thickness clearly increased based on how much light can been
seen shining through. The absorbance A measured did not increase to more than
approximately 1.2 [arbitrary units]. Problems with the instruments have been
excluded by testing with other samples. Possibly, effects of carbon residuals and
ligands or surface oxidisation of the subsequently deposited layers as broached in
Section 6.4.2 are related to these observations.
In future experiments, more focus could be put on the comparison of UV-vis
measurements of thin films and of nanoparticles in solution (usually toluene).
Early experiments done in the context of this study indicated that the band gap
energies derived from measurements in NC dispersion lie in the same range as
those from thin films. However, slight deviations showed also in this case that the
statistical errors from the Tauc plots largely underestimate the true uncertainties
in the results. For further experiments, ligand exchange procedures might be
necessary in order to improve the dispersibility of the as-synthesised particles in
toluene (if ethanol, hexane, and isopropanol are used for the collection of the
as-synthesised particles in the centrifuge) and to enable the measurement of the
particle dispersion in the spectrophotometer in this way.
6.5.5. PL Measurements
Different spots on the same sample have been compared to check for the re-
producibility of the PL spectra measured by way of example and no significant
changes were found. However, signals have been measured emitted by a mere
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Fig. 6.39: SLG and a Si wafer are part of the experimental setup as detailed in the text.
This graph shows their contributions to the PL spectra in case of excitation
with the 514 nm green laser (a) and with the 375 nm UV laser (b) respectively.
The spectra have been measured at room temperature.
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glass substrate and by a plain Si wafer respectively. The latter is usually placed
between the glass substrate of the thin film sample and the sample mount of the
setup to avoid background signals. The potential contributions to the spectra
of both, the SLG and the Si, are shown in Figure 6.39. With both excitation
lasers, the green and the UV laser, the glass emission is significantly higher and
has a more modulated intensity than the emission of Si in the region of interest.
Nevertheless, probably no significant distortion by these two materials is present in
the measurement data because the CZTS layer reduces the incident light intensity
on the SLG and the Si wafer underneath to a minimum. In the same way, the
small amount of emitted light is attenuated in the other direction because a one
micron thick film of CZTS should nearly absorb all light due to the high absorption
coefficient of α > 104 cm−1 [29]. However, the findings suggest that thinner layers
on SLG substrates are less suitable for use in PL measurements.
The discussion of the PL spectra of films annealed at different temperatures
in Section 6.2.5 concluded that interference effects are likely to have influenced
the spectra measured. These effects could potentially be reduced by tilting
the specimen in relation to the incident beam direction which is one of the
ideas proposed and tested by Larsen et al. in order to avoid measurement
errors [136]. Figure 6.24 (p. 114) demonstrates this. Also, interference only
occurs in case of fairly smooth layers and can thus be diminished by increasing
surface roughness. The third option suggested is to correct for interference by
experimentally determining the reflectance or a calculated interference function
[136]. In the conclusion of Section 6.2 of this study, the application of excitation
lasers with other wavelengths was mentioned as further option to consider.
Looking back on the discussion of potential errors in EDX measurements in Section
6.5.3, it is conceivable that not only interference occurs in PL but also that mass
and absorption effects similar to those in EDX due to the nanocrystalline material
occur in the context of PL emission. This would alter the relative peak intensit-
ies. Furthermore, it is known that side effects of strain can potentially be seen
within PL spectra, also known as strain-excited/strain-stimulated luminescence
or triboluminescence [67]. It cannot be excluded that strain is present in the
nanostructured thin films used. Finally, as already mentioned briefly, ligands can
influence the PL spectra of CZTS [135]. Quenching of the measured PL intensity
due to ligand adsorption has been reported for nanocrystals of other materials in
combination with amines and thiols [74, 151, 152]. Such chemicals are used in the
sample preparation in the context of this work as well.
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7. Summary and Outlook
The outcome of the present experiments is now briefly summarised. More detailed
conclusions from the different measurement series can be found in Sections 6.1.6,
6.2.6, 6.3.6, and 6.4.3, finishing the corresponding parts of the results chapter.
Since successful experiments rely on reproducible fabrication of samples, several
nanocrystal syntheses prepared by the approach chosen for this project were
compared, showing that CZTS nanoparticles are successfully synthesised with
adequate reproducibility. Most importantly, the impact of varying annealing
temperatures was analysed in detail by use of a number of different methods in
order to understand the development of various material properties. The results,
overall, suggest to use rather high annealing temperatures of around 600 ◦C. In
addition, varying annealing times were tested at a moderate temperature of 500 ◦C
showing that the final state is already reached after one hour at maximum. By
way of example, a cross-sectional analysis of two annealed samples on a Mo rear
contact layer was performed, indicating that the absorber is densely packed but
not completely uniform regarding grain sizes and/or phase.
In terms of future studies, it is first of all recommended to extend the investigations
on issues broached in Section 6.5 about potential sources of error in the experiments.
In particular, interference effects and the complex influences of ligands require
better understanding. This will allow for more profound conclusions from UV-vis
and PL spectroscopy but also from other techniques used in the context of CZTS
nanoparticle thin films. The success of future investigations will also depend
on the reproducibility of sample preparation so that a higher level of parameter
control is desired. This study looked at different annealing temperatures and
times but especially in the latter case the analysis needs to be extended to higher
annealing temperatures as the temporal development is likely to depend on this
choice. Other annealing parameters such as the sulphur concentration in the
surrounding gas atmosphere and the ramp rates of heating-up/cooling-down
should be investigated as well. More focus should additionally be put on the
properties of the interface between absorber layer and rear contact. In the long
term, the preparation of complete photovoltaic devices will be useful so that
direct effects on cell performance can be studied. Certain experiments involving
the above-mentioned suggestions have already been presented in the academic
literature but due to the complex interdependencies between various properties
and processing parameters open challenges persist towards whose mastery this
work attempted to make a small contribution.
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A. Supplemental Figures and Tables
This appendix contains a number of tables and some graphs in addition to those
provided within the main text. Uncertainties on the last figures may be indicated
in brackets where space is rare. Average values are mainly stated for the purpose of
looking at the standard deviation of the different samples, especially in the context
of NC synthesis reproducibility. They need to be interpreted with care. Peak
tables for Raman and PL measurements include the assignment to compounds
according to Tables 5.1 (p. 56) and 5.2 (p. 72) respectively. If reference peaks
for CZTS and secondary phases lie close together, the peak has been considered
as a CZTS peak within the analysis but the alternative compounds are given in
brackets in the tables. In addition, it is important to note that all peaks found are
listed but that some of them are doubtful due to sometimes low peak intensities
and due to peak overlaps which complicate fitting. Sorting of the peaks may be
ambiguous since they are observed at varying positions for different samples.
A.1. Additional Background Information
Tab. A.1: Expected composition including the elemental ratios for stoichiometric as well
as Cu-poor/Zn-rich CZTS to facilitate comparison between different ways of representing
the measurement results of elemental analysis.
Stoichiometric Cu-poor/Zn-rich
Cu/(Zn+Sn) 1 0.8
Zn/Sn 1 1.2
Empirical Formula Cu2ZnSnS4 Cu1.76Zn1.2SnS4
Cu 25.0 at% 22.1 at%
Zn 12.5 at% 15.1 at%
Sn 12.5 at% 12.6 at%
S 50.0 at% 50.2 at%
Cu 28.9 wt% 25.6 wt%
Zn 14.9 wt% 17.7 wt%
Sn 27.0 wt% 27.3 wt%
S 29.2 wt% 29.4 wt%
A.2. Reproducibility of Nanocrystal Synthesis (Sec. 6.1)
The horizontal line dividing nanocrystal (NC) batches Syn04 and Syn05 within
the following tables indicates the change in the combination of chemicals used for
collecting the as-synthesised particles from the OAm mixture by centrifuging.
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Tab. A.6: Information on the samples for the measurement series on annealing temperat-
ure, including an attribution of the different films to the annealing conditions used. All
samples are prepared from particles of nanocrystal batch Syn11. General characteristics
of the as-synthesised nanocrystals are included in Section A.2. Here, the respective
thicknesses and the band gap energies Eg measured with the as-deposited films are
summarised. They have both been inferred from the UV-vis spectra in Figure A.1.
Annealing Film Thickness [nm] Band gap energy [eV]
400 ◦C f1 773 1.071± 0.003
450 ◦C f4 434 1.2709± 0.0015
500 ◦C f2 417 1.244± 0.003
550 ◦C f5 422 1.2523± 0.0015
575 ◦C f6 441 1.2686± 0.0010
600 ◦C f3 413 1.2499± 0.0020
600 800 1000 1200 1400 1600 1800
Wavelength λ [nm]
0.5
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b
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A
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Film 1
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Film 5
Film 6
Fig. A.1: The absorption spectra of the as-deposited samples for the annealing exper-
iments with varying temperature are presented. The curve of film 1 (f1) is shifted
upwards as it is slightly thicker and therefore absorbs more light. Apart from this, the
spectra appear to be very similar to one another. Characteristic parameters deduced
from this graph are summarised in Table A.6.
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A.4. Influence of Annealing Time (Sec. 6.3)
Tab. A.9: Information on the samples for the measurement series on the annealing time,
including an attribution of the different films to the annealing conditions used. All
samples are prepared from particles of nanocrystal batch Syn10. General characteristics
of the as-synthesised nanocrystals are included in Section A.2. Here, the respective
thicknesses and the band gap energies Eg measured with the as-deposited films are
summarised. They have both been inferred from the UV-vis spectra in Figure A.2.
Annealing Film Thickness [nm] Band gap energy [eV]
0.5 h f3 608 1.133± 0.002
1 h f4 526 1.116± 0.004
1.5 h f5 532 1.169± 0.003
2 h f6 537 1.128± 0.004
3 h f7 567 1.146± 0.004
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Fig. A.2: The absorption spectra of the as-deposited samples prepared for the measure-
ment series on the annealing time are shown. Table A.9 lists the film thicknesses and
band gap energies from these curves.
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B. Data Evaluation
B.1. Python Code for Lattice Parameter Calculation
Listing 1: XRD_lattice-parameters.py
1 ################################################################################
2 # Determination of the Tetragonal Lattice Parameters from XRD Patterns #
3 ################################################################################
4
5 # Author: Karen P. Stroh
6 # Institution: Department of Physics , University of Durham , UK
7 # Date: 19/07/2018
8
9 # Filename: XRD_lattice -parameters.py
10 # Python version: 3.6.3
11 # Description: Command line program for the determination of the lattice
parameters a and c of a tetragonal crystal structure (e.g. of kesterite or
stannite Cu2ZnSnS4/CZTS) based on X-ray diffraction (XRD) measurements; two
operating modes can be chosen , either the analysis of a single peak with any
set of Miller indices , or the analysis and averaging of the three main
peaks in a XRD pattern of CZTS; before using this program , the respective
XRD spectrum needs to be analysed in order to determine the peak positions
and their Miller indices
12 # Background: The expression for the interplanar spacing d of a tetragonal
crystal structure can be affiliated with Bragg’s law in order to eliminate d
; the resulting equation depends on the lattice parameters a and c; since it
is one equation with two unknowns , a minimisation has to be performed to
solve it
13 # Notes: All lengths are given in the unit Angstrom [A]; this program is written
for XRD spectra obtained by use of the Cu K-alpha line (wavelength 1.5406 A
); the starting values for the minimisation correspond to CZTS; use the
absolute values of a and c and do not report more than three decimal places
14
15
16 ################################ Main Program ################################
17
18 # Loading of modules necessary for this script:
19 import numpy as np # Module which contains definition of arrays for the
storage of the variables
20 import math # Module for mathematical functions
21 from scipy.optimize import minimize # Submodule for minimisation procedure
22 import statistics as stat # Module for statistical calculations
23 import tkinter as tk # Module for browsing directories and saving results
file
24 from tkinter import filedialog
25 import time
26 from datetime import date
27
28 # Choice of operating mode by the user:
29 print("Please choose from the following two options :\n1) Analyse a single peak (
with any set of Miller indices).\n2) Analyse the three main peaks in a XRD
pattern of CZTS , i.e. the (112) , (220) , and (312) peaks and calculate the
average of the results.")
30 mode = int(input(’> Option no. ’))
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31 while (mode !=1 and mode !=2):
32 print("No valid input , please enter either 1 or 2.")
33 mode = int(input(’> Option no. ’))
34
35 # Definition and read in of global variables:
36 wl = 1.5406 # Cu K-alpha wavelength of X-ray source used to collect the
spectra
37 x0 = np.array ([5.427 , 10.871]) # [a0 , c0], i.e. the starting values for the
lattice parameters in Angstrom (correspond to literature values for CZTS
from [K. Ito , "Copper Zinc Tin Sulfide -Based Thin -Film Solar Cells", John
Wiley & Sons , 2015, p. 65])
38
39 # Function to minimise:
40 def f(x):
41 return abs(1/ math.sqrt((h**2+k**2)/x[0]**2 + l**2/x[1]**2) - wl/(2* math.sin(
theta)))
42
43
44 # Mode 1 (single -peak analysis):
45 if mode ==1:
46 answer = ’y’
47 while (answer ==’y’ or answer ==’Y’):
48
49 # Definition and read in of variables:
50 twotheta = float(input(’\nBragg angle 2 theta of peak to analyse (in
degree): ’)) # Input of peak position
51 theta = (twotheta * (math.pi/180))/2 # Calculation of the angle
theta in radians
52 print("Corresponding Miller indices:") # Input of the peak index
according to the Miller notation (hkl)
53 h = int(input(’h = ’))
54 k = int(input(’k = ’))
55 l = int(input(’l = ’))
56
57 # Minimisation procedure (via the BFGS algorithm , a quasi -Newton method
by Broyden , Fletcher , Goldfarb , and Shanno):
58 print("\nDetermination of the lattice parameters :\n")
59 result = minimize(f, x0 , method=’BFGS’, options ={’gtol’: 1e-8, ’disp’:
True})
60 # Report on the minimisation process:
61 print("\n Result of minimisation:", result , "\n Notation: x[a,c] in
Angstrom\n")
62 # Output of the final results , i.e. the tetragonal lattice parameters a
and c, in a clear manner:
63 print("Results :\n", "a = ", result.x[0], "Angstrom\n", "c = ", result.x
[1], "Angstrom")
64
65 print("\nDo you want to analyse another peak? (y/n)")
66 answer = str(input())
67
68 else:
69 if (answer ==’n’ or answer ==’N’):
70 ()
71 else:
72 print("No valid input , please try again.")
73
74
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75 # Mode 2 (averaging of three main peaks):
76 elif mode ==2:
77 answer = ’y’
78 while (answer ==’y’ or answer ==’Y’):
79
80 # Definition and read in of peak positions:
81 print("\nPlease enter the Bragg angles (2 theta) of the following peaks
(in degree):") # Input of peak positions
82 twotheta_112 = float(input(’(112) > ’))
83 twotheta_220 = float(input(’(220) > ’))
84 twotheta_312 = float(input(’(312) > ’))
85
86 # Minimisation procedure (via the BFGS algorithm , a quasi -Newton method
by Broyden , Fletcher , Goldfarb , and Shanno) for each of the peaks:
87 print("\nDetermination of the lattice parameters :\n")
88 # (112) peak:
89 h, k, l = 1, 1, 2
90 theta = (twotheta_112 * (math.pi /180))/2 # Calculation of the angle
theta in radians
91 result1 = minimize(f, x0, method=’BFGS’, options ={’gtol’: 1e-8, ’disp’:
True})
92 # (220) peak:
93 h, k, l = 2, 2, 0
94 theta = (twotheta_220 * (math.pi /180))/2
95 result2 = minimize(f, x0, method=’BFGS’, options ={’gtol’: 1e-8, ’disp’:
True})
96 # (312) peak:
97 h, k, l = 3, 1, 2
98 theta = (twotheta_312 * (math.pi /180))/2
99 result3 = minimize(f, x0, method=’BFGS’, options ={’gtol’: 1e-8, ’disp’:
True})
100
101 # Output of the final results , i.e. the tetragonal lattice parameters a
and c for the different peaks separately:
102 print("\nResults for (112) peak:\n", "a = ", result1.x[0], "Angstrom\n",
"c = ", result1.x[1], "Angstrom")
103 print("Results for (220) peak:\n", "a = ", result2.x[0], "Angstrom\n", "
c = ", result2.x[1], "Angstrom")
104 print("Results for (312) peak:\n", "a = ", result3.x[0], "Angstrom\n", "
c = ", result3.x[1], "Angstrom")
105
106 # Calculation and output of the average values and standard deviations
of the lattice parameters:
107 a_average , c_average = stat.mean([ result1.x[0], result2.x[0], result3.x
[0]]), stat.mean([ result1.x[1], result2.x[1], result3.x[1]])
108 a_stddev , c_stddev = stat.stdev([ result1.x[0], result2.x[0], result3.x
[0]]), stat.stdev([ result1.x[1], result2.x[1], result3.x[1]])
109 print("\nAverage and standard deviation of lattice parameters from above
:\n", "a = ", a_average , "p/m", a_stddev , "Angstrom\n", "c = ", c_average , "
p/m", c_stddev , "Angstrom\n")
110
111 # Storage of results into a file:
112 root = tk.Tk()
113 root.attributes("-topmost", True)
114 file = tk.filedialog.asksaveasfile(mode=’w+’, defaultextension=".txt",
initialfile=’Lattice -par_CZTS_Eval -%s’ % date.isoformat(date.today ()))
115 if file is None: # if dialog box is closed with "cancel"
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116 root.destroy ()
117 else:
118 root.destroy ()
119 sample = str(input(’Name/description of sample (this is written to
the file in addition to the results): ’))
120 file.write("Sample: %s\n" % sample)
121 file.write("\nAverage and standard deviation of lattice parameters
considering all three main peaks:\na = %s p/m %s Angstrom\nc = %s p/m %s
Angstrom\n" % (str(a_average), str(a_stddev), str(c_average), str(c_stddev))
)
122 file.write("\nSingle results for the different peaks:\n")
123 file.write("(112) @ %s deg\n\ta = %s Angstrom\n\tc = %s Angstrom\n"
% (str(twotheta_112), str(result1.x[0]), str(result1.x[1])))
124 file.write("(220) @ %s deg\n\ta = %s Angstrom\n\tc = %s Angstrom\n"
% (str(twotheta_220), str(result2.x[0]), str(result2.x[1])))
125 file.write("(312) @ %s deg\n\ta = %s Angstrom\n\tc = %s Angstrom\n"
% (str(twotheta_312), str(result3.x[0]), str(result3.x[1])))
126 file.write("\nEvaluation on " + date.isoformat(date.today()) + ", "
+ time.strftime("%H:%M:%S") + " with ’XRD_lattice -parameters.py’ (version
2018 -07 -19)")
127 file.close()
128
129 print("\nDo you want to analyse another spectrum? (y/n)")
130 answer = str(input())
131
132 else:
133 if (answer ==’n’ or answer ==’N’):
134 ()
135 else:
136 print("No valid input , please try again.")
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