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Abstract
In wireless networks, coded caching is an effective technique to reduce network congestion during peak traffic times. Recently,
a new concept called placement delivery array (PDA) was proposed to characterize the coded caching scheme. So far, only one
class of PDAs by Maddah-Ali and Niesen is known to be optimal. In this paper, we mainly focus on constructing optimal PDAs.
Firstly, we derive some lower bounds. Next, we present several infinite classes of PDAs, which are shown to be optimal with
respect to the new bounds.
Index Terms
Coded caching scheme, placement delivery array, lower bound, optimal.
I. INTRODUCTION
Recently, the explosive increasing mobile services, especially applications such as video streaming, have imposed a tremen-
dous pressure on the data transmission over the core network. As a result, during the peak-traffic times, the communication
systems are usually congested. Caching system, which proactively caches some contents at the network edge during off-peak
hours, is a promising solution to alleviate the congestions (see [1], [5], [6], [8], [11], and references therein).
In order to further reduce the aforementioned congestions, Maddah-Ali and Niesen proposed a coded caching approach
based on network coding theory [11]. Particularly, they focused on a (K,F,M,N) caching system: a single server containing
N files with the same length F packets connects to K users over a shared link and each user has a cache memory of size
MF packets (see Fig. 1). A coded caching scheme consists of two phases:
Fig. 1: Coded caching system
• Placement phase during off-peak times: Parts of content are placed in users’ cache memories independent of the user
demands which are assumed to be arbitrary.
• Delivery phase during peak times: Server sends a coded signal of at most RF packets to the users such that each user’s
demand is satisfied.
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2The objective is to minimize the load RF packets, in the delivery phase for the worst-case demands. In the literature, R is
called the delivery rate.
In their seminal work [11], Maddah-Ali and Niesen proposed a determined scheme for a (K,F,M,N) coded caching system,
which is referred to as AN scheme in this paper. Through an elaborate uncoded placement and a coded delivery which could
create multicast opportunity as much as possible, the (K,F,M,N) AN scheme can reduce the rate R from K(1 − MN ) of
uncoded caching scheme to K(1− MN ) 11+KMN . Very recently, it was shown in [16] that AN scheme has the minimum delivery
rate under the constraint of uncoded cache placement. So far, many results have been obtained following [11], for instances, [2],
[3], [4], [13], [15], [17], [16], [19] and so on. In addition, AN scheme has been extensively employed in practical scenarios, for
examples, decentralized version [10], device to device networks [7], online caching update [12], [21] and hierarchical networks
[9], [22] etc.
In the placement phase of AN scheme, each file has to be divided into F =
(
K
KM/N
)
packetes. Clearly, F increases
exponentially with the number of users K, which would make AN scheme infeasible when K is large [11]. Therefore,
designing a coded caching scheme with the minimum delivery rate for any integer F becomes a critical issue, especially for
practical implementations. In order to characterize the placement phase and delivery phase in a unified way, a new concept
called (K,F,Z, S) placement delivery array (PDA) was introduced in [18], where MN =
Z
F and R =
S
F . Then, a (K,F,M,N)
caching system can be realized by a (K,F,Z, S) PDA. Thus, it is very desirable to study optimal (K,F,Z, S) PDA with
minimum S. In [18], Yan et al. showed that (K,F,M,N) AN scheme is equivalent to a (k,
(
k
t
)
,
(
k−1
t−1
)
,
(
k
t+1
)
) PDA (AN PDA
for short throughout this paper) with k = K and t = KM/N , and presented two infinite classes of PDAs as well. Later on,
two constructions of PDAs in [14], [20] were developed from [18]. Unfortunately, only the AN PDA was shown to be optimal
among all the known constructions up to now.
In this paper, we concentrate on the constructions of optimal PDAs from a combinatorial viewpoint. We first derive lower
bounds on the value of S. With respect to the new lower bounds, the transpose of AN PDA is shown to be optimal. Then, we
propose two kinds of recursive constructions, which lead to optimal PDAs based on AN PDA and its transpose. Most notably,
optimal PDAs with Z = 1 and F − 1 for any positive integers K and F are obtained, and some infinite classes of optimal
PDAs for Z = F − 3, F − 2 are obtained.
The rest of this paper is organized as follows. Section II introduces some preliminaries about PDAs. In Section III, lower
bounds are derived. In Section IV and Section V, some constructions of optimal PDAs are proposed. Finally, conclusion is
drawn in Section VI.
II. PRELIMINARIES
Throughout this paper, the following notations are used.
• The arrays are denote by bold capital letters.
• [a, b] = {a, a+ 1, . . . , b} and [a, b) = {a, a+ 1, . . . , b− 1} for intervals of integers for any integers a and b.
• Given an array P = (ai,j) on [0, S) ∪ {∗}, set P+ s = (ai,j + s) where s+ ∗ = ∗ for any integer s.
Definition 1: ([18]) For positive integers K,F and nonnegative integers Z and S with F ≥ Z, an F ×K array P = (pi,j),
i ∈ [0, F ), j ∈ [0,K), composed of a specific symbol “ ∗ ” called star and S nonnegative integers 0, 1, · · · , S − 1, is called a
(K,F,Z, S) placement delivery array (PDA) if it satisfies the following conditions:
C1. The symbol “ ∗ ” appears Z times in each column;
C2. For any two distinct entries pi1,j1 and pi2,j2 , pi1,j1 = pi2,j2 = s is an integer only if
a. i1 6= i2, j1 6= j2, i.e., they lie in distinct rows and distinct columns; and
b. pi1,j2 = pi2,j1 = ∗, i.e., the corresponding 2× 2 subarray formed by rows i1, i2 and columns j1, j2 must be of the
following form (
s ∗
∗ s
)
or
(
∗ s
s ∗
)
.
3Example 1: It is easy to verify that, the following array is a (4, 6, 3, 4) PDA:
P6×4 =

∗ ∗ 0 1
∗ 0 ∗ 2
∗ 1 2 ∗
0 ∗ ∗ 3
1 ∗ 3 ∗
2 3 ∗ ∗

.
In [18], Yan et al. showed that a (K,F,Z, S) PDA P = (pi,j)F×K with Z/F = M/N is corresponding a (K,F,M,N)
caching scheme. Precisely, each user is able to decode its requested file correctly for any request with delivery rate R = S/F .
Generally speaking, it would be preferred to construct a PDA with S as small as possible for given positive integers K,F,Z,
and thus we define
S(K,F,Z) = min
(K,F,Z,S) PDA
S (1)
Then, a (K,F,Z, S) PDA is said to be optimal if S = S(K,F,Z).
For each integer t ∈ [0,K), let F = (Kt ). Arrange all the subsets with size t + 1 of [0,K) in the lexicographic order and
define ft+1(Ω) to be its order minus 1 for any subset Ω of size t+1. Clearly, ft+1 is a bijection from {Ω ⊂ [0,K) : |Ω| = t+1}
to [0,
(
K
t+1
)
). Then, AN PDA is defined as a
(
K
t
)×K array P = (pT ,j)T ⊂[0,K),|T |=t,j∈[0,K) by
pT ,j =
{
ft+1(T ∪ {j}), if j /∈ T
∗, otherwise (2)
where the rows are denoted by the sets T ⊂ [0,K) and |T | = t [18].
Example 2: When K = 4 and t = 2, all the subsets of size t+ 1 = 3 in {0, 1, 2, 3} are ordered as {0, 1, 2}, {0, 1, 3}, {0,
2, 3} and {1, 2, 3}, i.e.,
f3({0, 1, 2}) = 0, f3({0, 1, 3}) = 1, f3({0, 2, 3}) = 2 and f3({1, 2, 3}) = 3.
Then by (2), we have the (4, 6, 3, 4) PDA P6×4 in Example 1.
It was shown in [16] that the AN PDA has the minimum delivery rate under the constraint of uncoded cache placement.
That is, S/F is minimum, which implies S(k, (kt), (k−1t−1)) = ( kt+1).
Theorem 1: For any positive integers k and t with 0 ≤ t ≤ k, let (k−1−1 ) = ( kk+1) = 0. Then the (k, (kt), (k−1t−1), ( kt+1))
PDA defined in (2) is optimal.
III. LOWER BOUNDS ON S(K,F,Z)
Note that S(K,F, 0) = KF is trivial. In this section, we derive lower bounds on S(K,F,Z) for positive integers K, F
and Z.
Theorem 2: Given any positive integers K,F,Z with F ≥ Z,
S(K,F,Z) ≥
⌈
(F − Z)K
F
⌉
+
⌈
F − Z − 1
F − 1
⌈
(F − Z)K
F
⌉⌉
+ . . .+
⌈
1
Z + 1
⌈
2
Z + 2
⌈
. . .
⌈
(F − Z)K
F
⌉
. . .
⌉⌉⌉
. (3)
Proof: Since S(K,F, F ) = 0 is clear, we only need to prove (3) for F > Z. Suppose that there is a (K,F,Z,S(K,F,Z))
PDA P. Totally, there are (F − Z)K integers in this array. Thus, among the F rows, there must exist one row containing at
lest
⌈
(F−Z)K
F
⌉
integers. Without loss of generality, assume that these
⌈
(F−Z)K
F
⌉
integers, say 0, 1, . . .,
⌈
(F−Z)K
F
⌉
− 1, are
in the first row, i.e.,
P =

0 1 2 · · ·
⌈
(F−Z)K
F
⌉
− 1 · · ·
P′
. . .
 .
4If not, we can get such form of P by row/column permutations. Clearly P′ is an (
⌈
(F−Z)K
F
⌉
, F − 1, Z, S′) PDA for one
nonnegative integer S′. Further, we know that all the integer in [0,
⌈
(F−Z)K
F
⌉
) do not appear in P′. Otherwise, it would
contradict Property C2. Therefore, we have
S(K,F,Z) ≥
⌈
(F − Z)K
F
⌉
+ S′. (4)
Perform the same argument to P ′ till that the remaining array is a (
⌈
1
Z+1
⌈
2
Z+2
⌈
. . .
⌈
(F−Z)K
F
⌉
. . .
⌉⌉⌉
, Z, Z, 0) PDA. Then,
the bound in (3) follws by recursively applying (4) F − Z times.
When Z = F − 1, (3) can be written as
S(K,F, F − 1) ≥
⌈
K
F
⌉
. (5)
We will show it is tight for any positive integers K and F in Subsection V-A. In the remainder of this section, we mainly
concentrate on Z < F − 1.
Corollary 1: For any positive integers K,F and Z,
S(K,F,Z) ≥
⌈
(F − Z)K
F
⌉
+ F − Z − 1. (6)
Proof: The result directly follows from Theorem 2 and the fact that⌈
F − Z − i
F − i
⌈
F − Z − i+ 1
F − i+ 1
⌈
. . .
⌈
(F − Z)K
F
⌉
. . .
⌉⌉⌉
≥ 1 (7)
for any positive integer 1 ≤ i ≤ F − Z − 1.
Straightforwardly, it is seen from (7) that the bound in (6) is achievable only if
⌈
(F−Z−1)
F−1
⌈
(F−Z)K
F
⌉⌉
= 1.
Example 3: When K = 6, F = 8 and Z = 5,
⌈
(F−Z−1)
F−1
⌈
(F−Z)K
F
⌉⌉
= 1. So we have S(6, 8, 5) ≥ 3 + 3− 1 = 5. It is
easy to check that the following array is an optimal (6, 8, 5, 5) PDA .
P8×6 =

0 ∗ ∗ ∗ 3 ∗
1 3 ∗ ∗ ∗ 4
∗ 0 1 ∗ ∗ ∗
2 ∗ 3 ∗ ∗ ∗
∗ 2 ∗ 1 ∗ ∗
∗ ∗ 4 0 2 ∗
∗ ∗ ∗ ∗ 1 0
∗ ∗ ∗ 3 ∗ 2

We can further improve the bound in (6) in some cases with the help of the following lower bound.
Lemma 1: For any positive integers K,F and Z with F − 1 > Z,
S
(⌈ (F − Z)K
S(K,F,Z)
⌉
, F −
⌈
(F − Z)K
S(K,F,Z)
⌉
, Z −
⌈
(F − Z)K
S(K,F,Z)
⌉
+ 1
)
≤ S(K,F,Z)− 1. (8)
Proof: Assume that there exists a (K,F,Z,S(K,F,Z)) PDA P. In this array, there are S(K,F,Z) distinct ones among
all the (F − Z)K integers. Then, there must exist an integer s ∈ [0,S(K,F,Z)) occurring at least
⌈
(F−Z)K
S(K,F,Z)
⌉
times in P.
5By means of row/column permutations, we are able to write P as follows
P =

s ∗ ∗ . . . ∗ . . .
∗ s ∗ . . . ∗ . . .
...
...
. . .
∗ ∗ ∗ . . . s . . .
P′
. . .

(9)
Obviously, P′ is a (
⌈
(F−Z)K
S(K,F,Z)
⌉
, F −
⌈
(F−Z)K
S(K,F,Z)
⌉
, Z −
⌈
(F−Z)K
S(K,F,Z)
⌉
+ 1, S′) PDA with S′ ≤ S(K,F,Z)− 1, which implies
S
(⌈ (F − Z)K
S(K,F,Z)
⌉
, F −
⌈
(F − Z)K
S(K,F,Z)
⌉
, Z −
⌈
(F − Z)K
S(K,F,Z)
⌉
+ 1
)
≤ S′ ≤ S(K,F,Z)− 1.
Theorem 3: If positive integers K,F,Z satisfying
⌈
(F−Z−1)
F−1
⌈
(F−Z)K
F
⌉⌉
= 1 and
⌈
(F−Z)K
F
⌉
F <
⌈
(F−Z)K
d (F−Z)KF e+F−Z−1
⌉
(
⌈
(F−Z)K
F
⌉
+ F − Z − 1), then
S(K,F,Z) ≥
⌈
(F − Z)K
F
⌉
+ F − Z (10)
Proof: We prove this statement by contradiction. If (10) does not hold, then by (6)
S(K,F,Z) =
⌈
(F − Z)K
F
⌉
+ F − Z − 1 (11)
By (8) and (11),(⌈
(F − Z)K
F
⌉
+ (F − Z)− 1
)
− 1
= S(K,F,Z)− 1
≥ S
(⌈ (F − Z)K
S(K,F,Z)
⌉
, F −
⌈
(F − Z)K
S(K,F,Z)
⌉
, Z −
⌈
(F − Z)K
S(K,F,Z)
⌉
+ 1
)
≥

(F −
⌈
(F−Z)K
S(K,F,Z)
⌉
− (Z −
⌈
(F−Z)K
S(K,F,Z)
⌉
+ 1))
⌈
(F−Z)K
S(K,F,Z)
⌉
F −
⌈
(F−Z)K
S(K,F,Z)
⌉
+
(
F −
⌈
(F − Z)K
S(K,F,Z)
⌉
−
(
Z −
⌈
(F − Z)K
S(K,F,Z)
⌉
+ 1
))
− 1
=

(F − Z − 1)
⌈
(F−Z)K
S(K,F,Z)
⌉
F −
⌈
(F−Z)K
S(K,F,Z)
⌉
+ F − Z − 2
Note that in the second inequality, we apply the lower bound (6) to the (
⌈
(F−Z)K
S(K,F,Z)
⌉
, F −
⌈
(F−Z)K
S(K,F,Z)
⌉
, Z−
⌈
(F−Z)K
S(K,F,Z)
⌉
+1, S′)
PDA P′ in (9).
Therefore, we have ⌈
(F − Z)K
F
⌉
≥
(F − Z − 1)
⌈
(F−Z)K
S(K,F,Z)
⌉
F −
⌈
(F−Z)K
S(K,F,Z)
⌉ .
Let
⌈
(F−Z)K
F
⌉
F = (F − Z)K + γ and
⌈
(F−Z)K
S(K,F,Z)
⌉
S(K,F,Z) = (F − Z)K + δ. Then,
(F − Z)K + γ
F
≥
(F − Z − 1) (F−Z)K+δS(K,F,Z)
F − (F−Z)K+δS(K,F,Z)
.
which gives
F − (F−Z)K+δS(K,F,Z)
F
≥
(F − Z − 1) (F−Z)K+δS(K,F,Z)
(F − Z)K + γ ,
6i.e.,
S(K,F,Z)− (F − Z)K + δ
F
≥ (F − Z − 1) + (F − Z − 1)(δ − γ)
(F − Z)K + γ .
Substituting (11) into above equation, we can obtain
(δ − γ)
(
F − Z − 1
(F − Z)K + γ +
1
F
)
≤ 0.
which implies that δ − γ ≤ 0, i.e.,
⌈
(F−Z)K
S(K,F,Z)
⌉
S(K,F,Z)− (F − Z)K ≤
⌈
(F−Z)K
F
⌉
F − (F − Z)K. Again applying (11),
we then have
⌈
(F−Z)K
d (F−Z)KF e+F−Z−1
⌉
(
⌈
(F−Z)K
F
⌉
+ F − Z − 1) ≤
⌈
(F−Z)K
F
⌉
F . This contradicts the hypothesis.
The following improved bounds can be obtained immediately from Theorem 3.
Corollary 2: If K ≤ F (F−1)2 and
⌈
2K
F
⌉
F <
⌈
2K
d 2KF e+1
⌉
(
⌈
2K
F
⌉
+ 1), then
S(K,F, F − 2) ≥
⌈
2K
F
⌉
+ 2 (12)
Corollary 3: If (2F − 2Z − 1) - (F − Z)F , then S(F, F, Z) ≥ 2(F − Z).
Proof: If
⌈
(F−Z−1)(F−Z)
F−1
⌉
= 1 and (2F − 2Z − 1) - (F − Z)F , the result directly follows from Theorem 3. If⌈
(F−Z−1)(F−Z)
F−1
⌉
≥ 2, similarly to the proof of Corollary 1, it follows from Theorem 2.
S(F, F, Z) ≥ (F − Z) +
⌈
(F − Z − 1)(F − Z)
F − 1
⌉
+ (F − Z − 2) = 2(F − Z).
IV. CONSTRUCTIONS OF OPTIMAL PDAS
Given any positive integer k and nonnegative integer t with t ≤ k, in this section we begin from the optimal (k, (kt), (k−1t−1), ( kt+1))
PDA P in (2) to present some optimal PDAs. First of all, consider its transpose P> = (p′j,T )j∈[0,k),T ⊂[0,k),|T |=t, i.e.,
p′j,T = pT ,j =
{
ft+1(T ∪ {j}), if j /∈ T
∗, otherwise (13)
where the column is denoted by the sets in T ⊂ [0, k) and |T | = t.
Example 4: When k = 4 and t = 2, a (6, 4, 2, 4) PDA is obtained from (13) as
P>6×4 =

∗ ∗ ∗ 0 1 2
∗ 0 1 ∗ ∗ 3
0 ∗ 2 ∗ 3 ∗
1 2 ∗ 3 ∗ ∗
 ,
which is the transpose of the PDA in Example 2.
It is easy to check that P> is a (
(
k
t
)
, k, t,
(
k
t+1
)
) PDA. We show its optimality, i.e., S((kt), k, t) = ( kt+1), in the following
theorem.
Theorem 4: For any positive integer k and nonnegative integer t with t ≤ k, P> in (13) is an optimal ((kt), k, t, ( kt+1))
PDA.
7Proof: According to (3),
S
((
k
t
)
, k, t
)
≥
⌈
(k − t)(kt)
k
⌉
+
⌈
(k − t− 1)
k − 1
⌈
(k − t)(kt)
k
⌉⌉
+ . . .+
⌈
1
t+ 1
⌈
2
t+ 2
⌈
. . .
⌈
(k − t)(kt)
k
⌉
. . .
⌉⌉⌉
=
(
k − 1
k − t− 1
)
+
(
k − 2
k − t− 2
)
+ . . .+
(
k − (k − t− 1)
k − t− (k − t− 1)
)
+
(
k − (k − t)
k − t− (k − t)
)
=
(
k − 1
t
)
+
(
k − 2
t
)
+ . . .+
(
t+ 1
t
)
+
(
t
t
)
(14)
=
(
k
t+ 1
)
where last identity holds due to
(
n
t+1
)
=
(
n−1
t
)
+
(
n−1
t+1
)
for any positive integers n ≥ t+ 2 and the fact (t+1t+1) = (tt). It then
follows from (1) that S((kt), k, t) = ( kt+1) for k ≥ t+ 2.
Additionally, it is easy to see that S(1, k, k) = ( kk+1) = 0 and S(k, k, k − 1) = (kk) = 1. That is, the assertion is also true
for t = k or k − 1.
In what follows, we propose two kinds of recursive constructions based on the optimal PDAs in Theorems 1 and 4. By
means of these recursive constructions, several infinite classes of optimal PDAs can be obtained.
A. The first recursive construction
Construction 1: Given positive integers Ki, F and Z, let Pi be a (Ki, F, Z, Si) PDA with integers [0, Si) for 0 ≤ i < m
where m ≥ 2. Generate an F ×mK array
P =
(
P0,P1 + S0, · · · ,Pm−1 +
m−2∑
i=0
Si
)
. (15)
It is not difficult to check from the definition that P in (15) is an (
∑m−1
i=0 K,F,Z,
∑m−1
i=0 Si) PDA.
Theorem 5: For any positive integers k, t and m with 0 ≤ t ≤ k, there exists an optimal (m(kt), k, t,m( kt+1)) PDA.
Proof: Setting Pi be the same optimal (
(
k
t
)
, k, t,
(
k
t+1
)
) PDA given in Theorem 4 for all 0 ≤ i < m, we get an
(m
(
k
t
)
, k, t,m
(
k
t+1
)
) PDA by Construction 1. Hereafter, it suffices to show S(m(kt), k, t) ≥ m( kt+1).
Applying (3) and (14), we have
S
(
m
(
k
t
)
, k, t
)
≥
⌈
(k − t)m(kt)
k
⌉
+
⌈
(k − t− 1)
k − 1
⌈
(k − t)m(kt)
k
⌉⌉
+ · · ·+
⌈
1
t+ 1
⌈
2
t+ 2
⌈
. . .
⌈
(k − t)m(kt)
k
⌉
. . .
⌉⌉⌉
≥ m
{⌈
(k − t)(kt)
k
⌉
+
⌈
(k − t− 1)
k − 1
⌈
(k − t)(kt)
k
⌉⌉
+ · · ·+
⌈
1
t+ 1
⌈
2
t+ 2
⌈
. . .
⌈
(k − t)(kt)
k
⌉
. . .
⌉⌉⌉}
= m
(
k
t+ 1
)
.
Example 5: Let m = 2, k = 4 and t = 2. From Example 4 and Theorem 5, an optimal (12, 4, 2, 8) PDA can be obtained
as follows.
P4×12 =

∗ ∗ ∗ 0 1 2 ∗ ∗ ∗ 4 5 6
∗ 0 1 ∗ ∗ 3 ∗ 4 5 ∗ ∗ 7
0 ∗ 2 ∗ 3 ∗ 4 ∗ 6 ∗ 7 ∗
1 2 ∗ 3 ∗ ∗ 5 6 ∗ 7 ∗ ∗
 .
8B. The second recursive construction
Construction 2: Let Pi be (Ki, Fi, Zi, Si) PDA, i = 0, 1, . . . ,m − 1 and m ≥ 2. Generate an
∑m−1
i=0 Fi ×
∑m−1
i=0 Ki
array
P =

P0 ∗ . . . ∗
∗ P1 . . . ∗
...
...
. . .
...
∗ ∗ · · · Pm−1
 . (16)
It is not difficult to verify from the definition that P is a (
∑m−1
i=0 Ki,
∑m−1
i=0 Fi,
∑m−2
i=0 Fi + Zm−1, S) PDA with S =
max{Si, 0 ≤ i < m} if Fi − Zi = F0 − Z0 for any 0 ≤ i < m.
Lemma 2: Let Pi be an optimal (Ki, Fi, Zi, Si) PDA with Si =
⌈
(Fi−Zi)Ki
Fi
⌉
+(Fi−Zi)−1 for all 0 ≤ i < m and m ≥ 2.
If Fi−Zi = F0−Z0 and S = Si for any 0 ≤ i < m, then P in (16) is an optimal (
∑m−1
i=0 Ki,
∑m−1
i=0 Fi,
∑m−2
i=0 Fi+Zm−1, S)
PDA.
Proof: In order to prove the optimality of P, it is sufficient to show S(∑m−1i=0 Ki, ∑m−1i=0 Fi, ∑m−2i=0 Fi + Zm−1) ≥ S
by (1). According to (6),
S
(
m−1∑
i=0
Ki,
m−1∑
i=0
Fi,
m−2∑
i=0
Fi + Zm−1
)
≥
⌈
(
∑m−1
i=0 Fi − (
∑m−2
i=0 Fi + Zm−1))
∑m−1
i=0 Ki∑m−1
i=0 Fi
⌉
+
(
m−1∑
i=0
Fi − (
m−2∑
i=0
Fi + Zm−1)
)
− 1
=
⌈
(Fm−1 − Zm−1)
∑m−1
i=0 Ki∑m−1
i=0 Fi
⌉
+ (Fm−1 − Zm−1)− 1 (17)
There exists some integers 0 ≤ j < m such that KjFj = min0≤i<m KiFi . Then, we have
K0 +K1 + . . .+Km−2 +Km−1
F0 + F1 + . . .+ Fm−2 + Fm−1
≥ Kj
Fj
(18)
Substituting (18) into (17), we obtain
S
(
m−1∑
i=0
Ki,
m−1∑
i=0
Fi,
m−2∑
i=0
Fi + Zm−1
)
≥
⌈
(Fj − Zj)Kj
Fj
⌉
+ (Fj − Zj)− 1 = S
where in the last identity we use the fact that S = Sj =
⌈
(Fj−Zj)Kj
Fj
⌉
+ (Fj − Zj)− 1 and Fj − Zj = Fm−1 − Zm−1.
Consider the optimal (k,
(
k
t
)
,
(
k−1
t−1
)
,
(
k
t+1
)
) PDA in Theorem 1 and optimal (
(
k
t
)
, k, t,
(
k
t+1
)
) PDA in Theorem 4. It can be
seen that they satisfy S(K,F,Z) =
⌈
(F−Z)K
F
⌉
+ (F − Z)− 1 if t = 0 or t = k − 2, which are corresponding to (k, 1, 0, k)
PDA, (1, k, 0, k) PDA, (k,
(
k
2
)
,
(
k−1
2
)
, k) PDA, and (
(
k
2
)
, k, k−2, k) PDA respectively. Applying Construction 2 to these PDAs,
we get the following optimal ones by Lemma 2.
Theorem 6: For any positive integers k and m, there exists 1) optimal (mk,m,m− 1, k) PDA; 2) optimal (m,mk, (m−
1)k, k) PDA; 3) optimal (mk, m
(
k
2
)
, m
(
k
2
)− k + 1, k) PDA ; and 4) optimal (m(k2),mk,mk − 2, k) PDA.
Example 6: 1) When m = 2 and k = 2, from Theorem 6-1) and Theorem 6-2), an optimal (4, 2, 1, 2) PDA and an optimal
(2, 4, 2, 2) PDA can be obtained as follows by using P1×2 generated by (2) and P>1×2 generated by (13) respectively.
P1×2 =
(
0 1
)
P2×4 =
(
0 1 ∗ ∗
∗ ∗ 0 1
)
P>1×2 =
(
0
1
)
P4×2 =

0 ∗
1 ∗
∗ 0
∗ 1

92) When m = 2 and k = 4, from Theorem 6-3) and Theorem 6-4), an optimal (8, 12, 9, 4) PDA and an optimal (12, 8, 6, 4)
PDA can be obtained in the following by using P6×4 in Example 1 and P>6×4 in Example 4 respectively.
P12×8 =

∗ ∗ 0 1 ∗ ∗ ∗ ∗
∗ 0 ∗ 2 ∗ ∗ ∗ ∗
∗ 1 2 ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ 3 ∗ ∗ ∗ ∗
1 ∗ 3 ∗ ∗ ∗ ∗ ∗
2 3 ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ 0 1
∗ ∗ ∗ ∗ ∗ 0 ∗ 2
∗ ∗ ∗ ∗ ∗ 1 2 ∗
∗ ∗ ∗ ∗ 0 ∗ ∗ 3
∗ ∗ ∗ ∗ 1 ∗ 3 ∗
∗ ∗ ∗ ∗ 2 3 ∗ ∗

P8×12 =

∗ ∗ ∗ 0 1 2 ∗ ∗ ∗ ∗ ∗ ∗
∗ 0 1 ∗ ∗ 3 ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ 2 ∗ 3 ∗ ∗ ∗ ∗ ∗ ∗ ∗
1 2 ∗ 3 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 1 2
∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 1 ∗ ∗ 3
∗ ∗ ∗ ∗ ∗ ∗ 0 ∗ 2 ∗ 3 ∗
∗ ∗ ∗ ∗ ∗ ∗ 1 2 ∗ 3 ∗ ∗

Moreover, one special case of Si ≥
⌈
(Fi−Zi)Ki
Fi
⌉
+ (Fi − Zi) − 1 in Construction 2 can be discussed in the following
theorem.
Theorem 7: For any positive integer F > 10 with 5 - F , there exists an optimal (F, F, F − 3, 6) PDA .
Proof: Since 5 - F , it follows from Corollary 3 that
S(F, F, F − 3) ≥ 6 (19)
So the following PDAs are optimal.
P4×4 =

0 3 5 ∗
1 4 ∗ 5
2 ∗ 4 3
∗ 2 1 0
 P6×6 =

0 3 5 ∗ ∗ ∗
1 4 ∗ 5 ∗ ∗
2 ∗ 4 ∗ 3 ∗
∗ 2 ∗ ∗ 0 5
∗ ∗ 1 0 ∗ 3
∗ ∗ ∗ 2 1 4

P7×7 =

0 3 5 ∗ ∗ ∗ ∗
1 4 ∗ 5 ∗ ∗ ∗
2 ∗ ∗ ∗ 3 5 ∗
∗ 2 ∗ ∗ 0 ∗ 5
∗ ∗ 1 0 ∗ ∗ 4
∗ ∗ 2 ∗ ∗ 0 3
∗ ∗ ∗ 2 1 4 ∗

Herein, we use above optimal PDAs P4×4, P6×6 and P7×7 to construct infinite optimal (F, F, F − 3, 6) PDAs.
(i) Construct (4m, 4m, 4m− 3, 6) PDA by applying Construction 2 to Pi = P4×4, where 0 ≤ i ≤ m− 1.
(ii) Generate (4m + 6, 4m + 6, 4m + 3, 6) PDA ((4m + 7, 4m + 7, 4m + 4, 6) PDA respectively) by setting Pi = P4×4,
0 ≤ i ≤ m− 1, and Pm = P6×6 (Pm = P7×7 respectively) in Construction 2.
(iii) Construct (4m+ 13, 4m+ 13, 4m+ 10, 6) PDA by applying Construction 2 to Pi = P4×4, 0 ≤ i ≤ m− 1, Pm = P6×6,
Pm+1 = P7×7.
In addition, it is possible to get more optimal PDAs by combining Constructions 1 and 2.
Corollary 4: There exists an optimal (n
2
2 , n, n− 2, n+ 2) for any positive even integer n.
Proof: Set P0 to be the optimal (
n(n−1)
2 , n, n− 2, n) PDA with integer set {0, 1, · · · , n− 1} obtained by Theorem 4 in
place of k = n and t = n − 2, and P1 to be the optimal (n2 , n, n − 2, 2) PDA with integer set {0, 1} obtained by Theorem
6-2) in place of m = n/2 and k = 2. Then, we can construct an (n
2
2 , n, n − 2, n + 2) PDA P = (P0,P1 + n) based on
Construction 1, which is optimal by (3).
Example 7: According to Corollary 4, when n = 4, we can construct an optimal (8, 4, 2, 6) PDA by using P>6×4 in
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Example 4 and P4×2 in Example 6-1).
P4×8 =

∗ ∗ ∗ 0 1 2 4 ∗
∗ 0 1 ∗ ∗ 3 5 ∗
0 ∗ 2 ∗ 3 ∗ ∗ 4
1 2 ∗ 3 ∗ ∗ ∗ 5

V. FURTHER RESULTS ON OPTIMAL PDAS
First of all, we state a simple fact about a (K,F,Z, S) PDA.
Fact 1: The resultant array is still a (K − κ, F, Z, S′) PDA for an integer 0 < S′ ≤ S if we delete κ columns.
In the sequel, we present more optimal PDAs by applying this fact to the two aforementioned recursive constructions
respectively.
A. Deleting method in the first recursive construction
Theorem 8: There exists an optimal (K,F, F − 1, dKF e) PDA for any positive integers K and F .
Proof: Assume that K = (m − 1)F + κ for integers m ≥ 1 and 0 ≤ κ < F . Let P be the optimal (mF,F, F − 1,m)
PDA obtained by Theorem 5 in place of k = F and t = F − 1. Note that the original (F, F, F − 1, 1) contains only one
integer and thus the last F columns of P in (15) only have one integer. Then, we can get a (K,F, F − 1,m) PDA if delete
the last F − κ columns, which is optimal by Corollary 1 since S(K,F,Z) = dmF−κF e = m.
Example 8: From Theorem 8, when F = 3 and K = 5, we can first obtain an optimal (6, 3, 2, 2) PDA by Theorem 5 in
place of m = 2, k = 3 and t = 2 as follows.
P3×6 =
 0 ∗ ∗ 1 ∗ ∗∗ 0 ∗ ∗ 1 ∗
∗ ∗ 0 ∗ ∗ 1

Then an optimal (5, 3, 2, 2) PDA can be obtained by deleting the last column of P3×6.
P3×5 =
 0 ∗ ∗ 1 ∗∗ 0 ∗ ∗ 1
∗ ∗ 0 ∗ ∗

Theorem 9: There exists an optimal (K,F, 1,m
(
F
2
)− (F−κ)(F−κ−1)2 ) PDA for any positive integers K and F satisfying
K = (m− 1)F + κ with m ≥ 1 and 0 ≤ κ < F .
Proof: Let P0 be the original optimal (F, F, 1,
(
F
2
)
) PDA given in Theorem 4 in place of k = F and t = 1. Note from
(13) that the last F − κ columns in P0 contain exactly (F−κ)(F−κ−1)2 integers which occur twice, so does P in (15). That is,
we can get an (K,F, F − 1, S′) PDA P′ by deleting the last F − κ columns of P where
S′ = m
(
F
2
)
− (F − κ)(F − κ− 1)
2
Now we only need to show S(K,F, 1) = S′ by (3) as follows
S(K,F, 1) ≥
⌈
(F − 1)K
F
⌉
+
⌈
(F − 2)
F − 1
⌈
(F − 1)K
F
⌉⌉
+ . . .+
⌈
1
1 + 1
⌈
2
1 + 2
⌈
. . .
⌈
(F − 1)K
F
⌉
. . .
⌉⌉⌉
= ((F − 1)(m− 1) + κ) + ((F − 2)(m− 1) + κ) + · · ·+ (κ(m− 1) + κ) + ((κ− 1)(m− 1) + κ− 1) +
· · ·+ (m− 1 + 1)
=
F (F − 1)
2
(m− 1) + κ(F − κ) + κ(κ− 1)
2
= m
(
F
2
)
− (F − κ)(F − κ− 1)
2
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where in the first identity we recursively use⌈
(F − i− 1)
F − i
⌈
(F − i)
F − i+ 1 · · ·
⌈
(F − 1)K
F
⌉⌉⌉
=
{
(F − i− 1)(m− 1) + κ, 0 ≤ i < F − κ
(F − i− 1)(m− 1) + F − i− 1, F − κ ≤ i < F − 1
Example 9: When F = 4 and K = 7, we can first obtain the following optimal (4, 4, 1, 6) PDA in Theorem 4 in place
of k = 4 and t = 1.
P4×4 =

0 1 2 ∗
3 4 ∗ 2
5 ∗ 4 1
∗ 5 3 0

Then an optimal (7, 4, 1, 12) PDA can be obtained by Theorem 9.
P4×7 =

0 1 2 ∗ 6 7 8
3 4 ∗ 2 9 10 ∗
5 ∗ 4 1 11 ∗ 10
∗ 5 3 0 ∗ 11 9

B. Deleting method in the second recursive construction
Lemma 3: Suppose that there exists an optimal (K0, F0, Z0, (F0−Z0)K0F0 + F0 − Z0 − 1) PDA with F0|(F0 − Z0)K0.
Then there exists an optimal (mK0 − κ,mF0, (m − 1)F0 + Z0, (F0−Z0)K0F0 + F0 − Z0 − 1) PDA for integers m ≥ 2 and
0 ≤ κ < mF0F0−Z0 .
Proof: Let P be the optimal (mK0,mF0, (m−1)F0+Z0, (F0−Z0)K0F0 +F0−Z0−1) PDA obtained by Construction 2 based
on the same optimal (K0, F0, Z0,
(F0−Z0)K0
F0
+F0−Z0− 1) PDA. Given a nonnegative integer κ, delete the last κ columns of
P to form an (mK0−κ,mF0, (m−1)F0+Z0, (F0−Z0)K0F0 +F0−Z0−1) PDA P′. Note that
⌈
(F0−Z0)(mK0−κ)
mF0
⌉
= (F0−Z0)K0F0
when κ < mF0F0−Z0 . Then, it follows from Corollary 1 that
S(mK0 − κ, F0, (m− 1)F0 + Z0) ≥ (F0 − Z0)K0
F0
+ (F0 − Z0)− 1
Therefore, P′ is optimal according to (1).
Combining Theorem 6 and Lemma 3, we get two optimal PDAs.
Theorem 10: For any positive integers k and m ≥ 2, there exists an optimal (mk− κ,m( kk−2),m( kk−2)− k+ 1, k) PDA
and an optimal (m
(
k
2
)− κ,mk,mk − 2, k) PDA for each integer 0 ≤ κ < mk2 .
Example 10: Based on an optimal (4, 6, 3, 4) PDA listed in Example 1, there exists an optimal (4m− x, 6m, 6m− 3, 4)
PDA for any positive integers m and x < 2m by Theorem 10. When m = 3 we have an optimal (12, 18, 15, 4) PDA P. And
we can also obtain an optimal PDA by deleting the last 1, 2, 3, 4 and 5 columns of P respectively.
Finally, by deleting some columns of the optimal PDAs in Theorem 6 and Corollary 4, we are able to get optimal PDAs
with more choices of the parameters K and F .
Theorem 11: Suppose that F and K are positive integers with F |K. Then there exists an optimal (K,F, F − 2, S) PDA
for any integer F 3 ≥ 2K2, with S = 2KF + 1 if ( 2KF + 1)|F and S = 2KF + 2 otherwise.
Proof: Let n = KF . Since F
3 ≥ 2K2 implies F ≥ 2n2, we can write F = 2an + b, where 0 ≤ b < 2n and a ≥ n, i.e.,
b < 2a. Then, we only need to show that there exists an optimal (n(2an+ b), 2an+ b, 2an+ b− 2, S) PDA for any integer
b ∈ [0, 2a), with S = 2n+ 1 if b = a and S = 2n+ 2 otherwise, which is divided into three cases.
(i) When b = a, the optimal (n(2an + a), 2an + a, 2an + a − 2, 2n + 1) PDA can be obtained for any positive integers a
and n from Theorem 6-4) in place of m = a and k = 2n+ 1.
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(ii) When b ∈ [0, a), let P′ be the optimal (2n2, 2n, 2n− 2, 2n+ 2) in Corollary 4. Let P′′ be the optimal (n(2n+ 1), 2n+
1, 2n − 1, 2n + 1) PDA in Theorem 4 in place of k = 2n + 1 and t = 2n − 1. In Construction 2, let Pi = P′,
0 ≤ i ≤ a − b − 1, and Pi = P′′, a − b ≤ i ≤ a − 1, we can construct an (n(2an + b), 2an + b, 2an + b − 2, 2n + 2)
PDA which is optimal by Corollary 2.
(iii) When b ∈ (a, 2a), let P′′′ be the (n(2n + 2), 2n + 2, 2n, 2n + 2) PDA generated by deleting n + 1 columns from the
optimal ((n+ 1)(2n+ 1), 2n+ 2, 2n, 2n+ 2) PDA in Theorem 4 in place of k = 2n+ 2 and t = 2n, which is optimal
by Corollary 2. In Construction 2, set Pi = P′′′, 0 ≤ i ≤ b− a− 1, and Pi = P′′, b− a ≤ i ≤ a− 1, we can generate
an n(2an+ b), 2an+ b, 2an+ b− 2, 2n+ 2) PDA which is optimal by Corollary 2.
Example 11: From Theorem 11, there exist: optimal (F, F, F − 2, S) PDA for any integer F ≥ 2, where S = 3 when
3|F or S = 4 when 3 - F ; optimal (2F, F, F − 2, S) PDA for any integer F ≥ 8, where S = 5 when 5|F or S = 6 when
5 - F ; optimal (3F, F, F − 2, S) PDA for any integer F ≥ 18, where S = 7 when 6|F or S = 8 when 6 - F .
From Example 11, it is not difficult to see that Theorem 11 in fact gives optimal PDAs with F |K if F is proper large.
VI. CONCLUSION
In this paper, lower bounds on PDA were derived. With respect to the new bounds, some new proposed PDAs are able to
shown to optimal. Particularly, optimal PDAs with Z = 1 and F − 1 for any positive integers K and F were obtained, and
several infinite classes of optimal PDAs with Z = F − 3, F − 2 were constructed.
Further, it would be of particular interest if we could find a tighter lower bound on S(K,F,Z) for some other Zs and more
optimal PDAs. The readers are invited to join the adventure.
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