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Abstract 
We consider cellular automata on Cayley graphs and compare their computational 
powers according to the architecture on which they work. In order to do that, we link the 
notion of simulation between cellular automata on Cayley graphs with some tmnsfo~ations 
between groups. We present a few sufficient conditions for the existence of simulations, and in 
particular, we show that, if there exists a homomorphism with a finite kernel from a group into 
another one such that the image of the first group has a finite index in the second one, then every 
cellular automaton on the Cayley graph of one of these groups can be uniformly simulated by 
a cellular automaton on the Cayley graph of the other one. This simulation can be constructed 
in a linear time. With the help of this result we also show that cellular automata working 
on any Archimedean tiling can be simulated by a cellular automaton on the grid of E* and 
conversely. @ 1999 Elsevier Science B.V. All rights reserved. 
Cellular automata; Simulations; Cayley graphs; Homomorphisms 
Introduction 
A cellular automaton (CA) is a network of identical finite automata which work 
parallel and s~chronously. It is also required that the network be regular, thus, 
can be considered as a Cayley graph of a finitely presented group. Automata are 
placed on the vertices of the graph, and they communicate with each other through the 
edges. Some papers [4-61 have already considered this generalized notion of cellular 
automata, as we do in this paper. 
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Our goal is to compare the computational power of different models, more precisely, 
the power of cellular automata working on different Cayley graphs. In order to do that, 
we study simulations between them. The notion of a simulation is very intuitive but has 
never been studied for itself. In [7], we have shown with the help of various examples 
that this notion is very complicated, and we have given some possible definitions for 
it. Here we shall use a simplified definition which is not the most general one, but fits 
every simulation presented in our paper. 
First, we study some examples: we construct simulations between cellular automata 
with von Neumann, hexagonal, triangular neighborhoods and also cellular automata on 
trees. These examples allow us to give some sufficient conditions for every cellular 
automaton on a Cayley graph to be simulated by a cellular automaton on another 
Cayley graph. We present a general theorem in Section 4. Then, illustrated with some 
more examples, we give two other sufficient conditions based on the existence of some 
kinds of homomorphisms between groups. 
In the last section, we show that every planar, modular structure is equivalent to the 
grid Z2 with respect to linear time simulations. 
2. Definitions 
In this section, we recall some algebraic notions in order to define cellular automata 
on Cayley graphs. 
2.1. Presentation of a group 
Let G be a group and X its element set, and let G = {gi, 92,. . .} (possibly infi- 
nite set) be a subset of X. We denote by G-’ the set of the inverse elements of 
G:G-‘={g,‘,g,‘,...}. If we consider the free monoid on G U G-l, that is, the set 
of words on G U G-‘, we can associate to a word w an element [w] of G. More than 
one word can correspond to one element of G. If every element of G can be expressed 
as a word on G U G-‘, we say that G is a generating set for G. We define a relation 
as an equality between two words in G. A generator g is said to be idempotent if 
g2 = 1. If G is generated by G = { gi , g2 , . . .} and if every relation in G can be deduced 
from relations R = {p = p’, q = q’, r = r’, . . .}, then we write 
G=(gl,gz,... Ip=p’,q=q’,r=r’,...) (G=(GIR)) 
and (gi,gz ,... fp=p’,q=q’,r=r’,... ) is said to be a presentation of G. A presen- 
tation is said to be jinitely generated (jnitely related) if the number of generators 
(defining relations) is finite. A jnite presentation is both finitely generated and finitely 
related. In the next of the paper, for short, we shall write u E G instead of u EX when 
talking about a group element. 
We shall only study finitely presented infinite groups. 
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2.2. Cayley graphs 
For every group presentation G = (G 1 R) there is an associated Cayley graph y = 
(V,A): the vertices (V) correspond to the elements of the group, and the arcs (A) 
are colored with generators in the following way. There exists an arc colored with 
generator g from a vertex x to a vertex y, if and only if y =xg in G. Remark that the 
Cayley graph depends on the group presentation and not on the group itself. 
Remark 1. From now on, if we refer to a group G = (G 1 R), we refer to its presenta- 
tion and not to the group itself. Thus, we shall talk about cellular automaton defined 
on the Cayley graph of a group G = (G 1 R) and not cellular automaton defined on the 
Cayley graph of the presentation (G 1 R) of group G. 
Remark that the same undirected graph can sometimes be colored in several ways. 
See an example for the graph which gives the triangular tiling of the plane. There 
are seven possible colorings, here we present only two of them: the Cayley graphs of 
groups Gh=(a,b,c[abc=l,ab=ba) and G~,=(a,b,c~a3=1,b3=1,c3=I,cba=l) 
are shown in Fig. 3(a) and (b) (all other colorings are presented in Section 5.8). 
2.3. Cellular automata on Cayley graphs 
As Cayley graphs are graphical representations of groups, they have very regular 
structures. Hence, by putting automata in the vertices, we can obtain a general notion 
of cellular automata in an analogous way as in [4]. 
Definition 1. A cellular automaton on a Cayley graph r = (V,A) is a 4-tuple d = (S, 
r, N, 6) where 
l S is a finite set, called the set of states, 
l r is the Cayley graph of a finitely presented group G = (G I R), 
l The neighborhood N of a cell is a vector defined by N = (wl,w:!,. . . ,w,,,) where 
Yi,wi is in GuG-‘U(l), 
l 6 : S” + S is the local transition rule. 
In an analogous way as for cellular automata in Z”, we can characterize the global 
behavior of the cellular automaton. A configuration is a mapping c from G to S, so 
the set C of all configurations is S ‘. A cellular automaton transforms a configuration 
into another one: 
Vc E C, Vi E G, &(c(i)> = G(c(iwl), c(iw2). . . , c(iwm)). 
The initial conjiguration of a cellular automaton is its configuration at time 0. As V 
corresponds to the set of group elements, sometimes, for simplicity, we shall define 
configurations as mappings from V to S. 
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Remark that a more general definition of a cellular automaton can also be given 
by defining the neighborhood with words on G U G-‘, and not only with generators 
and their inverses. However, we have shown in [7] that we do not lose any of the 
generality of the definition for cellular automata if we make this restriction. Moreover, 
this definition allows us to consider that cells communicate through the arcs of the 
graph. In short, we shall call automaton (or cell) u the automaton put in vertex u of r. 
2.4. The notion of a simulation between cellular autQinata 
Many papers have already studied various simulations between cellular automata, but 
the formal definition of a simulation has not been clearly given. In [7] we study this 
notion in details, and we show through some examples, why this notion is not easy to 
formally define and to work with. In this paper, we shall compare the computational 
power of cellular automata whose neighborhoods are complete, that is, they contain all 
generators, their inverses and also the neutral element. We design some simulations in 
the sense of the following definition: 
Definition 2. Let G and G’ be two finitely presented groups and r, P their Cayley 
graphs, respectively. Let JX?’ = (S,F, N,6) be a cellular automaton and C.r, the set of 
its configurations. Let B = (9, F’,N’, 6’) be a cellular automaton and C:B the set of 
its configurations. We say that 3 ~~mu~~tes A?, if there exist a one-to-one application 
f: Cd + C, and a constant T in N such that for all c in C.d 
R&(c)) = gT(.ftc)). 
If any cellular automaton on G can be simulated by a cellular automaton on 
we say that G’ simulates G. 
G’, then 
T is the simulation time factor, i.e., the time which is necessary for &? to simulate 
one iteration of .&. It depends on f but not on c. This definition can be illustrated by 
the following diagram: 
This definition does not cover all simulations. In [5-71 we have studied the problem 
of cellular automata with only one-way communication between cells: “given a Cayley 
graph, can all bidirectional cellular automata can be simulated by a one-way cellular 
automaton on this graph?’ Sometimes, such a simulation is possible, but after the 
simulation of each iteration of the bidirectional cellular automaton, this confi~ration is 
“shifted” in the one-way cellular automaton. In order to understand this phenomenon, let 
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us consider the example of the line, that is, the Cayley graph of the group G = (a / 0). 
The neighborhood of bidirectional cellular automata is given by N = (a, a-‘, 1) and the 
neighborhood of one-way cellular automata is (for example) by NO = (a, 1). Let & be 
a bidirectional cellular automaton and 0 a one-way cellular automaton simulating d. 
Let the initial configuration of 0 be the same as d’s It is clear that the transition of 
a cell v of J& cannot be computed in the cell itself: it cannot know the state of its 
neighbor defined by a-‘. However, all needed states can arrive in cell vu-‘. It means 
then, that the configuration of d after the first iteration can be found in G, but with 
a “shift” a-‘. Simulations without shifts are not possible. Definition 2 does not allow 
such simulations. However, all along this paper, we restrict ourselves to this definition, 
because we do not need shift when simulating: shifts are needed only in the case of 
cellular automata with one-way communication. 
This definition, even if it is not the most general one, covers also very complicated 
simulations. In [7] we have shown with two examples that 
l f can be chosen to be non-recursive: for instance, let f be a function which groups 
some states of neighbor cells in a configuration of the simulated cellular automaton 
two by two, but not everywhere, only occasionally, in a non-recursive way; 
l a state of a simulated cellular automaton can be “split” in the simulating cellular 
automaton; 
l more states of a simulated cellular automaton can be grouped in one cell of the 
simulating one. 
In this paper we do not consider simulations where a state can be split: we consider 
that every state of a simulated cellular automaton is an “atomic” piece of information. 
Definition 3. A state q is said to be quiescent if and only if 6(q, q, . . . , q) = q. 
Definition 4. If every state in the initial configuration of the simulating cellular automa- 
ton depends on the state of at most only one cell of the simulated cellular automaton 
and, eventually, on the relative position of the cell, we shall say that the simulation is 
elementary (i.e. the states are not grouped). 
In this paper, we also study local simulations. Intuitively, a simulation is local if 
the state of a cell in the simulating cellular automaton does not depend on the relative 
position of the cell (for a formal definition, see Section 4). 
In the following section, we present some simulation results between cellular au- 
tomata with some classical neighborhoods as von Neumann, hexagonal and triangular 
ones. 
3. Some examples with classical neighborhoods 
In the following, we suppose that the neighborhood of cellular automata is complete, 
i.e., it contains all generators, their inverses and the identity element. 
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Fig. 1. The Cayley graph of group G2-y~ = (0, b j ab = ba) 
3.1. Von Neumann neighborhood 
In the n-dimensional space Z”, the von Neumann neighborhood is defined with 
n-dimensional unit-vectors and their inverses. These unit-vectors form an independent 
vector system, so we can define them in a similar way with the help of Cayley graphs: 
the grid of Z” can be colored as the Cayley graph of the Abelian group with a minimal 
generating set of n generators. 
Definition 5. An n-dimensional von Neumann cellular automaton is a cellular automa- 
ton on the Cayley graph of the group 
G n-w = (91,92,... ,Sfl I gigj=SjSi, 1 <i<jdn). 
The Cayley graph of this group for the 2-dimensional case is shown in Fig. 1. 
Here, we study whether n-dimensional von Neumann CA can be simulated by 
m-dimensional von Neumann CA. 
Definition 6. Let r be the Cayley graph of group Gn_v~. We call ball of radius k and 
denote by B; the set of all vertices being at distance at most k from 1. We denote by 
#(B;) the number of vertices in Bi. 
Proposition 1. For n>m, n-dimensional von Neumann CA cannot be simulated by 
m-dimensional von Neumann CA. 
Proof. We show this result by the simple fact that the growth of the two Cayley 
graphs is different. We suppose that every n_VNCA can be simulated by a m_VNCA. 
Let d be a n_VNCA where the new state of a cell is computed in function of the 
states of all of its neighbors, effectively. Let B be a m_VNCA simulating ~2. Let us 
study the first iteration of &. In order to compute the transition of cell 1 of d, the 
states of ball B; are needed. Let T be the simulation time factor. Then, these states 
must be found in the initial configuration of ~49 in the ball BF. In order to simulate 
the second iteration of ~2, the states of cells of ball B!j are necessary, hence they must 
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Fig. 2. The hexagonal neighborhood. 
be in the ball BFT. The transition of a cell of d at time t is computed in function 
of the states of cells being at distance at most t, hence the states of cells of ball B; 
must be in the ball B$ of the m_VNCA, and so on. It means that, if the simulation 
is elementary, then #(B:)<#(B+), for all t. If it is not elementary, then let k be the 
maximal number of states belonging to a cell in the initial configuration of m_VNCA; 
then, we have #(By) <#(BT,). As #(B:) = O(P) and #(ByR) = O(P), if t is big enough, 
then #(By) >#(B&), which leads to a contradiction. 0 
As G,,_, is a subgroup of Gn_m if n am, a simulation in the other direction is 
always possible without any loss of time (by “ignoring” the other dimensions). With 
an analogous proof, we can show the following theorem. 
Theorem 1. Let I and I’ be Cayley graphs of two finitely presented groups G and 
G’, respectively. Let Bk and Bk be the balls of radius k in I and I’, respectively. If 
#(Bk) is a polynomial of degree p and #(Bi) is a polynomial of degree q, tf p <q, 
then G’ cannot be simulated by G. 
This result is not very astonishing. Cole has shown in [2], that the language recog- 
nition power of CA in real-time increases with the dimension of the space, which is a 
similar statement. 
We shall now study simulations between CA with different kinds of neighborhoods. 
3.2. Von Neumann and hexagonal neighborhoods 
First of all, we present an intuitive definition of a hexagonal cellular automaton, then 
we define it formally, on Cayley graphs. 
A hexagonal cellular automaton is usually defined as a cellular automaton in the 
plane R2, where the cells are at the centers of hexagons which tile the plane, and the 
neighbors of a cell are the cells located at the center of the adjacent hexagons (see 
Fig. 2). 
We present below a formal definition with the help of Cayley graphs. 
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Fig. 3. Cayley graphs of Gh and Gh2. 
Definition 7. A ~e~ff~~n~~ ~e ~~~ar ~~~ornu~on is a cellular automaton defined on the 
Cayley graph of the group 
Gh=(a,b,cjab=ba,abc=l). 
The Cayfey graph of Gh is shown in Fig. 3(a). 
Physicists have shown in [3] that, in certain cases, 3_VN nets can be simulated 
by hexagonal nets. The idea comes from the identical number of neighbors of a cell: 
7 in both cases. Unfo~~ately, in general, the simulation is not possible. Here, we 
give some simulations results between von Neumann and hexagonal CA. For short, we 
denote hexagonal CA by HCA. In the plane, simulations in both directions are very 
simple, because these cellular automata re defined on the Cayley graphs of isomo~hi~ 
groups. 
Proposition 2. For n > 2, every HCA can be simulated by a n_ VNCA. 
Proof. First we prove this proposition for n = 2: let & = (&, &,Nh, 8,) be a hexagonal 
CA defined by Definition 7 with an initial configuration <> shown in Fig. 4b (numbers 
represent states). 
We construct a 2_VNCA @ = ($J,v, Tz_rr~, Nz_~N, &_FN) which simulates d. First, 
let us consider the elements of Gh as words on {a, b}. We can do that, because 
~=a-‘b--l. Let y : Gh + Gz_~,,M be defined by y(u) = u for all u E Gh. Let &_~v be a 
sup-set of 5’1~. We define the initial confi~ration q$ of B by &y(u)) = q:(u) for all 
u in Gh, see Fig. 4(a). 
For computing the transition of a cell u of the HCA, the states of all of its neighbors 
defined by a, b, c, a-‘, b-“, c-’ are needed. In c,, ’ they can be found in cells defined 
by vu, vb, vu-“b-l, vu-‘, ob-’ and wb, respectively. As va-‘b-’ and vab are not 
neighbors of u by the von Neumann neighborhood, the simulation cannot be given 
with T = 1. They are in a ball of radius 2, so T = 2 is possible. This simulation can 
be given as follows: the first step of the simulation of an iteration is a memorizing 
step, and in the second step cells can compute the transitions of cells in &‘. Formally, 
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Fig. 4. hitial configurations of 2D_VNCA and HCA. 
we define B by 
For n = 3: as G_VN c Gs_,, we can define the simulation as before, by “ignoring” the 
third dimension. 
We also present another simulation: we can use the third dimension in order to 
decrease the simulation time factor down to T = 1. We construct a 3_VNCA $? simu- 
lating ~4 as follows. 
Let y : G, -+ Pp((ri_r;~) be defined by 
v( 1) = { l,abc, @be)-‘, (abc)2, (c&)-2,. * .}, 
y(u) = {u, de, u(abc)-‘, u(ab~)~, ~(abc)-~, . . .}, Vu E Gh 
Remark that each element of GJ, has an infinite number of images by r, which was 
not the case in the previous simulation. 
We define S3_11~ asa sup-set of Sh; the initial configuration & of 9 is defined by 
~~(~~(~)~=~~(~) for all u in Gh and is shown in Fig. S(b). With this cons~ction, if 
two info~ation are neighbors in q$, they are also neighbors in &. So 2 can simply 
defined by 
s3_VN = sh, ~3_VN : $_VN -+ s3_VN, 
For y1>3, as 6-m is a subgraph of r ,,_YN and every CA on r3-v~ can be simulated 
by a CA on I&N with T = 1, hence every HCA can be simulated also by a n_VNCA 
n>2, with a simulation time factor T = 1. cl 
Proposition 3. Every Z_VNCA can be simulated by a HCA. 
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Fig. 5. Initial confi~u~tion$ of HCA and 3_VNCA. 
Proof. The simulation can be given as in the converse direction. The von Neumann 
neighborhood is included in the hexagonal neighborhood, so for computing the tran- 
sition of a cell of the 2_VNCA in the HCA, it is sufficient to choose the needed 
information (T = 1). El 
From Proposition 3 and Theorem 1, we have: 
Proposition 4. For n >2, n_VNCA cannot be simulated by HCA. 
In Section 2.2 we have remarked that the same non-oriented graph can be col- 
ored in different ways. We have also shown in Fig. 3 the Cayley graph of group 
GJ,* = (a, b, c 1 a3 = 1, b3 = 1, c3 = 1, cba = 1). Its underlying graph gives the same trian- 
gular tiling of the plane, so we could have used it to define the hexagonal one. Similar 
simulation results can be given but these simulations are a bit more complicated, be- 
cause G2-v~ and Ghl are not isomorphic, while GZ_VN and Gh are. This means that 
not only the physical architecture of cellular automata is important for simulations, but 
also the local communications, that is, Cayley graphs on which we define them. 
3.3. An example for ~~~~lat~on with ~~en~e~ation~~ f cells 
Until now, in simulations, the state of a cell of the simulating CA depended only 
on the states of cells of the simulated CA, there was no any additional info~ation 
depending on the relative position of cells (simulations were local). Here, we shall 
give an example of a simulation where we “enumerate” cells by using a finite number 
of labels. We present a non-local simuiation of hexagonal CA on GJ, by hexagonal CA 
on Ghz. 
Let & = (Sk, &, Nh, 61,) be a CA. We build a CA B = (Sk,, &, NJ,?, dh2 ) simulating ,ti. 
We define the initial configuration of 9? as it is shown in Fig. 6: it is the “same” as that 
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Fig. 6. Initial configurations on rf, and fh2. 
one of J42 (first component of the states) with a label in { 1,2,3} (second component 
of the states). 
We can notice that there are 3 kinds of eel1 depending on the way how info~ation 
are placed around cells: in order to compute the transition of a cell u of _c$, we need the 
states of cells ua, ub, UC, UC’, ub-' , UC-’ and U. In B, for a cell u in {1,4,7,11}, 
they can be found in cells ua, UC, ub, UC-‘, ub-‘, UK and U, respectively. For 
u in (2,5,8,12}, they are in cells ub, ua, UC, ua-‘, UC-‘, ub-’ and U. For u in 
{3,6,9,10,13}, they are in cells UC, ub, ua, ub-I, ua-‘, UC-’ and u, respectively. 
Hence, we have to define the transition function in three different ways depending on 
the relative positions of cells, that is why we label them with 1, 2 and 3 as a second 
component of their state. 
Formally, let 
Shl((x,2),(y,2),(z,2),(r,3),(S,3),(t,3),(u,l))=(Sh(x,z,y,t,S,r,U),1), 
&2((x,31,(x 3),(z,3), tr, 11, tf, l),(t, 1),(~,2)f =(Sh(?‘,x,z,r,t,~,~),Z), 
dh,((& 11, (Y, 11, (z,l), (6 21, (s, 2), (t,2), (u, 3)) = (&AZ, y,x,s, r, t, u), 3), 
starting from the initial configuration given by 
and for each u in Ghp, c:(u) is defined in a “natural way” as it is shown in Fig. 6. 
We can construct a similar simulation in the other direction too, so have the following 
result: 
Proposition 5. GJ,~ simulates Gh with T = 1 and reciprocally. 
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Fig. 7. The homomorphism y : (a,h 1 ab = ha, b* = 1) + (a 10). 
We shall give another simulation of Gh by Ghz in Section 5.3, without labeling cells. 
We have presented this example for an easier understanding of the proof of our general 
Theorem 2 in the next section. 
4. A general theorem 
In all previous simulations, the transition of only one cell of the simulated CA was 
computed in one cell of the simulating CA (simulations were elementary). Here, we 
first present a very simple simulation where it is not the case. 
Example (cylinder aufomaton). Let G = (a, b 1 ab = ba, b* = 1) and G’ = (a / 0) and r, 
r’ their Cayley graphs, respectively. Let A = (S, r, N, 6) be a CA with N = (a, 6, aml, 1). 
Let y: G + G’ be a homomorphism defined by y(b) = 1 and y(a) = a (see Fig. 7). We 
build a CA 9 = (S’, T’, N’, 8’) simulating & by 
s’ = 9, N’=(a,&, l), 6’ : (s’y -ts’, 
~‘~~~~,~*~,~Y,,Y2~,~~,,~2~~=~~~~l,~2,Y1,~I~,~~~2,~1,Y*,~*~~ 
starting from the initial configuration given by &a”)=(c$(an),c,$(a”b)) for all a in 
G’ and n in Z. 
Let now be given two Cayley graphs ri and r,. We shall now give a sufficient 
condition for CA on r, to be simulated by CA on r2. Let us remember the simulation 
presented in Section 3.3. We have labeled cells in function of their comportment when 
computing transition function. We Iabeled them with 1,2,3 and the ~ansition function 
of B was defined in the co~esponding way. In fact, these labels are used in order to 
tell cells what the good order is to foilow when taking needed info~ation for comput- 
ing new states. Hence, instead of using such labels, we can tell cells of d this order 
at the beginning of the simulation: the state of a cell labeled with 1 (resp. 2 and 3) 
will be (a,( 1,3,2,6,5,4,7)) (resp. (u,(2,1,3,4,6,5,7)) and (u,(3,2,1,5,4,6,7))). We 
modify the transition function in the needed way. The construction of the simulation 
in the proof of Theorem 2 is based on this idea, where we shall use the notion of 
layout. 
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Fig. 8. A &out of GI in Gz. 
Definition 8. Let G1 = (Gl,R,) and c;Z = (Gz, Rz) be two finitely presented groups, 
4 = ( VI, AI ) and r, = (Vz, A:!) their Cayley graphs. Let Y be a set of vertices. A layout 
of Gg in C, is a pair of mappings (71,~~) such that: 
l y1 maps VI onto Y such that there exists a constant nl with ly;‘(u)l<nl for all 
points y of V. 
l 1~2 maps a subset of V2 onto Y such that there exist a constant n2 such that if 
v2 = ulg where g E Cl U G,’ and yl(ul)=y2(w) then there is a path of length at 
most p12 in Tz from w to 1/;‘(~1(02)). 
Intuitively, information in fi is grouped by ye and then mapped to G by ~2’; nl 
corresponds to the maximal number of cells whose information is aggregated in one 
point of the layout; ~2 corresponds to the distance in fi between an info~ation of r, 
and the nearest place where its farthest neighbor information can be found (see Fig. 8). 
Theorem 2. If there is a layout of Cl in G, then Gz simulates G,. 
Proof. Let (~1, ~2) be a layout of C;, in G2 and nl, n2 two constants as described 
in Definition 8. Let 8 = (Sl, Tl,Ni, 6,) be a cellular automaton on r,. We cons&net 
a cellular automaton ~=(~2,~2,~2,~~) simulating d. Let INil = m, /A$\ = k. First, 
we suppose that jy;‘(y2(w))I = nl for all w E V2 having an image by 75. Let q be a 
quiescent state. We define the set of states of 93 as follows: 
s2 = ((22;” u (4)) U(# u {q# u((S;’ u {q]))k” u . . . ((s;’ u {q])y’ 
~(~~Pll,P12~..*tPtm~~~P2t,P22t...,P2m~,...,~Pntl,Pn,2r...,Pnrm~~} 
where pu E Zgkmz-~ for all i,jf N. 
Let the initial config~ation of ~2 be q$. Then, we define that of B by 
for all w in Vz having an image by 72. The other cells are in state q with, for a11 i, j, 
q = 0. We consider these c:(w) as vectors, where the ‘ii define positions which we 
explain below. 
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In fact, every cell of B will compute the transition of IZI cells of &‘, and the 
simulation of one iteration of & will need n2 time-steps in g!. Then, in the first 
n2 - 1 steps of the simulation of an iteration of d, cells “memorize” the states of their 
neighbors. At the (n2 - 1)th step, each cell u contains the states of all cells at distance 
at most n2 - 1, that is c:-‘(u) is in 
It means that, in the next step, each cell has all needed information in order to compute 
the transitions of the n1 cells of &, but it has to know that, for each of these nl 
transitions, where can be found the needed states in the first component of its state- 
vector: the r,th element of the first component is the state of the jth neighbor of the 
ith (among the nl ones) cell in & (cells having no image by y2 will not compute 
transitions of &‘, that is why we define Yij = 0 for them). The formal definition of & 
would be tedious and would not present new ideas. 
If IY?(Y2W)I IS not always equal to nl, then we complete the information-vector 
by a special “blank” state and the following of the proof is unchanged. 0 
In this context, a simulation is elementary (see Definition 4) if and only if y1 is 
injective. We can also define more precisely local simulations: 
Definition 9. Let us call a simulation local if for some mappings ~1, y2 with the prop- 
erties of Definition 8, F:(W) E Slr;‘(yz(w))l for all w having an image by ~2. 
The above proof (of Theorem 2) does not give a local simulation since an infor- 
mation on the relative position of w in the graph is used. We do not know examples 
of two graphs such that there exists a simulation between them but not any local 
simulation (see Section 6 on open problems). 
5. Local simulations 
5.1. Simulations between CA on the Cayley graph of free-groups 
Here we study a bit more complicated simulations. First of all, we study the Cayley 
graphs r and P of the groups FR3 = (a, b, c IS) and FR2 = (a, b I0), respectively (see 
Fig. 9). 
Let d = (S, T,N, S) be a cellular automaton. We want to construct a cellular automa- 
ton 8 = (S’, r’, N’, 6’) which simulates d. Let y : FR3 + FR2 be the mapping defined 
by (see Fig. 10) 
y(l)= 1, y(a) = ab, y(b) = ba, Y(C) = a23 
Y(UU> =Y(u)Y(u>, u, u E FR3. 
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Fig. 9. The Cayley graphs of FR3 and FR2. 
Fig. IO. The mapping ;’ : FR3 -+ FR2. 
We define S’ as a sup-set of S. Let the initial configumtion of B given by 
c&(4) = c:“,&>, u f FR3. 
Then, .&I is defined by 
s’ == s u s5, 6’ : $5 t s’, 6’(x,y,z,r,s)=(x,y,z,r,s) 
6’((x, ,..~,~5~,~Yl,*..,Y5)r~~1,...~~s~rf~1,--..~3~,~~lt...~~s~~ 
= S(XZ,YI,XlrT3,Z4,Z3,S5). 
With this construction, neighbor states in d are not neighbors in .%?: while the needed 
states to compute the new state of a cell arrive by single arcs in d, they arrive by 
pairs of arcs in W. So, in the first step of the simulation of an iteration, all cells store 
the states of all of its neighbors, and in the second step they compute the transition 
of ss2 (the simulation time factor is 1” = 2). 
Let us now study free groups generated by any number of generators. 
Proposition 6. Every CA LZ? dejined 00 the Cayley graph of a free-group with II 
generators FR, can be simulated by a CA 98 dejined on the Cayley graph of another 
free-group with m( > 1) generators FRm with a simulation time factor [log, n]. 
Proof. The assertion is true if m 3 n, because we can define the initial configuration 
of a simulating CA by “igno~ng” some branches of the tree. 
If m <n, then we define a mapping 7 : FR, + FR, with 
Y(gl) = WI, y(g2)=w2, ... y(gn)=wz, 
Y(uz~)=Y(~)Y(u), u,uEFR,,, 
where UJI, . . . , w, are different words of the same length k. If k 5: Ilog, nl, then these 
wi’s can be given. We can construct a simulation with a simulation time factor k in a 
similar way as in the case of CA on the Cayley graph of FR3 and FR2. 0 
In the simulation between CA defined on the Cayley graph of free groups, we can 
remark that y is an injective homomorphism. We can also remark that in the example 
of cylinder automaton presented in Section 4, y is a homomorphism with a finite kernel 
{ 1, b}. In general we can state that: 
Theorem 3. If there exists a homomorphism with a finite kernel from Cl into G2, 
then G2 simulates Cl. Furthermore, this simulation is local. 
Proof. The existence of a simulation can be viewed as a corollary of Theorem 2. Let 
?‘y f * CL --+ G be a homomo~hism with a finite kernel. We define a layout (~q ,y2) of 
Gt in Gz in the follo~ng way. 
Let y : VI + V2 be the mapping corresponding to yq. Let $r : GI --+ Cl be an endo- 
morphism such that ker(yL)= ker(y,), and let y’ : VI + VI the mapping corresponding 
to 7;. 
Then, we define V 2 Vt as the set of the image elements by y’: 
0 V=y’(V1). 
Let 
+ y1 : VI -+ V be a mapping defined by yt (v) = y’(u) for all v in VI. 
Let Vi C V2 be the set of the image elements by y : Vi = y( VI ). Then, let 
l yz : Vi -+ V be a mapping defined by y*(u) = l;-‘(u) for all u in Vi. 
It is easy to see that (yi,y2) is a layout of Gi in GZ where ‘di = / ker(y,)/ and 
nz=max{/wij\li,(gi)=wi,giEG~f. 
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We now show that the simulation is local. Let ker(y,) = { 1, ~1,. . . , v,, _ I ). Let S& 
be a CA on Ct. We construct a CA B simulating S# as follows. Let the intitial 
configuration of B be 
(&(Y~(u)), c$(Yz(u)~~ ), . . . , &+(Y~(u)u,,-I )) if u E 6 
4&4 = 4&4 = 4 otherwise (q is a 
quiescent state) 
for all u in V,. 
Then, in the first ~2 - 1 time steps, each cell u of g memorises the states of its 
neighbors. At time n2, u can compute the new state of cells y;‘(yz(u)). As yQ is 
a homomo~hism, states “travel” in a uniform way, independently from the relative 
position of cells, hence the simulation is local. 
Remark that if yg is injective, the simulation is elementary. Cl 
5.3. Elementary simulations between hexagonal and triangular CA 
In this section, we study only elementary simulations. We have seen that the exis- 
tence of an injective homomorphism allows elementary simulations. On the other hand, 
if there did not exist any homomorphism with a finite kernel from a group into another 
one, then we could not define any simulation (for m>n, ~-dimensional von Neumann 
CA cannot be simulated by n-dimensional ones, see proposition 1). In the following 
example we show that, in some cases, there does not exist a homomo~hism with a 
finite kernel, but the simulation (even elementary) is possible: the condition given in 
Theorem 3 is not necessary. 
First, we present he intuitive definition of a triangular cellular automaton, then we 
define it formally, on Cayley graphs. 
A triangular cellular automaton is usually defined as a cellular automaton in the 
plane iR2, where the cells are at the center of equilateral triangles, and the neighbors 
of a cell are the cells located at the center of the triangles which are adjacent side by 
side (see Fig. 11). 
Fig. 11. Triangu:utar neighborhood, 
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Fig. I?. The Cayley graph of Ct. 
Definition 10. A triangular cellular automaton is a cellular automaton defined on the 
Cayley graph of the group 
Gt=(a,b,c/a2=1, b’=l, c2=1, (abc)2=I). 
As g = g-’ for all generators g in G,, for simplicity, we replace in its Cayley graph 
all pairs of arcs by single, non-oriented edges colored with g (see Fig. 12). We also con- 
sider that the neighborhood of a cell consists of only 4 cells instead of 7: N = (a, b, c, 1). 
We shall denote triangular cellular automata by TCA. 
The definition of hexagonal cellular automata (HCA) has already been given in 
Section 3.2 (Definition 7). We recall that they are defined on the Cayley graph of the 
group Gh=(a,b,c(ab=ba,abc=l). 
We shall show now that an elementary simulation can be defined sometimes even 
without the existence of any homomo~hism with finite kernel. 
Lemma 1. There does not exist any homomorphism with a finite kernel from G, 
to G/,. 
Proof. We suppose that p : G, 3 Gh is a homomo~hism with a finite kernel, j?(a) = wi , 
~(~) = ~3, and p(c) = wg. If WI = w2 = wg = 1, then the kernel of fi is infmite. Hence, 
at least one of the MQ’S must be different from 1. We suppose that it is wt. As WI 
is an element of Gh, and Gh is commutative, WI can be expressed as WI = u”b”’ # 1. 
Then, wf # 1. As b is a homomorphism, we also have 1 = /?( 1) = p(a2) = fl(a)P(a) = 
w:, which leads to a contradiction. 0 
Proposition 7. Every TCA can be simulated by a HCA in an elementary way. 
Proof. We want to simulate every TCA Y with a HCA X’. We define the set of 
states of &? by Sh = S, U {w) (o q?‘S, ). The initial configurations of Y and X are 
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Fig, 13. Initial configurations of TCA and HCA. 
shown in Figs. 13(a) and (b), respectively. The tmnsit~on unction of S is given by 
&(x, y,z, r, s, t, zf) = 6,(x, y,z, u) if s = t = 24 = co, 
ijh(x,Y,z,r,S,t,U)=~t(Y,S,t,U) if x=y=z=w, 
&(X,_V,Z,r,&t,u)=o if U=O. 
This construction is a bit different from the others presented before. For example, 
consider the cell having information 12 in the initial configuration of F. The states 
of its neighbor defined by the generator a (resp. h, c) (number 4 (resp. 11,13)) is in 
a neighbor cell defined by generator a-t (resp. b-‘, C-I ) in the initial configuration 
of %‘. Let us study now the cell numerated 1I in the initial con~guration of 9. The 
state of its neighbor defined by the generator a (resp. b, c) is in a neighbor cell defined 
by a (resp. 6, c) in the initial confi~ration of 9. So there are two types of cells, but 
we can define the transition function without contradiction, because if the needed states 
are in neighbors defined by a, b, c (resp. a-‘, b-‘, c-’ ), then the others are in state o 
(only one choice is available). 0 
In order to complete the comparison of HCA and TCA, we study the converse 
simulation. 
Proposition 8. Every HCA can be simulated by a TCA in an eIemeniar~~ wajj. 
Proof. Theorem 3 implies that, for such a simulation, it is sufficient to show the 
existence of an injective homomo~hism from Gh to Gf. 
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Fig. 14. The injective homomorphism p: Gh - Ct. 
Let fl: Gh + G, be defined by fl( 1) = 1, b(a) = ba, p(b) = UC, B(c) = cb and for all u 
and for all v in Gh, ~(uv)=~(u)~(u), as shown in Fig. 14. 
p is a homomorphism, because P(abc) = 1 and b(ub) = /?(bu): 
l P(ubc) = bu.uc.cb = 1 
l /?(ub) = fi(u)/3(b) = bu.uc = bc 
P(bu) = /?(b)/?(u) = uc.bu = uc.bu.ubc.ubc = bc. 
b is injective: we show that /I(u) = 1 applies u = 1. Let us suppose that for some u, 
p(u) = 1 but u# 1. As u is in Gh, it can be expressed as a word on {u,b}, that is 
u=u”bm for some n, m in Z, nm # 0. 
/I is a homomorphism, so p(u) = P(u”b”) = /?(u”)~(b”) = (bu)“(uc)“’ = (bu). . . (bu) 
(bu)(uc)(uc). . . (UC) = (bu) . . . (bu)bc(uc) . . . (UC) which is different from 1, because 
there is no sub-words u2, b2, c2 and (ubc)2. We so have a contradiction. q 
In Fig. 3(b), we show the Cayley graph of group GJ,?: it can also be used in order 
to define hexagonal cellular automata that we denote by HCA2. Unfortunately, a sim- 
ulation of TCA by HCA2 cannot be constructed in an analogous way as in the proof 
of Proposition 7. 
5.4. Other simulations 
Let us compare now HCA and HCA2. 
Lemma 2. There exists an injective homomorphism from Gh to Gh2. 
Proof. Let y : tT$, + Gh2 defined by 
y(u) = ubc; y(b) = cub; y(c) = bcu 
and for all u, for all v in Gh, y(uu) = y(u)y(v), see Fig. 15. 
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Fig. 15. The injectke homomo~hism y : Gh -+ Ghz. 
In the same way as in the proof of Proposition 8, it can be shown that y is an 
injective homomo~hism. Cl 
Proposition 9. Every HCA can be simulated by a HCAZ. 
Proof. This is a corollary of Lemma 2. q 
In a similar way as in the proof of Lemma 1, we can show the following assertion: 
Lemma 3. There does not exist any homomorphism with a jinite kernel from Ghl 
to G,,. 
Thus, construction of a simulation of HCA2 by HCA cannot be based on Theorem 3. 
Here we give another, non-elementary simulation (recall that in this section, we study 
only local simulations). 
Proposition 10. Every HCA2 can be simulated by a HCA. 
Proof. Let y: Gh -+ Ghj? be the homomo~hism 
(S,I’,N,6) be a FICA2 and let $ be its initial 
B = (S’, F’, N’, 6’) which simulates &‘: let S = S9, 
tion q$ of B by 
defined in Lemma 2. Let &= 
conjuration. We const~ct a CA 
and we define the initial configura- 
c&l@) = (~~(y(u)~, ~~(y(~)b~, ~~(y(u)bc}, c%(u)b-’ 1, ~~(y(u)b-‘a-’ ), 
c~(y(u)a),cl$(r(u)ab),c~(yobc-‘),c$Mu&c-’)). 
The definition of this initial configuration is shown in Fig. 16. The grey triangle is the 
image of a triangle abc of HCA, in the large shape are cells whose information are 
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(A,...) (B,...) 
\ .’ \ Tb .’ \ 7% 
.’ \ 
c .’ ‘\ b :’ ‘, ;1 \ 
: \ 
\ .’ \ 
\ .’ \ ; \ 
\ : \ \ .’ 
\ : \ :’ \ 
\ .’ \ .. \ ). 
0% (F,...) 
Gh 
Y (l)=l 
y(a)= abc 
y(b)= tub 
Y(c)= bca 
Fig. 16. Initial configurations. 
grouped in ~2. The tuple (1,2,. . . , 9) denotes the order of info~ation in a state-vector 
of HCA. With this construction, for all information of q$, the neighbor information are 
located in a uniform way in ~2 and at distance 1: a simulation can be given without 
any loss of time. 
We define the transition function 6’ : S7 -+ S by 
5.5. Another s~~~~~nt condition 
Remark that in the proof of Proposition 10, the grouped cells are 
{X,Xb,XbC,Xb-‘,Xb-la-1,xa,~ub,xbc-’,xac-’}, 
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where x is an image element. Notice that x is in y(Gh), xb is in the left-coset y(Gh)b 
of y(Gh), . . . ,xac-’ is in sac-‘. In general, we can state the following theorem: 
Theorem 4. Zf there exists a homomorphism from G2 to Cl such that its image has 
finite index, then G, simulates Cl. Furthermore, this simulation is local. 
Proof. The existence of a simulation can be viewed as a corollary of Theorem 2. 
Let ys : Gz + Cl be a homomorphism with finite index. We define a layout (yl,y2) 
of Gi in G2 in the following way. 
Let y : Vz + VI be the mapping corresponding to yy. Let 
l V C VI be the set of the image elements by y: V = y( V2) and 
l y2 : If2 + V the mapping defined by yz(u) = y(u) for all u in Vz. 
Let G be the subgroup of Gi such that G= yJG2). Let 
3 = {G, Gu, , GVZ, . . . , Gv,, e-1 }
be the set of all distinct left-cosets of G. Let v{ : Cl --) G be the mapping defined by 
y{(u) = UU,~‘, for all u in Gvi. Then, let 
l Yl : VI -+ V the mapping corresponding to yi. 
It is easy to see that (yl,yz) of Gr in G2 with nl = 199 and n2 = max{d(y;‘( l), 7;’ 
(Si))/‘Si E GI )* 
As in the proof of Theorem 3, we can define a local simulation of a CA d on Cl 
by a CA 99 on G2 starting from the initial configuration 
cm = (C~(Y264N~ &Y2W, ), . . ., 4(Y2(U)Un, -, >> 
for all u in Vz. 0 
Then, from Theorems 3 and 4, the following assertion holds. 
Proposition 11. Let y be a homomorphism from a group Cl in another group G,. If 
y has a jinite kernel, if the index of the image of Cl is jinite, then Cl simulates G2 
and conversely, G2 simulates Cl. 
5.6. Simulations between 2_VNCA and CA on FR2 
The simulation presented in this section proves that it is possible that a simulation of 
a group by another one exists although it cannot be based on a morphism: we prove 
that it is not possible to apply our Theorem 3 or 4. Thus, these conditions are not 
necessary. 
Proposition 12. G2-v~ does not simulate FR2. 
Proof. This proposition is a corollary of Theorem 1. 0 
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We now show that there do not exist non-trivial homomorphisms neither with finite 
kernel nor with finite index between G2-v~ and FR2: 
Proposition 13. There do not exist homomorphisms with finite kernel neither from 
GZ_VN into FR2, nor from FR2 into Gz_VN. 
Proof. First, we show that there does not exist a homomo~hism with a finite kernel 
from G~_v,v into FR2. We suppose that there exists such a homomo~hism y : G~J~~ +
FR2 where y(a) = u and y(b) = u for some u(# 1) and u( # 1) in FR2 (u # 1 and 
v # 1, elsewhere the kernel of y would be infinite). As ab = ha in G~_YN, y(ab) = y(ba) 
must hold, that is, UV= vu. From a well-known theorem, it is possible only if, for 
some w E FR2 and n,m E 22, u = w” and v = wm. Let us study now the kernel of y: 
ker(y) = {z 1 z f GZ_VN, y(z) = l}. As G _ 2 PN is co~utative, every element z E GZ_V~V 
can be expressed as z = aPbq for some p, q E Z. Then, 1= r(z) = y(aPbq)= y(af’)~~(@)= 
y(a)Py(b)4 =; upnq = w”Pw”z4 ;: wVJ+mq ‘f I np+mq=l, that is, if p=-mk and q=nk 
or p= mk and q = -nk for any k E 77. Hence, ker(y) is infinite, which leads to a 
contradiction. 
Conversely, we show that there does not exist a homomo~hism with finite kernel 
from FR2 into G2_5~. We suppose that there exists a homomo~hism y : FR2 --+ Gz_+V 
where y(a) = u”bm and y(b) = apbq for some n,m, p,q in Z. Then, as ab # ba in 
FR2, we have y(ab) # y(ba), but y(ab) = an+pbmfq = y(ba) which leads to a contradic- 
tion. 0 
~o~sition 14. There du not exist ~~omornorphi~rn~ with jinite index neither from 
G2-v~ into FR2, nor from FR2 into Gz_VN. 
Proof. We first suppose that there exists such a homomorphism y : Gz_vN -+ FR2 where 
y(a) = w” and y(b) = wm for some w E FR2 and n, nz E Z (from the proof of the previous 
proposition). Let G be the set of the image elements. We can suppose that the first 
letter of w is a. Then, sets Liz for any element z E FR2 beginning with b (or b-‘) 
are left-cosets of G by y (not necessarily all, of course). The set of such elements is 
infinite, hence the set of left-cosets are infinite, too. 
We now suppose that there exists such a homomorphism y : FRz -+ Gz_VN where 
~(~)=u~b~ and y(b) =aPbY for some n,m, p,q in Z. Then, y(ab) f y(ba) must hold, 
which is possible only if y(a) = 1 or y(b) = 1. Suppose that ~(a) = 1. Then, every 
element z E FR2 containing - anywhere - k letters b (resp. b-l) has as image (aJ’bq)k 
(resp. (aJ’b4)-k) in G~_r,v. Let the set of the image elements be G. The set of left- 
cosets of G by y is then 
(Gb,..., Gb’,. ..,Gab,.. ., Gab’,.. ., G&b,. .., Ga”-lb’,.. . 1 I E Z> 
which is infinite. 0 
Yet, we have the following result: 
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Proposition 15. FR2 simulates G2_VN. 
Proof. Let d = (SZ_VN, r~_~~,N~_~~, &_YN) be a Z-VNCA with an initial conjuration 
I$.. We construct a CA B = (S FRA, ~FRJ, NFRJ, 6~~2) on FR2 which simulates .d. Let 
y : G2-v~ -+ FR2 be defined by 
Y(Z~>==( 4 
u(aba -%-‘),u(ab-‘a-%, ( u a-‘bab-‘),u(a-‘b-lab), 
~(ba-lb-‘a),~(bab-la-‘),~(~-‘aba-’),~(~-la-’ba), 
u(aba-‘b-‘)“,u(ab-‘a-1b)“,u(a-‘bab-’)”,~(a-’b-’ab)“, 
u(ha-‘b-‘a)“,u(bab-‘a-’ )“, u(b-‘aba-’ )n, u(h-‘a-‘ba)“, 
for all u E Gz_,. Let S~J = &_m. We define the initial configuration cs of B by 
c~~~)=c~(y-‘(~)) for all v in F&, see Fig. 17. Then, we define &~id =&_m. It is 
easy to see that FR2 simulates G2-i~ without any loss of time. El 
In all previous simulations, the growths of balls were the same for the two 
Cayley graphs: pol~omial-pol~omial, or expo~ential~xponential. In this last sim- 
ulation, growths are polynomial and exponential. 
As it is illustrated with the simulation of CA on G2-m by CA on FR2, for a 
simulation only in one direction, the existence of homomo~hisms is not necessary. 
Let us study now the case of reciprocal simulations. 
Definition 11. We shall say that Gi D GZ if and only if there exists a homomorphism 
2’ :Gi -+ Cl with a finite kernel such that the index of the image of Gi is finite. 
If Gr D G2, then there exist simulations in both directions between cellular automata 
defined on Gi and Gz. We are interested by the symetrized relation of D. As simulations 
are transitive, we study the symmetric and transitive closure of D. 
Definition 12, We define on finitely presented groups the relation G~xG, as the sym- 
metric and transitive closure of the relation D. 
From Proposition 11, the following proposition follows. 
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Fig. 17. Initial configurations in the simulation of c2-y~ by F& 
~o~sit~on 16. G,xGz if apld o&y if there exists a sequence of ~nite~y presented 
groups 66, G;, . . . , GL such that G& = Gt and CL = G, and for all i 3 0, G; D G;+, or 
G;+, D G;. 
Conjecture. If there exists a simulation between cellular automata on Cl and celhdar 
automata on G2 in both directions, then G~xGz. 
If this assertion is true, it would imply that the existence of reciprocal simulations 
between cellular automata defined on two groups is an undecidable problem because 
of the following propositions. 
~oposition 17. The problem to know LLwhet~?er there exists a homomorphism with a 
finite kernel from a group Cl into another group G2” is undecidable. 
Proof. Let Gz be the group which contains only the neutral element. The problem 
then becomes to decide whether Gi is a finite group or not, which is an undecidable 
problem. Cl 
Proposition 18. The problem to know “whether there exists a homomorphism from 
a group G, into another group Gz such that the index of the image of G1 is jinite” 
is undecidable. 
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Fig. 18. Ail Cayley graphs for hexagonal CA. 
Proof. Let Gr be the group which contains only the neutral element. The problem then 
becomes to decide whether Gz is a finite group or not. 0 
5.8. Cellular automata an Archimedean tilings 
In Section 5.3 we have studied hexagonal and triangular CA. Let us denote by l-~ 
and rr, respectively, the underlying graphs on which these CA work. Chaboud has 
shown in [l] that Figs. 18 and 19 show all possible colorings for these graphs. 
The Archimedean tilings are presented in Fig. 20; they are exactly the tilings using 
a finite number of regular and convex polygons such that the degree of every vertex 
and the order of polygons around every vertex is the same. 
In [l] it is shown that all Archimedean tilings can be colored as Cayley graphs; all 
possible colorings are also given there. 
We show now that cellular automata on all these graphs are equivalent from a 
computational point of view: they can be simulated by each other in linear time. 
Definition 13. Let r be an Archimedean tiling colored as a Cayley graph. Consider 
vertex I, a generator g. Let us denote by x the arc starting at 1 colored by g and 
considered as a vector in R2. Let A be a vertex and h a generator or an inverse 
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Fig. 19. All Cayley graphs for triangular CA. 
generator. We denote by (a), the angle between x and the arc colored by h starting 
at A. We say that two vertices A and B have the same situation if for all generators 
and inverse generators h, (a), = (a)B. 
See an example for same and different vertex-situations in Fig. 2 1. Vertices A and B 
have the same situation, but not A and C. 
The following lemma is a consequence of the facts that in an Archimedean tiling, 
the type of vertices is the same [8] and that the geometrical order of generators in 
every vertex is the same [ 11. 
Lemma 4. Let x and y be two vertices having the same situation. Then for all gen- 
erators (or inverse generators) g, xg and yg have the same situation. 
Now we can show the following proposition: 
Proposition 19. There are injective homomorphisms from G2-v~ to all groups whose 
Cayley graphs have an underlying graph corresponding to an Archimedean tiling. 
Proof. Let r be the Cayley graph of a group G such that its underlying graph corre- 
sponds to an Archimedean tiling. Let X, y be two vertices having the same situation 
and let p1 be a path from x to y: y = xpl . These tilings are periodic in two indepen- 
dent directions of the plane (see [8]). Let z be a third vertex having the same situation 
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Fig. 20. Archirne~~~~ tilings. 
Fig. 2 I. Different elex-si~atio~s. 
as x and y such that y and z are in different directions from x. Let p2 be the path 
from x to z: 2 =q22. Then, from Lemma 4, for all n ~-0 in N, py # 1 and p; # 1. 
On the other hand, also from Lemma 4, the path pl starting at z is ‘“parallel” to the 
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path between x and y, and the path p2 starting at y is “parallel” to the path between 
x and z, hence, zpr = ypz, i.e., pip2 = ~2~1. 
Recall that two-dimensional von Neumann CA are defined on the Cayley graph of 
the group G~_vN = (a, b 1 ah = ba). Let y : G2-m -+ G be a mapping defined by 
y(l)= 1, y(a)= PI1 y(b) = ~2, 
y(w) = ~(~)~(~) for all U, u E Gz_m. 
It is clear that y is an injective homomo~hism. I7 
Then, from Theorems 3 and 4 and Proposition 19, the following assertion holds. 
Theorem 5. Every two-dimensional van ~eurnu~n cellular automaton can be simu- 
lated by a cellular a~to~~~t~~~ on any Arc~i~~edea~ taping and con~e~se~~v. 
This result can also be interpreted in the following way. If we consider Cayley graphs 
as possible architectures for parallel machines, we can choose any of Archimedean 
tilings for such an architecture in the plane, they have the same computational power. 
However, as simulations between cellular automata on these graphs require many states, 
it is necessary that machines have a sufficient amount of local memory. 
6. Open problems 
In this paper, we have only studied simulations where the states of the simulated 
cellular automaton are considered as atomic informations. However, since many simu- 
lations exist with splitting states, they should also be studied. 
We have given a sufficient condition for reciprocal simulations between cellular 
automata on Cayley graphs. Can any necessary and sufficient condition be given? This 
is the question that we have asked ourselves when we defined the relation x between 
groups. If the answer is “no” in the general case, does a subclass of groups exist for 
which such a condition can be given? 
It is still an open problem to know whether the condition presented in our 
Proposition 11 is necessary for reciprocal simulations. We proved in Section 5.6 that 
our conditions are not necessary for simulations of a group by another one, but not 
for reciprocal simulations. 
Furthermore, we do not know any example of a simulation of a group by another one 
where no local simulation exists. It is also an open problem for reciprocal simulations. 
We are very grateful to an anonymous referee who gave us new ideas for improv- 
ing this paper. In particular, he proposed to introduce the notion of layout and thus, 
Section 4 is based on his ideas. 
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