Using the notion of the maximal polar quotient we characterize the critical values at in nity of polynomials in two complex variables. As application we give a necessary and su cient condition for a family of a ne plane curves to be equisingular at in nity.
Introduction
For any reduced projective curve C P 2 (C) given by the homogenous equation F = 0 and for every point p = (a 0 : a 1 : a 2 ) not lying on C we consider the polar curve r p C (possibly with multiple components) given by the equa- Let L P 2 (C) be a line. Suppose that L 6 C and x a point p 2 L n C. The polar quotients do not depend on the choice of p 2 L n C. They are identical with the local plane quotients of the germ (C; o) with respect to (L; o) ( LMW] without multiple factors) of degree d > 0 and let C be the projective closure of the a ne curve f(X; Y ) = 0. Let P 2 (C) = C 2 L 1 where L 1 is the line at in nity. We call q(C; L 1 ) the maximal polar quotient at in nity of the a ne curve f(X; Y ) = 0. If C is the projective closure of an a ne curve with multiple components then we put q(C; L 1 ) = +1. Throughout this paper we use usual conventions on the symbols ?1 and +1.
Our purpose is to calculate the maximal polar quotient of the curves f(X; Y ) ? t = 0, t 2 C in terms of the discriminant. We use this notion to characterize the critical values at in nity. The proof of our main result is based on the notion of the Lojasiewicz exponent at in nity (see CK1 The following proposition is well-known.
Proposition 1.1 (f) = ft 2 C : 0 (t) = 0g, t (f) = N ? deg X (X; t).
A simple, intersection-theoretic proof of Proposition 1.1 is given in K] (see also GP2]). Our main result is the following. if (f) 6 = ;, t 2 (f) and C t is reduced
Recall that according to our convention q(C t ; L 1 ) = +1 if C t is not reduced.
The proof of Theorem 1.2 we give in Section 3 of this paper. Now, we present some applications. 
Proof
The proof of our main result is based on some properties of the Lojasiewicz exponents. Let f; h be two polynomials of two complex variables. We as- is nite. To calculate L 1 (fjh) we use meromorphic parametrisations p(T) = (x(T ); y(T)) where x(T); y(T) 2 C((T)) are convergent in a punctured disc at origin Laurent series such that min ford x(T); ord y(T)g < 0. In the sequel we put ord p(T) = min ford x(T); ord y(T)g. Lemma 2.1
p is a meromorphic parametrisation such that h p 0 ) :
Proof. Let ? be the image of the set n f0g where is a small disc around 0 2 C by the mapping n f0g 3 t 7 ! p(t) 2 C. One sees easily that ? = ord (f p)=ord p is the greatest number such that jf(z)j const.jzj for z 2 ? and jzj ! +1 :
Let V = f(x; y) 2 C 2 : h(x; y) = 0g. Then there exists a neighbourhood at in nity ! C 2 (i.e. C 2 n! is compact) and a nite sequence of meromorphic 
provided that f ? t is reduced. Now, Theorem 1.2 follows from (1), (2) 
