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Abstract
A system of reaction–diffusion equations modelling a population divided into juvenile and adult
age groups is studied. The system is not co-operative but its linear part is and this makes it possible
to establish existence, non-existence and stability results for non-negative solutions of the system in
terms of the principal eigenvalue of the corresponding linearized system.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we will study the problem
−d1u= a(x)v− c(x)u− eu[u+ v] for x ∈Ω,
−d2v = b(x)u− d(x)v− f v[u+ v] for x ∈Ω,
∂u
∂n
(x)= ∂v
∂n
(x)= 0 for x ∈ ∂Ω, (1)
where Ω is a bounded region with smooth boundary in RN , the coefficients a, b, c and d
are smooth functions positive on Ω and d1, d2, e and f are positive constants.
Eq. (1) models the steady-state solution of a population which is subdivided into two
sub-populations, viz., adults and juveniles. The functions u and v represent, respectively,
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K.J. Brown, Y. Zhang / J. Math. Anal. Appl. 282 (2003) 444–452 445the concentrations of the adult and juvenile populations. The function a gives the rate at
which juveniles become adults and the function c corresponds to the death rate of adult
population. As adults give birth to juveniles, the function b corresponds to the birth rate
of the population. Juveniles are lost both through death and through becoming adults;
the function d corresponds to this overall loss. The terms −eu[u+ v] and −f v[u + v]
correspond to decrease in population size due to overcrowding effects.
It is assumed that sub-populations diffuse with diffusion rates d1 and d2 respectively.
The Neumann boundary conditions correspond to the fact that there is no flow of
population across the boundary of Ω ; this seems a natural boundary condition to consider
in an ecological setting. From the mathematical point of view, however, it is equally easy
to consider the case of Robin or Dirichlet boundary conditions and very similar results can
be obtained.
We will investigate the existence of classical solutions of (1), i.e., functions u,v ∈
C2(Ω) ∩ C1(Ω). Since u and v correspond to population concentrations, it is natural
to limit the discussion to solutions such that u  0 and v  0. If, however, u and v are
solutions of (1) such that u(x) 0 and v(x)  0 for all x ∈ Ω but u and v are not both
identically zero, it follows easily from the maximum principle that in fact u(x) > 0 and
v(x) > 0 for all x ∈ Ω . We shall use the notation u > 0 if u(x)  0 for x ∈ Ω and u is
not identically equal to zero and u	 0 if u(x) > 0 for x ∈Ω . Thus, u > 0 if u ∈K − {0}
and u	 0 if u lies in the interior of K where K denotes the usual cone of nonnegative
functions in C(Ω).
System (1) seems to have been introduced and studied in [1] and [2] but in these papers
is discussed as a problem in optimal control. Existence and uniqueness results are given
in terms of hypotheses which are appropriate for control problems, i.e., the coefficients
are required to satisfy certain uniform bounds. We obtain more precise existence results in
terms of the principal eigenvalue of the corresponding linear system and our methods also
lead naturally to a proof of the stability of all ’small’ solutions whose existence has been
established in [2].
Although system (1) is very simple, it contains an interesting mathematical feature. It is
well-known that co-operative systems (i.e., systems like (1) where the right-hand sides are
non-decreasing in the off-diagonal terms) can be analysed by using sub and supersolution
methods and, in general, possess many of the properties of scalar semilinear equations.
Although system (1) is not co-operative, its linear part
−d1u(x)= a(x)v(x)− c(x)u(x) for x ∈Ω,
−d2v(x)= b(x)u(x)− d(x)v(x) for x ∈Ω
is and the co-operative nature of the linear system plays a key role in formulating and
helping to prove our existence and stability results for (1). A similar problem but with no
coupling in the nonlinear terms has been studied by Molina-Meyer [4].
The plan of the paper is as follows. In Section 2 we discuss the properties of co-
operative systems which we shall require. In Section 3 we establish necessary and sufficient
conditions for the existence of a positive solution of (1) in terms of the principal eigenvalue
of the associated linear system. Finally in Section 4 we obtain stability results by using
properties of co-operative systems to show that all of the eigenvalues of the linearisation
about a positive solution must be positive.
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The semilinear elliptic system
−d1u(x)= f1
(
u(x), v(x)
)
for x ∈Ω,
−d2v(x)= f2
(
u(x), v(x)
)
for x ∈Ω (2)
is said to be co-operative if v→ f1(u, v) is a non-decreasing function for any fixed u and
u→ f2(u, v) is a non-decreasing function for any fixed v. Because of maximum principle
arguments co-operative systems possess many of the properties of single semilinear elliptic
equations (see Pao [5]).
In this section we shall discuss the results we require for linear co-operative systems.
We are primarily interested in the existence of principal eigenvalues for such systems and
on the monotone behaviour of such eigenvalues with respect to coefficients of the system.
Our proofs depend on the connection between the existence of positive supersolutions
for the system and the strong maximum principle. Similar results have been obtained by
López-Gómez and Molina-Meyer [3] and Sweers [6] but we give a simple new proof of
the fact that the existence of a supersolution implies that the strong maximum principle
holds (Theorem 2.1) and include for completeness the derivation of the monotonicity result
(Corollary 2.2) which is central to the study of (1) in later sections.
Throughout the rest of this section we shall consider the co-operative system
−d1u(x)=A(x)u(x)+B(x)v(x) for x ∈Ω,
−d2v(x)= C(x)u(x)+D(x)v(x) for x ∈Ω, (3)
where A,B,C and D are continuous functions on Ω and B(x),C(x) > 0 for x ∈Ω .
Theorem 2.1. Suppose that there exist functions u0, v0 ∈ C2(Ω) ∩ C1(Ω) such that
u0 	 0, v0 	 0 and
−d1u0(x)A(x)u0(x)+B(x)v0(x) for x ∈Ω,
−d2v0(x) C(x)u0(x)+D(x)v0(x) for x ∈Ω,
∂u0
∂n
(x) 0, ∂v0
∂n
(x) 0 for x ∈ ∂Ω, (4)
where equality does not hold in all of the equations in (4). Then (3) satisfies the strong
maximum principle, i.e., if u,v ∈ C2(Ω)∩C1(Ω) such that
−d1u(x)A(x)u(x)+B(x)v(x) for x ∈Ω,
−d2v(x) C(x)u(x)+D(x)v(x) for x ∈Ω,
∂u
∂n
(x) 0, ∂v
∂n
(x) 0 for x ∈ ∂Ω, (5)
then either (i) u,v ≡ 0 on Ω or (ii) u	 0 and v	 0.
Proof. Suppose that the result is false. Then there exist u1, v1 not both identically zero
satisfying inequalities (5) but not satisfying (ii) in the conclusion of the theorem. For
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0 < t0  1 such that ut , vt 	 0 for 0 t < t0 and either ut0 or vt0 has a zero in Ω . We may
assume without loss of generality that there exists x1 ∈Ω such that ut0(x1)= 0. Then
−d1ut0(x)A(x)ut0(x)+B(x)vt0(x) for x ∈Ω (6)
and so
−d1ut0(x)−A(x)ut0(x) 0 for x ∈Ω.
Moreover, ∂ut0
∂n
(x)  0 for x ∈ ∂Ω and so it follows from the maximum principle that
ut0 ≡ 0 or ut0 	 0 on Ω . Since ut0(x1) = 0, it follows that ut0 ≡ 0. Hence, by (6), it
also follows that vt0 ≡ 0. Since u1 and v1 are not both identically zero, t0 < 1. Hence, as
ut0 = (1 − t0)u0 + t0u1 ≡ 0 and vt0 = (1 − t0)v0 + t0v1 ≡ 0, u1 and v1 equal the same
negative multiples of u0 and v0 respectively. This is impossible as u0, v0 satisfy (4) and
u1, v1 satisfy (5) and so the proof is complete. ✷
Corollary 2.1. Suppose A(x)+ B(x) < 0 and C(x)+D(x) < 0 for all x ∈Ω . Then the
co-operative system (3) satisfies the strong maximum principle.
Proof. The result follows from Theorem 2.1 by choosing u0 ≡ v0 ≡ K where K is any
positive number. ✷
Theorem 2.2. The co-operative system (3) has a principal eigenvalue, i.e., there exists
Λ ∈R and functions u,v ∈C2(Ω)∩C1(Ω) such that u,v	 0 and
−d1u(x)−A(x)u(x)−B(x)v(x)=Λu(x) for x ∈Ω,
−d2v(x)−C(x)u(x)−D(x)v(x)=Λv(x), for x ∈Ω,
∂u
∂n
(x)= 0, ∂v
∂n
(x)= 0 for x ∈ ∂Ω.
Proof. Let
X =
{(
u
v
)
∈C2+α(Ω)×C2+α(Ω): ∂u
∂n
(x)= ∂v
∂n
(x)= 0
}
and Y = Cα(Ω)×Cα(Ω). Define L :X→ Y by
L
(
u
v
)
=
(−d1u
−d2v
)
and define the matrix M(x) by
M(x)=
(
A(x) B(x)
C(x) D(x)
)
.
It is well-known that, if K > 0 is sufficiently large, then L−M +K is an invertible
operator such that (L−M +K)−1 is compact. If, moreover,K is chosen sufficiently large
to ensure that A(x)+ B(x)−K < 0 and C(x)+D(x)−K < 0 for all x ∈Ω , it follows
from Corollary 2.1 that (L−M +K)−1 is strongly positive.
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principal eigenvalue (µ say). Thus there exists u0 = ( u0v0 ) ∈ Y × Y with u0, v0 	 0 such
that (L −M + K)−1u0 = µu0. Hence (L −M)u0 = ( 1µ − K)u0 and so L −M has a
principal eigenvalue. ✷
We shall denote the principal eigenvalue of L−M by λ1(M).
Corollary 2.2. Suppose M1(x) and M2(x) are co-operative matrices (i.e., matrices with
positive entries in the off-diagonal elements) such that M1(x) M2(x) (i.e., the (i, j)th
element of M1  the (i, j)th element of M2 for all x ∈ Ω but M1(x) ≡ M2(x)). Then
λ1(M1) < λ1(M2).
Proof. There exists u0 = ( u0v0 ) ∈ X such that u0, v0 	 0 and [L−M1 − λ1(M1)]u0 = 0.
Then [
L−M2 − λ1(M1)
]
u0 =
[
L−M1 − λ1(M1)
]
u0 + (M1 −M2)u0
= (M1 −M2)u0  0
but (M1 − M2)u0 ≡ 0 and so by Theorem 2.1 the co-operative system [L − M2 −
λ1(M1)]u = 0 satisfies the strong maximum principle. Hence, if γ denotes the principal
eigenvalue for the system L−M2 −λ1(M1)I , it follows easily that γ > 0. Clearly L−M2
has principal eigenvalue λ1(M1)+ γ > λ(M1) and so λ1(M2) > λ1(M1). ✷
3. Existence and nonexistence of positive solutions
System (1) can be rewritten as
L
(
u
v
)
=M(x)
(
u
v
)
−N
(
u
v
)
, (7)
where M(x)= (−c(x) a(x)
b(x) −d(x)
)
and N :Y → Y such that
N
(
u
v
)
=
(
eu[u+ v]
f v[u+ v]
)
.
Although M(x) is a co-operative matrix, (7) is not a co-operative system. The following
well-known general theorem describes how the method of sub and supersolutions must be
modified to deal with general, possibly non-cooperative, systems such as (2).
Theorem 3.1. Suppose that there exist functions u, v,u, v ∈ C2(Ω) ∩ C1(Ω) such that
u u and v  v and, for all x ∈Ω ,
−d1u(x) f1
(
u(x), v
)
whenever v(x) v  v(x),
−d2v(x) f2
(
u,v(x)
)
whenever u(x) u u(x),
∂u
(x) 0, ∂v (x) 0 for x ∈ ∂Ω∂n ∂n
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−d1u(x) f1
(
u(x), v
)
whenever v(x) v  v(x),
−d2v(x) f2
(
u,v(x)
)
whenever u(x) u u(x),
∂u
∂n
(x) 0, ∂v
∂n
(x) 0 for x ∈ ∂D.
Then there exists a solution ( u
v
) of (2) such that u(x)  u(x) u(x) and v(x) v(x) 
v(x) for all x ∈Ω .
Usually this theorem is difficult to apply when a system is not co-operative but, as
we will show, the fact that M(x) is co-operative is of crucial importance in applying the
theorem to system (7).
We can give necessary and sufficient conditions for the existence of a positive solution.
Theorem 3.2. There exists a positive solution of system (1) if and only if λ1(M) < 0.
Proof. Suppose λ1(M) < 0. Then there exists φ1, φ2 	 0 such that (L − M)(φ1φ2 ) =
λ1(M)(
φ1
φ2
), i.e.,
−d1φ1(x)= a(x)φ2(x)− c(x)φ1(x)+ λ1(M)φ1(x),
−d2φ2(x)= b(x)φ1(x)− d(x)φ2(x)+ λ1(M)φ2(x)
and φ1 and φ2 satisfy Neumann boundary conditions.
Let ( u
v
)= ((φ1
φ2
) and ( u
v
)= (K
K
). We shall show that ( u
v
) and ( u
v
) satisfy the hypotheses
of Theorem 3.1 provided ( > 0 is chosen sufficiently small and K is chosen sufficiently
large. Let
K =max
{
maxa(x)
e
,
maxb(x)
f
}
.
Then, for all x ∈Ω , a(x)− eK  0 and so
a(x)v− c(x)u(x)− eu(x)[u(x)+ v]= [a(x)− eK]v − c(x)K − eK2
 0=−d1u(x)
whenever v  0. Similarly
−d2v(x) bu− dv(x)− f v(x)
[
u+ v(x)]
whenever u 0.
Let
(0 =min
{
mina(x)
emaxφ1(x)
,
minb(x)
f maxφ2(x)
}
.
Then, when ( < (0, a(x)− (eφ1(x)  0 and b(x)− (f φ2(x)  0 for all x ∈ Ω . Hence,
when ( < (0, u(x)= (φ1(x) and v  (φ2(x) we have
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[
u(x)+ v]
= ([−d1φ1 + c(x)φ1 − a(x)φ2]+ a(x)[(φ2(x)− v]+ e(φ1(x)[(φ1(x)+ v]
= (λ1(M)φ1(x)+ (a(x)φ2(x)−
[
a(x)− (eφ1(x)
]
v + (2e[φ1(x)]2
 (λ1(M)φ1(x)+ (a(x)φ2(x)−
[
a(x)− (eφ1(x)
]
(φ2(x)+ (2e
[
φ1(x)
]2
= (λ1(M)φ1(x)+ (2eφ1(x)
[
φ1(x)+ φ2(x)
]
< 0
when ( is sufficiently small.
Similarly, when v(x)= (φ2(x), u (φ1(x) and ( is sufficiently small, we have
−d2v(x)− b(x)u+ d(x)v(x)+ f v(x)
[
u+ v(x)]< 0
for all x ∈Ω .
Hence, by Theorem 3.1, there exists a positive solution of system (1).
Suppose now that system (1) has a solution ( u0
v0
)with u0, v0 	 0. Then ( u0v0 ) is a solution
of the system
−d1u(x)+
[
c(x)+ eq(x)]u(x)− a(x)v(x)= 0 for x ∈Ω,
−d2v(x)− b(x)u(x)+
[
d(x)+ f q(x)]v(x)= 0 for x ∈Ω,
∂u
∂n
(x)= ∂v
∂n
(x)= 0 for x ∈ ∂Ω,
where q(x)= u0(x)+ v0(x). Hence ( u0v0 ) may be regarded as the principal eigenfunction
corresponding to the principal eigenvalue λ= 0 of the system (L−Mq(x))u= 0 where
Mq(x)=
(−c(x)− eq(x) a(x)
b(x) −d(x)− f q(x)
)
.
Hence λ1(Mq)= 0. As Mq M but Mq ≡M , it follows from Corollary 2.2 that λ1(M) <
λ1(Mq)= 0 and the proof is complete. ✷
4. Stability of solutions
It is well-known that a steady state solution u0 of the corresponding time-dependent
system
ut = Lu−Mu+N(u)
is stable if all the eigenvalues of the linearized operator L−M +N ′( u0), where N ′( u0)
denotes the Frechet derivative of N at u0, have positive real part. Our final theorem shows
that all ‘small’ positive solutions are stable.
Theorem 4.1. If ( u0
v0
) is a solution of (1) such that 0 < u0(x) < mina(x)e and 0 < v0(x) <
minb(x) for all x ∈Ω , then ( u0 ) is stable.
f v0
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Since N ′( u0) corresponds to multiplication by the matrix(
2eu0(x)+ ev0(x) eu0(x)
f v0(x) f u0(x)+ 2f v0(x)
)
,
it follows that
L−M(x)+N ′( u0)= L− M̂(x)
where
M̂(x)=
(−c(x)− 2eu0(x)− ev0(x) a(x)− eu0(x)
b(x)− f v0(x) −d(x)− f u0(x)− 2f v0(x)
)
.
Since
u0(x) <
mina(x)
e
and v0(x) <
minb(x)
f
,
L − M̂(x) is a co-operative system and so has a principal eigenvalue λ1(M̂) such that
Reλ λ1(M̂) for all other eigenvalues λ. Thus it suffices to prove that λ1(M̂) > 0.
Since ( u0
v0
) is a solution of (1),
−d1u0 =
[−c(x)− eu0(x)]u0(x)+ [a(x)− eu0(x)]v0(x),
−d2v0 =
[
b(x)− f v0(x)
]
u0(x)+
[−d(x)− f v0(x)]v0(x),
i.e., L(u0
v0
)−M0(x)(u0v0 )= 0 where
M0(x)=
(−c(x)− eu0(x) a(x)− eu0(x)
b(x)− f v0(x) −d(x)− f v0(x)
)
.
Hence ( u0
v0
) is a principal eigenfunction of the system L − M0(x) corresponding to
the principal eigenvalue 0, i.e., λ1(M0) = 0. Since M̂(x) M0(x) but M̂(x) ≡M0(x),
λ1(M̂) > λ1(M0)= 0 and the proof is complete. ✷
It is proved in [2] that all positive solutions are ‘small’ in the sense that u0(x) < mina(x)e
and v0(x) < minb(x)f provided that a certain further hypothesis (H1) is satisfied. We use
the fact that solutions are small only to conclude that the matrix M̂(x) is co-operative
which is required in our proof to obtain the existence and monotone behaviour of principal
eigenvalues. It seems reasonable to conjecture that all positive solutions of (1) are stable.
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