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ABSTRACT

A coupled thermal-mechanical finite element analysis is performed in order to simulate
orthogonal cutting of normalized steels. The Johnson-Cook cook material and damage
parameters are utilized to define the behavior and failure of the material. Four cases are
simulated with workpiece materials of A2024-T351, AISI 1045, AISI 4140, and AISI 9310. The
numerical results include the average cutting force, residual stresses and strains, chip
morphology, and tool temperature. These results are summarized for each of the four cases and
validated with experimental results found in literature. This study looks at optimizing the
Johnson-Cook damage parameter D2 for steel materials in order to reduce model instabilities, and
produce more accurate chip morphology. To better understand the influence certain input
parameters have on output results within the finite element models, correlation analysis is
performed for the AISI 9310 material. The outcomes of this correlation analysis both provide
new data, as well as support the influence the Johnson-Cook damage parameter D2 has on the
chip morphology. The results of this study indicate that the developed models have a high level
of accuracy as the numerical predictions show agreement with observations collected in
experiments carried out in open literature.
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CHAPTER 1: INTRODUCTION

1.1

Background

The manufacturing process of machining is a widely researched field in which numerous
experimental observations and numerical simulations have been developed. The basis of much of
this research is focused on understanding the machining process, and developing tools to
accurately predict a variety of outputs. One of the earliest analytical models describing metal
cutting was developed by Merchant (Merchant, 1945), who proposed a simple model following
the shear angle approach. The finite element method was first used in modeling machining
processes by Klamecki, who used the Lagrangian formulation (Klamecki, 1973). Other early
researchers who developed finite element models to study machining processes includes work by
Strenkowski and Carroll (Strenkowski and Carroll, 1985), Usui and Shirakashi (Usui & Shirakashi,
1982), and Iwata et al (Iwata, Osakada, & Terasaka, 1984). Komvopoulos and Erpenbeck
developed an orthogonal metal cutting finite element model in order to study chip formation
(Komvopoulos and Erpenbeck, 1991). Their work emphasized the effects of factors on the cutting
process such as friction at the machining interface, tool wear, and plastic flow of the workpiece
material. More recent work by Zouhar and Piska studied the effects of different tool geometries
on outputs for an orthogonal finite element machining model (Zouhar & Piska, 2008). They looked
at chip morphology, stress, strain, and temperature for a range of tool rake angles, friction
coefficients, and cutting edge radii. Their findings included a relation between the rake angle and
an increase in cutting forces, as well as larger chip thickness and shear angles with larger rake
angles. Umbrello et al. studied the impact of Johnson-Cook material model constants on finite
element modeling of orthogonally cut 316L steel (Umbrello, M'Saoubi, & Outeiro, 2007). They
1

took five different sets of material constants published in literature, and analyzed the effects on
experimental and predicted outputs such as residual stresses, temperature, chip morphology, and
cutting forces. They observed that all outputs were sensitive to the Johnson-Cook material model
constants, with residual stresses being particularly very sensitive.
1.2

Scope of Study

This research focuses on the determination of distortions and residual stresses resulting from the
machining of steel to produce aerospace parts. This study will use Finite Element Modeling to
simulate the machining process and optimize process parameters to reduce distortions and
residual stresses so that a high quality part may be obtained. A range of materials are studied
here including A2024-T351, AISI 1045, AISI 4140, and AISI 9310. The purpose of this is to
refer to the large amount of literature and experimental results for A2024 material, and apply the
validated modeling approach to steel material models, where less literature results are available.
Following this approach, this study has found that there is a lack of literature on appropriate
damage formulation for Johnson Cook damage parameters. Conventional Johnson-Cook damage
parameters lead to numerical instability within the finite element model, as well as inaccurate
chip formations, as will be discussed later. Ultimately, there is a need for the optimization of
Johnson-Cook damage parameters for steel finite element cutting simulations, and these damage
parameters need to be tailored for each workpiece material.
Additionally, this study is very interested in creating a finite element model which accurately
predicts machining outputs in order to identify areas of residual stress and distortion, and in turn
optimize the machining input parameters to reduce these. To supplement this, a correlation
analysis is performed in order to determine how certain finite element model inputs may affect
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outputs, and understand which parameters have the strongest impact on outputs. Ultimately, this
research will benefit the manufacturing industry with the understanding of how certain
processing parameters may positively or negatively influence the distortions and residual stresses
left behind in the parts they machine.
1.3

Motivation

The manufacturing process of machining is a widely researched field in which numerous
experimental observations and numerical simulations have been developed. The basis of much of
this research is focused on understanding the machining process, and developing tools to
accurately predict a variety of outputs. In turn, this understanding could then be transferred to the
manufacturing industry whereby manufacturing processes can be optimized for lower costs, and
higher performing parts.
1.4

Thesis Structure

The second chapter of this thesis reviews the literature encompassing modeling orthogonal
cutting processes. This includes the development of the orthogonal cutting model, early
analytical models, finite element formulation, constitutive models, and chip separation. Chapter
3 discusses the material models utilized in this study. Chapter 4 describes the finite element
formulation this study follows. Chapter 5 introduces results and a discussion on their
significance. Chapter 6 presents results of an uncertainty quantification analysis for this study.
Chapter 7 concludes this thesis and provides recommendations for future research.
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CHAPTER 2: LITERATURE REVIEW

2.1 Introduction

As presented in Chapter 1, this study will focus on the finite element modeling of 2D orthogonal
cutting. A basic understanding of orthogonal machining as well as its defining models and
equations to describe its behavior is needed. This chapter will review previous works in the area
of orthogonal cutting models and related analytical models for orthogonal cutting. It will also
include review of finite element formulations, constitutive models, and methods of chip
separation utilized in previous works of literature.
2.2 Orthogonal Cutting Model

Orthogonal cutting models are used throughout literature and provide a means for simplification
of modeling turning processes. A typical 3D turning process, as shown in Figure 2.1 below,
consists of a tool, which displaces by a feed, or axial distance that is relative to the workpiece.
This cuts the radius of the workpiece by the depth of cut, as the workpiece rotates.

Figure 2.1: Schematical representation of typical 3D turning process
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Modeling this process in 3-dimensions gets very complicated, and when doing so with a finite
element model, becomes computationally expensive. An orthogonal cutting model is widely
used in research pertaining to machining manufacturing processes. Such a model was proposed
very early on by Ernst et al. (Ernst & Merchant, 1941). Orthogonal cutting models are useful as
they allow simplification from 3D to 2D, and produce chips in the plane strain condition, thereby
eliminating many independent variables from the problem. This thesis will focus on simulating
machining processes for a variety of materials utilizing a 2D orthogonal cutting model.
Merchant coined the term “orthogonal cutting” which covers the event where the cutting tool
creates a plane surface parallel to the original plane surface of the material being cut. This
definition includes the cutting edge as being perpendicular to the direction of relative motion of
both the tool and workpiece (Merchant, 1945). Shirakashi et al. are among the first researchers
to develop an orthogonal metal cutting finite element simulation capable of predicting quantities
such as shear angle, cutting forces, and stress and strain distributions (Shirakashi & Usui, 1976).
Figure 2.2 displays a 2D orthogonal cutting model geometry where the material being removed
represents the feed and the depth of cut is represented by the thickness of material.

Figure 2.2: 2D orthogonal machining process
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As previously mentioned, Ernst and Merchant first proposed an orthogonal machining model to
capture machining manufacturing processes (Ernst & Merchant, 1941). Later in 1945, Merchant
published work outlining the Merchant circle diagram, a model which was based on the 2D
cutting process with a homogeneous workpiece material. The model consisted of three
assumptions, which followed that only a continuous chip was formed with no built up edge, the
model was under the plane strain condition, and the tool had an infinitely sharp cutting edge
(Merchant, 1945).

Figure 2.3: Merchant circle diagram

The Merchant circle diagram can be seen in Figure 2.3 where it shows the cutting force, Fc , and
the thrust force Ft . The shear force Fs is located along the shear plane while the normal shear
force Fn is perpendicular to the shear plane. The friction force Fr is located along the tool rake
face, and finally the normal friction force N is perpendicular to the tool rake face. The resultant
force, R is shown as well. The angles α, β, and φ represent the tool rake angle, the friction angle,
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and the shear angle respectively. Equations defining the analytical relationships between the
force values can be seen below as
𝐹𝑟 = 𝐹𝑐 𝑠𝑖𝑛𝛼 + 𝐹𝑡 𝑐𝑜𝑠𝛼

(2.1)

𝑁 = 𝐹𝑐 𝑐𝑜𝑠𝛼 − 𝐹𝑡 𝑠𝑖𝑛𝛼

(2.2)

𝐹𝑠 = 𝐹𝑐 𝑠𝑖𝑛∅ − 𝐹𝑡 𝑠𝑖𝑛∅

(2.3)

𝐹𝑛 = 𝐹𝑐 𝑠𝑖𝑛∅ + 𝐹𝑡 𝑐𝑜𝑠∅

(2.4)

Following Merchant’s circle, Equation 2.1 shows how the friction force can be obtained in terms
of the cutting force, thrust force and the tool rake angle (Merchant, 1945). Similarly, Equation
2.2 shows how the normal friction force is obtained in terms of the cutting force, thrust force and
the tool rake angle. Equation 2.3 shows how the shear force is determined in terms of the cutting
force, thrust force, and shear angle. The normal shear force, obtained in Equation 2.4, is
determined similarly. The cutting force and feed force are values that must be obtained
experimentally with the use of a dynamometer. The analytical model proposed by Ernst and
Merchant will be discussed further in the next section.

2.3 Analytical Models for Orthogonal Cutting

2.3.1 Ernst & Merchant Model

Ernst and Merchant are considered to be the first researchers to develop a complete analysis of
calculating the angle of cutting (Ernst & Merchant, 1941). In their analysis, the following
assumptions are made that the chip is a rigid body, the chip is under the influence of forces from
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shear surface and contact surface between the chip and tool, and the shear angle is assumed to
make the least work in the cutting process. Based off this theory, they developed the following
equation to calculate the shear angle:
1 𝜋

∅ = 2 ( 2 + 𝛼 − 𝛾)

(2.5)

Where ∅ is the shear angle, 𝛾 is the friction angle, and 𝛼 is the rake angle of the tool (Ernst &
Merchant, 1941). Due to problems with some of the assumptions made, work-hardening strain
as well as strain rate are not considered. Merchant later modified this equation to include the
material dependent constant, C, in the shear angle equation below:
1

∅ = 2 (𝐶 + 𝛼 − 𝛾)

(2.6)

However, the Ernst and Merchant model is still considered oversimplified, and many attempts
have been made by other researchers to improve this model (Ernst & Merchant, 1941).
2.3.2 Lee & Schaffer Model

Lee and Schaffer are the first researchers to create the slip-line model for chip formation (Lee &
Schaffer, 1951). A slip line is defined as a curve where maximum shear stress is tangent along
the length. The slip line field theory they developed assumes plain strain conditions and two
orthogonal directions. The directions vary at every point, and shear stresses are considered
maximum here. Their model also assumed that the slip line field was triangular, and located
adjacent to the geometry cutting edge. Further assumptions include that the material in front of
the tool acts as an ideal plastic mass, no hardening in the chip occurs, and a shear plane exists
which separates the chip and workpiece. Based off these assumptions, they developed the
following equation for the shear angle:
8

𝜋

∅ = 4+𝛼−𝛾

(2.7)

Lee and Schaffer’s model did not include work hardening, as well as inertial and thermal effects
(Lee & Schaffer, 1951). As with the Ernst and Merchant model, Lee and Schaffer’s model has
since been modified by other researchers attempting to improve the method.
2.3.3 Oxley’s Model
Oxley’s model is based off the work done by Oxley and Welsh who introduced a parallel-sided
shear zone model in analyzing orthogonal cutting (Oxley & Welsh, 1963). Oxley’s model is
based off experimental data and material test results, which allowed for the consideration of
effects from strain hardening, strain rate hardening, and thermal softening. This model assumed
that the primary shear zone thickness was a tenth of the length of the shear zone. It also assumed
that plastic flow patterns occurred in this zone. Based off this model, the shear angle is
calculated by:
𝑐𝑜𝑠𝛼

𝑡𝑎𝑛∅ = 𝑎𝑐ℎ
𝑎𝑐

−𝑠𝑖𝑛𝛼

(2.8)

Where 𝛼 is the tool rake angle, 𝑎𝑐ℎ is the machined chip thickness, and 𝑎𝑐 is the unmachined chip
thickness (Oxley & Welsh, 1963). Oxley and Welsh show that the predicted and experimental
values of the shear angle are in good agreement. Their theory also predicts that for a given rake
angle and friction angle, decreasing the cutting speed or increasing the depth of cut results in a
decrease in the shear angle. This prediction matches their experimental results. While this
model shows very good agreement with predicted and experimental results, there is a drawback
in applying the model as they require stress/strain data at a variety of temperatures and strain
rates during machining.
9

2.4 Finite Element Formulation

Three commonly used finite element formulations of Lagrangian, Eulerian, and Arbitrary
Lagrangian Eulerian are used with finite element machining models. Each formulation has its
advantages and disadvantages that will be discussed along with which formulation is most
popularly used today.
2.4.1 Lagrangian Formulation

The Lagrangian formulation is one of the most popular methods used in finite element modeling,
and is utilized in the current study. This method assumes that mesh is attached to the geometry,
and will deform with the material. In Lagrangian formulation, there exists Updated and Total
Lagrangian formulation methods. To explain the difference between the two methods, one can
describe them in terms of the initial and reference configurations where a configuration is simply
a snapshot of the set of motions of all particles at a time t. The initial configuration is defined as
the origin where the configuration is undeformed and there have been no displacements. The
reference configuration is the configuration which steps of computations are carried out in an
incremental solution process. The Total Lagrangian formulation differs from the Updated
Lagrangian formulation as the initial configuration is the reference configuration and derivatives
and integrals are taken with respect to the initial configuration at time 0. Differently, with
updated Lagrangian, the previous configuration is the reference configuration, and derivatives
and integrals are taken with respect to the configuration at time t.
When using the Lagrangian formulation, a small predefined line of geometry is included right
below the chip and is defined with damage criterion. During cutting, this small line of geometry
will be deleted as the tool cuts through the workpiece. This allows for the formation of the chip
10

to occur on its own without the creation of initial chip geometry. Limitations of this method
include large element distortions occurring during simulation. Some methods researchers use to
overcome distortion problems include using pre-distorted mesh, or using remeshing techniques.
Researchers utilizing the Lagrange formulation, like Shih et al., and Lin et al., have adopted the
use of pre-distorted mesh to avoid element distortion problems during simulation (Lin & Lo,
2001) (Shih & Yang, 1993). Others like Baker, and Yen et al, have utilized methods which
incorporate remeshing during simulation to reduce distortions (Baker M. , 2003) (Baker M. ,
2006) (Yen, Jain, & Altan, 2004).
The finite element method was first used in modeling machining processes by Klamecki, who
used the Lagrangian formulation (Klamecki, 1973). Strenkowski et al. used an updated
Lagrange formulation with plane strain conditions in modeling orthogonal cutting (Strenkowski
& Carroll, A finite element model of orthogonal metal cutting, 1985). Additionally, they
included a friction model defined along the tool rake face as well as a simplified adiabatic
heating model. They are among the very beginning researchers to employ a modeling technique
that uses a parting line between the geometry of the chip and workpiece in order to simulate chip
formation. Researchers such as Baker, who utilized the Lagrangian formulation, included
adaptive remeshing to reduce distortions. Baker used this formulation with their machining
model in order to study the influence of the material law used on chip formation for titanium
alloys at high cutting speeds. This model was simplified and neglected friction and
thermal/mechanical properties of the tool (Baker M. , 2003). Similarly, Ng utilized the
Lagrangian formulation paired with element deletion and adaptive remeshing in
ABAQUS/Explicit. Utilizing this formulation, they successfully simulated both continuous and
segmental chip formation of machined AISI H13 (Ng, 2002). Continuous and adaptive
11

remeshing was utilized by Marusich and Ortiz whose model captures an observed transition from
continuous to segmented chip as tool speed in increased (Marusich & Ortiz, 1995). Their
simulation included a fracture model that allowed for arbitrary crack initiation as well as
propagation in the shear-localized chips.

2.4.2 Eulerian Formulation

The Eulerian formulation differs from that of the Lagrangian formulation as instead of the mesh
deforming with the material, the mesh is considered fixed spatially and the material flows
through the mesh. This formulation has an advantage over that of the Lagrangian formulation, as
it does not create mesh distortion. However, this leads to no element separation including chip
breakage, and may not be as accurate in predicting chip morphology. Another limitation to this
approach is that while no chip separation criteria needs to be defined, initial chip geometry must
be assumed.
Raczy et al. is among researchers who have used the Eulerian formulation with their machining
finite element model. Their model predicted the stress and strain distributions of a commercial
purity copper workpiece which was orthogonally machined (Raczy, Elmadagli, Altenhof, &
Alpas, 2004). This model relied on prior knowledge of the chip/tool contact length and chip
geometry. Other researchers who have applied the Eulerian formulation to their finite element
model include Akarca et al. who created an Eulerian and smoothed particle hydrodynamics
(SPH) model to simulate machining of 1100 Al (Akarca, Song, Altenhof, & Alpas, 2008). Both
models showed good correlation with the experimentally obtained stress and strain distributions
when the exponential material type behavior was assumed within the model. Carroll III and
Strenkowski created two models to simulate the orthogonal machining of Al2024-T361. The
12

first model utilized updated Lagrangian formulation while the second model employed the
Eulerian formulation by treating the regions close to the cutting tool as Eulerian flow fields
(Carroll III & Strenkowski, 1988) . By this method, the material passing through the field was
modeled as viscoplastic. The results of both models showed good correlation when compared
with experimentally measured tool forces. Later, Strenkowski and Athavale created a partially
constrained Eulerian finite element model for orthogonal machining. They utilized a constrained
free surface algorithm where the chip thickness was constrained to be uniform along the length
of the chip. Results of this model showed good agreement between the measured and model
predicted tool forces and chip thicknesses (Strenkowski & Athavale, 1997).

2.4.3 Arbitrary Lagrangian Eulerian Formulation

The Arbitrary Lagrangian Eulerian formulation, known as ALE formulation, is a method that
combines the benefits of the Eulerian and Lagrangian methods into a hybrid technique. When
using this formulation, it allows for part of the mesh to be defined with Lagrangian formulation,
and other parts with Eulerian formulation. Where the Lagrangian formulation is defined under
the ALE method, the boundary and interface nodes will be coincident with the material points
and deform with the material. Where the Eulerian formulation is applied under the ALE method,
the internal nodes of the geometry will be considered fixed spatially and the material will flow
through the mesh. This allows this region to overcome problems with mesh deformation.
Olovsson et al. are among the first researchers to model a 2D machining finite element model
with the ALE formulation (Olovsson, Nilsson, & Simonsson, 1999). They developed what is
referred to as a ‘crack element’ to work with their ALE formulation to treat the work material
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fracture. Utilizing the ALE formulation, it allowed for flow boundary conditions where only a
small part of the workpiece geometry near the tool tip needed to be modeled. It is important to
note that this research drew no conclusions regarding the quality of the results obtained.
Movahhedy et al. published findings of an example-cutting model using the ALE formulation
with the purpose of demonstrating the capabilities and potential of this method (Movahhedy,
Gadala, & Altintas, 2000). They conclude that this method is the most efficient as no node
separation criterion in required, chip formation can be obtained, no iterative adjustments to
boundaries are needed, and density of mesh around the tool tip is not required to be very high.
Ozel and Zeren employ the ALE formulation with pure Lagrangian boundaries and adaptive
meshing in simulating the orthogonal machining of AISI 4340 steel with a round edged tool
(Ozel & Zeren, 2006). Applying this technique allowed the material to flow around the round
edge of the cutting tool to demonstrate the physical process. Their results indicated that the
round edge tool geometry had a large influence on stress and temperature fields of the
workpiece.
2.5 Constitutive Models

A constitutive model is a model made up of governing equations, which describe a materials
response to different loading conditions such as mechanical or thermal. They provide the stressstrain relationship to develop the governing equations of the material’s response during
machining. An accurate and well-developed constitutive model is critical for obtaining accurate
results from finite element modeling of orthogonal machining. Some of the most popularly used
constitutive models used for finite element machining simulations include the Zerilli-Armstrong
model, Oxley’s model, and the Johnson-Cook model.
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2.5.1 Zerilli-Armstrong Model

Zerilli and Armstrong developed constitutive relations derived from dislocation mechanics that
incorporated the effects of strain hardening, strain-rate hardening, thermal softening, and
microstructural effects (Zerilli & Armstrong, 1987). Based off their work, two constitutive
equations were developed, one for face-centered cubic metals, and the other for body-centered
cubic metals, as it was found that the response of these materials were significantly different.
The constitutive equation to capture the flow stress for face-centered cubic materials was defined
as
𝜀̇

𝜎 = 𝐶0 + 𝐶2 𝜀 −1⁄2 exp (−𝐶3 𝑇 + 𝐶4 𝑇𝑙𝑛 𝜀̇ )
0

(2.9)

where 𝜎 is the flow stress, 𝐶0 is the component of stress accounting for dislocation density of the
flow stress, 𝐶2 -𝐶4 are material constants, and 𝑇 is the absolute temperature (Zerilli & Armstrong,
1987). This equation assumes that the strain dependence on the flow stress is affected by both
the strain rate and temperature. The constitutive equation to capture the flow stress for bodycentered cubic materials was defined as
𝜀̇

𝜎 = 𝐶0 + 𝐶1 exp (−𝐶3 𝑇 + 𝐶4 𝑇𝑙𝑛 𝜀̇ ) + 𝐶5 𝜀 𝑛
0

(2.10)

where 𝜎 is the flow stress, 𝐶0 is the component of stress accounting for dislocation density of the
flow stress, 𝐶1 , 𝐶3 , 𝐶4 , 𝐶5 , and 𝑛 are material constants, and 𝑇 is the absolute temperature (Zerilli
& Armstrong, 1987). This equation assumes that the strain dependence on the flow stress is not
affected by both the strain rate and temperature.
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2.5.2 Oxley’s Model

Oxley and Young developed a constitutive equation to represent the material flow stress
for carbon steel material (Oxley & Young, 1990). The equation uses the power law and
is expressed as
𝜎 = 𝜎1 𝜀 𝑛

(2.11)

where 𝜎 is the flow stress, 𝜎1 is the materials flow stress when strain equals 1, and n is
the strain hardening exponent (Oxley & Young, 1990). MacGregor and Fisher utilized
Oxley’s flow stress equation (MacGregor & Fisher, 1946). They built upon the theory
and added a velocity modified temperature equation in which the constants 𝜎1 and n from
Oxley’s equation depended on the velocity-modified temperature. This equation took the
form
𝜀̇

𝑇𝑚𝑜𝑑 = 𝑇(1 − 𝑣𝑙𝑜𝑔 𝜀̇ )

(2.12)

0

Where 𝑇𝑚𝑜𝑑 is the velocity modified temperature, and 𝑣 and 𝜀̇0 are constants based on the
workpiece material.
2.5.3 Johnson-Cook Model

Johnson and Cook developed a constitutive model and presented data for materials which are
subjected to large strains, high strain rates, and high temperatures (Johnson & Cook, 1993).
They obtained data for the material constants in the constitutive equation based on torsion tests
which were applied over a large range of strain rates. They also performed static tensile tests,
dynamic Hopkinson bar tensile tests, and Hopkinson bar tests at elevated temperatures. Their
model was evaluated through comparison of data from cylinder impact tests against
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computational results, and good agreement was obtained. The model included strain hardening,
strain rate hardening, and thermal softening effects. The flow stress is expressed as
𝜀̅̇

𝜎 = (𝐴 + 𝐵𝜀̅𝑛 ) [1 + 𝐶𝑙𝑛 (̅̅̅
)] [1 − (𝑇
𝜀̇
0

𝑇−𝑇𝑟𝑜𝑜𝑚
𝑚𝑒𝑙𝑡 −𝑇𝑟𝑜𝑜𝑚

𝑚

) ]

(2.11)

where the model constants A, B, C, n, and m are the material yield strength, hardening modulus,
coefficient of strain rate sensitivity, hardening coefficient, and thermal softening coefficient
respectively (Johnson & Cook, 1993). Results obtained by finite element modeling are
extremely sensitive to the value of Johnson-Cook constants, and careful experimental procedures
must be undertaken to derive appropriate constants for different materials. Breaking down the
constitutive equation, the first term, (𝐴 + 𝐵𝜀̅𝑛 ), is the elastic plastic term, which represents the
𝜀̅̇

strain hardening of the material. The second term, [1 + 𝐶𝑙𝑛 (̅̅̅
)], is the viscosity term. This
𝜀̇
0

shows that when the material is exposed to high strain rates, flow stress of the material increases.
The last term, [1 − (𝑇

𝑇−𝑇𝑟𝑜𝑜𝑚
𝑚𝑒𝑙𝑡 −𝑇𝑟𝑜𝑜𝑚

𝑚

) ], is the temperature softening term. Based off the equation

setup, one can see the model’s assumption that the flow stress value is independently affected by
strain, strain rate and temperature.
2.6 Chip Separation

Element deletion is one form of a chip separation technique where a sacrificial element layer
located underneath the chip geometry is included. As the tool cuts through this sacrificial
element layer, elements are deleted based on defined criteria such as critical energy density,
effective plastic strain, or damage criterion. One of the first approaches to use damage criterion
for chip separation was employed by Ceretti et al (Ceretti, Fallbohmer, Wu, & Altan, 1996).
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They applied Cockroft and Latham damage criterion to their machining model which is defined
by the following equation
𝜎∗

𝜀

𝐶𝑖 = ∫0 𝑓 𝜎̅( 𝜎̅ )𝑑𝜀̅

(2.12)

Where 𝐶𝑖 is the critical damage value obtained through experimental measurement such as the
uniaxial tensile test, 𝜀𝑓 is the failure strain, 𝜀̅ is the effective strain, 𝜎̅ is the effect stress, and 𝜎 ∗
is the maximum stress (Cockcroft & Latham, 1996). Material damage and element deletion
occurs when 𝐶𝑖 exceeds a defined critical value. Similarly, the study undertaken in this thesis
uses the Johnson Cook damage model where element deletion is based on the critical value of
fracture energy. This model will be discussed further in Chapter 3.

Another geometry based chip separation criteria of node separation is utilized to simulate chip
separation during machining. This is defined by a parting line of geometry where upper and
lower nodes of the workpiece (i.e. top chip and machined workpiece nodes) are coincident and
constrained to move together during machining. A distance between the tool tip and workpiece
node ahead of it is defined where when this distance becomes smaller than a predefined
threshold value, the upper and lower nodes are separated from one another. Researchers such as
Komvopoulos and Erpenbeck employed this method (Komvopoulos & Erpenbeck, Finite
element modeling of orthogonal metal cutting, 1991) . They emphasized that the threshold
distance utilized must be carefully selected to avoid problems such as distortion and numerical
instability.
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CHAPTER 3: MATERIAL MODELS

3.1 Johnson-Cook Material Model

In this study, the Johnson-Cook constitutive material model is implemented during the finite
element simulation of orthogonal metal cutting (Johnson & Cook, Fracture characteristics of three
metals subjected to various strains, strain rates, temperatures and pressures, 1985). The model is
useful in processes that undergo high strains and strain rates, have a temperature dependency, and
include visco-plastic deformation.

The Johnson Cook constitutive equation below gives

equivalent stress as a function of plastic strain, strain rate and temperature:
𝜀̅̇

𝜎̅ = (𝐴 + 𝐵𝜀̅𝑛 ) [1 + 𝐶𝑙𝑛 (̅̅̅
)] [1 − (𝑇
𝜀̇
0

𝑇−𝑇𝑟𝑜𝑜𝑚
𝑚𝑒𝑙𝑡 −𝑇𝑟𝑜𝑜𝑚

𝑚

) ]

(3.1)

Here, the model constants A, B, C, n, and m are the material yield strength, hardening modulus,
coefficient of strain rate sensitivity, hardening coefficient, and thermal softening coefficient
respectively. The Johnson-Cook parameter values for A2024-T351, AISI 1045, and AISI 4140
are summarized in Table 3.1. Utilizing the constitutive equation, the flow stress behavior of
various materials is plotted in Figure 3.1 below for comparison.
Table 0.1:Published Johnson-Cook Constitutive Material Parameters
Constitutive Parameters
A2024-T351
(Mabrouki et al., 2008)
AISI 1045
(Duan & Zhang, 2012)
AISI 4140
(Pantale et al., 2004)
AISI 9310

A (MPa)
352

B (MPa)
440

N
0.42

C
0.0083

m
1

553.1

600.8

0.234

0.0134

1

595

580

0.133

0.023

1.03

456

510

0.26

0.014

1.03
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Johnson Cook Stress-Strain Curves
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0.06
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0.1
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0.16

0.18

0.2

Strain

Figure 3.1: Johnson-Cook stress-strain curves for various materials

3.2 Johnson-Cook Damage Model

In order to capture chip formation due to damage initiation, the Johnson-Cook damage model is
adopted. This damage model assumes the equivalent strain at failure follows the form
𝜀̅̇

𝑝

𝜀̅𝑓 = [𝐷1 + 𝐷2 exp (𝐷3 𝜎̅)] [1 + 𝐷4 𝑙𝑛 (̅̅̅
)] [1 + 𝐷5 (𝑇
𝜀̇
0

𝑇−𝑇𝑟𝑜𝑜𝑚
𝑚𝑒𝑙𝑡 −𝑇𝑟𝑜𝑜𝑚

)]

(3.2)

Where D1-D5 are empirical damage parameters summarized in Table 3.2. Damage is considered
to be initiated in an element when the damage indicator, 𝜔 exceeds 1. This is defined below as
∆𝜀̅̇

𝜔 = ∑ ̅̅̅
𝜀
𝑓

(3.3)

Where ∆𝜀̅̇ is the equivalent strain calculated at each increment of the finite element simulation.
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Table 0.2: Johnson-Cook Damage Parameters
Constitutive Parameters
A2024-T351
(Mabrouki et al., 2008)
AISI 1045
(Vaziri et al., 2010)
AISI 4140
(Pantale et al., 2004)
AISI 9310

D1
0.13

D2
0.13

D3
-1.5

D4
0.011

D5
0

0.05

4.22

-2.73

0.0018

0.55

1.5

3.44

-2.12

0.002

0.1

--

--

--

--

--

In order to visualize the damage behavior of ductile metals, Figure 3.1 displays the typical
uniaxial stress-strain response for metal materials. Looking at the graph, the section denoted
from points a to b show an initial linear elastic behavior of the material. Following this, we see
plastic yielding with strain hardening from points b to c. Point c marks the onset of damage and
is referred to as the damage initiation. The equivalent plastic strain at the onset of damage is
indicated on the graph as 𝜀̅0𝑖 . Between points c to d, the metal material’s load carrying capacity
is reduced until final fracture occurs at point d. This region is governed by damage evolution
which is described in equations below. In the absence of damage, the material response would
follow the curve between points c and d’.
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Figure 3.2:Typical uniaxial stress-strain response for metal material (Abaqus Analysis
User's Guide, Version 6.11)

3.3 Chip Serration and Separation Criterion

Within the finite element model, the geometry of the replicated workpiece was split into three
sections – the uncut chip, separation zone, and the unmachined workpiece. This allows for a
more accurate definition of Johnson Cook damage as the fracture energy values for chip serration
and chip separation can now be defined individually. The uncut chip where serration occurs is
defined with an exponential damage evolution as well as a higher fracture energy value, Gf,
while the separation zone is defined with linear damage and by uf, the displacement at failure.
The reason for the fracture energy value at the serration zone being higher than the value at the
separation zone is that localization leads to increased ductility in the shear bands. Fracture
energy is calculated from the equation below which considers chip separation as the mode I
fracture and the chip serration as the mode II fracture (Mabrouki et al., 2008). Mode I can be
seen in Figure 3.2 as a tensile mode, or opening mode which is perpendicular to the plane of
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fracture and is defined for the separation zone of the geometry. Mode II is a sliding mode
parallel to the plane of fracture and is defined for the chip geometry.

(𝐺𝑓 )𝐼,𝐼𝐼 =

1−𝑣 2
𝐸

(𝐾 2 𝐼𝑐,𝐼𝐼𝑐 )

(3.4)

Where 𝐾𝐼𝑐,𝐼𝐼𝑐 is the fracture toughness defined for the chip serration and separation. The fracture
energy value is utilized in calculating uf, the displacement at failure by the following equations:
𝑢𝑓 = 2

𝐺𝑓,𝑟𝑒𝑑𝑢𝑐𝑒𝑑
𝜎𝑦0

Where the reduced fracture energy is obtained from: Gf, reduced=0.4*Gf.

Figure 3.3: Fracture modes I and II during orthogonal cutting
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(3.5)

CHAPTER 4: FINITE ELEMENT FORMULATION

4.1 General Finite Element Model

Finite element models are created in ABAQUS/Explicit in order to simulate 2D orthogonal
machining processes. Varying materials which have previously had turning processes simulated
before are looked at including A2024-T351, AISI 1045, and AISI 4140. Additionally, AISI 9310
is simulated, which has had no previous simulations performed and no published Johnson-Cook
model data. The general physical properties for these materials as well as the cutting tool is
summarized in Table 4.1 below.
The models are run as a coupled thermal-mechanical analyses in order to include thermal effects.
As cutting occurs, it generates a large amount of heat which cause thermal effects that in turn,
largely impact mechanical behavior. The Lagrangian formulation is utilized in this analysis. To
combat issues with mesh distortion when applying the Lagrangian formulation, the workpiece
geometry is broken down into three parts which include the top chip, a middle separation zone and
the machined bottom workpiece. The middle separation zone is defined with Johnson-Cook
damage criterion and the elements here will be deleted as the tool cuts the workpiece. Using this
formulation provides good chip morphology to be produced without relying on initial chip
geometry.
Meshing is kept consistent between the models and utilizes CPE4RT elements, which are
quadrilateral continuum elements, under plain strain conditions.

Element size of the chip,

separation zone, tool tip, and the top of the machined workpiece are 30 µm. High mesh densities
were used at these locations where the tool comes in contact with the workpiece. In other locations
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such as the remainder of the tool and the bottom of the workpiece, smaller mesh densities were
used to reduce computational costs.
The general geometry and setup of these models are kept consistent and can be seen in Figure 4.1
below. Part 1 represents the cutting tool geometry. This geometry is defined by γ and α, the tool
rake and clearance angles respectively. The tool is considered as a rigid body, and given a cutting
velocity, vc. Part 2 represents the chip geometry that will form after cutting takes place. The depth
of the chip signifies the feed rate of the machining process. Below it is part 3, a very thin piece of
geometry representing the separation zone. Finally, part 4 is the finished workpiece left over after
machining processes have completed. While the general geometry and setup may be consistent
across all the models, the machining parameters differ, and are summarized in Table 4.2 below for
each material.
The chip, separation zone, and workpiece are assembled by defining a tied constraint between
them. A contact surface pair defines the contact between the tool and the chip/workpiece during
the cutting process. The interaction of this surface pair is assigned a frictional and thermal model
which is discussed later.
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Table 0.1: General physical properties for cutting tool and varying workpiece materials
Material Parameter

A2024-T351

AISI 1045

AISI 4140

AISI 9310

Carbide
Cutting Tool

Density (kg/m^3)
Elastic Modulus (GPa)
Poisson's Ratio
Specific Heat
(J/kg/°C)
Thermal Conductivity
(W/m/°C)

2700
73
0.33
0.55T+877.6

7800
200
0.3
486

7850
200
0.29
472

11900
534
0.22
400

For 25≤T≤300:
0.247T+114.4
For 300
≤T≤520:
0.125T+226.0
8.9E-03T+22.2
520

49.8

60.5

50

--

7850
210
0.29
473.1
(@100°C)
42.67
(@100°C)
--

--

--

11.5
1460

13.7
1416

11.5
1427

---

Expansion (μm.m/°C)
Melting Temperature
(°C)

Figure 4.1: Model geometry, mesh, and boundary conditions

Table 0.2: Machining parameters for varying workpiece materials
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Machining
Parameter

Workpiece
(A2024-T351)

Workpiece
(AISI 1045)

Workpiece
(AISI 4140)

Workpiece
(AISI 9310)

Cutting Velocity
(m/min)
f (mm)
Rake Angle (deg)
Clearance Angle
(deg)

800

300

150

300

0.4
17.5
7

0.18
6
3

0.2
6
3

0.18
6
3

4.2 Friction Model
Coulomb’s friction model is used to describe the tool/chip interface friction. Following this, we
can see there are two regions on the rake face of the cutting tool: the sliding region and the sticking
region, as shown by Figure 4.2. The sliding region is defined by a constant coefficient of friction,
µ. The sliding region interface frictional stress, ꚍfr can be expressed as
𝜏𝑓𝑟 = 𝜇𝜎𝑛

if

𝜏𝑓𝑟 < 𝜏̅𝑚𝑎𝑥

(4.1)

where 𝜎𝑛 is the normal stress (Abaqus Theory Manual, Version 6.11). Conversely, the sticking
region is defined by an equivalent shear stress limit, 𝜏̅𝑚𝑎𝑥 . The sticking region interface
frictional stress can therefore be expressed as
𝜏𝑓𝑟 = 𝜏̅𝑚𝑎𝑥
where 𝜏̅𝑚𝑎𝑥 =

̅𝑠
𝜎
√3

if

𝜏𝑓𝑟 ≥ 𝜏̅𝑚𝑎𝑥

and 𝜎̅𝑠 is the von-Mises equivalent stress (Abaqus Theory Manual, Version

6.11).
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(4.2)

Figure 4.2: Sticking and sliding friction regions between tool and chip interface

4.3 Heat Transfer Model

During machining, heat generation occurs due to high plastic deformations taking place in the
shear zone, as well as the friction heat produced at the tool-chip interface. The heat generated due
to plastic strain is expressed as
𝑞̇ 𝑝 = ƞ𝑝 𝜎𝑒𝑞𝑣 : 𝜀̇ 𝑝𝑙

(4.3)

where 𝑞̇ 𝑝 is volumetric heat flux due to plastic work, ƞ𝑝 is the fraction coefficient of energy
converted to heat for plastic work, 𝜎𝑒𝑞𝑣 is the equivalent stress, and 𝜀̇ 𝑝𝑙 is the plastic strain rate
(Abaqus Theory Manual, Version 6.11). Heat generation due to friction at the tool-chip interface
can be expressed as
𝑞̇ 𝑓 = 𝑓𝑓 ƞ𝑓 𝜏𝑓𝑟 𝛾̇
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(4.4)

where 𝑞̇ 𝑓 is the volumetric heat flux due to frictional work, 𝑓𝑓 is the fraction of thermal energy
conducted in the chip, ƞ𝑓 is the fraction coefficient of energy converted to heat for frictional work,
and 𝛾̇ is the slip rate (Abaqus Theory Manual, Version 6.11).
4.4 Key Input/Output Parameters

4.4.1 Key Input Parameters

Finite element orthogonal cutting models are sensitive to a variety of key input parameters.
Parameters found to have a major effect on model output results include the coefficient of
friction defined, Johnson-Cook damage parameters, feed rate, cutting velocity, and the tool rake
angle. Borsos et al show that the averaged forces during cutting increase as the tool rake angle
decreases, showing a direct relationship between the two (Borsos, et al., 2017). Multiple
findings also show the correlation between friction and cutting forces and that averaged forces
become larger with larger friction coefficients (Borsos, et al., 2017) (Buchkremer, Klocke, &
Dobbeler, 2016). Additionally, literature is in agreement that with higher cutting speeds, higher
temperatures in the contact zone are produced (Akbar, Mativenga, & Sheikh, 2009)
(Buchkremer, Klocke, & Dobbeler, 2016). It is also shown through experimental machining
results that larger feed rates at the same tool rake angle and cutting speed result in chip
morphology with more serration and saw-tooth like features then their counterparts at lower feed
rates (Devotta, Beno, Siriki, Lof, & Eynian, 2017) (Abaqus Theory Manual, Version 6.11). This
study has found that the Johnson-Cook damage parameters also have a correlation with the
output chip morphology. The optimization of Johnson-Cook damage parameters to achieve chip
morphology more closely matching experimental results is discussed later in this paper.
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4.4.2 Key Output Parameters

Key outputs focused on in machining include residual stresses and strains, cutting forces, tool
temperature, and chip morphology. Residual stresses and strains are an important output to focus
on as they indicate potential distortion areas in the workpiece. Cutting forces are also an
important output to accurately predict as it can lead to a more efficient machining process and
can be used to detect tool wear. Similarly, tool temperature is important in that it affects the tool
performance and quality of cut. At high temperatures, the tool degrades as does the machined
surface of the workpiece. Finally, being able to accurately predict chip morphology is essential
as chip morphology in part determines the quality of cut. Discontinuous chips, as seen in Figure
4.3, typically indicate a high quality cut, while continuous chips point to a low quality cut.
Additionally, predicting chip morphology is also useful in determining the machinability of
metals as well as studying other outputs such as surface roughness, tool wear, or cutting forces.

Figure 4.3: Continuous and discontinuous types of chip formations
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CHAPTER 5: RESULTS AND DISCUSSION

5.1 Validation of Models

5.1.1 A2024-T351 Model

Finite element models are created for A2024-T351, AISI 1045, AISI 4140, and AISI 9310
workpiece materials. The A2024-T351 material has an overwhelming amount of experimental
machining results as well as finite element models in literature. Due to this, this model was created
first in order to validate the setup of the model for future steel models to follow. Geometry and
machining parameters for the A2024-T351 model, summarized in Table 4.2, were created to match
the experimental and numerical model setups previously performed by Mabrouki et al (Mabrouki,
Girardin, Asad, & Rigal, 2008). Table 5.1 summarizes the results of each model run, and these
results show good comparison with those obtained by literature experimentally and numerically
(Mabrouki, Girardin, Asad, & Rigal, 2008). An average cutting force of 1100 N, for a 4 mm depth
of cut, was obtained in this study for A2024-T351 which follows closely to the value of about 1000
N obtained in literature. Additionally, the tool/chip interface temperatures measured by Mabrouki
et al. show very good agreement with the value obtained by the numerical model in this study
where the measured interface temperature is 500 °C as compared to the numerical model
temperature of 405 °C. It is important to mention that a trend exists across a variety of materials
in which we have found that experimentally measured interface temperatures is shown to be higher
than the values obtained by a numerical model. While the values of the interface temperatures
show good agreement, this trend is found within the results of this study as well for the A2024T351, AISI 1045, AISI 4140, and AISI 9310 materials.
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Further results summarized in Table 5.2 show residual stress in the A2024-T351 workpiece is
compared as well. It can be seen that the magnitudes and stress patterns in the table, and
demonstrated visually in Figure 5.1, correspond well with that of the literature and we obtain a
workpiece profile of residual stress with the pattern of valley shaped locations and peaked zones
(Mabrouki, Girardin, Asad, & Rigal, 2008). Another main interest in validating the results is
looking at the chip morphology and identifying if it matches closely with experimentally obtained
chips. This numerical simulation resembles both the experimentally obtained chips as well as the
numerically obtained chip morphology found in literature where we obtain the saw-tooth chip
morphology, as seen in Figure 5.1.
5.1.2 AISI 1045 Model
Given the validation of the A2024-T351 model with results found in literature, a model was created
for an AISI 1045 workpiece that followed a similar setup. Model results are compared with
experimentally obtained data in literature for validation purposes. Experimental machining on a
1045 workpiece by Borsos et al. resulted in an average cutting force of about 308 N, a value
interpolated from their given results to match the cutting velocity of this study (Borsos, et al.,
2017). This value corresponds closely with the average cutting force value of 245 N, for a 1 mm
depth of cut, obtained from the 1045 numerical model in this study. The temperature at the
tool/chip interface was also compared with measurements taken by Borsos et al. and showed very
good agreement with the numerical model which has an interface temperature of 655 °C as
compared to the measurement of 663 °C. Additionally, Devotta et al. performed experimental
machining of 1045 steel and have published the chip morphology for a range of rake angles and
feed rates (Devotta, Beno, Siriki, Lof, & Eynian, 2017). Comparison of similar tool rake angles
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and feed rates between the experimental findings and the numerical model of this study show good
correlation of the chip morphology under the matching machining conditions.
5.1.3 AISI 4140 Model

Next, a model was created for an AISI 4140 workpiece following the setup approach of the AISI
1045 model. The results of this model are compared with the experimental machining results of
Akbar et al. in order to validate the model. Akbar et al. performed machining on AISI 4140
workpieces for a range of cutting speeds and feed rates. The average cutting force obtained
experimentally at the same machining parameters as this studies replicated numerical model was
587.5 N, a value interpolated from their given results to match the cutting velocity of this study
(Akbar, Mativenga, & Sheikh, 2009). This value is almost identical to the numerically obtained
average cutting force result by the finite element model in this study of 590 N, for a 2.5 mm depth
of cut. Additionally, a study presented by Buchkremer et al. gives experimental machining chip
morphology results, which, by comparison, match well with the continuous chip and slight
serration shown in the 4140 chip morphology results in Figure 5.1.
5.1.4 AISI 9310 Model

Very few cases of numerical modeling or experimental machining of AISI 9310 has been produced
or published in literature. Therefore, the setup of the AISI 9310 model relied heavily on following
the approach used for the AISI 1045 and AISI 4140 validated models. This study presents baseline
results for the numerical machining simulation of AISI 9310 which will be validated with available
results in literature, as well as experimentally obtained chips from machining AISI 9310. Khan et
al. perform an experimental turning of AISI while looking at the effects of minimum quantity
lubrication by vegetable oil as compared to completely dry and wet machining (Khan, Mithu, &
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Dhar, 2009). The process parameters from their experiments are similar to that of the numerical
model produced in this paper in terms of cutting velocity and feed rate, however Khan et al. utilize
a negative tool rake angle while the numerical model in this paper utilizes a positive rake angle.
Khan et al. provide results in terms of tool/chip interface temperature and chip formation mode.
Within literature, a tool/chip interface temperature of 1050 °C is obtained, which is very close to
the 954 °C interface temperature obtained by the numerical model in this study. Utilizing a
negative tool rake angle over that of a positive tool rake angle can lead to increased friction, and
result in higher temperatures, explaining the small difference found between the results of this
study and that of the literatures. During their dry machining experiment, under similar process
conditions, Khan et al. produced tubular/helical shaped chip morphology. This behavior is similar
to chip curl obtained in the numerical model, however, as the model is 2D, it will not capture the
helical nature, but rather the curl effect. Our experimentally obtained chips are in agreement with
those found in literature, as detailed below No experimentally measured cutting forces have been
performed in literature for AISI 9310, however, Ji et al. produced a numerical model of AISI 9310
following the setup and machining parameters of the study completed by Khan et al (Ji, Zhang, &
Liang, 2012). Their numerically obtained cutting force value of 193 N shows very good agreement
with the numerically obtained cutting force value of 165 N, for a 1 mm depth of cut, found by this
study. In general, positive tool rake angles are known to reduce cutting forces and power
requirements as compared to negative tool rake angles. This explains the small difference between
the literature cutting force value using a negative rake angle, and the results of this study with a
positive rake angle.
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Table 0.1: Validation of results for varying workpiece materials
Validation

A2024-T351

AISI 1045

AISI 4140

AISI 9310

FN(avg) (N)
Literature FN(avg) (N)
Temperature at Tool/Chip
Interface (°C)
Literature Temperature at
Tool/Chip Interface (°C)

1100
1000 [9]
405

245
308 [11]
655

590
587.5 [10]
637

165
193 [24]
954

500 [9]

663 [11]

650 [10]

1050 [22],
1013 [24]

Table 0.2: Summary of additional results for varying workpiece materials
Output

A2024-T351

AISI 1045

AISI 4140

AISI 9310

Residual Stress in
75
175
125
150
Workpiece* (MPa)
(Compression)
(Compression)
(Compression)
(Compression)
Residual Strain in
0.2
0.65
0.40
0.72
Workpiece*
*Values are the average from interface point, to a depth equivalent to original chip thickness
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Figure 5.1: Von-mises stress results for A2024-T351, AISI 1045, AISI 4140, and AISI 9310
workpiece

5.2 Experimentally Obtained AISI 9310 Chip Morphology

The predicted AISI 9310 model is based on machining parameters provided by Aerogear. Some
assumptions are made due to proprietary restrictions on sharing all machining process details.
Experimental AISI 9310 chips were provided by Aerogear for comparison of experimental and
predicted chip morphology. X-ray tomography was performed on the experimental chip using a
Zeiss Xradia 520 Versa. This sample was scanned with an energy of 150 keV and had a subsequent
pixel size of 2.67 microns. The results of this experimentally obtained chip morphology shown
in Figure 5.2 shows good agreement with the predicted chip morphology of AISI 9310, shown in
Figure 5.3. The experimental chips were obtained from 3-dimensional turning of AISI 9310 steel
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under the same machining conditions as the finite element model. While the finite element model
predictions are 2-dimensional, they will not capture the same helical nature as the experimental
chips show, but rather the curl effect and serrations will be compared. Chip curl is captured in the
predicted chip morphology as well as the start of some chip serration. Both the experimental and
predictive chip morphology results are in agreement with the tubular/helical shaped AISI 9310
chip morphology obtained by Khan et al (Khan, Mithu, & Dhar, 2009).

Figure 5.2: X-ray tomography scan of experimentally obtained AISI 9310 chip
Earlier, the ability of the predicted chip morphology to capture chip curl and serration effects was
examined and compared to the experimental chip results as well as findings in literature. Next,
Figure 5.3 compares the distance between serrations for the experimental chip image and predicted
chip morphology in order to validate the finite element model’s ability to capture accurate chip
morphology. The distance between serrations for the experimental chips ranged between 100 200 µm. The distance between serrations for the predicated chip morphology shows good
agreement with this range giving distances ranging 166-302. One major difference we see between
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the experimentally obtained chip and the predicted chip output is the predicted chip serration
having deep groves versus the experimental chip having shallow groves. Additionally, the
predicted chip has more breakage then the continuous experimental chip. These inconsistencies
can be tied to the inability of finite element analysis to capture microstructural affects, paired with
the fact that the Johnson-Cook damage parameters were optimized via trial and error. As JohnsonCook damage parameters are what initiate chip serration, they are critical to providing accurate
chip morphology.

The damage parameters we optimized via trial and error produce chip

morphology results that capture serration and chip curl, at a cost to a more continuous chip. It was
found that some parameters optimized were able to produce both serration and a continuous chip,
however finite element instabilities were induced and excessive distortions present.

Here,

although this model proves an excellent starting point, further research is necessary on these
parameters and experimental data needs to be produced to further refine the model in these areas.
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Figure 5.3: Distance between serrations for top: X-ray tomography scan of experimentally
obtained AISI 9310 chip, and bottom: predicted chip
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Figure 5.4: Residual stress (S11) through the depth of workpiece for varying materials

Figure 5.5: Residual equivalent plastic strain through the depth of workpiece for varying
materials
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Figure 5.6: Cutting force history plots for A2024-T351, AISI 1045, AISI 4140, and AISI
9310 workpiece

5.3 Discussion of Results

Table 5.2 summarizes the additional results of each numerical model for varying workpiece
materials. Overall, the steel materials show a similar range of results for the average tool
temperature, chip morphology, and residual stresses and strains. We see some deviations
between the steel materials where AISI 4140 has a relatively low residual strain value compared
to the other two steels. The A2024-T351 workpiece has very different results from the steel
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models as expected, where it has the lowest residual stress in the workpiece of 75 MPa, the
lowest residual strain of 0.2, and the lowest average tool temperature of 275 °C. Additionally,
the chip morphology of the aluminum material as compared to the three steel models has much
more curl effect as well as saw-tooth like chip serration whereas the steel chips had very little
serration, and typically broke apart frequently leading to a more discontinuous type chip.
Figure 5.1 displays the contour plots of the Von-Mises stress for each material’s model. From
this we can see the residual stresses and the depth of the stress left behind in each workpiece
under steady-state conditions. This implies that these results will occur during any point of the
machining process. The A2024-T351 model had both the lowest residual stress magnitude as
well as the least residual stress left behind in the depth of the workpiece. In contrast, AISI 9310
had both the largest magnitude of residual Von-Mises stress as well as the most stress left behind
in the depth of the workpiece. AISI 1045 and 4140 were both similar in their magnitudes and
depth of Von-Mises stress in the workpiece.
Figure 5.3 plots the residual principle stress, 𝜎11 , through the depth of each workpiece. This
allows for easily recognizing whether or not the stresses are compressive or tensile, and where
each may occur in the workpiece. Little to no data exists within literature on residual stresses
and strains through the depth of the workpiece. With the validation provided in Table 5.1 above
through comparisons with experimentally measured data in literature, the models this study
presents can provide accurate residual stresses and strains.
Each material follows a similar pattern of behavior where we see some residual tensile stress no
further than the top 0.1 mm of each workpiece, which then turns to a large compressive residual
stress that trends towards zero as we get further down into the workpiece.
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We can validate the

results of A2024-T351 comparing it to the plot of 𝜎11 vs. workpiece depth by Mabrouki et al.
which shows the exact same behavior we see here with a very small amount of tensile residual
stress at the very top of the workpiece, which then quickly turns into compressive stress at a peak
magnitude of 200 MPa in both cases, and then lowers to zero through the remaining depth of the
workpiece (Mabrouki, Girardin, Asad, & Rigal, 2008). The steel materials of AISI 1045, AISI
4140, and AISI 9310 showed very similar pattern and magnitude of results. Each of these steels
reached a peak magnitude of residual compressive stress of about 600 MPa between 0.1 and 0.2
mm. Following this peak, the stress quickly reduced until it reached zero in each material model
respectively.
It is important to understand the residual stress behavior through the profile of a workpiece as
typically compressive stresses, which act by pushing the material together, are considered good.
While in contrast, the tensile residual stresses which act by pulling the material apart are
considered bad. The residual compressive stresses are considered good in that they tend to
increase both the fatigue strength and life of the part, while also slowing crack propagation
through the workpiece. Identifying the existence of residual tensile stress at the surface of the
workpiece is extremely important as it is undesirable to have this occur. Residual tensile stress
can lead to the decrease of the fatigue strength and life of the part, while also increasing crack
propagation through the workpiece.
Similarly to Figure 5.3, Figure 5.4 plots the residual strain through the depth of each workpiece.
As is expected, we see very high values of residual strain at the very top surface of the workpiece
where the tool is in contact with the material. As we get lower into the depth of each workpiece,
the residual strain lowers dramatically until it reaches zero typically around 0.2 mm in each
workpiece. From this we can conclude that strain is residually left only within the first 0.2 mm
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of each workpiece in this study, and will not create distortional problems in depths lower than
this.
Figure 5.6 shows the force time history plots for each workpiece material. These plots were
developed in Abaqus using an anti-aliasing filter in order to reduce the noise shown in the plots.
When compared to the force history plots developed experimentally from measurements taken
with a dynamometer, the AISI 1045 plot shows the best agreement. Typical force time history
plots show an increase to the peak cutting force when the system reaches a steady-state
condition, and then remains fairly consistent at that peak cutting force for the rest of the
measurements. The AISI 1045 model shows very good agreement with this described behavior.
However, with the A2024-T351, AISI 4140, and AISI 9310 plots, we see much more noise.
While we may see noise occurring here, the average cutting force results for these models are all
still in very good agreement with literature results. One explanation for the existence of this
noise is that when the model is defined with a failure layer, this behavior may happen due to the
sudden unloading when an element in front of the tool tip fails.
5.5 Optimization of Johnson-Cook Damage Parameters

The results shown above for the steel models were not able to be validated against experimentally
obtained results when published Johnson-Cook damage parameters were used originally. It was
not until after these damage parameters were optimized, that more accurate results were able to be
obtained. Through a parametric study, it was found that conventional Johnson Cook damage
parameters failed to replicate chip morphology, and could not obtain any chip serration as found
in the experimentally obtained chips. Further, utilization of the conventional Johnson-Cook
damage parameters led to instability issues in the finite element model, and in some cases, caused
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the model to abort its analysis. Figure 5.6 shows an example of chip morphology output for AISI
4140 when conventional Johnson-Cook D2 parameter was utilized. The chip morphology in Figure
5.7 is also shown with the Von-Mises stress outputs for the two models. As shown in the figure,
usage of the conventional D2 parameter lead to excessive distortion of the cut workpiece surface
as well as unrealistic chip morphology. Additionally, we see much higher residual stress left in
the workpiece after cutting and at the tool contact location when using the conventional damage
parameter. Optimization of the damage parameters showed that the chip morphology as well as
presence of chip serration was heavily impacted by the D2 parameter. Table 5.3 summarizes the
optimized steel material D2 parameters used for each model in this analysis.
Table 0.3: Present Study Johnson-Cook Damage Parameters for Steel Material
Constitutive Parameters
AISI 1045
AISI 4140
AISI 9310
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D2
0.34
0.29
0.43

Figure 5.7: (Top) Example chip morphology and residual Von-Mises stress output (Pa) for
AISI 4140 with conventional Johnson-Cook D2 parameter; (Bottom) Example chip
morphology and residual Von-Mises stress output (Pa) for AISI 4140 with optimized
Johnson-Cook D2 parameter
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CHAPTER 6: UNCERTAINTY QUANTIFICATION ANALYSIS

6.1 Relevant Applications

Uncertainty quantification analysis is process that has been applied in junction with finite element
modeling in a variety of applications within literature. One of the most relevant applications of
this comes from Fernandez-Zelaia et al. who applied this method in order to calibrate an orthogonal
cutting FE model, and further quantify uncertainties of utilizing the Johnson-Cook material model
(Fernandez-Zelaia & Melkote, 45-61). Similar to the findings of this paper, Fernandez-Zelaia et
al. suggest evidence points to original Johnson-Cook model as being inadequate for machining
conditions. However, they chose to utilize it anyways, as does this study, as it is one of the most
commonly used material models found in FE models performing machining processes. Their
analysis captures the uncertainty in the Johnson-Cook material model parameters, and further, the
uncertainty in the machining process outputs. This study follows a similar approach, however,
instead of focusing on the uncertainty in the parameters, we look at the correlation of process
inputs such as Johnson-Cook damage parameters, friction coefficients, tool velocities, and how
strong of relationships they have with outputs such as stresses and strains. This analysis allows
for the development of an understanding of which input parameters affect output parameters, and
where this occurs on the workpiece and tool. Ultimately, this information is beneficial in
optimizing the input machining process parameters in order to reduce residual stresses and strains
in the final workpiece.
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6.2 Data Generation Framework

The automated backstage analysis using Abaqus can be implemented with two different methods,
i.e., through importing input file (.INP) and execution file (.py) written by python. In this research,
we adopt the second method as the entire data generation framework is built within Python IDE
environment, i.e., Anaconda Spider. To facilitate the complete automated data generation with
repetitive FE analyses under different input parameter combinations, there are several python files
and other necessary files that need to be created.
1. Python files:
(1a). Major external file to control the analysis iterations
(1b). FE simulation file to integrate input variation
(1c). Result extraction file
2. Other necessary files:
(2a). CAE file: baseline FE model defined with all nominal input variables
(2b). ODB file: resultant file when FE analysis is completed
(2c). Input variable file: store the input variables (will be updated with respect to iteration)
(2d). Input database file: store all the input variable samples that are produced beforehand
It is worth noting here Latin Hyper-cube sampling method is used to enable a uniform
space filling of samples that are subject to multivariate uniform distribution with the
bounds specified in Table 6.1. This sampling method can ensure the effective and efficient
sample parameterization in high dimensional input space.
(2e). output database file: the result retrieved from 2b). ODB file
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Table 0.1: Input parameters and their ranges for analysis
Input 1
Input 2
Input 3
Input 4
Input 5
Input 6
Input 7

Input Parameters
Johnson Cook Damage (D2)
Fracture Energy (N/m)
Friction Coefficient
Heat Transfer Conductance (W/m^2/C)

Parameter Range
0.30-0.60
20,000-40,000
0.15-0.50
10E+4-15E+4

Heat Generation: Fraction of dissipated
energy due to friction
Heat Generation: Fraction of energy
distributed to slave surface
Tool Velocity (m/min)

0.75-1.0
0.25-0.75
120-300

Note, for the sake of computational efficiency, at every iteration we don’t update model entirely
ranging from geometry modeling to job submission. What we do instead is to open the original
CAE file and assign the new input parameters into the model before job submission. This is
achieved by iteratively overwriting the FE simulation file (1b). The general flow of this framework
is shown as:
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Figure 6.1: General flow of framework for data generation

where N is the number of iterations specified.
As mentioned above, multivariate uniform distribution is utilized in order to created 2,000 samples
of input data. Due to the high number of model iterations to be run, a reduced model was created
with starting chip geometry as seen in Figure 12 that reduced the data generation completion time
from months to weeks. Table 6.2 below summarizes the validity of the generated sample data.
The total number of intended samples is 2,000 (i.e., N=2,000 in Figure 11), however, only 1,091
of these samples are valid due to limitations of finite element analysis. About 16% of - samples
are invalid due to early terminations within the program or getting “stuck”. Both problems which
are due to unstable time increments generated within the finite element solver. This occurs when
input data ranges create excessive element distortion.
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Finally, 29.15% of the samples are

considered invalid due to values of strains that are greater than 5, and temperatures greater than
1200. These values were chosen to eliminate unreasonable outlier sample data which exceed
known physical behaviors.

Figure 6.2: Reduced finite element model for uncertainty analysis data generation

Table 0.2: Summary of validity of generated sample data
Data Type
Valid
Invalid 1
Invalid 2
Invalid 3

Sample Size
1091
300
26
583

Comment on FE Analysis
Normal
Terminate earlier
Stuck
Strain>5 or
Temperature>1200

Percentage
53.55%
15%
1.30%
29.15%

The 1,091 valid generated sample data sets are described in terms of their output variables in Table
6.3 below. Results for output variables of plastic strain, maximum in plane principle stress,
maximum temperature, cutting forces, and thickness ratio are compiled for each generated sample.
Figure 13 displays the locations of outputs on the workpiece and chip for stress and strain outputs,
and for cutting forces and temperature on the tool. Results for stress, strain, and chip thickness
ratio are collected at the final time frame of the model, after machining has completed. This gives
the residual values of the results, and keeps a relatively low data dimension when compiled.
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Conversely, the maximum temperature and cutting force data is compiled over multiple nodes as
well as multiple time frames throughout the machining process, and thereby results in an extremely
large total dimension of compiled data for each sample.

Table 0.3: Description of Output Variables
Output Variables
Plastic strain

No. of
Nodes/Elements
9

Stress (max in-plane principal)
Maximum temperature

9
10

Cutting forces
Thickness ratio

10
2

No. of Time Increments
1 (final time/frame
101)
1 (final time/frame 101)
11 (every other 10
frames)
20 (frames 45-64)
1 (final time/frame 101)

Total
Dimension
9
9
110
200
2

Figure 6.3: (left) Stress and strain location outputs 1-9 in order for chip and workpiece,
(right) tool temperature outputs 1-10 in order on tool
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6.3 Comparison of Reduced & Full Model

The uncertainty quantification analysis in this study utilizes a reduced finite element model in
order to minimize computational costs. The reduced model greatly reduced computational time
from over 2.5 hours for the full model to just under 15 minutes. It is important to note that the
mesh densities of the full and reduced model are the same. This section compares the results of
the reduced and full AISI 9310 models in order to determine the validity of outputs the reduced
model produces and understand limitations that may exist with using a reduced model. Table 6.4
compares the temperature at the tool/chip interface and the chip thickness ratio for the full and
reduced model at their respective steady state locations. The temperature at the tool/chip
interface shows good agreement between the two models. The chip thickness ratio also shows
fairly good agreement. The thickness ratio is the ratio of the thickness of the chip before cutting
to the thickness of the chip after cutting. One reason for the chip thickness ratios being slightly
off could be due to the difference in modeling the geometry. The reduced model geometry has a
starting chip already “cut” before the simulation occurs, while the full model geometry does not.
This could cause some difference in how the chip morphology takes shape and deforms.
Table 0.4: Comparison of outputs for full and reduced AISI 9310 models at same locations
Output Variables

AISI 9310 Reduced
Model

AISI 9310 Full Model

Temperature at tool/chip interface
(°C)

901

954

Chip thickness ratio

0.90

0.80

The cutting forces of the full and reduced model are not comparable here as the reduced model is
too small to reach a steady state cutting force, and therefore the cutting force values would not
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show good agreement. Therefore, it can be concluded that the reduced model is not valid for
capturing cutting force data and behaviors.
Stress and strain through the depth of the workpiece is compared between the full and reduced
AISI 9310 model. Figure 6.4 displays the equivalent plastic strain through the depth of the
workpiece for the full and reduced models at the same locations. Very good agreement is found
between the two models in terms of magnitude of strain, and strain patterns through the depth of
the workpiece. Both models start with a strain value of about 2.5 at the top of the workpiece, and
decrease through the depth of the workpiece. The strain in the reduced workpiece is slightly
larger and goes to zero around 0.3mm into the workpiece, while the strain in the full model
reaches zero closer to 0.2 mm into the workpiece. While not identical, the strain results between
the two models shows very good agreement to produce valid results from the uncertainty
quantification analysis.

Figure 6.4: Residual equivalent plastic strain at same location for reduced and full model
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Figure 6.5 displays the residual stress (S11) through the depth of the workpiece for the full and
reduced models at the same locations. Overall, the behavior of the residual stress results for the
reduced and full models show good agreement. The peak magnitude of the compressive stress in
the top portion of the workpiece shows fairly good agreement in terms of magnitude and
following the pattern of behavior. The residual stress in the full model starts with tensile stress
in the top of the workpiece which then switches to compressive. It then reaches a peak in
compressive stress and then gradually reduces until it reaches zero. The reduced model starts
with fairly good agreement in magnitude of tensile stress in the top of the workpiece which then
switches to compressive stress and reaches a peak very close to that of the full model as well
which then gradually reduces to zero. We see the same pattern of behavior in both models as
well as similar magnitudes in the majority of the plot. The location between 0.2 and 0.35 mm is
the only location where the residual stress pattern behavior of the reduced model deviates
slightly from that of the full model where it begins to drop in magnitude sooner than the full
model does. Ultimately, the residual stress of the reduced model shows good results enough to
provide comparable results in good agreement with the full model.
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Figure 6.5: Residual stress (S11) at same location for reduced and full model

6.4 Correlation Analysis

A correlation analysis based upon abovementioned 1,091 data is performed to evaluate the strength
of relationship between the given input and output variables in this study.
Two methods are used to develop the correlation analysis in this study and these include the
Pearson correlation, and the Spearman correlation. Developed by Karl Pearson, the Pearson
correlation coefficient is utilized to measure the linear correlation of two sets of data. Given a pair
of datasets denoted as (D1, D2), the formula to calculate the Pearson correlation coefficient is
expressed as
𝑐𝑜𝑣(𝐷1 ,𝐷2 )

𝜌𝑃𝐶 = 𝜎(𝐷

1 )𝜎(𝐷2 )

(6.1)

where cov(.) is the covariance of paired datasets, and 𝜎(. ) is the standard deviation of single
dataset (Boslaugh, 2012). The covariance of the paired datasets is defined as the expected value
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of the product of their deviations from their individual expected values. The covariance can be
expressed as
𝑐𝑜𝑣(𝐷1 , 𝐷2 ) = 𝐸[(𝐷1 − 𝐸(𝐷1 ))(𝐷2 − 𝐸(𝐷2 ))]

(6.2)

where E(.) is defined as the expectation operator.
Spearman correlation coefficient, also known as Spearman correlation rank coefficient, measures
the monotonic correlation of two datasets. It is defined as a non-parametric measure of the rank
correlation dependence between the rankings of points of data in the two paired sets of data. The
equation to determine the Spearman correlation coefficient is expressed as

𝜌𝑆𝐶 = 1 −

2
6 ∑𝑛
𝑖=1 ∆𝑟𝑖

𝑛(𝑛2 −1)

(6.3)

where ∆𝑟𝑖2 represents the difference between ranks of corresponding two data points in two
respective sets of data, and n is the number of observations.
In both of methods, when the absolute value of the coefficient is close to 1, it represents a strong
correlation, meaning that two or more variables have a strong relationship with each other. Very
small values demonstrate a weak correlation, which denotes that the variables are scarcely related.
The results of the Pearson and Spearman correlation analyses are shown in the figures below in a
heat map format for outputs of strain, stress, and chip thickness ratio. Red boxes are drawn around
the area of focus showing the input-output correlation. Table 6.1 summarizes the 7 inputs studied
in this analysis, and their given ranges. Outputs 1-9 defined for the strain and stress variables
represent elements on the cut chip and top workpiece and their locations are displayed in Figure
6.3.
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It is important to note that the two metrics of the Pearson and Spearman correlation analysis will
not necessarily reflect the same trends. The two methods are built upon different mathematical
definitions, and therefore their purpose of utilizing more than one metric is to capture as many
different correlations as possible. Therefore, the results discussed below are not for the purpose
of comparing the results of each method to one another, but rather to build an understanding of the
possible existing correlations.
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Figure 6.6: Strain output correlation with respect to inputs using Pearson coefficient
method (top) and Spearman coefficient method (bottom)

Figure 6.6 demonstrates the Pearson and Spearman strain correlation with respect to the 7 inputs.
From these two correlation analyses, we can see a relationship exists between the strain outputs
on the chip, and the friction coefficient value. While not as strong of a correlation, both models
show a relationship between the friction input and the strain in the elements of the machined
workpiece. Interestingly, both models are in agreement in showing a very strong relationship
between the fracture energy value, and an element just below the surface of the machined
workpiece. These results follow the behavior we would expect to see from this model as residual
strains will be focused at the very top few elements of the workpiece, therefore any inputs
impacting strain would be expected to occur at that location the strongest. Both results are in
agreement that there is a weak correlation between the strain output, and the inputs 4-7. Finally,
the Spearman coefficient method shows a relatively strong correlation between the Johnson59

Cook D2 parameter, and the strain output in the chip, followed by a slightly smaller correlation
between this parameter and the strain in the workpiece. What we can conclude from this
correlation analysis is that the inputs of friction, fracture energy, and the Johnson-Cook damage
parameter D2 have the strongest influence on strain output, of the 7 input parameters studied
here.
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Figure 6.7: Stress output correlation with respect to inputs using Pearson coefficient
method (top) and Spearman coefficient method (bottom)
Figure 6.7 demonstrates the Pearson and Spearman stress correlation with respect to the 7 inputs.
Once again, the strongest relationships are found with the first three inputs of the Johnson-Cook
damage parameter D2 , the fracture energy value, and the friction coefficient. Inputs 5-7 show a
much weaker correlation to the stress output. The strongest correlations are found from the
fracture energy and friction inputs in the workpiece elements. Interestingly, the results show the
largest correlation between the friction and fracture energy inputs, and the stress output located
in the center of the chip. Both the Pearson and Spearman models show good agreement between
their correlation coefficient results. Compared to the results of the strain correlation, the stress
output has an overall quite weak correlation to the given inputs.
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Figure 6.8: Chip thickness ratio output correlation with respect to inputs using Pearson
coefficient method (top) and Spearman coefficient method (bottom)
Figure 6.8 demonstrates the Pearson and Spearman chip thickness ratio correlation with respect
to the 7 inputs. This output is defined by two nodes, one on top of the chip and on the bottom
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which represent output 1 and 2 in this analysis. The results track the displacement of these
nodes, and thereby characterize the chip thickness ratio. Both models show that parameters 2,
4,5,6,7 have a very weak correlation to the nodal displacement, i.e. the thickness ratio of the
chip. A relatively strong correlation is found with the Johnson-Cook damage parameter D2 ,
with a correlation coefficient value of 0.39. This relationship supports the findings of the above
study that the Johnson-Cook damage parameters, specifically D2, impact the chip formation and
serration produced by the finite element models.

The one area where the models differ in their

correlation results are that the Spearman method shows a strong correlation between the
coefficient of friction and the chip thickness ratio, where the Pearson method shows a weak
correlation. The relatively strong correlations are found with respect to output 1 only, where we
see weak correlations for every input for output 2. This can be explained by the behavior of the
finite element model where one node on the formed chip may not have displaced much if any at
all, while on the opposite side of the chip, the other node would have displaced a lot during its
formation. Ultimately, it can be concluded that the Johnson-Cook damage parameter D2 has an
influence on the chip thickness ratio, and that the friction coefficient may also have an influence
on this output.
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Figure 6.9: Tool temperature output correlation with respect to inputs using Pearson
coefficient method (top) and Spearman coefficient method (bottom)
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Figure 6.9 demonstrates the Pearson and Spearman tool temperature correlation with respect to
the 7 inputs. This output is defined by ten nodes along the rake face of the tool. The data
generated for the temperature correlation was produced for 11 time frames evenly spread out
after every other 10 time increments of cutting. Due to the large dimension of this data, Figure
19 demonstrates the data with respect to time increment 1 only. Both models show that
parameters 4,6, and 7 have almost no correlation with the tool temperature. Additionally, both
models show a weak correlation between parameters 1 and 2. Parameter 3, the friction
coefficient, showed the strongest correlation of all relationships analyzed. Almost all ten nodes
showed extremely high correlations between the friction coefficient and the tool temperature,
with the strongest correlation coefficient reaching a value of 0.99. Parameter 5, the heat
generation range for the fraction of dissipated energy due to friction showed a very strong
relationship as well at nodes located in the center of the tool rake face. The correlation
coefficient in this location reached a maximum value of 0.76, displaying a very strong
relationship between heat generation and tool temperature. Ultimately, friction and heat
generation inputs showed an extremely strong correlation to tool temperature. As the heat
generation values are based off of the fraction of dissipated energy due to friction, it can be
concluded that the friction coefficient has the largest influence on tool temperature out of the 7
inputs analyzed here.
It is noteworthy that we also analyzed the correlation of cutting force data and noticed almost all
inputs have extremely week correlations with respect to outputs. This phenomenon aligns with
the previous finding that the order-reduced model is not able to adequately approximate cutting
forces as compared with the baseline result from full FE analysis. To conclude, such correlation
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analysis not only can quantify the impacts of inputs with respect to outputs, but also is capable of
examining the fidelity of the numerical model utilized.
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CHAPTER 7: TOOL WEAR

The finite element machining models simulated in this study assume a new and unused tool is
being used. However, in the manufacturing industry, cutting tools are used multiple times before
being discarded. After even a single use, some tool wear will occur, and as usage continues,
wear can result in rounding of cutting edges, removal of tool coatings, and the deposition of the
workpiece material on the tool surface, each of which affects the quality of the machining
operation. A worn tool results in a lower quality cut, and therefore it is important to understand
specifically how a tool becomes worn, and the implications it may have to the physical behaviors
during machining. Figure 7.1 shows the backscattered SEM images of tool. The tool analyzed
here is a Kyocera carbide finishing tool with a CVD multilayer coating of TiCN, -Al2O3, and
TiN. The tool was used to cut AISI 9310, and discarded after 10* uses. Backscattered electron
images were obtained for worn surfaces of the Kyocera CA510 tool used for gear finishing.
Images were taken using an Thermo Fisher Teneo Low Vaccum SEM in high vacuum mode with
a 20kV beam voltage and a 5mm working distance. Figure 7.1 shows significant smearing and
wear on the cutting edge of the tool as well as the rake face where the chips have rubbed against
the tool. Deposits of AISI 9310 appear as light spots in the image, while medium gray areas
represent the TiN coating, and the darkest spots show where the outer TiN coating has worn
away to reveal the Al2O3 intermediate layer. The wear pattern on the face of the tool signifies a
change in surface properties during machining operations. The thermal conductivity, coefficient
of friction, and hardness (or hot hardness) as a function of temperature are each significantly
influenced by the material (Fahad, Mativenga, & Sheikh, 2011). This information is critical to
understanding the modeling of machining practices, as the coefficient of friction used in one
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model with a brand new tool will not be the same as modeling a tool which has been used
multiple times.

Figure 7.1: SEM image of tool wear at low (left) and increased (right) magnification. Note
the dark regions showing the intermediate Al2O3 layer, and the deposits of the 9310 steel
along the rake face.
A higher resolution SEM micrograph is shown in Figure 7.2 along with phases identified.
Phases were determined using energy dispersive spectrometry. The rough TiN coating is worn
in most regions, but in the dark patches indicated, it has fully chipped away to reveal the
underlying Al2O3 intermediate coating.
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Figure 7.2: BSE Image of tool wear (left) with schematic of CVD coating on the carbide
tool (right).
Although many finite models consider only the initial conditions and material properties of the
tools, this assumption is problematic for the reasons illustrated here. Tool wear affects the finite
element modeling inputs and outputs. Future work on tool wear can include consideration of the
multilayer characteristics, thicknesses and area fraction of exposed coating layers as a function of
tool use to determine a modified coefficient of friction value based on the different coating
materials. Additionally, as it is possible to see wear grooves on the tool in Figure 7.1 that likely
correspond to the orientation of the chip against the tool as it comes off the workpiece. Such
geometric information can be used to determine the angle of chip movement. Bu comparing the
measured groove angles to the results of the finite element model, it is possible to validate the
model.
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CHAPTER 8: CONCLUSION

8.1 Summary

This research focused on determining distortions and residual stresses resulting from machining
of steel. This was accomplished by utilizing finite element modeling to simulate machining
processes for a range of steel materials. The first chapter introduced the aim and objectives of
this focus as well as the motivation. In chapter two, a full literature review was presented which
encompassed the modeling of orthogonal cutting processes including development of the
orthogonal cutting model, early analytical models, finite element formulation, constitutive
models, and chip separation. The material models utilized in the finite element modeling of the
machining process were then discussed in chapter three. Chapter four went into great detail
introducing the finite element formulation and modeling techniques utilized in this study.
Results of the finite element analysis were discussed as well as tool wear and the optimization of
Johnson-Cook D2 parameter was introduced in chapter five. Finally, this chapter concludes this
research, and provides recommendations for future work.

8.2 Conclusion

From the results obtained, we could draw the following conclusions:
•

There is a limitation to the ability of finite element analysis to accurately predict and
capture true steel machining behavior. These limitations come in the form of the failures
of conventional Johnson-Cook damage formulations, numerical instability, and the
inability of finite element analysis to capture microstructural effects.
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•

Utilizing optimized Johnson-Cook damage parameter D2, accurate chip morphology of
steel materials are captured.

•

Correlation analysis supports the relationship between the Johnson-Cook damage
parameter D2, and its influence on chip formation.

•

Correlation analysis shows a relatively strong relationship between strain outputs and
fracture energy and friction inputs.

•

Results of this study bring about the goal to set up a reliable finite element framework for
the machining of steel material. Currently, an accurate steel finite element model cannot
rely on following the setup and approach of just one paper found in literature.

•

Results of correlation analysis paired with an accurate and reliable finite element model
for the machining of steel material can help manufacturers in choosing optimized process
parameters as well as workpiece material for their machining purposes.

8.3 Recommendations

This study focused on setting up reliable finite element modeling framework for the machining
of steel material. The study found that currently, an accurate steel finite element model cannot
rely on following the setup and approach of just one paper found in literature. Further, it was
found that optimizing Johnson-Cook damage parameters is suggested in order to reduce model
instabilities and produce more accurate chip morphology. Therefore, recommendations for
future work may include defining a generalized system for optimizing Johnson-Cook damage
parameters that can be applied to a range of steel materials.
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Tool wear was also briefly discussed, and the impacts it has on quality of cuts, as well as the
friction coefficient during machining. Further work on this may include estimating an area
fraction for the uncoated portions of the worn tool and coming up with a modified coefficient of
friction value based on the two different materials of the coating on the tool and the base tool
material when the tool is worn. Additionally, analyzing tools after different machining times
such as 1 hour, 2 hours, and so on can be used to create a formula that describes the wear rate of
the tool, which could then relate to the changing coefficient of friction of the tool. Lastly, as it is
possible to see wear grooves on the tool that most likely correspond to the orientation of the chip
coming off the workpiece, this information can be used to determine the angle of chip
movement.
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