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Abstract
A flexible unified framework for both classical and quantum Schubert
calculus is proposed. It is based on a natural combinatorial approach
relying on the Hasse-Schmidt extension of a certain family of pairwise
commuting endomorphisms of an infinite free Z-module M to its exterior
algebra
∧
M .
1 Introduction
1.1 The Goal
Let V be an n-dimensional vectorspace over an algebraically closed field k and
let G := Gk(V ) be the grassmannian variety parametrizing k-dimensional sub-
spaces of it. The main goal of this paper is to provide a flexible unified frame-
work for both classical and quantum Schubert calculus via a new combinatorial
approach based on elementary considerations of linear algebra.
To give the flavour of the results, our favourite example is that of an in-
finite Z-module M , freely spanned by (ǫ1, ǫ2, ǫ3, . . .), equipped with the shift
endomorphism D1 : M −→ M , defined on generators by D1(ǫi) = ǫi+1. If one
extends it to
∧2
M , by imposing Leibniz’s rule with respect to ∧, one has, for
instance:
D1(ǫ
2 ∧ ǫ4) = D1ǫ
2 ∧ ǫ4 + ǫ2 ∧D1ǫ
4 = 1 · ǫ3 ∧ ǫ4 + 1 · ǫ2 ∧ ǫ5. (1)
In spite of computational simplicity, the coefficients occurring on the right
hand side of equality (1), have a remarkable geometrical meaning. In fact, let
(P1, P2, ℓ1, ℓ2, ℓ3) be a sufficiently general configuration of two points and three
lines in P
3
(e.g. the ℓi’s and the line through P1 and P2 are pairwise skews):
then the 1 multiplying ǫ3 ∧ ǫ4 is the degree of the intersection of the Schubert
∗2001 Mathematics Subject Classification: 14M15, 14N15, 14H55, 14H99.
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†Work partially sponsored by MIUR (Progetto Nazionale “Geometria sulle Varieta` Alge-
briche”, coordinatore Sandro Verra), and supported by GNSAGA-INDAM.
1
varietyW 1(P1), closure in G1(P
3
C) of all the lines of P
3
C passing through P1, and
of the Schubert variety W (2,1)(P2, ℓ1, ℓ2), closure of all the lines of P
3
meeting
ℓ1 and ℓ2 and passing through P3; furthermore, the 1 multiplying ǫ
2 ∧ ǫ5 is the
number of degree 1 rational maps f : P
1
C −→ G1(P
3
C), such that f(0) ∈ W 1(P1),
f(1) ∈ W (2,1)(P2, ℓ1, ℓ2) and f(∞) = [ℓ3] ∈ G1(P
3
C
).
The reason why is so, as will be explained in the paper, is that the k-th
exterior power of a free Z-module Mn of rank n is a free principal module over
the Chow intersection ring A∗(G) of G, the latter operating on the former as a
ring of differential operators. A similar statement holds for
∧kM ⊗ZZ[q] (q an
indeterminate over Z), which turns out to be a principal free module over the
small quantum intersection ring QA∗(G) of G. Although these facts are rather
elementary (or perhaps for this reason), they seem to have been at least ignored
in the literature, if not unknown. By contrast, we contend that they summarize
the essential algebraic content of Schubert calculus for grassmannians, in its
classical and quantum formulation.
1.2 The Algebra of . . .
Following Lang ([14], p. 556 ) an A-module M is said to be principal, generated
by m0 ∈ M , if the natural map Em0 : A −→ M , sending a ∈ A onto am0,
is an epimorphism. Any principal A-module inherits therefore a structure of
commutative ring induced by the isomorphism Π : A/ kerEm0 −→M , by setting
m1∗m2 = Π(Π−1(m1)·Π−1(m2)). The inspiring idea consists in interpreting the
isomorphism Π as if it were Poincare´ duality between homology and cohomology
of some smooth algebraic variety.
Within this philosophy, the main actor of our story is a Z-module M =⊕
i≥1Zǫ
i together with a Z-module homomorphism
Dt =
∑
i≥0
Dit
i :M −→M [[t]],
where each Di ∈ EndZ(M) is defined on generators by Diǫj = ǫi+j . Clearly
Di = D
i
1 and it is easy to show that there is a Z-module isomorphism
Eǫ1 : Z[D1] −→ M , given by P (D1) 7→ P (D1)ǫ
1. One says that the data
(M,Dt) is an intersection pair and that A∗(M,Dt) := Z[D1], is its intersection
ring.
Next, and this is the key point, one proceed to extend such a Dt to the exte-
rior algebra
∧
M of M , by making it into a Hasse-Schmidt derivation (Cf. [16],
p. 208, or the original paper [9], for commutative algebras). In other words,
one requires that Dt(α ∧ β) = Dt(α) ∧ Dt(β), for all α, β ∈
∧
M . Such an
extension of Dt will be called Schubert derivation on
∧
M : derivation because
the components Di of Dt behave as i-th derivatives do:
Di(α ∧ β) =
∑
i1 + i2 = i
i1, i2 ≥ 0
Di1α ∧Di2β, (2)
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and Schubert, because Leibniz’s rule (2) implies Pieri’s formula of both clas-
sical and quantum Schubert calculus – see below. Therefore
∧k
M turns out
to be a module over Z[D] := Z[D1, D2, . . .], the commutative Z-subalgebra
of EndZ(
∧k
M) generated by the Di’s. The key point is that (
∧k
M,Dt) is
an intersection pair, too, i.e.
∧k
M is a principal Z[D]-module generated by
ǫ1 ∧ . . . ∧ ǫk. This is a consequence of
Theorem 3.1 Giambelli’s formula holds:
ǫ1+r1 ∧ . . . ∧ ǫk+rk = ∆(rk...r1)(D) · ǫ
1 ∧ . . . ∧ ǫk,
where
∆(rk...r1)(D) =
∣∣∣∣∣∣∣∣
Dr1 Dr2+1 . . . Drk+k−1
Dr1−1 Dr2 . . . Drk+k−2
...
...
. . .
...
Dr1−k+1 Dr2−k+2 . . . Drk
∣∣∣∣∣∣∣∣
.
is Giambelli’s determinant.
One then proves that the intersection ringA∗(
∧k
M,Dt) = Z[D]/ ker(Eǫ1∧...∧ǫk)
of the pair (
∧k
M,Dt) is isomorphic (Proposition 3.9) to the polynomial ring
Z[D1, . . . , Dk], since, for each h > k, Dh admits an explicit polynomial expres-
sion Dh = Dh(D1, . . . , Dk) of D1, . . . , Dk only.
Once one is given of such a general framework, it is natural to look at
finite rank situations: two more intersection pairs can in fact be costructed
out of (
∧kM,Dt). They will be denoted (∧kMn, Dt) and (∧kM [Dn], Dt)
respectively, where Mn := M/DnM and M [Dn] is M itself thought of as a
Z[Dn]-module.
That
∧k
Mn is a principal Z[D1, . . . , Dk]−module generated by ǫ1 ∧ . . . ∧
ǫk is a consequence of the isomorphism Eǫ1∧...∧ǫk : Z[D1, . . . , Dk] −→
∧k
M
composed with the canonical projection
∧k
M −→
∧k
Mn. More precisely:
Proposition 4.1 The intersection ring of (
∧k
Mn, Dt) is:
A∗(
k∧
Mn, Dt) =
Z[D1, . . . , Dk]
(Dn−k+1, . . . , Dn)
. (3)
A few words about the proof. To check that, for each i ≥ 0, the polynomial
Dn−k+i belongs to the ideal of relations is an easy matter: on one hand
∧k
Mn
is isomorphic to the quotient of
∧
M by the ideal
∧k−1M ∧DnM (generated
by all k-vectors ǫi1 ∧ . . . ∧ ǫik such that ik > n) and, on the other hand:
Dn−k+iǫ
1 ∧ . . . ∧ ǫk = ǫ1 ∧ . . . ∧ ǫk−1 ∧ ǫn+i =
= ǫ1 ∧ . . . ∧ ǫk−1 ∧Dnǫ
i ∈
k−1∧
M ∧DnM.
To show that, indeed, (Dn−k+1, . . . , Dn) is a complete set of relations, one
exploits instead the very shape of Giambelli’s determinant (Prop. 3.10).
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As for M [Dn], it is a free Z[Dn]-module of rank n generated by (ǫ1, . . . , ǫn)
and (
∧k
M [Dn], Dt) is a Z[Dn]-intersection pair, too. In fact
∧k
M [Dn] is a
principalZ[Dn][D1, . . . , Dk]-module generated by ǫ1∧. . .∧ǫk and its intersection
ring is isomorphic to:
Z[Dn][D1, . . . , Dk]
(Dn−k+1, . . . , Dn−1)
(4)
The latter can also be written via renaming Dn by an auxiliary indeterminate
q over Z, getting:
A∗(
k∧
Mn[q], Dt) :=
Z[Dn][D1, . . . , Dk]
(Dn−k+1, . . . , Dn−1)
=
Z[q][D1, . . . , Dk]
(Dn−k+1, . . . , Dn−1, Dn − q)
,
(5)
where Mn[q] ∼= M [Dn]/(Dn − q) ∼= Mn ⊗Z Z[q]. Up to a few changes, similar
arguments used in the “classical” case, show that (Dn−k+1, . . . , Dn−1) is indeed
a complete set of relations for the presentation (4) of A∗(
∧kM [Dn], Dt).
1.3 . . . Schubert Calculus
Expressions (3) and (5), up to renaming Di and changing q by (−1)k−1q,
are exactly the expressions of A∗(G) and QA∗(G) respectively (Corollaries 4.1
and 4.2). However, the relationship of the above algebraic model with Schubert
calculus is not purely formal. As a matter of fact the k-vectors {ǫi1 ∧ . . . ∧
ǫik}1≤i1<...<ik≤n corresponds to Schubert cycles. More precisely, recall that the
Chow group A∗(G) is freely generated over the integers by the classes modulo
rational equivalence of Schubert varieties ([6], p. 27 and the references therein).
These are parametrized by partitions of lenght ≤ k and weight ≤ k(n− k), i.e.
by non increasing sequences of k nonnegative integers λ = (λ1 ≥ . . . ≥ λk),
such that 0 ≤ |λ| = λ1 + . . . + λk ≤ k(n − k). The Schubert variety Wλ(E) is
the closure of the locus of k-planes verifying certain incidence conditions with
respect to a given flag
E := span{e1, e2, . . . , en} ⊃ span{e2, . . . , en} ⊃ . . . ⊃ span{en} ⊃ span{0},
(6)
prescribed by the partition λ itself. Let σλ ∈ A∗(G) be the Schubert (co-)cycle
such that σλ ∩ [G] = Wλ. The intersection ring A
∗(G) (resp. the quantum
intersection ring QA∗(G)) of the grassmannian is generated over the integers
(resp. over Z[q]) by the special Schubert cycles σi := σ(i0...0) and is isomorphic
to the ring (3) (resp. to the ring (5)) via σi 7→ Di (resp. σi 7→ Di and
q 7→ (−1)k−1q), so proving what announced: the groups
∧k
Mn and
∧k
Mn[q]
are principal modules overA∗(G) and QA∗(G) respectively, with these operating
as rings of derivations. However, the bridge with Schubert calculus is due to the
very geometrical interpretation of the k-vectors ǫi1 ∧ . . .∧ ǫik , shortly described
below.
Let (e1, . . . , en) be an adapted basis of a complete flag E of subspaces of V
as in (6) and let (ǫ1, . . . , ǫn) be the dual basis. Let Mn be the integral lattice
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generated by the (ǫj). There is then a canonical isomorphism
[ ] :
k∧
Mn −→ A∗(G)
associating to each ǫi1 ∧ . . .∧ ǫik a set of equations defining scheme theoretically
the Schubert variety Wλ, with λ = (ik − k, . . . , i1 − 1). Therefore A∗(G) (resp.
QA∗(G)) comes equipped with two structures of A∗(G)-module (resp. QA∗(G)-
module): the former induced by the (cap-)intersection product ∩, the latter
gotten by setting, for each P (D) ∈ A∗(
∧k
Mn, Dt) ∼= A∗(G):
P (D) ·Wλ = [P (D)ǫ
i1 ∧ . . . ∧ ǫik ].
One is then finally left with showing that the two module structures coincide,
proving that the algebra of Schubert derivations on
∧k
Mn (resp.
∧k
Mn[q]) is
indeed Schubert calculus (resp. quantum Schubert calculus). Clearly the proof
amounts to show that:
σh ∩ [ǫ
i1 ∧ . . . ∧ ǫik ] = Dh[ǫ
i1 ∧ . . . ∧ ǫik ] = [Dh(ǫ
i1 ∧ . . . ∧ ǫik)], (7)
because any σλ is a polynomial expressions in the special Schubert cycles.
Left hand side of formula (7) can be computed via Pieri’s formula for Schu-
bert calculus. Therefore, proving equality (7) is equivalent to prove a Pieri’s
formula for Schubert derivations. It is a consequence of an elementary combina-
torial observation: when computingDh(ǫ
i1∧. . .∧ǫik), cancelations of summands
may occur, due to the Z2-symmetry of
∧
M . Pieri’s formula for S-derivations,
instead, compute Dh(ǫ
i1 ∧ . . . ∧ ǫik) by listing the surviving summands only.
This makes possible the formal proof that, indeed:
σh ∩Wλ = Dh[ǫ
i1 ∧ . . . ∧ ǫik ],
where λ = (ik − k, . . . , i1 − 1), concluding the argument. The same can be
argued with very slight modifications in the case of quantum Schubert calculus,
where Bertram-Pieri’s formula simply translates in computing a derivative of a
k-vector ǫi1 ∧ . . .∧ ǫik ∈
∧k
M and replacing ǫnj+i (1 ≤ i < n) with (−1)k−1qjǫi
in any summand of the output.
1.4
The paper is organized as follows. Section 2 is devoted to preliminaries and
notation, including a quick review of (quantum) Schubert calculus. Sect. 3 is
the core of the paper: the canonical intersection pair is studied, together with its
Hasse-Schmidt extension. Sect. 4 studies the intersection pair (Mn, Dt) and its
quantum deformation (Mn[q], Dt) while Sect. 5 formally establishes the already
evident bridge between Schubert derivations and Schubert calculus. The paper
is concluded with a couple of examples showing the application of the methods.
Acknowledgment. The author is grateful to Prof. Dan Laksov for his
friendly support and for many precious advises and criticism, which substan-
tially improved the shape of the paper.
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2 Preliminaries and Notation
2.1 Partitions
In this paper we shall deal with partitions, denoted by underlined small greek
letters (λ, µ, ν,. . . ), and with finite increasing sequences of positive integers,
denoted by capital roman letters (I, J , K,. . . ), and shortly named symbols. A
partition λ is a sequence of non negative integers (λ1 ≥ . . . ≥ λk ≥ . . .) such
that all but finitely many terms are equal to 0. The lenght of a partition is
ℓ(λ) = ♯{i : λi 6= 0}, its weight is |λ| =
∑
λi. Let P be the set of all partitions.
The following notation shall be used:
Ph = {λ ∈ P : |λ| = h} (h ≥ 0); Lk = {λ ∈ P : ℓ(λ) ≤ k}.
If λ ∈ L≤k, set ri(λ) = λk+1−i (1 ≤ i ≤ k), in order to write it either as λ =
(λ1λ2 . . . λk) or as (rkrk−1 . . . r1) (skipping “λ” from the notation),by possibly
adding a final string of zeros if ℓ(λ) < k. The λi’s or the ri’s are said to be
the parts. Let λ = (rk . . . r1) ∈ L≤k. The symbol I(λ) = (1 ≤ i1 ≤ . . . ≤ ik)
associated to λ is defined by ij = rj + j. Conversely, given any symbol I = (1 ≤
i1 < . . . < ik) one associates a partition λ(I) = (rk, . . . , r1), where rj = ij − j.
The weight of a symbol is
wt(I) = |λ(I)| = r1 + . . .+ rk = (i1 − 1) + . . .+ (ik − k) = |I| −
k(k − 1)
2
,
where |I| = i1 + . . . + ik. When needed a partition λ ∈ L≤k shall also be
written as (0m01m12m2 ...), where mi = ♯{j : λj = i} is the multiplicity which
the integer i occurs with in λ. For instance, if λ = (444311100), one may also
write (02133143). The partition having k parts equal to n can hence be written
as (nk) instead of (n, n, . . . , n). A positive integers shall be identified with a
partition with just one part. The dual of a partition λ = (rk, . . . , r1) is the
partition λ∨ = (n − r1, n − r2 . . . , n − rk). As in [15], δk ∈ L≤k will stand for
the partition (k − 1, k − 2, . . . , 0).
Let A be a commutative ring with unit and let c : Z −→ A be a sequence.
Set ci = c(i). To any partition of lenght k, one may associate the element
∆λ(c) ∈ A, defined as:
∆λ(c) =
∣∣∣∣∣∣∣∣
cr1 cr2+1 . . . crk+k−1
cr1−1 cr2 . . . crk+k−2
...
...
. . .
...
cr1−k cr2−k+1 . . . crk
∣∣∣∣∣∣∣∣
. (8)
A multi-index of lenght k is any point of N
k
. Multindices can be partially
ordered via the Bruhat order, by declaring that (i1, . . . , ik)  (j1, . . . , jk) if and
only if iα ≤ jα for each α ∈ {1, . . . , k}. Similarly (i1, . . . , ik) ≺ (j1, . . . , jk) if and
only if (i1, . . . , ik)  (j1, . . . , jk) and there is α ∈ {1, . . . , k} such that iα < jα.
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2.2 Symmetric Polynomials
Let us recall some notation borrowed from [15]. To each λ ∈ L≤k one asso-
ciates the following symmetric polynomials in the set of indeterminates X :=
(x1, . . . , xk).
1. Themonomial symmetric functionsmλ(X) =
∑
x
η(λ1)
1 ·. . .·x
η(λk)
k , summed
over all distinct permutations η of (λ1, . . . , λk) ([15], p. 11);
2. The complete symmetric polynomials hλ(X) = hλ1(X) · . . . ·hλk(X), where
hn(X) :=
∑
|λ|=nmλ(X) ([15], p. 14).
3. The Schur polynomials:
sλ =
∆λ+δ(X)
∆δ(X)
where ∆δ(X) =
∏
i<j(xi − xj) is the usual Vandermonde determinant
([15], p. 23 ff.).
In the sequel we shall need the following results:
1. The polynomials sλ, hλ and mλ are a Z-basis of the symmetric polyno-
mials in X .([15], p. 11, 15, 24)
2. The sλ are related with the hi via the determinantal formula: sλ = ∆λ(h).
In particular si := s(i) = hi for each i ≥ 0, ([15], p. 25).
2.3 (Quantum) Schubert Calculus
Let G := Gk(V ) be the grassmannian variety parametrizing k-planes in a n
dimensional vectorspace V . It is a smooth homogeneous variety and its Chow
ring A∗(G) is freely generated by the Schubert (co)cycles {σλ : λ ∈ L≤k} defined
by the equality:
σλ ∩ [G] =Wλ ∈ A∗(G), (9)
where Wλ is the class modulo rational equivalence of a Schubert variety, to be
defined below. Let
E : V = E0 ⊃ E1 ⊃ . . . ⊃ En = (0), (10)
be any complete flag of V ( i = codimEi).
The flag (50) induces a chain of inequalities:
k = dim([Λ] ∩E0) ≥ dim([Λ] ∩ E1) ≥ . . . ≥ dim([Λ] ∩En) = 0.
One says that ij is a (E-)Schubert jump of [Λ] ∈ G if and only if
dim([Λ] ∩ Eij−1) > dim([Λ] ∩ Eij ).
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Since the dimension decreases stepwise no more than 1, there are exactly k
jumps: 1 ≤ i1 < . . . < ik ≤ n. The sequence of the Schubert jumps of [Λ],
IE([Λ]) = (i1, . . . , ik), is said to be the Schubert symbol of [Λ] ∈ G. The E-
Schubert variety Wλ(E) is the closure in G of the Schubert cell
Wλ(E) = {[Λ] ∈ G : IE ([Λ]) = I(λ)}, (11)
where I(λ), the symbol associated to λ (Cf. Sect 2.1), is equal to the Schubert
symbol IE([Λ]). In the sequel we shall also denote a Schubert cell asWI meaning
{[Λ] ∈ G : IE([Λ]) = I},
The class modulo rational equivalence of Wλ(E) (the closure in G of the E-
Schubert cell) does not depend on the flag chosen, but only on λ: it is said to be a
Schubert cycle and shortly denoted byWλ. For any complete flag E of V and any
[Λ] ∈ G there exists λ ∈ L≤k such that [Λ] ∈ Wλ(E): therefore the E-Schubert
varieties Wλ(E) form a cellular decomposition of G in the sense of [6], p. 23,
Example 1.9.1. By the same reference, their classes modulo linear equivalence,
Wλ, freely generate A∗(G) over the integers. This explain formula (9) used to
define the Schubert (co)cycles σλ.
If h ∈ N, set σh = (h, 0, . . . , 0), then σλ = σh: it is said to be a special
Schubert (co)cycle ([8], p. 203). The presentation of the Chow ring of G is (see
e.g. [4], p. 293):
A∗(G) =
Z[σ1, . . . , σn−k]
(Yk+1(σ), . . . , Yn(σ))
. (12)
where Yi(σ)’s are defined by the formal equality:
1
1 + σ1t+ σ2t2 + . . .+ σn−ktk
=
∑
i≥0
(−1)iYi(σ)t
i. (13)
In particular, A∗(G) is generated by the special Schubert cycles only. The aim
of Schubert Calculus is to compute the structure constants {C
ν
λµ} of such an
algebra:
σλ ∪ σµ =
∑
|ν|=|λ|+|µ|
C
ν
λµσν . (14)
The structure constants {C
ν
λµ} can be algorithmically determined once one knew
all the products σh ∪σλ and the shape of all the σλ’s as polynomial expressions
in the special Schubert cycles. These are prescribed by the well known equalities
in A∗(G):
1. Pieri’s formula (Cf. [6], p. 271 ;[8], p. 203):
σh ∪ σλ =
∑
µ
σµ, (15)
the sum extended over all µ such that µ1 ≥ λ1 ≥ µ2 ≥ λ2 ≥ . . . ≥ µk ≥ λk
and |µ| = |λ|+ h, and
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2. Giambelli’s formula (Cf. [6], p. 271; [8], p. 205):
σλ =
∣∣∣∣∣∣∣∣∣
σλk σλk−1+1 . . . σλ1+k−1
σλk−1 σλk−1 . . . σλ1+k−2
...
...
. . .
...
σλk−k+1 σλk−1−k+2 . . . σλ1
∣∣∣∣∣∣∣∣∣
= ∆λ(σ). (16)
the product being the cup product.
These formulas also determine the structure of A∗(G) as a module over A
∗(G):
1.
(σh ∪ σλ) ∩ [G] = σi ∩ (σλ ∩ [G]) = σh ∩Wλ =
∑
µ
Wµ (17)
the sum being over all µ such that µ1 ≥ λ1 ≥ µ2 ≥ λ2 ≥ . . . ≥ µk ≥ λk
with |µ| = |λ|+ h, and
2.
Wλ = ∆λ(σ) ∩ [G]. (18)
In [22], Witten puts a quantum product ∪q on A∗(G) ⊗Z Z[q], making it into
a commutative graded ring with unit (the fundamental class [G] of G), here
shortly denoted as QA∗(G). Such a quantum cup product is defined as:
σλ ∪q σµ =
∑
d≥0
∑
|ν|=|λ|+|µ|−nd
C
ν
λµ(d)q
dσν ,
where C
ν
λµ(d) is the number of maps f : P
1
−→ G of degree d such that
f(0) ∈ Wλ(E), f(1) ∈ Wµ(F) and f(∞) ∈ Wν∨(G), where E , F , G are three
flags in sufficiently general position. Let QA∗(G) := A∗(G)⊗ZZ[q] be the Z[q]-
module generated by the Schubert cycles Wµ. Then QA∗(G) is a module over
QA∗(G) via quantum cap product ∩q, defined on generators by{
σλ ∩q [G] = σλ ∩ [G] =Wλ
σλ ∩q Wµ = (σλ ∪q σµ) ∩ [G]
,
and extended by Z[q]-linearity. The presentation of the Quantum intersection
ring QA∗(G) has been computed by Witten and Siebert-Tian ([22],[21]):
QA∗(G) :=
Z[q][σ1, . . . , σn−k]
(Yk+1(σ), . . . , Yn(σ) − (−1)n−k−1q)
, (19)
where still Yi(σ) are defined by the formal equality (13) but computed accord-
ing to the quantum product. Therefore the structure constants {C
ν
λµ(d)} of
QA∗(G) are determined once one knows some quantum analogue of Pieri’s and
Giambelli’s formula. Such formulas, listed below, have been found and proven
by Bertram in [2] (see also [5] for a simpler alternative proof):
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1. Quantum Pieri’s formula:
σh ∪q σλ = σh ∪ σλ + q
∑
µ
σµ, (20)
the sum over all µ such that µ1 ≥ λ1 − 1 ≥ µ2 ≥ λ2 − 1 ≥ . . . ≥ µk ≥
λk − 1 ≥ 0, |µ| = |λ|+ h− n, and
2. Quantum Giambelli’s formula:
σλ = ∆λ(σ), (21)
where Giambelli’s determinant is now computed using the quantum cup product
∪q.
3 The Algebra of Schubert Calculus
3.1 Hasse-Schmidt Derivations on Exterior Algebras
Definition 3.1 Let
∧
M be the exterior algebra of a module over an integral
domain A. A Hasse-Schmidt (HS-)derivation Dt on
∧
M is an A-algebra ho-
momorphism:
Dt :
∧
M −→
(∧
M
)
[[t]].
A Hasse-Schmidt derivation on
∧
M determines, and is determined by, its
coefficients Di :
∧
M −→
∧
M , defined via the equality
Dtα =
∑
i≥0
Di(α)t
i, ∀α ∈
∧
M.
Proposition 3.1 The endomorphisms Di satisfy (generalized) Leibniz’s rule:
Di(α ∧ β) =
∑
i1 + i2 = i
i1 ≥ 0, i2 ≥ 0
Di1α ∧Di2β, (22)
Proof. Since Dt is an A-algebra homomorphism, one has:
Dt(α ∧ β) = Dtα ∧Dtβ, ∀α, β ∈
∧
M.
Therefore Di(α∧ β) is the coefficient of ti in the expansion of Dt(α∧ β), which
is also the coefficient of ti in the expansion of the wedge product
(D0α+D1α t+D2α t
2 + . . .) ∧ (D0β +D1β t+D2β t
2 + . . .),
i.e. exactly the right hand side of eq. (22).
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QED
In particular, D0 is an algebra homomorphism and D1 a usual derivation:
D0(α ∧ β) = D0(α) ∧D0(β), D1(α ∧ β) = D1α ∧ β + α ∧D1β.
If Dt =
∑
i≥0Dit
i, the sequence of the coefficients
D := (D0, D1, D2, . . .)
of Dt will be also said a HS-derivation and the Di’s will be also said to be the
components of D. To denote a HS-derivation the symbols D and Dt shall be
used interchangeably.
Definition 3.2 A HS-derivation D on
∧
M is said to be regular if D0 ∈
EndA(
∧
M) is an A-automorphism; a regular HS-derivation is normalized if
D0 = id∧M .
Proposition 3.2 Let HSt(
∧
M) be the set of all regular HS-derivations of∧
M . Then HSt(
∧
M) is a group.
Proof. First of all, if Dt, D
′
t ∈ HSt(
∧
M), one has:
Dt ◦D
′
t(α ∧ β) = Dt(D
′
t(α ∧ β)) = Dt(D
′
t(α) ∧D
′
t(β)) =
= Dt(D
′
t(α)) ∧Dt(D
′
t(β)) = Dt ◦D
′
t(α) ∧Dt ◦D
′
t(β),
so that Dt ◦D′t ∈ HSt(
∧
M). The composition ◦ is obviously associative. The
identity 1 := 1M of M belongs to HSt(
∧
M). Let Et be the formal inverse of
Dt, (i.e. Dt ◦ Et = Et ◦Dt = id∧M ), existing by the regularity hypothesis on
Dt. One has:
Et(α ∧ β) = Et(DtEt(α) ∧DtEt(β)) = Et(Dt(Etα ∧ Etβ)) =
= (EtDt)(Etα ∧ Etβ) = (Etα ∧Etβ),
i.e. Et ∈ HSt(
∧
M), and is obviously regular. QED
If A −→ B is a ring homomorphism and Dt is a HS derivation on
∧
M , the
B-linear extension of Dt to
∧
M ⊗A B is a HS-derivation, too, denoted by the
same symbol Dt, abusing notation.
3.2 Intersection Pairs
LetM be a free module over a no¨therian integral domain A. LetD be a sequence
(D0, D1, . . .) of pairwise commuting A-endomorphisms of M (DiDj = DjDi),
said to be the components of D. It may also be represented as a homomorphism
Dt ∈ EndA(M)[[t]], putting Dt =
∑
i≥0Dit
i: in this case we shall refer to the
Di’s as to the components of Dt. Let A[T] := A[T1, T2, . . .] be the A-polynomial
ring in infinitely many indeterminates, graded by declaring that deg(Ti) = i, and
let A[D] be the commutative subring of EndA(M) generated by the Di. Clearly
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M is an A[D]-module. Let ED : A[T] −→ A[D] be the natural evaluation
epimorphism, defined by ED(P (T)) = P (D) (“evaluating Ti at Di”) for each
P (T) ∈ A[T]. If m ∈ M , let Em : A[T] −→ M be the evaluation morphism
Em(P (T)) = ED(P (T)) ·m = P (D) ·m.
Definition 3.3 The data (M,Dt) is said to be an A-intersection pair (A−IP)
if there is m0 ∈ M , said to be a fundamental element, such that Em0 is an
epimorphism. A Z− IP will be shortly said intersection pair.
Obviously kerEm0 = kerED. Therefore A[T]/ ker(Em0)
∼= A[D] ∼= M . The
ring A∗(M,Dt) := A[D] is said to be the intersection ring of the intersection
pair (M,Dt). The isomorphism:
Π : A∗(M,Dt) −→ M
P (D) 7−→ P (D) ·m0
will be said to be the Poincare´ isomorphism, while the ring A[T]/ ker(Em0) is
the presentation of A[D]. Let Ah(M,Dt) = A[D]h = ED(A[T]h), where
A[T]h =
⊕
m1 + 2m2 . . .+ hmh = h
mi ≥ 0
A ·Tm11 · . . . ·T
mh
h =
⊕
|λ|=h
A · Tλ, (23)
and Tλ = T
m1
1 · . . . · T
mh
h , having set λ = (1
m1 . . . hmh). Then A[D] induces a
grading on M :
M =M0 ⊕M1 ⊕M2 ⊕ . . .
by setting Mh = A[D]h ·m0. A homogeneous element m ∈ Mh is said to be of
weight h.
Proposition 3.3 Let (M,Dt) be an A−IP and let A′ be an A-algebra. Let D′
be the A′-linear extension of D to M ′ =M ⊗AA
′. Then (M ′, D′) is a A′−IP,
having the same fundamental element as (M,Dt). Furthermore A∗(M ′, D′t) =
A∗(M,Dt)⊗A A′.
Proof.
First of all M ′ is clearly a free A′-module. Any m′ ∈ M ′ is a finite linear
A′-combination a′1m1 + . . . + a
′
hmh ∈ M
′. Then there exists Gmi ∈ A[T] such
that mi = Gmi(D)m0, where m0 is the fundamental element of the A − IP
(M,Dt). Then Gm′ := a
′
1Gm1 + . . .+ a
′
hGmh ∈ A
′[T] is a polynomial such that
ED(Gm′) ·m0 = m
′. This proves that (M ′, D′) is an A′−IP with fundamental
element m0 ∈M – the fundamental element of (M,Dt). Clearly A∗(M,Dt)⊗A
A′ ∼=M ⊗A A′ ∼=M ′, so that A∗(M ′, D′) = A∗(M,Dt)⊗A A′.
QED
Let t = (t1, . . . , tk) be a set of k indeterminates. Then, for each 1 ≤ i ≤ k−1
(M [[t1, . . . ti−1]], Dti) is an A[[t1, . . . ti−1]]−IP , once Dti =
∑
j≥0Djt
j
i has been
extended to M [[t1, . . . ti−1]], by A[[t1, . . . ti−1]]-linearity.
Therefore it makes sense to consider the composition
Dt1 ◦ . . . ◦Dtk :M −→M [[t1, . . . , tk]]
M −→ M [[tk]] −→ M [[tk−1, tk]] −→ . . . −→ M [[t1, . . . , tk]]
Dtk Dtk−1 Dtk−2 . . . Dt1
Then:
Lemma 3.1 The following formula holds:
Dt1 ◦ . . . ◦Dtk =
∑
λ∈L≤k
sλ(T )∆λ(D), (24)
where sλ(T ) are the Schur symmetric polynomials defined in Sect. 3.1.
Proof.
Make the substitution Di = hi(X), where hi(X) is the complete symmetric
polynomial of degree i in k formal variables X = (x1, . . . , xk). Then Dti can be
expressed as:
Dti =
k∏
j=1
1
1− xjti
.
It follows that:
Dt1 ◦ . . . ◦Dtk =
k∏
i,j=1
1
1− xjti
=
∑
λ∈L≤k
sλ(T )sλ(X), (25)
where last equality of formula (25) follows from identity (4.3) at p. 33 of [15].
But in the old variables, sλ(X) is exactly the determinantal formula relating the
sλ with the complete symmetric polynomials (see formula (3.4) of [15], p. 25),
which are the D′is, i.e. exactly formula (24). QED
3.3 The Canonical Intersection Pair
Let (M,Dt) be the data of
1. an infinite free Z-module M = ⊕i≥1Zǫi generated by (ǫ1, ǫ2, . . .) (each
element of M is a finite free Z-linear combination of the ǫi’s);
2. a formal power series Dt :=
∑
i≥0Dit
i ∈ EndZ(M)[[t]] whose coefficients
are the components of a sequence of endomorphisms
D = (D0, D1, D2, . . .) (26)
such thatD0 is the identity, D1 is the one-step shift operator, i.e. D1(ǫ
i) =
ǫi+1, and Di = D
i
1.
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Proposition 3.4 The pair (M,Dt) is an IP said to be canonical intersection
pair, and its intersection ring is isomorphic to Z[D1].
Proof. Let Mi = Z · ǫi. Then M = ⊕Mi and Dj :M −→M is a homogeneous
endomorphism of degree j (DjMi ⊂Mi+j).
If ED : Z[T] −→ EndZ(M) is the natural evaluation homomorphism got-
ten by evaluating φ(T) ∈ Z[T] at Ti = Di (Sect. 3.2), the image Z[D] :=
Im(ED) is a commutative subalgebra of EndZ(M), because DiDj = DjDi.
Let Eǫ1 : Z[T] −→ M be the evaluation morphism sending φ(T) ∈ Z[T] onto
φ(D)ǫ1. Then {
Eǫ1 : Z[T] −→ M
φ(T) 7−→ φ(D)ǫ1
is obviously surjective. In fact, for any m = ai1ǫ
i1 + . . .+ aij ǫ
ij , one has:
Eǫ1(ai1Ti1−1 + . . .+ aijTij−1) = (ai1Di1−1 + . . .+ aijDij−1)ǫ
1 = m.
Therefore M is isomorphic, as a Z-module, to the ring
A∗(M,Dt) :=
Z[T ]
ker(E˜ǫ1)
.
One easily checks that ker(E˜ǫ1) = (Ti − T
i
1)i≥1. Hence:
A∗(M,Dt) =
Z[T1, T2 . . .]
(T2 − T 21 , T3 − T
3
1 , . . .)
∼= Z[T1] ∼= ED(Z[T1]) = Z[D1].
QED
3.4 Schubert Derivations
Let k ≥ 1. Given a canonical intersection pair (M,Dt) (Sect. 3.3) let
∧
M =
⊕k≥0
∧k
M be the exterior algebra of the Z-module M . Denote by the same
symbol the extension of Dt to all of EndZ(
∧
M)[[t]]. In such a way Dt turns
into a HS-derivation on
∧
M , i.e.:
Dt(α ∧ β) = Dtα ∧Dtβ, ∀α, β ∈
∧
M. (27)
Definition 3.4 The formal power series Dt so obtained will be said Schubert
derivation or, briefly, S-derivation.
A S-derivation is a normalized HS-derivation. In fact, for each ǫi1 ∧ . . . ∧ ǫik ,
D0(ǫ
i1 ∧ . . . ∧ ǫik) = D0ǫ
i1 ∧ . . . ∧D0ǫ
ik = ǫi1 ∧ . . . ∧ ǫik ,
because D0 is the identity of M . Moreover, for i ≥ 1, each Di satisfies
the generalized Leibniz’s rule, as explained in Sect. 3.1. The sequence D :=
(D0, D1, D2, . . .) of the coefficients of Dt will also be called S-derivation.
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Proposition 3.5 The endomorphisms Di :
∧k
M −→
∧k
M are pairwise com-
muting.
Proof. By induction on k. For k = 1 the claim is true by construction. Assume
that the property holds for k − 1. Since any m ∈
∧kM is a finite sum of
k vectors of the form α ∧ β, with α ∈ M and β ∈
∧k−1M , without loss of
generality one may check the property for any m of this form. One has:
DiDj(α∧β) = Di

 ∑
j1+j2=j
Dj1α ∧Dj2β

 = ∑
i1+i2=i
∑
j1+j2=j
Di1Dj1α∧Di2Dj2β.
(28)
By the inductive hypothesis, last member of equality (28) is equal to:
∑
j1+j2=j
∑
i1+i2=i
Dj1Di1α∧Dj2Di2β = Dj
( ∑
i1+i2=i
Di1α ∧Di2β
)
= DjDi(α∧β).
QED
As a consequence the natural evaluation morphismED : Z[T] −→ EndZ(
∧k
M)
maps Z[T] onto a commutative subring Z[D] of EndZ(
∧k
M).
As for more general HS-derivations on
∧
M :
Proposition 3.6 The “generalized” Leibniz’s rule holds:
Dh(ǫ
i1 ∧ ǫi2 ∧ . . . ∧ ǫik) =
∑
h1 + . . .+ hk = h
hi ≥ 0
ǫi1+h1 ∧ ǫi2+h2 ∧ . . . ∧ ǫik+hk .
Proof. By induction on k. If k = 1 the property is obviously true. Now assume
it holds for k − 1. Then
Dh(ǫ
i1 ∧ ǫi2 ∧ . . . ∧ ǫik) =
h∑
h1=0
ǫi1+h1 ∧Dh−h1(ǫ
i2 ∧ . . . ∧ ǫik). (29)
By the inductive hypothesis:
Dh−h1(ǫ
i2 ∧ . . . ∧ ǫik) =
∑
h2+...+hk=h−h1
ǫi2+h2 ∧ . . . ∧ ǫik+hk .
Hence the right hand side of formula (29) turns into:
Dh(ǫ
i1 ∧ ǫi2 ∧ . . . ∧ ǫik) =
∑
h1+...+hk=h
ǫi1+h1 ∧ . . . ∧ ǫik+hk .
QED
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Example 3.4.1 Let us compute D2(ǫ
2 ∧ ǫ3 ∧ ǫ5) ∈
∧3
M . One has:
D2(ǫ
2 ∧ ǫ3 ∧ ǫ5) = D2ǫ
2 ∧ ǫ3 ∧ ǫ5 +D1ǫ
2 ∧D1(ǫ
3 ∧ ǫ5) + ǫ2 ∧D2(ǫ
3 ∧ ǫ5) =
= ǫ4 ∧ ǫ3 ∧ ǫ5 + ǫ3 ∧ (ǫ4 ∧ ǫ5 + ǫ3 ∧ ǫ6) + ǫ2 ∧ (ǫ5 ∧ ǫ5 + ǫ4 ∧ ǫ6 + ǫ3 ∧ ǫ7) =
= ǫ4 ∧ ǫ3 ∧ ǫ5 + ǫ3 ∧ ǫ4 ∧ ǫ5 + ǫ3 ∧ ǫ3 ∧ ǫ6 + ǫ2 ∧ ǫ5 ∧ ǫ5 + ǫ2 ∧ ǫ4 ∧ ǫ6 +
+ǫ2 ∧ ǫ3 ∧ ǫ7 = ǫ2 ∧ ǫ4 ∧ ǫ6 + ǫ2 ∧ ǫ3 ∧ ǫ7,
where last equality results from the vanishing of the terms having equal factors
and to the cancelations due to skew-symmetry.
Example 3.4.1 shows that computing S-derivatives of k-vectors is a straight-
forward matter and that one has to care only about possible vanishing and
cancelations.
However, the practise of many examples naturally suggests the following:
Proposition 3.7 Pieri’s formula for S-derivatives holds:
Dh(ǫ
i1 ∧ . . . ∧ ǫik) =
∑
ǫj1 ∧ . . . ∧ ǫjk ,
where the sum is over all i1 ≤ j1 < i2 ≤ j2 < . . . < ik ≤ jk, such that∑k
p=1 jp = h+
∑k
p=1 ip.
Proof. Let I = (1 ≤ i1 < . . . < ik). By Proposition 3.6, one has:
Dh(ǫ
i1 ∧ . . . ∧ ǫik) =
∑
h1 + . . .+ hk = h
hi ≥ 0
ǫi1+h1 ∧ . . . ∧ ǫik+hk . (30)
Now, each term such that ip + hp = iq + hq, for some 1 ≤ p < q ≤ k, vanishes,
by skew-symmetry of the wedge product. Moreover, if in the expansion (30) a
term like
ǫi1+h1 ∧ . . . ∧ ǫip+hp ∧ . . . ∧ ǫiq+hq ∧ . . . ∧ ǫik+hk , (31)
with
ip + hp > iq + hq, (32)
occurs, then, keeping the same hj for j 6= p, q in the other factors, it will also
occur a term of the form
ǫi1+h1 ∧ . . . ∧ ǫip+h
′
p ∧ . . . ∧ ǫiq+h
′
q ∧ . . . ∧ ǫik+hk , (33)
where h′p = (iq − ip) + hq and h
′
q = (ip − iq) + hp. In fact h
′
p is obviously
non negative, h′q > 0 by virtue of inequality (32) and h
′
p + h
′
q +
∑
j 6=p,q hj =
hp + hq +
∑
j 6=p,q hj = h. Since ip + h
′
p = iq + hq and iq + h
′
q = ip + hp, the
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terms (31) and (33) occurring in the sum (30) cancel out, proving the claim.
Therefore, in the sum (30), only the summands with
i1 ≤ i1 + h1 < i2 ≤ i2 + h2 < . . . < ik−1 ≤ ik−1 + hk−1 < ik ≤ ik + hk
survive. Putting J = (j1, . . . , jk) = (i1 + h1, . . . , ik + hk), one finally gets:
Dh(ǫ
i1 ∧ . . . ∧ ǫik) =
∑
ǫj1 ∧ . . . ∧ ǫjk , (34)
where the sum is over all J such that i1 ≤ j1 < i2 ≤ j2 < . . . < ik ≤ jk ≤ ik +h
and |J | = |I|+ h QED
As an application of Pieri’s formula, one can observe that:
Corollary 3.1 The following equality holds in
∧k
M :
Dh(ǫ
i ∧ ǫi+1 ∧ . . .∧ ǫi−2+k ∧ ǫi−1+k) = ǫi ∧ ǫi+1 ∧ . . .∧ ǫi−2+k ∧ ǫi−1+k+h. (35)
Proof.
Apply Proposition 4.5:
Dh(ǫ
i ∧ ǫi+1 ∧ . . . ∧ ǫi+k−2 ∧ ǫi+k−1) =
∑
ǫj1 ∧ . . . ∧ ǫjk
with |J | = |I| + h and i ≤ j1 < i + 1 ≤ j2 < i + 2 ≤ . . . < i + k − 2 ≤ jk−1 <
i+k− 1 ≤ jk. Hence jp = i+p− 1, for all 1 ≤ p ≤ k− 1, and jk = i− 1+k+h,
as claimed. QED
Theorem 3.1 Let λ = (rkrk−1 . . . r1) ∈ L≤k. The morphism
Eǫ1∧...∧ǫk : Z[D] −→
k∧
M
is an epimorphism. In fact, Giambelli’s formula holds:
∆λ(D)ǫ
1 ∧ . . . ∧ ǫk = ǫ1+r1 ∧ . . . ∧ ǫk+rk (36)
Proof. Let t := (t1, . . . , tk) be a set of k indeterminates over Z. Then, by
composition, one may define (see Section 3.2):
Dt1 ◦ . . . ◦Dtk :
k∧
M −→
k∧
M [[t1, . . . , tk]].
Clearly:
(Dt1 ◦. . .◦Dtk)(ǫ
1∧. . .∧ǫk) = (Dt1 ◦. . .◦Dtk)(ǫ
1)∧. . .∧(Dt1 ◦. . .◦Dtk)(ǫ
k) (37)
Applying 3.1 to both sides of (37), one has:
∑
λ∈L≤k
sλ(t)∆λ(D)ǫ
1∧ . . .∧ǫk =
∑
λ∈L≤k
sλ(t)∆λ(D)ǫ
1∧ . . .∧
∑
λ∈L≤k
sλ(t)∆λ(D)ǫ
k
(38)
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The right hand side is equal to
∑
r1≥0
sr1(t)∆r1(D)ǫ
1 ∧ . . . ∧
∑
rk≥0
srk(t)∆rk(D)ǫ
k
=
∑
r1≥0
hr1(t)ǫ
1+r1 ∧ . . . ∧
∑
rk≥0
hrk(t)ǫ
k+rk =
=
∑
λ∈L≤k
sλ(t) · ǫ
1+r1(λ) ∧ . . . ∧ ǫk+rk(λ), (39)
last equality coming from a straightforward computation of an exterior product
and the determinantal relationship between the complete symmetric polynomi-
als hi(t) and the Schur symmetric polynomials sλ(t) (Sect. 2.2).
Since (sλ(t) : λ ∈ L≤k) is a basis of the symmetric polynomials in the
indeterminates t with integral coefficients, formula (36) follows. QED
3.5 The intersection ring of (
∧
k M,D)
3.5.1 Generalities
As usual, denote by T the set of infinitely many indeterminates (T1, T2, T3, . . .).
Corollary 3.2 The polynomials {∆λ(T), λ ∈ P} are Z-linearly independent.
Proof. Suppose that
∑
λ∈P′ aλ∆λ(T) = 0 is a non trivial linear dependence
relation, where P ′ is a finite subset of P . Then there is k ≥ 1, such that
P ′ ⊆ L≤k and ∑
λ∈P′
aλ∆λ(D)ǫ
1 ∧ . . . ∧ ǫk = 0,
which is impossible, because ∆λ(D)ǫ
1 ∧ . . . ∧ ǫk = ǫ1+r1(λ) ∧ . . . ∧ ǫk+rk(λ) are
all linearly independent, being part of a basis of
∧k
M . QED
Lemma 3.2 The subset ∆h(T) = {∆λ(T) : λ ∈ Ph} ⊂ Z[T], is a Z-basis of
Z[T]h.
Proof. For any λ ∈ Ph, ∆λ(T) is a unique Z-linear combination of Tµ’s, (µ ∈
Ph):
∆λ(T) =
∑
µ
λ
∈Ph
aµ
λ
Dµ
λ
.
Then, since ♯{∆h(T)} = ♯{Tµ : µ ∈ Ph}, and all the ∆λ ∈ ∆h(D) are linearly
independent, it follows that they freely spanQ[T]h = Z[T]h⊗ZQ. In particular,
for each µ ∈ Pk, Tµ is a unique Q-linear combination of ∆λ(T) ∈ ∆h(T):
Tµ =
∑
λ
µ
bλ
µ
∆λ
µ
(T). (40)
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We only need to show that the coefficients bλ
µ
∈ Z. But equality (40) implies:
ED(Tµ)ǫ
1 ∧ . . . ∧ ǫk =
∑
λ
µ
∈Ph
bλ
µ
ED(∆λ
µ
(T))ǫ1 ∧ . . . ∧ ǫk (41)
The left hand side is a Z-linear combination of ǫi1 ∧ . . . ∧ ǫik equal to:
∑
λ
µ
∈Ph
bλ
µ
ǫ
1+r1(λµ) ∧ . . . ∧ ǫ
k+rk(λµ).
By unicity, the coefficients bλ
µ
’s must be the same as those occurring in the
expansion of the l.h.s. of (41) in terms of the ǫi1 ∧ . . . ∧ ǫik , i.e. they must be
integers. QED
Proposition 3.8 Let φ ∈ Z[T1, . . . , Tk] ⊆ Z[T] such that
φ(D1, . . . , Dk)ǫ
1 ∧ . . . ∧ ǫk = 0,
then φ = 0.
Proof. Let φ ∈ Z[T1, . . . , Tk] be a homogeneous polynomial of degree h such
that φ(D1, . . . , Dk)ǫ
1 ∧ . . . ∧ ǫk = 0. Since {∆λ(T) : |λ| = h}, is a Z-basis of
Z[T]h, then:
φ(T1, . . . , Tk) =
∑
λ∈Ph
aλ∆λ(T).
Hence:
0 = φ(D1, . . . , Dk)ǫ
1 ∧ . . . ∧ ǫk =
∑
λ∈Ph
aλ∆λ(D)ǫ
1 ∧ . . . ∧ ǫk,
implying that all aλ = 0, because ∆λ(D)ǫ
1 ∧ . . . ∧ ǫk are linearly independent.
QED
Given that ker(Eǫ1∧...∧ǫk) is a homogeneous ideal, the grading of Z[D] in-
duces the codimension grading of
A∗(
k∧
M,Dt) :=
Z[D]
ker(Eǫ1∧...∧ǫk)
,
the intersection ring of the pair (
∧k
M,Dt), namely:
A∗(
k∧
M,Dt) = A
0(
k∧
M,Dt)⊕A
1(
k∧
M,Dt)⊕A
2(
k∧
M,Dt)⊕ . . .
The codimension i submodule Ai(
∧k
M,Dt) of A∗(
∧k
M,Dt) is, by definition,
the module generated by the classes modulo ker(Eǫ1∧...∧ǫk) of the monomials in
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Z[D] of degree i, with respect to the grading (23). It turns out that
∧k
M is a
graded (by codimension) A∗(
∧k
M,D) module, i.e.:
k∧
M = Z⊕ (
k∧
M)1 ⊕ (
k∧
M)2 ⊕ . . .
Clearly, (
∧k
M)h is the (isomorphic) image of Ah(
∧k
M,D) through the eval-
uation morphism: it is spanned by all the k-vectors ǫi1 ∧ . . . ∧ ǫik such that∑k
j=1 ij = 1+2+. . .+k+h = k(k+1)/2+h, i.e. by all the k-vectors ǫ
i1∧. . .∧ǫik
of weight h, where the weight of a k-vector is, by definition,
∑k
j=1(ij − j).
3.5.2 The Intersection Ring
Lemma 3.3 Let Et be the inverse of the S-derivation Dt (see Section 3.1).
Then for all k > 0 and all h > k, Ehα = 0 for all α ∈
∧k
M .
Proof. The proof works by induction on k. The property is true for k = 1,
because E2 = D
2
1 −D2 = 0 in M . Suppose it holds for k − 1. If α ∈
∧k
M , by
Theorem 3.1, there is Gα ∈ Z[T], such that Gα(D)ǫ1 ∧ . . . ∧ ǫk = α. One may
thence check the property for α = ǫ1 ∧ . . . ∧ ǫk, since
Eh(α) = Eh ◦Gα(D)ǫ
1 ∧ . . . ∧ ǫk = Gα(D)Eh(ǫ
1 ∧ . . . ∧ ǫk).
Let β = ǫ2 ∧ . . . ∧ ǫk. Then:
Eh(ǫ
1 ∧ β) =
k−1∑
i=0
Eh−i(ǫ
1) ∧ Ei(β) + E1(ǫ
1) ∧Eh−1β + ǫ
1 ∧ Eh(β) = 0,
and this proves the claim. QED
Let A∗(
∧k
M,D) be the intersection ring of
∧k
M .
Proposition 3.9 The ring A∗(
∧k
M,D) is the polynomial ring Z[D1, . . . , Dk].
Proof. By Proposition 3.8, D1, . . . , Dk are algebraically independent. Now we
shall show that Dk+i (i ≥ 1) is a Z-polynomial in D1, . . . , Dk. In fact, for each
j ≥ 0, relation EtDt = DtEt = 1 implies:
Dk+i − E1Dk+i−1 + . . .+ (−1)
k+i−1Ek+i−1D1 + (−1)
k+iEk+i = 0. (42)
Since Ep is a polynomial expression in D1, . . . , Dp only, it follows that (for i = 1)
Dk+1 is a polynomial in D1, . . . , Dk, because Ek+1 = 0 by Lemma 3.3. Suppose
now that the property holds for all 1 ≤ j ≤ i − 1. Then formula (42) reads as:
Dk+i = −E1Dk+i−1 + . . .+ (−1)
k+1EkDi, (43)
because Ek+i = 0 for all i ≥ 1; it follows that Dk+i is a polynomial in
D1, . . . , Dk, by induction. As a conclusion:
A∗(
k∧
M,Dt) =
Z[D1, D2, . . .]
(Dk+i −Dk+i(D1, . . . , Dk))i≥1
∼= Z[D1, . . . , Dk].
QED
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Remark 3.1 From now on, when working on
∧k
M , the notation Dh for h >
k, will stand for the polynomial expression in D1, . . . , Dk implicitly defined by
formula (43).
Let DnM be the Z-submodule of M generated by (ǫn+1, ǫn+2, . . . , ) and let∧k−1
M ∧ DnM be the Z-submodule of
∧k
M generated by all the k-vectors
ǫi1 ∧ . . . ∧ ǫik with ik ≥ n+ 1.
Proposition 3.10 Let I = (i1, . . . , ik) be a symbol (Sect. 2.1) and suppose that
∆λ(I)(D)ǫ
1 ∧ . . . ∧ ǫk = ǫi1 ∧ . . . ∧ ǫik ∈
k−1∧
M ∧DnM.
Then ∆λ(I)(D) belongs to the ideal of Z[D] generated by (Dn−k+1, . . . , Dn).
Proof. If k + rk = ik ≥ n+ 1, one has:
∆λ(I) =
∣∣∣∣∣∣∣∣
Dr1 Dr2+1 . . . Drk+k−1
Dr1−1 Dr2 . . . Drk+k−2
...
...
. . .
...
Dr1−k Dr2−k+1 . . . Drk
∣∣∣∣∣∣∣∣
,
which proves, by expanding the determinant along last column, that ∆λ(I) ∈
(Dn−k+1, Dn−k+2, . . .).
It suffices then to prove that for i ≥ 1, Dn+i ∈ (Dn−k+1, Dn−k+2, . . . , Dn) .
Observe now that:
Dn+1 =
k∑
j=1
(−1)j−1EjDn+1−j+
n+1∑
j=k+1
(−1)j−1EiDn+1−j =
k∑
j=1
(−1)j−1EjDn+1−j
because Eh(D) = 0 if h > k. This proves that Dn+1−j ∈ (Dn, . . . , Dn−k+1) and
hence, by induction on i, that
Dn+i ∈ (Dn, . . . , Dn−k+1), ∀h > n.
QED
4 More Intersection Pairs
4.1 The intersection pair
(∧
k(M/DnM), Dt
)
Let (M,Dt) be the canonical intersection pair (Sect. 3.3) and letMn =M/DnM .
It is aZ-module freely generated by ǫi+DnM , which, by abuse, will be indicated
as (ǫ1, . . . , ǫn). The map Dt : M −→M [[t]] induces a map Dt :Mn −→Mn[[t]]
in a obvious way.
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Proposition 4.1 For each k ≥ 1, (
∧k
Mn, Dt) is an IP. Its intersection ring
is:
A∗(
k∧
Mn, D) =
Z[D1, . . . , Dk]
(Dn−k+1, . . . , Dn)
Proof. In fact:
k∧
Mn =
k∧( M
DnM
)
∼=
∧k
M∧k−1
M ∧DnM
Clearly there is an epimorphism Z[D1, . . . , Dk] −→
∧k
Mn gotten by composing
the isomorphism Z[D1, . . . , Dk] ∼=
∧k
M with the canonical projection of
∧k
M
onto
∧k
Mn. We claim that:
Dn−k+i(ǫ
i1 ∧ . . . ∧ ǫik) = 0 mod
k−1∧
M ∧DnM.
This is because (notation as in Sect. 2.1)
Dn−k+j(ǫ
i1 ∧ . . . ∧ ǫik) = Dn−k+i∆λ(I)(D)ǫ
1 ∧ . . . ∧ ǫk =
= ∆λ(I)(D)Dn−k+iǫ
1 ∧ . . . ∧ ǫk = (by P ieri′s formula) =
= ∆λ(I)(D)(ǫ
1 ∧ . . . ǫk−1 ∧ ǫn+j) = 0 mod
k−1∧
M ∧DnM,
proving that Z[D1,...,Dk](Dn−k+1,...,Dn) surjects onto
∧k
Mn. There are no relations in
degree less than n−k, because any such would also be a relation inA∗(
∧kM,D),
contradicting Proposition 3.8.
Suppose there is a relation of degree n− k + 1 + j (j ≥ 0), i.e.
φ(D1, . . . , Dk)ǫ
1 ∧ . . . ∧ ǫk ∈
k−1∧
M ∧DnM. (44)
By Lemma 3.2, such a φ can be written in a unique way as:
φ(D1, . . . , Dk) =
∑
ar1,...,rk∆rk,...,r1(D),
for some integers ar1,...,rk . Equation (44) is thence equivalent to:
∑
ar1...rk∆rk,...,r1(D)ǫ
1 ∧ . . .∧ ǫk = ar1...rkǫ
1+r1 ∧ . . . ∧ ǫk+rk ∈
k−1∧
M ∧DnM.
By Proposition 3.10, each ∆(rk...r1)(D) ∈ (Dn−k+1, Dn−k+2, ..., Dn) and
hence φ(D1, . . . , Dk) ∈ (Dn−k+1, Dn−k+2, ..., Dn), too. QED
Corollary 4.1 There is a canonical ring isomorphism
Φ : A∗(
k∧
Mn, D) −→ A
∗(G),
where A∗(G) is the Chow ring of
G := Gk(V ), dim(V ) = n.
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Proof. Let A∗ be the ring:
A∗ :=
Z[D1, . . . , Dn−k]
(Yk+1(D), . . . , Yn(D))
where Yi(D)’s are implicitly defined by:
1
1 +D1t+ . . .+Dn−ktn−k
=
∑
i≥0
(−1)iYi(D)t
i,
We then show that A∗ ∼= A∗(
∧k
Mn, Dt). Suppose first that k < n− k. Then
by the very definition of Ei one has that Yj(D) = Ej(D) for all 1 ≤ j ≤ n− k.
Since Ek+h(D) = 0 for all h ≥ 1, one has that Yk+1(D) = . . . = Yn−k(D) = 0
is equivalent to say that Dk+1, . . . , Dn−k can be expressed as a polynomial
expression of D1, . . . , Dk only. Hence the ring A∗ is indeed isomorphic to
Z[D1, . . . , Dk]
(Yn−k+1(D), . . . , Yn(D))
Now, by looking at the definition of the Ei’s and of the Yi’s one sees that
En−k+j(D) = (−1)
n−k+j−1Dn−k+j + Yn−k+j(D) ∀j ≥ 1 (45)
But En−k+j(D) = 0, for all j (because n− k > k), hence Yn−k+j(D) = 0 ⇐⇒
Dn−k+j = 0. Therefore A
∗ is indeed isomorphic to
Z[D1, . . . , Dk]
(Dn−k+1, . . . , Dn)
= A∗(
k∧
Mn, Dt).
The case n − k ≤ k can be verified by using the obvious isomorphism between∧n−kMn and ∧kMn. However we present a direct check. One has:
Z[D1, . . . , Dn−k, Dn−k+1, . . . , Dk]
(Dn−k+1, . . . , Dk, Dk+1, . . . , Dn)
∼=
Z[D1, . . . , Dn−k]
(Dk+1, . . . , Dn)
,
but, again, the polynomial expression ofDk+1, . . . , Dn as a function of D1, Dn−k
is precisely Yk+1(D), . . . , Yn(D), so that:
A∗(
k∧
Mn, Dt) =
Z[D1, . . . , Dn−k]
(Yk+1(D), . . . , Yn(D))
.
It is then clear that the map Φ : A∗(
∧k
M,Dt) −→ A∗(G) defined by Di 7→ σi
is an isomorphism, because of the presentation (12).
QED
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4.2 (Small) Quantum Intersection Pair
Let (M,Dt) be the canonical intersection pair and let M [Dn] := M ⊗Z Z[Dn],
n ≥ 1. The module M [Dn] is nothing but M itself thought of as a Z[Dn]-
module. It is a finitely generated free Z[Dn]-module of rank n, generated by
(ǫ1, . . . , ǫn). Denote by the same symbol the Dn-linear extension of Dt
Proposition 4.2 The pair (M [Dn], Dt) is a Z[Dn]-intersection pair. Its in-
tersection ring is:
A∗(M [Dn], Dt) =
Z[Dn][D1]
(Dn1 −Dn)
. (46)
Proof. The natural evaluation map Z[Dn][T] −→ M [Dn] is clearly surjective,
because M ∼= Z[D1]. It is only left to compute the intersection ring. One has
that Di = D
i
1. Hence it is generated by D1 only. Furthermore one has the
relation Dn1 = Dn, whence the claim QED
By renaming Dn with q, one may write
Z[Dn, D1]
(Dn1 −Dn)
∼=
Z[q,D1]
(Dn1 −Dn, Dn − q)
∼=
Z[q,D1]
(Dn1 − q)
.
Last expression is exactly that of the small quantum cohomology ring of P
n−1
(see e.g. [7]), once D1 is interpreted as the class of the hyperplane section. For
this reason the pair (M [q], Dt) shall be referred to as to the quantum canoni-
cal intersection pair. Let us now extend Dt to an HS-derivation on
∧kM [q],
thought of as a Z[q]-module. Still one has:
Proposition 4.3 For each 1 ≤ k ≤ n, (
∧k
M [Dn], Dt) is a Z[Dn] cohomolog-
ical pair generated by ǫ1 ∧ . . . ∧ ǫk.
Proof. It is sufficient to show that for each ǫi1 ∧ . . . ∧ ǫik there exists P (T) ∈
Z[Dn][T] such that ED(P (T))ǫ1∧ . . .∧ǫk = ǫi1 ∧ . . .∧ǫik . This is a consequence
of Giambelli’s formula, because ∆λ(D) ∈ Z[D] = Z[Dn][D]. In other words:
ǫi1 ∧ . . . ∧ ǫik = ∆λ(D)ǫ
1 ∧ . . . ∧ ǫk.
Proposition 4.4 The intersection ring of the Z[Dn] − IP (M [Dn]) , Dt) is
given by
A∗(
k∧
(M [Dn]) , Dt) =
Z[Dn][D1, . . . , Dk]
(Dn−k+1, . . . , Dn−1)
Proof. Clearly (Dn−k+1, . . . , Dn−1) is contained in the ideal R of relations. In
fact one has, for 1 ≤ i ≤ k − 1
Dn−k+iǫ
1 ∧ . . . ∧ ǫk = ǫ1 ∧ . . . ∧ ǫk−1 ∧ ǫn+i =
ǫ1 ∧ . . . ∧ ǫk−1 ∧Dnǫ
i = Dn(ǫ
1 ∧ . . . ∧ ǫi ∧ . . . ∧ ǫk−1 ∧ ǫi) = 0,
where the last vanishing is due to skew-symmetry. We contend that indeed R =
(Dn−k+1, . . . , Dn). We first observe that over the integers there is no relation of
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degree ≤ n− k, because otherwise it would also be a relation in A∗(
∧k
M,Dt).
Suppose that 0 6= ψ ∈ Z[Dn][T1, . . . , Tk] is such that ψ(D)ǫ1 ∧ . . . ∧ ǫk = 0 and
let h = deg(ψ). Denote by ψ˜(D) the same ψ thought of as a polynomial with
integral coefficients. If
ψ˜(D)ǫ1 ∧ . . . ∧ ǫk = 0,
then necessarily ψ˜(D)ǫ1 ∧ . . . ∧ ǫk ∈
∧k−1
M ∧ DnM . It follows (Prop. 3.10)
that ψ˜(D) ∈ (Dn−k+1, . . . , Dn), that is ψ˜(D)ǫ1 ∧ . . .∧ ǫk = χ(D)Dnǫ1 ∧ . . .∧ ǫk,
where χ is a Z-polynomial of degree h − n, such that ψ(D)ǫ1 ∧ . . . ∧ ǫk = 0.
Hence, by repeating the argument, one would conclude the existence of a non
zero relation over the integers of degree ≤ n − k, and this is not possible, by
Prop. 3.8. QED
By introducing a new indeterminate q, the intersection ring can be expressed
as:
A∗(
k∧
M [Dn], Dt) =
Z[Dn][D1, . . . , Dk]
(Dn−k+1, . . . , Dn−1)
=
Z[q][D1, . . . , Dk]
(Dn−k+1, . . . , Dn−1, Dn − q)
.
Corollary 4.2 There is a canonical ring isomorphism
Φq : A
∗(
k∧
Mn[q], D) −→ QA
∗(G),
where QA∗(G) is the quantum Chow ring of G := Gk(V ), dim(V ) = n.
Proof. As in Corollary 4.1 one starts by observing the isomorphism:
Z[q,D1, . . . , Dn−k]
(Yk+1(D), . . . , Yn(D)− (−1)n−k−1q)
∼=
Z[q,D1, . . . , Dk]
(Dn−k+1, . . . , Dn − q)
. (47)
By formula (45) and the fact that Ek+j(D) = 0 for all j ≥ 1, one has that
(−1)hDh(D1, . . . , Dk) = Yh(D) for all h ≥ k + 1. In particular (−1)nDn =
Yn(D) = (−1)n−k+1q. It follows that the relation Yn(D) − (−1)n−k−1q is
equivalent to Dn − (−1)
k−1q. Therefore the isomorphism (47) is gotten by
q 7→ (−1)k−1q. The conclusion is that the morphism
A∗(
k∧
Mn[q], D) −→ Φq : QA
∗(G),
sending Di 7→ σi and q 7→ (−1)k−1q is an isomorphism, because of the presen-
tation (19), as claimed.
QED
Proposition 4.5 For each 1 ≤ h ≤ k, Pieri’s formula for quantum S-derivatives
holds:
Dh(ǫ
i1 ∧ . . . ∧ ǫik) =
∑
J
ǫj1 ∧ . . . ∧ ǫjk + (−1)k−1q
∑
J′
ǫj
′
1 ∧ . . . ∧ ǫj
′
k , (48)
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where the first sum is over all J = (j1, . . . , jk) such that
i1 ≤ j1 < i2 ≤ j2 < . . . < ik ≤ jk ≤ n, |J | = |I|+ h,
and the second sum is over all J ′ = (j′1, . . . , j
′
k) such that |J
′| = |I|+ h− n and
1 ≤ j′1 < i2 ≤ j
′
2 ≤ i3 < . . . < ik−1 ≤ j
′
k−1 < ik.
Proof.
First of all observe that if qmǫi is written as ǫmn+i, then, for each
1 ≤ i1 < . . . < ik ≤ n
one has, by Pieri’s for S-derivations:
Dh(ǫ
i1 ∧ . . . ∧ ǫik) =
∑
ǫi1+h1 ∧ . . . ∧ ǫik+hk
where the sum is over all non-negative (h1, . . . , hk) such that:
i1 ≤ i1 + h1 < i2 ≤ i2 + h2 < . . . < ik−1 ≤ ik−1 + hk−1 < ik ≤ ik + hk.
Last sum may be split as:∑
ik+hk≤n
ǫi1+h1 ∧ . . . ∧ ǫik+hk +
∑
ik+hk>n
ǫi1+h1 ∧ . . . ∧ ǫik+hk (
∑
hp = h)
where in both cases i1 + h1 < . . . < ik + hk and
∑k
p=1 hp = h. The second
summand may hence be written as:∑
ik+hk>n
ǫi1+h1 ∧ . . . ∧ ǫik+hk =
∑
ik+hk>n
ǫi1+h1 ∧ . . . ∧ ǫik−1+hk−1 ∧ qǫik+hk−n
= (−1)k−1q
∑
ik+hk>n
ǫik+hk−n ∧ . . . ∧ ǫij+hj ∧ . . . ∧ ǫik−1+hk−1 (49)
Now, if hk is such that ik−n+hk > ij+hj (2 ≤ j ≤ k−2), there are h′j h
′
k such
that h′j+h
′
k = hj+hk, ik−n+h
′
k = ij+hj and ij+h
′
j = ik−n+hk. It suffices
to choose h′j = ik − n+ hk − ij and h
′
k = ij + hj +n− ik (obviously h
′
j ≥ 0 and
h′k ≥ 0 since ik ≤ n). It follows that in sum (49) each term corresponding to hk
such that ik − n+ hk > ij + hj cancel out against a term of the form:
(−1)k−1qǫik+h
′
k−n ∧ ǫi2+h2 ∧ . . . ∧ ǫij+h
′
j ∧ . . . ∧ ǫik−1+hk−1 .
Therefore, sum (49) is the same as:
(−1)k−1q
∑
ik+hk>n
ǫik+hk−n ∧ . . . ∧ ǫij+hj ∧ . . . ∧ ǫik−1+hk−1 ,
such that ik + hk − n < i1 + h1 < i2 + h2 < . . . < ik−1 + hk−1. Putting
j′1 = ik + hk − n and j
′
p = ip + hp, one has exactly formula (48).
QED
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5 Geometry
5.1
The purpose of this concluding section is to show how (quantum) Schubert
calculus for Grassmannians fits into the algebraic framework studied in the
previous sections. Let G := Gk(V ) be the grassmannian of k-planes in a n-
dimensional vectorspace V over an algebraically closed field k. A k-plane [Λ] is
determined, modulo the natural action of the group Glk(k), by a “column”
Λ =

 v1...
vk

 ∈ V k
of linearly independent vectors vi ∈ V . If α ∈ V
∨, set:
α(Λ) =


α(v1)
...
α(vk)

 ∈ kk.
Therefore, if (ei) is a basis of V and (ǫ
j) its dual:
(ǫ1, . . . , ǫn)(Λ) =
(
ǫ1(Λ), ǫ2(Λ), . . . , ǫn(Λ)
)
=


ǫ1(v1) ǫ
2(v1) . . . ǫ
n(v1)
...
...
. . .
...
ǫ1(vk) ǫ
2(vk) . . . ǫ
n(vk)

 .
Similarly:
ǫi1 ∧ . . . ∧ ǫik(Λ) = ǫi1(Λ) ∧ . . . ∧ ǫik(Λ) =
∣∣∣∣∣∣∣
ǫi1(v1) . . . ǫ
ik(v1)
...
. . .
...
ǫi1(v1) . . . ǫ
ik(vk)
∣∣∣∣∣∣∣ .
For each symbol I = (i1, . . . , ik) (see Sect. 2.1) with 1 ≤ i1 < i2 < . . . < ik ≤ n,
there is an open set of the grassmannian
GI := {[Λ] ∈ G, ǫ
i1 ∧ . . . ∧ ǫik(Λ) 6= 0}.
The definition does not depend on the particular representative of [Λ]. If [Λ] ∈
GI , then [Λ] = [ΛI ] where:
ΛI = (ǫ
i1(Λ), . . . , ǫik(Λ))−1Λ.
If [Λ] ∈ GI ∩GJ , then ΛI = mIJΛJ , where
mIJ = (ǫ
i1(Λ), . . . , ǫik(Λ))−1 · (ǫj1(Λ), . . . , ǫjk(Λ)) ∈ Glk(k).
Clearly mII = idkk , and mIJ ·mJK = mIK . The rank k vector bundle gotten
by gluing all the products GI × kk via the mIJ , is the tautological bundle T .
It sits into the universal exact sequence:
0 −→ T −→ O⊕nG −→ Q −→ 0,
27
where Q is the universal quotient bundle. The bundle T can be also described
as the set of pairs ([Λ], v) ∈ G×C
n
such that v ∈ [Λ]. Any linear form α ∈ V ∨
can be seen then as a map of vector bundles:
α : T −→ OG.
Similarly, any k-tuple α1, . . . , αk ∈ T ∨ induces a map
α1 ∧ . . . ∧ αk : ∧
kT −→ OG,
i.e. a global section of the bundle OG(1) :=
∧k T ∨. Clearly, H0(G,OG(1)) ∼=∧k
V ∨, generated by the global sections
{
ǫi1 ∧ . . . ∧ ǫik
}
1≤i1<i2<...<ik≤n
. The
map {
p : G −→ P
(∧k
V ∨
)
∼= P
(nk)−1
[Λ] 7−→ [ǫi1 ∧ . . . ∧ ǫik(Λ)]1≤i1<...<ik≤n
,
is the well known Plu¨cker embedding and the ǫi1 ∧ . . . ∧ ǫik are the Plucker
coordinates. We shall see in a moment how Schubert varieties can be written
in terms of Plu¨cker coordinates.
5.2
Let
E : V = E0 ⊃ E1 ⊃ . . . ⊃ En = (0) (50)
be a complete flag of V , such that codimEi = i. Let (e1, . . . , en) be an E-
adpated basis, that is: Ei = span{ei+1, . . . , en}. In terms of the dual basis:
E◦i = span{ǫ
1, . . . , ǫi}, where E◦i ⊆ V
∨ is the annihilator of Ei.
Proposition 5.1 The following formula holds:
dim([Λ] ∩ Ei) = k − rk(ǫ
1(Λ), . . . , ǫi(Λ)).
Proof. Let (ei) be an E-adapted basis of V and let (ǫj) be the dual. Clearly
[Λ] ∩ Ei is the locus of vectors v ∈ [Λ] such that ǫ1(v) = . . . = ǫi(v) = 0. The
number of independent equations is the codimension of [Λ]∩Ei, which is hence
the rank of the matrix (ǫ1, . . . , ǫi)(Λ). QED
The chain of inequalities (2.3) may be thence written as:
0 ≤ rk(ǫ1(Λ)) ≤ rk(ǫ1(Λ), ǫ2(Λ)) ≤ . . . ≤ rk(ǫ1(Λ), ǫ2(Λ), . . . , ǫn(Λ)) = k,
indicating that rk(ǫ1(Λ), . . . , ǫh(Λ)) is equal to the numbers of jumps ≤ h.
This simple observation gives us a useful characterization of a Schubert symbol,
namely that I([Λ]) = (i1, . . . , ik) if and only if:
i1 = min{h ≥ 1 : ǫ
h(Λ) 6= 0} and
ij = min
{
h > ij−1 : ǫ
i1(Λ) ∧ . . . ∧ ǫij−1 (Λ) ∧ ǫh(Λ) 6= 0
}
(1 < j ≤ k).
(51)
The latter can be refined into the following:
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Proposition 5.2
I([Λ]) = (i1, . . . , ik) ⇐⇒
{
ǫj1 ∧ . . . ∧ ǫjk(Λ) = 0, ∀(j1, . . . , jk) ≺ I([Λ])
ǫi1 ∧ . . . ∧ ǫik(Λ) 6= 0
(52)
Proof. If I([Λ]) = (i1, . . . , ik), one already knows that ǫ
i1 ∧ . . . ∧ ǫik(Λ) 6= 0.
Suppose now that (j1, . . . , jk) ≺ (i1, . . . , ik) such that ǫj1 ∧ . . . ∧ ǫjk 6= 0. Let
h the least integer ≥ 1 such that jh < ih. Then ǫi1 ∧ . . . ∧ ǫih−1 ∧ ǫjh 6= 0,
contradicting the minimality of ih. This proves one implication.
On the other hand, suppose that equations (52) are fulfilled. First of all let
us show that i1 is the first Schubert jump. Suppose that ǫ
j1(Λ) 6= 0 for j1 < i1.
Since rk(ǫ1, . . . , ǫi2) ≥ 2, there would exist j2 ≤ i2 such that ǫ
j1 ∧ ǫj2(Λ) 6= 0.
Suppose to have constructed (j2, . . . , jl−1)  (i2, . . . , il−1) such that
ǫj1 ∧ . . . ∧ ǫjl−1(Λ) 6= 0.
Then, since for all h ≥ 0, rk(ǫ1, . . . , ǫil) ≥ l, there exists jl ≤ il such that
ǫj1 ∧ . . . ∧ ǫjl−1 ∧ ǫjl 6= 0,
proving the existence of (j1, . . . , jk) ≺ (i1, . . . , ik) such that ǫj1∧. . .∧ǫjk([Λ]) 6= 0,
against the hypothesis. Therefore i1 is the first Schubert jump. Now, suppose
that i1, . . . , il−1 are the first l−1 Schubert jumps; suppose there is il−1 < jl < il
such that (ǫi1 ∧ . . . ∧ ǫil−1 ∧ ǫjl)([Λ]) 6= 0. Then, since rk(ǫ1, . . . , ǫil+h) ≥ l + h
(h = 1, . . . , k − l), there exists jl+h ≤ il+h such that
ǫi1 ∧ . . . ∧ ǫil−1 ∧ ǫjl ∧ ǫjl+1 ∧ . . . ∧ ǫjk([Λ]) 6= 0,
still contradicting the hypothesis.
QED
We proved that equations (52) are rank conditions of any matrix
Λ =

 v1...
vk


representing the k-plane [Λ]. In terms of an E-adapted basis (ei), such a [Λ] is
represented by the matrix:
ΛI =


0 . . . 0 1 ∗ . . . ∗ 0 ∗ . . . ∗ 0 ∗ . . . ∗
0 . . . 0 0 0 . . . 0 1 ∗ . . . ∗ 0 ∗ . . . ∗
...
. . .
...
...
...
. . .
...
...
...
. . .
...
...
...
. . .
...
0 . . . 0 0 0 . . . 0 0 0 . . . 0 1 ∗ . . . ∗


i1 i2 ik
(53)
showing that the set of all k-planes having (i1, . . . , ik) as Schubert symbol, is
an affine cell of codimension (i1 − 1) + . . .+ (ik − k).
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The Schubert cycle [Wλ(I)(E)] will be denoted, from now on, by the symbol:
[ǫi1 ∧ . . . ∧ ǫik ] meaning with such a notation the class in A∗(G) of the closure
of the E-Schubert cell defined by equations (52). Let M∨ be the integral lattice
of V ∨ generated by the ǫi. Then there is a Z-linear map:
[ ] :
∧
M∨ −→ A∗(G)
defined by∑
1≤i1<...<ik≤n
ai1...ikǫ
i1 ∧ . . . ∧ ǫik 7−→
∑
1≤i1<...<ik≤n
ai1...ik [ǫ
i1 ∧ . . . ∧ ǫik ]. (54)
This map would be an isomorphism were A∗(G) torsion free, namely were [ǫ
i1 ∧
. . . ∧ ǫik ] a Z-basis for A∗(G). This is well known ([6], p. 27 and the references
therein). However we can provide, within our formalism, a new proof of this
fact.
Proposition 5.3 The classes [ǫi1 ∧ . . . ∧ ǫik ] freely generate A∗(G).
Proof.
The map (54) can be extended by A∗(
∧kM,Dt)-linearity by defining
P (D)[ǫi1 ∧ . . . ∧ ǫik ] = [P (D)ǫi1 ∧ . . . ∧ ǫik ].
If degP (D) = j, P (D)Ai(X) ⊆ Ai−j(X). This shows that any P (D) ∈
Aj(
∧k
M∨, D) corresponds to a class in Aj(G). Observe now that if [ǫi1 ∧
. . . ∧ ǫik ] ∈ Ai(G) then D1[ǫi1 ∧ . . . ∧ ǫik ] ∈ Ai−1(G) and it is a Z-linear combi-
nation of [ǫj1 ∧ . . .∧ ǫjk ] ∈ Ai−1(G) with positive coefficients. This follows from
the equality D1[ǫ
i1 ∧ . . . ∧ ǫik ] = [D1(ǫi1 ∧ . . . ∧ ǫik)] and by Pieri’s formula for
S-derivatives (Prop. 4.5) applied to this special case, and the morphism (54).
Suppose now [ǫi1 ∧ . . . ∧ ǫik ] ∈ A∗(G) is such that a[ǫi1 ∧ . . . ∧ ǫik ] = 0 in
A∗(G), for some 0 6= a ∈ Z. Then:
0 = D
k(n−k)−
∑
ip
1 a[ǫ
i1 ∧ . . . ∧ ǫik ] = ab[ǫn−k+1 ∧ . . . ∧ ǫn]
for some positive integer b. In fact
D
k(n−k)−
∑
ip
1 A|λ|(G) = Ak(n−k)(G)
∼= Z · [ǫn−k+1 ∧ . . . ∧ ǫn],
where [ǫn−k+1∧. . .∧ǫn] is the class of the point. Therefore ab[ǫn−k+1∧. . .∧ǫn] =
0 if and only if ab = 0, i.e. only if a = 0, contradicting the assumption. It follows
that A∗(G) is a torsion free Z-module, hence free ([14], p. 147). QED
Proposition 5.4 Giambelli’s formula holds:
[ǫ1+r1 ∧ . . . ∧ ǫk+rk ] = ∆λ(D)[ǫ
1 ∧ . . . ∧ ǫk],
where λ = (rk . . . r1).
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Proof. In fact:
[ǫ1+r1 ∧ . . . ∧ ǫk+rk ] = [∆λ(D)ǫ
1 ∧ . . . ∧ ǫk] = ∆λ(D)[ǫ
1 ∧ . . . ∧ ǫk]
QED
One concludes that ∆λ(D) ∈ A∗(G) is the Poincare´ dual of [ǫ1+r1 ∧ . . . ∧
ǫk+rk ]. As remarked, the ring A∗(
∧kM,Dt) is isomorphic, as a Z-module, to
A∗(G). The isomorphism Φq (Cf. Corollary 4.2) sends ∆λ(D) onto σλ and gives
to A∗(G) another structure of A
∗(
∧k
M∨, Dt)-module, namely:
Dh ∗ [ǫ
i1 ∧ . . . ∧ ǫik ] = σh ∩ [ǫ
i1 ∧ . . . ∧ ǫik ].
We contend that:
Dh[ǫ
i1 ∧ . . . ∧ ǫik ] = σh ∩ [ǫ
i1 ∧ . . . ∧ ǫik ].
Theorem 5.1 The two A∗(
∧kM∨, D)-module structures of A∗(G) coincide,
i.e.
Dh[ǫ
i1 ∧ . . . ∧ ǫik ] = σh ∩ [ǫ
i1 ∧ . . . ∧ ǫik ].
Proof. By Pieri’s formula for S-derivatives (Prop. 4.5), one has:
Dh[ǫ
i1 ∧ . . . ∧ ǫik ] =
∑
i1 ≤ j1 < . . . < ik ≤ jk
|J | = |I|+ h
[ǫj1 ∧ . . . ∧ ǫjk ],
where J = (j1, . . . , jk), I = (i1, . . . , ik), |J | =
∑
p jp and |I| =
∑
p ip. Hence, in
terms of σ’s, one has:
Dh[ǫ
i1 ∧ . . . ∧ ǫik ] =
∑
i1≤j1<i2≤j2<...<ik≤jk
σjk−k,...,j1−1 ∩ [ǫ
1 ∧ . . . ∧ ǫk]
=
∑
λ1 ≥ µ1 ≥ . . . ≥ λk ≥ µk
|µ| = |λ| + h
σµ ∩ [ǫ
1 ∧ . . . ∧ ǫk], (55)
having set µi = ik−i+1− (k− i+1) and λi = ik−i+1− (k− i+1). Furthermore,
by Pieri’s formula (15):∑
λ1 ≥ µ1 ≥ . . . ≥ λk ≥ µk
|µ| = |λ| + h
σµ ∩ [ǫ
1 ∧ . . . ∧ ǫk] = (σh ∪ σλ) ∩ [ǫ
1 ∧ . . . ∧ ǫk] =
= σh ∩ (σλ ∩ [ǫ
1 ∧ . . . ∧ ǫk]) = σh ∩ [ǫ
i1 ∧ . . . ∧ ǫik ]. (56)
Therefore the first member of (55) is equal to the second member of (56), as
claimed.
QED
We may hence conclude that Schubert Calculus for grassmannians is entirely
encoded by the algebra of the intersection pair (
∧k
M∨, Dt) =
∧k
(M∨, Dt),
where (M∨, Dt) is the canonical IP .
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5.3 Quantum Schubert Calculus
By Corollary 4.2 there is an isomorphism Φq : A∗(M [q], D) −→ QA∗(G), defined
by Di 7→ σi and q 7→ (−1)k−1q. As for “classical” Schubert calculus, this
isomorphism extends to an isomorphism of modules:
σλ ∩q [ǫ
i1 ∧ . . . ∧ ǫik ] = Φq(∆λ(D)[ǫ
i1 ∧ . . . ∧ ǫik ]).
This can be achieved by observing that by Bertram-Pieri’s formulas:
σh ∩q [ǫ
i1 ∧ . . . ∧ ǫik ] = (σh ∪q σλ) ∩q [ǫ
1 ∧ . . . ∧ ǫk] = σh ∪ σλ + q
∑
σµ,
where the sum is extended to all
λ1 − 1 ≥ µ1 ≥ λ2 − 1 ≥ . . . ≥ λk − 1 ≥ µk ≥ 0
such that |ν| = |µ|+ h− n. On the other hand, by quantum Pieri’s formula for
Schubert derivations one has:
Dh[ǫ
i1∧. . .∧ǫik ] = Dh[ǫ
i1∧. . .∧ǫik ]mod
k−1∧
M∧DnM+(−1)
k−1
∑
ǫj1∧. . .∧ǫjk
where the sum is extended to all
1 ≤ j1 < i1 ≤ j2 < i2 ≤ . . . ≤ jk−1 < ik−1 ≤ jk < ik with |J | = |I|+ h− n.
Now let µ = (jk − k ≥ . . . ≥ j1 − 1 ≥ 0). Then:
ik − k > jk − k ≥ ik−1 − (k − 1) > jk−1 − (k − 1) ≥ . . . ≥ i1 − 1 > j1 − 1 ≥ 0,
i.e.
λ1 − 1 ≥ µ1 ≥ λ2 − 1 ≥ . . . ≥ λk − 1 ≥ µk ≥ 0
Moreover:
|µ| = |J | −
k(k − 1)
2
= |I| −
k(k − 1)
2
+ h− n = |λ|+ h− n,
proving the claim.
QED
It follows that the algebra of quantum Schubert calculus is described by the
intersection pair (
∧k
M∨n [q], Dq). In particular:
Corollary 5.1 Any σλ can be expressed, via the quantum cup product, as a
polynomial in the σi’s with no q-correction.
Proof.
σλ ∩ [G] = Φ
(
q[ǫ
i1 ∧ . . . ∧ ǫik ]) = Φq(∆λ(D)[ǫ
1 ∧ . . . ∧ ǫk]) = ∆λ(σ) ∩ [G].
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5.4 Examples
Here are some computational examples to better show how our algebraic ma-
chinery works.
5.4.1 Example
This is the example of the introduction.
(σ1 ∪q σ2,1) ∩ [G] = σ1 ∩q (σ2,1 ∩ [G]) = σ1 ∩q [ǫ
2 ∧ ǫ3] = Φ−1q (D1[ǫ
2 ∧ ǫ3]) =
= Φ−1q ([ǫ
3 ∧ ǫ4]− q[ǫ1 ∧ ǫ2]) = σ2,2 + qσ0.
5.4.2 Example
The iterate of D1 :
∧
M −→
∧
M satisfies the following formula, which can be
checked by induction:
Dm1 (α ∧ β) =
m∑
i=0
(
m
i
)
Diα ∧Dm−iβ.
Therefore, on
∧2M :
D41(ǫ
1 ∧ ǫ2) +D4M = ǫ
5 ∧ ǫ2 + 4ǫ4 ∧ ǫ3 + 6ǫ3 ∧ ǫ4 + 4ǫ2 ∧ ǫ5 + ǫ1 ∧ ǫ6 =
= 2ǫ3 ∧ ǫ4 + 3ǫ2 ∧ ǫ5 + ǫ1 ∧ ǫ6.
Reading the result in
∧2
M [D4] one has:
2ǫ3 ∧ ǫ4 + 3ǫ2 ∧ ǫ5 + ǫ1 ∧ ǫ6 = 2ǫ3 ∧ ǫ4 + 2q(ǫ2 ∧ ǫ1)
having set q := D4. The corresponding expression in quantum Schubert calculus
of G1(PC
3
) is:
σ1 ∪q σ1 ∪q σ1 ∪q σ1 = 2σ2,2 + 2qσ0,
(the first member is meaningful by associativity, a non trivial result!) Hence,
there are 2 lines meeting 4 lines ℓ1, . . . , ℓ4 in general position in P
3
and 2 rational
maps f : (P
1
, P1, P2, P3, P4) −→ G1(P
3
) (Pi’s fixed and pairwise distincts) of
degree 1 such that f(Pi) ∩ ℓi 6= ∅.
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