Abstract. In this paper, we study the dynamics of fluids in porous media governed by Darcy's law: the Muskat problem. We consider the setting of two immiscible fluids of different densities and viscosities under the influence of gravity in which one fluid is completely surrounded by the other. This setting is gravity unstable because along a portion of the interface, the denser fluid must be above the other. Surprisingly, even without capillarity, the circleshaped bubble is a steady state solution moving with vertical constant velocity determined by the density jump between the fluids. Taking advantage of our discovery of this steady state, we are able to prove global in time existence of bubbles of nearly circular shapes under the influence of surface tension. We prove the global existence result in critical spaces for initial data of medium size, and moreover, that these solutions are instantly analytic and decay exponentially in time to the circle.
Introduction
This paper deals with the dynamics of fluid drops or bubbles immersed in another fluid filling a porous media under the action of gravity. The process is governed by the classical Darcy's law (1) µ(x, t) κ(x, t) u(x, t) = −∇p(x, t) − (0, gρ(x, t)), where u is the velocity of the fluid, p is the pressure, ρ is the density and µ is the viscosity of the fluid. Above x ∈ R 2 and t ≥ 0. Here, the medium is assumed to be homogeneous, so the permeability κ(x, t) = κ is constant, as well as the gravitational acceleration g. While Darcy's law was first derived experimentally [Dar56] , it can be rigorously obtained through homogenization [Tar80] , [Hor97] .
The presence of two immiscible fluids is modeled taking the viscosity µ and the density ρ as piece-wise constant functions:
(2) µ(x, t) = µ 1 , x ∈ D(t), µ 2 , x ∈ R 2 D(t), ρ(x, t) = ρ 1 , x ∈ D(t), ρ 2 , x ∈ R 2
D(t),
where D(t) is a simply connected bounded domain, namely, the bubble. Thus, there is a sharp interface between the fluids, moving with the fluid flow, which we assume to be incompressible,
∇ · u(x, t) = 0.
We consider the physically relevant case where surface tension at the free boundary is taken into consideration. Laplace-Young's formula then states that (4) p 1 (x) − p 2 (x) = σK(x), x ∈ ∂D(t),
where K(x) denotes the curvature of the curve ∂D(t), σ > 0 the constant surface tension coefficient and p 1 (x), p 2 (x) the limits of the pressure at x from inside and outside, respectively. We are then dealing with the Muskat problem, whose main interest is about the dynamics of the free boundary ∂D(t), especially between water and oil [Mus34] . It is remarkable that the evolution equation for the free boundary is well-defined even though the velocity is not continuous. The discontinuity in the velocity is due to the density, viscosity and pressure jumps. But the interface evolution is dictated only by the normal velocity, which is continuous by the incompressibility condition. In this sense, it is indeed possible to obtain a self-evolution equation for the interface ∂D(t), the so-called contour evolution system, equivalent to the EulerianLagrangian formulation (1,3,2,4) understood in a weak sense. Due to the irrotationality of the velocity in each domain D(t), the vorticity is concentrated on the interface ∂D(t). That is, the vorticity is given by a delta distribution as follows ∇ ⊥ · u(x, t) = ω(α, t)δ(x = z(α, t)),
where ω(α, t) is the amplitude of the vorticity and z(α, t) is a parameterization of ∂D(t) with ∂D(t) = {z(α, t) : α ∈ [−π, π]}. Biot-Savart law then yields that u(x, t) = 1 2π π −π (x − z(α, t)) ⊥ |x − z(α, t)| 2 ω(α, t)dα, x = z(α, t), and taking limits in the normal direction to z(α, t) one finds u 1 (z(α, t)) = BR(z, ω)(α, t) − 1 2 ω(α, t) |∂ α z(α, t)| 2 ∂ α z(α, t), u 2 (z(α, t)) = BR(z, ω)(α, t) + 1 2 ω(α, t) |∂ α z(α, t)| 2 ∂ α z(α, t),
where BR is the Birkhoff-Rott integral (z(α, t) − z(β, t)) ⊥ |z(α, t) − z(β, t)| 2 ω(β, t)dβ.
From the above it is clear that ω(α, t) = (u 2 (z(α, t) − u 1 (zα, t)) · ∂ α z(α, t), so using Darcy's law yields the non-local implicit identity (6) ω(α, t) = 2A µ D(z, ω)(α, t) + 2A σ ∂ α K(z(α, t)) − 2A ρ ∂ α z 2 (α, t).
where (7)
D(z, ω)(α, t) = −BR(z, ω)(α, t) · ∂ α z(α, t)
(z(α, t)−z(β, t)) · ∂ α z(α, t) ⊥ |z(α, t) − z(β, t)| 2 ω(β, t)dβ,
and the curvature is given by (9) K(α, t) = ∂ α z(α, t) ⊥ · ∂ 2 α z(α, t) |∂ α z(α, t)| 3 .
Since the fluids are assumed immiscible, the interface is just advected by the normal velocity field (10) z t (α, t) · (∂ α z(α, t)) ⊥ = BR(z(α, t)) · (∂ α z(α, t)) ⊥ and therefore it is possible to close the contour evolution system by (10,5,6,9). Given its origins in petrochemical engineering and its mathematical equivalence with Hele-Shaw flows [ST58] , the Muskat problem has always attracted a lot of attention from physics [Bea72] , [Saf86] . Mathematically, the Muskat problem poses many challenges, since even the well-posedness of the problem is not always guaranteed. Indeed, when one neglects surface tension, the well-posedness depends on the so-called Rayleigh-Taylor condition (also called the Saffman-Taylor condition for the Muskat problem). If the fluids have different densities, this condition requires the denser fluid to be below the less dense fluid. When this condition is satisfied, i.e., in the stable setting [Amb04] , [Amb07] , local-in-time existence for large initial data in subcritical spaces is known for both density and viscosity jump cases in 2d and 3d ([CG07] , [CCG11] , [CCG13] , [CGS16] , [Mat17] , [CGSV17] , [Mat16] ). However, finite time singularities can arise even from these stable configurations. As a matter of fact, the Muskat problem was the first incompressible model where blow-up was proved starting with well-posed initial data ( [CCFGL12] , [CCFG13] , [CGO08] , [GG14] , [CSZ17] , [CCFG16] ).
From the previous considerations, it is an important question to determine under which conditions the solution exists and remains regular globally in time. For the non-surface tension case, the global existence in the stable setting was first obtained for small enough initial data in subcritical norms, allowing both density and viscosity jumps ( [SCH04] , [CG07] , [EM11] , [CGS16] ) and later for some critical norms [BSW14] , [CGSV17] . Very recently, global well-posedness results appeared that allow initial data of medium size in critical spaces, meaning initial data explicitly bounded independent of any parameter: first only for the density jump case [CCGS13] , [CCGRS16] , [Cam17] , and later extended to the density-viscosity jump case [GGPS19] . In all these results, the magnitude of the slope of the first derivative appears as a crucial quantity. However, this restriction is removed in [CL18] .
On the other hand, in the unstable scenario, the problem is ill-posed in all Sobolev spaces H s , s > 0 [GGPS19] , unless surface tension is taken into account [ES97] . However, there are less results in this latter case. Unstable scenarios are known [Ott97] which exhibit exponential growth locally in time of low order norms [GHS07] , and finger shaped unstable stationary solutions were also studied [EM11] .
In this paper, we aim at understanding better the effect produced by the surface tension. In particular, we consider the movement of fluid bubbles under the effect of gravity in another fluid with both different densities and viscosities. This is a highly unstable situation, as the Saffman-Taylor condition cannot hold for a closed curve. Moreover, as one expects, we will show that a less dense bubble moves upwards. But this means that on the top part of the interface, the lighter fluid is pushing the denser one and the denser one is on top of the lighter one: both classic conditions in the linear Rayleigh-Taylor analysis are violated here. Previous results dealing with this setting [YT11] , [YT12] , [CP93] assumed no gravity force (i.e., no density jump) and required small initial data in subcritical spaces (H r , r ≥ 3). We will show that if the initial interface of a star-shape bubble (see (11)) satisfies
then the solution exists globally in time and, moreover, it becomes instantly analytic. We remark that the spaceḞ 1,1 is critical for the Muskat problem and that, for any given values of the dimensionless numbers |A µ | and
Aσ , we can compute the explicit numerical condition that the initial data must satisfy. It is interesting to notice that only two quantities are involved, where the second represents the ratio between gravity force per length and surface tension,
We will also show that these star-shape bubbles move vertically with constant velocity equal to A ρ (upwards if A ρ > 0), while the shape converges exponentially fast to a circle. Due to the incompressibility condition, the area of the bubble is preserved during the process. We give precise statements of these results in Section 3. In next section, we provide the contour equations we use throughout the paper.
Contour dynamics formulation
We will consider star-shaped bubbles, being our main goal to obtain that they approach at infinity to a circle moving with constant vertical velocity given by gravity force. Then, for an initial domain D(0) whose boundary is parametrized counterclockwise by ζ(β), β ∈ [−π, π] and ζ one-to-one, we find the closest circle to ζ(β). The radius R is determined as R = |D(0)|/π due to the incompressibility condition. Then we define Γ C (β) = R(cos(β + β 0 ), sin(β + β 0 )), β 0 ∈ [−π, π]. Due to the fact that we are using the Fourier based norms · Ḟ s,1 , it is easy to find the center x c ,
given by
Without loss of generality in this setting, we assume that x c = (0, 0). Next, we can perform a change of variables to obtain
This allows us to find z 0 (α) = ζ(φ −1 (α)), where the parameter α is the angle with respect to the origin. That is, the boundary of the initial domain D(0) can be parametrized by z 0 (α) = R(1 + f 0 (α))(cos α, sin α), with f 0 (α) = |z 0 (α)|R −1 −1. We will find solutions for the Muskat problem provided by
Thus, f (α, t) > −1 can be thought of as a radial perturbation. The time function c(t) is included to allow the bubble to move as a whole (see (15)). The incompressibility condition translates into the following restriction for the function f :
which relates the mean of f with its L 2 norm (12)
To simplify notation we shall write f (α, t) = f (α) when there is no danger of confusion. Plugging (11) into (10) we obtain the evolution equation for f (α, t)
where
and, from (6), the vorticity strength is given by
where A µ , A σ , A ρ are defined in (8). Above, we are using the following notation
We can check that circles, i.e., f = 0, preserve their shape moving vertically with constant velocity
Substituting back in (13), we obtain that:
dβ,
Notice that the vorticity strengthω has zero mean,
Indeed, the operator D(f,ω) (7) can be written as
and we also have that
We introduce the following notation
and we split the derivative of the curvature (9), ∂ α K(f )(α), in three terms,
, where
Then, we can write I 2 as follows
so substitutingω from (16) in the second term and introducing the splitting (19), we obtain the equation for f that will be used along the paper
where (21)
Main Results
We summarize in this section the results contained in this paper. The first result shows the global existence of solutions in the critical spaceḞ 1,1 , where we use the following norm
Theorem 1. Consider a star-shaped bubble interface expressed in the form (11) such that f 0 ∈ F 0,1 ∩Ḟ 1,1 with f 0 F 0,1 ≤ 1 and
where the constant C(|A µ |, In addition, a modification in the estimate (23) yields that the the interface of the bubble becomes instantly analytic. We show it by introducing the function spacesḞ 1,1 ν , with norm defined as
is analytic in α for t > 0 and, moreover, satisfies the estimate
for some ν > 0 and a constant σ ν depending on |A µ |,
Aσ , ν and f 0 Ḟ 1,1 . The proof of Theorems 1 and 2 is done in Section 6. A direct consequence of the estimate (25) is the exponential decay of star-shaped bubbles to a circular shaped bubble.
and for any s > 1 and 0 < µ < ν,
Proof. The result in Theorem 2 ensures that
and thus Grönwall's inequality implies the exponential decay
Now, from the definition (24), it is immediate to see that
ν for all 0 < s < 1. Following the steps in Proposition 4 and noting that
Finally, we notice that higher regularity norms are controlled byḞ
Poincaré inequality
Since we need f (α, t) > −1 for all t ≥ 0 and also |f (α, t)| < 1 to perform the Taylor expansions in Sections 5 and 6, we have to ensure that the F 0,1 norm of f remains smaller than 1 for all time. We will use the incompressibility condition to bound this low regularity norm by theḞ 1,1 norm.
Proof. We can split the F 0,1 norm into the zero frequency and the rest
Then, condition (12) together with Parseval's identity yields the following bound for the zero frequency
Therefore, we conclude that
Notice that our initial condition (58) will require anḞ 1,1 norm smaller than 1/2, and that we will ensure that this norm cannot increase (8). Therefore, the condition f F 0,1 ≤ 1 will remain in time. In addition, notice that the definition of theḞ s,1 norm (22) imply that
A Priori Estimates on ω
In this section, we will prove the necessary estimates on ω Ḟ s,1 (16) for s = 0, 1. These estimates will be used later to prove the bound (8) on the evolution of a solution in
The following lemma will be needed in obtaining the estimates.
Lemma 5. Let n ≥ 0, k, k 1 , . . . , k n be integers numbers. Then, the following bounds hold:
Proof. Both integrals are bounded in a similar manner. We show the proof for I 1 . First, notice that we can assume all k j ≥ 1, so we rewrite the quotients in the product as follows
Then, the expression of I 1 is reduced to
which is bounded by
Consider this last integral as a function in k, A ∈ Z. After a change of variables, we have to deal with the following integral
We now proceed to compute it. First, I 1 (0, A) = 0 for all A. Now, for A = 0,
Since I 1 (0, 0) = 0 and I 1 (1, 0) = π,
Finally, when k, A > 0,
Therefore,
which yields (29)
On the other hand,
which means that
Combining this with (29), we obtain that
so, exchanging the roles of k and A,
we finally have that
Proposition 6. Define the following constants depending on A µ , f Ḟ 0,1 and f Ḟ 1,1 :
(30)
Then, we have the following estimate for the vorticity strength
Proof. From equation (16) we have that
To deal with B 2 , we first span the denominators in (19). If we denote a n , b m,n and c n the coefficients of the following Taylor series,
then we obtain that (35)
It is clear by Young's inequality for convolutions that
therefore we obtain that
Using the expansions (34) back, we find that
, so we can conclude that (37)
Now, we deal with the term B 1 . We start by rewriting D(f,ω) from (16) as follows
We Taylor expand in D 1 to obtain that (39)
Notice that the sum starts at n = 1 due to (17). After a second Taylor expansion,
Now, we apply the Fourier transform
which is bounded as follows
Note that
Thus, we have that | ∆ β f (k)| ≤ |k||f (k)|. Therefore, by Young's inequality for convolutions and the expansions (34), we obtain the bound for D 1 inḞ 0,1 :
(42)
Similarly, performing Taylor expansions on D 2 (38), we see that
and its Fourier transform is given bŷ
n,m,l≥0
Since the last integral is singular, this time we cannot directly bound the integrand in absolute value. Substituting (41), we find that
where k 0 = k and
Therefore, we have the following bound
which, using Young's inequality for convolutions, implies that (44)
The bound of I 1 in L ∞ is included in Lemma 5. The bound for D 3 (38) follows analogously to the one of D 2 :
so after applying the Fourier transform we have that
where the bound for I 2 is given in Lemma 5. Proceeding as in (44) and adding the bounds we conclude that
This bound joined to estimate (42) yields from (38) that
Going back to (32), we can use bounds (37), (33) and (46) to obtain that
Now, taking into account that f Ḟ 1,1 ≤ f Ḟ m,1 for any m ≥ 1 and using interpolation inequality
, where m = m 1 θ + m 2 (1 − θ), 0 ≤ θ ≤ 1, we conclude the result:
Proposition 7. Define the following constants depending on A µ , f Ḟ 0,1 and f Ḟ 1,1 :
(48)
and C 1 , C 2 , C 3 , C 4 are defined in (30). Then, we have the following estimate for the vorticity strength (49)
, and therefore we obtain the following bound
Then, notice that
, so taking the derivative of (35) and recalling (36) one finds
We proceed now to bound the term D 1 , split in three parts as in (38):
We can multiply (40) by |k| and use the triangle inequality |k| ≤ |k 1 − k 2 | + · · · + |k j − k| in the convolutions to obtain that
Recalling from (34) the following equalities m,l≥0
we find that
so adding up the series and introducing the constants C 1 , C 2 (30), we find that (53) (43), (45). Using the bounds from Lemma 5 and adding up all the series, one obtains the following bound
which combined with (53) yields that (54)
1,1 . Substitution of bounds (54), (52) and (51) into (50) gives the following
Introducing the constant C 3 (30), the estimate rewrites as
We now substitute the bound for ω F 0,1 (31) in E 1 and perform the products to see that E 1 = E 11 + E 12 + E 13 , where
Now, combine the terms E 3 , E 12 and E 13 to obtain (56)
where we have introduced the constants C 5 and C 6 (48). On the other hand, interpolation in E 11 (see (47)) first and later combined with E 2 , we find that
2 C 3 C 7 f Ḟ 4,1 , where C 7 is defined in (48). Going back to (55), bounds (56) and (57) finally allow us to conclude the result
Instant Analyticity of f
We dedicate this section to proving the norm inequality (23), which is needed to obtain the global existence results of this paper. The apriori estimates of Proposition 8 below can be readily used as in [GGPS19] to prove existence of solutions. Furthermore, note that (25) states that the interface function becomes instantly analytic. Precisely, we show the following: Proposition 8. Assume the initial data f 0 satisfies that
where τ i andτ i are given in (60), (61), (62), (63), (68), (69) and (70). Then
Proof. We will use the evolution equation (20). First, recall that for a periodic function the Hilbert transform is given by
and its Fourier transform is
Differentiating the quantity f Ḟ 1,1
We will consider the case ν = 0 first. The case ν > 0 can be done analogously by distributing the analytic weight to each term, as in [GGPS19] . The terms N 6 and N 8 contain a cancellation. The second term of N 6 can be rewritten using the equality:
since the Hilbert transform of cos(x) is sin(x). Applying the same technique to the first term, we obtain that
We can now bound each nonlinear term. First, consider the termÑ 6 from above. Applying a Taylor expansion,
Taking the Fourier transform,
We know that |m(k, β)| ≤ |k|. Using this bound, we obtain that
Hence,
and thus,
where τ 6 → 0 as f Ḟ 1,1 → 0 andτ 6 is a bounded constant depending on f F 0,1 and f Ḟ 1,1 . Next, let us consider the first term N 1 . First,
Next, we have that
We then Taylor expand every term in the denominator.
for any k i such that
Thus,
Writing the series in explicit form and bounding f Ḟ 1,1 ≤ f Ḟ 4,1 or f Ḟ 2,1 ≤ f Ḟ 4,1 , we obtain
Summing in n and usingC 1 ≤ 8 (61)
Next, for N 2 , we have that
Then,
Hence, by interpolation
Writing in explicit form,
For N 3 , we have that
Taking Fourier transform, since
for any k 1 , k 2 , k 3 ∈ Z, we have that
Similarly,
For K 2 , expanding and bounding as usual,
where c n,m = b 2n+3,m (2n+1)! (2 n n!) 2 . Notice that K 2 F 0,1 → 0 as f Ḟ 1,1 → 0 due to the facts that f F 0,1 ≤ f Ḟ 1,1 → 0 and that the sum starts at n + m ≥ 1.
Next, using the fact that K 2 Ḟ 1,1 = ∂ α K 2 F 0,1 and
1+f (α) ) 2 ) 5/2 we can similarly see that
(1 − (
Plugging into the bound for M 3 , we obtain that
allows us to conclude the bound of N 3 . By the bounds on K 2 F 0,1 , M 3 F 0,1 and M 3 Ḟ 1,1 , it is clear that
for a constant τ 3 → 0 as f Ḟ 1,1 → 0.
Next, for N 4 , we have
As we did with K 2 , we bound K 3 :
we obtain the bounds, after interpolation, stated below:
(66)
and (67) where τ 5 → 0 as f Ḟ 1,1 → 0 andτ 5 is a bounded constant depending on f Ḟ 1,1 , A µ and A σ . The final term to bound is N 7 . Expanding the denominators in power series form,
(1+f (α))(1+f (α−β)) + 1ω (α − β)dβ.
Hence, expanding in series form,
(1 + f (α)) n+2 (1 + f (α − β)) nω (α − β)dβ (1−1− f F 0,1 ) 2 ) 2 + ω Ḟ 1,1 f Ḟ 1,1 (1 − f Ḟ 1,1 ) 2 (1 − f F 0,1 ) 2n+2 .
As earlier, plugging in the bounds forω and interpolating the norms, we obtain (70)
where τ 7 → 0 as f Ḟ 1,1 → 0 andτ 7 is a bounded constant depending on f F 0,1 , f Ḟ 1,1 , A µ and A σ . In summary, d dt f Ḟ 1,1 (t) ≤ − A σ R 3 f Ḟ 4,1 + τ f Ḟ 4,1 where
and τ i andτ i are constants depending on f F 0,1 , f Ḟ 1,1 , A µ and A σ such that τ i → 0 as f Ḟ 1,1 → 0. The constants τ i may additionally depend on A ρ . Integrating in time concludes the proof of (23). To obtain (25) is analogous since the analytic weight can be distributed throughout all of the terms.
