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Abstract
This paper proposes an explicit way to optimize
the super-resolution network for generating visually
pleasing images. The previous approaches use sev-
eral loss functions which is hard to interpret and has
the implicit relationships to improve the perceptual
score. We show how to exploit the machine learn-
ing based model which is directly trained to provide
the perceptual score on generated images. It is be-
lieved that these models can be used to optimizes the
super-resolution network which is easier to interpret.
We further analyze the characteristic of the existing
loss and our proposed explicit perceptual loss for bet-
ter interpretation. The experimental results show the
explicit approach has a higher perceptual score than
other approaches. Finally, we demonstrate the rela-
tion of explicit perceptual loss and visually pleasing
images using subjective evaluation.
1 Introduction
Single-image Super-resolution (SR) [16] enlarges a
low-resolution image (LR) so that its image quality is
maintained. As with many computer vision technolo-
gies, SR has been improved significantly with convo-
lutional neural networks, CNNs (e.g., DBPN [11, 12],
WDST [5], and SRFlow [22]). Its performance is im-
proved every year as demonstrated in public chal-
lenges [33, 10, 37]. In the common SR methods using
CNNs as well as those without CNNs, SR models
are trained so that the mean square error (MSE) is
minimized. The MSE is computed from the differ-
ence between a reconstructed SR image and its high-
resolution (ground-truth) image.
However, it is revealed that the MSE minimiza-
tion leads to perceptually-discomfortable SR images
[30, 21]. In these works, perceptually-comfortable im-
ages are reconstructed additional loss functions such
as perceptual loss [19], adversarial loss [21], and style
loss [30]. In [4], it is demonstrated that there ex-
ists a trade-off between the image-distortion quality
evaluated by the MSE and the perceptual quality.
In these approaches [30, 21], the perceptual quality
is improved implicitly by several loss functions whose
relationship with the perceptual score is difficult to
be interpreted. The difficulty in this interpretation
is increased due to deep networks in the SR meth-
ods [30, 21] described above.
On the other hand, we can explicitly improve the
perceptual quality of machine learning (ML) based
SR models by simpler ways. The most straightfor-
ward way may be to manually provide subjective per-
ceptual scores to all possible SR images that are gen-
erated and evaluated during the supervised training
stage. Unfortunately, that is impossible in reality.
Such explicit perceptual scores, however, can be pre-
dicted by perceptual-quality-aware features [26] and
ML models that are trained directly by the subjec-
tive perceptual scores [24]. These features and mod-
els can be utilized for perceptual loss functions that
explicitly improve the perceptual quality.
In this paper, we evaluate the effectiveness of the
aforementioned loss functions for implicit and explicit
improvement of the perceptual SR quality as briefly
shown in Fig. 1. The explicit perceptual loss is able
to improve the perceptual score compare with other
approaches.
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(a) GT (b) LR (c) Bicubic (d) Implicit (e) Explicit
Perc.: 7.36 Perc.: 3.90 Perc.: 3.77
Figure 1: Effect of explicit perceptual loss functions on SR. Noted: Perc. is Perceptual score where a
lower score indicate better result.
2 Related Work
Image restoration and enhancement including image
SR require appropriate quality assessment metrics
for evaluation. Such metrics are important also for
training objectives, if the quality assessment is given
by ML with training data. PSNR and SSIM [34]
are widely used as such metrics, focusing on com-
paring a reconstructed image with its ground truth
image. There exist methods for quality assessment
that do not require a reference ground truth im-
age [23, 32, 26], including some that use deep neural
networks to learn the metrics [20, 25].
Several quality assessment metrics [28, 36, 7] have
been evaluated specifically for SR, including no-
reference metrics (a.k.a blind metrics) [24].
For the goal of this paper (i.e., SR model learning),
no-reference metrics are required because any SR im-
ages reconstructed by any intermediate learning re-
sults of model parameters must be evaluated. Among
the aforementioned no-reference metrics, NIQE [26]
and Ma’s algorithm [24] are regarded as the represen-
tatives of explicit perceptual metrics based on hand-
crafted features and ML, respectively, and utilized
in the perceptual-aware SR competition [2]. These
metrics [26, 24] are explained briefly as our explicit
perceptual loss functions at the beginning of the next
section.
3 SR Image Reconstruction
based on Explicit Perceptual
Loss
3.1 No-reference Perceptual Quality
Assessment Metrics for Explicit
Perceptual Metrics
NIQE NIQE [26], which is one of the explicit per-
ceptual loss used in our experiments, uses a collection
of quality-aware statistical features based on a sim-
ple and successful space domain natural scene statis-
tic (NSS) model. The NSS model is appropriate for
representing the explicit perceptual loss because this
model describes the statistics to which the visual ap-
paratus has adapted in natural images.
For NIQE, the NSS feature [29], I(i,j)−µ(i,j)
σ(i,j)+1 , is
computed in all pixels of an image, where I(i, j),
µ(i, j), and σ(i, j) denote a pixel value in (i, j) and
the mean and variance of pixels around (i, j), respec-
tively. In NIQE, 7× 7 pixels are used for computing
µ(i, j) and σ(i, j). Only patches where the sum of
σ(i, j) is above a predefined threshold are used in the
following process.
In each patch, parameters in the following two
Gaussian distributions of pixel values x are com-
puted:
• Generalized Gaussian distribution
(GGD):
fg (x;α, β) =
α
2βΓ(1/α)
exp
(
−
(
|x|
β
)α)
, (1)
2
where γ is the gamma function. α and β are
estimated as the parameters.
• Asymmetric generalized Gaussian distri-
bution (AGGD):
fa (x; γ, βl, βr) =
γ
(βl + βr)Γ(1/γ)
exp
(
−
(
|x|
β′
)γ)
,
(2)
where β′ is βl (when x ≤ 0) or βr (when x ≥ 0).
γ, βl, and βr are estimated as the parameters.
The mean of the distribution, η, is also parame-
terized:
η = (βl − βr)
γ( 2
γ
)
Γ( 1
γ
)
(3)
γ, βl, βr, and η in Eqs. (2) and (3) are estimated
along the four orientations and used in conjunction
with α and β in Eq. (1). In total, 18 parameters are
given in each patch.
The multivariate distribution of the estimated 18
features is represented by the multivariate Gaussian
(MVG) model. With the mean and variance of the
MVG, the quality of the test image is evaluated by
the following distance between the MVG models of
natural images and the test image:
D(νn, νt,Σn,Σt) =
√√√√((νn − νt)T
(
Σ1 +Σ2
2
)
−1
(νn − νt)
)
,
(4)
where νn, νt and Σn,Σt are the mean vectors and co-
variance matrices of the MVG models of the natural
images and the test image, respectively. In NIQE,
the natural images were selected from Flickr and the
Berkeley image segmentation database.
Ma’s Algorithm Ma’s algorithm [24] evaluates
the perceptual quality of an image based on three
types of low-level statistical features in both spatial
and frequency domains, namely the local frequency
features computed by the discrete cosine transform,
the global frequency features based on represented by
the wavelet coefficients, and the spatial discontinuity
feature based on the singular values. For each of the
three statistical features, a random forest regressor is
trained to predict the human-subjective score of each
training image.
While the original algorithm [24] predicts the per-
ceptual score by a weighted-linear regression using
the aforementioned three features, the computational
cost of the local frequency feature is too huge; 20
times slower than other two features. This huge com-
putational cost is inappropriate for a loss function in
ML. Furthermore, the contribution of the global fre-
quency feature is smaller compared with the spatial
discontinuity feature, as demonstrated in [24]. In our
experiments, therefore, the spatial discontinuity fea-
ture is evaluated as one of the explicit perceptual loss
in order to avoid the combinatorial explosion in eval-
uation with NIQE and three implicit perceptual loss
functions [30, 21]; while we use the five loss functions
resulting in 25 = 32 combinations in our experiments
(Section 4.2), 27 = 128 tests are required if all of the
seven loss functions including the local and global
frequency features are evaluated.
Singular values of images with smooth contents be-
come zero more rapidly than for those with sharp
contents, as validated in [24]. This property suggests
us to use the singular values for evaluating the spa-
tial discontinuity. In the Ma’s spatial discontinuity
(MSD) metric, the singular values are computed from
a set of patches that are extracted from the image
with no overlaps. The concatenation of the singular
values is used as a MSD feature vector and fed into
the random forest regressor.
3.2 SR Loss Functions using Explicit
Perceptual Metrics
In this section, we propose how to use the two ex-
plicit perceptual metrics, NIQE and MSD, as loss
functions that are applicable to deep SR networks.
A simple illustration of the SR network is shown
in Figure 2. Basic SR networks such as SRCNN
and DBPN employ only the MSE loss, which is
LMSE =
1
XY
∑X,Y
x,y (S(x, y)−H(x, y))
2
in this figure
where S(x, y) and H(x, y) denote the SR and ground-
truth high-resolution (HR) images, each of whose size
is (X,Y ), respectively.
Since NIQE outputs a scalar score (i.e.,
D(νn, νt,Σn,Σt) in (4)) only based on statistic
calculation, D(νn, νt,Σn,Σt) can be directly used as
a loss function for deep SR networks. In this case,
“EPS” in Figure 2 consists of Equations (1), (2), (3),
and (4).
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Figure 2: Deep SR network with the MSE loss
(LMSE) and our explicit perceptual loss (LPS).
“EPS” in the figure outputs the explicit perceptual
score of each reconstructed SR image, S(x, y). θsr
denotes the parameters of the network.
In MSD, on the other hand, a ML based regres-
sor is employed at the final stage. Any type of re-
gressors can be employed, including deep networks,
random forests, support vector machines, and so on.
For example, the Ma’s algorithm uses random forest
regressors for all metrics. Depending on the type of
the regressor, we propose the following two options
for using MSD as a loss function:
Deep networks: As with NIQE, the MSD regres-
sor using a deep network that outputs a scalar
MSD score can be straightforwardly combined
with deep SR networks. In this case, “EPS” in
Figure 2 indicates the MSD regressor using the
deep network.
Other ML algorithms: We have difficulty in con-
taining other ML algorithms into a deep network
both for efficient training and inference. Our
proposed method resolves this problem by em-
ploying a MSD feature vector instead of a MSD
score. The MSD feature vector is computed from
any image. In the training stage, we compute
the MSE loss between the MSD feature vectors
of each reconstructed image and its original HR
image in “EPS” in Figure 2. This loss is used for
evaluating the perceptual quality of each recon-
structed SR imageWhile the MSD feature vector
is computed from every reconstructed SR image,
the one of the HR image is computed only once
at the beginning of the training stage.
Finally, the loss function with NIQE and MSD is
defined as follows:
LPS = ǫ (D(νn, νt,Σn,Σt))
2 + ζLMa, (5)
where ǫ and ζ denote the weights of NIQE and MSD,
respectively, and LMa is either of the following ones:
Deep networks:
LMa = PSNN(M
S), (6)
where PSNN(MS) denotes the deep network
that regresses the perceptual score from MS ,
which is the MSD feature vector of the recon-
structed SR. PSNN(MS) is trained so that a
lower score means the better perceptual quality.
Other ML algorithms:
LMa =
∑
i
(
MSi −M
H
i
)2
, (7)
where MH denotes the MSD feature vector of
the original HR image.
These two options, Eqs (6) and (7), are evaluated in
Section 4.3.
4 Experimental Results
4.1 Implementation and training de-
tails
The networks consist of two blocks: generator (G)
and discriminator (D) [9]. G network generates (SR)
images and D network differentiates between real
(HR) and fake (SR) images. DBPN [11], the win-
ner of SR competition held in 2018 [33, 3], was used
as G network. Meanwhile, D network consists of five
hidden layers with batch norm and the last layer is
fully connected layer. The training mechanism is il-
lustrated in Fig. 3.
4
Figure 3: The overview of training mechanism.
We trained the networks using images from DIV2K
[1] with online augmentation (scaling, rotating, flip-
ping, and random cropping). To produce LR images,
we downscale the HR images on particular scaling
factors using Bicubic. We use the validation set from
PIRM2018 [3] as the test set which consists of 100
images.
The experiment focuses on 4× scaling factor. We
use DBPN-S which is the variant of DBPN with shal-
lower depth. On DBPN-S, we use 8 × 8 kernel with
stride = 4 and pad by 2 pixels with T = 2. All convo-
lutional and transposed convolutional layers are fol-
lowed by parametric rectified linear units (PReLUs),
except the final reconstruction layer. We initialize
the weights based on [15].
We use batch size of 4 with size 576× 576 for HR
image, while LR image size is 144 × 144. We inten-
tionally use big size patches assuming explicit per-
ceptual loss works better on bigger patch than on
the smaller patches as shown in Fig. 3. The learning
rate is initialized to 1e− 4 for all layers and decrease
by a factor of 10 for every 50 epochs for total 100
epochs. We used Adam with momentum to 0.9. All
experiments were conducted using PyTorch 0.4.1 and
Python 3.5 on NVIDIA TITAN X GPUs.
To evaluate the performance, we use Perceptual
score proposed in PIRM2018 [3], the perceptual
super-resolution challenge. It is divided into three
categories defined by thresholds on the RMSE. The
three region are defined by Region 1: RMSE ≤ 11.5
, Region 2: 11.5 < RMSE ≤ 12.5, and Region 3:
12.5 < RMSE ≤ 16. The Perceptual score is com-
puted by combining the quality measures of Ma [24]
and NIQE [26] as below. A lower score means the
better perceptual quality.
Perceptual score = 1/2((10−Ma)+NIQE) (8)
4.2 Combination on multiple loss
functions
Here, we evaluate the combination of five losses func-
tion on G network to show the characteristic of each
loss, producing 32 combinations. On G network, we
implement six losses (MSE, VGG, Style, Adversarial
loss, NIQE, and Ma) which explained as below.
LG = 10 ∗ Lmse + w1 ∗ Lvgg + w2 ∗ Ladv+
w3 ∗ Lstyle + w4 ∗ LNIQE + w5 ∗ LMa
(9)
(a) Lmse is pixel-wise loss Lmse = ||I
h − Isr||22.
(b) Lvgg is calculated in the feature space using pre-
trained VGG19 [31] on multiple layers. This loss
was originally proposed by [19, 6]. Both Ih and
Isr are first mapped into a feature space by dif-
ferentiable functions fi from VGG multiple max-
pool layers (i = 2, 3, 4, 5) then sum up each layer
distances. Lvgg =
5∑
i=2
||fi(I
h)− fi(I
sr)||22.
(c) Ladv = −log(D(G(I
l))) [9]
(d) Lstyle is used to generate high quality tex-
tures [8].
(e) LNIQE (Eqs. 4)
(f) LMa (Eqs. 5)
For D network [9], it is optimized by
LD = −log(D(I
h))− log(1−D(G(I l))) (10)
Table 1 shows the results on 32 combinations. It is
hard to interpret the behavior of loss function. How-
ever, some results can be highlighted to generally
understand the characteristic of each loss, especially
between implicit and explicit perceptual loss. Noted
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that the weight for each loss is chosen based on pre-
liminary experiments.
Among a single loss function (no. 1 - 6), it is shown
that LNIQE provides the best results on Region 2.
Further improvement can be achieved when we com-
bined explicit perceptual loss with Ladv as shown in
no. 12. However, we start observing diminishing re-
turns on LNIQE even combined with other implicit
perceptual loss. Meanwhile, LMa shows good perfor-
mance only if combined with Lvgg and Ladv.
The best combination is shown on no. 19 which use
four loss functions: Lmse, Lvgg,Ladv, and LMa. It
is also interesting to see that the second best result
is no. 17 which also use four loss functions but re-
placing LMa with Lstyle. Therefore, we can conclude
that LMa is able to replace Lstyle with a marginal
improvement.
The best result on two explicit perceptual loss is
shown by no. 31. However, it is important to note
that Ladv is crucial to improve the performance of
this combination. We can clearly see it by comparing
no. 31 and 30 where no. 30’s performance is much
worse by only eliminating Ladv.
4.3 Different type of regressor on ex-
plicit perceptual loss
We conduct experiment to evaluate two types of re-
gressor on explicit perceptual loss. Here, the network
is only optimized by one loss, either NN (6) or other
ML (7). The results are shown in Table 2. (6) ap-
proach has a marginal decline compare with (7). It
can be assumed that (7) performed better than (6).
Furthermore, (7) provide low computation and less
hyperparameter are needed to ease the optimization
process.
4.4 Subjective evaluation
We performed a subjective test to quantify the per-
formance of different combination of loss function.
Specifically, we asked 30 raters to assign a score
from 1 (bad quality) to 10 (best quality) to each im-
age. The raters rated 7 combinations of loss func-
tion: Lmse, Lmse+Lvgg, Lmse+Ladv, Lmse+Lstyle,
Lmse + LNIQE, Lmse + LMa, Lmse + Lvgg + Ladv +
Table 1: The comparison of six losses on 32 combi-
nations.
No. w1 w2 w3 w4 w5 Perc. RMSE Region
1 0 0 0 0 0 5.692 11.86 2
2 0.1 0 0 0 0 5.654 11.82 2
3 0 0.1 0 0 0 2.540 14.12 3
4 0 0 10 0 0 5.699 11.76 2
5 0 0 0 0.01 0 5.397 11.86 2
6 0 0 0 0 0.001 5.666 11.89 2
7 0.1 0.1 0 0 0 2.751 13.86 3
8 0.1 0 10 0 0 5.784 12.1 2
9 0.1 0 0 0.01 0 5.587 12.13 2
10 0.1 0 0 0 0.001 5.713 11.81 2
11 0 0.1 10 0 0 2.580 13.9 3
12 0 0.1 0 0.01 0 2.575 13.73 3
13 0 0.1 0 0 0.001 5.745 11.79 2
14 0 0 10 0.01 0 5.557 11.98 2
15 0 0 10 0 0.001 5.685 11.89 2
16 0 0 0 0.01 0.001 5.506 11.94 2
17 0.1 0.1 10 0 0 2.479 13.86 3
18 0.1 0.1 0 0.01 0 2.562 14.44 3
19 0.1 0.1 0 0 0.001 2.471 14.07 3
20 0.1 0 10 0.01 0 5.733 11.82 2
21 0.1 0 10 0 0.001 5.657 11.77 2
22 0.1 0 0 0.01 0.001 5.533 11.85 2
23 0 0.1 10 0.01 0 2.580 13.98 3
24 0 0 10 0.01 0.001 5.459 11.85 2
25 0 0.1 0 0.01 0.001 2.626 14.27 3
26 0 0.1 10 0 0.001 3.089 13.80 3
27 0.1 0.1 10 0.01 0 2.724 13.78 3
28 0.1 0.1 10 0 0.001 2.549 13.78 3
29 0.1 0.1 0 0.01 0.001 2.507 13.84 3
30 0.1 0 10 0.01 0.001 5.614 11.86 2
31 0 0.1 10 0.01 0.001 2.497 13.81 3
32 0.1 0.1 10 0.01 0.001 2.537 14.03 3
Table 2: The comparison of different type of the re-
gressor for explicit perceptual loss.
Method Perceptual Score RMSE
NN (6) 5.729 11.83
other ML (7) 5.666 11.90
Lstyle + LNIQE + LMa. In total, each raters rated
700 instances (7 combinations of 100 images).
The result of subjective evaluation is shown in
Fig. 5. Most of the raters give a lower score for
“MSE+Adv” and “All”, while there are slight dif-
ferences between other methods. The best subjective
score is achieved by “MSE+Style”. On Section 4.2,
it shows that explicit perceptual loss is able to im-
prove the perceptual score. However, the subjec-
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(a) GT (b) LR
(c) MSE (d) Implicit
Figure 4: The comparison of different loss function.
The implicit perceptual loss tends to create high-
frequency artifacts which can be considered as noise
by human perception.
tive evaluation shows that better perceptual score
does not give better visualization on human percep-
tion.
This result produces at least two observations.
From this evaluation, it shows there is no strong cor-
relation between the existing perceptual score and
subjective evaluation. Other observation shows the
explicit perceptual loss tends to generate high fre-
quency artifacts which is considered as a noise on
human perception as shown in Fig. 4.
Figure 5: The result of subjective test.
5 Concluding Remarks
We proposed an explicit way to utilize machine learn-
ing model which trained to produce the perceptual
score on generated SR images.s The experimental
results show the proposed approach is able to im-
prove the perceptual score better than the implicit
approaches. We further show the characteristic of
implicit and explicit perceptual loss for easier inter-
pretation. We also demonstrate that the existing per-
ceptual score does not correlate well with human per-
ception using subjective evaluation. The results open
more challenges to create better image quality met-
rics which can be used explicitly to optimize the SR
network.
Future work includes an extension of this work to
other SR problems (i.e., video SR [27, 13, 17], time
SR [18, 38], and space-time SR [14, 35]).
This work is partly supported by JSPS KAKENHI
Grant Number 19K12129.
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