Introduction
In many and very significant applications, for instance in mechanical, electrical and chemical engineering, in economy (the famous input-output Leondief model and its several important extensions, see Leontief (1986) , Luenberger (1977) , Campbell (1980) at al.), in actuarial science, , in ecology and growth population (the Leslie growth population model and backward population projections, see Leslie (1945) ), the descriptor dynamic systems' framework is required for the modelling procedure. Example 1.1 For instance, practically speaking, we can consider a simple circuit network, as shown in Figure 1 , Dai (1989) Moreover, if we assume that
as the state variable, we obtain 
Then, the following dynamic system is derived Example 1.2 (Analog-computer simulation) (Grispos, 1991) 
Fx t Gx t Bu t y t Cx t Du t
, (1.5b)
where
In figure 2 , an analog-computer simulation of a relevant descriptor non-autonomous dynamic system is sketched, which is accelerated by the use of integrator (  ) . Moreover, in the above figure, an adder (  ) is included, where the output vector is equal to the sum of input www.intechopen.com A survey for descriptor weakly nonlinear dynamic systems with applications 247 vectors and the amplifier (or attenuator)  . This simulation of system (1.5b) is true if we assume that the vector    Fx t does exist.
Fig. 2. Analog-computer simulation
As we can see, the systems (1.5a) and (1.5b) are linear descriptor differential systems. However, several of those electrical applications can be represented more effectively by combining linear and nonlinear parts of differential equations known, in the literature, as weakly nonlinear differential systems. Weakly nonlinear (or semi-linear) regular differential systems of type (1.6) are investigated in this book chapter, see also Kalogeropoulos et al. (2008 a,b) , Karageorgos et al. (2009) This mixture of linear and nonlinear parts is a very productive in many applications of engineering including electrical circuits and networks; power system; aerospace engineering; nonlinear mechanical phenomena; cheap control, etc. Since 1970s, this kind of systems has attracted the attention of many researchers. However, more theoretical analysis of (1.6) is needed. This chapter is a step in that direction. In the classical literature of generalized linear regular differential systems, see Campbell (1980 Campbell ( , 1983 , Karcanias (1981) , Kalogeropoulos (1985) et al., one of the important features is that not every initial condition   o x t admits a functional solution.
This chapter is organized as follows: Section 2 provides some preliminary concepts and definitions from Matrix Pencil theory. In Section 3, the solution of weakly nonlinear regular differential systems is derived. The solution is provided for (non-) consistent initial conditions. The asymptotic stability is investigated for the solution of weakly nonlinear regular differential systems. Some important conditions are available in Section 4. Section 5 provides a standard linearization technique and the solution of the regular linearized system is provided. Finally, section 6 concludes the paper. Several extensions and interesting fields of research are also provided. 
Solving weakly nonlinear regular differential systems
In this section, we are interested in solving weakly nonlinear regular differential systems by using the matrix pencil approach. However, before we go further, the following definition is necessary to be stated. 
which is profoundly non-consistent with the (new) system. This result is due to the impulse behaviour of the system (1.6) at time o t , which is translated to an effort to change (almost) instantly, i.e. in zero time, the state of the system in a new initial condition. From mathematical point of view, this approach can be modelled efficiently by using  -function of Dirac and its derivatives. In this chapter, both cases are considered and discussed. The following lemma divides our initial system (1.6) into two equivalent, lower order differential systems. Then, the system (1.6) is transformed to
FQy t GQy t f t Qy t .
Multiplied by left by the nonsingular matrix P , we obtain Following the results of Lemma 3.1, the system (1.6) has been divided into two equivalent subsystems (3.1) and (3.2). Contrary to the matrix coefficients of the initial system (1.6), those systems have specified matrix coefficients, i.e. nilpotent, Jordan and identical matrices. This equivalence is very significant, since it provides the appropriate framework for a deeper system's analysis. The following Remarks and Lemmas provide us with the solution of system (1.6) with consistent and non-consistent initial conditions. Remark 3.1 System (3.1) with initial conditions   p o y t can be solved using some classical methods, and By differentiating and multiplying by q H again expression (3.9), we obtain
PFQy t PGQy t Pf t Qy t F y t G y t Pf t Qy t
, ,
Repeating this argument a sufficient number of times we end up with
Taking into consideration that  The solution of system (3.2) has consistent initial conditions, since at  o t t , we obtain (3.5).
The expression (3.5) is very crucial, since the consistency of the initial conditions is finally satisfied. Thus, a very smooth functional solution is provided. Remark 3.2 Stepping on the previous results and considering eq. (3.3), the solution of system (1.6) with consistent initial conditions is given by Denote that the matrix
,
with initial conditions at time
Now, we assume that vector function
, where * q is the nilpotent matrix of q H , see section 2, with the restricted condition that
f t x t dt
, and    0
Example 3.1 (Kalogeropoulos et al. 2008a ) Consider the dynamic differential system, 
or in a matrix form, where
Ex t , and
Fx t Gx t Ex t .
Note that From the regularity of  sF G , there exist non singular .
T x t x t x t x t x t x t x t x t , with initial condition
      0 0 0 0 0 0 0 0 T o x x , where                                       F ,                                           11 1 1 0 1 1 3 4 3 1 2 4 5 1 2 0 1 2 1 1 1 1 1 1 0 1 2 0 0 1 0 1 1 0 1 1 1 1 0 1 1 3 2 3 1 2 3 4G and                        1  n n matrices                           0                         1
t y t y t y t y t y t y t y t f t x t Ex t E Qy t y t y t y t y t y t y t y t y t y t y t
                                         and multiplying by P , then                                                                                                                                                                    
y t y t y t y t y t y t y t y t y t y t y t y t y t y t y t y t B t B t B t y t y t y t y t y t y t y t y t y t y t y t y t y t y t y t y t y t
The above system can be divided into the following two subsystems 
t y t B t
Now, we consider the initial conditions 
Finally, it is not difficult to verify that  Up to now, we have considered that system (1.6) has consistent initial conditions. If this assumption eliminated then subsystem (3.2) had non-consistent initial conditions, i.e. 13) then the solution of (3.2) can be found as follows. Lemma 3.3 (Kalogeropoulos et al., 2008a) Assume that the condition (3.13) is true. The solution of the system (3.2) is given by
where 
H sH s H y t s H P f t Qy t note H
Now, by applying the inverse Laplace transformation into (3.19), we obtain 
t Qy t f t Qy t t f t Qy t t f t Qy t
where the convolution of the two time function is www.intechopen.com
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                                                    1 2 j j j j n f t f t f t f t , and                         0 , t j j i i f t f Qy t d , for   1, 2, , i n .
Remark 3.3
The solution of system (1.6) is given by (3.21) when the assumption (3.13) is considered. 
Q e P f s Qy s ds Q t H y t Q H P f t (3.21)
In the next section, the asymptotic stability of systems (1.6) with consistent initial condition is considered.
The asymptotic stability of weakly nonlinear regular differential systems
In the beginning of this section, some fundamental elements of asymptotic stability are introduced and discussed. 
Remark 4.1
The Frobenius norm has a significant property, which does not appear in other norms for rectangular matrices. Analytically, consider the matrices
2) In the next lines of this chapter, we are using the Frobenius norm. If contrary, it will be mentioned. First, we consider the asymptotic stability of system (1.6) with consistent initial conditions. Thus, we assume that    x t is a different solution of system (1.6) with the initial
x t x , and
t x t Qy t Q y t .
Following the results of section 3, the solution of (1.6) is given by 
f s Qy s ds Q H P f t Qy t dt
Moreover, we obtain 
t Qy t f t Qy t dt .
Afterwards, using some properties for norms and the eq. (4.2), we obtain 
t Qy t f t Qy t dt (4.3)
Continuing the section, some significant Lemmas are proven. These results are consequence of important properties of norm. 
Lemma 4.1 The following inequality holds
                              0 0 1 /2 2 1 0 ( ) ( ) 2 1 0 ( ) ( )( !                                                0 0 0 0 0 0 ( ) 0 0 2 ( ) ( ) ( ) ( ) 0 0 0 1 ( ) ( ) 0 ( ) ( ) ( ) ( ) ( ) 2! ! ( )( 1)                                                0 0 0 1 /2 1 /2 2 1 1 2 ( ) ( ) 2 ( ) 0 0 2 1 0 1 0 ( ) ( ) ( ) ( ) ! ( !) i i p i i p p j j J t t t t t t i i i j i j t t t t e p j e e p j j j                             1 1 0 0 1 /2 2 1 1 2 0 2 ( ) 2 ( ) 0 1 2 2 0 0 ( ) ( ) ( ) ( !) ( !) j p p j t t t t j j t t t t e p j e j j                                       1 1 0 0 1 /2 1 /2 2 2 1 1 1 /2 1 /2 0 0 2 ( ) 2 ( ) 1 2 2 0 0 ( ) ( ) ( ) ( ) ( !) ( !)   x y x y )                                      1 0 1 0 1 /2 1 /2 2 2 1 1 0 0 ( ) ( ) 1 2 2 0 0 ( ) ( ) ( ) ( ) . ( !) ( !)                   0 0 0 0 α ( ) ( ) ( ) ( ) 0 0 cos ( ) sin ( ) i i i i t
t t t m t t t t i i
e e e e m t t m t t ,
t t t t t t t i i e e m t t m t t e e
for every i  1, 2, …, ν. Consequently, 
and
Furthermore, using the above two expressions, the eq. (4.3) is benefited as following
Remark 4.3 Looking beyond the lines, the eq. (4.8) says clearly that if   , ( ) f t x t is an arbitrary vector function then the asymptotic stability is not obtained. Thus, our main target is to determine the necessary conditions such as the asymptotic stability derives for system (1.6). Consequently, the following properties are taken. Note that these properties are quite general.
(i)
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Lemma 4.2 
Moreover, we have that if the inequality  ( ) ( ) f x g x exists and ( ) x is a positive function,
Consequently,
Using the results of Lemma 4.2, the eqs (4.9) and (4.10), the condition (4.8) is transformed to the following. The factor, which is included in eq. (4.13),
t Qy t f t Qy t dt
where Δ(t) is constructed equivalently to Π(t), has a greatest power index 
However, for t  0, δ(t)  0, and ( 1) δ ( ) 0.
Continuing as above, we have Therefore, the solution of system (1.6) with non-consistent initial conditions is not asymptotically stable. However, under the following assumptions, we can have asymptotic stability. 1. The real parts of finite elementary divisors of matrix pencil sF  G are negative numbers, i.e. the condition (4.9) is true.
2.
The vector function f is only t-time variable, i.e.   f t .
Analytically, we consider the above assumption, the eq. (4.17) is 
Proof. This result is a straightforward application of the definition of Dirac  -function, i.e. We conclude the section by considering the following Proposition. Proposition 4.2 The solution of the system (1.6) with non-consistent initial conditions is asymptotically stable when the results (1) (or (4.9)) and (2) of Remark 4.6 hold. Proof. Considering the Remark 4.6 and Lemmas 4.6 and 4.7, the asymptotic stability of the solution of the system (1.6) with non-consistent initial conditions is derived.
Studying the linearized solution of weakly nonlinear regular differential systems
In order to solve nonlinear systems, it is very common to apply a linearization technique. In this section, a standard approach for the study of nonlinear dynamical systems based on classical linearization's technique (Taylor expansion for time t ) is provided, see Kalogeropoulos et al. (2008b) . Analytically
where :
The linearized approach of   , ( ) f t x t is given by the Taylor expansion method using the following expression Parametric representation of shapes, mechanical components modeling with 3D visualization techniques using object oriented programming, the well known golden ratio application on vertical and horizontal displacement investigations of the ground surface, spatial modeling and simulating of dynamic continuous fluid flow process, simulation model for waste-water treatment, an interaction of tilt and illumination conditions at flight simulation and errors in taxiing performance, plant layout optimal plot plan, atmospheric modeling for weather prediction, a stochastic search method that explores the solutions for hill climbing process, cellular automata simulations, thyristor switching characteristics simulation, and simulation framework toward bandwidth quantization and measurement, are all topics with appropriate results from different research backgrounds focused on tolerance analysis and optimal control provided in this book.
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