Abstract. Graph pattern matching is a central application in many fields. In various areas, the structure of the pattern can only be approximated and exact matching is then too accurate. We focus here on approximations declared by the user within the pattern (optional nodes and forbidden arcs), covering graph/subgraph mono/isomorphism problems. In this paper, we show how the integration of two domains of computation over countable structures, graphs and maps, can be used for modeling and solving various graph matching problems from the simple graph isomorphism to approximate graph matching. To achieve this, we extend map variables allowing the domain and range to be non-fixed and constrained. We describe how such extended maps are designed then realized on top of finite domain and finite set variables with specific propagators. We show how a single monomorphism constraint is sufficient to model and solve those multiples graph matching problems. Furthermore, our experimental results show that our CP approach is competitive with a state of the art algorithm for subgraph isomorphism.
Introduction
Graph pattern matching is a central application in many fields [1] . Many different types of algorithms have been proposed, ranging from general methods to specific algorithms for particular types of graphs. In constraint programming, several authors [2, 3] have shown that graph matching can be formulated as a CSP problem, and argued that constraint programming could be a powerful tool to handle its combinatorial complexity.
In many areas, the structure of the pattern can only be approximated and exact matching is then far too stringent. Approximate matching is a possible solution, and can be handled in several ways. In a first approach, the matching algorithm may allow part of the pattern to mismatch the target graph (e.g. [4] [5] [6] ). The matching problem can then be stated in a probabilistic framework (see, e.g. [7] ). In a second approach, the approximations are declared by the user within the pattern, stating which part could be discarded (see, e.g. [8, 9] ). This approach is especially useful in fields, such as bioinformatics, where one faces a mixture of precise and imprecise knowledge of the pattern structures. In this approach, which will be followed in this paper, the user is able to choose parts of the pattern open to approximation.
Within the CSP framework, a model for graph isomorphism has been proposed by Sorlin et al. [10] , and by Rudolf [3] and Valiente et al. [2] for graph monomorphism. Subgraph isomorphism in the context of the SBDD method for symmetry breaking is shortly described in [11] . We also proposed in [9] a CSP model for approximate graph matching, but without graph and map variables. Our propagators for monomorphism are based on these works. A declarative view of matching has also been proposed in [12] in the context of XML queries.
In constraint programming, two domains of computation over countable structures have received recent attention : graphs and maps. In CP(Graph) [13] , graph variables, and constraints on these variables are described (see also [14, 15] for similar ideas). CP(Graph) can be used to express and solve combinatorial graph problems modeled as constrained subgraph extraction problems. In [16, 17] , function variables are proposed, but the domain and range are limited to ground sets. Such function variables are useful for modeling problems such as warehouse location.
In this paper, we propose an extension to function variables by generalizing them to non-fixed range and domain (source and target set). We call this extension CP(Map) and show how approximate graph matching can be modeled and solved, within the CSP framework, on top of CP(Graph+Map).
Contributions The main contributions of this work are the following:
-Extension of function variables, where the domain and range of the mapping are not limited to ground sets, but can be finite set variables. Introduction of the MapVar and Map constraints which allow to use the non-fixed feature of our map variables. -Demonstration of how a single constraint is able to express a wide range of graph matching problems thanks to three high-level structured variables. In particular, we show how switching a parameter from a fixed graph to a graph interval opens a new spectrum of matching problems. We show how additional constraints imposed on this graph interval enable the expression of hybrid problems such as approximate graph matching. The beauty and originality of this approach resides in that those problems are either new or were always treated separately, illustrating the expressive power and generality of constraint programming. -Experimental evaluation of our CP approach. We show that this modeling exercise is not only aesthetic but is actually competitive with the current state of the art in subgraph isomorphism (vflib). The genericity of the approach does not hinder the efficiency of the solver. On a standard benchmark set, we show that our approach solves in a given time limit a fourth of the instances which cannot be solved by vflib while only spending between 9% and 22% more time on instances solved by the two competing approaches.
The next section describes the basic idea behind the CP(Graph) framework. CP(Map), our extension to function variables in CP is described in Section 3. Approximate graph matching is defined in Section 4, and its modeling within CP(Graph+Map) is handled in Section 5. Section 6 analyses experimental results, and Section 7 concludes this paper.
CP(Graph)
Graphs have been around since the first years of constraint programming. Some problems involving undetermined graphs have been formulated using either binary variables, sets ( [14, 15] ) or integers (successor variables e.g. in [18, 19] ). CP(Graph) [13] unifies those models by recognizing a common structure: Graph variables are variables whose domain ranges over a set of graphs and as with set variables [20, 16] , this set of graphs is represented by a graph interval [D(G), D(G)] where D(G), the greatest lower bound (glb) and D(G), the least upper bound (lub) are two graphs with D(G) a subgraph of D(G) (we write D(G) ⊆ D(G)). These two bounds are referred to as the lower and the upper bound. The lower bound D(G) is the set of all nodes and arcs which must be part of the graph in a solution while the upper bound D(G) is the set of all nodes and arcs which could be part of the graph in some solution. The domain of a graph variable with
Here, g is used to denote a constant graph and G is used to denote a graph variable. This notation is used throughout this paper: in CSP, lowercase letters denote constants and uppercase letters denote domain variables.
Graph variables can be implemented using a dedicated data-structure or translated into set variables, integer variables or binary variables. For instance, a graph variable G can be modeled as a set of nodes N and a set of arcs E with an additional constraint enforcing the relation E ⊆ N × N . Whatever the graph variable implementation, two basic constraints N odes(G, SN ) and Arcs(G, SA) allow to access respectively the set of nodes and the set of arcs of the graph variable. To simplify the notation the expression N odes(G) is used to represent a set variable constrained to be equal to the set of nodes of G. A similar notation is used for arcs.
Various constraints have been defined over such graph variables (or their preceding specialized models); see for instance the cycle [18] , tree [21] , path [22, 23] , minimum spanning tree [24] or spanning tree optimization constraint [25] . In the remainder of this article, we only use the two simple constraints Subgraph(G 1 , G 2 ) (also denoted
is a subgraph of G 2 , its propagator enforces that the lower and upper bounds of G 1 are subgraphs of the lower bound and upper bounds of G 2 respectively. The constraint G 1 ⊆ * G 2 states that G 1 is the node-induced subgraph of G 2 . It holds if G 1 is a subgraph of G 2 such that for each arc a of G 2 whose end-nodes are in G 1 , a is also in G 1 .
CP(Map)
The value of a map variable is a mapping from a domain set to a range set. The domain of a map variable is thus a set of mappings. Map variables were first introduced in CP in [16] where Gervet defines relation variables. However, the domain and the range of the relations were limited to ground finite sets. Map variables were also introduced as high level type constructors, simplifying the modeling of combinatorial optimization problems. This was first defined in [17] as a relation or map variable M from set v into a set w, where supersets of v and w must be known. Such map variables are then compiled into OPL. This idea is developed in [26] , but the domain and range of a map variable are limited to ground sets. Relation and map variables are also described in [27] as a useful abstraction in constraint modeling. Rules are proposed for refining constraints on these complex variables into constraints on finite domain and finite set variables. Map variables were also introduced in modeling languages such as ALICE [28] , REFINE [29] and NP-SPEC [30] . To the best of our knowledge, map variables
were not yet introduced directly in a CP language. One challenge is then to extend current CP languages to allow map variables as well as constraints on these variables.
In the remaining of this section, we show how a CP(Map) extension can be realized on top of finite domain and finite set variables.
The Map domain
We consider the domain of total surjective functions. Given two elements m 1 : s 1 → t 1 and m 2 : s 2 → t 2 , where s 1 , s 2 , t 1 , t 2 are sets, we have
In that case the lub is a map m :
The domain of total surjective functions is then a meet semi lattice, that is a semi lattice where every pairs of elements has a glb.
Map variables and the MapVar constraint
A map variable is declared with the constraint M apV ar(M, S, T ), where M is the map variable and S, T are finite set variables of Cardinal [31] . The domain of M is all the total surjective functions from s to t, where s, t are in the domain of S, T . We call S the source set of M , and T the target set of M . When M is instantiated (when its domain is a singleton), the source set and the target set of M are ground sets corresponding to the domain and the range of the mapping. As usual, the domain of a set variable S is represented by a set interval [D(S), D(S)], the set of sets s with
Map variables can be used for defining various kinds of mappings, such as :
In order to access individual elements of the map, we define the constraint M ap(M, X, V ), where X and V are finite domain variables. Given a map variable declared with M apV ar(M, S, T ), the constraint M ap(M, X, V ) holds when X ∈ S ∧ V ∈ T ∧ M (X) = V . We also define the constraint M 1 ⊆ M 2.
Implementing Map Variables in a Finite Domain Solver
When a map variable M is declared by M apV ar(M, S, T ), a finite domain (FD) variable M x is associated to each element x of the upper bound of the source set (D(S)).
The semantics of these FD variables is simple : M x represents M (x), the image of x through the function M . Since the source set S can be non-fixed, x might eventually not be in S and its image would not be defined. A special value ⊥ is used for this purpose. The relationship between the domain of each variable M x and the set variables S and T can be stated as follows :
Given M apV ar(M, S, T ), the domain of M is the set of total surjective functions m :
As can be seen on Figure 1 , these variables are stored in an array and accessed by value x through a dictionary data structure (e.g. hashmap) index used to store the index in the array of each value of D(S). The initial domain of each FD variable is D(T ) ∪ {⊥}.
Additional Constraints and Propagators
Given two map constraints M apV ar(M 1, S1, T 1) and M apV ar(M 2, S2, T 2) the constraint
The last conjunct can be implemented as a set of propagation rules : The constraint M ap(M, X, V ) is translated to Element(index(X), I, V ) ∧ X ∈ S ∧ V ∈ T , where S and T are the source and target sets of M , I is the array representing the FD variables M x , and index(X) is a finite domain obtained by taking the index of each value of the domain of X using the index dictionary. The implementation of BijectF ct(M, S, T ) is realized through M apV ar(M, S, T ) ∧ AllDif f ExceptV al(I, ⊥) ∧ |S| = |T |, where I is the array representing the FD variables M x , and AllDif f ExceptV al holds when all the FD variables in I are different when their value is not ⊥ [32] .
Given M apV ar(M, S, T ), the propagation between M , S and T is based on their relationship described in the previous section, and is achieved by maintaining the following invariants :
The last invariant is not an equality because when a value is known to be in T , it is not always possible to decide which element in I should be assigned to v.
Propagations rules are then easily derived from these invariants (two rules per invariant) :
where N bOccur(I, v) denotes the number of occurrences of v in the domains of the FD variables in I. Each of these propagation rules can be implemented in O(1) (assuming a bit representation of sets). The implementation of propagators also exploits the cardinality information associated with set variables.
A global constraint based on matching theory
The above propagators do not prune the M x FD variables (except the ⊥ value). We show here how flow and matching theory can be used to design a complete filtering algorithm for the M apV ar(M, S, T ) constraint. The algorithm is similar to that of the GCC and Alldiff constraints but is based on a slightly different notion: the V -matchings (see [33] ). In the remainder of this section we show that V -matchings characterize the structure of the M apV ar constraint. Note that it also has similarities with the Nvalue, Range and Roots constraints ( [34, 35] ). Definition 2. In a bipartite graph g = (N 1 ∪ N 2 , A) , a matching M is a subset of the arcs such that no two arcs share an endpoint :
The following property states the relationship between matching in the bipartite graphs and solutions of the M apV ar constraint. Property 1. Given the constraint M apV ar(M, S, T ) and its associated variable-value graph g, assuming the constraint is consistent, we have :
The solution m is surjective; every node of t must have at least one incident arc. If we choose one incident arc per node in t, we have a t-matching as m is a function. Given a t matching, let m : s → t be the bijective function corresponding to this matching. Adding arcs to t leads to a surjective function. Let s ′ = D(S) ∪ s, and
Adding all these arcs leads to a surjective function which is a solution.
(2) (⇒) This is a special case of the second part of (1).
(⇐)Let m : s → t be a solution with m(x) = v. We then have (x, v) ∈ g. By (1), the graph g contains a t-matching M which is also a D(T )-matching as D(T ) ⊆ t. If (x, v) ∈ M we are done. Assume (x, v) / ∈ M . Then x is free with respect to M because M (x) = v. As v ∈ t, v is covered by M; there is a variable node w such that (w, v) ∈ M . Then, x, v, w is an even alternating path starting in a free node. Replacing (w, v) by (x, v) leads to another t-matching, hence a D(T )-matching of g.
From Property 1, an arc-consistency filtering algorithm can be derived : compute the set A of arcs belonging to some D(T )-matching of the bipartite graph; if (x, v) / ∈ A, remove v from D(M x ). The computation of this set can be done using techniques such as described in [33] , with a complexity of O(mn), where n is the size of T , and m is the number of arcs in the variable-value graph.
Approximate graph matching and other matching problems
In this section, we define different matching problems ranging from graph homomorphism to approximate subgraph matching. The following definitions apply for directed as well as undirected graphs.
A graph homomorphism between a pattern graph P = (N p , A p ) and a target graph G = (N, A) is a total surjective function f :
The graph P is homomorphic to G through the function f .
In a graph monomorphism, the function f must be bijective. In a graph isomorphism the function f must be bijective, and the condition
Subgraph homo/mono/iso-morphisms can be defined over a subgraph of the target graph. Subgraph homo/mono/iso-morphisms are all known to be NP-complete. Note that subgraph homomorphism is sometimes called graph homomorphism or graph morphism [3] .
A useful extension is approximate subgraph matching, where the pattern graph and the found subgraph in the target graph may differ with respect to their structure [9] . We choose an approach where the approximations are declared by the user in the pattern graph through optional nodes and forbidden arcs.
In graph isomorphism, if two nodes in the pattern are not related by an arc, this absence of arc is an implicit forbidden arc in the matching. It would be interesting to declare explicitly which arcs are forbidden, leading to problems between monomorphism and isomorphism.
In graph matching, all the specified nodes and arcs in the patterns must be matched. It would be interesting to allow some of them to be optional. Optional arcs in a graph would only lead to local approximations. We focus on optional nodes, allowing the pattern to be extended with new nodes. Such nodes are declared optional in the pattern graph. Arcs can also be incident to optional nodes. Once an optional node is matched, all its incident arcs to other matched nodes must be matched too. The selected pattern must thus be an induced subgraph of the complete pattern.
In Figure 2 , mandatory nodes are represented as filled nodes, and optional nodes are represented as empty nodes. Mandatory arcs are represented with plain line, and arcs incident to optional nodes are represented with dashed lines. Forbidden arcs are represented with a plain line crossed.
In that figure, node 6 cannot be matched to node f because only one of the arcs (6, 4) and (6, 5) A pattern graph with optional nodes and forbidden arcs forms an approximate pattern graph, and the corresponding matching is called an approximate subgraph matching [9] . We focus here on approximate graph monomorphism. approximate pattern graph is a tuple (N p , O p , A p , F p ) where  (N p , A p ) is a graph, O p ⊆ N p is the set of optional nodes and F p ⊆ N p × N p is the set of forbidden arcs, with A p ∩ F p = ∅.
Definition 1 An
Definition 2 An approximate subgraph matching between an approximate pattern graph P = (N p , O p , A p , F p ) and a target graph G = (N, A) is a partial function f : N p → N such that:
The notation dom(f ) represents the domain of f . Elements of dom(f ) are called the selected nodes of the matching. According to this definition, if F p = ∅ the matching is a subgraph monomorphism, and if F p = N p × N p \ A p , the matching is an isomorphism.
Modeling approximate graph matching and related problems
In this section, we show how CP(Graph+Map) can be used for modeling and solving a wide range of graph matching problems.
The problem of graph matching can be stated along three different dimensions:
-homomorphism versus monomorphism versus isomorphism; -graph versus subgraph matching; -exact versus approximate matching This leads to 14 different problems illustrated in Table 1 . All these problems can be modeled and solved through a morphism constraint on a map variable and two graph variables.
The basic morphism constraints
The two important constraints introduced in this paper are the Homo(P, G, M ) and M ono(P, G, M ) constraints. Homo stands for homomorphism and M ono stands for monomorphism. Recall that these problems differ in that a homomorphism allows several nodes of the pattern to be assigned to the same node of the target while the monomorphism allows at most one node of the pattern to be assigned to a node of the target. More formally, the constraint Homo(P, G, M ) holds if P is homomorphic to G through M , where P, G are graph domain variables and M is a map variable with source set N odes(P ) and target set N odes(G).
The constraint M ono(P, G, M ) can be defined similarly :
We now show how these two (similar) constraints can be used to solve the different classes of problems.
Graph and subgraph homo/mono/iso-morphism
Let p be a pattern graph and g be a target graph. The graphs p and g are ground objects in CP(Graph+Map). Graph homo and monomorphism can easily be modeled as Homo(p, g, M ) and M ono(p, g, M ). In a subgraph homo/mono-morphism problem, there should exist a homo/mono-morphism between p and a subgraph of g. As can be seen by comparing the right and left columns of Table 1 , by using a graph variable instead of a graph constant for the target graph ( G with D(G) = [, g] ), any subgraph of g which matches the pattern constitutes an allowed value for G.
As depicted on line 3 of Table 1 , graph isomorphism can be modeled by two monomorphisms: one between the graphs, and a second between the complementary graphs. This requires a complementary graph constraint CompGraph(G, Gc) which holds if N odes(G) = N odes(Gc) = N and Arcs(Gc) = (N × N ) \ Arcs(G). For conciseness, we also use the functional notation Comp(G) = Gc.
The monomorphism between the complementary graphs forces non-existent arcs in the pattern to be non-existent in the target, as required by the isomorphism.
Approximate graph matching: optional nodes and forbidden arcs
To cope with the optional nodes and forbidden arcs in the pattern graph, we replace the fixed graph pattern by a constrained graph variable, as illustrated in the two bottom sections of Table 1 . Let p be the pattern graph with optional nodes, and p man be the subgraph of p induced by the mandatory nodes of p. Approximate graph homo/monomorphisms amounts to find an intermediate graph between p man and p which is homo/mono-morphic to the target graph. However, between p man and p, only the subgraphs induced by p should be considered. When two optional nodes are selected in the matching, if there is an arc between these nodes in pattern graph p, this arc must be considered in the matching, according to our definition of optional nodes, this is done through the use of the induced subgraph relation (⊆ * ). Allowing the specification of a set of forbidden arcs amounts to a simple generalization of the isomorphism problem, lying between monomorphism and isomorphism. As in the model for isomorphism, forbidden arcs are handled through a monomorphism constraint on the complement of the target graph (g or G). This time, only a specified set p f orb of arcs are forbidden, isomorphism constitutes a special case for which p f orb = Arcs (Comp(p) ).
The problem of approximate subgraph matching as defined in section 5, simply combines the use of optional nodes and forbidden arcs. Given an approximate pattern graph (N p , O p , A p , F p ) where (N p , A p ) is a graph, O p ⊆ N p is the set of optional nodes, and F p ⊆ N p × N p is the set of forbidden arcs, and a target graph (N, A) , we define the following CP(Graph+Map) constants : The modeling of approximate matching is then a combination of subgraph monomorphism with optional nodes, and subgraph isomorphism. But instead of adding a monomorphism constraint on the complementary pattern graph, it is added only on the forbidden arcs.
Global constraints
The difference between the Homo(P, G, M ) and M ono(P, G, M ) constraints is an alldiff constraint ensuring the bijective property of the mapping M . A direct implementation of these constraints based on their definition would be very inefficient. A global constraint for
has been designed based on [2, 9] , and generalized in the context of graph intervals and our extension to function variables. This global constraint is algorithmically global as it achieves the same consistency as the original conjunction of constraints, but more efficiently [36] .
Redundant constraint, such as proposed in [2, 9] have also been developed to enhance the pruning. We also specialized global constraints for the different matching families. For instance, a global constraint for filtering subgraph isomorphism was developed and was used to solve difficult instances in [37] . Regarding the approximate matching with optional nodes, the M ono propagator is specialized and assumes that a P ⊆ * p constraint is posted too, allowing a more efficient pruning. For the isomorphism and for approximate matching with forbidden arcs, a single propagator combining the two M ono propagator is also used, following the ideas developed in [9] .
Experimental results
This section assesses the performance of the proposed CP(Graph+Map) framework for graph matching. We compare our proposed solution with vflib [38, 39] , the current state of the art algorithm for subgraph isomorphism, improving over Ullman's algorithm [40] .
The CP(Graph+Map) framework has been implemented over the Gecode system (http://www.gecode.org), including graph variables and propagators, map variables and propagators, together with matching propagators.
Our benchmark set consists of graphs made of different topological structures as explained in [2] . These graphs were generated using the Stanford GraphBase [41] , consisting of 1225 undirected instances, and 405 directed instances. The graphs range from 10 to 125 nodes for undirected graphs, and from 10 to 462 for directed graphs.
The experiments consist in performing subgraph monomorphism over the 1225 undirected instances, and subgraph isomorphism over the 405 instances. All solutions are searched. Following the methodology used in [2] , we ran the two competing algorithms for five minutes on each of the problem instances. A run is called solved if it finishes under five minutes or unsolved otherwise. All benchmarks were performed on an Intel Xeon 3 Ghz. Table 6 shows the experimental results. We report the percentage of solved instances (sol.), the percentage of unsolved instances (unsol), the total running time (tot.T), the mean running time (av.T) and memory (av.M) and the mean running time and memory over instances solved by both approaches (resp. "av.T com." and "av.M com.").
The CP(Graph+Map) model solves more problem instances than the specialized vflib algorithm. This difference is significant for subgraph monomorphism (61% vs. 48%). It is interesting to notice that around 4% of the instances solved by vflib were not solved by our CP model. This shows that on some instances, standard algorithms can be better, but that globally, CP(Graph+Map) solves more instances. It is clear that the CP approach consumes more memory. The comparison of the average time is clearly in All solutions; subgraph monomorphism over undirected graphs (5 favour of CP(Graph+Map) as it solves more instances. It is more interesting to compare the mean execution time on the commonly solved instances. This shows that the time overhead induced by the CP approach is minimal on the commonly solved instances : about 9% for monomorphism over undirected graphs and 22% for isomorphism over directed graphs.
We conclude that our approach is beneficial to someone willing to pay an average time overhead of 9% to 22% on "simple" instances to be able to solve a fourth of the instances of the benchmark which cannot be solved in the time limit by the other method.
Conclusion
In this paper, we showed how the integration of two domains of computation over countable structures, graphs [13] . and maps, [16] , can be used for modeling and solving a wide spectrum of of graph matching problems with any combination of the following properties : monomorphism or isomorphism, graph or subgraph matching, exact or approximate matching (user-specified approximation [9] ). To achieve this, we needed to generalize the map variables with non-fixed source and target sets (of the Cardinal kind [31] ).
We showed how a single constraint able to use both fixed and non-fixed graph variables is sufficient to model all these graphs matching problems. Furthermore we showed that this constraint programming approach is competitive with the state of the art algorithm for subgraph isomorphism vflib based on the Ullman graph matching algorithm; by solving substantially more instances (our approach solves more complex instances) and requiring a small overhead over the simple instances.
Future work includes the definition of consistency for map variables, the analysis of the impact of our flow-based filtering algorithm for map variables, the design of a more efficient algorithm (we target O( √ mn)) for this global constraint and the extension of graph matching to other graph comparison problems such as subgraph bisimulation [42] .
