Abstract. We extend the theory of Aubry-Mather measures to Hamiltonian systems that arise in vakonomic mechanics and subRiemannian geometry. We use these measures to study the asymptotic behavior of (vakonomic) action-minimizing curves, and prove a bootstrapping result to study the partial regularity of solutions of convex, but not strictly convex, Hamilton-Jacobi equations.
Introduction
In classical (unconstrained) mechanics one looks for trajectories x(t) that are minimizers (or critical points) of the action Constrained (non-holonomic) systems appear naturally in mechanical problems. Non-holonomic systems satisfy the d'Alembert-Lagrange principle, and are described by equations of the form:
in which R represents the reaction forces that impose the constraint. Unfortunately, unless the constraint is integrable (holonomic case) these equations cannot be derived from a variational principle. Vakonomic mechanics is an alternative formulation to the non-holonomic mechanics [AKN97] based on a variational principle. In these systems, for each point x in the configuration space there is a distribution D x of velocities which is a finite dimensional subspace of R n . Then one looks for trajectories that are minimizers (or critical points) of (1) with the constraint thatẋ (t) ∈ D x(t) ,
for all t. We should point out that these two approaches are not equivalent. As a model for mechanical systems, vakonomic systems correspond to realizing constraints using large anisotropic inertia, whereas d'Alembert-Lagrange principle corresponds to the large anisotropic friction limit [AKN97] . Furthermore, vakonomic mechanics has important connections with sub-Riemannian geometry [Str86] , [Str89] , [LS95] , and is also an important model for control theory [FS93] , [BCD97] . The integrability theory for classical unconstrained systems is well known. This paper is a first approach to study this problem for vakonomic systems in the framework of Aubry-Mather theory and viscosity solutions of Hamilton-Jacobi equations. We extend techniques from previous works (see references bellow) to use viscosity solution methods and construct generalizations of Aubry-Mather measures. As applications, we discuss the asymptotic behavior of vakonomic trajectories and the regularity theory for Hamilton-Jacobi (see also [EJ89] , [EG99] , [Gom00] ).
Let T n = R n /Z n be the n-dimensional torus. A smooth distribution D is a subset of the tangent space of T T n that at each point x ∈ T n is a constant rank linear subspace D x of T x T n , furthermore D x depends smoothly on x. We assume that the rank of D x is constant m ≤ n and that there exist vector fields f 1 , · · · , f m such that
Additionally, without loss of generality, we suppose that f 1 , · · · , f m are orthonormal with respect to some metric in T T n . In local coordinates the metric is given by its components g ij and we have
We assume that the metric g ij is definite positive in T T n , that is, for some θ > 0
that is, there exists, for almost every t ∈ [0, T ], a vector v ∈ R m such thatẋ
we would like to study the trajectories
and are compatible with the distribution D. Such trajectories are called vakonomic trajectories.
A particularly important class of Lagrangians L has the form
the first term is the kinetic energy and V (x) is the potential energy. We assume through this paper that L is given by the above expression, or is a related Lagrangian
for P ∈ R n . Since V is bounded we may add any constant to L without changing the minimization problem. Therefore we may assume without loss of generality that L ≥ 0.
Vakonomic trajectories for such Lagrangians were characterized completely in [KO01] . Our objective in this paper is somewhat differentwe consider generalized vakonomic trajectories (measures supported on D) and develop an analog of Aubry-Mather theory. Our methods will be a combination of dynamical systems ideas with viscosity solutions of Hamilton-Jacobi equations.
Let the Hamiltonian H be defined by
The Hamiltonian dynamics associated to H is given by the Hamilton's equations:
A classical procedure to integrate these equations [AKN97] is to build a a smooth solution u(x, P ) of the Hamilton-Jacobi equation:
with H(P ) being the unique value for which the equation admits a periodic solution u. Then this solution is a generating function that yields a change of coordinates X(p, x) and P (p, x) defined by the equations:
This change of coordinates simplifies (2) into:
In other words, this means that for each P there is an invariant torus in which the dynamics is simply a rotation. However, (3) does not admit, in general, smooth solutions and this procedure is not valid. Nevertheless, as we show in this paper, one can recover weak analogs of the classical integrability using viscosity solutions methods. One of the most important cases is the one in which the distribution satisfies an Hörmander-type condition, that is, f 1 , · · · , f m together with finitely many brackets [
.. span T x T n at each point. If this condition is fulfilled, we say that D is bracket generating. Under this condition we will show that one can construct a viscosity solution to (3) that enjoys a limited regularity (Hölder continuity).
If D is bracket generating the vakonomic system is controllable, i.e., given two points x, y ∈ T n and any time T there exists a compatible trajectory γ : [0, T ] → T n with γ(0) = x and γ(T ) = y [Cho39] (see also Carathéodory [Car09] , and [Bac86] ).
The outline of this paper is the following: in section 2 we prove the existence of viscosity solution of stationary Hamilton-Jacobi equations, and study the Hölder regularity of such solutions. In section 3 we introduce generalized Mather measures and use duality theory to connect the minimal measure problem with viscosity solutions of HamiltonJacobi equations. Section 4 is dedicated to the characterization of the support of the generalized Mather measure. Finally in section 5 we consider some applications, the asymptotics of vakonomic trajectories and the partial regularity for solutions of Hamilton-Jacobi equations.
Ergodic and stationary problems
In this section we study the existence and regularity properties of viscosity solutions that arise from control problems related to vakonomic mechanics. Since some of the readers may not be familiar with viscosity solutions, we first recall the definition of viscosity solution, however for more details and related material, one should consult, for instance, [FS93] or [BCD97] .
Let F be a continuous function. A function u is a viscosity solution of the Hamilton-Jacobi equation
provided that for any smooth function φ such u−φ has a local maximum (resp. minimum) at a point
The discounted cost infinite horizon problem consists in finding the value function u α defined by
in which the infimum is take over all trajectories that satisfy
Proposition 1. u α is a periodic viscosity solution of
Proof. u α is a periodic viscosity solution, using standard results in viscosity solutions theory [FS93] . Since L(x,ẋ) + Pẋ ≥ −C (because L grows quadratically inẋ) we have αu α ≥ −C. Choosing the constant trajectoryẋ = 0, which is admissible, we obtain (5).
Before stating and proving the next result it is convenient to recall the properties of the sup and inf convolutions ( [JLS88] , and [FS93] ).
Given a bounded function u define the sup convolution u by (6) u (x) = sup
Similarly the inf convolution is given by
Proposition 2 (Properties of sup and inf convolutions).
(1) u and u are, respectively, semiconvex and semiconcave.
almost everywhere and in the viscosity sense.
Proof. The proof of these statements can be found in [FS93] , pages 241-243.
Proposition 3. Assume D is bracketing generating, then u α is Hölder continuous uniformly in α.
Proof. The proof of this result when f i and [f i , f j ] span T T n can be found in [EJ89] . Using similar techniques we sketch the proof in the general case. The proposition is a corollary of the following lemma: in which k is the number of brackets required to generate T T n .
Proof. First step: give the viscosity solution define u as in (6). Then, as in [EJ89] , we have
with the constants not depending on . Define X k (t) : T n → T n to be the time-t flow map corresponding to the differential equationẋ
for all sufficiently small t, uniformly in . Observe that
as t → 0. For each commutator [f i 1 , f i 2 ] define the vector field, for t small,
By induction define (for t < 0 we use the convention
We claim that
For the proof of this claim see [BCD97] (Lemma 1.19, p. 236) or [HH70] . As in [EJ89] , we have, for t sufficiently small,
This is possible because of the hypothesis on the vector fields. Note that
defines, by the implicit function theorem, a (local) diffeomorphism from R n to T n for s sufficiently small. Thus for y sufficiently close to x we have
in which k is the number of brackets necessary to span T T n . As a corollary of this proof we also have: if v : [0, T ] → R m is bounded and x(t) is a trajectory oḟ
Furthermore the proof also shows that for any x there exists an open set of points y such that there is a compatible trajectory connecting x to y in finite time (actually this is a particular case of Chow's theorem [Cho39] mentioned at the introduction, see also [Bac86] ).
Related results for minimal time problems can be found in [Liv80] , [Ran82] , [Gyu84] , [Gyu87] , and [Sor92] .
Corollary 1. For almost every x there exists the directional derivative along a curve whose tangent is f (x)v, for any v ∈ R m Proof. Observe that
thus u is Lipschitz along this curve and so has a directional derivative (along the curve) for almost every t. Then applying Fubinni's theorem yields that for a.e. x such derivative exists.
Theorem 1. There exists a viscosity solution u of the equation
This solution is Hölder continuous.
Proof.
Since αu α is bounded and u α is periodic and uniformly Hölder continuous we get that through some subsequence αu α → −H, for some number H. Also u α − min u α is periodic, uniformly bounded and Hölder, through some subsequence it converges to a periodic Hölder continuous function u. Standard stability results for viscosity solutions imply that u is a viscosity solution of (8).
Proposition 4. For almost every x we have
Remark.
Note that the derivative may not exist for almost every x but the Hamiltonian only depends on the directional derivative. Proof. See [BCD97] , theorem 2.40, p. 128.
Finally we discuss the uniqueness of H(P ).
Theorem 2. H(P ) is unique.
Proof. Suppose u 1 and u 2 are viscosity solutions of
Assume H 1 (P ) > H 2 (P ) and by adding constants, if necessary, we may also suppose that 0 ≤ u 2 < u 1 . For small enough
The comparison principle (see [BCD97] , theorem 2.12, p. 107) implies u 1 ≤ u 2 , which is a contradiction.
Duality and generalized Mather measures
In this section, using the duality techniques from [Gom02] we develop a generalization of Mather measures to vakonomic systems.
We say that a positive probability measure µ on D is a vakonomic measure if for any φ ∈ C 1 (T n ) we have
The motivation for this definition is as follows: suppose v :
is a given function. Let x(·) be a solution oḟ
Define a probability measure µ on D by
through some subsequence, for all bounded continuous functions ψ :
. Thus vakonomic measures should be though of as generalized compatible curves.
Let M be the set of signed Radon measures such that
, that is the set of continuous functions ψ ∈ D that satisfy
The advantage of using the weight function γ is that then vD x φ(x) ∈ C 0 γ , and so the constraint (9) is continuous, that is, if µ n → µ and
Consider also the following subsets of M:
M 0 = {µ ∈ M : µ is a vakonomic measure} and
The minimization problem that we wish to consider is
If D = T T n then this is Mather's minimal measure problem, as formulated by Mañe [Mn96] . The next lemma is taken from [Mn96] :
Lemma 2 (Mañe). For any constant C the set of measures µ ∈ M 0 ∩ M 1 that satisfy Ldµ ≤ C is compact with respect to the weak- * topology in (C 0 γ ) . Using this lemma we prove the existence of a minimal measure:
Theorem 3. There exists a minimal measure µ ∈ M 0 ∩ M 1 such that
Furthermore this measure is supported on a graph (x, v(x)).
Proof. Suppose µ n is a minimizing sequence in
Since the infimum is finite Ldµ n ≤ C for some constant C independent of n. The previous lemma implies µ n * µ for some measure µ, through some subsequence. Then for any fixed k
The monotone convergence theorem implies
By contradiction assume that µ is not supported on a graph (x, v(x)). Construct a measureμ supported in the graph (x, v(x)) with v(x) being the unique function (defined µ almost everywhere) for which
Thenμ is a probability measure that satisfies (9). Since L is strictly convex in v the average action ofμ is smaller than the one of µ, which is a contradiction. This minimization problem is a convex linear programming problem over a space of Radon measures. Related control problems have been studied by duality methods [VL78a] , [VL78b] , [LV80] , [FV89] , [FV88] and [Fle89] , in which Fenchel-Rockafellar duality theorem [Roc66] is used to analyze optimal control problems. Using Legendre-Fenchel duality theory we obtain: Theorem 4. We have
Remark. In the case in which D = T T n (or more generally the tangent space of a Riemannian manifold) this identity is proved in [CIPP98] .
Before proving this theorem we need some preliminary results and definitions.
Suppose that E is a Banach space with dual E with the dual pairing between E and E denoted by (·, ·). Let h 1 : E → (−∞, +∞] be a convex, lower semicontinuous function. The Legendre-Fenchel transform h *
for y ∈ E . For concave, upper semicontinuous functions
A classical duality result is the Legendre-Fenchel-Rockafellar duality theorem that we quote next:
Theorem 5 (Rockafellar [Roc66] ). Let E be a locally convex Hausdorff topological vector space over R with dual E * . Suppose h 1 : E → (−∞, +∞] is convex and lower semicontinuous, h 2 : E → [−∞, +∞) is concave and upper semicontinuous. Then
provided that either h 1 or h 2 is continuous at some point where both functions are finite.
To use this theorem to prove identity (10) we define two functions
and compute the dual problem of of sup
The first function h 1 is defined by Remark. This proof is is very similar to the one in [Gom02] , the only main difference being the functions h 1 and h 2 . This shows how general these duality methods are to handle generalizations of the AubryMather theory and relate them to Hamilton-Jacobi equations.
We claim that for all non-positive measures µ, h * 1 (µ) = ∞.
Proof. If µ ≥ 0 there is a sequence of non-negative functions φ n ∈ C 0 γ (D) such that
If µ ≥ 0, we have h * 1 (µ) = +∞.
Proof. Let L n be a sequence of functions in
By the monotone convergence theorem L n dµ → Ldµ, and so
as required.
by taking ψ ≡ α, constant. So, h * 1 (µ) = +∞, and therefore a finite value of h * 1 is only possible if dµ = 1. If dµ = 1 we have, from the previous lemma,
Also, for any function φ
Now we will compute h * 2 . First observe that if µ ∈ M 0 then there existsφ ∈ C such that φ dµ = 0.
and so
Theorem 5 yields then
provided we prove that h 1 is continuous on the set h 2 > −∞. This is the content of the next lemma.
Lemma 5. h 1 is continuous.
Proof. Suppose φ n → φ in C 0 γ . Then φ n γ and φ γ are bounded uniformly by some constant C. The growth condition on L implies that there exists R > 0 such that
This result completes the proof of Theorem 10.
Applying this results we have the main result of this section Theorem 6.
Proof. We have by theorem 10
in which u = u * η , with η a standard mollifier, that is a positive smooth function, supported in a ball of radius , with η = 1. Take a viscosity solution u of H(D x u, x) = H Let x be an admissible trajectory for which
with T = 1 . Dividing the previous identity by T and letting → 0 we get − Ldµ ≥ H in which µ is the measure defined by
by taking an appropriate subsequence. This measure is, by the remark in the beginning of section 3, a vakonomic measure.
Support of generalized Mather measures
As was proved in the previous section, the generalized Mather measure is supported on a graph. The next proposition we develop some formal calculations that relate the support of the generalized Mather measure with the solution of Hamilton-Jacobi equations. Then in theorem 7 we prove a rigorous version of this proposition.
Proposition 6. Let µ be a generalized Mather measure and u a (smooth) viscosity solution of
Then µ is supported on the set (x, v) in which v is a minimizer of
Proof. If the proposition were false then there would be a set of positive µ measure for which
But D x uf vdµ = 0, and − Ldµ = H, which yields a contradiction. Note that L(x, f v) is strictly convex in v, therefore for each x there exists a unique minimizer v(x).
Before proving a rigorous version of the previous proposition we discuss some properties of H and its Legendre transform L.
Proposition 7. H(P ) is convex in P and superlinear.
Proof. Since
is the supremum of a family of convex functions -thus it is convex.
To show that H(P ) is superlinear it suffices to observe that
in a set of positive measure, since f is bracketing generating, and is non-negative elsewhere.
Let L(Q) denote the Legendre transform of H(P ):
which is finite because H is superlinear.
Proposition 8. Suppose µ * is a minimizing measure corresponding to
Proof. Definẽ
Then we can write
that is H(P ) is the Legendre transform ofL(Q). ThusL(Q) = L(Q). Also
and so it follows
Let D − P H(P ) denote the subdifferential of H(P ) at the point P . Since H is convex D − P H(P ) is always non-empty. Then a standard convex analysis argument yields:
Corollary 2.
The next theorem is a generalization of Fathi's results [Fat97a, Fat97b, Fat98a, Fat98b] (see also [E99] , and [EG99] ) that asserts that the support of the Mather measure is a subset of the graph of the derivative of a viscosity solution of the Hamilton-Jacobi equation. Here we use the techniques from [EG99] .
Theorem 7. Let µ be a generalized Mather measure. Then v = f (P + D x u) µ-almost everywhere.
andH is strictly convex in v. Thus for any v and w
Let u be a viscosity solution. Let
which, by corollary 1, is defined for almost every y, and let
Note that
and soH
Observe that for almost every ỹ
since for almost every yH (w(y), y) = H(P ), and |x − y| ≤ whenever η (x − y) is non-zero. So we havẽ
by strict convexity ofH. Thus
for all periodic and smooth φ(x). Also
From this we conclude that β → 0, through some subsequence, µ-almost everywhere. So µ-almost every point is a point of approximate continuity of f D x u, thus
µ-almost everywhere. From this we conclude v = f D x u µ-almost everywhere.
Corollary 3. For any φ(x) smooth and periodic we have
Applications
In this section we discuss some applications of the generalized Mather measures. The firstly we prove asymptotic properties of certain vakonomic trajectories, then we study regularity for Hamilton-Jacobi equations and, finally we apply some of our results to the homogenization of Hamilton-Jacobi equations.
5.1. Asymptotics. The first applications is to prove that minimizing vakonomic trajectories have their asymptotic behavior controlled by the derivative of the effective Hamiltonian H. Proof. For any other P u(x, P ) ≤ T 0 L(γ,γ) + P γ + H(P )ds + u(γ(T ), P )
Let P → P and then T → ∞.
5.2.
Regularity. The last result on this paper uses a bootstrapping technique to show that whenever the viscosity solution u is Lipschitz then the difference quotients of f D x u are L 2 -Hölder continuous on the support of the Mather set. Integrating with respect to µ we obtain
The result follows from sending → 0. Finally we we would like to point out that this result may not be optimal since formal computations seem to indicate that on the Mather set we should have
However, we were unable to improve the previous proof to obtain a result like the previous one. 
Since f D x uf D x φdµ = 0 for all φ periodic, we have
and since V is smooth the result follows.
