Visual servo system is (I 
Introduction
Visual information on tasks and environments is essential to execute flexible and autonomous tasks. Tracking the object with the robot hand based on the visual information is called visual tracking. Visual tracking has some technical problems such as delay, low sampling frequency, nonlinear perspective transformation and nonlinear robot dynamics.
Visual servo systems incorporate the visual sensors in the feedback loop. As shown in Figure 1 , the joint servo loop of the robot is also incorporated in the visual feedback loop. T h u s the performance of the outer visual loop may be deteriorated by the poor performance of the inner joint servo loop. However previous studies [ l a , 5, 7, 4 , 111 assumed the ideal performance of the joint servo mechanism and ignored the robot dynamics.
Due to the low frequency of the visual sampling, estimation of the object motion is also essential for visual tracking. Since the visual sampling period is larger than 33 ms, significant delay is inevitable without predictive control. Studies on object motion estimation based on Kalman filter and AR model were carried out by Koivo IEEE lnternatlonal Conference o n Robotlcs a n d Automatlon [ 6 ] proposed a model-based nonlinear estimator, the control problem was not considered. This paper proposes a nonlinear controller and a nonlinear observer for visual tracking. A model describing the object motion is proposed and the nonlinear observer estimates the velocity parameters of the object motion model. T h e nonlinear controller compensates the robot dynamics based on the object velocity estimation. The proposed controller is proved to be asymptotically stable. Thus the tracking error converges t o zero. The effectiveness of the proposed method is evaluated by simulations and experiments on a two link planar direct drive robot. T h e results exhibit the fast convergence of the estimator and the accurate tracking performance of the controller.
Models
The objective of this paper is t o track a moving object by a hand-mounted camera based on the visual information. As depicted in Figure 2 , let the camera and the object position and orientation be s, E R6 and so E R6, 
Robot Model
Assume that the robot has m ( 5 6) joints. The dynamic model of robot is given by where q is the joint angle vector, T is the actuator torque vector, A4 is the inertia matrix, and h is the vector representing the Coriolis, centrifugal and gravity forces.
Camera Model
Assume that the object image is represented by an n dimensional feature vector I , which is a function of the relative position and orientation between object and camera (T = s, -so. Let the feature vector satisfying 
Example A planar two link robot example is shown in Figure 3 
Object Motion Model
Assume that the object has mo ( 5 6) degrees of freedom and let p E Rno be the generalized coordinates of the object position and orientation. Also assume that the object speed is generated by (5 m,) dimensional parameter vector B* such that
is satisfied, where W ( p ) is an m, x t matrix function of p . The vector 6 ' and the equation (9) are called the velocity parameter and the object motion model. This motion model is simple but it can model fairly large range of autonomous motions including straight , circular, oval and "figure 8" motions.
The robot configuration should avoid singular points while tracking. Thus we restrict the robot configuration in a region V c R6 which does not contain a singular point. Also we assume that for all p E U , where U is a subset of R"0 which contains all solutions of (9), the solution qt of sc(q*) = s,(p) + ud is in V . This is a necessary condition for object tracking. To satisfy this condition m 2 m, is necessary.
Example In the previousexample the object height is constant. Thus the object degree of freedom is 2 and the object position is uniquely defined by p = [X,bj Y,bjIT. If the object motion is straight and the object speed in X and Y directions are vx and w y , respectively, we have (9) with
(10)
If the object motion is circular with constant velocity w , the object position is described by r cos ut Thus the object speed is given by (9) with For "figure 8" motion, the object position becomes
(13)
Then the motion is modeled by (9) with where r = 2.
Conditions for Good Features
Features must give enough information to track the object. The derivative of (3) gives
The matrices J and L are called image Jacobian and motion Jacobian, respectively. The features must satisfy the following conditions for all q E V and p E U r a n k J = m, rankL = m,.
In other words, features must change when either of the robot or the object moves. To satisfy this condition n 2 m is necessary,' and the maximum number of the features is not limited. The maximum should be decided depending on the speed of the image processing. Example of (6) is given by (15) with For the two link robot example, derivative
Thus, J becomes singular only if the object is on the line connecting the first and second joints, and L is always nonsingular. To avoid the singular configuration one may select more features than necessary. An example with the redundant features is found in [9] .
Control Law
The models of robot, camera and object motion are given by (2), (3) and (9), respectively. To derive the control law define the controlled variable (20) where p* is a typical object pose and q* is the corresponding joint angle which is the solution of s,(q*) = s,(p*)+ad. where X is given by (27). Thus the controller is
Object Motion Estimation
Since the control law (25) and (26) requires i and O*, which are not usually known, an estimator for these parameters is needed. Let the estimates of the parameter O* and controlled variable z be e and 2, respectively, and consider the following estimator
where H is any stable matrix and Q is any positive definite matrix. While P is selected to satisfy H T P + PH = -Q, Q > 0.
(32)
Let the estimation error vectors be Then, we obtain the following theorem. Though we omit the proof, it is straightforward based on the Lyapunov's method. [8] ). T h e observer estimates the object speed very well and the controlled error is reduced considerably.
Experimental results are shown in Figure 5 . The estimates are oscillatory compared with the simulation and the effect of oscillation is found in the controlled error, but the controlled error is fairly reduced.
T h e results are shown in Figure 4. 
Circular Motion
The second case is a circular motion with radius 20 [mm]. The object moved with angular velocity 2.8 [rad/sec] at t = 6.5; changed the speed to 1.4 [rad/sec] a t t = 17.5; and stopped at t = 23.5. The simulation results are shown in Figure 6 . T h e horizontal axis is time; (a), (b) are the feature errors; (c) is the estimate of the angular velocity. T h e observer works well and the controlled error is reduced considerably. The controlled error is reduced, but it does not converge to zero because the measured center includes slight error.
Experimental results are given in Figure 7 .
Conclusion
We have proposed a visual feedback controller with a velocity estimator. We also have proved the asymptotical stability of the closed loop. Simulations on a two link planar robot exhibited the stable and accurate 'The object is above the robot and i t moves in front of the camera which is looking upward.
performance. The effectiveness of the proposed scheme was evaluated by simulations and experiments. 
