Extensible integration lattices have the attractive property that the number of points in the node set may be increased while retaining the existing points. It is shown here that there exist generating vectors, h, for extensible rank-1 lattices such that for n = b, b 2 , . . . points and dimensions s = 1, 2, . .
INTRODUCTION
Multidimensional integrals over the unit cube are often approximated by taking the average over a well-chosen set of points:
Quasi-Monte Carlo methods [9] choose the set {z i } to be evenly distributed over the unit cube. One popular choice of points are the node sets of rank-1 integration lattices (see [5] , [9, Chapter 5] , and [12] ). Such sets may be expressed as {{ih/n + ∆} : i = 0, 1, . . . , n − 1},
where h is an s-dimensional integer generating vector, ∆ is an s-dimensional shift, and { · } denotes the fractional part, i.e., {x} = x (mod 1). The quality of the set defined in (1) depends mainly on the choice of h and somewhat on the choice of ∆. There are several quality measures, including R α , P α , and the discrepancy, which will be defined and discussed later in this article. One disadvantage of lattice rules for numerical integration has been that the generating vector depends on n and s. If one changes either of these, then one must also change h. Recently, lattice node sets have been proposed that can be extended in n (for this reason they are called extensible lattices). is the node set of a shifted rank-1 lattice [2] , [3] , just like the pieces of a (t, s)-sequence are (t, m, s)-nets [9, Chapter 4] . Good generating vectors h that work simultaneously for a range of m and s have been found experimentally [3] . The purpose of this article is to prove that there exist generating vectors h, dependent on b, but independent of m and s, that give node sets of the form (1) and (2) with figures of merit that are nearly as good as the best known upper bounds for node sets where the generating vector is allowed to depend on m and s. The remainder of this introduction reviews several figures of merit for lattice rules. The next section gives an upper bound on the value of R α for extensible lattices. This is used to give upper bounds on P α and discrepancy in the following two sections.
In this article it is assumed that the integrand, f , is a function of
∞ , and that the integration domain is to be [0, 1) ∞ . Integration problems over [0, 1) s just assume that f depends only on the first s variables. Let 1 : s denote the set {1, . . . , s}, and for any u ⊂ 1 : ∞, let x u denote the vector indexed by the elements of u. Let |u| denote the cardinality of u. Throughout this article it is assumed that u is a finite set.
Suppose that the integrand can be written as an absolutely summable Fourier series,
For any α > 1 this quantity can be used to define a Banach space of functions:
where
If γ j = 0, then functions in F α are assumed not to depend on the coordinate x j , i.e.,f (k) = 0 for all k with k j = 0. LetZ
Then the subspace of F α containing functions depending only on the coordinates indexed by u is F u,α = {f ∈ F α :f (k) = 0 ∀k / ∈Z u }. For any positive integer n and any h ∈ Z ∞ , the dual lattice consists of all wave numbers k with k T h = 0 mod n. The set B(h, n, u) = {0 = k ∈ Z u : k T h = 0 mod n} consists of all nonzero wave numbers in the dual lattice whose nonzero components are in the directions indexed by u. Let
Then one may derive the following tight worst-case integration error bound for lattice rules using the node set (1) [1] :
For band-limited integrands one may derive a similar error bound. Let
andB(h, n, u) = B(h, n, u) ∩ (−n/2, n/2] ∞ . Note that whereas one must require α > 1 for P α (h, γ, n, u) to be defined and (4) to make sense, the error bound (5) is well defined for α ≥ 0. Note also that both P α (h, γ, n, u) and R α (h, γ, n, u) do not depend on the shift vector ∆.
Lattice rules are not only used for periodic integrands, but non-periodic ones as well. Let W p denote the Banach space of functions that are absolutely continuous on [0, 1] ∞ with L p -integrable mixed partial derivatives of up to order one in each coordinate direction. Let γ u = j∈u γ j . The norm for this space is defined as
Again, if γ j = 0, then the functions in W p are assumed not to depend on x j . As above let W u,p denote the subspace of W p whose elements do not depend on x j for j / ∈ u. The integration error bound for this space is [4] [0,
where the (weighted) L q -star discrepancy is defined as
The discrepancy function, disc u (y, x, {z i }, n), measures the difference between the volume of the box [y u , x u ) and the proportion of sample points inside it:
where y j ≤ x j for all j ∈ u. Here 1 {·} denotes the characteristic function.
One may also define an L q -unanchored discrepancy:
Both the star and the unanchored discrepancies may be bounded above as follows:
EXISTENCE OF EXTENSIBLE LATTICES WITH SMALL R α
The existence of lattices with small R α (h, γ, n, 1 : s) for fixed n and s has been shown using averaging arguments. After computing an upper bound on the average of R α (h, γ, n, 1 : s) over some set of h, one argues that there exist at least some h with an R α (h, γ, n, 1 : s) at least as small as that upper bound. In the following, an averaging argument is also used, but with a difference. For extensible lattice rules it will be argued that there exist some h, independent of n and s, such that R α (h, γ, n, 1 : s) is not too much worse than the upper bound on the average for all n and s.
For extensible lattices one needs to allow generating vectors, h, whose coordinates are generalizations of integers. For any integer b ≥ 2 let Z b be the set of all b-adic integers i = ∞ l=1 i l b l−1 , where i l ∈ {0, 1, . . . , b − 1} for all l ≥ 1; see Mahler [7] for the theory of b-adic integers. Note that Z b ⊃ Z. The set Z b contains too many bad numbers, so define
is the set of candidates for h, an ∞-vector. The set Z b has a probability measure such that the set of all i ∈ Z b with specified first l digits has measure b −l . This probability measure conditional on H b is denoted µ b . The Cartesian product H ∞ b has the product probability measure µ ∞ b . The following upper bound on the average of
. . in the obvious way, namely by (6) with h considered modulo n. Lemma 1. For any finite u ⊂ 1 : ∞ we have
for some positive absolute constants β 1 and β 2 and n = b, b 2 , . . . .
Theorem 2.
Suppose we are given a fixed integer b ≥ 2, a fixed γ ∈ [0, ∞) ∞ , a fixed α ≥ 1, and a fixed > 0.
Furthermore, one may make µ
Again one may make µ Proof. Define the quantities
Note that R α (h, γ, n, 1 : s) ≤R α (h, γ, n, s). The proof here actually shows the above conclusions forR α (h, γ, n, s) rather than R α (h, γ, n, 1 : s) because these are needed for Theorem 7 below. There are two important relations amongR α (h, γ, n, s) for different parameters α that are used in this proof. Because R α (h, 1, n, u) is non-increasing for α increasing, it follows that
for α ≥ a, where γ α/a denotes the vector obtained by raising each component of γ to the power α/a. Furthermore, the definitions of R α andR α together with Jensen's inequality imply that
for α ≥ a. Lemma 1 implies the following upper bound on the average value of R 1 (h, γ, n, s): 
These sets cannot be too large. In fact, µ
The set of all bad h is defined as the union of these sets:
bms .
It follows that this set is also not too large, namely, 
1+ < ∞, then by (14) above and Lemma 3 below it follows that for any δ > 0 and any
for some constantĈ R (α, a, γ, δ). Then applying (15) completes the proof of part ii) of Theorem 2. Lemma 1 also implies an upper bound on the average value ofR 1 (h, γ, n, s):
where it is assumed that ∞ j=1 γ j < ∞ and M (γ, n) is defined as
With c m as above, a set of bad h for a particular n = b m and s is then defined as (14) and by substituting γ a for γ that
for all a ≥ 1, m ≥ 1, and s ≥ 1. Again using Lemma 3 and (15), it follows that if
This completes the proof of part iii) of Theorem 2.
The following lemma was used in the above proof. A similar result was proved in [4] . Then applying some relatively elementary inequalities yields:
Thus, it follows that
Choosing d large enough to make σ d ≤ δ(log b)/(σ 0 + 1) completes the proof.
Theorem 2 shows the existence of good extensible lattices with R 1 (h, γ, n, 1 :
1+ ) for any s with n tending to infinity. This is slightly worse than the result of [9, Theorem 5.10], which shows the existence of lattices with R 1 = O(n −1 (log n) s ) for fixed s and n, and the lower bound of [6] of the same order. Thus, the price for an extensible lattice (in both s and n) is an extra factor of the order (log n)[log log(n+1)] 1+ .
EXISTENCE OF EXTENSIBLE LATTICES WITH SMALL P α
Upper bounds on P α follow from the upper bounds on R α derived in the previous section. The theorem below follows immediately from the following lemma, which is a minor generalization of [9, Theorem 5.5].
Lemma 4. For any integer n ≥ 2, finite set u ⊂ 1 :
Proof. The proof here follows that in [9, Theorem 5.5]. Starting from (3) the definition of P α may be written as a sum of several pieces:
The second term in this equation may be simplified as j∈u l∈Z r(nl, γ j )
The inner sum in the last term in (16) may be written as
Thus, the last term in (16) satisfies
Using the same argument as in the proof of [9, Theorem 5.5] , it follows that
Thus, the last term in (16) has the following upper bound:
Combining this bound with that for the second term in (16) completes the proof of this lemma.
The lemma above implies that P α (h, γ, n, u) < R α (h, γ, n, u)+O(n −α ), where the leading constant in the O term depends on u. This relationship is uniform in u if Theorem 5. Theorem 2 also holds if one replaces R α by P α , allowing for a change of constants as well.
For fixed s the quantity P α (h, n, 1 : s) is known to have the following lower and upper bounds if the generating vector is allowed to depend on n and s [10, 11] :
The lower bound holds for all h and the upper bound holds for suitable h. The price of an extensible lattice is that the upper bound has now increased by roughly a factor of (log n) 2α−1 . Equation (11) applied to P α improves upon [13, Theorem 2.1] because the right-hand side decays more quickly with n, and the same h works for all n = b m as well as all s. Equation (12) applied to P α improves upon [14, Theorem 3] because the same h works for all n = b m and all s.
EXISTENCE OF EXTENSIBLE LATTICES WITH SMALL DISCREPANCY
The unanchored discrepancy defined in (9) is related to R 1 [9, Chapter 5]. The following lemma, a slight generalization of [9, Theorem 3.10 and Theorem 5.6], makes this relationship explicit.
Lemma 6. For any integer n = b m , m = 1, 2, . . . , any finite subset u ⊂ 1 : ∞, any h ∈ Z ∞ , and any corresponding node set of a shifted lattice, {z i = {hΦ b (i) + ∆} : i = 0, 1, . . . , b m − 1}, the unanchored L ∞ -discrepancy of these points projected into the coordinates indexed by u has the following upper bound:
Proof. It suffices to note that the proof of [9, Theorem 3.10] works also for the discrepancy extended over all intervals modulo 1 and that this discrepancy is invariant under shifts of the node set modulo 1.
Lemma 6 implies the following theorem for the existence of extensible lattice rules with small discrepancy. ∞ , the node set of the shifted lattice given in (2) satisfies
Furthermore, one may make µ 1 (h, γ, n, s), whereR was defined in (13) . Using the fact that log(1−x) ≥ x(log(1−a))/a for 0 ≤ x ≤ a < 1, we obtain a lower bound on the second product: Since the star and unanchored discrepancies are both bounded above byR 1 (h, γ, n, s)/2 plus a term that is O(n −1 ) uniformly in s assuming that the γ j are summable, the conclusions of this theorem follow immediately from the proof of Theorem 2.
