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Abstract
Sparse aperture designs use multiple primary mirrors in alignment to increase optical
resolution, as opposed to using just one bigger primary mirror. Sparse apertures are defined to have a low amount of active optical area compared to the encircling area of the
array. Previous works on sparse aperture systems have studied several configurations
based on the gray-world assumption, where the spectral nature of the object, or scene,
is assumed independent of its spatial location. In other words, the scene is the same
color for every pixel. Robert Introne, Ph.D. (2004) and Noah Block, M.S. (2005) have
tested this assumption and showed that in aberrated systems, or in extremely spectrally
diverse scenes, the assumption fails. This work utilizes the spectral world model developed by Introne, but includes the Broadband Phase Diversity algorithm for phase
retrieval.
Phase retrieval mitigates misalignment errors between each of the sub apertures
of the system that are extremely detrimental to the final image quality. Phase diversity uses multiple images of the same scene with the same system, except for one
I

II

difference. Each image is captured with a different amount of a known additional
aberration. Common choices are piston and defocus. This work will utilize defocus
diversity. With the introduction of the defocus in the imagery, it is possible to estimate
the misalignment errors (and other aberrations) of the optical system using minimization techniques. Knowledge of the misalignment errors aids in the restoration of the
image.
The gray-world assumption is the cornerstone of Broadband Phase Diversity (BPD).
While the validity of the assumption has been examined, the effect of misalignment
aberrations and spectrally diverse scenes on BPD performance has not been investigated until now. A trade-space is developed varying the aberration, the noise, and the
bandwidths of imaging scenarios. Multiple scene types to simulate different levels
of spatial and spectral variability were used to find image-independent trends in BPD
performance and image quality. Human visual system based metrics were used to evaluate image quality. The relationship between BPD performance and image quality is
examined. Methods of characterizing a hyperspectral image cube were developed in
order to describe the spectral character that causes the gray-world assumption to fail.
A model comparison was made between the spectral-world and gray-world forward
models to evaluate the limits of the gray-world model.
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Chapter 1
Introduction
The goal in the field of remote sensing is to use imaging devices from the atmosphere
or space in earth observing applications to extract information about the world in which
we live. The information has a myriad of applications to modern environmental, geological, geographical and military needs.
The remote sensing community continues to develop more advanced techniques
for higher resolution imagery. Spectral resolution has moved from a simple 3 band,
red-green-blue (RGB) system to multispectral (3-15 bands) and hyperspectral (>15
bands) systems. Innovations include smaller detector arrays, better detectors in the
long wave, short wave, and near infrared (LWIR, SWIR, and NIR), and better spectral
system design. Spatial resolution has also been increased by smaller detectors, but it is
typically limited by the optics of the system.
A general rule of thumb for remote sensing is “the bigger the optic, the more you
can see.” The concept of “seeing” described scientifically translates to having better
spatial resolution. Astronomers share this dilemma with remote sensing in that they
1
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are limited by the size of the primary mirror when making observations. Many ground
based systems have primary optics so big that they are limited by atmospheric turbulence. Launching systems into space circumvents the atmospheric turbulence problem,
but introduces restrictions on the size and weight of the optics based upon the limitations of the launch vehicle.
The Hubble telescope, launched by NASA in 1990, has a single element, 2.4 m
primary mirror. It reached the size and weight limitations that current launch vehicles
can carry into space (Chaisson, 1994). In order to build systems bigger than Hubble, a
new method of imaging must be introduced.
The concept of a sparse aperture system was first introduced by an astronomer.
The proposal was to divide the primary mirror into several separate telescopes, all
phased properly at the focal plane to simulate a primary mirror the effective size of
the diameter of the telescope array (Meinel, 1970). This concept was the basis for the
Multiple Mirror Telescope. Later, a new process of manufacturing was developed, and
a new telescope replaced the MMT (DeVorkin, 1989).
Researchers’ interest were piqued by the concept of creating an appropriate two
dimensional array that would have an equivalent diameter that was comparable to the
diameter of a monolithic telescope (Harvey and Rockwell, 1988). There was a realization that the array alone did not dictate the image quality. Other factors, such as the
ratio of distance between subapertures to diameter of subapertures (s-to-d ratio) and
fill factor, come into play (Harvey et al., 1995).
Until recently, the community assumed that a sparse aperture system could be accurately modeled with a broadband optical transfer function because of the computational limitations of the time. In essence, they assumed the spectral nature of the
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scene is negligible (i.e., we live in a gray-world). Work by Introne (2004) and Block
(2005) tested this assumption. They found that it was valid for most situations, but
when imaging over a spectrally diverse scene (i.e. scenes with objects that have very
different spectrums) or when the sparse aperture system was extremely aberrated, the
assumption failed.
The gray-world assumption is also used as the basis for broadband phase diversity
(BPD). BPD is an image based method for finding the misalignment errors and aberrations of an optical system, also known as phase retrieval. A limitation of Introne
(2004) and Block (2005) was that they didn’t model a phase retrieval process. They
just modeled the expected error as a random event.
Phase diversity was first created for monochromatic situations (Gonsalves, 1982).
The formulation was further refined and generalized by Paxman and Fienup (1988)
and Paxman et al. (1992). Phase diversity was formulated for broadband situations
based on the gray-world assumption by Seldin et al. (2000). However, the experiments
in the work of Seldin et al. (2000) used a derivative of phase diversity, namely phase
diverse-phase retrieval. The main difference between the methods is the object that is
being imaged. In phase diverse-phase retrieval, the object is an “unresolvable” point
source, where as in phase diversity the object is an extended scene. Seldin et al. claim
that broadband phase diversity works well, but did not publish the results.
The effect of broadband illumination on phase retrieval has been shown to degrade performance (Brady and Fienup, 2007). In particular for sparse aperture systems
employing phase diversity, it has been shown that gray-world formulation of phase
diversity improves the performance over monochromatic phase diversity (Bolcar and
Fienup, 2007). The noise limitations and aberration limitations have yet to be studied
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in the context of increasing bandwidth.
The objectives of this work are as follows:
• Add a phase retrieval step in the spectral image model of a sparse aperture system, namely phase diversity
• Define the robustness of phase diversity in a sparse aperture remote sensing situation
• Quantify image quality for a sparse aperture system with phase diversity and
deconvolution reconstruction
• Quantify the spectral artifacts phenomenon found in the spectral-world forward
model that is not seen in the gray-world forward model
To this end, the organization of this dissertation begins with the short history
overview just discussed. Chapter 2 explains the technical aspects of the spectral sparse
aperture model and image generator (SAMIG), broadband phase diversity (BPD), and
the pseudo-Wiener Deconvolution algorithm. Chapter 3 describes the specific methods utilized in fulfilling the objectives of this work. Chapter 4 shows the results of the
experiments described in Chapter 3, and Chapter 5 contains the concluding statements
based on the results.

Chapter 2
Background
This chapter lays the technical foundation for modeling and algorithm development
needed to solve the problem laid out in Chapter 1. A flow chart of the simulation of
the sparse aperture system, phase diversity and the reconstruction process is shown
in Figure 2.1. The Sparse Aperture Model Image Generator (SAMIG) will be described in detail. The optical transfer function (OTF) for both coherent and incoherent sources are derived, the governing equation of signal detection is presented, noise
sources and characterizations are explored, image reconstruction algorithms are discussed, and phase diversity techniques and methods are dealt with.

2.1

Sparse Aperture Model Image Generator (SAMIG)

We describe in this section the physics behind SAMIG. Starting with the physical
limitation in all optical systems, namely diffraction, we derive the coherent imaging
equation as a stepping stone to the desired incoherent imaging equation. We discuss at

5
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Figure 2.1: Overview of the image model and algorithms used in a simulated Sparse
Aperture System
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length the optical pupil function and aberrations. The signal equation, total noise, and
signal-to-noise ratio equations are derived. Figure 2.2 illustrates the pieces of SAMIG
and how they come together to simulate an image captured by a sparse aperture system.

Figure 2.2: A basic overview of SAMIG. The λ subscript indicates that the model uses
spectral values for that stage of the process.

2.1.1

Optics

The physical phenomenon of diffraction is a limitation of every lens manufacturer. Our
imaging model is on such a scale that we only need to deal with Fraunhofer diffraction
effects (Gaskill, 1978). Below is the description of the mathematics of Fourier optics
behind imaging in both coherent and incoherent conditions.
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Modeling of optics with linear systems mathematics begins at the pupil function.
The function is a representation of the exit aperture. The complex polar form is given
as
p(x, y) = |p(x, y)|e

2πi
OP D(x,y)
λ

.

(2.1)

The magnitude of p represents the general shape of the pupil; x and y are the spatial
coordinates of the exit aperture, λ is the center of a narrow spectral bandpass of interest
!
"
where ∆λ
" 1 , i is the square root of -1, and OPD is the optical path difference
λ

between the wavefront after it passes through the system and an ideal sphere. The OPD
will be discussed in greater detail in Section 2.1.1.3. The pupil function is the basis
of Fourier analysis on an optical system. The focal length, size, shape, and imaging
situation are all captured in this function. We will discuss how to derive the transfer
functions for both coherent and incoherent imaging situations from the pupil function.
2.1.1.1

Coherent Transfer Function

It is widely accepted that remote sensing situations are incoherent in nature. Here, we
discuss the coherent scenario in order to derive the incoherent imaging equation.
Light is said to be coherent when the incident wavefronts are all in phase with each
other. The system is linear in the complex amplitude of the wavefront for a coherent
imaging system, and for this analysis, it is assumed that it is shift invariant as well
(Goodman, 2005). The transfer function for a coherent system is then a scaled version
of the pupil function, given as

CT F = H(ξ, η; λ) ∝ p(−λzf ξ, −λzf η),

(2.2)
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where ξ and η are spatial frequencies in the x and y directions, respectively. λ indicates
the dependence on the wavelength parameter, and zf is the distance to the plane of
interest, usually the imaging plane.
The transfer function is applied to the Fourier transform of the object amplitude,
written in the spatial and spatial frequency domains as

ga (x, y) = f (x, y) ∗ h(x, y) + n(x, y)
Ga (ξ, η) = F (ξ, η) · H(ξ, η) + N (ξ, η).

(2.3)

The Fourier transform of the object amplitude f (x, y) is F (ξ, η). Multiplying it by the
CTF yields the spatial spectrum of the image amplitude. The N term describes the
noise effects of the system. It is assumed that the noise is uncorrelated with the signal,
and thus an additive term. When a complex-value wavefront is illuminating an image
detector, the values measured are the intensity of the wavefront. To relate Equation 2.3
to the detected intensity image of the coherent system in the spatial domain, we write
the coherent imaging equation as
gi (x, y) = |ga (x, y)|2

(2.4)

gi (x, y) = |f (x, y) ∗ h(x, y) + n(x, y)|2 .

(2.5)

By properties of the autocorrelation, the coherent imaging equation in the frequency
domain is
Gi (ξ, η) = Ga (ξ, η) $ Ga (ξ, η),
where $ indicates the correlation operator.

(2.6)
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For conventional apertures, the system acts as a lowpass filter. For more exotic
apertures, such as the annulus, Triarm 9, or Golay 6, this is not true (see Figure 2.3).
The annulus acts as a radial bandpass filter, while both the Golay and triarm act as

Figure 2.3: Pupil functions of common sparse aperture configuration (Introne, 2004).
selective bandpass filters. Imaging with sparse aperture systems in coherent situations
is inadvisable due to the large loss of frequency information, but in order to provide the
framework for incoherent imaging, it is important to lay this theoretical foundation.
2.1.1.2

Incoherent Imaging

Incoherent situations arise when the incident wavefronts are not in-phase with each
other as they pass onto a detector. It is important to clarify that in every system there
is a region of the field that is coherent. Goodman states that this region can be as small
as one wavelength. If that region is small compared to the pixels in our detector plane,
then we can say the system is incoherent. A situation where the region of coherence
is significant but does not fill the full field is called partial coherence. Again, the
wavefronts are incoherent in remote sensing situations.
Incoherent systems are linear in intensity of the wavefront. The incoherent LSI
imaging equation in the spatial domain for a passband of (λmin , λmax ) with a band-
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width of ∆λ is

gi (x, y; ∆λ) =

#

λmax

λmin

fi (x, y; λ) ∗ h(x, y; λ)dλ + n(x, y)

(2.7)

where the incoherent point spread function h is
h(x, y; λ) = F −1 {H (ξ, η; λ)}.

(2.8)

The λ dependencies have been explicitly stated here and will be expounded upon momentarily. The incoherent optical transfer function (OTF) is

OT F = H (ξ, η; λ) =

p(−λzξ, −λzη) $ p(−λzξ, −λzη)
# # +∞
|p(x, y)|2 dxdy

(2.9)

−∞

where $ indicates the correlation operator. Equation 2.9 is simply a normalized autocorrelation of the coherent transfer function (i.e. the scaled pupil function) (Goodman,
2005).
2.1.1.3

Aberrations in the Pupil Function: A brief history

In order to properly model the entire imaging system, the optics of the telescope must
be treated appropriately. Optics are typically modeled using what is called an Aberrated Pupil function. This section justifies the model used in creating this function.
Many undergraduate physics curricula teach introductory optics in the ideal world
with infinite apertures and lenses with absolutely no thickness at all. Using the equations for the ideal optical situation, such as the lens maker’s equation, ray traces all
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converge at the point of focus, called the paraxial image.
Unfortunately, we do not live in the ideal world. Apertures are finite and lenses
have thickness. Ray traces from the edges of the finite aperture do not meet exactly at
the paraxial focal plane. Figure 2.4 illustrates the deviation in the light path of the off
axis rays due to Snell’s law. The deviation from the focal point and the off-axis ray
traces meet is called the aberration of the lens (Smith, 2000).

ss
Figure 2.4: Ray trace of a uncorrected spherically aberrated lens. The paraxial rays
focus at point A, while the off axis rays focus closer to the lens; the maximum deviation
being at point B (Smith, 2000).
There are a few ways of describing the aberrations in a system. In the 19th century,
Philipp Ludwig von Seidel used a power series expansion of the law of refraction to
approximate the imperfections of an optical system (O’Connor and Robertson, 2000).
Types of aberrations have developed from considerations of symmetry and are called
spherical aberration, coma, astigmatism, field curvature and distortion. Aberrations
are also specified according to their order. For example, third order aberrations are the
ones just listed. Higher order terms have added aberrations. Fifth order aberrations are
named 5th-order spherical aberration, linear coma, oblique coma, etc. (Smith, 2000).
In the early 20th century, Frits Zernike developed a different method of describing
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aberrations. Like Seidel, Zernike used a polynomial to describe the imperfections of
an optical system, but unlike Seidel, Zernike’s polynomials are orthogonal to each
other when defined on a unit circle, meaning that higher order terms are independent
of lower order terms (Walker, 1997). Put into the polar form, the Zernikes are ideal for
modeling the aberrated wavefront of an optical system. Like Seidel, the coefficients
of the polynomial are used to quantify the amount of the aberration of that term. The
first three orders of Zernike aberrations characterize piston, tip, tilt, defocus, spherical
aberration, coma in the x-direction, coma in the y-direction, astigmatism in the xdirection and astigmatism in the y-direction (Wyant and Creath, 1992).
A common misconception is that there is a one-to-one correspondence between
Seidel and lower order Zernike aberrations. This is only true if the aberration function is defined continuously over the unit circle, there are no aberrations higher than
third order, and it completely describes the system (Walker, 1997), a highly unlikely
situation. Therefore, for the remainder of this work, the aberrations refer to Zernike
aberrations and not Seidel.
Why use Zernikes? Zernikes form a complete set, they are easily separated into radial and angular functions, and as mentioned before, they are orthogonal over the entire
unit circle. These properties make Zernikes a viable choice among optical designers.
The Zernike polynomials are rigorously treated in Appendix A.
We use a linear combination of the Zernikes as our Optical Path Difference (OPD)
function. The OPD, which can be directly related to the phase, w(x, y), describes the
difference between the wavefront traveling through the optical system and a reference
sphere. The OPD is used to model an aberrated pupil function as shown in Equation
2.1 and replicated here with explicit subscripts in Equation 2.10. The general form of
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an aberrated pupil function is
2π

pab (x, y) = punab (x, y)ei2πw(x,y) = punab (x, y)ei λ ·OP D(x,y) .

(2.10)

The subscript ab is the aberrated pupil function, and unaber is the unaberrated binary pupil function. The OPD is the unknown that is being searched for in the phase
diversity algorithm, to be expounded upon in Sections 2.2.1 and 2.2.2.
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Broadband Imaging: Alternative Sampling

What we have seen so far is a dependency on the wavelength of the imaging system,
but we haven’t seen what happens when we have a wide bandpass of wavelengths
passing through our optics. We will continue with our analysis of incoherent radiation
and consider broadband imaging.
The broadband imaging equation for a noiseless situation is shown explicitly as

gk (x) =

#

rk (λ) [f (x; λ) ∗ sk (x; λ)] dλ,

(2.11)

where x is a vector that denotes detector plane position, λ is the wavelength, f (x; λ)
is the intensity of the object projected onto the detector plane with units of number
of photons per unit area (in the detector plane) per unit wavelength, sk (x; λ) is the
normalized short-exposure PSF in units of area, and rk (x) is a dimensionless spectral response of our imager in the k th imaging channel. The optical transmission and
detector response per unit wavelength is treated in the rk (λ) term (Seldin et al., 2000).
The discrete image formulation, similar to Equation 2.11, is given as

gk (x) =

$

λ∈Λk

rk (λ) [f (x; λ) ∗ sk (x; λ)] ∆λ,

(2.12)

where x is a two-dimensional vector contained in the set χ, written as
%
& %
&
N
N
N
N
N
N
χ = − , − + 1, · · · , − 1 × − , − + 1, · · · , − 1 ,
2
2
2
2
2
2

(2.13)
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where N is the size of the image, and Λk is defined as the discrete set

Λk = {λk0 , λk1 , · · · , λkLk } .

(2.14)

We will now focus our attention on the wavelength dependency. From Equations
2.2 and 2.9, we can rewrite our unnormalized incoherent OTF expression as

Sk (u; λ) = pk (−λzf u) $ pk (−λzf u)
= Hk (u; λ) ∗ Hk∗ (u; λ)

(2.15)

where u is the two dimensional vector of ξ and η, zf is the focal distance and the $
indicates the correlation operation. Note that the scaled pupil function is hidden in the
CTF. Using the filter theorem and properties of complex functions, we can write the
continuous incoherent PSF as
sk (x; λ) = F −1 {Hk (u; λ) ∗ Hk∗ (u; λ)}
= hk (x; λ) · h∗k (x; λ)
= |hk (x; λ)|2
'#
%
& '2
'
'
i2π
= '' Hk (u; λ) exp
&u, x' du''
λzf

(2.16)

where we use F −1 {} to indicate the inverse Fourier transform and &' indicates the inner
product. It is important to note that Equation 2.16 is the continuous inverse transform
of the coherent transfer function (CTF). The squared magnitude is the incoherent PSF.
To find the PSF in a computer simulation, we must sample Equation 2.16 by using
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the discrete Fourier transform as well as define the sampling relationship between the
spatial and spectral domains. The sample space in the spatial frequency domain, ∆u,
and the sample space in the spatial domain, ∆x, are related by

∆u =

λzf
.
N ∆x

(2.17)

The focal length, zf , is close to (if not exactly) constant for all wavelengths, so if ∆x
is fixed, ∆u varies with wavelength. If the pupil sampling varies with wavelength,
then we require a new realization of the magnitude and phase of the pupil function
at every wavelength that we choose to model. This can prove to be computationally
cumbersome, and usually involves interpolation.
A different approach, first introduced by Fienup (1999), fixes the value of ∆u and
maintains a constant λ/N ratio for all wavelengths. This allows the inverse scaling
of the CTF to be propagated via the discrete Fourier transform by having N depend
on wavelength. N is constrained to be an integer value, resulting in unequally spaced
wavelength sampling, ∆λ. For large N , however, this is not prohibitive. The advantage
of this method is that we only need one realization of both the magnitude and phase of
the CTF. Our aberrations are sampled just once, eliminating possible error introduced
in resampling. This is especially advantageous for the phase function, as it represents
the unknown optical path error of our system. The general CTF function for the k th
imaging channel with wavelength λkl is
% (
)&
λk0
Hkl (u) = |Hk (u)| exp i
φ(u; α) ,
λkl

(2.18)
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where λk0 is the reference wavelength for imaging channel k, |Hk (u)| is the binary
aperture function, and φ(u; α) is the phase aberration function in units of radians given
as
φ(u; α) =

$

αm ψm (u).

(2.19)

m

Here, ψm is the mth term of a polynomial describing the phase function of the system.
A simple unit conversion of φ(u; α) provides the OPD in units of distance. Each coefficient, αm , is a scalar indicating the amount of the mth order aberration. The associated
coherent point spread function is the resized discrete Fourier transform, written as

hkl (x) =

N$
kl −1
u=0

&
2π
&u, x' .
Hkl (u) exp i
Nkl

(2.20)

λkl zf
λkl
=
Nk0 ,
∆u∆x
λk0

(2.21)

%

The term λkl is selected so that

Nkl =

and Nkl is an integer. The variable Nk0 represents the size of the array at the reference
λk0 . The full expression for the coherent impulse response is

hkl (x) =

N$
kl −1
u=0

% (
)&
%
&
λk0
2π
|Hk (u)| exp i
φ(u; α) exp i
&u, x' .
λkl
Nkl

(2.22)

If we assume the majority of the energy of the PSF is contained in an area smaller
than N × N , then we can say that Nkl ≤ N (Seldin et al., 2000). However, in sparse
aperture systems this is not always the case. The energy in the PSF can sometimes be
spread out considerably, so another choice of the reference wavelength must be made.
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The following discussion sheds light on an intelligent choice for λk0 .
2.1.1.5

Interpretation of the Pupil Function

The pupil function, as we have been using it, is a sampling of a continuous function
that is periodic every N pixels. It is used to describe optical systems and their imaging
performance.
The limiting frequency of the detector is dictated by the space between pixels,
called the pixel pitch. The expression for the detector limiting frequency, commonly
referred to as the Nyquist frequency, is

ξN ≡

1
,
2p

(2.23)

where p is the pixel pitch. For a diffraction limited monolithic circular optic, the cutoff
frequency, or the highest spatial frequency resolvable by a diffraction limited system,
is given as
ξc =

D
1
=
λzf
λF #

(2.24)

where D is the diameter of the aperture, λ is the average wavelength of the system, and
F # is the f-number, given as F # = zf /D. The optics and the detector are the biggest
factors that degrade spatial frequencies, and thus image quality.
Fiete (1999) describes a metric, Q, to relate these two limiting factors, given as

Q=

2ξN
λF #
=
,
ξc
p

(2.25)

where Q is the ratio of the sampling frequency to the optical bandpass limit of the op-
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tical system. The resolution and image quality of an unaberrated and noiseless electrooptical system is best when Q is two. If Q is less than two, the system is deemed to
be detector limited, and if Q is greater than two, the system is limited by the optics.
Ideally, we want the detector and optics to limit the resolution equally, providing the
best image quality all around. In other words, we want ξN = ξc in a system with no
noise.
Q is the design metric for an optimal choice of F # for this study. The assumption
is made that the pixel pitch is constant and our passband does not change. As will be
shown in Section 2.1.2, the signal reaching the detector is inversely proportional to the
square of F #, written as
Ssig ∝

1
1
∝ 2.
2
(F #)
Q

(2.26)

For illustration, if Q is doubled, the signal-to-noise ratio is decreased by a factor of
4. The dwell time of image capture, the area of the detector, or the fill factor of the
aperture must be quadrupled in order for the signal to be maintained.
There is a desire to have a Q of 2 so the system is equally limited by the detector
and the optics, but a lower Q is more common in filled apertures to suppress the noise
of the system (Fiete, 1999). Aliasing is introduced in systems with Q less than 2.
For filled apertures, the spatial frequency contribution of aliasing is small compared
to the spatial frequencies passed by the OTF. However, in sparse apertures the OTF
is attenuated at lower frequencies, so the spatial frequency contribution from aliasing
is significant, sometimes equal to that being passed by the OTF. For this reason, we
choose a Q of approximately 2 for this work. The noise will be more significant, but
aliasing is deemed to have a more damaging effect.
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The wavelength dependency of Q varies the sampling scale of the pupil function.
If we choose our reference wavelength (where Q is approximately two) to be the center
of the bandpass, then the wavelengths smaller than λk0 will be more detector limited
and wavelengths larger than the reference will be more diffraction limited. This is the
most realistic choice from a systems engineering perspective.

2.1.2

Radiometry & Detector Model

By definition and as seen in Figure 2.3, sparse aperture systems have low fill factors.
The term refers to a ratio defined as the area of the aperture divided by the area of the
encircling diameter of the sparse array. Having systems with low fill factors creates
signal-to-noise issues not common in conventional remote sensing telescopes. In order to build an accurate model of a sparse aperture system, the radiometry and noise
sources must be taken into account. In essence, this section derives the appropriate
additive noise term, illustrated in Figure 2.2.
We begin our discussion by examining the radiative transfer function that governs
the total radiance reaching the sensor, Lsource (λ), given as (Schott, 2007)
ρ(λ)
+ ε(λ)Lemis (λ, T )τ2 (λ)
π
r(λ)
+F [Eds (λ) + Ede (λ)] τ2 (λ)
+ (1 − F ) [Lbs (λ) + Lbe (λ)] τ2 (λ)r(λ)
π

Lsource (λ) = Es,exo (λ) cos σ % τ1 (λ)τ2 (λ)

+Lus (λ) + Lue (λ),

(2.27)

where the radiation terms are the exoatmospheric direct solar irradiance, Es,exo , the
self-emitted radiance for a blackbody at temperature T , Lemis (λ, T ), the reflected down-
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welled irradiance term, Eds (λ), the emissive downwelled irradiance, Ede (λ), the reflective and emissive background radiance, Lbs (λ) and Lbe (λ), and the reflective and
emissive upwelled radiance, Lus (λ) and Lue (λ). Other terms in Equation 2.27 are the
solar declination angle, σ % , τ1 (λ) is the atmospheric transmission along the sun-target
path, τ2 (λ) is the atmospheric transmission of the target-sensor path, ρ(λ) is the reflectance of the target, r(λ) is the reflectance if we assume the target is diffuse, ε(λ)
is the target emissivity, and F is the fraction of the hemisphere above the target that is
sky.
We can greatly reduce the thermal components of Equation 2.27 by assuming the
imaging scenario is in the visible and near-infrared (VISNIR) region of the spectrum.
The blackbody emissions and emissivities in the VISNIR region are negligible. We
are then left with the terms dependent on the reflective properties of the target and the
atmosphere, given as
+
*
r
ρ
%
Lr,tot = Es,exo
cos σ % τ1 + F Eds + (1 − F )Lbs r τ2 + Lus .
π
π

(2.28)

The wavelength dependence is inherent, but the notation was dropped for clarity.
Equation 2.28 is the governing equation for the total radiance incident at the entrance aperture of a collection system in the VIS or VISNIR regions (Introne, 2004),
(Schott, 2007).
The expression for the radiance at the entrance aperture of the imaging system is
now complete, so we are ready to propagate the light through the imaging system.
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Schott (2007) states that the detected signal at the focal plane is

Svolt =

#

∞

Φ(λ)R(λ)dλ =

0

#

∞

Einc (λ)Adet R(λ)dλ =

0

#

0

∞

Lsource (λ)
Adet R(λ)dλ,
G#
(2.29)

where Φ(λ) is the incident spectral flux in terms of W/µm, R(λ) is the detector spectral
response in units of volts/W, Einc (λ) is the incident spectral irradiance, Adet is the area
of the detector, Lsource (λ) is the spectral radiance of the source found by using Equation
2.27, and G# is the system throughput, defined as

G# =

Lsource (λ)
.
Einc (λ)

(2.30)

For a system with an F # greater than 10 and focused at infinity, Equation 2.30 can be
approximated by
G# =

4(F #)2
,
Ff ill τopt π

(2.31)

where τopt is the optical system transmission, and Ff ill is the effective fill factor for either a sparse aperture system or a more conventional aperture. Substitution of Equation
2.31 into Equation 2.29 provides a general expression of the signal in units of volts,
given as
Svolt

πAdet Ff ill
=
4(F #)2

#

∞

Lsource (λ)τ (λ)R(λ)dλ.

(2.32)

0

It is important to note that the spectral response function R(λ) limits the integration to
the appropriate passband of the system. Equation 2.32 provides us with the detected
signal for the object for just one pixel, ignoring spatial frequency effects.
An alternative approach for the derivation of the object signal is found commonly
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in the literature. Both Fiete and Tantalo (2001) and Lomheim and Hernandez-Baquero
(2002) utilize the spectral quantum efficiency η(λ) (in units of electron-hole pairs produced per photon) to derive the signal in units of electrons per pixel, given as

Ssig =

#

∞

0

Φ(λ)
Tint η(λ)dλ =
q

#

∞

0

Einc (λ)Adet
Tint η(λ)dλ,
q

(2.33)

where Ssig is the number of detected electron in the detected signal, Φ(λ) is the incident
spectral flux, q is the energy per photon, and Tint is the detector integration time.
Substituting the classical physics equation of the energy of a photon, we have

Ssig =

#

∞

Einc (λ)Adet
hc
λ

0

Tint η(λ)dλ =

#

0

∞

Lsource (λ)
Adet Tint η(λ)λdλ,
hc · G#

(2.34)

where the conversion to radiance was applied by use of the camera throughput, G#,
h is Planck’s constant, and c is the speed of light. Substituting Equation 2.31 for G#,
we arrive at the single pixel signal for an electro-optical system,

Ssig

πAdet Tint Ff ill
=
4(F #)2 hc

#

∞

Lsource (λ)τopt (λ)η(λ)λdλ.

(2.35)

0

Equation 2.35 seems to be more common in the literature than Equation 2.32, and more
importantly work by Schott (2007) and Introne (2004) uses Equation 2.35. Therefore,
for the remainder of this work, the object signal equation will refer to Equation 2.35.
Eventually, the computed signal in electrons is converted to a signal in volts equivalent to Equation 2.32 as it travels through the associated electronics. Then it is quantized by the system A/D converter. Lomheim and Hernandez-Baquero (2002) provide
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an expression that models the conversion to volts by two gain factors, shown as

Svolt = Gconv Gelec Ssig ,

(2.36)

where the gain factors of Gconv and Gelec model the signal chain from the focal-plane
array (FPN) and the A/D converter. The conversion gain (Gconv ) is in units of volts
per electron and is a function of the integration capacitance and the overall efficiency
of electron-to-voltage conversion. The electronic gain is a dimensionless quantity that
describes the voltage efficiency of the analog signal chain to the A/D converter. The
final signal in units of digital counts is
pix
Scounts
=

Svolt
Gconv Gelec Ssig
=
,
SADC
SLSB
2n

(2.37)

where SLSB is the voltage range of the least significant bit (LSB), SADC is the A/D
converter voltage range, and n is the number of binary digits associated with the A/D
converter. Substituting Equation 2.35 into Equation 2.37 produces a relation of the
object image intensity to digital counts, shown as
pix
Scounts

Gconv Gelec 2n πAdet Tint Ff ill
=
SADC
4(F #)2 hc

#

∞

Lsource (λ)τopt (λ)η(λ)λdλ.

(2.38)

0

Introne (2004) indicates if we assume the source spectral radiance Lsource (x, y; λ) consists of a spatially varying profile we can deduce a spatial varying expression for the
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signal from the object in units of digital counts, given as
Gconv Gelec 2n πAdet Tint Ff ill
Scounts (x, y) =
SADC
4(F #)2 hc

#

∞

Lsource (x, y; λ)τopt (λ)η(λ)λdλ,

0

(2.39)

where Gconv and Gelec can exhibit some spatial variability due to sensor issues but are
treated as constants for the remainder of this work.

2.1.3

Governing Signal Equation

Equation 2.39 is referred to as the “object image” because the spatial variation has
not yet been modulated by the optics of the system. The following derivation from
Introne (2004) will result in an expression for the total signal propagated from the
radiometrically correct “real world”, through a general optics system characterized by
an OTF or PSF (described in Section 2.1.1), through a CCD full frame detector, and
through the associated electronics and A/D converter. We begin with an expression
for the noiseless detected output in the spatial domain in terms of the PSF defined in
Equation 2.8 and the object signal defined in Equation 2.39, given as
out
Sspace
(x, y) = Scounts (x, y) ∗ h(x, y).

(2.40)

Note the wavelength dependence still exists but was omitted for simplicity, but will
now be used. Plugging in Equation 2.39 for the value of Scounts (x, y), we have
out
Sspace
(x, y) =

Gconv Gelec 2n πAdet Tint Ff ill
SADC
4(F #)2 hc
# ∞
×
[h(x, y; λ) ∗ Lsource (x, y; λ)] τopt (λ)η(λ)λdλ. (2.41)
0
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Notice that the convolution with the system PSF must be performed at each wavelength
before integrating over the passband of interest.
After performing a Fourier transform, we have the spatial frequency form of Equation 2.41, given as
Sfout
req (ξ, η) = F {Scounts (x, y)} · H (ξ, η).

(2.42)

After inserting the Fourier transform of Equation 2.39 into Equation 2.42, we obtain
the frequency response of the detected output signal, Sfout
req , in the absence of noise.
The result is Equation 2.43.
Sfout
req (ξ, η) =

Gconv Gelec 2n πAdet Tint Ff ill
SADC
4(F #)2 hc
# ∞
×
[H (ξ, η, λ) · Lsource,FT (ξ, η, λ)] τopt (λ)η(λ)λdλ. (2.43)
0

The parameter Lsource,FT (ξ, η, λ) is the Fourier transform of the source spectral radiance
with the appropriate scaling, detailed in Section 2.1.1.4. Equation 2.43 is the “backbone” of the polychromatic sparse aperture model used in this work, first introduced
by Introne (2004). We make no simplifying assumptions about the spectral nature of
the object. Unlike the gray-world assumption of Section 2.2.2, this model allows for
the spectral nature of an extended scene to interact with the detector. In a real system,
the summation over wavelengths occurs at the detector, just as in this theoretical development. The gray-world assumption, also a key assumption of Broadband Phase
Diversity, spectrally weights and averages the OTF to create a “broadband” OTF, thus
simplifying the model to a single transfer function. Chapter 3 describes experiments

CHAPTER 2. BACKGROUND

28

designed to quantify the image quality degradation of using the gray-world assumption
in Broadband Phase Diversity.

2.1.4

Image Noise Sources & Symptoms

At each level of the image chain described in the previous section there is an element
of randomness. Whether it is from the discrete nature of photons or from random thermally charged electrons in the detector, these factors are generally grouped together
and called “noise”. Note that the treatment of noise here is only that of the focal plane.
The noise, or error, associated with Broadband Phase Diversity is separate and not part
of this discussion. This section will highlight just a few sources of noise and characterize them appropriately. The derivations will not be complete because this is not
the focus of this study, but references will be made to the complete derivations if the
reader has further interest.
Introne focused on the photon noise from the target (σphot ), the photon noise from
the background (σbgnd ), the dark current shot noise of the sensor (σdc ), the quantization
noise of the A/D converter (σquan ), the signal chain electronics noise (σelec ), and the
detector readout noise (σread ). These sources add in quadrature to become the total
noise of the system, shown as
! 2
" 21
2
2
2
2
2
σtot = σphot
+ σbgnd
+ σdc
+ σquan
+ σelec
+ σread
.

(2.44)

There are other sources of noise that could be introduced to any particular system, but
these sources have been chosen because they are physical entities that every system
designer has to account for. Typically, the standard deviation of the signal (σ’s) are in
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units of rms-electrons. The conversion used for Equation 2.37, is applied here as

ntot =

2n Gconv Gelec
σtot = K · σtot .
SADC

(2.45)

K represents a constant where the conversion and gain factors from the FPA and the
A/D converter are taken into account.
2.1.4.1

Photon Noise of Target & Background

Photon noise, also termed shot noise, is due to the discrete nature of photons. If light
were purely a wave we could think of a detector as sampling a continuous wavefront,
but that is not the case. The particle nature of light creates a discrepancy between
arrival rates of photons coming from different parts of the same wavefront. As the
detector collects the photons an average signal can be measured, but the actual number
of photons could be more or less than the expected mean. This randomness is Poisson
distributed, which happens to have the statistical property that the variance is the same
as the mean. We separate the signal between the target and background to define the
standard deviation due to shot noise as
1

1

total
σphoton
= (Starget + Sbgnd ) 2 = (Ssig ) 2

(2.46)

where Starget and Sbgnd are the target and background signals, respectively, in units of
electrons. When the photon rate is large, the Poisson distribution can be viewed as the
form of a Gaussian, (Goodman, 2005). The photon noise can then be simulated by
a zero-mean, unit-variance normal distribution. Given this, we can write the photon
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noise coming from just the target alone as
1

σphot = (Starget ) 2 ,

(2.47)

where the target signal can be written similarly to Equation 2.35 as

Starget

πAdet Tint Ff ill
=
4(F #)2 hc

#

∞

Ltarget (λ)τopt (λ)η(λ)λdλ.

(2.48)

0

The delineation of the target and background terms will aid in our defining of the
SNR, found in Section 2.1.4.6.
2.1.4.2

Dark Current

Detectors have a fixed pattern noise behavior due to detector specific crystalline deformities. Random thermally generated electrons find themselves in the depletion region
of the CCD detector, thus giving a false signal. Dark current typically is seen as a signal bias. Lomheim and Hernandez-Baquero (2002) provide a general expression for
the dark current noise of silicon based CCD’s, given as

σdc =

Jdc (T ) [nT DI + 1] Adet Tint
,
q

(2.49)

where Jdc (T ) is the temperature dependent dark current density given in units of
nA/cm2 , nT DI is the number of time delay and integration stages (for our case, nT DI =
1), Adet is the area of the detector, and q is the charge of an electron. We can see that
the dark current increases with integration time. To clearly express this notion, we

CHAPTER 2. BACKGROUND

31

rewrite Equation 2.49 as
σdc = Rdc Tint ,

(2.50)

where
Rdc =

Jdc (T ) [nT DI + 1] Adet
.
q

(2.51)

Because integration time is not a degree of freedom for this work, dark current noise
is treated as a normally distributed randomness with zero-mean and a fixed variance.
2.1.4.3

Read and Signal Chain Noise

The signal detected by the sensor passes through a set of electronics on its way to the
A/D converter. Randomness from the sensor, termed “readout noise,” and the associate signal (processing) chain electronics are more easily characterized in the voltage domain. Applying the conversion factor used in Equation 2.37, Lomheim and
Hernandez-Baquero (2002) expresses the read noise as

σread =

σvolt,read
,
Gconv

(2.52)

where σread is in units of rms electrons and σvolt,read is the detector readout voltage noise, “generally driven by the dual effects of unit cell and amplifier components,”(Introne, 2004).
The noise due to the analog signal processing chain is expressed as

σelec =

σvolt,sc
,
Gconv Gelec

(2.53)
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where σvolt,sc is the signal chain output noise in units of volts. In general, there is
little variation in the read and signal chain noise for a given imaging scenario, thus
manifesting itself as a bias term of the total noise count.
2.1.4.4

Quantization Noise

At the final stage of the simulation the analog signal is divided into discritized bins.
This quantization introduces a randomness in the exact value of the analog signal. A
range of analog values are placed into a bin with a single value creating a uniform
distribution in the randomness. We know that a uniform distribution has the standard
√
deviation as 1/ 12, so we can express the variation of the signal due to this stage as

σquan =

2n G

SADC
QSE
√ = √ .
12
conv Gelec 12

(2.54)

As stated in Equation 2.37, SADC is the voltage range of the A/D coverter, Gconv is
the conversion gain, Gelec is electronic voltage gain of the analog signal chain, n is the
number of bits of the A/D converter, and QSE is the quantum step equivalence, also
known as the effective bin size of the quantization in units of rms electrons per count.
2.1.4.5

Total Noise

With the noise terms defined in Sections 2.1.4.1 through 2.1.4.4, we have defined the
terms of Equation 2.44. The current limitation is that Equation 2.44 lacks spatial dependency. It is only a measure of the noise for one pixel. We will now create a twodimensional function of the total noise, ntot (x, y).
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Fienup (2000) introduced the following approximation for the total noise profile,

n(x, y) ≈

,

fobj (x, y) ∗ h(x, y) · n1 (x, y) + σdc n2 (x, y)

+σquan n3 (x, y) + σelec n4 (x, y) + σread n5 (x, y),

(2.55)

where fobj (x, y) convolved with the system PSF square-rooted and distributed with
Gaussian statistics represents the photon noise, and ni (x, y) terms are all instances of
zero-mean, unity variance Gaussian distributions. All of the other noise terms (σ) have
been previously defined. The Fourier transform of Equation 2.55 yields
%,
&
N (ξ, η) ≈ F
fobj (x, y) ∗ h(x, y) ∗ N1 (ξ, η) + σdc N2 (ξ, η)
+σquan N4 (ξ, η) + σread N5 (ξ, η).

(2.56)

Probability theory dictates that the Fourier transform of a normal distribution results
in a normal distribution, so Ni (ξ, η) are all normally distributed functions. Because of
this, Fienup goes on further to claim that for remote sensing scenarios, the following
analytical expression is for the total noise of the system, shown as

Ntot (ξ, η) =

. 12
2n Gconv Gelec 2
2
2
2
Ssig + σdc
+ σquan
+ σelec
+ σread
.
SADC

(2.57)

The total noise of the system, therefore, can be considered independent of spatial frequency.
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Signal-to-Noise Ratio

The signal-to-noise ratio is a prevalent metric in quantifying image quality even though
it does not correlate well with subjective judgement. SNR gives a perpective of image
quality directly related to the noise level with respect to the mean signal. Typically
in sensor design, SNR is used in a trade space with sensitivity and integration time,
sometimes referred to as dwell time, (Hailstone, 2003).
The generic definition for SNR in terms of expressions previously defined is given
as
SN R =

Stot
signal
=
.
noise
σtot

(2.58)

After substituting a version of Equation 2.44 for the total noise, we arrive at the expression
Stot
SN Rpix = . 12 ,
2
2
2
2
Ssig + σdc
+ σquan
+ σelec
+ σread

(2.59)

where the individual terms have been previously described. The limitation of the above
expression is its lack of spatial content. Following the examples of the signal derivation
and the total noise derivation, we assume our optics are perfectly aligned and our
aberrations are minimal (i.e. the OTF is real-valued). Our target signal expression
becomes
Sftarget
req (ξ, η) =

2n Gconv Gelec
Fobj (ξ, η)
Starget
M T F (ξ, η),
SADC
Fobj (0, 0)

(2.60)

where the first term converts the signal from electrons to digital counts, Starget is the
mean target signal measured in electrons from Equation 2.48, the third term is the
normalized object spectrum ratio, and M T F (ξ, η) is the spectrally weighted averaged
modulation transfer function of the system. Using the total noise expression of Equa-
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tion 2.57 we have the general expression for SNR as
F

(ξ,η)

Starget Fobj
M T F (ξ, η)
Sftarget
req (ξ, η)
obj (0,0)
SN Rout (ξ, η) =
= . 12
Ntot (ξ, η)
2
2
2
2
Ssig + σdc
+ σquan
+ σelec
+ σread
Fobj (ξ, η)
M T F (ξ, η).
(2.61)
= SN Rpix
Fobj (0, 0)
Equation 2.61 is the functional form of the SNR spectrum if we assume we have white,
uncorrelated noise, and our optics are unaberrated.
We now have a complete model for simulating chromatically accurate sparse aperture systems with realistic noise characteristics. Referring back to Figure 2.1, we have
completed just the top block. We shall now continue our discussion with the topic of
Phase Diversity.
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Phase Diversity

The general idea of phase diversity (PD) is to use a set of images (at least two) and
arrive at an estimate of the phase of the pupil function and an estimate of the object
(or scene). This treatment will focus on the phase estimation aspect of the algorithm,
illustrated in Figure 2.5. Phase diversity utilizes differences in the optical system for

Figure 2.5: The general idea of phase diversity is to estimate the aberrated pupil function from a set of images generated by changing one or more properties of the optical
system (e.g. focus). An error metric E is minimized to do this using a gradient-based
method.
each input image. In Figure 2.5, the amount of defocus for each image changes (more
on this in Section 2.2.3). Other forms of “diversity” include piston and chromatic.
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Monochromatic Phase Diversity

The method of phase diversity attempts to approximate the aberrations of an optical
system and the object of the scene based only on imagery taken with known phase
errors introduced. Commonly, the introduced “diversity” is a simple defocus, which
is an added quadratic phase. The theoretical development shown here will be for a
general known added phase term that could be quadratic, or any other arbitrary phase
function. We are working under a monochromatic assumption. The most cited paper
on this topic is (Paxman et al., 1992), and is heavily relied on for this section.
The literature has two very popular formulations of PD; an additive Gaussian noise
case and a Poisson noise case. We will begin with the additive Gaussian noise case
here.
For a set of K images, we can rewrite Equation 2.7 as
(2.62)

gk (x) = f (x) ∗ hk (x) + nk (x)

where the subscript k indicates the k th diversity image, we now use x to indicate the 2
dimensional spatial domain, and the subscript i indicating intensity has become inherent in the analysis and therefore suppressed. If we assume the additive noise term n is
Gaussian, then the detected image gk is a Gaussian random variable with a probability
density of
/

[gk (x) − f ∗ hk (x)]2
p[gk (x); f, α] =
−
1 exp
2σ 2
(2πσn2 ) 2
1

0

.

(2.63)

The probability density for realizing an entire data set, {gk } consisting of all the pixels
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in all K images is
K 1
1

%

[gk (x) − f ∗ hk (x)]2
−
p({gk }; f, α) =
1 exp
2 2
2σn2
k=1 x∈χ (2πσn )
1

&

(2.64)

where χ is the set of all x positions in our sample space, and α is the aberration coefficient from Equation 2.19. For a particular measurement we could find our estimates
of f and α by maximizing Equation 2.64. We can pare the calculation down taking
the natural log and discarding the constant out front. Shown in Equation 2.65, we will
refer to this as the log likelihood function,

Ln (f, α) = −

K $
$
k=1 x∈χ

[gk (x) − f ∗ hk (x)]2 .

(2.65)

Using the Parseval’s and filter theorems, we can express the log likelihood in the frequency domain as
K
1 $$
|Gk (u) − F (u)Hk (u)|2 ,
Ln (f, α) = − 2
N k=1 u∈χ

(2.66)

where u is the 2 dimensional vector of the frequency space (ξ, η), and N is the number
of samples of u in the set χ. Paxman et al. uses the unnormalized OTF, and henceforth,
for this PD implementation, we will, too. We will delineate between these by using Sk
as the unnormalized OTF. We modify the likelihood equation from Equation 2.66 with
the unnormalized OTF to be
K
1 $$
L(f, α) = − 2
|Gk (u) − F (u)Sk (u)|2 .
N k=1 u∈χ

(2.67)
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There are N×N unknowns in the F term for each individual pixel of the object. In
the Gaussian case we can solve for a closed form solution to F that will maximize
Equation 2.67. For K = 2, we have that

FM (u) =

G1 (u)S1∗ (u) + G2 (u)S2∗ (u)
.
|S1 (u)|2 + |S2 (u)|2

(2.68)

Substituting Equation 2.68 into Equation 2.67 gives us an objective equation that does
not depend explicitly on an object. Ignoring the 1/N 2 factor, we have

L(α) = −

$ |G1 (u)S2 (u) − G2 (u)S1 (u)|2
,
2 + |S (u)|2
|S
(u)|
1
2
u∈χ

(2.69)

1

where χ1 is the set of u where either S1 or S2 are not zero. By applying nonlinear
optimization techniques discussed in Section 2.2.4 on Equation 2.69, we estimate the
system aberrations. Using that estimate in our object approximation in Equation 2.68,
we find the object estimation.
This procedure can be generalized to K diversity measurements in the following
way. We are looking for an expression for F that maximizes the general log likelihood
function of Equation 2.67. Paxman et al. derived the expression

K

$



Gk (u)Sk∗ (u)




 k=1
K
$
FM (u) =
|Sk (u)|2




k=1




∗
 FM (−u)

where u ∈ χ1

,

(2.70)

where u ∈ χ0

where χ0 is the subset of u where all Sk are zero. In the χ0 subspace, our only condition
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is that the object estimate is Hermitian. A function of zeros will be used to simplify
the implementation, which is inherently Hermitian.
Substituting Equation 2.70 into Equation 2.67 yields the general objective function,
given as

LM (α) =

'2
' K
'
'$
'
'
Gj (u)Sj∗ (u)'
'
'
$ ' j=1

u∈χ1

K
$
l=1

|Sl (u)|2

−

K
$$
u∈χ k=1

|Gk (u)|2 .

(2.71)

The second term does not depend on α, so it acts as only a bias for the metric. Even
though we could remove it from the optimization, the added bias allows the metric
values to be large enough so that machine precision errors are not significant. For no
other reason than personal preference, instead of maximizing the log likelihood, we
will minimize the negative. The final expression to be minimized in the implementation of this work is then

E(α) =

K
$$
u∈χ k=1

|Gk (u)|2 −

' K
'2
'$
'
'
'
Gj (u)Sj∗ (u)'
'
'
'
$ j=1

u∈χ1

K
$
l=1

.

(2.72)

2

|Sl (u)|

The analytical gradient of Equation 2.72 is extremely useful when using non-linear
minimization algorithms. The calculation is modeled after Paxman et al. (1992), and
is shown in Appendix B. The result is
/K
0
$
∂E
4 $
∗
= 2π 2
φj (u% )Im
Hk (u% ) [Zk (u% ) ∗ Hnk
(u% )] ,
∂αnj
N u! ∈χ
k=1

(2.73)
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where

'2
'
6K
7
K
K

'$
'
$
$


'
2
∗
∗
∗'

|Sl |
G j Sj G k − '
Gj Sj ' Sk∗



'
'

j=1
j=1

 l=1
12
0
K
$
Zk (u% ) =
C
B
B

|Sl |2 C

@
A



l=1




 0

when u% ∈ χ1

when u% ∈ χ0 .
(2.74)

The subscript nj on α of Equation 2.73 indicates the aberration basis function with
which to take the derivative over, and subscript n specifies the CTF for the nth subaperture for which the basis function is defined.
For the case where the data is limited by photon noise, the photoconversions that
occur at each detector element are a Poisson distributed random variable with a mean of
the noiseless image (i.e. f ∗s). We can write the probability of detecting gk photoevents
at location x as
[f ∗ sk (x)]gk (x) exp{−[f ∗ sk (x)]}
P r[gk (x)] =
.
gk (x)!

(2.75)

If we assume the number of photoevents realized are statistically independent for each
pixel, we can say the probability of detecting an entire data set {gk } is
K 1
1
[f ∗ sk (x)]gk (x) exp{−[f ∗ sk (x)]}
P r[{gk }] =
.
gk (x)!
k=1 x∈χ

(2.76)

The modified log likelihood function for the joint estimation of the object and the

CHAPTER 2. BACKGROUND

42

aberration parameters is

L(f, α) =

K $
$
k=1 x∈χ

{gk (x) ln[f ∗ sk (x)] − [f ∗ sk (x)]}

(2.77)

where the constant out front was dropped. The second term of Equation 2.77 can be
simplified with the shift theorem and Parseval’s theorem as
K $
$
k=1 x∈χ

[f ∗ sk (x)]

=

K $$
$

k=1 x∈χ x! ∈χ

=

K $
$

f (x% )sk (x − x% )

f (x% )

k=1 x! ∈χ

=

K $
$

x∈χ

f (x% )

k=1 x! ∈χ

=

K
$

$

$
$
x∈χ

f (x% )

k=1 x! ∈χ

sk (x − x% )
|hk (x − x% )|2

1 $
|Hk (u) exp(−i2π&u, x% '/N )|2
N 2 u∈χ

K
1 $$
=
f (x ) 2
|H(u)|2 .
N k=1 u∈χ
x! ∈χ

$

%

(2.78)

Notice that the double sum over the intensity of the CTF is a constant independent of
aberration parameters and the object. We define this quantity to be a constant, C, so
Equation 2.78 becomes
K $
$
k=1 x∈χ

[f ∗ sk (x)] = C

$
x∈χ

f (x),

(2.79)
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and the log likelihood function becomes

L(f, α) =

K $
$
k=1 x∈χ

gk (x) ln [f ∗ sk (x)] − C

$

f (x).

(2.80)

x∈χ

Following the example of the Gaussian noise case, we attempt to find an expression
for f that maximizes Equation 2.80. Unfortunately, a closed form is not yet available
for this case, so the object must be estimated at the same time as the aberration parameters. Partial derivatives can be calculated with respect to the object (on a per pixel
basis) and the aberration parameters to aid in the optimization
The Gaussian noise case is computationally friendly, and this work will use Equation 2.72 exclusively for the phase diversity algorithm. We assume a photon noise limit
is not an infeasible option, however the computational power and time is beyond the
scope and timeframe of this work.

2.2.2

Broadband Phase Diversity

The treatment of broadband phase diversity uses previous developments from Sections
2.1.1.4 and 2.2.1. We start by recalling Equation 2.11, the discrete broadband imaging
equation for an incoherent light source. An assumption is made that the object can be
approximated by a spatial and a separate spectral function, shown as

f (x; λ) ≈ fA (x)fΛ (λ).

(2.81)
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Equation 2.81 will be referred to as the gray-world assumption. Substituting into Equation 2.11 we have

gk (x) =

$

fA (x% )

x! ∈χ

λ∈Λk

N
2

=

$

−1
$

%

fA (x )

rk (λ)fΛ (λ)sk (x − x% ; λ)

Lk
$
l=1

x! =− N
2

Tkl skl (x − x% )
(2.82)

= fA (x) ∗ sbk (x),

where the monochromatic weighting function, defined as
(2.83)

Tkl (λkl ) = rk (λkl )fΛ (λkl ),

incorporates the object and system spectral characteristics. The broadband impulse
response with the gray-world assumption is defined as

sbk (x)

≡

Lk
$

(2.84)

Tkl (λkl )sk (x; λkl ),

l=1

which is just the summation of monochromatic PSFs, modulated by Tkl .
For a Gaussian noise case, we can follow the same derivation as in Section 2.2.1 to
achieve an objective function based on the aberration parameters, α, for a broadband
system:

E(α) = −

' K
'2
'$
'
'
'
Dk (u)Skb∗ (u)'
'
'
$'
k=1

u∈χ

K
$
k=1

|Skb (u)|2

,

(2.85)
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The gradient of Equation 2.85 for a sparse aperture system is given as
/K L
k
$
$$
∂
T
8 kl
E = 8πλ0
ψm (u)Im
Hkl (u)
2
∂αm
λkl Nkl x |hkl (x)|2
u
k=1 l=1

N
−1
n
o
N
−1
2
$
$
2π
! !
i 2π &u,x! '
,
(2.86)
h∗kl (x% )
Zkb (u% )e{i N &u ,x '} e Nkl

!
N
!
x =−

where

Zkb (u) =

8K

b
2
j=1 |Sj (u)|

u =0

2

<8

K
l=1

'8
'2
=
'
' b∗
b∗
D
(u)S
(u)
Dl (u)Slb∗ (u) Dk∗ (u) − ' K
' Sk (u)
j
j
j=1
.
<8
=2
K
b
2
|S
(u)|
j
j=1
(2.87)

Using the analytical gradient of equations 2.86 and 2.87, the aberration parameters can
be estimated by minimizing Equation 2.85 using a quasi-Newton method described in
Section 2.2.4.

2.2.3

Defocus Model

The change in phase, ∆φ, for defocus is given by (Paxman et al., 1992)

∆φ(r) =

π∆Z 2
|r| ,
λf 2

(2.88)

where ∆Z is the distance from the focal plane to the diversity plane, f is the focal
length, and r is the radius in the spatial domain. Note that the change in phase is
circularly symmetric. The number of waves of defocus at the edge of the aperture, nλ ,
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can be solved for as
π∆Z
|renc |2
λf 2
∆Z (D/2)2
=
2λ f 2
∆Z
=
8λ(F #)2

∆φ = 2πnλ =
nλ
nλ

(2.89)

The subscript enc indicates the radius is the encircling radius of the entire sparse or
segmented aperture array. F # is the ratio of the focal length to the encircled diameter
of the aperture. Common uses of phase diversity have a defocus at the edge of the
encircling aperture between 0.5 and 2.0 waves. This will be investigated in the next
section.
In practice, the focal plane displacement is the control mechanism for the amount
of defocus. Derived from Equation 2.89, the focal plane displacement is
∆Z = nλ 8λ(F #)2 ,

(2.90)

which agrees with the derivation found in work by Paxman et al. (1992).
Modeling of the defocus is done with a quadratic phase function, also known as the
chirp function. The appropriate scaling of the phase is

∆φ = 2πnλ = π

<r

enc

α
2
renc
nλ =
2α2
renc
α = √
,
2nλ

=2
(2.91)
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where α is the scaling of the chirp function needed to model a peak-to-valley defocus
at the edge of the aperture to be a specified value of nλ . The final equation to defocus
an image inside the full model is
>

(

u2
pd (u) = p(u) · exp −i 2
α

)?
,

(2.92)

where α is from Equation 2.91, p(u) is the in-focus pupil function and the subscript d
indicates the diversity, or de-focus pupil function.

2.2.4

Minimization Technique: quasi-Newton Method

Sections 2.2.1 and 2.2.2 allude to a minimization of the error metric, or negative of the
likelihood function. Equations 2.72 and 2.85 are the objective equations if we assume
we have Gaussian noise for the monochromatic and broadband cases, respectively.
This section will outline the minimization process that was utilized in finding the estimates for the phase errors in the sparse-aperture phase diversity algorithm. We briefly
discuss the broad class of unconstrained nonlinear optimization algorithms. One in
particular will be utilized in this work.
In order to appropriately describe the quasi-Newton method of minimization, we
must first discuss the basic Newton method. Even before that, we must define our
problem in terms of the mathematical formulation consistent with applied mathematics. Much of the following treatment is only a summary of the work by Dennis and
Schnabel (1983). Interested readers are encouraged to investigate the reference for
further details.
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The minimization problem is defined as
min o : Rn −
→ R,

x∈Rn

(2.93)

where o is our objective function, n is the number of dimensions of our search space,
and we assume that o is twice continuously differentiable. Newton’s method is then
defined as
Algorithm 1 Given o: Rn −
→ R twice continuously differentiable, x0 ∈ Rn ; at each
iteration k,
solve

∇2 o(xk )sN
= −∇o(xk ),
k
xk+1 = xk + sN
k

(2.94)
(2.95)

where sN
k is the N dimensional step vector (both magnitude and direction) at iteration
k, ∇o and ∇2 o are the gradient and Hessian of o, respectively. In essence, Newton’s
method finds the x+ that satisfies the following,

∇o(x+ ) = 0

(2.96)

∇2 o(x+ ) ≥ 0.

(2.97)

If we think of the gradient and the Hessian as parallels to the univariate first and second
derivatives, Equation 2.96 stipulates that x+ must be a critical point of o, and Equation
2.97 designates the inflection of o at our minimum must be non-negative – meaning
x+ could be an inflection point (∇2 o(x+ ) = 0) or o opens upward, like a cereal bowl
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in the two dimensional case.
Newton’s method has some problems. The method is not globally convergent, it requires the solutions of systems of linear equations, and requires analytical derivatives.
A big positive of Newton’s method is that if the starting x0 is within the local region
of the actual minimum, the algorithm converges relatively fast. This advantage has
pushed algorithm designers to use other methods to find the region where Newton’s
method can converge and then apply Newton’s method to finish the job. These types
of algorithms belong to the subset of quasi-Newton algorithms.
An analytical expression is available for the gradient, but while an analytical expression for the Hessian is derivable, it is computationally faster to estimate the Hessian. The following is an outline of the approximation method.
The search direction d given a starting point xc is first calculated by
d = −B −1 gc

(2.98)

where B is the positive definite matrix approximation of the Hessian and gc is the
analytical gradient vector evaluated at xc . The new point is calculated by a line search,
given in a similar form as Equation 2.96,

xn = xc + κd,

κ > 0,

(2.99)

such that
o(xn ) ≤ o(xc )αgcT d

(2.100)

where κ is a scalar, α ∈ (0, 0.5), and o(xc ) is the preceding objective function evalua-
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tion. Equation 2.100 essentially forces the proceeding iteration to have a smaller value
of the objective function than the preceding one while xn is still in the search direction
defined by Equation 2.98. Because B is an approximation, its validity must be checked
by the following optimality condition,

0g(x)0 ≤ ε.

(2.101)

where ε is the gradient tolerance that can be defined by the user. Typically, the gradient
tolerance is the square root of machine precision. If optimality is not met, the Hessian
approximation, B, is updated as

B+ ← B +

yy T
BssT B
−
yT s
sT Bs

(2.102)

where B+ is the new Hessian approximation, B is the previous Hessian, y is the difference between g(xn ) and g(xc ), and s is the difference between xn and xc . Equation
2.102 was first discovered independently by Broyden, Fletcher, Goldfarb, and Shanno
in 1970. It is typically referred to as the BFGS update or the positive definite secant
update.
The stopping criteria for the algorithm is two-fold. The optimality condition of
Equation 2.101 must hold true, and the preceding two iterations must not change x
more than a set threshold of the scaled distance between them.
The quasi-Newton method is used to minimize the objective functions to provide
an estimate for the aberration coefficients of the sparse aperture system. It is the final
piece to the phase diversity algorithm.
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Image Reconstruction

We have modeled the optics of our sparse aperture system and estimated the OTF of the
optics. We now use the estimated OTF to reconstruct the image using a deconvolution
method introduced by Yaroslavsky and Caulfield (1994). The method uses multiple
images of the same object in the reconstruction. The Wiener-Helstrom filter is used in
the process, and is derived first.
In general, the image reconstruction problem is formulated as

F̂ (ξ, η) = W (ξ, η) · G(ξ, η),

(2.103)

where F̂ is the approximated object and W is the reconstruction filter. The simplest of
these filters is the inverse, given as

W (ξ, η) =

1
,
H(ξ, η)

(2.104)

where H is the general transfer function of the system. The filter runs into difficulties
when H(ξ, η) approaches zero. The filter becomes very large for spatial frequencies
that are mostly noise, thus the noise is amplified and image quality suffers.
A mask can be applied to deal with this. Equation 2.105 is a masked inverse filter
and is called the pseudo-inverse, written as

W (ξ, η) =






1
H(ξ,η)



0

if H(ξ, η) 2= 0
if H(ξ, η) = 0.

(2.105)
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The pseudo-inverse filter is more robust than the regular inverse, but it still amplifies
the noise to an unacceptable level. The Wiener filter is an attempt at overcoming the
noise amplification problem.
The Wiener filter utilizes the relationship between the noise and signal power spectra to reconstruct the image. It relies on the noise-to-signal power ratio. The Wiener
filter is defined as
W (ξ, η) =

1
1+

|N (ξ,η)|2
|F (ξ,η)|2

(2.106)

.

This transfer function is ideal for de-noising images with uncorrelated noise sources
(Gaskill, 1978). The filter does not take into account the transfer function of the system.
Carl Helstrom in 1967 developed a reconstruction filter that properly de-noised
the image as well as inverting the transfer function of the system. Called the WienerHelstrom filter, it is defined as

W (ξ, η) =

H ∗ (ξ, η)
2

(ξ,η)|
|H(ξ, η)|2 + c |N
|F (ξ,η)|2

.

(2.107)

The estimated OTF from the phase retrieval algorithm described in Section 2.2 is
used as our system transfer function, and a constant, c, is user defined to fine tune
the filter to improve image quality. The Wiener-Helstrom filter is extremely powerful but is limited based on our knowledge of the noise-to-signal power spectrum ratio,
|N (ξ, η)|2 /|F (ξ, η)|2 . A common choice is the assume the noise-to-signal power spectrum ratio is a constant. Other methods make an estimate based on a set of assumptions.
The noise-to-signal power ratio can be estimated by assuming the object intensity
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spectrum is of the form (Fienup et al., 2002),
|F̂ (ξ, η)| = Aρ−β ,

(2.108)

where A and β are estimated parameters, and ρ is the radial spatial frequency, given
1

as ρ = (ξ 2 + η 2 ) 2 . Using the imaging equation, we apply Equation 2.108 to create a
model, D(ξ, η), given as
D(ξ, η) = AS(ξ, η)ρ−α + σn ,

(2.109)

where S(ξ, η) is the estimated OTF from the phase diversity algorithm and σn is an
additive noise bias term. To estimate A, β, and σn , the model of Equation 2.109 needs
to be fitted to the Fourier transform of the imagery, G(ξ, η). Direct comparison has
shown to have dynamic range problems, so the natural log is used to have an objective
function of

E(A, β, σn ) =

$@
ξ,η

.A2
ln [|G(ξ, η)|] − ln AS(ξ, η)ρ−β + σn
.

(2.110)

The minimization technique chosen for this objective is the conjugate gradient method.
Our estimated noise-to-signal spectrum ratio becomes
|N (ξ, η)|2
≈
|F (ξ, η)|2

>

σn
Aρ−β

?2

.

(2.111)

Fienup et al. (2002) concludes that the above estimation in conjunction with Equation
2.107 improves the image quality performance compared to approximating the signal-
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to-noise power spectrum ratio as a constant.
Yaroslavsky and Caulfield (1994) developed an image restoration technique that is
very attractive for a sparse aperture - phase diversity system, such as the one studied
here. The method was developed to reconstruct an object from multiple images with
different point spread functions. Let us observe a set of K images

{Gk (ξ, η) = Hk (ξ, η)F (ξ, η) + Nk (ξ, η); k = 1, 2, . . . , K} ,

(2.112)

and subject each image to filtering Wk , given as

Wk (ξ, η) =

Ŝk∗ (ξ, η)
K
$
k=1

|Ŝk (ξ, η)|2 + c

|Nk (ξ, η)|2

,

(2.113)

|F̂k (ξ, η)|2

where Ŝk is the estimated OTF from phase diversity, Nk is the estimated noise spectrum, and F̂k is the object spectrum estimate, all for k th image. The final restored
image is then
fˆ(x, y) = DF T −1

/K
$

0

Gk (ξ, η)Wk (ξ, η) ,

k=1

(2.114)

which is a sum of the K restored images. This method applies to phase diversity
systems where K represents defocus channels. Hence, this method is standard for all
image reconstructions performed in this work.
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Recap

This chapter has discussed in detail the creation of a Sparse Aperture Model and Image Generator (SAMIG), the intricacies of multiple forms of phase diversity, and the
development of image reconstruction using a deconvolution approach.
Recall Figure 2.1, replicated here as Figure 2.6. SAMIG produces the images
needed for phase diversity and the reconstruction process. It is important to note that
there are few assumptions in SAMIG. We treat the real world as a spectrally varying entity through a hyperspectral image cube, illustrated by Figure 2.2. The sparse
aperture optical system is treated spectrally as well. Phase diversity becomes cumbersome when you assume that each pixel has its own spectrum. The assumption is made
that each pixel in the scene has the same wavelength spectrum (as opposed to spatial frequency spectrum). This assumption is the basis of Broadband Phase diversity,
discussed in Section 2.2.2.
The framework is set to study sparse aperture systems with phase diversity. The
problems alluded to in Chapter 1 will be expanded upon in Chapter 3 now that we have
the theoretical basis of this chapter.
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Figure 2.6: Overview of the image model and algorithms used in a simulated Sparse
Aperture System

Chapter 3
Problem Statement & Approach
This chapter defines the research goals and describes the methods employed in completing this thesis. The problem is stated first. A large trade-space is described, and
justification is given to limit the system study to essentially three dimensions. The last
portion of this chapter describes the experiments for this work.

3.1

Problem Statement

Much of the research that has been done on sparse aperture systems has had an inherent assumption that the world is spectrally gray – meaning that all pixels have the same
chromatic spectrum no matter the scene content. In many cases this is a valid assumption, as used in works from (Harvey and Rockwell, 1988), (Barakat, 1990), (Harvey
et al., 1995), and (Fiete et al., 2002). However, (Introne, 2004) and (Block, 2005)
have shown that the gray world assumption has limitations to its validity. Especially in
Block’s work, in situations where the sparse aperture imaging system was extremely
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aberrated with either alignment errors (piston, tip and tilt) or prescription errors, chromatic effects appeared in the restored imagery. He found the gray-world assumption
does not appropriately observe all the physical phenomena when imaging a spectrally
diverse scene, such as a mix of vegetation and man-made structures. A limitation in
the work of Block and Introne is their knowledge of the phase errors. In many situations they assumed perfect knowledge of misalignment or prescription errors. Later,
Block introduced error in these values, but they had no phase detection link in their
imaging chain. This work attempts to bridge that gap. Through the use of phase diversity, the phase errors will be estimated through the imaging of an in-focus image, and
two or more out of focus images. Out-of-focus indicates a simple addition of a known
quadratic phase to the pupil function of the system. The author is attempting to characterize the image quality degradation from using broadband phase diversity (which
uses the gray world assumption) on broadband (or panchromatic) imagery that was
simulated without the gray world assumption (i.e. a full spectral world model SAMIG
is used). Thus, the limitations of the method of phase diversity to predict aberrations
impacting real data will be explored.

3.2

Full Trade-Space

The work to characterize the problem described in Section 3.1 is outlined here. Creating a trade space for all the aspects of a phase diversity sparse aperture system would
be an enormous and computationally prohibitive undertaking. Figure 3.1 illustrates the
many factors that effect image quality and phase diversity performance. We will pare
down the variable dimensions for the scope of this work and give justifications in this
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section.

Figure 3.1: Sketch of the trade space for a phase diversity sparse aperture system.
Phase diversity relies on a forward model of the imaging system (i.e. OTF) and its
effect on the image. The imaging model is applied through spatial filtering of the object. If the object itself has little to no spatial frequency content (for example imaging
over a large lake or ocean), the modulation by the OTF will not affect the result, rendering phase diversity unable to find the appropriate phase of the system. Therefore,
the spatial content of the scene is a dimension of the trade space. We vary the spatial
content of the scene by using different images. The set of images used are described
in Section 3.7.4.
The number of diversity images varies the performance of BPD. More images provide more observations to estimate the phase parameters, thus providing a more accurate estimate of the phase. With more images, however, there are more issues. If
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multiple images are captured with respect to time, misregistration issues will be a
problem. If multiple images are captured by using beam splitters and multiple focal
plane arrays, image registration is still and issue and the signal-to-noise ratio decreases
by at least a factor of 2 for each additional image.
The choice of the amount of diversity introduced between images is a design trade,
as well. A diversity level that is too low makes each image redundant. Little new
information of the phase is introduced, so proper estimation is difficult at best. A
diversity level that is too high suppresses the OTF of the images such that the imagery
has little to no spatial information at all. The image becomes incomprehensible to the
human and computer observer. The appropriate level of diversity creates images with
enough spatial content that is different between images. Thus, a global minimum in
the error metric space (Equation 2.85) can be found.
That being said, the amount of defocus diversity and the number of images will
remain constant for this study in order to observe the effects of the gray-world assumption on the algorithm. Three diversity images are appealing because two images
are sometimes not enough to find a reasonable phase estimate if one of those images
has no diversity. The capture range, or the size of phase space that the search algorithm will find the global minimum, is small. Two images both with added diversity
can produce a reasonable phase estimate under normal conditions, but the restoration
on images with added diversity produce worse image quality. Therefore, a reasonable
choice is to use three images - two with diversity and one in-focus.
Recalling the signal equation for our sparse aperture system (Equation 2.39) we see
that the signal increases with a wider passband because we integrate over a larger range
of incident photons. Sparse systems already suffer from a low fill factor, so in order
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to compensate, it is desirable to image in the widest passband possible. However, a
panchromatic passband has a limiting effect on BPD. The larger the passband, the more
difficult it is to find the minimum of the metric space. This is a direct effect of the gray
world assumption. In exploring this trade, we test various passband regions. We will
test the classic visible panchromatic regions of 0.4 to 0.7 µm, a smaller passband still
centered at the green band (0.5 to 0.6 µm), and the monochromatic case of 0.55 µm.
Because of a possible spectral character phenomenon in the 0.7 µm region (discussed
in Section 3.3.2) we will investigate 0.65 to 0.75 µm and 0.55 to 0.85 µm.
A poor SNR can drastically hinder the performance of BPD. SNR is a difficult
design parameter for sparse aperture systems because the signal is low compared to
full or cassegrain apertures. Because additive noise is a detector characteristic, we will
adjust the detector parameters in accordance with Equation 2.39 and the passband to
achieve mean-scene brightness SNR values of 25, 50, 100 and 200 for each situation.
The range of 25 to 200 SNR is reasonable for remote sensing systems because of
varying days-of-year and time-of-day illumination. Lower illuminated scenes have a
lower SNR.
Phase diversity can find misalignment aberrations (piston, tip and tilt) and higher
order aberrations (spherical, coma, astigmatism, etc.). In our modeled system, we
make an assumption that each subaperture is rigid and precisely polished, thus making
higher order aberrations negligible. This is a valid assumption because the industry
standard is to build to prescription to within a tenth of a wave RMS (0.05 µm at green
reference). Most fabrications methods can do better while misalignment errors are
expected to be on the order of tens to hundreds of microns.
Misalignment errors are described by the RMS error of the OPD in units of waves,
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as discussed in Section 2.1.1.3. The trade space will be sampled from 0.05 to 0.30 λ
in intervals of 0.05 λ for RMS of OPD, creating 6 cases. It is hypothesized by the
author that BPD performance will suffer at a particular threshold of RMS OPD. When
this occurs it will be possible to modify the minimization technique to obtain a better
solution. This threshold will be sought after. The OPD is introduced to the phase of
the pupil function as a linear combination of piston, tip, and tilt terms.
The spectral ‘grayness’ dimension of Figure 3.1 refers to the validity of the grayworld assumption first mentioned in Section 2.2.2. The spectral character metrics used
to describe how ‘gray’ a hyperspectral data cube are described in Section 3.3.2. The
hypothesis of this work is that BPD will suffer a decrease in performance when imaging over spectrally varying scenes. The ability to predict the performance of BPD by
knowing the spectral content of the scene beforehand is a goal of this research.
The performance metric for phase diversity will be described in Section 3.4. For
the current discussion of the trade space, the performance of BPD is the dependent
variable. From the results of the experiments described in Section 3.7, the author intends to describe when a BPD sparse aperture system will be deficient in reconstructing
the wavefront. The author will also study the relationship between the performance of
BPD and the reconstructed image quality.
Now having described the large trade-space and having given reasons to disregard
some, the dimensions of interest will be described in greater detail.

CHAPTER 3. PROBLEM STATEMENT & APPROACH

3.3

63

Truncated Trade-Space

The truncated trade-space has two major axes - RMS of the OPD and the spectral
character of data. Two minor axes are SNR and passband whose sampling has been
described above. The following section will describe each major axis in detail.

3.3.1

RMS of OPD

The optical path difference (OPD) has been previously described in Section 2.1.1.3.
Recall that the OPD is modeled as a linear combination of piston, tip and tilt aberration
basis functions. The RMS of the OPD is given as

RM SOP D =

B

1 $
[OP D(u) − OP D(u)]2 ,
Np − 1 u

(3.1)

where Np is the number of pixels in the pupil, and Np − 1 indicates Equation 3.1 is
unbiased.
The OPD is a linear combination of basis coefficients. In this case, it consists of the
first order piston, tip and tilt misalignment aberrations. When modeling an aberrated
system with a desired OPD RMS, the basis coefficients are chosen pseudo-randomly
such that the standard deviation of the coefficients equals the desired value. The range
of RMS values is from 0.05 to 0.30 waves at the reference wavelength.

3.3.2

Spectral Character of Scene

An appropriate characterization of the spectral content of a scene will enable the author
to not only document where BPD fails, but also explain why it fails and predict when
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it will fail again. We begin the derivation by discussing possible reasons BPD will fail.
As has been stated in Sections 2.2.2 and 3.1, BPD assumes that the entire scene
has the same spectra. In other words, we assume the world is gray. Therefore, in
order to evaluate this assumption, we must have a “grayness” metric. A gray scene
may look like Figure 3.2 when plotted in a three dimensional space of the red, green
and blue bands. The data points make almost a straight line coming from the origin,
or some point representing the lowest radiance value of the image. The thinner the
line, the more “gray” the scene is. The points closer to the origin are the pixels found
in shadows or places of low luminance. An example of a colorful scene is shown in

Figure 3.2: Scatter plot of a gray-like scene. Band 11 is blue, band 31 is green, and
band 51 is red.
Figure 3.3. The colorful scene has a much larger spread of points than a gray scene.
Therefore, our “grayness” metric can be a measure of the width of the scatter plot
points.
A common hyperspectral parameter is the spectral angle (Schott, 2007). It is widely
used in target detection applications, but here the spectral angle is used to describe how
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Figure 3.3: Scatter plot of a mixed vegetation and urban scene. Band 11 is blue, band
31 is green, and band 51 is red.
close in angular direction each pixel is to the mean spectrum of the hypercube. The
spectral angle with respect to the mean is defined as
−1

θ = cos

(

x
||x||

)T (

x
||x||

)

(3.2)

where x is a pixel represented by a spectral vector the length of the number of bands
in the hypercube, and x is the mean spectrum of the image.
The spectral angle from each pixel to the mean is calculated, creating a map. An
example is shown in Figure 3.4
There are a few methods for defining one metric to describe grayness using the
spectral angle. The dynamic range of the spectral angle map, defined as
θdr = max(θ) − min(θ),

(3.3)

is a good indicator of the most spectrally different materials in the scene. For example,
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Figure 3.4: Hyperion RGB image (left) next to the associated spectral angle image
(right) created with 50 bands in the VNIR (0.4-0.9 µm)
a scene with both urban and vegetation pixels would have a high θdr value. The variance of the spectral angle (θvar ) is a good indicator of the spread of the pixels from the
straight line of Figure 3.2, while the mean of the spectral angle (θ) indicates the width
of the cone from the origin, as seen in Figure 3.3.
The Euclidean distance of each pixel to the mean may also be a simple and reasonable metric of the spectral character. Defined as

deucl

C
DNdim
D$
=E
(xi − xi )2 = ||x − x||,

(3.4)

i=1

where Ndim is the number of bands in the hyperspectral image. The mean, variance and
dynamic range of Equation 3.4 will be used as spectral character metrics. A potential
pitfall of the Euclidean distance is if the imagery values are not on the same scale. The
distances should be normalized if this occurs. The normalized Euclidean distance is
defined as
||x − x||
dˆeucl =
.
||x||

(3.5)
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Essentially, the normalized Euclidean distance is a measure of the how spectrally cluttered the image is. For example, an image with half forest and half water would have
a high value for the mean, variance and dynamic range of the normalized Euclidean
distance. However, an unintended effect of this metric is that it will be large for pixels
that have a brightness value very different than the mean pixel. Shadow pixels can be
a false positive of this metric.
The metrics described so far define different aspects of grayness. Another spectral
characteristic that may break BPD is a steep jump in the spectrum found in the infrared
signature of vegetation. To explain why this jump may break BPD, lets review the
coherent transfer function again. Explicitly stated,
Nsubap

p[λf ξ, λf η] =

$
i=1

2π

|pn [λf ξ, λf η]|ei λ OP Dn [λf ξ,λf η]

(3.6)

where Nsubap is the number of sub apertures in the sparse aperture system, |pn | and
OP Dn are the magnitude and phase of the nth sub aperture pupil function, and OP D
is in units of microns. Note the spectral dependency in the scaling and the size of the
OPD. Phase diversity estimates the OPD as the distance the wavefront deviates from
the ideal sphere. A steep spectral jump in the image will skew the forward model of
BPD and match the detected imagery to a wrong set of basis function parameters that
create the estimated OPD.
To quantify how much “spectral jump” we have, we utilize the Normalized Difference Vegetation Index (NDVI). NDVI was originally intended to mitigate illumination
angle discrepancies in the detection of vegetation (Rouse et al., 1973). It has become
a standard vegetation detector in the field of remote sensing because of its simplicity.
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NDVI is generally defined as

N DV I =

(DCIR − DCR )
,
(DCIR + DCR )

(3.7)

where DC is referring to digital counts of the image, and subscripts IR and R refer to near-infrared and red spectral bands. We threshold it to find the percentage of
vegetation in the scene, and will use that as a measure of the spectral content of the
scene.

3.4

Phase Diversity Evaluation

Phase diversity in the implementation of this work solves for the aberration coefficients
of the polynomials that make up the phase of the pupil function (see Section 2.1.1.3 for
details). When we try to quantify the performance of phase diversity, it would make
sense to compare the modeled phase coefficients with that of the estimated. However,
within the minimization process of phase diversity (see Section 2.2), the estimated
coefficients can have an introduced global piston, tip, or tilt error, (Bolcar, 2007),
illustrated in Figure 3.5. Phase diversity itself would only be used for aligning the sub-

(a) Modeled Aberration

(b) Estimated Aberration

Figure 3.5: The introduction of a global tilt can make the coefficients for each subaperture parameter meaningless. The evaluation of phase diversity performance must take
this into account.
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apertures to one another, not aligning the entire subaperture array. In order to correctly
evaluate phase diversity, we must take this into account in our evaluation of phase
diversity, as well as in our use of the estimated phase in the reconstruction process.
The method of evaluation for phase diversity is derived from a very common tool
in the field of Optics, the Strehl ratio. We first take a look at the difference between
the estimated and modeled OPD, illustrated in Figure 3.6. This is referred to as the
residual OPD. If BPD estimated the modeled phase well, the residual OPD will be
comprised of only the global misalignments.

Figure 3.6: The OPD of a Triarm9 configuration with piston, tip, and tilt errors subtracted by the phase diversity estimated OPD. The result is the error in the OPD estimate. In this case, it is mostly global misalignments.
A residual pupil function is created using the residual OPD as the phase, and the
point spread function (PSF) is calculated similarly to Equation 2.8, but is explicitly
stated as,
P SFstrehl

' >
?'2
'
x y ''
'
≈ 'P
,
,
λf λf '

(3.8)
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where P is the scaled Fourier transform of the residual pupil function. The residual
PSF is compared to an unaberrated PSF, written as,

Strehlres =

P SFres (xlobe )
.
P SFunab (0, 0)

(3.9)

where xlobe is defined to be where the cross correlation of P SFres and P SFunab has
a maximum. In other words, the point spread functions are being registered to each
other, then the center point is being compared. We do this registration because the
global alignment errors produce a shift in the point spread function. By simply registering the PSF, we mitigate the global misalignments. This same shift is applied to the
reconstructed imagery, removing all effects of the global misalignments
If BPD did a reasonable job at estimating the OPD, then we expect a residual Strehl
ratio of close to 1. The lower the ratio indicates a poorer performance of BPD.

3.5

Secondary Trade-Space

The primary trade-space to be studied is RMS of the OPD v. Spectral Character with
the evaluation of phase diversity being the dependent variable. This is a very important space to understand the limitations of a sparse aperture system characterized using
broadband PD. But where the “rubber meets the road” is when we compare the performance of BPD with the resulting image quality (after a reconstruction process detailed
in Section 2.3). Introne (2004) and Block (2005) assumed they had perfect knowledge
of the misalignment errors in their system, and still had problems with their image
quality. Therefore, great BPD performance does not necessarily correlate with great
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image quality. The secondary trade space is comparing the performance of BPD with
the resulting image quality. The remainder of this section will describe the image
quality metrics (IQM) that are used in the evaluation process.

3.5.1

Image Quality Assessment

The concept of image quality is vague, subjective, and difficult to quantify. The notion
that “beauty is in the eye of the beholder,” is painfully obvious. However, we attempt
to quantify image quality through a variety of ways in hope of applying a metric that
corresponds to both visual aesthetic and functional utility.
The topic of image quality has been studied extensively, Avcibas et al. (2002), Fiete
(1999), Jackson et al. (1996), Irvine (1997), to name a select few. There is yet to be a
standard that can be used for a variety of applications, and sparse aperture imagery is
no different.
Previous sparse aperture studies by Introne (2004) and Block (2005) attempt to use
the relative edge response (RER), normalized root mean-squared error (NRMSE), and
other variations to quantify image quality. Both authors found enough examples of
their own opinions of the quality differing from the metrics to abandon them and judge
the quality by their own interpretation. This work will still use NRMSE in order to be
consistent and comparable with previous work. NRMSE is given as


1
N
−1 M
−1 '
2
2
'2 2
$
$
'ˆ
'

'f (x, y) − f (x, y)' 
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M
−1
−1


2
2
$ $


2


|f (x, y)|
x=− N
y=− M
2
2

(3.10)
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where f (x, y) is the N by M panchromatic object, fˆ(x, y) is the N by M reconstructed image, and x, y are the pixel locations. Note that registration errors would be
detrimental to the applicability of N RM SE as an image quality metric. All images
were registered using the method detailed in Section 3.4 before applying the image
quality metrics described here.
The human visual system (HVS) of the observer has been the crux of previous
image quality studies (Introne, 2004), (Block, 2005). Nill provides a mathematical
description of the spatial frequency response of the HVS, given as


 0.05eρ0.554
where ρ < 7
H(ρ) =

 e−9[|log10 ρ−log10 9|]2.3 where ρ ≥ 7,

(3.11)

where ρ is the radial coordinate of spatial frequency in units of cycles/degree. The two
dimensional and cross sectional plots of Equation 3.11 are found in Figure 3.7. The DC
response, or the responsiveness of the HVS at zero spatial frequency, is less than 10%.
The human eye is not very sensitive to uniform changes. The maximum responsiveness
of the HVS is at 8 cycles per degree, and the drop off to 50% responsiveness occurs by
20 cycles per degree. At 40 cycles, the responsiveness is around 10%.
The viewing distance and the pixel density are necessary parameters to convert
Equation 3.11 into units of cycles/mm at the image plane. This work chooses a viewing distance of 30 cm, which is typical for analysis, and we assume the analyst is
working on a monitor that is commercially available and of high quality, characterized
by a pixel density of 200 pixels per inch. The scaling factor for converting Equation
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(b) Cross Section

Figure 3.7: The modeled discrete cosine transform transfer function of the human
visual system in units of cycles/degree.
3.11 to units of cycles/mm is

θconv

< p =.
2
degrees
−1
= tan
,
mm
p
2L

(3.12)

where p is the display pixel pitch and L is the viewing distance (30 cm). The units
conversion of Equation 3.12 produces a transfer function shown in Figure 3.8 in units
of cycles/mm at the image plane.
In order to apply Nill’s model of the human visual system to our imagery, the
discrete cosine transform (DCT) of the imagery must be converted to the same units of
cycles per millimeter. The notation used is

FDCT (ξ, η) = DCT {f (n · ∆x, m · ∆y)} ,

(3.13)
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(b) Cross Section

Figure 3.8: The modeled discrete cosine transform transfer function of the human
visual system scaled with Equation 3.12, in units of cycles/mm.
where ξ and η are the spatial frequency coordinates in the x and y directions, n and m
are indices for each pixel, and ∆x and ∆y are pixel sizes in units of millimeters. The
spatial frequency sampling distance is
i - cycles .
N ∆x mm
j - cycles .
η = j · ∆η =
,
M ∆y mm
ξ = i · ∆ξ =

(3.14)

where N and M are the number of pixels in the x and y directions, and i and j are
indices of the spatial frequency domain. Assuming the display pixels are square, the
pixel pitch (p) and the spatial image sampling (∆x, ∆y) are equivalent. The DCT
of the image is now in the same units as the HVS transfer function, so the complete
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transform is then
U {f (i, j)} = DCT −1 {H(ρ · θconv ) · FDCT (ξ, η)} ,

(3.15)

where DCT −1 is the inverse DCT. Two quality metrics derived from this formulation
are the normalized L1 and L2 norms, given as

H1 =

N
−1
$

i,j=0
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L N −1
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(3.16)

|U {f (i, j)}|

|U {f (i, j)} − U {fˆ(i, j)}|2
L N −1
$
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|U {f (i, j)}|2

M 12

M 12

.

(3.17)

Equations 3.16 and 3.17 will be referred to as the Human Visual Metrics (HVM).

3.6

Spectral Artifacts

Spectral artifacts are the image degradations not seen when modeling a system using a gray-world assumption. Another way to put it is that the spectral artifacts are
degradations only seen when modeling an optical system with explicit treatment of the
chromatic object. Block (2005) found a visible banding localized to regions of simulated images where the wavelength spectrum was very different compared to the rest of
the scene. This phenomenon happens more commonly when the system is aberrated.
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This section will describe the method of finding the relative strength of these spectral
artifacts in varying image scenarios, and if the strength is significant, quantifying the
dominant sinusoids that create the banding effect.
Section 2.1 describes the spectral world model to simulate sparse aperture imagery,
and Section 2.2.2 describes the gray-world assumption. The gray-world model uses the
gray-world assumption (Equation 2.81) in the description of the optical transfer function. Figure 3.9 uses flowchart to describe the models. A variety of image scenarios
were modeled (see Section 3.7) using SAMIG - the spectral-world model. A restoration process was derived for each imaging scenario using BPD and the de-convolution
method from Yaroslavsky and Caulfield (1994). To find the spectral artifacts we used a
model-difference approach. Using the same restoration filter derived from phase diversity and the same exact noise realization, the spectral-world model is exchanged for the
gray-world model to generate the raw images. It is important to note that phase diversity is not re-applied. The final reconstruction filter derived from phase diversity in the
spectral-world model is applied to the gray-world raw images. The spectral artifacts
are considered to be the difference between the reconstruction of these models.
A measure of the strength of the spectral artifacts is simply the normalized rootmean-squared error, given as
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(a) Spectral-World Model

(b) Gray-World Model

Figure 3.9: Flowchart description of the spectral-world model (a) and the gray-world
model (b). Both models are reconstructed using the same restoration filter derived from
the phase diversity estimate from the spectral-world model. The difference between the
models is considered to be the spectral artifacts of the system.
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where fspec (x, y) is the reconstruction from the spectral-world model, and fgray (x, y)
is the reconstruction from the gray-world model. Figure 3.11(b) is an example of a
simulated Triarm9 image using an AVIRIS image as the object, simulated at the 650750 nm passband with a SNR value of 100, and a RMS OPD at the 700 nm reference
of 0.15 waves.
The gray-world model (Figure 3.10(b)) has slightly sharper edges compared to
the spectral-world model. This is evident by the difference image (Figure 3.10(c))
having two bright spots around each bright spot in the imagery. One could argue that
the difference image may indicate some misregistration errors. However, extensive
measures have been taken to insure the best possible registration. Both images are
filtered from the same original image. Both images were restored with the same filter,
and there were no shifts in the imagery in the forward models.
The banding effect that Block (2005) described is obvious, especially in the cluttered portions of the image. The following describes the method to isolate the dominate
sinusoids that are creating the banding.
The first step is transforming the difference image through the model of the Human
Visual System, given in Equation 3.15. This filters out the spatial frequencies that the
human eye are less sensitive to. The result is then transformed into the Fourier domain
using the FFT. In an effort to isolate the most powerful frequencies, the absolute value
of the Fourier transform is thresholded by 30% of the maximum value. The 30%
threshold is somewhat arbitrary but produces results which agree with the author’s
perception. Continuing our example of Figure 3.11(b), the thresholded magnitude of
the Fourier transform of the HVS filtered difference image is shown with the inverse
transform in Figure 3.11. The places in the difference image of Figure 3.10(c) where
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Figure 3.10: An example of a simulated Triarm9 image using an AVIRIS image as an
object, simulated at the 650-750 nm passband with a SNR value of 100, and a RMS
OPD at the 700 nm reference of 0.15 waves. The difference image (c) has obvious
sinusoidal artifacts in the bright spots of the imagery. The N RM SEspec for this scene
is 0.0236, which is barely visible.
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(b) Spatial Domain

Figure 3.11: Isolated dominant sinusoids of spectral artifacts.
we see banding are places in Figure 3.11(b) where the sinusoids are brightest. We can
see from Figure 3.11(a) that the spectral artifacts are made up of approximately four
sinusoids.
A rudimentary method of segmenting the Fourier domain of the isolated sinusoids
is applied using common morphological processes (Gonzalez and Woods, 2002). The
centroid of each segment is then used to describe the radial frequency and direction of
the sinusoid. If J segments were found, each with Nj pixels, and sj is all the pixel
values in each j th set, then the relative magnitude of the j th segment is

|sj | =

$

sj

Nj

J $
$

.

(3.19)

si

i=1 Ni

The sum of all J relative magnitudes is unity. This is appropriate for comparing spa-
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tial frequencies in one situation, but to make these magnitudes comparable over multiple images, the relative magnitudes are weighted by N RM SEspec from Equation
3.18. The relative-weighted-magnitudes allow for comparison of the segments between imaging scenarios.
Results of this process for our example are shown in Figure 3.12.

Figure 3.12: Display of the centroid of each cluster of spatial frequencies that contribute to spectral artifacts for the AVIRIS, 650-750 nm, 100 SNR, 0.15 waves of OPD
scenario.
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Experiments

Now that we have the outline of the trade-space and evaluation tools, the following
section describes the experimental details. The software implementation of BPD is
discussed, the data sets are described, and the parameters for the experiments are provided in Table 3.1 if the reader wishes to look ahead.

3.7.1

Broadband Phase Diversity Software Implementation

The BPD algorithm was implemented in MatlabTM by Matthew Bolcar of the Institute of Optics at University of Rochester. Much effort was done to ensure continuity
in the forward model of the author’s IDL code and the assumed model of BPD in
the MatlabTM code. Validation of the BPD algorithm was done by finding reasonable agreement with the author’s monochromatic phase diversity implementation, and
reasonable performance results for simplified broadband systems. All analysis and
restoration code was implemented by the author in IDL.
The MatlabTM code was compiled in C, and distributed through a CONDOR cluster computing system to run the experimental instances in parallel. This research was
supported in part by the Research Computing group of the Rochester Institute of Technology.

3.7.2

Radiance Data Cubes

We will use three sets of real data for these simulations, all with diverse spectral characteristics. The scenes selected have varied amounts of vegetation, have varying levels
clutter, and are of different environments. The simulations are done with subsets of
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each of the following data cubes.
The first data cube selected is from the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor. The cube is a mixed urban and vegetation scene. Figure
3.13 is the RGB image of the spatial extent of the subset. One subset is taken from this
cube, and it will be referred to as the AVIRIS subset.

Figure 3.13: RGB image of the AVIRIS hypercube used as the object for the sparse
aperture simulations.
The desert scene is from the HYperspectral Digital Imagery Collection Experiment
(HYDICE) flown over the US Army’s Yuma Proving Grounds, Arizona. The flight line
was imaged at 10,000 ft. with an approximate GSD of 10 m. The spectral resolution
provides 72 bands between 0.4 µm and 0.9 µm. The spectral nature of the scene
consists of mainly rock formations and very little vegetation. Deserts predominantly
consist of sands and bedrock, all with similar spectra, and there are tiny patches of
vegetation throughout the scene. An RGB image of the full flight line is shown in
Figure 3.14. The cube is divided into 5 subsets.
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(b)

Figure 3.14: HYDICE (a) and Hyperion (b) flight lines with the subsets distinguished
by red boxes. The HYDICE data set produces 5 subsets and Hyperion produces 16
subsets, all 200 by 200 pixels [NOT TO SCALE].
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Hyperion is a sensor on board NASA’s EO1 satellite (Beck, 2003). With a GSD
of 30 m, Hyperion is a coarse spatial resolution compared to the expected resolution
of a large sparse aperture system, but it has 242 spectral bands from the ultraviolet to
short-wave infrared. A 3 channel RGB image of a portion of the flight line is shown in
Figure 3.14(b).
Fifty bands are of interest, from 0.42 - 0.92 µm with a 0.01 µm spectral sampling
distance. Since this is a simulation, we allow our model to have the same configuration
as with the smaller GSD. This is appropriate for examination of phase diversity because
while spatial content is important, the magnification is not being studied when we use
this data, and it is not expected to matter. The spectral content is appealing for this data
set because of the differences in land cover it traverses. The north end of the flight line
is over water and coastline. As the line travels south it covers a city center (Rochester)
and continues south to more rural landscapes. The data set is split into sixteen 200 by
200 pixel subsets, starting directly over the lake. The subsequent subsets have more
vegetion. Each will be used as separate BPD experiment inputs.
The result of the spectral character metrics described in Section 3.3.2 are shown in
Section 4.4 for a selection of scenes.

3.7.3

Sparse Aperture Configurations

The sparse aperture configuration of interest is the Triarm-9. Extensive work has been
done in the proper spatial configurations of sparse aperture systems. This array was
chosen because of its popularity in the literature and relatively low complexity (Fiete
et al. (2002), Introne (2004), Block (2005)).
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The Triarm-9 configuration is shown in Figure 3.15. It consists of three cassegrain
apertures on each arm with space in the center for a common secondary mirror. A
system of this nature would unfold after deployment. Mechanically, the Triarm-9 is
the most straightforward, and since we assume the material of the mirrors is rigid,
misalignment errors dominate the wave front error. The modeled pupil function has

Figure 3.15: Triarm-9 Sparse Aperture Configuration
an encircling diameter of 5.84 meters, with a sub-aperture diameter of 0.8 meters and
an cassegrain-like obscuration of 0.2 meters. The ratio of the distance between subaperture centers to the sub-aperture diameter (s-to-d ratio) is 1.05, which is manifested
in a slight separation between sub-apertures. The ratio of the aperture area to the
enclosed aperture array (i.e. fill factor) is 15.8%.

3.7.4

Experiment Parameters

The list of parameters for the proposed experiments are shown in Table 3.1. For each
set of parameters, sparse aperture images will be simulated (Section 2.1), processed
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by broadband phase diversity (Section 2.2.2), and restored with the Wiener-Helstrom
deconvolution process (Section 2.3).
Parameter
Value(s)
SA Configuration
Triarm-9
Data Cube Subsets
AVIRIS (1), HYDICE (5) & Hyperion (16)
Q at λ0
2.35
λ0
mid passband
Passbands
0.55, 0.5-0.6, 0.4-0.7, 0.65-0.75 & 0.55-0.85 µm
SNR
25, 50, 100, & 200
RMS of OPD
0.05-0.30, ∆ 0.05 waves at λ0
Number of diversity images
3
Amount of defocus
-2, 0, +2 waves at λ0
Starting condtions
10 random guesses with a standard
deviation of 1/2 expected RMS of OPD
Table 3.1: Simulation parameters
The passbands have a uniform response function. All wavelengths within the passband are passed through the system equally.
The secondary trade-space between BPD performance and image quality will be
generated on the results of Table 3.1.

3.8

Recap

The problem of the gray-world assumption inside of BPD has been defined and explained in this chapter. The trade-space to be created to find the limits of BPD was
discussed at length. Justifications have been given to pare down the number of free
dimensions, and both minor and major axes have been defined.
The method for describing the piston, tip and tilt aberrations of the system was
spelled out. Spectral character metrics were derived and illustrated. Evaluation tools
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of BPD were explained, and a spectral artifact detector was developed. The list of
experiment parameters is given in Table 3.1.

Chapter 4
Results
The results of the set of simulations outlined in Chapter 3 are presented here. The
first section presents the broadband phase diversity performance (BPD) and image
quality metrics with respect to the simulation parameters. A general trend will be discussed. The second section illustrates the spectral character of the radiance data cubes
discussed in Section 3.7.2. Then, the third section will relate the spectral character
metrics to the BPD performance and image quality. The final section will show the
general trends of the spectral artifacts, originally discussed in Section 3.6.

4.1

Phase Diversity Performance

The major parameters that were varied for each input image were system passband,
RMS of OPD, and SNR. The following set of plots of Figures 4.1 and 4.2 represent
the trade-space as residual Strehl ratio versus RMS of OPD for different passbands and
SNR values for one of the twenty-two subset images (Hyperion subset 3). The simi-
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larities of Figures 4.1(a), 4.1(b), and 4.2(a) indicate that the noise is not the limiting
factor for BPD until an SNR of 25. The noisy case of 25 SNR has a larger spread
of values with respect to passband. Irregularities occur at an OPD of 0.05 waves for
all passbands and at 0.10 waves for the 550 to 850 nm passband. Performance at the
0.05 RMS of OPD should be highest, but when SNR is low, 0.05 has a dip in performance. In general, the larger passbands perform poorer than the smaller passbands,
which is expected. It is interesting to note that the green-centered passband of 400 to
700 nm performs worse than the red-centered passband. This is not intuitive. It was
hypothesized that the red shift of vegetation (which, in the next section we will see this
image has a significant amount of vegetation) would be detrimental to BPD based on
the gray-world assumption. The red shift corresponds to more power of the object existing in the longer wavelengths. This jump occurs around 700 nm, so the red-centered
passbands capture this physical phenomena and the green-centered bands do not.
To explain this result, the panchromatic objects are investigated and presented in
Figure 4.3. The spatial standard deviation of an image is a common metric for describing image contrast (Peli, 1990). The RMS contrast in units of radiance for the
µW
green-centered passband is 3.5 × 105 cm
2 st and the red-centered passband has a higher
µW
value at 4.75×105 cm
2 st . Many times when an image has higher contrast, there is higher

spatial frequency content. To investigate this, the power of the Fourier transform was
averaged azimuthally and plotted in Figure 4.4. There is no significant difference in the
spatial frequency information between passbands, leading to the result that the spatial
contrast alone is responsible for the change in BPD performance between passbands.
BPD was able to perform a better phase estimation because the imagery had more
contrast.
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(a) 200 SNR

(b) 100 SNR

Figure 4.1: Residual Strehl ratio results for Hyperion subset 3 with respect to RMS of
OPD in units of waves. A value of 1 correlates to near perfect phase estimation. The
error bars indicate the spread of Residual Strehl ratios for the 10 starting conditions of
the minimization process (Section 2.2.4).
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(a) 50 SNR

(b) 25 SNR

Figure 4.2: Residual Strehl ratio results for Hyperion subset 3 with respect to RMS of
OPD in units of waves. A value of 1 correlates to near perfect phase estimation. The
error bars indicate the spread of Residual Strehl ratios for the 10 starting conditions of
the minimization process (Section 2.2.4).
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Figure 4.3: Comparison of the panchromatic objects of the 300 nm passbands for
subset 3 of Hyperion. Green-centered is on the left with a spatial standard deviation
µW
value of 3.5 × 105 cm
2 st . Red-centered is on the right with a spatial standard deviation
5 µW
value of 4.75 × 10 cm2 st . The images are scaled to each other.
While looking at results for just one of the subsets of the Hyperion data is useful
(Figures 4.1 and 4.2), examining the averages over all subsets of the Hyperion data
(Figures 4.5 and 4.6) will give us a better sense of the design parameters on performance of BPD. The general trends described for an individual subset are observed
in the averages of all the Hyperion subsets. The noise levels don’t affect BPD performance until we reach an SNR of 25. The wider bandwidths degrade faster with
OPD than narrower bandwidths, and the green-centered passbands are worse off than
the red-centered passbands because the red-centered passband has higher contrast. To
prove this, the RMS contrast is plotted for each Hyperion subset in Figure 4.7. For
the same bandwidth, the red-centred has more contrast for every image (except for the
all-water image #1).
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Figure 4.4: The power of the fast Fourier transform of the object images was averaged
over the polar angle, and it is shown for both the green-centered [green] and redcentered [red] passbands of the Hyperion subset 3 image.
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The mean residual Strehl ratio for the 25 SNR case (Figure 4.13(b)) exhibits an
unusual behavior, especially for the monochromatic and 100 nm bandwidths. The performance of the low-aberrated case (at 0.05 waves) is worse than aberrations between
0.10 and 0.25 waves. Performance actually improves with OPD until a peak occurs at
0.25 waves. In fact, the SNR of 25 outperforms the SNR of 200 case when the RMS
of OPD is 0.25 waves. This is a confusing result, and no explanation has been agreed
upon. It is important to note that residual Strehl ratio is a metric of how well BPD
estimated the phase of the pupil function. It affects image quality, but it is not image
quality. A good Strehl ratio does not necessarily equate to good image quality.
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(a) 200 SNR

(b) 100 SNR

Figure 4.5: Mean residual Strehl ratio results for the Hyperion subsets with respect
to RMS of OPD in units of waves, listed for 200 and 100 SNR values. A value of
1 correlates to near perfect phase estimation. The error bars indicate the standard
deviation amid all 16 image subsets.
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(a) 50 SNR

(b) 25 SNR

Figure 4.6: Mean residual Strehl ratio results for the Hyperion subsets with respect to
RMS of OPD in units of waves, listed for 50 and 25 SNR values. A value of 1 correlates
to near perfect phase estimation. The error bars indicate the standard deviation amid
all 16 image subsets.
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Figure 4.7: RMS contrast plotted against image subset number for the Hyperion data
set. The red-centered bands have higher contrast than the green centered-bands of the
same width.
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Figures 4.8 and 4.9 are the residual Strehl ratio results for one of the HYDICE
subsets – subset 2. For this image, performance holds steady with RMS of OPD for
narrow passbands and falls of for wider passbands. With an aberration of 0.3 waves,
just about all scenarios had Strehl ratios of less than 0.6 in this case. Another point
of interest is that the red-centered passbands seem to outperform even the monochromatic imaging scenario. The author hypothesizes the reasoning for this to be that the
contrast of the imagery in the green-centered passbands is much less than the contrast
of the red-centered passes. Figure 4.10 shows the panchromatic objects for subset 2
of the HYDICE data set, and Figure 4.11 shows a plot of RMS contrast versus HYDICE subset number. We see the lower contrast of the monochromatic and 100 nm
green-centered passbands in Figures 4.10(a) and 4.10(b). The image of Figure 4.10(d)
is darker and has less contrast than the red-centered panchromatic objects found in
Figures 4.10(c) and 4.10(e). The RMS contrast metric agrees with the perception of
Figure 4.10.
The broader trends of the HYDICE data set can be seen in Figures 4.12 and 4.13.
The mean of all 5 subsets is plotted with error bars indicating the standard deviation.
Similar patterns are observed again, namely the degradation of performance with OPD,
the robustness to noise, the wider bandwidths failing faster with OPD than the narrower
bandwidths, and the red-centered passbands out performing their green-centered counterparts. The HYDICE data is actually more robust to noise than the Hyperion data.
This could be due to sensor artifacts in the Hyperion data.
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(a) 200 SNR

(b) 100 SNR

Figure 4.8: Residual Strehl ratio results for 200 SNR and 100 SNR of HYDICE subset
2 with respect to RMS of OPD in units of waves. A value of 1 correlates to near perfect
phase estimation. The error bars indicate the spread of Residual Strehl ratios for the
10 starting conditions of the minimization process (Section 2.2.4).
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(a) 50 SNR

(b) 25 SNR

Figure 4.9: Residual Strehl ratio results for 50 SNR and 25 SNR of HYDICE subset 2
with respect to RMS of OPD in units of waves. A value of 1 correlates to near perfect
phase estimation. The error bars indicate the spread of Residual Strehl ratios for the
10 starting conditions of the minimization process (Section 2.2.4).
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(a) 550 nm

(b) 500-600 nm

(c) 650-750 nm

(d) 400-700 nm

(e) 550-850 nm

Figure 4.10: Panchromatic objects of subset 2 of HYDICE data set.
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Figure 4.11: RMS contrast plotted against image subset number for the HYDICE data
set. The red-centered bands have higher contrast than the green centered-bands of the
same width. The monochromatic image has much lower contrast.
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(a) 200 SNR

(b) 100 SNR

Figure 4.12: Mean residual Strehl ratio results for SNR of 200 and 100 of the HYDICE
subsets with respect to RMS of OPD in units of waves, listed for each SNR value. A
value of 1 correlates to near perfect phase estimation. The error bars indicate the
standard deviation amid all 16 image subsets.
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(a) 50 SNR

(b) 25 SNR

Figure 4.13: Mean residual Strehl ratio results for SNR of 50 and 25 of the HYDICE
subsets with respect to RMS of OPD in units of waves, listed for each SNR value.
A value of 1 correlates to near perfect phase estimation. The error bars indicate the
standard deviation amid all 16 image subsets.
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Figures 4.14 and 4.15 show the residual Strehl ratio for the AVIRIS data subset. For
the narrower passbands, a strange behavior develops. At 0.05 waves RMS of OPD, the
residual Strehl ratio varies from 0.6 to 0.9. This is counter intuitive because the system
has the least amount of aberrations. Therefore, finding the minimum of the error metric of BPD should be relatively easy for the quasi-Newton method to find. This is not
the case. Even more disconcerting is the “valley” that appears at 0.20 waves. There
has yet to be a plausible explanation for the improvement in BPD performance at the
0.25 and 0.30 waves RMS of OPD. If the starting guesses for the minimization of the
error metric were such that the standard deviation was set at or around 0.10 waves,
then this could explain the “peak/valley” behavior centered at 0.10 waves. However,
the starting guesses were set to have a standard deviation of half of the modeled system’s aberration, so the 0.05 RMS of OPD case had starting guesses with a standard
deviation of 0.025, 0.10 OPD had starting guesses with a 0.05 standard deviation, etc.
The confusion is increased when examining the 300 nm passbands. These follow the
familiar shape found in the HYDICE and Hyperion results. The red-centered passband
out performed the green-centered passband, as observed before. Figure 4.16 shows the
panchromatic objects for the AVIRIS scene. The contrast for the red-centered passbands is larger than the green-centered (shown in Table 4.1), which explains the difference in performance for the 300 nm passbands, but does not explain the “peak/valley”
behavior of the 100 nm and monochromatic passbands. It is important to note that this
phenomenon is only found in the AVIRIS data set.
The observations of the performance of broadband phase diversity are consistent
with expectation, except for a few noted cases. Usually, increases in the OPD degrades
performance. It degrades more with wider bandwidths, and even more if centered at
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(a) 200 SNR

(b) 100 SNR

Figure 4.14: Residual Strehl ratio results for 200 and 100 SNR values of AVIRIS
subset 1 with respect to RMS of OPD in units of waves. A value of 1 correlates to near
perfect phase estimation. The error bars indicate the spread of Residual Strehl ratios
for the 10 starting conditions of the minimization process (Section 2.2.4).
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(a) 50 SNR

(b) 25 SNR

Figure 4.15: Residual Strehl ratio results for 50 and 25 SNR values of AVIRIS subset 1
with respect to RMS of OPD in units of waves. A value of 1 correlates to near perfect
phase estimation. The error bars indicate the spread of Residual Strehl ratios for the
10 starting conditions of the minimization process (Section 2.2.4).
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(a) 550 nm

(b) 500-600 nm

(c) 650-750 nm

(d) 400-700 nm

(e) 550-850 nm

Figure 4.16: Panchromatic objects of subset 1 of AVIRIS data set.
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Monochromatic
100 nm Green
100 nm Red
300 nm Green
300 nm Red

110
RMS Contrast [µW/cm2 st]
1.3 × 1011
1.5 × 1012
2.8 × 1012
4.5 × 1012
5.8 × 1012

Table 4.1: RMS contrast for the AVIRIS data set. The red-centered bands have higher
contrast than the green centered-bands of the same width. The monochromatic image
has much lower contrast.
550 nm, compared to passbands centered at 700 nm. Degradation due to noise was
not observable. The Hyperion data set showed some degradation at 25 SNR, but that
was it. These results represent how well BPD estimated the aberrations due to piston,
tip and tilt misalignments between sub-apertures. While it is important to the system
performance, the restoration image quality is of more importance in the evaluation of
these sparse aperture systems.
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Image Quality Results

Three metrics were used to define image quality; N RM SE given in Equation 3.10,
H1 given in Equation 3.16, and H2 given in Equation 3.17. The image reconstructions for a set of nominal imaging scenarios of subset 2 of the HYDICE data set are
shown in Figure 4.17. The associated metrics are listed in Table 4.2. As the aberrations get worse, the image quality suffers. This follows intuition. However, for the
0.20 OPD case, the image quality metrics improve slightly over the 0.15 OPD case.
Visual inspection of Figures 4.17(d) and 4.17(c) agree with that assessment. The 0.15
OPD case has more of a texture, or grain to the image. This is due to the boosting of
spatial frequencies that are more noise than signal during the pseudo Wiener-Helstrom
restoration process (Section 2.3). Note that the residual Strehl ratio does not follow the
pattern of the image quality metrics. The human visual metrics match the pattern of
N RM SE for this case.
OPD
0.05
0.10
0.15
0.20
0.25
0.30

Res. Strehl
0.951
0.928
0.915
0.855
0.762
0.197

NRMSE
0.073
0.082
0.093
0.092
0.102
0.135

H1
0.521
0.584
0.664
0.650
0.689
0.805

H2
0.537
0.610
0.708
0.695
0.747
0.877

Table 4.2: Residual Strehl ratio and Image Quality Metrics for Figure 4.17
Figure 4.18 shows the image scenario reconstructions with the same passband and
an SNR level of 25. Obviously, these images are much more degraded than those
with an SNR of 200. The lowest aberrated case in Figure 4.18 is perceived to be less
degraded than the 0.30 OPD, 200 SNR case (Figure 4.17(f)), but more degraded than
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(a) 0.05 OPD

(b) 0.10 OPD

(c) 0.15 OPD

(d) 0.20 OPD

(e) 0.25 OPD

(f) 0.30 OPD

Figure 4.17: Image reconstructions for 550-850 nm passband with a 200 SNR.
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the 0.25 OPD, 200 SNR case (Figure 4.17(e)). In fact, this is what the image quality
metrics indicate as well. The image quality metrics follow the intuition of the author
for the 2,640 reconstructed images. The reader will be spared the gory details, and the
quality metrics will be the focus of further analysis.
OPD
0.05
0.10
0.15
0.20
0.25
0.30

Res. Strehl
0.943
0.893
0.848
0.793
0.714
0.159

NRMSE
0.116
0.123
0.130
0.132
0.135
0.174

H1
0.685
0.688
0.695
0.698
0.704
0.724

H2
0.795
0.811
0.824
0.828
0.835
0.857

Table 4.3: Residual Strehl ratio and Image Quality Metrics for Figure 4.18
The image quality metrics for a single subset of the Hyperion data (subset 3) are
shown in Figures 4.19 through 4.21. The left axis corresponds to the values for H1
(solid line) and H2 (dashed and dotted) metrics, and the right axis is the scale for the
NRMSE (dashed) metric. The colors indicate SNR values. The 25 SNR cases across
all passbands have the worst image quality, which is expected. The 25 SNR cases act
as a sort of worst-case-scenario for the image quality metrics. As the OPD parameters
get larger, the IQMs approach that of the 25 SNR cases. For wider bandwidths, the image quality metrics approach the value of the 25 SNR faster than narrower bandwidths.
That means that narrower bandwidths are more robust to aberrations than wider bandwidths. The human visual metrics of H1 and H2 illustrate this behavior much clearer
than NRMSE. For example, lets look at the imagery from the 550-850 nm passband
at 0.15 waves OPD for all SNR values, shown in Figure 4.22. Compared to the 650750 nm passband, shown in Figure 4.23, the quality at 200 SNR is much better. Both
passbands degrade to a similar level of quality as SNR decreases.
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(a) 0.05 OPD

(b) 0.10 OPD

(c) 0.15 OPD

(d) 0.20 OPD

(e) 0.25 OPD

(f) 0.30 OPD

Figure 4.18: Image reconstructions for 550-850 nm passband with a 25 SNR.
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Figure 4.19: Image quality metrics for the monochromatic passband of Hyperion subset 3, a sample of the Hyperion data, with respect to RMS of OPD in units of waves.
A low value indicates better image quality.
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(a) 500-600 nm

(b) 650-750 nm

Figure 4.20: Image quality metrics for the 100 nm passbands of Hyperion subset 3, a
sample of the Hyperion data, with respect to RMS of OPD in units of waves. A low
value indicates better image quality.
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(a) 400-700 nm

(b) 550-850 nm

Figure 4.21: Image quality metrics for the 300 nm passbands of Hyperion subset 3, a
sample of the Hyperion data, with respect to RMS of OPD in units of waves. A low
value indicates better image quality.
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(a) 200 SNR

(b) 100 SNR

(c) 50 SNR

(d) 25 SNR

Figure 4.22: Restored imagery for Hyperion subset 3 at the 550-850 nm passband with
0.15 waves OPD.
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(a) 200 SNR

(b) 100 SNR

(c) 50 SNR

(d) 25 SNR

Figure 4.23: Restored imagery for Hyperion subset 3 at the 650-750 nm passband with
0.15 waves OPD.
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The mean image quality metrics with standard deviation error bars are shown in
Figures 4.24 through 4.26 for each passband and Figures 4.27 through 4.28 for each
SNR value. The low SNR cases have roughly the same image quality for all levels of
aberration. The higher the SNR, the more degradation occurs with the introduction of
aberrations. The difference in image quality between passbands was not found to be
statistically significant, as emphasized by the tight grouping of plots in Figures 4.27
and 4.28.

Figure 4.24: Average image quality metrics for the Hyperion data set (16 images) with
respect to RMS of OPD in units of waves, shown for the monochromatic passband. A
low value indicates better image quality.
The image quality metrics of a sample of the HYDICE data are shown in Figures
4.29 through 4.31. This is a case where noise is not the limiting factor of the sys-
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(a) 500-600 nm

(b) 650-750 nm

Figure 4.25: Average image quality metrics for the Hyperion data set (16 images) with
respect to RMS of OPD in units of waves, shown for the 100 nm passbands. A low
value indicates better image quality.
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(a) 400-700 nm

(b) 550-850 nm

Figure 4.26: Average image quality metrics for the Hyperion data set (16 images) with
respect to RMS of OPD in units of waves, shown for the 300 nm passbands. A low
value indicates better image quality.
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(a) 200 SNR

(b) 100 SNR

Figure 4.27: Average image quality metrics for the Hyperion data set (16 images) with
respect to RMS of OPD in units of waves, shown for 200 and 100 SNR values. A low
value indicates better image quality.
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(a) 50 SNR

(b) 25 SNR

Figure 4.28: Average image quality metrics for the Hyperion data set (16 images) with
respect to RMS of OPD in units of waves, shown for 50 and 25 SNR values. A low
value indicates better image quality.

CHAPTER 4. RESULTS

125

tem. The noisy situation (25 SNR) maintains a relatively constant image quality as
aberrations increase, while the less noisy scenarios have better quality at the lower
aberrations and actually have worse quality metrics (compared to the 25 SNR case)
when aberrations are at 0.30 waves. This is a failure of the image quality metrics to
quantify the “banding” artifacts. We will treat this further in Section 4.6.

Figure 4.29: Image quality metrics for the monochromatic case of HYDICE subset 2
with respect to RMS of OPD in units of waves. A low value indicates better image
quality.
The average image quality metrics for all of the HYDICE data are shown in Figures
4.32 through 4.34 for each passband and in Figures 4.35 and 4.36 for each SNR value.
Similar observations that were made of the Hyperion data can be made here. The image
quality is better for high SNR and low OPD. As OPD is increased, high SNR image

CHAPTER 4. RESULTS

126

(a) 500-600 nm

(b) 650-750 nm

Figure 4.30: Image quality metrics for the 100 nm passbands of HYDICE subset 2
with respect to RMS of OPD in units of waves. A low value indicates better image
quality.
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(a) 400-700 nm

(b) 550-850 nm

Figure 4.31: Image quality metrics for the 300 nm passbands of HYDICE subset 2
with respect to RMS of OPD in units of waves. A low value indicates better image
quality.
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quality values approach the image quality of 25 SNR scenarios. Again, there is no
statistical difference between the image quality of the passbands, as explicitly shown
in Figures 4.35 and 4.36. It is interesting to note that the error bars for the HYDICE
data are significantly smaller than the error bars of the Hyperion data. The different
landscape types are a possible explanation. The HYDICE data is all desert, while the
Hyperion is a mix of urban and vegetation landscape types.

Figure 4.32: Average image quality metrics for the HYDICE data set (5 images) with
respect to RMS of OPD in units of waves, shown for the monochromatic passband. A
low value indicates better image quality.
The image quality results for the AVIRIS data set are shown in Figures 4.38 through
4.40 for each passband. The strange “peak/valley” behavior of broadband phase diversity as reflected in the Strehl ratio is seen here in the image quality. We find an instance
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(a) 500-600 nm

(b) 650-750 nm

Figure 4.33: Average image quality metrics for the HYDICE data set (5 images) with
respect to RMS of OPD in units of waves, shown for each 100 nm passband. A low
value indicates better image quality.
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(a) 400-700 nm

(b) 550-850 nm

Figure 4.34: Average image quality metrics for the HYDICE data set (5 images) with
respect to RMS of OPD in units of waves, shown for each passband. A low value
indicates better image quality.
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(a) 200 SNR

(b) 100 SNR

Figure 4.35: Average image quality metrics for the HYDICE data set (5 images) with
respect to RMS of OPD in units of waves, shown for 200 and 100 SNR values. A low
value indicates better image quality.
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(a) 50 SNR

(b) 25 SNR

Figure 4.36: Average image quality metrics for the HYDICE data set (5 images) with
respect to RMS of OPD in units of waves, shown for 50 and 25 SNR values. A low
value indicates better image quality.

CHAPTER 4. RESULTS

133

where the optical degradation raises the image quality metric more than one’s perception. The image quality metric says the quality is worse than what is observed. For the
500-600 nm passband at an OPD of 0.20, we see the SNR of 200 case has a higher H1
than at the SNR of 25. Figure 4.37 shows the reconstructed images. The banding in
the 200 SNR case is partially due to the spectral nature of the scene and partially due
to the error in the phase estimation. The human visual model used in the H1 metric
cues in on the spatial frequencies of the banding and results in a higher H1 metric.

(a) 0.20 OPD, 200 SNR, H1=0.964

(b) 0.20 OPD, 25 SNR, H1=0.906

Figure 4.37: Restored imagery for AVIRIS subset 1 at the 500-600 nm passband with
200 SNR.
The image quality metrics have been presented and discussed as they relate to
the RMS of OPD, bandpass of interest, and noise level. Their relationship to BPD
performance is now explored.
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Figure 4.38: Image quality metrics for the monochromatic case of the AVIRIS subset
3 with respect to RMS of OPD in units of waves. A low value indicates better image
quality.
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(a) 500-600 nm

(b) 650-750 nm

Figure 4.39: Image quality metrics for the 100 nm passbands of the AVIRIS subset 3
with respect to RMS of OPD in units of waves. A low value indicates better image
quality.
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(a) 400-700 nm

(b) 550-850 nm

Figure 4.40: Image quality metrics for the 300 nm passbands of the AVIRIS subset 3
with respect to RMS of OPD in units of waves. A low value indicates better image
quality.
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Image Quality and BPD Performance

To investigate the relationship between the wavefront estimate and the restored image
quality, the degraded images of the sparse aperture (SA) systems were restored via Section 2.3 with exact wavefront knowledge. The IQMs were calculated, and a difference
was taken with the BPD restored images as

∆IQM = IQMBPD − IQMtruth ,

(4.1)

where IQMBPD is the IQM of the restored imagery using the BPD estimated OPD
function and IQMtruth is the IQM of the restored imagery with the actual OPD function. A positive value corresponds to the truth restoration having better image quality.
Figures 4.41 through 4.43 are plots of the change in IQM versus the residual Strehl
ratio for the H1, H2, and NRMSE metrics. There is a strong concentration of points
along the zero axis for all change in IQMs. This indicates that for most cases, BPD
does not degrade image quality performance, or at least is not limiting it. There is a
spread of points above the axis when the Strehl ratio is lower than 0.6 – indicating
image quality degradations are due to BPD performance.
Two things are strange in these figures. One, at high Strehl ratios there are some
data points above the axis, indicating that performance is degraded by BPD even when
the Strehl is one. Two, there are data below the axis – indicating that restoring with
exact phase knowledge produces worse image quality. The only plausible explanation
is in the restoration method itself. The minimization process in estimating the object
power spectrum has stochastic starting conditions to initialize the search. Multiple
starting guesses may improve this method and ensure that each restoration has an ap-
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propriate estimate. This only happened for a relatively low number of cases out of the
total 2,640 restorations, so it was not implemented for this study. Future studies should
include it.

Figure 4.41: The change in the H1 image quality metric versus the residual Strehl ratio
for all imaging scenarios. A positive change in H1 indicates a degradation in image
quality caused by BPD.
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Figure 4.42: The change in the H2 image quality metric versus the residual Strehl ratio
for all imaging scenarios. A positive change in H2 indicates a degradation in image
quality caused by BPD.

Figure 4.43: The change in the NRMSE image quality metric versus the residual Strehl
ratio for all imaging scenarios. A positive change in NRMSE indicates a degradation
in image quality caused by BPD.
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Spectral Character of the Data Set

The relationships to spectral character of the scenes will be treated, but first the spectral
character of the scenes themselves are discussed.
The spectral character metrics described in Section 3.3.2 are discussed here. All of
the charts will use the same conventions when describing the data set imagery (from
Section 3.7.2) as shown in Figure 4.44.

Figure 4.44: Convention used when referring to the specific data sets in the proceeding
plots.
Using a threshold of the NDVI (Equation 3.7), the plot of the fraction of vegetation
in each scene is shown in Figure 4.45. As stated previously, the HYDICE image has
a relatively low amount of vegetation. The Hyperion set starts over Lake Ontario in
subset 1. Hence, subset 1 has no vegetation. As the flight line moves south, the general
trend of higher levels of vegetation is evident. Subset 4 is directly over Rochester,
which explains why that scene has the least amount of vegetation for all landcover
Hyperion subsets.
The other spectral character metrics are dependent on the passband of interest. We
start by discussing the metrics of Section 3.6 that did not provide enough discriminability of the data set to distinguish spectral features that effect the BPD performance and
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Figure 4.45: Percent of the scene that is vegetation. The x-axis numbers indicate the
subset number, and the color indicates the data set.
the image quality of the modeled systems.
The spectral angle of each pixel to the image-wide mean was found to have very
similar values across all images of the experiment. The Euclidean distance, conversely,
was very different for each data set. The Hyperion data set had much smaller radiance
values. The value of the Euclidean distance was too dependent on the radiance calibration of the instrument to be used in this cross-instrument study of spectral features
that change the performance of a sparse aperture system with phase diversity.
The normalized Euclidean distance given in Equation 3.5 is displayed in Figures
4.46, 4.47, and 4.48. The mean values are all comparable to each other, no matter the
sensor. The mean of Hyperion subset 1 is very small due to the image being completely over Lake Ontario. Likewise, the mean is small over subset 16 because the
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image is mostly vegetation (i.e. there isn’t much spectral clutter). The jump in the
mean for subset 2 of the Hyperion set for the red-centered passbands is due to the
coastal nature of the image. The panchromatic image for each bandpass is illustrated
in Figure 4.49. The red-centered passbands have much higher contrast for the land
coverage of the image, while the lake continues to be dark across all bands. Hence, the
mean normalized Euclidean distance cues in on the spectral uniformity of the image.
The more uniform the image, the lower the metric. The variance of the normalized
Euclidean distance shows a similar pattern in the data. The images with more change
in the normalized Euclidean distance have more spectral clutter. The dynamic range
gives insight into outlying pixels of the image. The Hydice data set has intended targets scattered throughout the imagery with varying levels of spectral difference from
the background. These targets expand the dynamic range of the normalized Euclidean
distance.
The spectral character metrics of interest are the normalized Euclidean distance
and percentage of vegetation. We now examine the relationship between the spectral
character of the scene and the trade-space evaluation metrics.
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(a) 100 nm passband at green

(c) 300 nm passband at green
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(b) 100 nm passband at red

(d) 300 nm passband at red

Figure 4.46: The normalized mean of the Euclidean distance from each pixel with
respect to the scene-wide mean. The green bar is the AVIRIS subset. The red bars are
the HYDICE subsets, and the blue are the Hyperion subsets.
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(a) 100 nm passband at green

(c) 300 nm passband at green
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(b) 100 nm passband at red

(d) 300 nm passband at red

Figure 4.47: The variance of the normalized Euclidean distance from each pixel with
respect to the scene-wide mean. The green bar is the AVIRIS subset. The red bars are
the HYDICE subsets, and the blue are the Hyperion subsets.
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(a) 100 nm passband at green

(c) 300 nm passband at green
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(b) 100 nm passband at red

(d) 300 nm passband at red

Figure 4.48: The dynamic range of the normalized Euclidean distance from each pixel
with respect to the scene-wide mean. The green bar is the AVIRIS subset. The red bars
are the HYDICE subsets, and the blue are the Hyperion subsets.
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(a) 550 nm

146

(b) 500-600 nm

(d) 400-700 nm

(c) 650-750 nm

(e) 550-850 nm

Figure 4.49: Panchromatic objects of subset 2 of Hyperion data set illustrates what the
normalized Euclidean distance cues upon. The greater the segmentation of the image,
or the lack of uniformity will result in a high mean normalized Euclidean distance.
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Spectral Character Dependence

The relationships between the spectral nature of different landscape types and the performance of BPD and image quality are explored here. The residual Strehl ratio and the
reconstruction image quality metrics are plotted against the spectral character metrics
of interest in Figures 4.50 - 4.51.

(a) Mean of normalized Euclidean distance

(b) Variance of normalized Euclidean distance

(c) Dynamic range of norm. Euclidean distance

(d) % Vegetation

Figure 4.50: Residual Strehl ratio vs. a selection of spectral character metrics of all
simulations. OPD is delineated by plot marks and passband by color. SNR is not
delineated.
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The residual strehl ratio exhibits a weak relationship (if any at all) with the spectral
character metrics. The strehl falls off mostly due to OPD and SNR, as shown earlier.
The water scene has low spectral character metrics, and its already been discussed why
that scene has poor BPD performance, and that causes the drop off in performance on
the left-hand side of Figures 4.50(a), 4.50(b) and 4.50(b).

(a) Mean of normalized Euclidean distance

(b) Variance of normalized Euclidean distance

(c) Dynamic range of norm. Euclidean distance

(d) % Vegetation

Figure 4.51: N RM SE vs. a selection of spectral character metrics of all simulations.
OPD is delineated by plot marks and passband by color. SNR is not delineated.
The IQM’s increase as the mean, variance, and dynamic range of the normalized

CHAPTER 4. RESULTS

149

(a) Mean of normalized Euclidean distance

(b) Variance of normalized Euclidean distance

(c) Dynamic range of norm. Euclidean distance

(d) % Vegetation

Figure 4.52: H1 vs. a selection of spectral character metrics of all simulations. OPD is
delineated by plot marks and passband by color. SNR is not delineated.
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(a) Mean of normalized Euclidean distance

(b) Variance of normalized Euclidean distance

(c) Dynamic range of norm. Euclidean distance

(d) % Vegetation

Figure 4.53: H2 vs. a selection of spectral character metrics of all simulations. OPD is
delineated by plot marks and passband by color. SNR is not delineated.

CHAPTER 4. RESULTS

151

euclidean distance increase. The all-water scene of Hyperion is the reason the variance
and dynamic range have lower image quality metrics because the low intensity and
lack of spatial frequency content in the image pushes the metrics lower, leading one to
believe the image looks better when, in reality, there isn’t much of an image to look
at. However, the mean of the normalized distance still exhibits this trend beyond the
contribution of the all-water scene. The differences between the each image quality
metric are evident in these plots as well. NRMSE increases in value as the spectral
character metrics increase like in the other IQMs, but the range of values (across SNR
and OPD dimensions) increases, too. In other words, the robustness to the SNR and
OPD design metrics decreases as the normalized euclidean spectral character metrics
increase. The more segmented an image is, the more important it is to have high SNR
and low OPD. The lowest value for NRMSE is fairly constant across spectral character
metrics. The percentage of vegetation metric has no discernible relationship to image
quality.
The H1 and H2 image quality metrics have a few sets of pixels that are much higher
than most. Hyperion’s subset 4 is the culprit. The subject of subset 4 is the city center
of Rochester, NY. Much of the scene is man-made clutter. The assumption made in the
restoration process is that the power spectrum of the object falls off as ρ−α where ρ is
the radial spatial frequency. This allows for an estimate of the noise-to-signal power
spectrum ratio term of the Wiener filter (Section 2.3). The estimation of the noise-tosignal power ratio fails in this case. The results for BPD are typical to the Hyperion
subset 3, shown previously. Only the HVS metrics exhibit this odd behavior. Figure
4.54 displays the IQM results for the 100 nm passband at the red center.
In an effort to observe the broader trends explicitly, Figure 4.55 is a set of plots
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Figure 4.54: Image quality metrics for the 100 nm passband of Hyperion subset 4 with
respect to RMS of OPD in units of waves. A low value indicates better image quality.
This subset is responsible for the outliers of Figures 4.52 and 4.53.
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of the average H1 metric over all OPD parameters versus the mean of the normalized
distance for each SNR value. As the scene becomes less spectrally cluttered, the average image quality metric decreases indicating image quality increases. The error
bars indicate the standard deviation over OPD values. It is interesting to note the error
bars are much smaller for the 25 SNR case because the image quality metric does not
vary much with OPD, while the 200 SNR case has the largest error bars because of
the spread in image quality over the OPD parameters. The outlier data are again the
Hyperion subset 4 scene comprising the cluttered city-center.
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(a) 200 SNR

(b) 100 SNR

(c) 50 SNR

(d) 25 SNR

Figure 4.55: Average H1 over OPD vs. mean of normalized Euclidean distance for
individual SNR values.
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There were no discernible relationships between image quality or residual Strehl
ratio to the percent of vegetation in the scene. In fact, there were no relationships found
between the residual Strehl ratio and any of the spectral character metrics studied in
this work.
The relationship between image quality and the normalized Euclidean distance is
obvious, however. The image quality generally will improve over images with low
mean normalized Euclidean distances from the scene-wide mean. This implies that
when a sparse aperture system captures imagery over landscape boundaries, the system
image quality will suffer.

4.6

Spectral Artifact Results

The spectral artifacts are defined as imagery degradations found when modeling with
the spectral-world model that are not seen in the gray-world model. Results of the
analysis detailed in Section 3.6 are now discussed.
The normalized root-mean-square error between the spectral-world and gray-world
forward models (N RM SEspec ) for subset 3 of the Hyperion data set, are shown in
Figure 4.57 when plotted for each passband and in Figure 4.56 when plotted for each
SNR value. The reader is reminded that this is simply a model comparison metric. The
spectral-world forward model was replaced with the gray-world model, and the reconstructions were done with the same exact filters used in the spectral-world, broadband
phase diversity system. Essentially, N RM SEspec is an indicator of how much broadband light hurts the image quality, not BPD performance.
A general relation is found for all passbands across SNR values. Simply put, higher
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SNR values correspond to more spectral artifacts. This is due to the spatial frequency
nature of the artifacts. The artifacts are caused by OTF properties. These properties
are being drowned out with more noise at low SNR, so the noise is suppressing the visibility of the spectral artifacts. This is a somewhat disconcerting phenomenon because
system designers like to increase SNR, and in this situation that will enhance the appearance of spectral artifacts depending on the aberration and passband of the system.
It is a tricky design space. To clarify, SNR is a much more important design metric
than spectral artifacts. The author does not mean to suggest to design a system with a
lower SNR to avoid spectral artifacts. The author does claim that spectral artifacts may
show up in real imagery and should be mitigated appropriately. As evident from Figure
4.56, the green-centered passbands have more spectral artifacts than the red-centered
passbands of equal width. The order of magnitude of these artifacts are approximately
2% for 100 nm bandwidths and 4% for 300 nm bandwidths. It is observed that the
difference in N RM SEspec between green and red-centered passbands is not uniform
across scene content.
As expected, more aberrations cause more spectral artifacts. The lowest aberration levels examined (0.05 waves RMS) were all less than 3%, while at 0.30 waves
aberration the spectral artifacts (depending on passband and SNR) can be as high as
9.5%.
The spectral artifacts for subset 2 of the Hydice data set is shown in Figure 4.58.
The difference between the red-centered and green-centered passbands is less than the
difference in the Hyperion case shown previously. It is suspected that this is due to the
spectral nature of the imagery. Figure 4.59 shows the average spectral artifacts over
OPD values versus the mean of the normalized Euclidean distance for all images.
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(a) 200 SNR

(b) 100 SNR

(c) 50 SNR

(d) 25 SNR

Figure 4.56: N RM SEspec for Hyperion subset 3 with respect to RMS of OPD in units
of waves for each SNR value.
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(a) 500-600 nm

(b) 650-750 nm

(c) 400-700 nm

(d) 550-850 nm

Figure 4.57: N RM SEspec for Hyperion subset 3 with respect to RMS of OPD in units
of waves for each passband.
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(a) 200 SNR

(b) 100 SNR

(c) 50 SNR

(d) 25 SNR

Figure 4.58: N RM SEspec for HYDICE subset 2 with respect to RMS of OPD in units
of waves for each SNR value.
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(a) 200 SNR

(b) 100 SNR

(c) 50 SNR

(d) 25 SNR

Figure 4.59: The average spectral artifacts (N RM SEspec ) over OPD parameters versus
mean normalized Euclidean distance for all image sets.
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As the scenes become more segmented and cluttered by spectrally different materials, the average spectral artifacts increase. The trend is evident within each passband,
represented in Figure 4.59 as different colors.
The cause of the spectral artifacts is explained by the highly modulated nature of
the OTF of a sparse aperture system. At each passband, the spectral-world OTF is
spatially scaled by wavelength (according to Equation 2.9). For degraded imaging
situations (i.e. highly aberrated and/or wide spectral bandwidth) the OTF has zeros
for each passband. Therefore, some spatial frequencies do not get passed through the
system. These blocked spatial frequencies are different for each wavelength.
For example, if the scene consisted of two Air Force test grids like the one shown
in Figure 4.60, and one was bright red, the other bright green. The bright red test grid
would be missing a set of spatial frequencies associated with that shade of red. Likewise for the green grid. The green grid would be missing a set of spatial frequencies
associated with that shade of green. Now if we had a test grid that had both red and
green bars close together, the red grid would have spatial frequencies present that the
green grid didn’t. The absence of the spatial frequency from the green grid fools the
restoration filter and amplifies at that frequency. The amplification causes a “banding”
artifact in the restored image. The frequency and direction of the banding are directly
related to the sparse aperture layout (Triarm 9, Golay 6). It has been proposed that the
aberration distribution has an effect on the characteristics of spectral artifacts, but has
not been examined.
Section 3.6 describes the methodology used in isolating the spatial frequencies that
are contained in the banding. The results of the isolated dominant sinusoids are shown
in Figure 4.61 for the AVIRIS subset, 400-700 nm passband, SNR value of 50, and
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RMS of OPD of 0.20 waves. The list of locations and relative magnitude are found in
Table 4.4.

Figure 4.60: A US Air Force test pattern. Each three-bar pattern has a different spatial
frequency. When used as an object of an imaging system, statements about the passing
spatial frequencies can be made.
The clusters come in pairs symmetric about the origin. Sinusoids in the image are at
a rate of the radial frequency and travel in a 90 degree angle from the pair. The majority
of the energy of the spectral artifacts for this case are clusters 1 and 2, indicated by the
outer red centroid on the upper left and lower right of the origin. The blue centroids
(#’s 3-6) are a third of the energy found in the red. The purple and black centroids are
at low spatial frequencies and have low magnitudes. This is a bit unusual. We expect
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Figure 4.61: Centroids of the isolated spatial frequencies that make up the spectral
artifacts for the AVIRIS subset with a passband of 400-700 nm, 50 SNR, and 0.20
waves of aberration. The color indicates the relative magnitude of the cluster weighted
by the N RM SEspec .

Cluster
1
2
3
4
5
6
7
8
9
10

Relative Magnitude [%] Radial Frequency [cycles/mm] Angle [degrees]
26.512
0.423
155.1
26.512
0.422
-24.9
7.902
0.188
160.3
7.902
0.188
-19.7
7.682
0.366
60.2
7.682
0.366
-120.0
5.884
0.219
88.4
5.884
0.219
-91.6
2.020
0.103
45.0
2.020
0.103
-135.0

Table 4.4: Isolated dominant sinusoids of the spectral artifacts values and locations are
listed for the AVIRIS subset with a passband of 400-700 nm, 50 SNR, and 0.20 waves
RMS. 0o is defined as the x-axis.
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the artifacts to be mainly toward the outside of the transfer function. To investigate
this, the zero and near zero pixels of the OTF were found in the spectral forward model
of the optics and overlaid on Figure 4.61. The result is found in Figure 4.62.

Figure 4.62: Figure 4.61 overlaid with the array of where the spectral OTF zeros are
located across wavelengths. The overlay color indicates the number of wavelengths
where that value is zero. White is zero over all wavelengths, black is never zero, and
grayscale is somewhere in-between.
For the strong red centroid, we see a lot of zeros occur in that same general area
of the spatial spectrum. The weaker centroids have smaller regions of zeros, including
the black and purple centroids. This confirms the hypothesis that the spectral artifacts
are caused by the zeros in the spectral OTF, even in the low frequencies. A counter
argument can be made from Figure 4.62 that there seems to be no zeros for the black
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and blue centroids. It is refuted by the fact that the even though the particular centroids
are not exactly on the overlay map of zeros, zeros exist at the low spatial frequencies.
The method for finding the centroids is fairly remedial, and if this method was to be
improved, the clustering and centroid methods would be first to be optimized.
It is important to note that zeros in the OTF are not a problem when they span the
entire passband. The frequencies don’t get passed at all and are not taken into account
in the restoration process. It is only when some bands pass frequencies that other bands
do not when we find this phenomenon.
We now examine the spectral artifacts across selected scenes for all scenarios,
shown in Figure 4.63. The frequencies of the spectral artifacts clump together when
all the imaging scenarios are plotted. Figure 4.64 overlays the outline of the center
wavelength OTF of the Triarm9 sparse aperture over the plots of Figure 4.63. They
clump around the zeros created by the triarm architecture. These are the locations
where aberrations cause zeros to occur in the spectral OTF. The clump locations between these images further confirms this phenomenon to be caused by the spatial array
of the aberrations in the sparse aperture configuration or the spatial array of the sparse
aperture itself.
The spectral artifacts have been confirmed to have a main source caused by the
zeros in the spectral optical transfer function (OTF), which is why they are not evident
in gray-world simulations. Other sources are not ruled out, but the OTF zeros have
been shown to be the dominant source. The results are consistent over imagery and
landscape types.
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(a) AVIRIS subset 1, all scenarios

(b) HYDICE subset 2, all scenarios

(c) Hyperion subset 3, all scenarios

Figure 4.63: Displays of the isolated spatial frequencies of the spectral artifacts of all
image scenarios. The color indicates the relative magnitude of each cluster of spatial
frequencies weighted by N RM SEspec for a given reconstruction.
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(a) AVIRIS subset 1, all scenarios

(b) HYDICE subset 2, all scenarios

(c) Hyperion subset 3, all scenarios

Figure 4.64: Displays of the isolated spatial frequencies of the spectral artifacts of all
image scenarios. The color indicates the relative magnitude of each cluster of spatial
frequencies weighted by N RM SEspec for a given reconstruction. The outline of the
center bandpass OTF is shown.

Chapter 5
Conclusions
Sparse aperture systems is a possible answer to the technological challenge of increase
spatial resolution in the field of remote sensing. By creating a large array of telescopes,
the size and weight limitation of launching vehicles can me mitigated. This work
focused on the Triarm 9 spatial configuration, but the methodology could be applied to
other promising configurations, such as the Golay 6 or annulus.
A spectral-world model of the optics was implemented for the Triarm 9 configuration. Broadband phase diversity was used to estimate the misalignment aberrations,
and the estimate was used in the pseudo Wiener-Helstrom deconvolution algorithm to
reconstruct the original scene. The system was tested with varying levels of aberrations, levels of noise, passbands of interest, and varying scene character.
Phase diversity acting on narrow passbands outperformed wider passbands for most
scenes. The exception occurred for the AVIRIS data set, discussed in Section 4.1.
In most cases, narrow passbands were more robust to noise. Narrow passbands outperformed wider passbands, and red-centered passbands outperformed green-centered
168
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passbands. Contrast of the red-centered spectral passbands were shown to be consistently greater than the green-centered spectral passbands, and that effect is the reason for improved performance of red-centered passbands. There were no connections
found between phase diversity performance and the spectral character metrics.
The image quality of the restored imagery was quantified by three metrics – H1,
H2, and NRMSE. They were found to have reasonable correlation with the author’s
perception, and the argument has been posed that they work well for the scenarios
discussed in Section 4.2. The scenarios that the IQMs did not correlate well with
perception were presented, and an argument was posed that the disconnect was due to
the spectral artifacts found in the scene. NRMSE was well at correlated with the noise
of an image, which is consistent with the literature (Avcibas et al., 2002). H1 and H2
essentially provided the same information about image quality. The HVS metrics were
well correlated with the author’s perception, but sometimes are over sensitive to spatial
frequency degradations or restoration artifacts.
Image quality was found to degrade with aberrations, which is expected. Noisy
situations, while BPD still performs relatively well depending on the passband, degrades image quality drastically. The 25 SNR case across all situations produced very
degraded and grainy image quality. Narrow passbands were found to be more robust
to both noise and aberrations – partially due to the good BPD performance for those
situations. An effort was made to define a relationship between a change in aberration
to a change in SNR based on a constant image quality level. This relationship would
then be used as a trade off metric in the designing of a SA imager. The approach was
to calculate the numerical partial derivative of the IQMs with respect to both OPD and
SNR. The ratio of the partial derivatives provides the desired metric. However, the er-
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ror in this metric was found to be at least 3 orders of magnitude higher than the actual
metric. In other words, the data was too noisy to state with any certainty an image
quality equivalent of OPD to SNR.
It was found that BPD performance does not degrade image quality for a vast majority of scenarios. Only when the residual Strehl ratio became lower than 0.6 did any
change in image quality present itself. Broadband phase diversity once again proves
itself to be a viable solution to misalignment error mitigation for sparse aperture situations. Using this result, we consider any residual Strehl ratios less than 0.6 as failure
and any ratios higher as success. Averaging the successes over the 22 image subsets, a
set of plots is produced for the probability of success across the experimental parameters, shown in Figures 5.1 and 5.2. Rules of thumb are now inferred based on these
plots. The SNR of this system is well-behaved at and above 50, and should be used as
a design rule of thumb. The 300 nm green-centered passband exhibited catastrophic
phase estimation failure the majority of the time. A full visible system (400-700 nm)
is not recommended. The other passbands of interest (500-600 nm, 650-750 nm, and
550-850 nm) all showed acceptable results. The 0.25 waves of RMS of OPD aberration level failed categorically. A good guideline for phase estimation in this system is
to keep the aberrations below a quarter wave.
A correlation was found between all three image quality metrics and the mean
normalize Euclidean distance. The image quality increases when the normalized Euclidean distance is less than 0.02. When the value is above 0.02, the image quality is
not further degraded by the spectral character of the scene. In other words, the system
provides better quality images when the spectral content is uniform image-wide. This
is expected because it is when the gray-world assumption is much more accurate.
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(a) 200 SNR

(b) 100 SNR

Figure 5.1: Probability of broadband phase diversity success versus passband for 200
and 100 SNR situations.
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(a) 50 SNR

(b) 25 SNR

Figure 5.2: Probability of broadband phase diversity success versus passband for 50
and 25 SNR situations.
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Spectral artifacts were found to increase with less noise, high SNR values. The
restoration filter for these scenarios is more geared to invert the OTF degradation (as
opposed to noise suppression when SNR is low). The frequencies that are zero (or
close to zero) in the OTF are amplified by the restoration filter, which produce spectral
artifacts.
Spectral artifacts increase with aberrations and are more prevalent in wider bandwidths, which was shown by Block (2005). What was not previously known was that
the green-centered bands for spectrally interesting scenes had more spectral artifacts
than the red-centered passbands with the same widths. (Block, 2005) observed a scene
dependence in the spectral artifacts, but was not able to quantify the scenes characteristics that caused spectral artifacts. Figure 4.59 illustrates the relationship of spectral
artifacts with the mean normalized Euclidean distance (spectral character metric) of the
scene. The relationship is clear, especially for individual passbands. Each passband
has a linear nature with a distinct slope. The general relationship is that segmented
scenes with clearly defined boundaries of spectrally different materials will increase
spectral artifacts. The amount of increase depends on the passband.
The spatial frequencies where spectral artifacts appear were found to be where the
in-focus spectral OTF was zero or near zero. For multiple images and many scenarios,
these spatial frequencies clumped into certain locations. The clumps are dependent on
the both the spatial array of the sparse aperture the distribution of the sub-aperture misalignment errors. All experiments in this work used different magnitudes of the same
misalignment configuration. A different spatial distribution of misalignment errors
will change the spatial frequencies that the spectral artifacts appear.
The objectives set out for this work were completed. The robustness of phase di-
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versity was observed, and the author’s recommendation is to design a system with less
than 0.25 waves aberrations, an operational SNR at or higher than 50, and a bandwidth
of at least 100 nm but isn’t directly over the visible regime (400-700 nm). Attempts at
quantifying image quality for sparse aperture systems were made with success. Spectral artifacts were explicitly defined and analyzed. A clear relationship was discovered
between the spectral character of the scene and the NRMSE of the artifacts, and a main
source of spectral artifacts was confirmed to be the zeros in the forward spectral OTF.
Further work in this field should focus on the distribution of the misalignment errors of the sparse aperture imager. How do aberration distributions effect the locations
of zeros in the OTF? Is it possible to predict where the locations of zeros will be with
only knowledge of the probability distribution? Can longer integration times mitigate
this effect?
Other spatial sparse aperture configurations should be considered. SNR and bandwidth were taken to be independent in this study, even though they are physically
intertwined. Therefore, further work should explore the trade of SNR/bandwidth as
one dimension with respect to BPD performance, image quality, and spectral artifacts.

Appendix A
Zernike Polynomials
In 1934, Zernike developed an orthogonal set of polynomials defined on a unit circle.
They are used to describe the wavefront error associated with optical aberrations. A
more complete mathematical treatment can be found in (Noll, 1976), (Mahajan, 1994),
and (Wyant and Creath, 1992). Mahajan introduces the Zernikes by considering an optical system with a circular pupil of radius a. Let r and θ indicate the polar coordinates
of a point on the pupil. Let ρ = r/a so that 0 ≤ ρ ≤ 1, and let 0 ≤ θ < 2π. The wave
aberration function W (ρ, θ) of the system can be expanded in terms of a complete set
of orthogonal Zernike polynomials Rnm (ρ)cosmθ and Rnm (ρ)sinmθ of the form

)
∞ $
∞ (
$
2(n + 1) 2
1

W (ρ, θ) =

n=0 m=0

1 + δm0

Rnm (ρ) · (cnm cosmθ + snm sinmθ)

(A.1)

where cnm and snm are the expansion coefficients, n and m are positive integers such
that m ≤ n and n − m is even, and δij is the Kronecker delta. The radial component
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s! 2 − s ! n−m
−
s
!
2

(A.2)

which is a polynomial of degree n in terms of ρ consisting of ρn , ρn−2 , ... , to ρm . The
index n represents the radial degree or the order of the polynomial, and the index m is
sometimes referred to as the azimuthal frequency.
If we define the Zernikes to be orthonormal circle polynomials, we can write the
aberration equation as
W (ρ, θ) =

∞
$

aj Zj (ρ, θ)

(A.3)

j=1

where the index aj is the expansion of the aberration coefficient, the index j is the
polynomial-ordering number, which is a function of both n and m, and Zj (ρ, θ) is

N

2(n + 1)Rnm (ρ)cosmθ, m 2= 0
N
Zoddj (ρ, θ) =
2(n + 1)Rnm (ρ)sinmθ, m =
2 0
√
Zj (ρ, θ) =
n + 1Rn0 (ρ),
m = 0.

Zevenj (ρ, θ) =

(A.4a)
(A.4b)
(A.4c)

The relationship between j, n, and m that seems to be the standard that was defined
by Noll is such that an even j corresponds to a symmetric polynomial associated with
cosmθ. An odd j corresponds to an odd, or antisymmetric polynomial given as sinmθ.
Given n, the polynomial is ordered from least to greatest with respect to m. The
ordering is illustrated in Table A.1.
In this research the Zernikes are utilized in modeling the aberrations of each subaperture in the pupil function and used to find the estimated aberrations in the phase
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j
1
2
3
4
5
6
7
8
9
10
11

m
0
1
1
0
2
2
1
1
3
3
0

n
Zj (ρ, θ)
0
1
1
2ρcosθ
1
√ 2ρsinθ
2
2
− 1)
√3(2ρ
2
2
√ 6ρ2 sin2θ
2 √ 6ρ cos2θ
3 √ 8(3ρ3 − 2ρ)sinθ
3
3
8(3ρ
2ρ)cosθ
√ −
3
3
√ 8ρ sin3θ
3 √ 8ρ3 cos3θ
4
5(6ρ4 − ρ2 + 1)
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Description
piston
x tilt (tip)
y tilt
defocus
astigmatism (3rd order)
astigmatism (3rd order)
y coma
x coma
trefoil
trefoil
spherical

Table A.1: Different classifications of the Zernike Polynomials (Noll, 1976)
diversity algorithm.

Appendix B
Gradient Derivation
The following derivation is calculating the gradient of the aberration-only objective
function for monochromatic phase diversity (Equations 2.73 and 2.74), and is heavily
based on Paxman et al. (1992). In general, we use the property of syllogism (i.e.
the chain rule) multiple times because the aberration coefficient αnm is buried in the
pupil function, which is buried in the OTF, which is buried in the objective function.
The subscripts n and m, respectively are the indices of subapertures (n) and the order
of aberration (m). Lets start with the simple expression of the partial derivative of
Equation 2.72, shown here as Equation B.1
' K
'2
'$
'
'
'
Gj (u)Sj∗ (u)'
'
'
$ ' j=1

K
∂E
∂ $$
=
|Gk (u)|2 −
∂αnm
∂αnm u∈χ k=1
u∈χ

1

K
$
l=1
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|Sl (u)|2

.

(B.1)
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For the remainder of this section, we will assume an inherent u dependence. Unless it
is a point of emphasis, it will be omitted. Dropping the first term and using the quotient
rule, we have

∂E
=
∂αnm

'
'2
'
'$
'
∗'
G j Sj '
'
'
$'

∂
∂αnm

j

$
l

u∈χ

|Sl |2 −
6
$
l

$
j

|Sl |2

|Sj |2

∂
∂αnm

72

'2
'
'$
'
'
∗'
G j Sj '
'
'
'
j

.

(B.2)

We now take a slight aside to look at the imbedded nature of the problem. Equation
B.2 has two partial derivatives embedded. We’ll focus on the first one.
+
$*
∂ $
!
!
|Sk |2 =
Sk Sk∗ + Sk∗ Sk
∂αnm l
k

(B.3)

where the prime indicates the partial derivative over αnm . Notice that the second term
is just the complex conjugate of the first term. The second embedded partial is
∂
∂αnm

'
'2
'$
'
$
$
$
$
'
∗'
G j Sj ' =
Gj Sj∗
G∗j Sj% +
G∗j Sj
Gj Sj%∗
'
'
'
j

j

j

j

(B.4)

j

which has the same property. Returning to Equation B.2, we can use this property to
write
'
'2 6
7
6
7
'$
' $
$
$
$
'
'
Gj Sj∗ '
Sl∗ Sl% + c.c. −
|Sj |2
Gj Sj∗
G∗j Sj% + c.c.
'
'
'
$ j
∂E
j
j
j
l
=
6
72
∂αnm
$
u∈χ
|Sl |2
l

(B.5)
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where c.c. represents the complex conjugate. Using this notation allows us to simplify
Equation B.2 to

∂E
∂αnm

'
'2
'$
' $
$
$
$
'
'
Sl∗ Sl% −
Gj Sj∗ '
|Sj |2
Gj Sj∗
G∗j Sj%
'
'
$' j
j
j
j
l
=
+ c.c.
6
72
$
u∈χ
|Sl |2
=

$$
u∈χ

l

Zk Sk%

(B.6)

+ c.c.

k

where
 ˛
6
7
˛2
˛$
˛
$
$

˛
˛

∗
∗
2
∗
˛


Gj Sj ˛˛˛ Sk −
|Sj |
Gj Sj G∗k
˛

˛

˛
˛

j
j

 j
0
12
%
$
Zk (u ) =
B
|Sl |2 C
@
A




l




 0

where u% ∈ χ1
where u% ∈ χ0 .
(B.7)

We now need to derive the partial derivative of Sk . Using the discrete form of the
autocorrelation function, we can rewrite Sk in terms of the coherent transfer function
(CTF) as
Sk (u) =

1 $
Hk (u% )Hk∗ (u% − u).
2
Np u! ∈χ

(B.8)

where Np is the number of pixels. The αnm dependency is in the CTF, given as

Hk (u) =

N
$
n=1

|Hnk (u)|e2πi{θnk +

P

m

αnm φmn (u)}

(B.9)
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where N is the number of subapertures in the sparse aperture pupil, θnk is the added
phase diversity for subaperture n, and Hnk is the CTF for the nth subaperture in the k th
channel. The partial derivative of the CTF is
∂
Hk (u) = i2πφnm (u)Hnk (u).
∂αnm

(B.10)

Using Equations B.9 and B.10, we can write the partial derivative of the OTF as
(
)
∂
∂
1 $
∂
%
∗ %
∗ %
%
Hk (u − u)
Sk (u) =
Hk (u ) + Hk (u )
H (u − u)
∂αnm
Np2 u! ∈χ
∂αnm
∂αnm k
1 $
∗
=
[i2πφnm (u% )Hnk (u% )Hk∗ (u% − u) − i2πφnm (u% − u)Hk (u% )Hnk
(u% − u)]
Np2 u! ∈χ
L
M
$
i2π $
∗
=
φnm (u% )Hnk (u% )Hk∗ (u% − u) −
φnm (u%% )Hk (u%% + u)Hnk
(u%% )
Np2 u! ∈χ
u!! ∈χ
$
i2π
∗
=
φnm (u% ) [Hnk (u% )Hk∗ (u% − u) − Hnk
(u% )Hk (u% + u)]
Np2 u! ∈χ

(B.11)

where a substitution of the form u%% = u% − 1 was performed. The subscripts u% and
u%% are just dummy variables, so combining them is appropriate. The observation can
be made of Equation B.9 that the second term is almost the complex conjugate of the
first.
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Plugging Equation B.11 into Equation B.6 gives us the following
$
$
∂E
∗
= i2π
φnm (u% )
Zk (u% ) [Hnk (u% )Hk∗ (u% − u) − Hnk
(u% )Hk (u% + u)] + c.c.
∂αnm
k
u! ∈χ
M
L
$
$
∗
= i2π
φnm (u% )
Hnk (u% )Zk (u% )Hk∗ (u% − u) − Hnk
(u% )Zk (u% )Hk (u% + u) + c.c.
u! ∈χ

k

(B.12)

Because χ is centrosymmetric, we can substitute u%% = −u in the second term of
Equation B.12. We also use the Hermitian property of Zk to state

L
M
$
$
$
$
$
∂E
∗
= i2π
φnm (u% )
Hnk (u% )
Zk (u% )Hk∗ (u% − u) −
Hnk
(u% )
Zk∗ (−u%% )Hk (u% − u%% )
∂αnm
u∈χ
k
k
u! ∈χ
u!! ∈χ
(B.13)
Note that the first term is the actual complex conjugate of the second. This, with the
complex conjugate terms at the end of the equation gives
/
0
$
$
∂E
= −8π
φmn (u% )Im
Hnk (u% )(Zk (u% ) ∗ Hk∗ (u% ))
∂αnm
k
u! ∈χ

(B.14)

where Im indicates just the imaginary component of the expression. Equation B.14 is
the expression found in Equation 2.73, completing the derivation.

Appendix C
Unused Spectral Character Metrics
We start with the spectral angle of each pixel with respect to the mean (Equation 3.2).
The image-wide mean, variance and dynamic range of the spectral angle is shown for
the 500-600 nm passband in Figure C.1. This passband is indicative of the metric
values over all passbands. The values are fairly flat. The dynamic range has a max
spread of the spectral angle to be less than 5 degrees. In fact, most of the passbands,
like the one shown, have a dynamic range less than one degree. The narrowness of
the values of the spectral angle make this metric less likely to illustrate trends in the
performance of BPD and image quality.
The Euclidean distance from the mean is shown in Figure C.2 as the mean, variance, and dynamic range of the 500-600 nm passband. The data sets are scaled differently, so the Euclidean distance for Hyperion is very small comparatively. The
Euclidean distance is not a good metric of spectral character because of the evident
scaling issues.
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(a) Mean of SAM
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(b) Variance of SAM

(c) Dynamic Range of SAM

Figure C.1: The average, variance and standard deviation of the spectral angle between
each pixel and the scene-wide mean for the 500-600 nm passband. The green bar is the
AVIRIS subset. The red bars are the HYDICE subsets, and the blue are the Hyperion
subsets.
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(a) Mean of Euclidean distance
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(b) Variance of Euclidean distance

(c) Dynamic Range of Euclidean distance

Figure C.2: The average, variance and dynamic range of the Euclidean distance of each
pixel from the scene-wide mean for the 500-600 nm passband. The green bar is the
AVIRIS subset. The red bars are the HYDICE subsets, and the blue are the Hyperion
subsets.
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