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Abstract
We provide Lipschitz regularity for solutions to viscous time-dependent Hamilton-Jacobi
equations with right-hand side belonging to Lebesgue spaces. Our approach is based on a
duality method, and relies on the analysis of the regularity of the gradient of solutions to
a dual (Fokker-Planck) equation. Here, the regularizing effect is due to the non-degenerate
diffusion and coercivity of the Hamiltonian in the gradient variable.
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1 Introduction
We study the regularization effect of viscous Hamilton-Jacobi (briefly HJ) equations
∂tu(x, t)−
d∑
i,j=1
aij(x, t)∂iju(x, t) +H(x,Du(x, t)) = f(x, t) in QT = T
d × (0, T ),
u(x, 0) = u0(x) in T
d,
(1)
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with rough right-hand side f . Our aim is to show that weak solutions (in a suitable sense) with
bounded initial data u0 become Lipschitz continuous at positive times. The regularization effect
is based both on the non-degeneracy of the diffusion matrix aij , and on the strong coercivity
assumption of the Hamiltonian H with respect to Du. We have indeed in mind Hamiltonians of
the form
H(x, p) = h(x)|p|γ + b(x) · p, (2)
for some h, b ∈ C1(Td), γ > 1 and 0 < h0 ≤ h(x). Depending on the growth of H with respect
to the gradient variable, two main regimes are typically identified. If H is sub-quadratic, i.e.
1 < γ < 2, then the second order diffusion is the dominating term at small scales. For f ∈ L∞,
Lipschitz (and further) regularity of solutions for quasi-linear equations of the form (1) goes
back to classical literature, see e.g. [16]. On the other hand, in the super-quadratic case γ > 2
the diffusion term is considered “weaker”, and thus typically regarded as a perturbation of a
first-order HJ equation. In this direction, Ho¨lder regularity results with possibly unbounded f
have been obtained in [5, 6] (where aij can indeed be degenerate).
Our goal is to combine the regularization effects of both the diffusion and the coercivity
of the Hamiltonian. This is motivated by a remarkable result by P.-L. Lions [19], that states
Lipschitz regularity of solutions to the stationary counterpart of (1) for f ∈ Lq, q > d and any
γ > 1. In [19], a Bernstein method that exploits both diffusion and coercivity is developed, but
unfortunately it does not seem to generalize to time-dependent problems like (1).
Our analysis is based on a duality approach. The study of linear equations through their duals
(adjoint) is a classical idea, which has been explored recently in the nonlinear framework of HJ
equations by L.C. Evans [11]. Its application to viscous HJ equations, appearing in particular
in so-called Mean-Field Games systems, has been then investigated in a series of papers by
D. Gomes and collaborators, see [15] and references therein. Lipschitz bounds of solutions to
equations of the form (1) with unbounded or rough data have been in particular considered in
[13, 14]. In these works, limitations on the regularity of u itself (it is typically smooth), on the
growth of H , i.e. γ, or on d are imposed. Here, we obtain results for all γ > 1 and d ∈ N, and
for weak solutions to (1).
A motivation of our analysis comes indeed from the theory of Mean-Field Games [17], where
Hamilton-Jacobi equations of the form (1) appear naturally, and describe the value function
of a typical player in a differential game involving a large population of agents. Here, f is
a coupling term that may belong to a Lebesgue space. An important point in such systems
is to prove boundedness of the gradient of u, that is crucial not only for PDE purposes, but
also ensures boundedness of the optimal control-velocity of players that reached an equilibrium
and regularity of their distribution. It is worth noting that Mean-Field games systems naturally
exhibit the presence of an HJ equation and its dual Fokker-Planck: this feature somehow inspired
the methods by duality presented here.
We now state our two main results. Assume that d ≥ 2, and A = (aij) : QT → Sym(Rd),
where Sym(Rd) is the set of symmetric d× d real matrices, aij ∈ C(0, T ;W 2,∞(Td)) and
for some λ > 0, λ|ξ|2 ≤ aij(x, t)ξiξj ≤ λ−1|ξ|2 for all ξ ∈ Rd and a. e. (x, t) ∈ QT . (A)
Here and in the sequel the summation over repeated indices is understood. We perform our
analysis on the flat torus Td = Rd/Zd, to avoid boundary phenomena. A local analysis and a
treatment in unbounded domains like the whole Rd will be matter of future work.
We suppose that H(x, p) is C1(Td × RN ), convex in the second variable, and without loss of
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generality H ≥ 0 (if not, one may compensate by adding a positive constant to f). Moreover,
there exist constants γ > 1 and CH > 0 such that
C−1H |p|γ − CH ≤ H(x, p) ≤ CH(|p|γ + 1) ,
DpH(x, p) · p−H(x, p) ≥ C−1H |p|γ − CH ,
|DxH(x, p)| ≤ CH(|p|γ + 1) ,
C−1H |p|γ−1 − CH ≤ |DpH(x, p)| ≤ CH |p|γ−1 + CH ,
(H)
for every x ∈ Td, p ∈ Rd. Note that our model Hamiltonian (2) satisfies (H); we mention that the
assumptions on b in (2) could be relaxed, but this is beyond the scopes of this paper. Moreover,
an explicit dependance with respect to the time variable t could be easily added to H provided
that it respects the growth properties stated in (H).
The first result concerns the regularizing effect of the equation, namely Lipschitz regularity
of weak solutions u for positive times. Below γ′ = γ/(γ − 1) is the conjugate exponent of γ.
Theorem 1.1. Suppose that
• aij ∈ C(0, T ;W 2,∞(Td)) and satisfies (A),
• H ∈ C1(Td × Rd), it is convex in the second variable, and satisfies (H),
• f ∈ Lq(QT ), for some q > d+ 2 and q ≥ d+2γ′−1 ,
• u0 ∈ L∞(Td).
Let u be a weak solution to (1) (in the sense of Definition (2.1)) with P = Q in (12), i.e.
DpH(·, Du) ∈ LP (Td × (0, T )) for some P ≥ d+ 2.
Then, u(·, τ) ∈ W 1,∞(Td) for all τ ∈ (0, T ]. In particular, for all t1 ∈ (0, T ) there exists a
positive constant C1 depending on t1, λ, ‖a‖C(W 2,∞), CH , ‖u0‖L∞(Td), ‖f‖Lq(QT ), q, d, T such
that
‖u(·, τ)‖W 1,∞(Td) ≤ C1 for all τ ∈ [t1, T ]. (3)
If, in addition, u0 ∈ W 1,∞(Td), then there exists a positive constant C2 depending on
λ, ‖a‖C(W 2,∞), CH , ‖u0‖W 1,∞(Td), ‖f‖Lq(QT ), q, d, T such that
‖u(·, τ)‖W 1,∞(Td) ≤ C2 for all τ ∈ [0, T ]. (4)
Moreover, the same conclusions hold if u is a weak solution to (1) with P 6= Q in (12)
whenever aij(x, t) = Aij on QT for some Aij ∈ Sym(Rd) satisfying (A).
Note that if γ ≤ 2 (i.e. the sub-quadratic/quadratic regime) f is required to be in Lq(QT )
for some q > d+ 2, while in the super-quadratic case γ > 2 conditions on f are more strict.
If we assume in addition that u is a classical solution to (1), we have the following a priori
regularity results. Note that, with respect to the previous Theorem 1.1, Lipschitz bounds will
depend on weaker properties of the data a, f .
Theorem 1.2. Suppose that
• aij ∈ C([0, T ];C1(Td)) and satisfies (A),
• H ∈ C2(Td × Rd) and satisfies (H),
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• f ∈ C([0, T ];C1(Td)),
• u0 ∈ C1(Td).
Let
q > min
{
d+ 2,
d+ 2
2(γ′ − 1)
}
. (5)
Then, there exists a positive constant C3 depending on q, d, T , λ, CH , ‖u0‖W 1,∞(Td), ‖f‖Lq(QT ),
‖a‖C(0,T ;W 1,∞(Td)), such that every classical solution to (1) satisfies
‖u(·, τ)‖W 1,∞(Td) ≤ C3 for all τ ∈ [0, T ]. (6)
Note that (5) reads
q >
{
d+ 2 if 1 < γ ≤ 3,
d+2
2(γ′−1) if γ > 3.
In particular, we obtain “maximal regularity” whenever γ ≤ 3, that is a control on ∂tu, ∂iju and
H(Du) in Lq with respect to the the Lq norm of f for any q > d+ 2. Also the results obtained
for γ > 3 are new, since as far as we know, Lipschitz estimates in this regime are not available in
the literature of parabolic viscous HJ equations. Anyhow, Lipschitz bounds in the regime γ > 3
and d+ 2 < q < d+22(γ′−1) are at this stage an open problem.
In the next Section 1.1 we briefly describe our methods, and comment on crucial hypotheses
that appear in Theorems 1.1, 1.2 and in the Definition 2.1 of weak solutions to (1). In Section 2
we present some preliminary facts and results on the adjoint equation. Sections 3 and 4 will be
devoted mainly to the proofs of Theorems 1.1 and 1.2 respectively.
1.1 Heuristic derivation of Lipschitz estimates
The adjoint method implemented here can be heuristically described as follows. Let us assume
that u is a smooth solution of the viscous HJ equation
∂tu(x, t)−∆u(x, t) +H(Du(x, t)) = f(x, t) (7)
with u(·, 0) ∈ C1(Td) and f be C1 in the space variable. We differentiate the equation to study
the regularity of Du, namely, for any direction ξ ∈ Rd with |ξ| = 1, we consider v = ∂ξu. Then,
v solves the linearized equation
∂tv −∆v +DpH(Du) ·Dv = ∂ξf . (8)
For any τ ∈ (0, T ), x0 ∈ Td, we then look at the adjoint equation with singular final datum{
−∂tρ−∆ρ− div(DpH(Du)ρ) = 0 in Td × (0, τ) ,
ρ(τ) = δx0 on T
d .
(9)
By duality between (8) and (9) we immediately get
∂ξu(x0, τ) = 〈v(τ), ρ(τ)〉 =
∫∫
Td×(0,τ)
∂ξf ρ+
∫
Td
vρ(0) = −
∫∫
Td×(0,τ)
f ∂ξρ+
∫
Td
∂ξu ρ(0).
Thanks to integration by parts in the previous formula, we realize that our representation of
∂ξu(x0, τ) roughly depends on ‖f‖Lq(QT ) and ‖Dρ‖Lq′(QT ), so, the more we know on the inte-
grability of Dρ, the less we can assume on the integrability of the datum f . The difficulty here is
4
that ρ depends on Du itself through the divergence term in (9), and has a final datum that is a
Dirac measure. Therefore, even disregarding completely the divergence term in (9), and using as
final datum an L1 approximation of δx0 , the best we can expect is ‖Dρ‖Lq′(QT ) for q′ < (d+2)′.
This is actually an integrability limit on Dρ imposed by the heat part of the equation. Therefore,
we will always require f to be Lq with q > d+ 2 (which is optimal, see Remark 3.12).
The transport (divergence) term in (9) is handled by exploiting a crucial information on the
quantity ∫∫
|DpH(Du)|γ
′
ρ dxdt, (10)
that is obtained using a sort of duality between (1) and (9), and has a very precise meaning in
terms of optimality in stochastic control problems (see, e.g. [15] for further discussions). Such a
quantity is actually a weighted Lγ
′
(ρ) norm of the drift−DpH(Du) that appears in the divergence
term, and turns out to be enough to derive bounds for ‖Dρ‖Lq′(QT ). This crucial result is stated
in Proposition 2.6 and exploits a delicate combination of parabolic regularity, interpolation and
embeddings of parabolic spaces. It is worth noting that such an Lγ
′
(ρ) integrability deteriorates
as γ grows. In particular, we observe that in the sub-quadratic regime γ ≤ 2, this information
is strong enough to guarantee ‖Dρ‖Lq′(QT ) for q′ < (d + 2)′. We can then regard the div()
term in (9) as perturbation of a heat equation. On the other hand, in the super-quadratic case
γ > 2, we are just able to prove that ‖Dρ‖Lq′(QT ) for q′ ≤ q′γ , with q′γ < (d + 2)′, and actually
q′γ → 1 as γ → ∞. As expected, in the super-quadratic case the Hamiltonian term in (1) may
overcome the regularizing effect of Laplacian. Still, under the additional hypothesis f ∈ Lqγ ,
we obtain Lipschitz regularity results for every γ > 1. This is a major difference with respect
to previous works [13, 14], where the techniques involved produce estimates on Dρ only under
the assumption that the drift entering into the dual equation is at least L2(ρ), thus limiting the
range of γ.
In the next sections we make precise all the above formal computations, and for more general
equations of the form (1). In the first part of the paper we aim at obtaining Lipschitz regularity
of weak solutions to (1), in a sense specified below (see Definition 2.1). The main issues in this
program are the following:
• To exploit duality between (1) and (9) in a weak framework, one has to understand the right
weak setting for both equations. We realize here that a suitable weak notion guaranteeing
Lipschitz regularity is basically the usual energy one for both equations (i.e. u, ρ ∈ H12).
This relies strongly on the additional assumption DpH(Du) ∈ LQ ((0, T );LP), which can be
considered a requirement for the adjoint equation (9) rather than for the given HJ equation
(1), but one should always keep in mind the subtle interplay between the two equations. Of
course this forces the final datum ρ(τ) to be in L2, and therefore introduces an additional
approximation step from L2 to L1 in our scheme.
One may argue that, for γ very large, |Du|γ−1 ≈ DpH(Du) ∈ LQ ((0, T );LP) is very close
to Du ∈ L∞. We stress in Section 3.4 that to perform this (seemingly) small step, one
cannot avoid in general this assumption on Du, and therefore our requirements on weak
solutions are optimal to guarantee Lipschitz regularity.
• A weak solution u is not a priori a.e. differentiable, and f ∈ Lq, so no differentiation
procedure of (1) is justified. This is circumvented by considering difference quotients of u
in the x-variable, which are handled via a method that is again based on the optimality
of −DpH(Du) in stochastic optimal control problems (though here PDE methods will be
involved only).
• Though they are not our main focus, we have also to be careful with regularity of H and
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a in the x-variable. Moreover, we are able to localize our estimates in time, thus assuming
u(0) ∈ L∞ only.
The study of regularity, rather than the proof of a priori estimates of smooth solutions to
(1), is a key difference with respect to works previously mentioned (e.g. [13, 14]). We take this
different viewpoint in the final Section 4: assuming regularity of the solution, we can improve in
some directions the previous procedure. First, it is possible to enhance (10) by absorbing part of
the gradient term in the left hand side of the Lipschitz estimate. Second, rather than studying
the equation for ∂ξu, we consider the equation for |Du|2, following a classical idea of Bernstein.
This yields a similar “linearized” equation, with additional information on D2u coming from
strict ellipticity of the operator. This allows us to prove a priori regularity of smooth solutions
u to (1) that depend on weaker integrability properties of f and regularity of aij with respect to
x.
Acknowledgements. The authors are members of the Gruppo Nazionale per l’Analisi
Matematica, la Probabilita` e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di
Alta Matematica (INdAM). This work has been partially supported by the Fondazione CaRi-
PaRo Project “Nonlinear Partial Differential Equations: Asymptotic Problems and Mean-Field
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2 Functional spaces, weak solutions and basic properties
First, recall that the Lagrangian L : Td × Rd → R, L(x, ξ) := supp{p · ξ −H(x, p)}, namely the
Legendre transform of H in the p-variable, is well defined by the superlinear character of H(x, ·).
Moreover, by convexity of H(x, ·),
H(x, p) = sup
ξ∈Rd
{ξ · p− L(x, ξ)},
and
H(x, p) = ξ · p− L(x, ξ) if and only if ξ = DpH(x, p). (11)
The following properties of L are standard (see, e.g. [4]): for some CL > 0,
C−1L |ξ|γ
′ − CL ≤ L(x, ξ) ≤ CL|ξ|γ
′
(L1)
|DxL(x, ξ)| ≤ CL(|ξ|γ
′
+ 1). (L2)
for all ξ ∈ Rd.
Since we are working in the periodic setting, let us recall that Lp(Td) is the space of all
measurable and periodic functions on Rd belonging to Lploc(R
d), with norm ‖ · ‖p = ‖ · ‖Lp((0,1)d).
For positive integers k, W k,p(Td) is the space of those functions with (distributional) derivatives
in Lp(Td) up to order k.
For any time interval I ⊂ R, let Q = Td × I. For any integer k and p ≥ 1, we denote by
W 2,1p (Q) the space of functions u such that ∂
r
tD
β
xu ∈ Lp(Q) for all multi-indices β and r such
that |β|+ 2r ≤ 2, endowed with the norm
‖u‖W 2,1p (Q) =
∫∫
Q
∑
|β|+2r≤2
|∂rtDβxu|pdxdt

1
p
.
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The space W 1,0p (Q) is defined similarly, and is endowed with the norm
‖u‖W 1,0p (Q) := ‖u‖Lp(Q) +
∑
|β|=1
∥∥Dβxu∥∥Lp(Q) .
We define the space H1p(Q) as the space of functions u ∈ W 1,0p (Q) with ∂tu ∈ (W 1,0p′ (Q))′,
equipped with the norm
‖u‖
H1p(Q)
:= ‖u‖W 1,0p (Q) + ‖∂tu‖(W 1,0p′ (Q))′ .
Denoting by C(I;X) and Lq(I;X) the usual spaces of continuous and Lebesgue functions re-
spectively with values in a Banach space X , we have the following isomorphisms: W 1,02 (Q) ≃
L2(I;W 1,2(Td)), and
H
1
2(Q) ≃ {u ∈ L2(I;W 1,2(Td)), ∂tu ∈ (L2(I;W 1,2(Td)) )′}
≃ {u ∈ L2(I;W 1,2(Td)), ∂tu ∈ L2(I; (W 1,2(Td))′)},
and the latter is known to be continuously embedded into C(I;L2(Td)) (see, e.g., [10, Theorem
XVIII.2.1]). Sometimes, we will use the compact notation C(X) and Lq(X).
2.1 A notion of weak solution to viscous HJ equations
We will say that u is a weak solution to (1) in the following sense.
Definition 2.1. We say that a function u ∈ H12(QT ) satisfying
i) H(x,Du) ∈ L1(0, T ;Lσ(Td)) for some σ > 1,
ii) DpH(x,Du) ∈ LQ (0, T ;LP(Td)) for some d ≤ P ≤ ∞, and 2 ≤ Q ≤ ∞ such that
d
2P
+
1
Q
≤ 1
2
(12)
is a weak solution to (1) if
−
∫
Td
u0ϕ(0)dx +
∫∫
QT
−u ∂tϕ+ ∂iu ∂j(aijϕ) +H(x,Du)ϕdxdt =
∫∫
QT
fϕ dxdt (13)
for all ϕ ∈ C∞(Td × [0, T )).
Note that H12(QT ) is continuously embedded in C(0, T ;L
2(Td)), so this is equivalent to∫ T
0
〈∂tu(t), ϕ(t)〉dt+
∫∫
QT
∂iu ∂j(aijϕ) +H(x,Du)ϕdxdt =
∫∫
QT
fϕ dxdt
for all ϕ ∈ C∞(QT ), and u(0) = u0 in the L2-sense (here, 〈·, ·〉 is the duality pairing be-
tween (W 1,2(Td))′ and W 1,2(Td) ). Note that for (13) to be meaningul, one could just require
H(x,Du) ∈ L1(QT ); we ask for slightly better integrability since we will use the adjoint variable
ρ (see (14) below) as test function, that is not necessarily in L∞(QT ). In particular, (13) holds in
general for ϕ ∈ H12(QT ) ∩ L∞(0, T ;Lσ
′
(Td)). Anyway, as it will be pointed out in the following
remark, ii) implies i) in many interesting cases. Though condition ii) appears to be unrelated to
(1), it actually guarantees the existence of a weak (energy) solution of the adjoint equation (see
Proposition 2.4 below), that will be crucial in our subsequent analysis.
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Remark 2.2. Under the growth assumptions (H) on the Hamiltonian, one can easily verify the
following implications: if DpH(x,Du) satisfies ii) for some P = Q ≥ d+2, then i) holds for sure
whenever γ > d+2d+1 . Or, if DpH(x,Du) satisfies ii) for Q = ∞ and some P ≥ d, then i) always
holds if γ > dd−1 .
Remark 2.3. Notice that under the assumptions of Definition 2.1, weak solutions of (1) must
be unique (except for a subtle endpoint case discussed below). This can be proven via a simple
linearization argument: let v(x, t) := u1(x, t) − u2(x, t) on QT , where ui are two solutions of
(1) in the sense of Definition 2.1. Then, v ∈ H12(QT ) is a weak (energy) solution to the linear
equation
∂tv −
d∑
i,j=1
aij(x, t)∂ijv(x, t) +B(x, t) ·Dv(x, t) = 0,
satisfying v(0) = 0 in the L2-sense, where B(x, t) is some measurable vector field such that, in
view of (H),
|B(x, t)| ≤ C(|Du1(x, t)|γ−1 + |Du2(x, t)|γ−1 + 1).
Hence, again by (H) and (12), B(x, t) ∈ LQ (0, T ;LP(Td)) for some P , Q satisfying d2P + 1Q ≤ 12 .
This is the typical assumption on coefficients of a linear equation that guarantees 0 ≡ v = u1−u2
on QT (see, e.g., [16, Theorem III.3.1], which can be readily adapted to the periodic setting, see
[12]). Note that when Q = ∞ and P = d one has to assume an additional hypothesis on B,
namely that |B(·, t)|d is uniformly integrable with respect to t ∈ (0, T ). We mention that, at
least in the sub-quadratic case γ < 2, it is known that uniqueness holds under weaker conditions
on u involving suitable powers of u itself in L2(0, T ;W 1,2), see [18] and references therein.
2.2 Well-posedness and regularity of the adjoint equation
This section is devoted to the analysis of the following Fokker-Planck equation{
−∂tρ(x, t)−
∑d
i,j=1 ∂ij(aij(x, t)ρ(x, t)) + div(b(x, t) ρ(x, t)) = 0 in Qτ ,
ρ(x, τ) = ρτ (x) in T
d .
(14)
Note that when the vector field b(x, t) = −DpH(x,Du(x, t)), then (14) becomes the adjoint
equation of the linearization of (1).
Here, τ ∈ (0, T ] and Qτ := Td × (0, τ). For b ∈ LQ (0, T ;LP(Td)) for some P ≥ d, and Q ≥ 2
satisfying (12), a (weak) solution ρ ∈ H12(Qτ ) is such that ρ(τ) = ρτ in the L2-sense, and
−
∫ T
0
〈∂tρ(t), ϕ(t)〉dt +
∫∫
Qτ
∂j(aijρ)∂iϕ− bρ ·Dϕdxdt = 0 (15)
for all ϕ ∈ H12(Qτ ).
Throughout this section we will assume that
ρτ ∈ C∞(Td), ρτ ≥ 0, and
∫
Td
ρτ (x) dx = 1. (16)
Note that ρ ∈ C([0, τ ];L2(Td)), so ρ ∈ C([0, τ ];L1(Td)), and∫
Td
ρ(x, t) dx = 1 for all t ∈ [0, τ ]. (17)
This can be easily verified using ϕ ≡ 1 as a test function in (15).
8
Proposition 2.4. Let (A) be in force, b ∈ LQ (0, τ ;LP (Td)) for some P ≥ d, Q ≥ 2 satisfying
(12), and ρτ be as in (16). Then, there exists a weak solution ρ ∈ H12(Qτ ) to (14). Moreover,
ρ ∈ L∞(0, T ;Lσ′(Td)) for all 1 < σ′ <∞ and ρ is a. e. non-negative on Qτ .
Proof. Existence and regularity of weak solutions to linear equations in divergence form with
b ∈ LQ (0, τ ;LP (Td)) is a classical matter that can be found in e.g. [1, 16]. Though well known
references do not treat directly the periodic setting (but typically the Cauchy-Dirichlet problem),
the adaptation of energy methods to Td is straightforward, and can be checked for example
following the lines of [3]. For additional details we refer to [12].
The previous proposition states the well-posedness of the Fokker-Planck equation for fixed ρτ .
The main goal is now to derive estimates on ρ that are stable for any ρτ satisfying merely (16);
one may have in mind that ρτ is an item of a sequence approaching a Dirac delta. These estimates
will be achieved using some information on the integrability of the vector field b with respect to
the solution ρ itself, that is a typical datum in the analysis of Hamilton-Jacobi equations.
The following proposition is a modification of [9, Proposition 2.4], and is a kind of parabolic
regularity result.
Proposition 2.5. Let ρ be a (non-negative) weak solution to (14) and
1 < q′ <
d+ 2
d+ 1
.
Then, there exists C > 0, depending on λ, ‖a‖C(W 1,∞), q′, d, T such that
‖ρ‖H1
q′
(Qτ ) ≤ C(‖bρ‖Lq′(Qτ ) + ‖ρ‖Lq′(Qτ ) + ‖ρτ‖L1(Td)). (18)
Note that C here does not depend on τ ∈ (0, T ].
Proof. We assume that the coefficients aij , bi are smooth, and therefore ρ is smooth as well onQτ .
The general case Da ∈ L∞(Qτ ), b ∈ LQ (0, T ;LP(Td)) follows by an approximation argument.
Fix k = 1, ..., d. For δ > 0, let ψ = ψδ be the classical solution to{
∂tψ(x, t) −
∑
i,j aij(x, t)∂ijψ(x, t) = (δ + |∂kρ(x, t)|2)
q′−2
2 ∂kρ(x, t) in Qτ ,
ψ(x, 0) = 0 on Td .
(19)
Since q′ < 2, δ > 0 serves as a regularizing perturbation. By standard parabolic regularity (see
Lemma A.1), we have (for a positive constant not depending on τ ≤ T )
‖ψ‖W 2,1q (Qτ ) ≤ C
∥∥∥(δ + |∂kρ|2) q′−22 ∂kρ∥∥∥
Lq(Qτ )
≤ C
∥∥∥|∂kρ|q′−1∥∥∥
Lq(Qτ )
= C ‖∂kρ‖q
′−1
Lq′ (Qτ )
. (20)
Set ϕ(x, t) = ∂xkψ(x, t). Then, ϕ is a classical solution to{
∂tϕ−
∑
i,j aij∂ijϕ = ∂k
[
(δ + |∂kρ|2) q
′
−2
2 ∂kρ
]
+
∑
i,j ∂k(aij)∂ijψ in Qτ ,
ψ(x, 0) = 0 on Td .
(21)
Using ϕ as a test function for the equation satisfied by ρ,∫∫
Qτ
ρ(∂tϕ− aij∂ijϕ− b ·Dϕ)dxdt =
∫
Td
ρτ (x)ϕ(x, τ)dx ,
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and using the equation in (21) satisfied by ϕ we get, after integration by parts∫∫
Qτ
(δ + |∂kρ|2)
q′−2
2 |∂kρ|2 − ∂k(aij)∂ijψ ρ+ bρ ·Dϕdxdt = −
∫
Td
ρτ (x)ϕ(x, τ)dx ,
Applying Ho¨lder’s inequality,∫∫
Qτ
(δ + |∂kρ|2)
q′−2
2 |∂kρ|2 dxdt ≤ ‖Da‖L∞(Qτ )‖ψ‖W 2,1q (Qτ )‖ρ‖Lq′(Qτ )
+ ‖bρ‖Lq′(Qτ )‖Dϕ‖Lq(Qτ ) + ‖ρτ‖L1(Td)‖ϕ(·, τ)‖∞.
Since q > d+ 2, by [16, Lemma II.3.3], the parabolic space W 2,1q (Qτ ) is continuously embedded
into C([0, τ ];C1(Td)), therefore ‖ϕ(·, τ)‖∞ ≤ ‖ψ(·, τ)‖C1(Td) ≤ C‖ψ‖W 2,1q (Qτ ) (to be sure that
C does not explode as τ → 0, one has to exploit that ψ(0) = 0, and argue as in the proof of
Proposition A.2). Hence, since ϕ = ∂xkψ,∫∫
Qτ
(δ + |∂kρ|2)
q′−2
2 |∂kρ|2 dxdt ≤ C(‖ρ‖Lq′(Qτ ) + ‖bρ‖Lq′(Qτ ) + ‖ρτ‖L1(Td))‖ψ‖W 2,1q (Qτ ).
by (20) and letting δ → 0,∫∫
Qτ
|∂kρ|q
′
dxdt ≤ C(‖ρ‖Lq′ (Qτ ) + ‖bρ‖Lq′(Qτ ) + ‖ρτ‖L1(Td))‖∂kρ‖
q′−1
Lq′(Qτ )
.
Summarizing, we conclude
‖Dρ‖Lq′ (Qτ ) ≤ C(‖ρ‖Lq′(Qτ ) + ‖bρ‖Lq′(Qτ ) + ‖ρτ‖L1(Td)) . (22)
By Poincare´-Wirtinger inequality and (22), together with the fact that
∫
Td
ρ(x, t)dx = 1 for all
t ∈ [0, τ ], we obtain
‖ρ‖q′
Lq′ (Qτ )
≤ C(‖Dρ‖q′
Lq′ (Qτ )
+ τ‖ρτ‖q
′
L1(Td)
) ,
yielding, together with (22)
‖ρ‖W 1,0
q′
(Qτ )
≤ C(‖ρ‖Lq′ (Qτ ) + ‖bρ‖Lq′(Qτ ) + ‖ρτ‖L1(Td)).
Finally, for any smooth test function ϕ (which may not vanish at the terminal time T ), again by
Ho¨lder’s inequality∣∣∣∣∫ τ
0
〈∂tρ(t), ϕ(t)〉dt
∣∣∣∣ ≤ ∫∫
Qτ
|∂j(aijρ)∂iϕ|+ |bρ| |Dϕ| dxdt
≤ [(‖a‖L∞(Qτ ) + ‖Da‖L∞(Qτ )) ‖ρ‖W 1,0
q′
(Qτ )
+ ‖bρ‖Lq′(Qτ )
]‖Dϕ‖Lq(Qτ ).
Thus,
‖∂tρ‖(W 1,q(Qτ ))′ ≤ C(‖ρ‖Lq′ (Qτ ) + ‖bρ‖Lq′(Qτ ) + ‖ρτ‖L1(Td)) .
Proposition 2.6. Let ρ be the (non-negative) weak solution to (14) and
1 < q′ <
d+ 2
d+ 1
.
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Then, there exists C > 0, depending on λ, ‖a‖C(W 1,∞), T, q′, d such that
‖ρ‖H1
q′
(Qτ ) ≤ C
(∫∫
Qτ
|b(x, t)|r′ρ(x, t) dxdt + 1
)
, (23)
where
r′ = 1 +
d+ 2
q
. (24)
Proof. Inequality (18), (16) and the generalized Ho¨lder’s inequality yield
‖ρ‖H1
q′
(Qτ ) ≤ C(‖bρ1/r
′
ρ1/r‖Lq′(Qτ ) + ‖ρ‖Lq′(Qτ ) + 1)
≤ C
((∫∫
Qτ
|b|r′ρ dxdt
)1/r′
‖ρ‖1/rLp(Qτ ) + ‖ρ‖Lq′(Qτ ) + 1
)
, (25)
for p > q′ satisfying
1
q′
=
1
r′
+
1
rp
. (26)
Then, by Young’s inequality, for all ε > 0
‖ρ‖H1
q′
(Qτ ) ≤ C
(
1
ε
∫∫
Qτ
|b|r′ρ dxdt+ ε‖ρ‖Lp(Qτ ) + ‖ρ‖Lq′(Qτ ) + 1
)
, (27)
Since ‖ρ‖L1(Qτ ) = τ , by interpolation between L1(Qτ ) and Lp(Qτ ) we have ‖ρ‖Lq′(Qτ ) ≤
τ1/r
′‖ρ‖1/rLp(Qτ ), and again by Young’s inequality
‖ρ‖H1
q′
(Qτ ) ≤ C˜
(
1
ε
∫∫
Qτ
|b|r′ρ dxdt+ ε‖ρ‖Lp(Qτ ) + 1
)
, (28)
One can verify that (24) and (26) yield
1
p
=
1
q′
− 1
d+ 2
.
The continuous embedding of H1q′(Qτ ) in L
p(Qτ ) stated in Proposition A.2 then implies
‖ρ‖Lp(Qτ ) ≤ C1
(‖ρ‖H1
q′
(Qτ ) + τ
)
.
Hence, the term ε‖ρ‖Lp(Qτ ) can be absorbed by the left hand side of (28) by choosing ε =
(2C˜C1)
−1, thus providing the assertion.
3 Lipschitz regularity
This section is devoted to the proof of Lipschitz regularity of u, stated in Theorem 1.1. We will
assume that the assumptions of Theorem 1.1 are in force: aij ∈ C(0, T ;W 2,∞(Td)) and satisfies
(A), H ∈ C1(Td × Rd), it is convex in the second variable, and satisfies (H) and u0 ∈ L∞(Td).
Moreover, f ∈ Lq(QT ) for some q > d+ 2. At a certain stage we will require q ≥ d+2γ′−1 also.
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The result will be obtained using regularity properties of the adjoint variable ρ, i.e. the
solution to
−∂tρ(x, t)−
d∑
i,j=1
∂ij(aij(x, t)ρ(x, t)) − div
(
DpH(x,Du(x, t)) ρ(x, t)
)
= 0 in Qτ ,
ρ(x, τ) = ρτ (x) on T
d ,
(29)
for τ ∈ (0, T ), ρτ ∈ C∞(Td), ρτ ≥ 0 with ‖ρτ‖L1(Td) = 1. Recall that u is a weak solution to
the viscous Hamilton-Jacobi equation (1). By the integrability assumptions on DpH , the adjoint
state ρ ∈ H12 (Qτ ) is, for any ρτ , well-defined, non-negative and bounded in L∞(0, τ ;Lσ
′
(Td)) for
all σ′ > 1, by a straightforward application of Proposition 2.4.
In what follows, we establish bounds on ρ that are independent on the choice of τ and ρτ .
3.1 Estimates on the adjoint variable
Let us point out first that from now on we will denote by C,C1, ... positive constants that may
depend on λ, CH , ‖u0‖L∞(Td), ‖f‖Lq(QT ), ‖a‖C(W 1,∞), ‖D2a‖L∞(Qτ ), T, q, d, but do not depend
on τ , ρτ .
We first bound from above the solution of the Hamilton-Jacobi equation (1), using a duality
argument that involves solutions of a backward heat equation.
Proposition 3.1. There exists C > 0 (depending on λ, ‖a‖C(W 1,∞), T, q′, d) such that any weak
solution u to (1) satisfies
u(x, τ) ≤ ‖u0‖L∞(Td) + C‖f‖Lq(QT ) (30)
for all τ ∈ (0, T ) and a.e. x ∈ Td.
Proof. Let τ ∈ (0, T ). Consider the (strong) non-negative solution of the following backward
problem {
−∂tµ(x, t)−
∑
i,j ∂ij(aij(x, t)µ(x, t)) = 0 on Qτ ,
µ(x, τ) = µτ (x) on T
d .
with µτ ∈ C∞(Td), µτ ≥ 0 and ‖µτ‖L1(Td) = 1. Note that µ is a solution of a Fokker-Planck
equation of the form (14) with drift b ≡ 0. Then, since q′ < (d + 2)/(d+ 1), by Proposition 2.6
there exists a positive constant C (not depending on µτ ) such that ‖µ‖H1
q′
(Qτ ) ≤ C.
Use µ as a test function in the weak formulation of the Hamilton-Jacobi equation (1) to get∫
Td
u(x, τ)µτ (x)dx =
∫
Td
u0(x)µ(x, 0)dx +
∫∫
Qτ
fµdxdt−
∫∫
Qτ
H(x,Du)µdxdt .
Applying Ho¨lder’s inequality to the second term of the right-hand side of the above inequality
and the fact that ‖µ(t)‖L1(Td) = 1 for all t ∈ (0, τ), we get∫
Td
u(x, 0)µ(x, 0)dx+
∫ τ
0
∫
Td
fµdxdt ≤ ‖u0‖L∞(Td) + C‖f‖Lq(Qτ ) ,
By the assumption H(x,Du) ≥ 0, we then conclude∫
Td
u(x, τ)µτ (x)dx ≤ ‖u0‖L∞(Td) + C‖f‖Lq(Qτ ) .
Finally, by passing to the supremum over µτ ≥ 0, ‖µτ‖L1(Td) = 1, one deduces the estimate (30)
by duality.
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Lemma 3.2. Let u be a weak solution to (1). Assume that ρ is a weak solution to (29). Then,∫
Td
u(x, τ)ρτ (x)dx =
∫
Td
u(x, 0)ρ(x, 0) +
∫∫
Qτ
L(x,DpH(x,Du))ρdxdt +
∫∫
Qτ
fρ dxdt. (31)
Proof. Using −ρ ∈ H12(Qτ ) ∩ L∞(0, τ ;Lσ
′
(Td)) as a test function in the weak formulation of
problem (1), u ∈ H12(Qτ ) as a test function for the corresponding adjoint equation (29) and
summing both expressions, one obtains
−
∫ τ
0
〈∂tu(t), ϕ(t)〉dt−
∫ τ
0
〈∂tρ(t), u(t)〉dt
+
∫∫
Qτ
(DpH(x,Du) ·Du−H(x,Du))ρdxdt+
∫∫
Qτ
fρ dxdt = 0 .
The desired equality follows after integrating by parts in time and using property (11) of L. Note
that since H(x,Du) ∈ L1(0, T ;Lσ(Td)), then L(x,DpH(Du)) ∈ L1(0, T ;Lσ(Td)) by (L1) and
(H), so all the terms in (31) make sense.
We are now ready to prove a crucial estimate on the the integrability of DpH with respect
to ρ.
Proposition 3.3. Let u be a weak solution to (1) and ρ be a weak solution to (29). Then, there
exist positive constants C and C1 (depending on λ, ‖a‖C(W 1,∞), CH , ‖u0‖L∞(Td), ‖f‖Lq(QT ),
q, d, T ) such that ∫∫
Qτ
|DpH(x,Du(x, t))|γ
′
ρ(x, t) dxdt ≤ C (32)
and
‖u(·, τ)‖L∞(Td) ≤ C for all τ ∈ [0, T ]. (33)
Remark 3.4. Note that as a straightforward consequence of (32), one has∫∫
Qτ
|Du(x, t)|βρ(x, t) dxdt ≤ Cβ for all 1 ≤ β ≤ γ. (34)
Indeed, by (H) and (17),
∫∫
Qτ
|Du(x, t)|γρ(x, t) dxdt ≤ C, which yields (34) for β = γ. For β < γ
it is sufficient to use Young’s inequality and (17).
Proof. Rearrange the representation formula (31) to get, for τ ∈ [0, T ],∫∫
Qτ
L(x,DpH(x,Du))ρ dxdt =
∫
Td
u(x, τ)ρτ (x)dx−
∫
Td
u(x, 0)ρ(x, 0)−
∫∫
Qτ
fρ dxdt. (35)
Fix some s such that (d + 2)/γ′ < s < d + 2 (< q). Use now bounds on the Lagrangian (L1),
(30) and Ho¨lder’s inequality to obtain
C−1L
∫∫
Qτ
|DpH(x,Du)|γ
′
ρ dxdt ≤
∫∫
Qτ
L(x,DpH(x,Du))ρ dxdt
≤ 2‖u0‖L∞(Td) + C‖f‖Lq(Qτ ) + ‖f‖Ls(Qτ )‖ρ‖Ls′(Qτ )
≤ 2‖u0‖L∞(Td) + ‖f‖Lq(Qτ )(C + ‖ρ‖Ls′(Qτ )), (36)
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Let q¯ be such that
1
s′
=
1
q¯′
− 1
d+ 2
By Proposition A.2, H1q¯′(Qτ ) is continuously embedded in L
s′(Qτ ). Moreover, choosing s >
(d+ 2)/2 guarantees q¯′ < (d+ 2)/(d+ 1), so by inequality (23) (with q replaced by q¯),
‖ρ‖Ls′(Qτ ) ≤ C(‖ρ‖H1q¯′ (Qτ ) + 1) ≤ C1
(∫∫
Qτ
|DpH(x,Du)|r
′
ρ(x, t) dxdt + 1
)
, (37)
where r′ = 1+ d+2q¯ . Finally, the right hand side of (37) can be absorbed in the left hand side of
(36) whenever r′ < γ′ by Young’s inequality: this is assured by
r′ = 1 +
d+ 2
q¯
=
d+ 2
s
< γ′.
One then obtains (32).
Regarding (33), we already know from Proposition 3.1 that u(·, τ) is essentially bounded
from above. To prove the bound from below, use formula (31) and bounds from below for the
Lagrangian (L1) to get∫
Td
u(x, τ)ρτ (x)dx ≥
∫
Td
u(x, 0)ρ(x, 0)− CL
∫∫
Qτ
ρ(x, t)dxdt +
∫∫
Qτ
fρ dxdt.
Since
∫∫
fρ can be bounded from below using as before Ho¨lder’s inequality and (37),∫
Td
u(x, τ)ρτ (x)dx ≥ ‖u(·, 0)‖L∞(Td) − CLτ − C,
that holds for any smooth ρτ with ‖ρτ‖L1(Td) = 1, implying the desired result.
Integrability of DpH with respect to ρ provides finally L
q′ regularity of Dρ. From now on,
we will suppose that q > d+ 2 and q ≥ d+2γ′−1 .
Corollary 3.5. Let u be a weak solution to (1) and ρ be a weak solution to (29). Let q¯ be such
that
q¯ > d+ 2 and q¯ ≥ d+ 2
γ′ − 1 .
Then, there exists a positive constant C such that
‖ρ‖H1
q¯′
(Qτ ) ≤ C ,
where C depends in particular on λ, ‖a‖C(W 1,∞), CH , ‖u0‖L∞(Td), ‖f‖Lq(Qτ ), q¯, d, T (but not on
τ, ρτ ).
Proof. Since q¯′ < d+2d+1 , (23) applies (with q = q¯), yielding
‖ρ‖H1
q¯′
(Qτ ) ≤ C
(∫∫
Qτ
|DpH(x,Du(x, t))|r
′
ρ(x, t) dxdt + 1
)
,
with
r′ = 1 +
d+ 2
q¯
≤ γ′.
If r′ = γ′, use Proposition 3.3 to conclude, otherwise. If r′ < γ′ use Young’s inequality first to
control
∫∫ |DpH(x,Du(x, t))|r′ρ dxdt with ∫∫ |DpH(x,Du)|γ′ dxdt+ τ .
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3.2 Proof of Theorem 1.1
Theorem 3.6. Let u be a weak solution to (1). Suppose also that P = Q holds in (12).
Let η = η(t) be a positive smooth function on (0, T ) satisfying η(t) ≤ 1 for all t. Then,
(ηu)(·, τ) ∈ W 1,∞(Td) for all τ ∈ (0, T ), and there exists C > 0 depending on λ, ‖a‖C(W 1,∞),
‖D2a‖L∞(Qτ ), CH , ‖u0‖L∞(Td), ‖f‖Lq(QT ), q, d, T such that
η(τ)‖u(·, τ)‖W 1,∞(Td) ≤ C
(
η(0)‖Du0‖L∞(QT ) + ‖Da‖L∞(Qτ )‖ηDu‖LP(Qτ ) + sup
(0,T )
|η′(t)|+ 1
)
for all τ ∈ (0, T ].
Note finally that if Da ≡ 0 on QT , then the conclusion of the theorem holds for any weak
solution u, i. e. without the requirement P = Q in (12).
Proof. Step 1. Since H is convex and superlinear we can write for a.e. (x, t) ∈ QT
H(x,Du(x, t)) = sup
ξ∈Rd
{ξ ·Du(x, t)− L(x, ξ)}.
Hence we get∫ T
0
〈∂tu(t), ϕ(t)〉dt+
∫∫
QT
∂iu(x, t) ∂j(aij(x, t)ϕ(x, t))+[Ξ(x, t)·Du(x, t)−L(x,Ξ(x, t))]ϕdxdt
≤
∫∫
QT
f(x, t)ϕ(x, t) dxdt (38)
for all test functions ϕ ∈ H12(QT ) ∩ L∞(0, τ ;Lσ
′
(Td)) and measurable Ξ : QT → Rd such that
L(·,Ξ(·, ·)) ∈ L1(0, τ ;Lσ(Td)) and Ξ ·Du ∈ L1(0, τ ;Lσ(Td)). Note that the previous inequality
becomes an equality if Ξ(x, t) = DpH(x,Du(x, t)) in QT .
We first fix τ ∈ (0, T ), ρτ as in (16) and 0 6= h ∈ Rd. Set
w(x, t) = η(t)u(x, t).
Use now (38) with Ξ(x, t) = DpH(x,Du(x, t)) and ϕ = ηρ ∈ H12 (Qτ ) ∩L∞(0, τ ;Lσ
′
(Td)) for
all 1 < σ′ <∞, where ρ is the adjoint variable (i.e. the weak solution to (29)) to find∫ τ
0
〈∂tw(t), ρ(t)〉dt +
∫∫
Qτ
∂iw ∂j(aijρ) +DpH(x,Du) ·Dwρ− L(x,DpH(x,Du))ηρ dxdt
=
∫∫
Qτ
fηρ dxdt+
∫∫
Qτ
uη′ρ dxdt. (39)
Then, use w ∈ H12(QT ) as a test function in the weak formulation of the equation satisfied by ρ
to ge
−
∫ τ
0
〈∂tρ(t), w(t)〉dt +
∫∫
Qτ
∂j(aijρ)∂iw +DpH(x,Du)ρ ·Dw dxdt = 0 (40)
We obtain, subtracting the previous equality to (39), and integrating by parts in time∫
Td
w(x, τ)ρτ (x)dx =
∫
Td
w(x, 0)ρ(x, 0)dx +
∫∫
Qτ
η(t)f(x, t)ρ(x, t)dxdt
+
∫∫
Qτ
η(t)L
(
x,DpH(x,Du(x, t))
)
ρ(x, t)dxdt +
∫∫
Qτ
η′(t)u(x, t)ρ(x, t)dxdt. (41)
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For h > 0 and ξ ∈ RN , |ξ| = 1 define ρˆ(x, t) := ρ(x− h, t). After a change of variables in (29), it
can be seen that ρˆ satisfies, using w as a test function,
−
∫ T
0
〈∂tρˆ(t), w(t)〉dt
+
∫∫
QT
∂j
(
aij(x− h, t)ρˆ(x, t)
)
∂iw +DpH(x− h,Du(x− h, t))ρˆ(x, t) ·Dw(x, t) dxdt = 0. (42)
As before, plugging Ξ(x, t) = DpH(x− h,Du(x− h, t)) and ϕ = ηρˆ in (38) yields∫ τ
0
〈∂tw(t), ρˆ(t)〉dt+∫∫
Qτ
∂iw ∂j(aij ρˆ) +DpH(x− h,Du(x− h, t)) ·Dwρˆ− L(x,DpH(x− h,Du(x− h, t)))ηρˆ dxdt
≤
∫∫
Qτ
fηρˆ dxdt +
∫∫
Qτ
uη′ρˆ dxdt.
Hence, subtracting (42) to the previous inequality,∫
Td
w(x, τ)ρˆτ (x)dx−
∫
Td
w(x, 0)ρˆ(x, 0)dx ≤
∫∫
QT
∂j
((
aij(x−h, t)−aij(x, t)
)
ρˆ(x, t)
)
∂iw dxdt
+
∫∫
Qτ
L(x,DpH(x− h,Du(x− h, t)))ηρˆ dxdt+
∫∫
Qτ
fηρˆ dxdt +
∫∫
Qτ
uη′ρˆ dxdt,
which, after the change of variables x 7→ x+ h, becomes∫
Td
w(x + h, τ)ρτ (x)dx −
∫
Td
w(x+ h, 0)ρ(x, 0)dx
≤
∫∫
QT
∂j
((
aij(x− h, t)− aij(x, t)
)
ρ(x, t)
)
∂iw dxdt
+
∫∫
Qτ
η(t)L(x + h,DpH(x,Du(x, t)))ρ(x, t) dxdt
+
∫∫
Qτ
fηρˆ dxdt+
∫∫
Qτ
uη′ρˆ dxdt, (43)
Taking the difference between (43) and (41) we obtain∫
Td
(w(x + h, τ)− w(x, τ))ρτ (x)dx ≤
∫
Td
(w(x + h, 0)− w(x, 0))ρ(x, 0)dx
+
∫∫
Qτ
∂j
((
aij(x− h, t)− aij(x, t)
)
ρ(x, t)
)
∂iw dxdt
+
∫∫
Qτ
η(t)
(
L(x+ h,DpH(x,Du(x, t))) − L(x,DpH(x,Du(x, t)))
)
ρ(x, t) dxdt
+
∫∫
Qτ
η(t)f(x, t)
(
ρ(x− h, t)− ρ(x, t)) dxdt
+
∫∫
Qτ
η′(t)u(x, t)
(
ρ(x − h, t)− ρ(x, t)) dxdt.
(44)
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Step 2. We now estimate al the right hand side terms of (44). We stress that constants
C,C1, . . . are not going to depend on τ, ρτ , h. First, since ‖ρ(x, 0)‖L1(Td) = 1,∣∣∣∣∫
Td
(w(x + h, 0)− w(x, 0))ρ(x, 0)dx
∣∣∣∣ ≤ η(0)‖Du0‖L∞(QT )|h|.
Regarding the following term, by Young’s and Holder’s inequality∣∣∣∣∫∫
Qτ
∂j
((
aij(x− h, t)− aij(x, t)
)
ρ(x, t)
)
∂iw dxdt
∣∣∣∣ =∣∣∣∣∫∫
Qτ
(
∂jaij(x− h, t)− ∂jaij(x, t)
)
ρ ∂iw dxdt+
∫∫
Qτ
(aij(x− h, t)− aij(x, t))∂jρ ∂iw dxdt
∣∣∣∣
≤ ‖D2a‖L∞(Qτ )|h|
∫∫
Qτ
|Du|ρ dxdt+ ‖Da‖L∞(Qτ )|h|
∫∫
Qτ
|ηDu| |Dρ| dxdt
≤ C|h|
(∫∫
Qτ
|Du|γρ dxdt+ τ + ‖Da‖L∞(Qτ )‖ηDu‖LP(Qτ )‖Dρ‖LP′(Qτ )
)
≤ C1|h|
(‖Da‖L∞(Qτ )‖ηDu‖LP(Qτ ) + 1) , (45)
where in the last inequality we used (34) and Corollary 3.5 (it applies since q¯ = P ≥ (d+2)(γ −
1) = (d+ 2)/(γ′ − 1)).
Next, using (32) and property (L2) of DxL∣∣∣∣∫∫
Qτ
η(t)
(
L(x+ h,DpH(x,Du(x, t)))− L(x,DpH(x,Du(x, t)))
)
ρ(x, t) dxdt
∣∣∣∣
≤ |h|
∫∫
Qτ
‖DxL(·, DpH(x,Du(x, t)))‖L∞(Td)ρ(x, t) dxdt
≤ |h|
∫∫
Qτ
(|DpH(x,Du(x, t))|γ′ + 1)ρ(x, t) dxdt ≤ C|h|.
Denote by Dhρ(x, t) := |h|−1(ρ(x+ h, t)− ρ(x, t)). Then, for the term involving f we use again
Corollary 3.5, with q¯ = q, and control the Lq
′
norm of difference quotient Dhρ via Dρ (as in,
e.g. [21, Theorem 2.1.6]), to get∣∣∣∣∫∫
Qτ
η(t)f(x, t)
(
ρ(x− h, t)− ρ(x, t)) dxdt∣∣∣∣
≤ |h|
∫∫
Qτ
|f(x, t)| |Dhρ(x, t)| dxdt ≤ |h|‖f‖Lq(Qτ )‖Dρ‖Lq′(Qτ ) ≤ C|h|.
Finally, by boundedness of u stated in (33) and again Corollary 3.5∣∣∣∣∫∫
Qτ
η′(t)u(x, t)
(
ρ(x− h, t)− ρ(x, t)) dxdt∣∣∣∣ ≤ |h|( sup
(0,T )
|η′(t)|)‖u‖L∞(Qτ )‖Dρ‖L1(Qτ )
≤ C|h| sup
(0,T )
|η′(t)|.
Plugging all the estimates in (44) we obtain∫
Td
(w(x + h, τ)− w(x, τ))ρτ (x)dx
≤ C|h|
(
η(0)‖Du0‖L∞(QT ) + ‖Da‖L∞(Qτ )‖ηDu‖LP(Qτ ) + sup
(0,T )
|η′(t)|+ 1
)
(46)
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Step 3. Since (46) holds for all smooth ρτ ≥ 0 with ‖ρτ‖L1(Td) = 1, we get
η(τ)[u(x+h, τ)−u(x, τ)] ≤ C|h|
(
η(0)‖Du0‖L∞(QT )+‖Da‖L∞(Qτ )‖ηDu‖LP(Qτ )+ sup
(0,T )
|η′(t)|+1
)
(47)
for a.e. x ∈ Td. Note that the previous inequality holds for any 0 6= h ∈ Rd. Therefore, one may
select a continuous representative of u(·, τ) such that (48) holds for all x ∈ Td and h ∈ Rd (e.g.
the uniform limit as δ → 0 of u ⋆ δ−dχ(·/δ), where χ is a smooth mollifier). Thus, u(·, τ) has a
Lipschitz continuous representative, and
η(τ)‖u(·, τ)‖W 1,∞(Td) ≤ C
(
η(0)‖Du0‖L∞(QT )+‖Da‖L∞(Qτ )‖ηDu‖LP(Qτ )+sup
(0,T )
|η′(t)|+1
)
. (48)
Since C does not depend on τ ∈ (0, T ), we have proved the theorem.
Finally, for the special case Da ≡ 0 on QT , one may follow the very same lines, with the
difference that there is no need to control the term appearing in (45) (which is identically zero).
Therefore, there is no need to keep track of ‖ηDu‖LP(Qτ ), and therefore the theorem is proven
without assuming the constraint P = Q in (12).
The following lemma shows that ‖Du‖Lγ(QT ) can be bounded by a constant depending on
the data only.
Lemma 3.7. Let u be a weak solution. Then, there exists a constant C depending on CH ,
‖u0‖L∞(Td), ‖f‖Lq(QT ), ‖Da‖L∞(Qτ ), q, d, T such that
‖Du‖Lγ(QT ) ≤ C.
Proof. Plugging ϕ ≡ 1 as a test function in the weak formulation of (1) we obtain∫
Td
u(x, T ) dx−
∫
Td
u(x, 0) dx+
∫∫
QT
∂iu ∂j(aij) +H(x,Du) dxdt =
∫∫
QT
fdxdt
Hence, using (H), and Young’s inequality we get
CH
∫∫
QT
|Du|γ dxdt ≤ ‖u(·, T )‖L∞(Td) + ‖u(·, 0)‖L∞(Td) +
CH
2
∫∫
QT
|Du|γ dxdt
+ CT ‖Daij‖γ
′
L∞(QT )
+
∫∫
QT
|f |qdxdt+ T + C−1H .
Therefore, we conclude using (33) and boundedness of ‖f‖Lq(QT ).
We are now ready to prove the main theorem on Lipschitz regularity of u.
Proof of Theorem 1.1. For t1 ∈ (0, T ), let η = η(t) be a positive smooth function on (0, T )
satisfying η(t) ≤ 1 for all t, η(t) ≡ 1 on [t1, T ] and η(0) = 0. Then, Theorem 3.6 yields
u(·, τ) ∈ W 1,∞(Td) for all τ ∈ (0, T ), and the existence of C > 0 (depending on the data and η,
so t1 itself) such that
η(τ)‖u(·, τ)‖W 1,∞(Td) ≤ C
(‖Da‖L∞(Qτ )‖ηDu‖LP(Qτ ) + 1)
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for all τ ∈ [0, T ]. If P ≤ γ, we immediately conclude (6) using Lemma 3.7. Otherwise, by
interpolation of LP (Qτ ) between L
γ(Qτ ) and L
∞(Qτ ) we get
η(τ)‖Du(·, τ)‖L∞(Td) ≤ C
(
‖Da‖L∞(Qτ )‖ηDu‖
1−γ
P
L∞(Qτ )
‖ηDu‖
γ
P
Lγ(Qτ )
+ 1
)
,
that implies (6) after passing to the supremum with respect to τ ∈ (0, T ) and again using Lemma
3.7 to control ‖ηDu‖Lγ(Qτ ).
To prove the global in time bound (4) one may follow the same lines, using η ≡ 1 on [0, T ]
instead.
Finally, if aij(x, t) = Aij on QT for some Aij satisfying (A), then Da ≡ 0 on QT , and
we obtain the same conclusion, exploiting the fact that Theorem 3.6 does not require anymore
P = Q .
3.3 Some consequences of Lipschitz regularity
Once Lipschitz regularity is established, one can deduce further properties of weak solutions.
Indeed, the viscous HJ equation (1) can be treated in terms of regularity as a linear equa-
tion, being the H(x,Du) term (locally in time) bounded in L∞. Thus, the classical Caldero´n-
Zygmund parabolic theory applies, and the so-called maximal regularity for u follows, i.e.:
∂tu, ∂iju,H(x,Du) ∈ Lq.
Corollary 3.8. Under the assumptions of Theorem 1.1, any weak solution u of (1) is a strong
solution belonging to W 2,1q (T
d× (τ, T )) for all τ ∈ (0, T ), namely it solves (1) almost everywhere
in QT .
Proof. For any τ > 0, Theorem 1.1 yields H(x,Du(x, t)) ∈ L∞(Td × (τ/2, T )). Therefore, since
f ∈ Lq(Td×(τ(2, T )) and q > d+2, there exists a weak (energy) solution v to the linear equation
∂tv(x, t) −
d∑
i,j=1
aij(x, t)∂ijv(x, t) = −H(x,Du(x, t)) + f(x, t) ∈ Lq(Td × (τ/2, T )), (49)
that satisfies v(τ/2) = u(τ/2) in the L2-sense, and enjoys the additional strong regularity prop-
erty W 2,1q (T
d × (τ, T )). This can be proven using, e.g., local estimates in [16, Theorem IV.10.1].
Since weak solutions to (49) are unique, u coincides a.e. with v on Td × (τ, T ), and we obtain
the assertion.
Remark 3.9. Another consequence of the Lipschitz estimates that we obtained is the possibility
to derive existence results for (1). In particular, under the assumptions of Theorem 1.1, one may
obtain the existence of a unique solution u ∈ H12(QT ) that is also strong (i.e. u ∈ W 2,1q ((τ, T )×
T
d) for all τ ∈ (0, T )), satisfying the initial condition in the L2-sense. To this aim, one has first
to regularize the initial datum (e.g. via convolution) and use the global Lipschitz estimate (4) to
set up a fixed point argument to get existence for small T first and arbitrary T by continuation
(as in e.g. [8]). The local in time estimate (6) can be used then to remove the regularization of
the initial datum, that is achieved in the limiting procedure only in the L2-sense.
The same procedure can be applied using Theorem 1.2, to obtain a strong solution under
the assumption that f ∈ Lq(QT ) for some q > min{d+ 2, (d+ 2)/[2(γ′ − 1)]}. Note that, since
Theorem 1.2 states a global in time a priori estimate, one has to assume that u0 ∈W 1,∞(Td).
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3.4 Some remarks on the exponents P , Q , q
In the following remarks, we stress the importance of the condition DpH ∈ LQ (0, T ;LP(Td))
with P , Q satisfying
d
2P
+
1
Q
≤ 1
2
. (50)
Not only it guarantees Lipschitz regularity of u, but is also related to uniqueness of solutions
in the distributional sense. In the following examples it is indeed possible to observe multiple
solutions; among them, there is one that satisfies (50) and is Lipschitz continuous, while the
other(s) are not, showing therefore that Lipschitz regularity for positive times stated in Theorem
1.1 fails in general without extra integrability properties of DpH(x,Du).
We will also comment on the condition f ∈ Lq(QT ) for some q > d+ 2.
Remark 3.10. We consider the super-quadratic regime γ > 2. For Q =∞, (50) reads
DpH(x,Du) ∈ L∞(0, T ;LP(Td)) for some P ≥ d.
Let aij = δij and H(x, p) = |p|γ , γ > 2. For c, α > 0, we consider the function
u1(x, t) = cψ(x)|x|α on QT ,
where ψ is a smooth function having support on B1/2(0) and is identically one in B1/4(0). Note
that ψ has the role of a localizing term only, so that u1(x, t) is a representative on [−1/2, 1/2]d
of a periodic function on Rd. If we let
α =
γ − 2
γ − 1 , c =
(d+ α− 2) 1γ−1
α
then u1 is a solution in the distributional sense to{
∂tu−∆u(x, t) + |Du(x, t)|γ = f1(x, t) ∈ L∞(QT )
u(x, 0) = cψ(x)|x|α ∈ L∞(Td), (51)
namely it satisfies i) (if d > 2) and (13) in Definition 2.1. On the other hand, ii) fails, and in
particular
(γ − 1)|Du|γ−1 = |DpH(x,Du)| ∈ L∞(0, T ;LP(Td)) if and only if P < d.
Moreover, u1(·, τ) is not Lipschitz continuous for all τ ∈ [0, T ].
Note that u(x, 0) ∈ L∞(Td) and f1 ∈ L∞(QT ), so arguing as in Remark 3.9, one could
obtain the existence of a strong and Lipschitz solution to (51). Thus, (51) admits two distinct
distributional solutions, but only the one satisfying fully the Definition 2.1, in particular ii),
enjoys Lipschitz regularity.
Remark 3.11. We consider now the sub-quadratic regime 1 + (d + 1)−1 < γ < 2. For aij = δij
and H(x, p) = |p|γ , 1 < γ < 2, there exists a weak solution to (1) satisfying all requirements of
Definition 2.1 except ii), namely DpH(x,Du) ∈ LQ (0, T ;LP(Td)) if and only if
d
2P
+
1
Q
>
1
2
,
that is not Lipschitz continuous (and not even bounded in L∞(Td)) with respect to x on any
time interval (0, t) for all t > 0. The construction of such a u is based on the existence, for k > 0
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small, of U ∈ C2(0,∞) ∩ C1[0,∞) to the Cauchy problem
U ′′(y) +
(
d−1
y +
y
2
)
U ′(y) + U(y) + |U ′(y)|γ = 0 for 0 < y <∞
U ′(0) = 0
U(0) = α0,
for some α0 > 0, that satisfies for some positive c
|U(y)|+ |U ′(y)|+ |U ′′(y)| ≤ ce−y as y →∞.
The existence of such a U is proven in [2, Section 3], see in particular Theorem 3.5, Proposition
3.11, Proposition 3.14 and Remark 3.8. As in our Remark 3.10, we need a smooth localization
term ψ having support on (−1/2, 1/2) and identically one in [−1/4, 1/4]. Let then
u2(x, t) = −t−σU(|x| t−1/2)ψ(|x|), σ = 2− γ
2(γ − 1) .
We have that u2 is a classical solution to
∂tu(x, t)−∆u(x, t) + |Du(x, t)|γ = f2(x, t),
where u2(0) = 0 in the L
2-sense whenever γ > 1 + 2/(d+ 2). Moreover,
f2(x, t) = −t−σ−1
{[
U ′′(|x| t−1/2) +
(
d− 1
|x| t−1/2 +
|x| t−1/2
2
)
U ′(|x| t−1/2) + kU(|x| t−1/2)
]
ψ(|x|)
+
∣∣∣U ′(|x| t−1/2)ψ(|x|) + t1/2U(|x| t−1/2)ψ′(|x|)∣∣∣γ
+ 2t1/2U ′(|x| t−1/2)ψ′(|x|) + tU(|x| t−1/2)ψ′′(|x|) + d− 1|x| tU(|x| t
−1/2)ψ′(|x|)
}
.
Note that f2(x, t) is identically zero on |x| ≤ 1/4 and |x| ≥ 1/2; otherwise, it is bounded in L∞,
since |U(|x| t−1/2)|+ |U ′(|x| t−1/2)|+ |U ′′(|x| t−1/2)| ≤ ce−t−1/2/4. Therefore, one should expect
the existence of a weak solution to the HJ equation with zero initial datum that is Lipschitz
continuous (as in Remark 3.9), but such a solution cannot be u2, since u2(t) becomes unbounded
as t→ 0.
Remark 3.12. To have Lipschitz bounds for solutions to (1), one cannot avoid in general the
condition
f ∈ Lq(QT ) for some q > d+ 2. (52)
This constraint is actually imposed by the linear (heat) part of (1). Consider indeed aij = δij
and H(x, p) = |p|γ , γ > 1. For T > 0, let χ ∈ C∞0 (Rd), Γ(x, t) be fundamental solution of the
heat equation in Rd, f3(x, t) := χ(x/
√
T − t)[√T − t log(T − t)]−1 and u3 be the function
u3(x, t) :=
∫∫
Rd×(0,t)
f3(y, s)Γ(x− y, t− s) dyds on QT
Clearly, u3 is a classical solution to{
∂tu(x, t)−∆u(x, t) + |Du(x, t)|γ = f3(x, t) + |Du3(x, t)|γ
u(x, 0) = 0,
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f3 ∈ Lq(QT ) for all q ≤ d + 2 and |Du3|γ ∈ L∞(0, T ;Lβ(Td)) for all β < ∞. In turn, we have
that ‖Du3(·, t)‖∞ →∞ as t→ T . Note that this example can be recast into the periodic setting
by multiplying u3 by a cut-off function ψ, as in the previous remarks.
Therefore, with respect to integrability requirements on f , Theorem 1.2 is optimal, at least
when γ < 3, namely when d + 2 ≥ d+22(γ′−1) . We do not know whether (52) is enough also when
γ ≥ 3.
4 A priori estimates: Bernstein’s and the adjoint methods
This section is devoted to the proof of Theorem 1.2, and complements regularity results of the
previous section. Here, u is a classical solution to (1). This will allow to perform the Bernstein’s
method, namely to analyse the equation satisfied by |Du|2. The adjoint of such an equation is
basically (29). As before we will exploit the interplay between the equation itself and its adjoint.
We will assume that aij ∈ C([0, T ];C1(Td)) and satisfies (A), H ∈ C2(Td ×Rd) and satisfies
(H), f ∈ C([0, T ];C1(Td)), u0 ∈ C1(Td) and
q > min
{
d+ 2,
d+ 2
2(γ′ − 1)
}
.
As before, for any fixed τ ∈ (0, T ), ρτ ∈ C∞(Td), ρτ ≥ 0 with ‖ρτ‖L1(Td) = 1, let ρ be the
(classical) solution to (29). Note that Proposition 3.1, Lemma 3.2 and Proposition 3.3 apply.
We start with a revised version of Corollary 3.5.
Corollary 4.1. Let u and ρ be solutions to (1) and (29) respectively. Let q¯ be such that
q¯ >
d+ 2
2(γ′ − 1) .
Then, there exist constants C > 0 and 0 < δ < 1 such that
‖ρ‖H1
q¯′
(Qτ ) ≤ C
(‖Du‖1−δL∞(Qτ ) + 1) ,
where C depends in particular on λ, ‖a‖C(W 1,∞), CH , ‖u0‖L∞(Td), ‖f‖Lq(QT ), q¯, d, T (but not on
τ, ρτ ).
A straightforward consequence of the corollary is that
‖ρ‖Lp¯′(Qτ ) ≤ C
(‖Du‖1−δL∞(Qτ ) + 1), for all p¯ > d+ 22(γ′ − 1) + 1 . (53)
Indeed, since q¯′ < d+2d+1 , Proposition A.2 gives the result.
Proof. Since q¯′ < d+2d+1 , (23) applies (with q = q¯), yielding by (H)
‖ρ‖H1
q¯′
(Qτ ) ≤ C
(∫∫
Qτ
|DpH(x,Du)|r
′
ρ dxdt+ 1
)
≤ C1
(∫∫
Qτ
|Du|(γ−1)r′ρ dxdt+ 1
)
≤ C1
(
‖Du‖1−δL∞(Qτ )
∫∫
Qτ
|Du|(γ−1)r′−1+δρ dxdt+ 1
)
,
with r′ = 1+ (d+2)q¯−1. Note that δ > 0 can be chosen small so that (γ− 1)r′− 1+ δ ≤ γ. One
then uses the estimate (34) on
∫∫ |Du|γρ to conclude.
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We are now ready to prove our main a priori Lipschitz regularity result.
Proof of Theorem 1.2. Step 1. Set z(x, t) := |Du(x,t)|
2
2 on QT . Straightforward computations
yield
zxi = Du ·Duxi , zxixj = Duxj ·Duxi +Du ·Duxixj , ∂tz = Du ·D(∂tu) ,
which give
Tr(AD2z) =
d∑
k=1
ADuxk ·Duxk +Du ·D{Tr(AD2u)} −
d∑
k=1
uxkTr(AxkD
2u) . (54)
Then, differentiating the HJ equation (1) with respect to xk, multiplying the resulting equation
by uxk , and summing for k = 1, . . . , d, one finds
Du ·D(∂tu)−Du ·D{Tr(AD2u)}+DpH ·Dz +DxH ·Du = Df ·Du .
Therefore, by plugging (54) into the previous equality we obtain the following equation satisfied
by z
∂tz−Tr(AD2z)+
d∑
k=1
ADuxk ·Duxk+DpH ·Dz =
d∑
k=1
uxkTr(AxkD
2u)−DxH ·Du+Df ·Du . (55)
Using the uniform ellipticity condition (A) we estimate the third term on the left-hand side as
d∑
k=1
ADuxk ·Duxk ≥ λTr((D2u)2).
Multiply (55) by the adjoint variable ρ and integrate by parts in space-time to get∫
Td
z(x, τ)ρτ (x) dx + λ
∫∫
Qτ
Tr((D2u)2)ρ dxdt ≤
∫
Td
z(x, 0)ρ(x, 0) dxdt+∫∫
Qτ
|DxH ||Du|ρ dxdt+
∫∫
Qτ
Df ·Duρ dxdt+
∫∫
Qτ
uxkTr(AxkD
2u)ρ dxdt. (56)
Step 2. We proceed by estimating the four terms on the right hand side of (56). First,∫
Td
z(x, 0)ρ(x, 0) dxdt ≤ 1
2
‖Du(·, 0)‖2L∞(Td). (57)
Second, thanks to (H), Proposition 3.3 and Young’s inequality,∫∫
Qτ
|DxH ||Du|ρ ≤ ‖Du‖L∞(Qτ )
[
CH
∫∫
Qτ
|Du|γρ dxdt+ CHτ
]
≤ C2 + 1
8
‖Du‖2L∞(Qτ ). (58)
We then consider
∫∫
Df ·Duρ. Integrating by parts,∣∣∣∣∫∫
Qτ
Df ·Duρ dxdt
∣∣∣∣ = ∣∣∣∣∫∫
Qτ
fdiv(Duρ) dxdt
∣∣∣∣
≤
∣∣∣∣∫∫
Qτ
fDu ·Dρdxdt
∣∣∣∣+ ∣∣∣∣∫∫
Qτ
fTr(D2u)ρ dxdt
∣∣∣∣ =: I1 + I2
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The term I1 can be controlled by means of Ho¨lder’s and Young’s inequalities, and the control on
‖ρ‖H1
q¯′
stated in Corollary 4.1:
I1 ≤ ‖Du‖L∞(Qτ )‖f‖Lq¯(Qτ )‖Dρ‖Lq¯′(Qτ ) ≤ C‖Du‖L∞(Qτ )‖f‖Lq¯(Qτ )
(‖Du‖1−δL∞(Qτ ) + 1)
≤ C3 + 1
16
‖Du‖2L∞(Qτ ). (59)
We apply to I2 also Ho¨lder’s and Young’s inequalities to get, for a p¯ > 1 to be chosen,
I2 ≤ 1
2λ
∫∫
Qτ
f2ρ dxdt+
λ
2
∫∫
Qτ
Tr((D2u)2)ρ dxdt
≤ 1
2λ
‖f‖2L2p¯(Qτ )‖ρ‖Lp¯′(Qτ ) +
λ
2
∫∫
Qτ
Tr((D2u)2)ρ dxdt.
Let us focus on the first term of the right-hand side of the above inequality: it can be bounded
by (53) and ‖f‖Lq(QT ) whenever there exists p¯ such that
2(d+ 2)
2(γ′ − 1) + 1 < 2p¯ ≤ q.
Such a p¯ indeed exists, since q > min
{
d+ 2, d+22(γ′−1)
}
. Therefore,
I2 ≤ C3 + 1
16
‖Du‖2L∞(Qτ ) +
λ
2
∫∫
Qτ
Tr((D2u)2)ρ dxdt. (60)
For the last term
∫∫
uxkTr(AxkD
2u)ρ, Cauchy-Schwartz and Young’s inequalities yield∫∫
Qτ
uxkTr(AxkD
2u)ρ dxdt ≤ C‖Da‖2∞
∫∫
Qτ
|Du|2ρ dxdt+ λ
2
∫∫
Qτ
Tr((D2u)2)ρ dxdt
We distinguish two cases: if γ ≥ 2, we have by (34) (with β = 2) that ∫∫Qτ |Du|2ρ ≤ C.
Otherwise, if 1 < γ < 2,∫∫
Qτ
|Du|2ρ ≤ ‖Du‖2−γL∞(Qτ )
∫∫
Qτ
|Du|γρ dxdt ≤ C‖Du‖2−γL∞(Qτ ).
In both cases we end up with∫∫
Qτ
uxkTr(AxkD
2u)ρ dxdt ≤ C4 + 1
8
‖Du‖2L∞(Qτ ) +
λ
2
∫∫
Qτ
Tr((D2u)2)ρ dxdt. (61)
Step 3. Plugging (57), (58), (59), (60) and (61) into (56) we get
1
2
∫
Td
|Du(x, τ)|2ρτ (x) dx =
∫
Td
z(x, τ)ρτ (x) dx ≤ 1
2
‖Du(·, 0)‖2L∞(Td) + C +
3
8
‖Du‖2L∞(Qτ ).
Since this inequality holds for all smooth ρτ ≥ 0 with ‖ρτ‖L1(Td) = 1, we obtain
1
2
‖Du(·, τ)‖2L∞(Td) ≤
1
2
‖Du(·, 0)‖2L∞(Td) + C +
3
8
‖Du‖2L∞(Qτ ),
and we conclude by passing to the supremum with respect to τ ∈ (0, T ).
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A Some auxiliary results
Lemma A.1. Let p > 1, and suppose that aij ∈ C(QT ) saitsfies (A). Then, there exists a
unique solution in W 2,1p (QT ) to{
∂tu(x, t)−
∑d
i,j=1 aij(x, t)∂iju(x, t) = f(x, t) in QT ,
u(x, 0) = 0 in Td .
Moreover, there exists a constant C (depending on λ, p, and the modulus of continuity of a on
QT ) such that
‖u‖W 2,1p (QT ) ≤ C‖f‖Lp(QT ) . (62)
Proof. This is a classical maximal Lp regularity statement for uniformly elliptic equations with
continuous coefficients, that can be deduced from results contained in [16]; see [7] for additional
details. One can also rely on abstract results on maximal regularity for parabolic equations in
[20].
The following continuous embedding result of H1σ(QT ) into L
p(QT ) is rather known and
can be found for example in [9]. However, we need its stability as T → 0: this requires an
additional control on the trace at some time (e.g. t = 0). We provide a proof here for the
reader’s convenience, that does not make use of fractional Sobolev spaces.
Proposition A.2. If 1 < σ < (d + 2)/(d + 1), then H1σ(QT ) is continuously embedded into
Lp(QT ) for
1
p
=
1
σ
− 1
d+ 2
.
Moreover, if u ∈ H1σ(QT ) and u(·, 0) ∈ L1(Td), we have
‖u‖Lp(QT ) ≤ C
( ‖u‖
H1σ(QT )
+ ‖u(0)‖L1(Td)
)
, (63)
where the constant C depends on d, p, σ, T , but remains bounded for bounded values of T .
Proof. Let f ∈ Lp′(QT ) and ϕ be the solution to{
−∂tϕ(x, t) −∆ϕ(x, t) = f(x, t) in QT ,
ϕ(x, T ) = 0 in Td .
By Theorem A.1, ϕ satisfies
‖ϕ‖W 2,1
p′
(QT )
≤ C‖f‖Lp′(QT ) . (64)
Note that C here may depend on T , but it is the same for all T ≤ 1 (if T < 1, it is sufficient to
extend trivially f on Td × (T, 1) and use (62) on Td × (0, 1)). Note that (d+ 2)/2 < p′ < d+ 2.
Therefore, by the embedding results in [16, Lemma II.3.3],
‖ϕ‖C(QT ) ≤ C‖ϕ‖W 2,1
p′
(QT )
, ‖ϕ‖W 1,0
σ′
(QT )
≤ C‖ϕ‖W 2,1
p′
(QT )
(65)
Note that a straightforward application of [16, Lemma II.3.3] yields bounded constants in (65) as
T → 0, plus an additional term on the right-hand sides of the form C1T−1‖ϕ‖Lp′(QT ); this term
can be removed using the fact that ϕ(T ) = 0, that guarantees ‖ϕ‖Lp′(QT ) ≤ T ‖∂tϕ‖Lp′(QT ) ≤
‖ϕ‖W 2,1
p′
(QT )
. Note also that here we can identify norms on Td with norms on Ω = (0, 1)d.
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Therefore, integrating by parts in time and using (64) and (65),∣∣∣∣∫∫
QT
uf dxdt
∣∣∣∣ = ∣∣∣∣∫∫
QT
u(−∂tϕ−∆ϕ) dxdt
∣∣∣∣
≤
∫
Td
|ϕ(x, 0)u(x, 0)|dx +
∣∣∣∣∫∫
QT
∂tuϕdxdt
∣∣∣∣+ ∫∫
QT
|Dϕ| |Du| dxdt
≤ C
(
‖ϕ(0)‖L∞(Td)‖u(0)‖L1(Td) + ‖∂tu‖(W 1,0
σ′
(QT )
)
′‖ϕ‖W 1,0
σ′
(QT )
+ ‖Du‖Lσ(QT )‖Dϕ‖Lσ′(QT )
)
≤ C
(
‖u(0)‖L1(Td) + ‖∂tu‖(W 1,0
σ′
(QT )
)
′ + ‖Du‖Lσ(QT )
)
‖f‖Lp′(QT ),
yielding the desired result.
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