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A B S T R A C T
Background: The most tedious and time-consuming task in medical additive manufacturing (AM) is image
segmentation. The aim of the present study was to develop and train a convolutional neural network (CNN) for
bone segmentation in computed tomography (CT) scans.
Method: The CNN was trained with CT scans acquired using six different scanners. Standard tessellation lan-
guage (STL) models of 20 patients who had previously undergone craniotomy and cranioplasty using additively
manufactured skull implants served as “gold standard” models during CNN training. The CNN segmented all
patient CT scans using a leave-2-out scheme. All segmented CT scans were converted into STL models and
geometrically compared with the gold standard STL models.
Results: The CT scans segmented using the CNN demonstrated a large overlap with the gold standard segmen-
tation and resulted in a mean Dice similarity coefficient of 0.92 ± 0.04. The CNN-based STL models demon-
strated mean surface deviations ranging between −0.19mm ± 0.86mm and 1.22mm ± 1.75mm, when
compared to the gold standard STL models. No major differences were observed between the mean deviations of
the CNN-based STL models acquired using six different CT scanners.
Conclusions: The fully-automated CNN was able to accurately segment the skull. CNNs thus offer the opportunity
of removing the current prohibitive barriers of time and effort during CT image segmentation, making patient-
specific AM constructs more accesible.
1. Introduction
Additive manufacturing (AM), also referred to as three-dimensional
(3D) printing, is a technique in which successive layers of material are
deposited on a build bed, allowing the fabrication of objects with
complex geometries [1,2]. In medicine, additive manufactured tangible
models are being increasingly used to evaluate complex anatomies
[3,4]. Moreover, AM can be used to fabricate patient-specific constructs
such as drill guides, saw guides, and medical implants. Such constructs
can markedly reduce operating times and enhance the accuracy of
surgical procedures [4]. AM constructs have proven to be particularly
valuable in the field of oral and maxillofacial surgery due to the ple-
thora of complex bony geometries found in the skull area.
The current medical AM process comprises four different steps: 1)
image acquisition; 2) image processing; 3) computer-aided design; and
4) additive manufacturing (Fig. 1). Image acquisition is commonly
performed using computed tomography (CT) since it offers the best
hard tissue contrast [5]. During step 2 of the medical AM process, the
acquired CT scan needs to be converted into a 3D surface model in the
standard tessellation language (STL) file format. This STL model can be
used to design patient-specific constructs (step 3) that can subsequently
be fabricated using a 3D printer (step 4).
The most important step in the CT-to-STL conversion process is
image segmentation: the partitioning of images into regions of interest
that correspond to a specific anatomical structure (e.g., “bone”). To
date, the most commonly used image segmentation method in medical
AM is global thresholding [6]. However, global thresholding does not
take CT artifacts and noise into account, nor the intensity variations
https://doi.org/10.1016/j.compbiomed.2018.10.012
Received 7 September 2018; Received in revised form 11 October 2018; Accepted 13 October 2018
∗ Corresponding author. Amsterdam UMC, De Boelelaan 1117, 1081 HV, Amsterdam, the Netherlands.
E-mail address: j.minnema@vumc.nl (J. Minnema).
Computers in Biology and Medicine 103 (2018) 130–139
0010-4825/ © 2018 Elsevier Ltd. All rights reserved.
T
between different CT scanners that often results in inconsistent seg-
mentation results [7]. Therefore, extensive manual post-processing and
anatomical modeling is often indispensable. Moreover, due to sub-
jectivity, fatigue, and variance amongst medical engineers, the quality
of threshold-based image segmentations can differ markedly.
Many alternative (semi-)automatic image segmentation methods
such as edge detection, region growing, statistical shape models, atlas-
based methods, morphological snakes, active contouring, and random
forests, have been developed over the last decades [6,8]. These auto-
mated methods are suitable to some extent for segmenting images with
intensity inhomogeneities but often fail when applied to images ac-
quired using different CT scanners and imaging protocols with varying
noise levels. The inherent limitations have subsequently dampened the
enthusiasm amongst physicians with an interest in adapting AM in
clinical settings. Therefore, new methods to automate image segmen-
tation are sought.
Over the past few years, there have been unparalleled advances in
the field of artificial intelligence, especially after the ground-breaking
performance of the convolutional neural network (CNN) developed by
Alex Krizhevsky for the ImageNet challenge in 2012 [9]. A CNN is
structured in layers. Each layer comprises multiple computational
building blocks called neurons that share weighted connections with
neurons in subsequent layers. During training, these layers extract
features from training images, after which the CNN can recognize these
features in new, unseen images to perform a certain task, such as seg-
mentation.
The aim of the present study was to develop and train a CNN for
skull segmentation in CT scans. The CNN was trained using a unique
patient dataset that represented variations that are commonly found in
clinical CT scans. This will hopefully help overcome the aforementioned
segmentation issues in medical AM and reduce the time-consuming and
costly role of manual processing.
1.1. Related work
Traditionally, (semi-)automatic rule-based methods, such as edge
detection [10], region based-methods [11,12], and level sets [13,14],
have been used for medical image segmentation. The main strength of
such rule-based approaches is their computational efficiency in terms of
time and memory. Rule-based methods require the construction of
generic priors to ensure correct segmentation. However, defining such
generic priors is often a manual task, which can be cumbersome when
segmenting images with high noise-levels or artifacts. Therefore, data-
driven approaches were developed. Data-driven approaches do not
depend on a fixed set of manually chosen rules but aim to extract re-
levant information from large numbers of medical images. Examples of
data-driven approaches that have been frequently used for medical
image segmentation are random forests [15,16], statistical shape
Fig. 1. Schematic overview of the study. The current medical additive manufacturing (AM) workflow is presented in the top of the figure. CT scans and STL models
acquired in this process were used to train a convolutional neural network (CNN).
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models [17–19], and atlas-based approaches [20,21]. Although many of
these approaches offer more accurate segmentation results than rule-
based methods, data-driven methods still lack the generalizability to
segment medical images of varying shapes, sizes and properties [8].
Moreover, data-driven methods often fail when applied to images ac-
quired using different CT scanners and imaging protocols.
One way to overcome these limitations is to use deep learning al-
gorithms. Recent advances in Graphical Processing Units (GPU) com-
puting have enabled the development of efficient and intelligent deep
learning approaches [22]. More specifically, convolutional neural net-
works (CNNs) have opened up a wealth of promising opportunities
across a number of image-based disciplines. For example, Prasoon et al.
(2013) successfully employed a CNN for the segmentation of knee
cartilage in magnetic resonance (MR) images [23]. They demonstrated
the potential of CNNs and outperformed the then state-of-the-art k-
Nearest Neighbor classification method. This has motivated many re-
searchers to use CNNs for various medical segmentation tasks, such as
the segmentation of brain tissue [24–26], prostate [27], bone [28,29],
and tumors [30–33] in MR images. Furthermore, multiple studies have
been conducted on the segmentation of kidneys [34] and the pancreas
[35–37] in CT scans. A few studies have investigated the use of CNNs
for bone segmentation in CT scans. For example, Vania et al. (2017)
employed a CNN for the segmentation of the spine [38]. Moreover,
Išgum et al. (2018) proposed an iterative CNN for the segmentation of
vertebrae that outperformed alternative segmentation methods [39].
2. Novelties
The novelty of the present study is that it demonstrates the feasi-
bility of training a CNN on a patient dataset for which a unique, high-
quality gold standard was available, namely, STL models created by
experienced medical engineers. To the best of our knowledge, no stu-
dies have been performed in which such “engineered” STL models were
used as gold standard. Moreover, CT scans were acquired using dif-
ferent CT scanners and acquisition protocols in order to represent the
variability that is commonly found amongst clinical CT datasets.
3. Materials and methods
This study followed the principles of the Helsinki Declaration and
was performed in accordance with the guidelines of the Medical Ethics
Committee of the VU University Medical Center Amsterdam. The Dutch
Medical Research Involving Human Subjects Act (WMO) did not apply
to this study (Ref: 2017.145).
3.1. Data acquisition
The CNN was trained using CT scans and STL models of 20 patients
who had previously undergone craniotomy and cranioplasty using ad-
ditively manufactured skull implants. The 20 CT scans were acquired
using different CT scanners and imaging protocols in order to represent
the variability that is commonly found amongst clinical CT datasets
(Table 1). The bony structures in all 20 patient CT scans were initially
segmented using global thresholding combined with manual correc-
tions, i.e., removal of noise, artifacts and unrelated structures, such as
the head rest in the CT scan, using the available segmentation editing
tools in Mimics software (Mimics v20.0, Materialise, Leuven, Belgium).
Medical engineers subsequently converted the segmented CT scans into
STL models and imported these STL models into medical computer-
aided design 3-matic software (3-matic v11.0, Materialise, Leuven,
Belgium) for post-processing. The post-processing procedure included
the removal of unconnected triangles (noise), the closing of unnatural
gaps, and the smoothening of defect edges in the skull (Fig. 1, step 3).
Hence, these post-processed STL models contained information that had
been directly defined by medical engineers, and therefore served as the
gold standard in our study.
3.2. Data processing: generating gold standard labels
All 20 gold standard STL models were subsequently used to create
gold standard labels, namely “bone” or “background”. To this end, all
STL models had to be aligned with their corresponding CT scans (Fig. 1,
step ‘A’). Each STL model was aligned on a reference model with the
same orientation as the CT scan using a local best-fit algorithm in GOM
Inspect® software (GOM Inspect 2017, GOM GmbH, Braunschweig,
Germany). The aligned STL models were subsequently converted into
gold standard labels using the mesh-to-label conversion [40] module in
3D Slicer software (v. 4.6.2) (Fig. 1, step ‘B’) [41,42].
3.3. Data processing: generating patches
All 20 CT scans were normalized by rescaling the voxel values be-
tween 0 and 1 (Fig. 1, step ‘C’). Normalization was performed as fol-
lows:
=
−
−
xnorm x CT
CT CT
min
max min
, (1)
where xnorm is the normalized voxel value between 0 and 1, x is the
voxel intensity (in Hounsfield Units), CTmin is the minimum voxel in-
tensity (in Hounsfield units), and CTmax is the maximal voxel intensity
(in Hounsfield units) in the CT scan.
The normalized CT scans were used to select voxels from a confined
rectangular region of interest within each 2D axial CT slice that con-
tained bone (Fig. 2A). These voxels were subsequently used to create
33x33 patches centered on each voxel (Fig. 2B). Thus the created pat-
ches contained the intensity values of the surrounding voxels. The
patches were then used to train the CNN to classify the center voxel of
each patch as either “bone” or “background” (Fig. 1, step ‘E’).
Selecting patches from CT scans is a highly data imbalanced pro-
blem since bone voxels comprise only a small part of the total number
of voxels. Training the CNN using the true distribution of bone voxels
would cause the CNN to be biased towards classifying background
voxels. Therefore, a balanced dataset was used to train the CNN, as
proposed by Havaei et al. [30]. This means that an equal number of
“bone” patches and “background” patches were randomly selected from
the 20 CT scans, which resulted in 1 000 000 patches for each class,
hence 2 000 000 patches in total.
3.4. CNN architecture
The CNN architecture used in this study (Fig. 3) was initially de-
veloped by N. Aldenborgh for tumor segmentation in MR images [43].
The authors of the present study substantially adapted the aforemen-
tioned CNN for bone segmentation in CT images. One of the major
differences between the current CNN and the CNN developed by Al-
denborgh was the number of labels and input channels used to feed the
CNN. Aldenborgh used 5 labels to segment different anatomical struc-
tures in MR images of the brain, whereas the modified algorithm im-
plemented in this study used 2 labels to segment CT images into “bone”
and “background” (air and soft tissues). In addition, Aldenborgh used 4
input channels to train their CNN on 4 different MRI sequences,
whereas we used one input channel. Full details of our CNN archi-
tecture and settings can be publicly accessed online [44].
The CNN architecture used in this study consisted of four blocks,
each comprising four layers (Fig. 3). The first layer of each block was a
convolutional layer (Fig. 3A). Each convolutional layer was composed of
a set of different kernels. These kernels are essentially structure de-
tectors that search for particular geometric shapes in the input images
by performing a convolution operation. Traditionally, particular kernel
shapes are designed by an engineer to perform a certain task. A CNN
learns which kernel shapes are the most suited to perform the task at
hand.
In order to interpret the output of the convolutional layer,
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additional layers were included in the CNN architecture. An activation
layer (Fig. 3B), i.e., rectified linear units (ReLU), was applied im-
mediately after each convolutional layer to introduce a non-linear
property to the CNN. This subsequently increased the flexibility of the
CNN to detect different anatomical structures [9]. The output of the
activation layer was normalized for numerical stability using a nor-
malization layer (Fig. 3C) [45]. The last layer in each block was the
pooling layer (Fig. 3D), which achieved spatial invariance in the de-
tected structures [46].
After the four blocks, a final classification layer was used in the CNN
architecture. This layer quantified the difference between the CNN
prediction and the gold standard labels in each iteration of the training
procedure. After each iteration, the kernels were refined in order to
reduce the difference in the next iteration. Generally, a CNN is initiated
with random kernel structures that are refined during training until the
performance of the CNN no longer improves. In other words, the
training of CNNs is characterized by identifying which kernel structures
are relevant to solve the task at hand.
3.5. Implementation details
The sizes of the convolution kernels were set to 7x7 for the first
layer, 5x5 for the second and third layers, and 3x3 for the final layer.
Max-pooling operations were performed in the pooling layers using 2x2
kernels. Moreover, dropout [47] was applied after each convolutional
layer with a value of 0.1. Training was performed using a batch size of
128 patches. In addition, the RMSprop optimizer [48] was used to
update the kernel weights. In this context, the learning rate (α) and the
decay (d) were set to α=0.005 and d= 0.01.
Table 1
Image acquisition parameters of the patients’ CT scans used in this study.
Patient ID Scanner Type Reconstruction Kernel Voxel size Slice thickness (mm) Tube voltage (kVp) Tube Current (mA)
1 GE Discovery CT750 HD BONEPLUS 0.47 0.625 120 200
2 GE Discovery CT750 HD BONEPLUS 0.543 0.625 120 200
3 GE Discovery CT750 HD BONEPLUS 0.49 1.25 140 626
4 GE Discovery CT750 HD BONEPLUS 0.553 0.625 120 200
5 GE Discovery CT750 HD BONEPLUS 0.504 0.625 120 200
6 Siemens Sensation 64 H31s 0.482 1 120 213
7 Siemens Sensation 64 H70h 0.568 0.75 120 300
8 Siemens Sensation 64 H70h 0.459 0.75 120 300
9 Siemens Sensation 64 H32s 0.4 0.6 120 380
10 Siemens Sensation 64 H60s 0.443 1 120 323
11 Siemens Somatom Definition AS+ J30s/3 0.404 1.5 120 80
12 Siemens Somatom Definition AS+ J70h/1 0.391 1 120 131
13 Siemens Somatom Definition AS+ J30s/3 0.412 1 120 113
14 Siemens Somatom Definition AS+ J70h/1 0.342 1 120 115
15 Siemens Somatom Force Hr64h\1 0.432 1 120 184
16 Siemens Somatom Force Hf38s/3 0.45 1 120 164
17 Siemens Somatom Force Hr64h\1 0.39 1 120 166
18 Philips iCT 256 UB 0.513 0.9 120 131
19 Philips iCT 256 D 0.52 0.9 120 131
20 Philips Brilliance 64 UC 0.486 1 120 149
Fig. 2. Patch acquisition from CT slices. Box A illustrates the confined rectan-
gular region of interest enclosing all bone voxels in the CT slice, and box B
represents the selected patch.
Fig. 3. Schematic overview of the CNN architecture.
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CNN training (Fig. 1, step ‘E’) was performed using a Linux desktop
computer (HP Workstation Z840) with 64 GB RAM, a Xeon E5-2687 v4
3.0GHZ CPU, and a GTX 1080 Ti GPU card. Implementation of the code
was performed in Keras [49], a python library that compiles symbolical
expressions into C/CUDA code that can then run on GPUs. The training
of the CNN took approximately 5min for each epoch, while the seg-
mentation of one CT slice took approximately 20 s.
3.6. CNN performance testing
The performance of the CNN was evaluated by segmenting CT scans
that were not used for training purposes (Fig. 1, step ‘F’). To this end,
the CNN was trained using a leave-2-out scheme: patches were acquired
alternately from 18 of the 20 CT scans, after which the CNN was used to
segment the 2 CT scans that were not used for training. Segmentations
of the CT scans were performed by classifying each voxel individually.
For this purpose, patches (33x33) were generated around each voxel in
the CT scan. These patches were subsequently forwarded through the
trained CNN, which resulted in label predictions (i.e., “bone” or
“background”) of all voxels.
The quality of the CNN segmentation was evaluated using the Dice
similarity coefficient (DSC). The definition of the DSC is given in
Equation (2), where TP is the number of true positives, FP is the number
of false positives, and FN is the number of false negatives.
=
+ +
DSC TP
TP FP FN
2
2 (2)
The TP, FP, and FN of the CNN segmentations were calculated with
respect to the gold standard labels. Since these gold standard labels
were derived from STL models that were often cropped to a specific
region of interest and thus did not always cover all bony structures in
the original CT scan, the TP, FP, and FN values were only calculated
within this region of interest.
All 20 CT scans segmented using the CNN were subsequently con-
verted into STL models using 3D Slicer software (Fig. 1, step ‘G’). The
resulting STL models were geometrically compared with the corre-
sponding gold standard STL models using the surface comparison
function in GOM Inspect® software. This surface comparison was per-
formed on the largest connected component of the STL models and
computes the perpendicular distance between each polygon point on
the gold standard STL model and the corresponding CNN-based STL
model. Signed deviations between −5.0 mm and +5.0 mm were
measured between the CNN-based STL models and the gold standard
STL models (Fig. 1, step ‘H’). The mean deviations and standard de-
viations (SDs) were calculated for all CNN-based STL models of the
skulls as well as for a manually selected region around the edges of each
skull defect.
4. Results
Fig. 4 shows axial CT slices of four patients with a skull defect as
well as the corresponding gold standard labels created by a medical
engineer (“gold standard segmentation”). The labels acquired using the
trained CNN (“CNN segmentation”) are presented in Fig. 4C. Differ-
ences between the gold standard segmentation and the CNN segmen-
tation are visualized in Fig. 4D: correctly labeled voxels are marked in
gray, false negatives in white, and false positives in black. In addition,
the DSCs between the gold standard segmentations and the CNN seg-
mentations are presented in Table 2. DSCs ranged between 0.86 (pa-
tient 7) and 0.97 (patient 12), with a mean DSC of 0.92 ± 0.04.
Fig. 5 shows four typical examples of skull STL models acquired
using the trained CNN. The STL models depicted in Fig. 5 A, C, E, and G
correspond to patient 7, 9, 15, and 18, respectively. The (signed) geo-
metric deviations between these CNN-based STL models and the gold
standard STL models are presented using color maps. All CNN-based
STL models generally resembled the gold standard STL models created
by the medical engineer, with mean deviations ranging between
−0.19mm ± 0.86mm (patient 1) and 1.22mm ± 1.75mm (patient
7) (Fig. 6). The mean of the absolute mean deviations of all CNN-based
STL models was 0.44 mm ± 0.36 mm. No differences were observed
between the mean deviations of the STL models acquired using the six
different CT scanners included in this study, namely, GE Discovery
CT750 HD, Siemens Sensation 64, Siemens Somatom Definition AS+,
Siemens Somatom Force, Philips iCT 256, and Philips Brilliance 64
(Fig. 6).
Furthermore, the edges of the skull defects in the CNN-based STL
models were typically well represented with smooth boundaries. In 17
of the CNN-based STL models, the edges of the skull defects demon-
strated smaller mean deviations than the whole skull (Fig. 7). The mean
of the absolute mean deviations of all defect edges was 0.27mm ±
0.29mm.
5. Discussion
The CT-to-STL conversion currently required in medical AM remains
a challenge. This is impeding the wide-spread use of additive manu-
factured constructs in clinical settings. Therefore, the present study
aimed to develop and train a CNN for automated CT image segmenta-
tion of bone.
The bone segmentation performance of the trained CNN was good
(Fig. 4). Differences between the gold standard segmentation and the
CNN segmentation were generally in the order of magnitude of one
voxel, which is illustrated in Fig. 4D. More specifically, the DSCs varied
between the different CT scans with a mean DSC of 0.92 ± 0.04
(Table 2). These results are in good agreement with those reported by
Powell et al. [34] (2017), who used a fully-automated atlas-based ap-
proach for the segmentation of temporal bones and obtained DSCs
ranging between 0.58 and 0.91. Moreover, the mean DSC found in the
present study is comparable to the results reported by Fu et al. [50]
(2017) who proposed an atlas-based method and achieved a mean DSC
of 0.94 ± 0.01 when segmenting the mandible. Torosdagli et al. [51]
(2017) developed a 3D gradient-based fuzzy connectedness method for
the segmentation of the mandible and reported a DSC of 0.91. Fur-
thermore, the DSCs found in the present study are higher than those
reported by Jafarian et al. [14] (2014) and Ghadimi et al. [52] (2016),
who segmented cranial bones of neonates using a level-set method and
achieved mean DSCs of 0.87 and 0.81, respectively. It must be noted,
however, that the differences between the DSCs across studies must be
interpreted with caution due to the variances in the datasets used.
All CNN-based STL models generally resembled the gold standard
STL models initially created by an experienced medical engineer
(Fig. 5). Interestingly, the skull CNN-based STL models resulted in an
absolute mean deviation of 0.44mm ± 0.36mm (Fig. 6), whereas the
selected region around the defect edges of the skull resulted in a smaller
absolute mean deviation of 0.27mm ± 0.29mm (Fig. 7). These dif-
ferences could have been caused by the medical engineer manually
removing all noise residuals and smoothening the defect edges of the
gold standard STL models to ensure the skull implant had a good fit.
Since these gold standard STL models were used to generate training
data, the CNN learned to reproduce these smooth and accurate defect
edges in its segmentation.
Another finding in the present study was that 18 of the 20 CNN-
based STL models were larger than the gold standard STL models
(Fig. 6). This phenomenon could be the result of the balanced dataset
that was used for CNN training containing a higher proportion of bone
voxels than the original CT scans. This implies that the CNN learned to
label more voxels as bone when compared with the gold standard
(Fig. 4). However, there is currently no general consensus in the lit-
erature on the effect of the distribution of the training data, namely
balanced or unbalanced, on the performance of CNNs [53–55]. The
optimal data distribution most likely depends on the specific properties
and features of the dataset. Further work is therefore required to
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establish the viability of considering the data distribution as a tunable
hyperparameter that can be optimized for specific datasets. However,
this would require many (cross-validated) training sessions and would
thus be a time-consuming and computationally expensive procedure.
The mean deviations of the CNN-based STL models in this study
ranged between −0.19mm ± 0.86mm and 1.22mm ± 0.39mm
(Fig. 6). These results differ from those reported by Rueda et al. [56]
(2006), who calculated a mean geometrical distance of 1.63mm ±
1.63mm using a fully-automated active appearance model for the
segmentation of cortical bone in the skull. However, the mean devia-
tions found in the present study are comparable with those acquired
using a fully-automatic atlas-based segmentation method developed by
Steger et al. [20] (2012) that resulted in a mean deviation of 0.84mm.
The aforementioned findings suggest that CNNs offer comparable bone
segmentation performance to the fully-automated segmentation
methods currently used in medical AM.
Another interesting finding was that the six different CT scanners
used in this study did not seem to have an effect on the mean deviations
of the CNN-based STL models (Figs. 6 and 7). This indicates that the
CNN was able to generalise intensity variations between different CT
scanners and imaging protocols. In comparison, traditional rule-based
segmentation methods, such as global thresholding, typically do not
generalise well because they are based on a fixed set of features in
images, e.g., intensities. A major advantage of CNNs is that they can
automatically learn which characteristic features are relevant to seg-
ment bone in multiple CT scans, which allows the CNN to segment bone
in new, unseen CT scans.
Recent advances in CNN architectures for segmentation have led to
the development of fully convolutional neural networks (fCNNs)
[27,57,58]. fCNNs take input images of varying sizes and produce a
probability map, rather than a classification output for a single voxel.
This allows fCNNs to be trained more efficiently compared with CNN
architectures for the classification of single voxels [57]. However, the
Fig. 4. Example of four axial CT slices of patients with a skull defect (A), the corresponding gold standard segmentation (B), the CNN segmentation (C), and the
differences between the gold standard segmentation and the CNN segmentation (D).
Table 2
Dice similarity coefficient (DSC) between the gold
standard segmentation and the CNN segmentation
of all patient CT scans.
Patient ID DSC
1 0.96
2 0.93
3 0.89
4 0.95
5 0.89
6 0.93
7 0.86
8 0.91
9 0.87
10 0.94
11 0.88
12 0.97
13 0.90
14 0.96
15 0.92
16 0.93
17 0.95
18 0.96
19 0.97
20 0.92
Mean 0.92 ± 0.04
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Fig. 5. Color maps of the signed geometric deviations between four typical CNN-based STL models and their corresponding gold standard STL models (A, C, E, and
G). Images B, D, F, and H present a more detailed visualization of the skull defect edges.
Fig. 6. Mean deviation and standard deviation (SD) of all CNN-based STL models with respect to the corresponding gold standard STL models.
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major challenge with fCNNs is that they require large numbers of
training images [59,60]. In medical settings, the amount of data that
can be acquired is often limited due to privacy regulations and ethical
considerations. As a consequence, data augmentation is often necessary
[60]. Therefore, the authors of the present study implemented a patch-
based CNN for classification of single voxels as initially proposed by
Cireşan et al. [61] (2012). This approach has been shown to perform
well on multiple image segmentation tasks [62–64]. By extracting a
large number of patches from multiple CT slices, sufficient input data
can be acquired to train a CNN. Although patch-based CNNs are com-
putationally less efficient than fCNNs, they are easier to train and are
more robust to variations within CT slices [65].
A unique feature of the present study is that the gold standard labels
that were used to train the CNN were obtained from the STL models of
patients who had undergone cranioplasty using AM skull implants
created by a medical engineer. Since all gold standard STL models had
been successfully used to design patient-specific skull implants, their
accuracy can be considered sufficient for medical purposes. One lim-
itation of using STL models as a gold standard is the mesh-to-label
conversion algorithm that is required to convert the STL models into
gold standard labels. The mesh-to-label conversion algorithm im-
plemented in 3D Slicer resulted in a small number of bone voxels in-
correctly labeled as background. However, since this phenomenon was
only observed in thin bony structures (≤1 voxel) that were not situated
in the region of interest (the skull defect), it can be assumed that it did
not affect the segmentation performance of the CNN.
This study presents a framework for fully-automatic CT image seg-
mentation of bone using a CNN. The trained CNN was able to accurately
segment the skull in a large variety of CT scans of patients with a skull
defect. A CNN could thus help to overcome the limitations of the cur-
rent image segmentation methods commonly used in medical AM, i.e.,
global thresholding combined with extensive and time-consuming
manual post-processing. The current implementation of the CNN takes
approximately 20 s to segment a CT slice, which implies that seg-
menting a full CT scan would take approximately an hour. Nevertheless,
since the segmentation process is fully automated, the medical engineer
can spend this time on other relevant tasks needed to manufacture
patient-specific skull implants. Automating the image segmentation
step would therefore not only reduce the subjectivity and the variance
amongst medical engineers, it would also improve the cost-effectiveness
of patient-specific AM constructs.
Future research should focus on the validation of the CNN using
patches from multiple orthogonal planes (i.e., axial, sagittal, and cor-
onal). Furthermore, since low-dose CT and cone-beam CT scans can be
affected by higher noise levels than conventional CT scans, future stu-
dies should be undertaken to assess the performance of the CNN on low-
dose CT and cone-beam CT scans. Moreover, we suggest CNNs are
trained and tested for the segmentation of other (bony) structures, such
as the mandible [66] and vertebrae [39]. In addition, the segmentation
performance could be further enhanced by exploring alternative CNN
architectures, such as the TwoPathCNN [30] and the mixed-scale dense
CNN [67], which can incorporate global features in CT scans as well as
local details. Finally, new platforms and infrastructures (e.g., cloud
computing) are required that allow sharing data, reproducing results,
and benchmarking algorithms. This will help researchers to adapt to the
rapid developments in the field of deep learning.
6. Conclusion
This study presents a CNN developed for bone segmentation that
was trained using labeled CT scans of patients that had been treated
using patient-specific additive manufactured skull implants. The CNN
segmentation demonstrated a high overlap with the gold standard
segmentation (DSC=0.92 ± 0.04). The quality of the resulting CNN-
based STL models was good (mean deviation=0.44mm ± 0.36mm),
particularly around the defect edges (mean deviation= 0.27mm ±
0.29mm). CNNs offer the opportunity of removing the prohibitive
barriers of time and effort during CT image segmentation, making pa-
tient-specific AM constructs more affordable, and thus more accesible
to clinicians. Further research should be undertaken to investigate the
bone segmentation performance of different CNN architectures.
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