The convergent of an ordinary continued fraction can be computed by solving a tridiagonal linear system for its first unknown. In this paper, this approach is generalized to branched continued fractions, and it is shown how the convergent of a branched continued fraction can be considered as the first unknown of a block-tridiagonal linear system. Hence algorithms for the solution of such systems of equations can be used for the computation of convergents of branched continued fractions, which have applications in approximation theory, systems theory, etc. In future research, special attention will be paid to the use of parallel algorithms.
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IN the case of ordinary continued fractions + forward evaluation of and determinant formulae for are well-known. If we let C<° = P^/QW, then P^ and £)<, ' > can be computed by the three-term recurrence relation [5] with Pi\ = 1 = Q\P, P&° = b%\ and Q^ = 0. Using this three-term recurrence relation, one can prove that P^ and Q^ are also given by the determinant 
Let us now generalize (3) and (4) for branched continued fractions [3, 6] :
where each of the B l is an ordinary continued fraction as in (1) . A convergent of (5) Note that, in the coefficient matrix of this linear system, each C£] is itself a quotient of determinants. We shall prove in the next theorem that C nm0) . >mii is also the first unknown of a block-tridiagonal linear system, where now the partial numerators and denominators a}' 
0
Proof. For n = 1, the left-hand side reduces to
(8)
We also know from (7) that, for n = 1, By making a Laplacian expansion along the columns of Z and using the fact that det Z = (-l) 1+m "£?j£,\ it can further be simplified to
On the other hand we can deduce from (7) that Using Lemma 1, the second term in this expression is the first unknown xSp of our block-tridiagonal linear system.
• If we try to describe the result of the theorem, we can look upon it as follows. Formula (4) for ordinary continued fractions (1) generalizes to formula (8) for branched continued fractions (5) by the replacements Continuing this idea, it is easy to see that, for two-branched continued fractions with which result by inserting an ordinary continued fraction for each denominator bj'î n (5), a formula similar to (8) can be proved, where now each 6} () within 98^ is in its turn replaced by a block of the form This procedure can be repeated k times, and so a general determinant representation can be given for the convergent of a /c-branched continued fraction. It is our intention to develop parallel algorithms for the computation of (6) by introducing parallel algorithms for the solution of block-tridiagonal linear systems like (8). The computation of this type of convergent arises in approximation theory [2] , systems theory, and other applications which are under investigation [3] .
