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UPPER AND LOWER BOUNDS FOR MATRIX DISCREPANCY
JIAXIN XIE, ZHIQIANG XU, AND ZIHENG ZHU
Abstract. The aim of this paper is to sharpen the matrix discrepancy bound that was
given by Kyng, Luh and Song [KLS19]. Assume that ξ1, . . . , ξn are independent scalar
random variables with finite support and u1, . . . ,un ∈ Cd. Motivated by the technology
developed by Bownik, Casazza, Marcus, and Speegle [BCMS19], we prove
∥∥∥∥
n∑
i=1
E[ξi]uiu
∗
i −
n∑
i=1
ǫiuiu
∗
i
∥∥∥∥ ≤ C0σ,
where C0 = 3 and σ2 =
∥∥∑n
i=1
Var[ξi](uiu
∗
i )
2
∥∥. This improves Kyng, Luh and Song’s
method with which C0 = 4. We also present a lower bound for matrix discrepancy which
shows that C0 may depend on
√
log d if d ≫ n and uiu∗i , i = 1, . . . , n, are replaced by
general matrices Ai ∈ Cd×d, i = 1, . . . , n.
1. Introduction
1.1. Matrix discrepancy. Matrix discrepancy is an active topic recently, which has nu-
merous applications in mathematics and computer science, (see [Cha01,Mat99,CST14]). It
also has deep connections with many topics in mathematics which include Kadison-Singer
problem [KLS19,MSS15b], Lyapunov-type theorem [AW14] and Spencer’s “six standard
deviations” theorem [Spe85] etc..
Assume that ξ1, . . . , ξn are independent scalar random variables with finite support. For
j = 1, . . . , n, we use Sj to denote the support of ξj. Let A1, . . . An ∈ Cd×d be Hermitian
matrices. The aim of matrix discrepancy is to estimate
Disc(A1, . . . , An; ξ1, . . . , ξn) := min
ǫ1∈S1,...,ǫn∈Sn
∥∥∥∥ n∑
j=1
E[ξj]Aj −
n∑
j=1
ǫjAj
∥∥∥∥.
We call Disc(A1, . . . , An; ξ1, . . . , ξn)matrix discrepancy corresponding to matrices A1, . . . , An
and random variables ξ1, . . . , ξn. In [Tro12], Tropp employed a probability method to prove
that
(1.1) Disc(A1, . . . , An; ξ1, . . . , ξn) ≤ O(
√
log d)σ,
where the support of ξi is {±1} and σ2 =
∥∥∑n
i=1Var[ξi]A
2
i
∥∥.
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1.1.1. An improved upper bound for rank-1 matrices. Under some conditions on the matrices
{Ai}ni=1, it is possible to remove the factor
√
log d on the right side of (1.1). Very recently,
Kyng, Luh, and Song [KLS19] consider the case where rank(Ai) = 1. Assume that C0 is an
absolute constant so that
Disc(u1u
∗
1, . . . ,unu
∗
n; ξ1, . . . , ξn) ≤ C0 · σ,
where ξ1, . . . , ξn are independent scalar random variables with finite support, u1, . . . ,un ∈
C
d and σ2 :=
∥∥∑n
i=1Var[ξi](uiu
∗
i )
2
∥∥. In [KLS19], Kyng, Luh, and Song show that one can
take C0 ≤ 4.
Theorem 1.1 ( [KLS19, Theorem 1.4]). Suppose that ξ1, . . . , ξn are independent scalar
random variables with finite support. Let u1, . . . ,un ∈ Cd and
σ2 =
∥∥∥∥ n∑
i=1
Var[ξi](uiu
∗
i )
2
∥∥∥∥.
Then
(1.2) Disc(u1u
∗
1, . . . ,unu
∗
n; ξ1, . . . , ξn) ≤ 4σ.
As mentioned in [KLS19], this theorem strengthens Marcus-Spielman-Srivastava’s result
[MSS15b]. Kyng, Luh, and Song also used Theorem 1.1 to obtain the following corollary
which greatly improves the original Lyapunov-type theorem in [AW14].
Corollary 1.2 ( [KLS19, Corollary 1.7]). Let u1, . . . ,un ∈ Cd which satisfy ‖
∑n
i=1 uiu
∗
i ‖ ≤
1 and ‖ui‖2 ≤ ǫ for all i. Then for any ti ∈ [0, 1], 1 ≤ i ≤ n, there exists a subset
S ⊂ {1, 2, . . . , n} such that ∥∥∥∥∑
i∈S
uiu
∗
i −
n∑
i=1
tiuiu
∗
i
∥∥∥∥ ≤ 2√ǫ.
One of aims of this paper is to improve the bound 4σ in (1.2) to 3σ showing that one
can take C0 ≤ 3. To do that, we have to employ technology developed in [BCMS19].
Theorem 1.3. Under the assumptions of Theorem 1.1, we have
(1.3) Disc(u1u
∗
1, . . . ,unu
∗
n; ξ1, . . . , ξn) ≤ 3σ.
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Remark 1.4. We next show that the constant C0 ≥ 1. Take uj = ej , j = 1, . . . , d, where
ej ∈ Cd whose jth entry is 1 and other entries are 0. Assume that ξ1, . . . , ξd are random
variables satisfying P(ξi = 1) = P(ξi = −1) = 1/2. Then
σ2 =
∥∥∥∥ n∑
i=1
Var[ξi](uiu
∗
i )
2
∥∥∥∥ = 1.
A simple calculation shows that ∥∥∥∥ d∑
i=1
ǫiuiu
∗
i
∥∥∥∥ = 1 = σ
for any ǫi ∈ {±1}, which implies
Disc(u1u
∗
1, . . . ,udu
∗
d; ξ1, . . . , ξd) ≥ σ.
Hence, we have C0 ≥ 1.
Similarly with [KLS19], we take ξ1, . . . , ξn as independent {0, 1}-valued random variables
with Eξi = ti ∈ [0, 1]. Then Var[ξi] = ti(1 − ti) ≤ 14 . If maxi ‖ui‖2 ≤ ǫ and
n∑
i=1
uiu
∗
i = I,
then we have σ2 ≤ ǫ/4. Thus by Theorem 1.3, we have the following improved Lyapunov-
type theorem [AW14]. This, in turn, improves Corollary 1.2.
Corollary 1.5. Let u1, . . . ,un ∈ Cd which satisfy ‖
∑n
i=1 uiu
∗
i ‖ ≤ 1 and ‖ui‖2 ≤ ǫ for all
i. Then for any ti ∈ [0, 1], 1 ≤ i ≤ n, there exists a subset S ⊂ {1, 2, . . . , n} such that∥∥∥∥∑
i∈S
uiu
∗
i −
n∑
i=1
tiuiu
∗
i
∥∥∥∥ ≤ 32√ǫ.
1.1.2. A lower bound. In this subsection, we present a lower bound of the matrix discrep-
ancy, which implies, in general, one can not remove the
√
log d factor in (1.1).
Proposition 1.6. Suppose that ξ1, . . . , ξn are independent random variables satisfying P(ξi =
1) = P(ξi = −1) = 1/2. Suppose that n ∈ Z≥1 and d = 2n. There exist (1,−1)-diagonal
matrices A1, . . . , An ∈ Cd×d such that
Disc(A1, . . . , An; ξ1, . . . , ξn) ≥ n.
Proof. We assume that h ∈ Cn is a n-dimensional vector whose entries are either 1 or −1.
We use h1, . . . ,hd to denote all these possible vectors where d = 2
n. For i ∈ {1, . . . , n}, we
take Ai = Diag(h1,i,h2,i, . . . ,hd,i) ∈ Cd×d, where we use hk,i to denote the i-th entry of hk.
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Assume that ǫ = (ǫ1, . . . , ǫn) is an arbitrary vector in {1,−1}n. Noting that h1, . . .hd run
over all the vectors in {1,−1}n. Without loss of generality, we assume that h1 = ǫ. Then∥∥∥∥ n∑
i=1
ǫiAi
∥∥∥∥ ≥ |〈h1, ǫ〉| ≥ n,
which implies the conclusion. 
Remark 1.7. A simple calculation shows that
σ2 =
∥∥∥∥ n∑
i=1
Var[ξi]A
2
i
∥∥∥∥ = n,
where Ai, i = 1, . . . , n and ξi, i = 1, . . . , n are defined in the proof of Proposition 1.6. Hence,
if the factor
√
log d in (1.1) is removed, we have
Disc(A1, . . . , An; ξ1, . . . , ξn) ≤ O(σ) = O(
√
n),
which contradicts with Proposition 1.6.
Motivated by the results above, we present the following conjecture:
Conjecture 1.8. Suppose that ξ1, . . . , ξn are independent scalar random variables with
finite support. Suppose that A1, . . . , An ∈ Cd×d are Hermitian matrices with rank(Ai) ≤
r, i = 1, . . . , n. Then we have
Disc(A1, . . . , An; ξ1, . . . , ξn) ≤ O(
√
Cr,n · σ),
where Cr,n := max{log(r/n), 1} and σ2 =
∥∥∑n
i=1Var[ξi]A
2
i
∥∥.
1.2. Related work. In the past years, one already established many results about the
matrix discrepancy under some assumptions about matrices A1, . . . , An. We list some results
as follows, which show the connections between matrix discrepancy and other mathematical
topics. In this subsection, we assume that ξ1, . . . , ξn are independent random variables
satisfying P(ξi = 1) = P(ξi = −1) = 1/2.
1.2.1. Discrepancy minimization: (0, 1)-diagonal matrices. Suppose that we have a set sys-
tem D = {D1, . . . ,Dn} with Di ⊆ {1, . . . , d}. We would like to find a bi-coloring χ:
{1, . . . , d} → {±1} such that the most imbalance max
i∈{1,...,n}
∣∣ ∑
j∈Di
χ(j)
∣∣ of D is minimized.
The minimum value is called the discrepancy of the set system D, denoted by disc(D). In
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a celebrated paper [Spe85], Spencer established the famous six standard deviations theo-
rem: for any set system D with d sets and d points, there exists a bi-coloring χ such that
disc(D) ≤ 6
√
d. Later, Gluskin [Glu89] and Banaszczyk [Ban98] strengthened Spencer’s
result based on deep ideas from convex geometry. A well-known conjecture in discrepancy
minimization is Beck and Fiala’s conjecture [BF81], which says
(1.4) disc(D) ≤ O(
√
t),
where t := max
j∈{1,2,...,d}
d∑
i=1
δDi(j). Here, we set
δDi(j) :=
{
1, j ∈ Di
0, else
.
One can reformulate Spencer’s result with the language of the matrix discrepancy. For
i ∈ {1, . . . , d}, set
(1.5) Ai = Diag(δD1(i), . . . , δDd(i)),
which is a d× d diagonal matrix. Under this setting, Spencer’s result is equivalent to
Disc(A1, . . . , Ad; ξ1, . . . , ξd) ≤ 6
√
d.
Moreover, Beck and Fiala’s conjecture, i.e., (1.4), is equivalent to
Disc(A1, . . . , Ad; ξ1, . . . , ξd) ≤ O(max
i
√
Tr(Ai)).
Finally, we would like to mention that, for the general symmetric matrices, Meka made the
following interesting conjecture [Mek14]:
Conjecture 1.9 ( [Mek14]). Assume that ξ1, . . . , ξd are independent random variables sat-
isfying P(ξi = 1) = P(ξi = −1) = 1/2. For any symmetric matrices A1, . . . , Ad ∈ Rd×d with
‖Ai‖ ≤ 1, one has
Disc(A1, . . . , Ad; ξ1, . . . , ξd) ≤ O(
√
d).
1.2.2. Kadison-Singer problem: rank-1 matrices whose summation equals to identity matrix.
Suppose that u1, . . . ,un ∈ Cd with
∑n
i=1 uiu
∗
i = I. Set δ := maxi ‖uiu∗i ‖. In [MSS15b],
Marcus, Spielman, and Srivastava resolved Kadison-Singer problem, by proving that there
exists a partition {T1, T2} of {1, 2, . . . , n} such that∥∥∥∥∑
i∈Tj
uiu
∗
i
∥∥∥∥ ≤ ( 1√2 +√δ
)2
, j ∈ {1, 2},
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which is equivalent to
(1.6) Disc(u1u
∗
1, . . . ,unu
∗
n; ξ1, . . . , ξn) ≤ 2(
√
2δ + δ).
In [BCMS19], Bownik, Casazza, Marcus, and Speegle improved (1.6) by employing the
theory of mixed discriminant, a multilinear generalization of the determinant function.
Particularly, they showed that
(1.7) Disc(u1u
∗
1, . . . ,unu
∗
n; ξ1, . . . , ξn) ≤ 2
√
2(
√
1− 2δ)
√
δ
for vectors u1, . . . ,un ∈ Cd with
∑n
i=1 uiu
∗
i = I and δ = maxi ‖uiu∗i ‖ < 1/2.
In [Bra¨18], Bra¨nde´n generalized Kadison-Singer theorem to the general matrices. He
viewed the determinant function as a hyperbolic polynomial and matrices as elements of
hyperbolic cone. By employing the theory of hyperbolic polynomial, Bra¨nde´n proved that
Disc(A1, . . . , An; ξ1, . . . , ξn) ≤ O(
√
δ),
whereA1, . . . , An are positive semidefinite matrices satisfying
∑n
i=1Ai = I and δ = maxi tr(Ai).
1.3. Organization. This paper is organized as follows. In Section 2, we introduce some
notations and lemmas which are used in our proof. Then we present the proof of Theorem
1.3 in Section 3.
2. Preliminaries
2.1. Notations and lemmas. For a vector v ∈ Cd, we use ‖v‖ to denote its Euclidean 2-
norm. We use Rd≥0 to denote the set of nonnegative vectors in R
d. For a matrix M ∈ Cd×d,
we use ‖M‖ = max
‖x‖=1
‖Mx‖ to denote its operator norm, Tr(M) to denote its trace, and
adj(M) to denote its adjugate matrix, i.e. adj(M) =
(
(−1)i+jMji
)
1≤i,j≤d, where Mji is the
(j, i)-minor of M , the determinant of the (d−1)× (d−1) matrix obtained by removing row
j and column i of M . We write ∂zi to indicate the partial differential ∂/∂zi . We say that
a univariate polynomial is real-rooted if all of its coefficients and roots are real. For a real
rooted polynomial p(x), we use λmax(p) to denote the largest root of p(x). For a complex
number z, we use Im(z) to denote its imaginary part. We use P to denote the probability
of an even. For a random variable ξ, we use E[ξ] and Var[ξ] to denote its expectation and
variance, respectively.
We next introduce two lemmas, which are useful in our proofs.
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Lemma 2.1 (Jacobi’s Formula). Let A be a differentiable map form the real numbers
to Cd×d and A(t0) be an invertible matrix. Then
d
dt
∣∣∣∣
t=t0
det[A(t)] = det[A(t0)]Tr
(
A(t0)
−1 dA(t))
dt
∣∣∣∣
t=t0
)
.
Lemma 2.2 (Matrix Determinant Lemma). Suppose that A ∈ Cd×d and u,v ∈ Cd. Then
det[A+ uv∗] = det[A] + v∗adj(A)u,
where adj(A) is the adjugate matrix of A.
2.2. Interlacing families. In this subsection, we introduce interlacing families of polyno-
mials (see [MSS15a,MSS15b]), which play a key role in our argument.
Definition 2.3 ( [MSS15a]). We say the real rooted polynomial g(x) = α0
∏n−1
i=1 (x − αi)
interlaces the real rooted polynomial p(x) = β0
∏n
i=1(x− βi) if
β1 ≤ α1 ≤ β2 ≤ α2 ≤ · · · ≤ αn−1 ≤ βn.
We say that the polynomials {pj}kj=1 have a common interlacing if there exists a polynomial
g such that g interlaces pj for each j.
Definition 2.4 ( [MSS15a]). Let S1, . . . ,Sm be finite sets. For every assignment s1, . . . , sm ∈
S1 × · · · × Sm, let ps1,...,sm(x) be a real-rooted degree n polynomial with positive leading
coefficient. For a partial assignment s1, . . . , sk ∈ S1 × · · · × Sk with k < m, define
ps1,...,sk(x) :=
∑
sk+1∈Sk+1,...,sm∈Sm
ps1,...,sk,sk+1,...,sm(x)
as well as
p∅(x) :=
∑
s1∈S1,...,sm∈Sm
ps1,...,sm(x).
We say the polynomials {ps1,...,sm : (s1, . . . , sm) ∈ S1×· · ·×Sm} form an interlacing family
if for all k = 0, . . . ,m−1 and all s1, . . . , sk ∈ S1×· · ·×Sk, the polynomials {ps1,...,sk,t}t∈Sk+1
have a common interlacing.
The following lemma is necessary for our argument.
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Lemma 2.5 ( [MSS15b, Theorem 3.4]). Let S1, . . . ,Sn be finite sets and let {ps1,...,sn :
s1, . . . , sn ∈ S1 × · · · × Sn} be an interlacing family. Then there exist some s1, . . . , sn ∈
S1 × · · · × Sn such that
λmax(ps1,...,sn) ≤ λmax(p∅).
2.3. Sketch of main techniques. We first summarize here the techniques used by Kyng,
Luh, and Song in [KLS19] which play a key role in our argument. In [KLS19], Kyng, Luh,
and Song developed a method for simultaneously controlling both the largest and smallest
eigenvalues of the matrices.
Let ξ1, . . . , ξn be independent random variables with finite support. For any ǫ1, . . . , ǫn in
the support of ξ1, . . . , ξn and vectors v1, . . . ,vn in C
d, we define
(2.1) pǫ1,...,ǫn(x) :=
n∏
j=1
P(ξj = ǫj) det
[
x2I −
( n∑
i=1
(
E[ξi]− ǫi
)
viv
∗
i
)2]
and
(2.2) p∅(x) := E
ξ1,...,ξn
det
[
x2I −
( n∑
i=1
(
E[ξi]− ξi
)
viv
∗
i
)2]
=
∑
ǫ1,...,ǫn
pǫ1,...,ǫn(x).
It follows from (2.1) that for any choice of ǫ1, . . . , ǫn,∥∥∥∥ n∑
i=1
E[ξi]viv
∗
i −
n∑
i=1
ǫiviv
∗
i
∥∥∥∥ = λmax(pǫ1,...,ǫn).
Thus, to prove Theorem 1.3, it is enough to show that there exists a choice of ǫ1, . . . , ǫn so
that λmax(pǫ1,...,ǫn) ≤ 3δ.
The following lemma shows that the polynomials {pǫ1,...,ǫn} defined in (2.1) form an
interlacing family. Hence, according to Lemma 2.5, we can relate the largest root of the
individual polynomial pǫ1,...,ǫn to the summation polynomial p∅. This leads us to consider
an upper bound of λmax(p∅).
Lemma 2.6 ( [KLS19, Proposition 3.3]). The polynomials {pǫ1,...,ǫn} defined in (2.1) form
an interlacing family and
(2.3) p∅(x) =
n∏
i=1
(
1− 1
2
∂2zi
)∣∣∣∣
zi=0
Q(x, z1, . . . , zn),
where
(2.4) Q(x, z1, . . . , zn) = det
[
xI +
n∑
i=1
ziτiviv
∗
i
]2
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and τi =
√
Var[ξi], i = 1, . . . , n.
To bound the largest root of p∅(x), Kyng, Luh, and Song [KLS19] used the so-called
barrier function argument (see [MSS15b]) to bound the position of the roots of a real stable
polynomial. We will introduce it in Section 2.4.
A key observation in this paper is the following lemma which says that Q(x, z1, . . . , zn) is
quadratic with respect to each zi. Hence, we can use the technology developed in [BCMS19]
to obtain a better upper bound of λmax(p∅).
Lemma 2.7. The multivariate polynomial Q(x, z1, . . . , zn) defined in (2.4) is quadratic with
respect to each zi.
Proof. According to (2.4), Q(x, z1, . . . , zn) is a multivariate polynomial in term of x, z1, . . . , zn.
Set Ai := xI +
∑
j 6=i zjτjvjv
∗
j . Then we have
Q(x, z1, . . . , zn) = det[Ai + ziτiviv
∗
i ]
2
=
(
det[Ai] + v
∗
i adj(Ai)(ziτivi)
)2
=
(
det[Ai] + zi(τiv
∗
i adj(Ai)vi)
)2
,
where the second equality follows from Lemma 2.2. It follows that Q(x, z1, . . . , zn) is qua-
dratic with respect to zi. 
2.4. Barrier functions and mixed discriminant. In this subsection, we introduce the
definitions of barrier functions and mixed discriminant, which are useful in estimating
λmax(p∅). Let us begin with the definition of real stability. A multivariate polynomial
p(z1, . . . , zn) ∈ C[z1, . . . , zn] is stable if p(z1, . . . , zn) 6= 0 whenever Im(zi) > 0 for all i. A
polynomial p is real stable if p is stable and the coefficients of p are real. The following
lemma is helpful:
Lemma 2.8 ( [BB08, Proposition 2.4]). If A1, . . . , An are positive semidefinite symmetric
matrices, then the polynomial
det
( m∑
i=1
ziAi
)
is real stable.
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Lemma 2.9 ( [BB10, Theorem 1.3]). If p ∈ R[z1, . . . , zn] is real stable, then for any c > 0,
so is
(1− c∂2zi)p(z1, . . . , zn)
for all 1 ≤ i ≤ n.
We also need the following definition.
Definition 2.10 ( [MSS15b]). Let p(z1, . . . , zn) be a multivariate polynomial. We say
that z ∈ Rn is above the roots of p if
p(z+ t) > 0 for all t ∈ Rn≥0.
We use Abp to denote the set of points which are above the roots of p.
Now we are ready to introduce the definition of barrier functions.
Definition 2.11 ( [BSS12,MSS15b]). Given a real stable polynomial p(z1, . . . , zn) and a
point z ∈ Abp, the barrier function of p in direction i at z = (z1, . . . , zn) is defined as
Φip(z) =
∂zip(z)
p(z)
.
The following lemma shows the monotonicity of Φip.
Lemma 2.12 ( [MSS15b, Lemma 5.8]). Assume that p(z1, . . . , zn) is a real stable polynomial
and z ∈ Abp. Then
Φip(z+ t) ≤ Φip(z)
holds for any t ∈ Rn≥0 and i ∈ {1, . . . , n}.
We also need the following result about barrier functions.
Lemma 2.13 ( [AG14, Lemma 4.5]). Assume that p(z1, . . . , zn) is a real stable polynomial
and z ∈ Abp. Then
∂2zip
p
(z) ≤ Φip(z)2
holds for each i ∈ {1, . . . , n}.
For a univariate quadratic polynomial, we have the following result related to its barrier
function.
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Lemma 2.14 ( [BCMS19, Lemma 3.8]). Suppose that s(x) is a univariate, quadratic poly-
nomial with positive leading coefficient. Let Φs(x) =
s′(x)
s(x) be its barrier function. Then
f(x) = x− 2
Φs(x)
is a nonincreasing function on Abs.
The following lemma, which is essential for our proof, shows the behavior of barrier
functions when applying the differential operator (1− 12∂2x) to a quadratic polynomial. We
postpone its proof to the end of this subsection.
Lemma 2.15. Assume that p(x, y) is a bivariate real stable polynomial and it is quadratic
with respect to x. Suppose that (x0, y0) ∈ Abp and (x0+ δ, y0) ∈ Ab(1− 1
2
∂2x)p
. The following
holds:
(i) If δ = 1, then Φy
(1− 1
2
∂2x)p
(x0 + δ, y0) ≤ Φyp(x0, y0).
(ii) If δ ∈ (0, 1) and the barrier function satisfies Φxp(x0, y0) ≤ δ1−δ2 , then Φ
y
(1− 1
2
∂2x)p
(x0 +
δ, y0) ≤ Φyp(x0, y0).
Motivated by the method developed in [BCMS19], we employ the mixed discriminant
to prove Lemma 2.15. We next recall the definition of mixed discriminant as well as its
properties (see [BCMS19]).
Definition 2.16. Let X1, . . . ,Xd be d×d matrices. The mixed discriminant of X1, . . . ,Xd
is defined as
D(X1, . . . ,Xd) :=
∂d
∂t1 . . . ∂td
det
[ d∑
i=1
tiXi
]
.
For convenience, given a matrix X, we set X[k] := (X, . . . ,X︸ ︷︷ ︸
k
). Let X1, . . . ,Xk be d× d
matrices with k ≤ d and we set
D˜(X1, . . . ,Xk) :=
D(X1, . . . ,Xk, I[d− k])
(d− k)! .
The following lemma shows an interesting property of D˜.
Lemma 2.17 ( [AFO14, Theorem 1.1]). Assume that X1,X2 are d×d positive semidefinite
matrices with d ≥ 2. Then
D˜(X1)D˜(X2) ≥ D˜(X1,X2).
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The following lemma characterizes behavior of a bivariate polynomial under transforma-
tion of a differential operator.
Lemma 2.18 ( [BCMS19, Corollary 3.4, Lemma 3.6, Corollary 3.5]). Suppose that p(x, y)
is a bivariate real stable polynomial and (x0, y0) ∈ Abp. Let F =
∑n
i=0 ai∂
i
x be a differential
operator with real coefficients {ai}ni=1 and let q(x, y) = F (p(x, y)). The followings hold:
(i) There exist positive semidefinite matrices A,B ∈ Rd×d and a real symmetric matrices
C ∈ Rd×d such that
p(x, y) = det[Ax+By +C]
and M := x0A+ y0B + C is positive definite.
(ii) Set
(2.5) Aˆ := M−
1
2AM−
1
2 , Bˆ := M−
1
2BM−
1
2 and Lˆ := Aˆ
1
2 BˆAˆ
1
2 .
If (x0, y0) ∈ Abp
⋂
Abq, then
Φyq(x0, y0) ≤ Φyp(x0, y0)
if and only if
n∑
i=1
iaiD˜(Aˆ[i− 1], Lˆ) ≥ 0.
(iii)
Φxp(x0, y0) = D˜(Aˆ).
Now, we are ready to prove Lemma 2.15.
Proof of Lemma 2.15. Our aim is to prove
(2.6) Φyq(x0, y0) ≤ Φyp(x0, y0),
where q(x, y) = (1 − 12∂2x)p(x + δ, y). Since p(x, y) is quadratic in x, by Taylor expansion,
we have
q(x, y) = p(x+ δ, y)− 1
2
∂2xp(x+ δ, y)
= (1 + δ∂x +
1
2
δ2∂2x)p(x, y)−
1
2
∂2xp(x, y)
= (a0 + a1∂x + a2∂
2
x)p(x, y),
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where a0 = 1, a1 = δ > 0 and a2 =
1
2(δ
2 − 1). According to Lemma 2.18, (2.6) is equivalent
to
(2.7) a1D˜(Lˆ) + 2a2D˜(Aˆ, Lˆ) ≥ 0.
Here, Aˆ and Lˆ are defined in (2.5). According to the definition of Lˆ, we know that Lˆ is a
positive semidefinite matrix. The definition of mixed discriminant implies
(2.8) D˜(Lˆ) = D(Lˆ, I[d − 1])/(d − 1)! = Tr(Lˆ) ≥ 0.
We first consider (i). If δ = 1, then a2 =
1
2 (δ
2 − 1) = 0. Hence, (2.7) follows from (2.8).
We next turn to (ii), i.e. δ ∈ (0, 1). If D˜(Lˆ) = Tr(Lˆ) = 0, then Lˆ = 0 which implies
D˜(Aˆ, Lˆ) = 0. So (2.7) holds. We next consider the case where D˜(Lˆ) > 0.
According to Lemma 2.18, we have
D˜(Aˆ) = Φxp(x0, y0) ≤
δ
1− δ2 .
Hence, we obtain that
D˜(Aˆ, Lˆ)
D˜(Lˆ)
≤ D˜(Aˆ) ≤ δ
1− δ2 ,
which implies (2.7). Here, the first inequality follows from Lemma 2.17. 
3. Proof of Theorem 1.3
To prove Theorem 1.3, as discussed in Section 2.3, we need to bound the largest root of
p∅(x) which is defined in (2.3). The following theorem presents an upper bound of λmax(p∅)
and we postpone its proof.
Theorem 3.1. Let v1, . . . ,vn ∈ Cd and τ1, . . . , τn > 0 such that
(3.1)
n∑
i=1
τ2i (viv
∗
i )
2  I.
Then the largest root of
(3.2) p∅(x) =
n∏
i=1
(
1− 1
2
∂2zi
)∣∣∣∣∣
zi=0
det
[
xI +
n∑
i=1
ziτiviv
∗
i
]2
is at most 3.
Using this theorem, we next present the proof of Theorem 1.3.
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Proof of Theorem 1.3. Set vi =
ui√
σ
for i = 1, . . . , n. Then v1, . . . ,vn satisfy
∥∥ n∑
i=1
Var(ξi)(viv
∗
i )
2
∥∥ =
1. Recall that
pǫ1,...,ǫn(x) =
n∏
j=1
P(ξj = ǫj) det
[
x2I −
( n∑
i=1
(
E[ξi]− ǫi
)
viv
∗
i
)2]
and ∥∥∥∥ n∑
i=1
E[ξi]viv
∗
i −
n∑
i=1
ǫiviv
∗
i
∥∥∥∥ = λmax(pǫ1,...,ǫn).
According to Lemma 2.6, {pǫ1,...,ǫn : (ǫ1, . . . , ǫn) ∈ S1×· · ·×Sn} forms an interlacing family
where Sj is the support of ξj. Combining Lemmas 2.5, 2.6 and Theorem 3.1, we obtain that
there exists ǫ1, . . . , ǫn ∈ S1 × · · · × Sn such that
λmax(pǫ1,...,ǫn) ≤ λmax(p∅) ≤ 3.
Hence, there exists a choice of outcomes ǫ1, . . . , ǫn such that∥∥∥∥ n∑
i=1
E[ξi]viv
∗
i −
n∑
i=1
ǫiviv
∗
i
∥∥∥∥ ≤ 3,
which implies ∥∥∥∥ n∑
i=1
E[ξi]uiu
∗
i −
n∑
i=1
ǫiuiu
∗
i
∥∥∥∥ ≤ 3σ.

The rest of this section aims to prove Theorem 3.1. Our proof adapts the multivariate
barrier argument developed by Marcus, Spielman, and Srivastava in [MSS15b]. Recall that
Q(x, z1, . . . , zn) = det
[
xI +
n∑
i=1
ziτiviv
∗
i
]2
.
We set
(3.3) Qk(x, z1, . . . , zn) :=
k∏
i=1
(
1− 1
2
∂2zi
)
Q(x, z1, . . . , zn), k = 1, . . . , n.
A simple observation is that Qn(x, 0, . . . , 0) = p∅(x). We set
δi := τiv
∗
i vi, i = 1, 2, . . . , n,
and
wk := (0, . . . , 0,−δk+1, . . . ,−δn) ∈ Rn, k = 0, 1, . . . , n− 1.
We also set wn = 0 ∈ Rn. According to (3.1), we know δi ∈ (0, 1]. Lemma 2.7 shows that
Q(x, z1, . . . , zn) is quadratic with respect to each zi and hence Qk is also quadratic with
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respect to each zi. Combining Lemma 2.8 and Lemma 2.9, we obtain that Qk is a real
stable polynomial.
The following lemma is essential for proving Theorem 3.1. To state our proof clearly, we
postpone its proof until the end of this section.
Lemma 3.2. Let k be an integer with 0 ≤ k ≤ n−1 and wk be defined as in (3.3). Suppose
that α ∈ R satisfies (α,wk) ∈ AbQk and
Φk+1Qk (α,wk) ≤ δk+1.
Then (α,wk+1) ∈ AbQk+1 and
ΦjQk+1(α,wk+1) ≤ Φ
j
Qk
(α,wk),
where j is an integer with k + 1 < j ≤ n.
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. Plugging (3,w0) into Q and noting that
∑n
i=1 τ
2
i (viv
∗
i )
2  I, we
have
Q(3,w0) = Q(3,−δ1, . . . ,−δn) = det
[
3I −
n∑
i=1
τ2i (viv
∗
i )
2
]2
≥ det[2I]2 > 0,
which implies that the initial point (3,w0) ∈ AbQ. For any i ∈ {1, . . . , n}, the barrier
function satisfies
ΦiQ(3,w0) =
∂ziQ
Q
∣∣∣∣∣
(x,z)=(3,w0)
=
2det[xI +
∑n
j=1 zjτjvjv
∗
j ] · ∂∂zi det[xI +
∑n
j=1 zjτjvjv
∗
j ]
det[xI +
∑n
j=1 zjτjvjv
∗
j ]
2
∣∣∣∣∣
(x,z)=(3,w0)
= 2Tr
((
xI +
n∑
j=1
zjτjvjv
∗
j
)−1
τiviv
∗
i
)∣∣∣∣∣
(x,z)=(3,w0)
= 2Tr
((
3I −
n∑
j=1
(τjvjv
∗
j )
2
)−1
τiviv
∗
i
)
≤ 2Tr(2−1τiviv∗i ) = τiv∗i vi = δi,
where the third equality follows from Lemma 2.1. Hence, we have (3,w0) ∈ AbQ and
ΦiQ(3,w0) ≤ δi for any i = 1, . . . , n. According to Lemma 3.2, we obtain that (3,w1) ∈
AbQ1 and Φ
i
Q1
(3,w1) ≤ ΦiQ(3,w0) ≤ δi for any i = 2, . . . , n.
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Repeating this argument for each i ∈ {2, . . . , n}, we conclude that
(3,wn) = (3, 0, . . . , 0) ∈ AbQn .
The definition of Qn implies Qn(x, 0, . . . , 0) = p∅(x). Hence, we have λmax(p∅) ≤ 3. 
Proof of Lemma 3.2. Firstly, we will show that (α,wk+1) ∈ AbQk+1 . According to Defini-
tion 2.10, it is sufficient to show that
(3.4) Qk+1((α,wk+1) + t) = (1− 1
2
∂2zk+1)Qk((α,wk+1) + t) > 0
for any t ∈ Rn≥0. Noting that (α,wk) ∈ AbQk and wk+1 = wk + δk+1ek+1, δk+1 > 0, we
have (α,wk+1) ∈ AbQk . Here, we use ej, j = 1, . . . , n+1 to denote a vector in Rn+1 whose
j-th entry is 1 and other entries are 0. So Qk((α,wk+1) + t) > 0 for any t ∈ Rn+1≥0 . We
claim
(3.5) Φk+1Qk (α,wk+1) <
√
2.
Hence, we have
∂2zk+1Qk
Qk
((α,wk+1) + t) ≤
(
Φk+1Qk ((α,wk+1) + t)
)2
≤ (Φk+1Qk (α,wk+1))2 < 2,
which implies (3.4). Here, the first line follows from Lemma 2.13 and the second line follows
from Lemma 2.12.
We still need to prove (3.5). Set
s(x) := Qk(α, 0, . . . , 0︸ ︷︷ ︸
k
, x,−δk+2, . . . ,−δn),
which is quadratic polynomial and real stable. Recall that (α,wk), (α,wk+1) ∈ AbQk . So,
we have −δk+1 ∈ Abs and 0 ∈ Abs. The definition of s(x) also shows that
Φs(0) = Φ
k+1
Qk
(α,wk+1) and Φs(−δk+1) = Φk+1Qk (α,wk).
We have
Φk+1Qk (α,wk+1) = Φs(0)
≤ 2Φs(−δk+1)
δk+1Φs(−δk+1) + 2
<
√
2,
which implies (3.5). Here, the second line follows from Lemma 2.14, i.e.,
−δk+1 − 2
Φs(−δk+1) ≥ 0−
2
Φs(0)
,
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and the third line follows from Φs(−δk+1) = Φk+1Qk (α,wk) ≤ δk+1 < 2√2−δk+1 .
We next prove that ΦjQk+1(α,wk+1) ≤ Φ
j
Qk
(α,wk) for k + 1 < j ≤ n. Let
pk,j(x, y) = Qk(α, 0, · · · , 0, x
k+1
,−δk+2, · · · ,−δj−1, y
j
,−δj+1, . . . ,−δn),
which is quadratic with respect to x and real stable. According to (α,wk) ∈ AbQk , we
have (x0, y0) ∈ Abpk,j where (x0, y0) = (−δk+1,−δj) ∈ R2. By the above the discussion, we
know that (x0 + δk+1, y0) ∈ Ab(1− 1
2
∂2x)pk,j(x,y)
. So, we have
Φxpk,j(x0, y0) = Φ
k+1
Qk
(α,wk) ≤ δk+1 and Φxpk,j(x0 + δk+1, y0) = Φk+1Qk (α,wk+1).
Therefore, to show ΦjQk+1(α,wk+1) ≤ Φ
j
Qk
(α,wk) for k + 1 < j ≤ n, it is sufficient to prove
that
(3.6) Φy
(1− 1
2
∂2x)pk,j
(x0 + δk+1, y0) ≤ Φypk,j(x0, y0).
According to Lemma 2.15, (3.6) holds for δk+1 = 1. For the case where δk+1 ∈ (0, 1), we
have
(3.7) Φxpk,j(x0, y0) ≤ δk+1 ≤
δk+1
1− δ2k+1
.
Combining (3.7) and Lemma 2.15, we arrive at the conclusion. 
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