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Abstract 
Optimal hydrothermal power dispatch on a multi-area network is a large-scale non-
linear problem. Its objective is to find the optimal generation schedule of hydro and 
thermal units in a multi-area system, over a given time period, while satisfying 
system constraints. Since the cost of power production is very high, its effective 
solution would be very helpful in saving a significant amount of money for power 
companies. The methods currently used in the literature may be divided into 
deterministic methods and heuristic ones. Both of them have some limitations: 
deterministic methods can converge on local minima; heuristic methods are usually 
slow in converging. 
This dissertation presents an innovative method based on the direct solution of the 
multi-area hydrothermal power dispatch problem in the case of one hydro unit. The 
methodology is extended to the general case of several hydro units by an iterative 
procedure based on cascade applications of the direct solution. The method is 
suitable for radial interconnections of every size and complexity and it is a valid 
support for the power systems operation planning. A comparison with some 
numerical examples taken from the literature and an application to a real case (the 
Italian electricity network for the year 2011) have been provided. 
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Ωm : Upstream line vector for area m 
ν (m) : Downstream area for area m 
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um min : Auxiliary variable used to turn lower inequality constraints into 
equality ones 
um max : Auxiliary variable used to turn upper inequality constraints into 
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descending order according to their standard deviation Δs(STEP) in 
the solution algorithm to MAHTD 
Δs(STEP) : Standard deviation between the current hydro unit power 
scheduling and the one of the previous step 
ΔTOT (STEP) : Total standard deviation, sum of all Δs(STEP) on all the hydro units 
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Chapter 1 
1 Introduction 
1.1 General context 
In the power sector, economic dispatch is used to allocate power demand among 
available generators in the most economical manner, while satisfying all the 
physical and operational constraints. Since the cost of power production is very 
high, economic dispatch helps to save a significant amount of revenue [1]. The 
economic dispatch of a single area has been studied thoroughly, whereas multi-
area economic dispatch (MAED), hydrothermal dispatch (HTD) and multi-area 
hydrothermal dispatch (MAHTD) are still considered as challenging problems. 
MAED determines the amount of power that can be generated in each area and 
transferred through tie-lines, minimizing fuel costs and respecting area power 
balance, generation limits and transmission constraints [2]. Tie-line flow limits 
represent bottle-necks on an electricity system; because of them the system has to 
be split into areas (zones) (Fig. 1.1). Tie-line saturation is a cause of inefficiency for 
an electricity system (higher generation cost). In the Italian case, Terna, the Italian 
Transmission System Operator (TSO), defines and periodically publishes the 
zones and the tie-line limits for the Italian system [26], [27]. 
 
 
  
Fig. 1.1.  Zones of the Italian electricity system. 
 
The aim of HTD is the economic operation of hydrothermal power systems [3]. Due 
to the almost null operative cost of hydroelectric power, the problem of minimizing 
the production cost of a hydrothermal power system is essentially reduced to 
minimizing the fuel costs for thermal plants under the constraints of the water 
available for hydro-generation in a given period of time [4]. The hydro units are 
used in generation state during periods of highest-cost generation on the thermal 
units. The hydro units are used in pumping state during periods of low demand. 
The systematic coordination of the operation of a system of hydroelectric 
generation plants is usually more complex than the scheduling of an all-thermal 
generation system. The long-range hydro scheduling problem goes anywhere from 
one year to several years. The short-range hydro scheduling goes to one day to 
one week or few weeks. 
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The objective of MAHTD is to find the optimal generation schedule of hydro and 
thermal units, in a multi-area system, over a given time period, while satisfying 
system constraints. MAED and HTD are subsets of the more general and complex 
MAHTD. 
 
1.2 Literature overview 
At present, several iterative methods and algorithms are used to solve MAHTD 
problems [5], [6]. Traditionally they are solved using mathematic programming 
based on optimization techniques, such as Lagrangian relaxation [7],  dynamic 
programming [8], lambda-iteration method, gradient method [9], [10], and interior 
point method [11], [12], [13]. Among the other methods there are artificial 
intelligence techniques, including neural networks [14], [15], fuzzy systems and 
evolutionary methods, such as genetic algorithms [16], [17], and simulated 
annealing [3]. 
These optimization methods may be divided into deterministic methods and 
heuristic methods. Deterministic methods include Lagrangian relaxation, dynamic 
programming, and interior point method, while artificial intelligence techniques are 
heuristic. To search for the optimal solution, deterministic methods, also known as 
derivative-based optimization methods, apply techniques such as gradient and 
Hessian operators. They use single path search methods with deterministic 
transition rules. Their convergence is dependent on the initial set points and they 
can converge on local minima. Heuristic methods use stochastic population-based 
search techniques and include randomness in moving from one solution to the 
next. It helps to search in spaces with non-smooth characteristics and makes the 
convergence less dependent on the initial solution points. The main weakness of 
the heuristic methods is the high computational time required for convergence [18]. 
 
 
1.3 Scope 
It is very useful, if possible, to find a direct (i.e. non-iterative) method to solve 
MAHTD problems. Non-iterative algorithms are very short time consuming and are 
suitable for several cascade applications, such as, for instance, in market-price 
forecasting, in which the solution to the same problem is required for a large 
number of times.  
This dissertation presents an innovative method based on the direct solution of the 
MAHTD problem for the case of one hydro unit. The methodology is extended to 
the general case of several hydro units by an iterative procedure based on 
cascade applications of the direct solution. The method is suitable for radial 
interconnections of every size and complexity. A comparison with some numerical 
examples taken from the literature and an application to a real case are also 
provided. 
The present methodology is applicable to both long and short-range analysis. It is a 
valid aid for power companies in saving money or increasing their revenues. For 
example, by applying the proposed method, a power producer may estimate the 
annual generation of a new production unit and choose the best zone to place that 
unit. A TSO may use this tool to plan the scheduling of hydro units or to estimate 
the power saving deriving from an improvement in the network. 
 
1.4 Outlook of this dissertation 
In the following Chapter there is the mathematical formulation of the MAHTD 
problem. Chapter 3 provides a direct solution to the MAED problem, including a 
comparison with some results taken from the literature. In Chapter 4 a direct 
solution to the HTD problem, in the case of one hydro-pumped storage plant with 
unlimited reservoir capacity to be coordinated with a set of thermal units, has been 
disclosed and a numerical example has been provided. Chapter 5 describes a 
direct solution method to solve the MAHTD problem with one only hydro unit. In 
Chapter 6 the solution to the MAHTD problem with several hydro units is 
presented; this solution is based on cascade applications of the direct solution 
proposed in Chapter 5. Chapter 7 contains an application to a real case (the Italian 
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electricity network for the year 2011). Chapter 8 provides the final remarks and 
conclusions. 
 
The results reported in Chapter 3 have recently been presented to the 2012 
International Conference on Advances in Power Conversion and Energy 
Technologies, Mylavaram, Andhra Pradesh, India [19]. 
The results reported in Chapter 4 have recently been presented to the 7th 
International Conference and Exposition on Electrical and Power Engineering, Iasi, 
Romania [20]. 
The results reported in Chapters 5 and 6 were submitted to IEEE Transactions on 
Power Systems in December 2012 [23]. 
 
 
 
 
 

  
Chapter 2 
2 Problem Formulation 
The objective of MAHTD is to determine the generation levels of hydro and thermal 
units and the tie-line flow between areas to minimize total fuel costs over a given 
time period, while satisfying system constraints. The thermal unit commitment is 
given and the unit on/off status will not be changed during the study time period [8], 
[21]. This study is carried out for radial networks, that is power systems without any 
meshes (closed loops).  
 
2.1 Generation unit characteristics  
This analysis focuses on convex thermal cost functions. The quadratic function for 
this problem is represented in (2.1) as 
iiiiiii ctPbtPatPF ++= )()())(( 2  (2.1) 
where Pi(t) is the power generation of the i th thermal unit in the t th time interval, 
and ai , bi , ci  are the cost coefficients.  
For each hydro unit s, generated/pumped power is assumed to be a linear function 
of the water discharge/pumping rate and two different coefficients are assumed 
respectively for generation ( gsε ) and pumping ( psε ) as in (2.2) and (2.3) 
0)(),(if
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where  and  are the hydroelectric power output and the water flow 
from the turbine of the hydro unit s at the time interval t. When they are positive, 
the plant is generating; when they are negative, the plant is pumping. Pumped-
storage hydroplants are designed to save fuel costs by serving the peak load (a 
high fuel-cost load) with hydro-energy and then pumping the water back into the 
reservoir at light load periods (a lower cost load). These plants may involve 
separate pumps and turbines or reversible pump turbines. The pumped-storage 
plant is operated until the added pumping cost exceeds the savings in thermal 
costs due to peak shaving operations. The cycle efficiency 
)(tP Hs )(tqs
p
s
g
s εεη =  is typically 
about 0.7.    
 
2.2 Objective function 
Tie-line power flow between areas plays a very important role in deciding the 
operating cost in multi-area power systems. Taking the cost of transmission 
through each tie-line into consideration, the objective function of MAHTD is given in 
(2.4) 
∑ ∑ ∑
= = = ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛ +⋅=
τ
1 1 1
))(()())((Min
t
N
i
L
j
jjiiiT tTgtItPFF                  (2.4) 
where τ is the number of time intervals, N is the number of thermal units in the 
whole system and Ii (t) the on/off state of the i th thermal unit in the time interval t, 
which is obtained from the thermal unit commitment. Ii (t) = 1 stands for “on”; 
Ii (t) = 0 stands for “off”. Tj (t) is the tie-line flow in line j at the t th time interval and 
gj (Tj (t)) is the cost function associated with the tie-line flow Tj (t). L is the number 
of tie-lines.  
 
 2.3 System constraints 
The objective function is minimized subjected to the following constraints. 
 
2.3.1 Area power balance constraints 
For each area m, at time t, the power balance equation, neglecting losses, is given 
in (2.5) 
∑∑ ∑
== =
+=+⋅ mm m
L
j
j
N
i
m
S
s
H
sii tTtDtPtItP
11 1
)()()()()(                (2.5) 
Nm is the number of thermal units in the m th area, so that , where M is 
the number of areas. Sm is the number of hydro units in the m th area (the number 
of hydro units in the whole system is ). Dm (t) is the load demand in 
area m and Lm is the number of tie-lines connected to the m th area, so that 
. 
∑
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2.3.2 Generation limit constraints 
For each time interval t, the power output of each unit must be between its lower 
and upper limits of power production as in (2.6) and (2.7) 
)(            tN)()(
maxmin tIPtPtIP iiiii ⋅≤≤⋅ i ,,2,1for K=                      (2.6) 
maxmin )( HHH PtPP ≤≤ Ss ,,2,1for Ksss           =              (2.7) 
with Pimin and Pimax, both non-negative, whereas PsH min and PsH max might be both 
non-positive (only pumping allowed), both non-negative (only generation allowed), 
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 or the former negative and the latter positive (both pumping and generation 
allowed).  
 
2.3.3 Tie-line limit constraints 
The power transfer through line j should be between the transmission capacity 
constraints. 
LjTtTT jjj ,,1for)(
maxmin K=≤≤                (2.8) 
Transmision capacity constraints limit the efficiency of the electricity system. 
Because of them the cost of generation on the whole system increases. When a 
tie-line is saturated it is not possible to import all the amount of electricity need; in 
this case, more expensive units have to be dispatched in the importing zone.  
 
2.3.4 Total water discharge 
∑                     (2.9) 
=
=
τ
1
)(
t
s
tot
s tqQ
Qstot (t) is the water discharge for the hydro unit s during the whole period. 
 
2.3.5 Hydraulic continuity equation 
The water balance equation for the hydro unit s is: 
)()()1()( tqtrtVtV ssss −+−=                           (2.10) 
where Vs (t) and Vs (t – 1) are the stored water volume in the s th reservoir at the 
end of the time intervals t and t – 1. rs (t) is the inflow into the reservoir s during 
time interval t. 
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2.3.6 Water storage conditions 
The upper and lower reservoir volume limits, the starting and ending water stored 
volume in each reservoir must be respected: 
maxmin )( sss VtVV ≤≤                (2.11) 
STARTVtV =)( sts =0                 (2.12) 
ENDVtV =)( sts =τ                      (2.13) 
 
 
  

  
Chapter 3 
3 Multi-area Economic Dispatch 
The results reported in the present Chapter have recently been presented to the 
2012 International Conference on Advances in Power Conversion and Energy 
Technologies, Mylavaram, Andhra Pradesh, India [19]. 
 
The objective of MAED is to determine the generation levels and the tie-line flow 
between areas to minimize fuel costs in the whole system, while satisfying power 
balance, generation limits and transmission capacity constraints. An area (zone) is 
a part of the system where physical limits in the transmission capacity with the 
confining areas (zones) exist. In Fig. 3.1 an example of a multi-area network is 
represented. Only thermal units and a single time step are considered in this 
Chapter.  
In paragraph 3.1 the economic dispatch (ED) of a single-area system is treated. 
Paragraph 3.2 gives preliminary concepts on the topology of radial networks which 
are used in paragraph 3.3, where a direct solution to the MAED problem is 
presented. Paragraph 3.4 helps to understand the solution procedure through an 
illustrative example. Paragraph 3.5 provides a comparison with some numerical 
examples taken from the literature. 
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Fig. 3.1.  Italian multi-area electricity network. 
 
 3.1 Economic dispatch 
We need to find the minimum production cost for a set of thermal units in a single-
area system. The governing equations are: 
  (3.1) ∑
=
=
N
i
iiT PFF
1
)(Min
subject to 
  (3.2) ∑
=
=t
N
i
Di PP
1
  (3.3) tiii NiPPP ,,2,1for
maxmin K=≤≤
where (3.2) is the load balance condition and (3.3) is the generation capacity 
constraint. Without (3.3) the problem becomes trivial and the solution is given by 
the operation of every generator at the same incremental cost [1], [22]. 
When (3.3) is active, generators will not be all anymore at the same incremental 
cost. In this case, we propose the following solution: we have to include constraints 
(3.3) in each Fi(Pi) by introducing a discontinuity into its first derivative, as shown 
in Fig. 3.2 (a). This allows us to preserve both the continuity and the convexity of 
the cost function. The first derivative, called Incremental Cost Curve (ICC) is drawn 
in Fig. 3.2 (b). The problem is now reduced to (3.1) and (3.2), whose Kuhn-Tucker 
conditions are: 
 λ=iii dPPdF /)(  (3.4) 
  (3.5) ∑
=
=t
N
i
Di PP
1
where λ is the Lagrangian Multiplier relating to the constraint (3.2). By doing the 
sum at equal ordinates of the ICC of all units, we will obtain the Area Incremental 
Cost Curve (AICC) (see Fig. 3.3). 
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 By using the AICC, the problem is immediately solved. λ is the ordinate in 
correspondence to the abscissa PD (see Fig. 3.3). The power output of the ith unit, 
in accordance with (3.4) is the one providing ICCi = λ (see Fig. 3.2 (b)). 
Furthermore, the AICC is the first derivative of a convex function that provides the 
optimal value of the cost of the whole units as a function of the load PD to be 
supplied. A sort of area equivalent thermal unit can be defined and this is a 
precious concept for the MAED direct solution. 
 
 
         
 Fig. 3.2  (a).  Cost function of the ith unit.  (b). Incremental Cost Curve. 
 
 
 
 
Fig. 3.3.  Area Incremental Cost Curve (AICC). 
 
 
 
 
 3.2 Area and tie-line ordering 
An example of radial interconnection is represented in Fig. 3.4. In general, the 
number of all possible interconnections between the areas is 2/)1( −⋅= MML . 
In the case of a radial network the number of tie-lines equals the number of areas 
M minus one: 1−= ML  (indeed the last line of Fig. 3.4, l8, is fictitious: its 
transmission capacity is set to zero). 
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Fig. 3.4.  Radial interconnection between areas.  
 
In a radial network there is only one possible path to reach an area starting from 
another area. Hence it is possible to order the areas of the system according to the 
number of tie-lines to be covered to reach the area with the highest index (m = M). 
In Fig. 3.4 the area with the highest index is area 8 and the areas may be ordered 
according to Table 3.1. Let Γ be the area ordering vector, containing the M areas 
ordered, in descending order, according to their distance from area M. For the 
system in Fig. 3.4 we would have: Γ = (1, 2, 3, 4, 5, 6, 7, 8). 
 
1 3 2 
5 4 7 8 
6 
l1 l2 
l3 
l4 l5 l7 
l6 
 
  
Area 
Tie-lines to be covered  
to reach area 8 
Number of tie-lines 
1       l 1, l 3, l 5, l 7 4 
2       l 2, l 3, l 5, l 7 4 
3       l 3, l 5, l 7 3 
4       l 4, l 5, l 7 3 
5       l 5, l 7 2 
6       l 6, l 7 2 
7       l 7 1 
8       - 0 
Table 3.1.  Area ordering for system Fig. 3.4. 
 
 
Area 
Upstream 
lines 
Downstream 
line 
Downstream 
area 
1      - l 1 3 
2      - l 2 3 
3      l 1, l 2 l 3 5 
4      - l 4 5 
5      l 3, l 4 l 5 7 
6      - l 6 7 
7      l 5, l 6 l 7 8 
8      l 7 l 8 - 
Table 3.2.  Area upstream and downstream lines for system Fig. 3.4.  
 
 
  
Area Vectors Length 
1          Ω 1 = ( - ) 0 
2          Ω 2 = ( - ) 0 
3          Ω 3 = (1, 2) 2 
4          Ω 4 = ( - ) 0 
5          Ω 5 = (3, 4) 2 
6          Ω 6 = ( - ) 0 
7          Ω 7 = (5, 6) 2 
8          Ω 8 = (7) 1 
Table 3.3.  Upstream line index vectors for areas of Fig. 3.4. 
 
In a radial network, for each area, we can divide the tie-lines relating to that area 
into upstream and downstream ones. Starting from an area, an upstream line leads 
us far away from the area with the highest index, a downstream line leads us closer 
to the area with the highest index. For each area, we may have zero, one, or more 
upstream lines, whereas only one downstream line exists. For the area with the 
highest index the downstream line is conventionally defined as the fictitious line (for 
example, l 8 in Fig. 3.4). We decide to give each downstream line the same index 
as the one of the area it relates to. Starting from the area m, the downstream line 
l m leads us to the area ν (m), which we define as the downstream area. In Table 
3.2 there is the list of the upstream lines, downstream lines, and downstream areas 
for the system of Fig. 3.4. Let Ω m be the upstream line vector for area m; this is a 
vector containing the list of upstream lines for area m. For the system of Fig. 3.4, 
the list of Ω m vectors and their length is reported in Table 3.3. 
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 3.3 Solution algorithm 
We are going to synthesize the methodology for the direct solution to the MAED 
and provide a solution algorithm, containing the main steps of the proposed 
technique. 
We define the area total injection ι m as the difference between the area power 
generation and the area load demand: 
∑
=
−⋅= m
N
i
miim DIP
1
ι                             (3.6) 
Notice that, in this Chapter, there is no need to refer to time interval t, as only one 
time step is considered. For each thermal unit i, the incremental cost curve 
ICC i (Pi) is defined as in [19] and it is the first derivative of the cost function Fi (Pi): 
i
ii
ii P
PFPICC
d
)(d)( =                                          (3.7) 
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Fig. 3.5.  Cost function of the unit i.  
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Fig. 3.6.  Incremental cost curve of the unit i.  
 
Let AICC m (ι m) be the area incremental cost curve. AICC m (ι m) is the sum at equal 
ordinates of all the incremental curves ICC i (Pi)  in area m minus the area load 
demand Dm , so that: 
∑
=
−⋅= m
N
i
miiimm DIICCPAICC
1
)()(ι                                (3.8) 
where ι m (AICC m) and ICC i (Pi) are the inverse functions of AICC m (ι m) and 
ICC i (Pi). AICC m (ι m) is the first derivative of the convex function :  )(* mmF ι
m
mm
mm
FAICC ι
ιι
d
)(d)(
*
=                                              (3.9) 
)(* mmF ι  provides the optimal power generation cost for area m, as a function of the 
injection ι m ; it is a sort of area equivalent cost function [19], [20]. 
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Fig. 3.7.  Area incremental cost curve of the area m.  
 
In the trivial case of only one area, the problem is immediately solved [22]. The 
injection ι m must be zero and every generator produces at the same incremental 
cost: 
0
)()( == mmmii AICCPICC ιι                   (3.10) 
In a MAED problem, the objective function (2.4) may be written in the equivalent 
form: 
[ ]∑
=
+=
M
m
mmmmT TgFF
1
* )()(Min ι                       (3.11) 
subject to (2.8), with T m , according to (2.5) and (3.8), equal to a linear combination 
of the area injections. For a radial network, the tie-line flow T m can be related to the 
area injections through the following recursive equation: 
∑
Ω∈
+=
mj
jmm TT ι                   Γ∈mfor                  (3.12) 
 For example, by applying (3.12) to the system of Fig. 3.4 we obtain the relations of 
Table 3.4. 
Equation (2.6) is always satisfied according to the definition of ICC i (Pi) (see [19] 
and Fig. 3.6). Equations (2.7) and from (2.9) to (2.13) are not considered in this 
Chapter, as they refer to a hydrothermal problem. 
 
 
Tie-line flow     
T 1 = ι 1   
T 2 = ι 2   
T 3 = ι 3 + T 1 + T 2 = ι 1 + ι 2 + ι 3 
T 4 = ι 4   
T 5 = ι 5 + T 3 + T 4 = ι 1 + ι 2 + ι 3 + ι 4 + ι 5 
T 6 = ι 6   
T 7 = ι 7 + T 5 + T 6 = ι 1 + ι 2 + ι 3 + ι 4 + ι 5 + ι 6 + ι 7 
T 8 = ι 5 + T 3  = ι 1 + ι 2 + ι 3 + ι 4 + ι 5 + ι 6 + ι 7 + ι 8 
Table 3.4.  Tie-line flows as functions of injections for system Fig. 3.4. 
 
The Lagrangian function for this problem is: 
{∑
=
+=
M
m
mmmm TgFZ
1
* )()(ι  
[ ] [ ]}2maxmaxmax2minminmin )()( uTTuTT −−⋅−−−⋅− μμ mmmmmmmm              (3.13) 
where  and  are the multipliers for inequality constraints, whereas  
and u  are the auxiliary variables used to turn inequality constraints into equality 
ones. 
min
mμ
max
m
max
mμ minmu
By applying the Kuhn-Tucker conditions and simplifying the resulting equations, we 
obtain: 
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 ( ) )(maxmin MMMMMM TLICCAICC −−= μμι               (3.14) 
( )( ) )(maxmin TLICCAICCAICC −−=− μμιι
1,,1for
)()( mmmmmmmm νν  
= − Mm K
0)( minmin =− TTμ Mm ,,1for K
                          (3.15) 
=                (3.16) mmm              
0)( maxmax =− TTμ Mm ,,1for K=                   (3.17) mmm              
0min ≥μ 0max ≥μ Mm ,,1for K=              (3.18) m  ,               m
where  is the line incremental cost curve, defined as )( mm TLICC
( ) mmm dTLICC /mm TdgT )( = . ν (m) is the downstream area of area m, as defined 
in the previous paragraph. The only variables object of the optimization are the 
injections ι m . The tie-line flows T m are functions of the injections as described in 
(3.12). 
We are now ready to write down the direct solution algorithm to the MAED problem 
(see Fig. 3.8 (a) and (b), Fig. 3.9 (a) and (b)).  and  are the optimal 
injection and the relating area incremental cost curve value for area m. 
opt
mι optmAICC
In this Chapter, we have proposed a direct solution to the MAED for a radial 
network applied to a single time step. In the next Chapters, we are going to expand 
the solution technique of Fig. 3.8 (a) and (b) to the MAHTD. In doing this, we will 
consider an equivalent network made up of the actual network (like the one in Fig. 
3.4) repeated for each time step t plus additional fictitious lines and areas 
connecting one replication to another.   
 
  
 
 
Fig. 3.8 (a).  Solution algorithm to MAED problem (Forward Phase). 
FORWARD PHASE 
 
For k = 1 , 2 , …, M 
 m = Γ ( k ) 
Define curve AICC m (ι m) as the sum at equal ordinates of all the 
incremental curves ICC i (Pi)  in area m minus the area load demand Dm 
( ) mmmmm dTTdgTLICC /)( =  Define curve 
Initialize curve C m ( T m ):   C m ( T m ) = AICC m (ι m) 
 For j  ∊ Ω m 
Sum curves C m ( T m ) and C j ( T j ) at equal ordinates: 
T m ( C m ) = T m ( C m ) + T j ( C j ) 
 End 
Sum curves C m ( T m ) and LICC m ( T m ) at equal abscissas on the interval 
Tmmin ≤ T m ≤ Tmmax :   
C m ( T m ) = C m ( T m ) + LICC m ( T m ) 
Λ mmin = C m ( Tmmin ) 
Λ mmax = C m ( Tmmax ) 
End 
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Fig. 3.8 (b).  Solution algorithm to MAED problem (Backward Phase). 
BACKWARD PHASE 
 
λ M = max ( min ( 0 , Λ M max ) , Λ M min ) 
 
)(
)(
MMM CTMMMM
TLICC λλλ ≡−=
M
opt
MAICC λ=  
)( optMM
opt
M AICCιι =  
−For k = 1 , 2, …, M 1 
−m = Γ ( M k ) 
λ m = max ( min ( λ ν(m) , Λ m max ) , Λ m min ) 
 
)(
)(
mmm CTmmmm
TLICC λλλ ≡−=
m
opt
mAICC λ=  
)( optmm
opt
m AICCιι =  
End 
 
  
 
k = 0
k < M
k = k + 1
Area m = Γ (k)
Cm (Tm) = AICCm (ιm)
p = 0
p < length(Ωm)
p = p + 1
Line j = Ωm(p)
Tm (Cm) = Tm (Cm) + Tj (Cj)
Cm (Tm) = Cm (Tm) + LICCm (T m)
Λmmax = Cm (Tmmax)
Λmmin = Cm (Tmmin)
“Backward” 
Phase
NO
NO
YES
YES
 
Fig. 3.9 (a).  Solution to MAED problem: block diagram. (Forward Phase) 
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λM = max (min (0, ΛMmax), ΛMmin)
k = M
k > 1
k = k – 1
Area m = Line m = Γ (M – k)
λm = max (min (λν(m), Λmmax), Λmmin)
END
NO
YES
)(
)(
MMM CTMMMM
TLICC λλλ ≡−=
)(
)(
mmm CTmmmm
TLICC λλλ ≡−=
 
Fig. 3.9 (b).  Solution to MAED problem: block diagram. (Backward Phase) 
 
 
 
3.4 Illustrative example 
An illustrative example is provided in this paragraph, in order to give a better 
understanding of how the method should be applied. A system made up of only 
two areas and two units (one per area) is considered. The system is represented in 
Fig. 3.10. 
 
 
 
  
 
1 2
ι1 ι2
T1 T2
 
Fig. 3.10.  2-area 2-unit illustrative example. 
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The units considered have convex (quadratic) cost functions. As both areas contain 
only one unit, the AICC for each area coincides with the ICC of the unit in that area 
(see Fig. 3.11 (a) and (b)). The LICC for line 1 is represented in Fig. 3.12. Line 2 is 
a fictitious tie-line: no flow is admitted on that line. 
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Fig. 3.11.  Area incremental cost curves. (a) Area 1. (b) Area 2. 
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Fig. 3.12.  Line incremental cost curve. 
 
 
 
  
3.4.1 Forward phase 
In the forward phase we compose the AICC and LICC functions. First, we obtain 
C1(T1) by summing AICC1(ι1) and LICC1(T1) at equal abscissas (Fig. 3.13 (a)). 
Then, we construct C2(T2) by summing C1(T1) and AICC2(ι2) at equal ordinates 
(Fig. 3.13 (b)). 
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Fig. 3.13.  Cumulative curves and optimal tie-line flows. (a) C1(T1).  (b) C2(T2). 
 
 
3.4.2 Backward phase 
Once obtained the cumulative curves in the forward phase, we are ready to 
proceed backward in order to find the optimal tie-line flows and injections. As line 2 
is a fictitious one, we force T2 = 0, thus obtaining λ 2 = 4 (Fig. 3.13 (b)). The optimal 
injection in line 2 is ι2 = 2, obtained in correspondence to AICC2 = 4 in Fig. 3.14 
(b). In correspondence to λ 1 = 4 we obtain T1 = -2 (Fig. 3.13 (a)) and ι1 = -2 (Fig. 
3.14 (a)). We notice that no constraint is active on area 1, line 1 and area 2. 
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Fig. 3.14.  Optimal injections. (a) Area 1. (b) Area 2. 
 
 
 
 
 
 
3.4.3 3D cost functions 
We give here a three-dimensional representation of the cost functions used in this 
paragraph. 
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Fig. 3.15.  Area 1 cost function. 
 
 
Area 1 cost function F1 (Fig. 3.15) is a convex (quadratic) function dependent on 
area 1 injection ι1. F1 is defined for ι1 between -6 and 7.   
 
 
 
  
 
 
Fig. 3.16.  Area 2 cost function. 
 
 
Area 2 cost function F2 (Fig. 3.16) is a convex (quadratic) function dependent on 
area 2 injection ι2. F2 is defined for ι2 between -4 and 5.   
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Fig. 3.17.  Line 1 cost function. 
 
 
Line 1 cost function g1 (Fig. 3.17) is a linear (plane) function dependent on line 1 
flow T1 = ι2. g1 is defined for T1 between -3 and 3.   
 
  
 
 
Fig. 3.18.  Total cost function (objective function). 
 
 
The total cost function FT (Fig. 3.18) is a convex (quadratic) function dependent on 
injections ι1 and ι2. FT is defined for ι1 between -3 and 3 and ι2 between -4 and 5. 
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Fig. 3.19.  Total cost function and optimal point. 
 
 
The last constraint required is null flow on tie-line 2. This is equal to force ι2 = - ι1 
(represented as a grey-dotted plane in Fig. 3.19). The intersection between the 
objective function and the constraint is the blue-coloured quadratic curve of Fig. 
3.19. The optimal injections are ι1 = -2 and ι2 = 2, the optimal total cost is FT = 20 
(yellow point in Fig. 3.19).  
  
 
 
Fig. 3.20.  Total cost function and optimal point. (projection on plane ι1 - FT) 
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Fig. 3.21.  Total cost function and optimal point. (projection on plane ι2 - FT) 
 
 
  
 
 
Fig. 3.22.  Total cost function and optimal point. (projection on plane ι1 - ι2) 
 
 
 
 
 
 
3.5 Numerical examples 
In order to prove its effectiveness, the proposed method has been applied to four 
test systems taken from the literature. The solution algorithm has been 
implemented in MATLAB. 
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 3.5.1 Test system 1 
The method is applied to a single-area economic dispatch problem, described in [1] 
and used for preliminary tests among the others by [16] and [9]. The system has 
three generators whose characteristics are reported in Table 3.5 and the total load 
is 850 MW. The numerical results for test 1 are reported in Table 3.6.  
 
 
Unit a b c Pmin Pmax 
1 0.001562 7.92 561 150 600 
2 0.00194 7.85 310 100 400 
3 0.00482 7.97 78 50 200 
Table 3.5.  Cost coefficients for case 1. 
 
 
 
  P1 P2 P3 
Total 
Cost 
Exact 
solution 
393.17 334.604 122.226 8194.356 
Case 1 
Proposed 
method 
393.17 334.604 122.226 8194.356 
Exact 
solution 
600 187.13 62.87 7252.83 
Case 2 
Proposed 
method 
600 187.13 62.87 7252.83 
Table 3.6.  Simulation results for case studies 1 and 2.  
 
 
3.5.2 Test system 2 
All conditions are the same as in case 1, except for the cost function for unit 1: 
. The results are reported in 45948.600128.0)( 1
2
111 ++= PPPf Table 3.6. 
  
 
3.5.3 Test system 3 
A two-area system with four generating units is considered, as in [24]. The load 
demand and the flow limit of the system are 1120 and 200 MW. 70% of the total 
load demand is in area 1 and the rest in area 2. The cost coefficients and power 
limits are given in Table 3.7. 
The minimum cost evaluated is $ 10605, in accordance with the results of [24] and 
[15]. The optimal line flow is 200 MW from area 1 to area 2. The best power output 
of the four units is 445.122, 138.878, 212.043, and 323.957 MW.  
 
 
Unit a b c Pmin Pmax 
1 0.00156 7.92 561 150 600 
2 0.00482 7.97 78 50 200 
3 0.00194 7.85 310 100 400 
4 0.00181 7.50 250 70 340 
Table 3.7.  Data for units in test 3.  
 
 
 
Flow limit 
(MW) 
Load 
(MW) 
Cost  
(from literature) 
Cost  
(proposed solution) 
250 10500 153800 147270 
500 10500 147340 143935 
1000 10500 144160 143920 
Table 3.8.  Simulation results for 40 unit system. 
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 3.5.4 Test system 4 
In this case, a practical 40-unit system is considered, whose numerical data are in 
[17]. The units are randomly divided into two areas; 25 units in area 1 and 15 units 
in area 2. The total load is 10500 MW; 80% in area 1 and 20% in area 2. The 
results, for the transmission maximum capacity limit of 250, 500, and 1000 MW, 
are given in Table 3.8. 
  
Chapter 4 
4 Hydrothermal Dispatch 
The results reported in the present Chapter have recently been presented to the 7th 
International Conference and Exposition on Electrical and Power Engineering, Iasi, 
Romania [20]. 
 
We are going to illustrate the procedure to obtain a direct solution to the 
hydrothermal dispatching (HTD) problem in the case of one hydro-pumped storage 
plant with unlimited reservoir capacity to be coordinated with a set of thermal units. 
The objective of the HTD problem is to achieve the minimum production cost and 
to find the optimal generation schedule of hydro units, pumped units, and thermal 
units over a given time period, while satisfying system constraints [25]. The thermal 
unit commitment is given and the unit on/off status will not be changed during the 
study time period [8], [21]. 
The basic idea of this pumped-storage hydroelectricity is that the excess electricity 
generated (for example, at midnight when the price of electricity is cheap) will be 
used to pump up the water in the lower reservoir (river) to the higher reservoir 
(dam). This pumped-up water will be used later to flow down by rotating the turbine 
and generate the electricity at the peak-time (when the price of electricity is 
expensive). 
As we can see in Fig. 4.1, at the daytime peak, the stored hydro-energy will be 
used to be combined with the electricity generated by thermal power plants to meet 
the demand of electricity from consumers. Meanwhile, at the night-time off-peak, 
the electricity generated by these thermal plants will be used to pump up the water 
to the higher reservoirs. 
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Fig. 4.1.  Applying hydro-storage in integrated thermal-hydro power plants. 
 
 
 
4.1 Coordination of a hydro-pumped plant with a set of 
thermal units 
For the sake of simplicity, we are going to change the problem of the HTD of a 
hydro plant with a set of thermal units for the equivalent problem of the HTD of a 
hydro plant with the area equivalent thermal unit (defined in the previous Chapter). 
This equivalent unit has the power output Pt at the time interval t equal to 
  (4.1) ∑
=
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i
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1
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and the cost function 
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whose derivative is the area incremental cost curve for the time interval t, AICC(t). 
Under these assumptions the problem governing equations will become: 
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HDt  (4.6) 
where δ(Pt–PD(t)) is the step function. It equals 0 if Pt – PD(t) < 0 and it equals 1 if 
Pt – PD(t) > 0. The Kuhn-Tucker optimality conditions for this problem are 
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 TttPPP ,,2,1for0))(( min K==+−−μ
TttPPP ,,2,1for0))(( max K==−+−μ
Tt ,,2,1for0;0 K
DtHpt  (4.9) 
DtHgt  (4.10) 
 gtpt ≥≥ μ =μ  (4.11) 
 
 
4.2 Solution procedure 
The following procedure will lead to the solution, respecting the above-mentioned 
optimality conditions: 
 
(i) For each time interval t 
- draw the AICC(t), shifting its abscissa origin to Pt=PD(t) (see Fig. 4.2). 
-  limit the abscissa of this curve in –PHmax on the left and in –PHmin on the 
right (see Fig. 4.2). 
- multiply the ordinates with the positive abscissa by εp and multiply the 
ordinates with the negative abscissa of the bolded curve in Fig. 4.2 by εg, 
thus obtaining the curve in Fig. 4.3.  
 
(ii) Divide the negative abscissas by εg and divide the positive abscissas of the 
curves in Fig. 4.3 by εp (calculated for each time interval t). Do the sum at 
equal ordinates, thus obtaining the global curve in Fig. 4.4. λ is the ordinate 
in correspondence to the abscissa VEND - VSTART. 
 
(iii) Go back to each time interval t on the curve in Fig. 4.3 and determine the 
hydro power –PH(t) to be generated/pumped as the abscissa in 
correspondence to the ordinate λ. 
 
 
  
 
 
 
Fig. 4.2.  HTD problem solution. Step 1. 
 
 
 
 
 
Fig. 4.3.  HTD problem solution. Step 2. 
 
 
 
 
65 
 
  
 
 
Fig. 4.4.  HTD problem solution. Step 2. 
 
 
 
 
 
4.3 Numerical example 
A simple numerical application is presented in this Chapter, considering a system 
made up of three thermal generators and one hydro-pumped plant. The model has 
been implemented in MATALAB. The considered time span is of 24 hours and all 
the thermal units are supposed to be on-line for the whole period. Thermal and 
hydro unit characteristics are reported in Table 4.1 and Table 4.2 respectively, the 
hourly load is in Table 4.3. The resulting total cost is 182.38 K$ and the hydro unit 
scheduling is reported in Table 4.3. 
 
 
 
 
 
  
 
 
 
Unit a b c 
Pmin 
(MW) 
Pmax 
(MW) 
1 0.001569 7.92 555 150 600 
2 0.00283 8.15 246 100 400 
3 0.00682 8.43 41 50 200 
Table 4.1.  Thermal unit characteristics. 
 
 
 
 
 
 
εp 
(MW/103m3) 
εg 
(MW/103m3) 
PHmin 
(MW) 
PHmax 
(MW) 
VSTART -VEND 
(103 m3) 
1.2 1 -280 490 120 
Table 4.2.  Hydro unit characteristics. 
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Hour 
Load      
(MW) 
Generation 
(MW) 
Pumping 
(MW) 
Thermal 
generation (MW) 
1 850 0 0 850 
2 950 0 0 950 
3 1100 0 0 1100 
4 1200 89.116 0 1110.884 
5 1150 39.116 0 1110.884 
6 1000 0 0 1000 
7 800 0 0 800 
8 700 0 0 700 
9 550 0 0 550 
10 400 0 0 400 
11 350 0 -4.938 354.938 
12 350 0 -4.938 354.938 
13 400 0 0 400 
14 450 0 0 450 
15 500 0 0 500 
16 600 0 0 600 
17 700 0 0 700 
18 800 0 0 800 
19 950 0 0 950 
20 1000 0 0 1000 
21 1050 0 0 1050 
22 950 0 0 950 
23 900 0 0 900 
24 850 0 0 850 
Table 4.3.  Load and hydro unit scheduling. 
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4.4 Conclusion 
In this Chapter a direct solution to the hydrothermal dispatching (HTD) problem in 
the case of one hydro-pumped storage plant with unlimited reservoir capacity to be 
coordinated with a set of thermal units has been presented. A numerical example 
has been provided, too. In the next Chapter a solution to the MAHTD in the case of 
one hydro unit (with limited or unlimited reservoir capacity) will be provided. 
 

  
Chapter 5 
5 Multi-area Hydrothermal Dispatch 
(One Hydro Unit) 
The results reported in the present Chapter and in the next one were submitted to 
IEEE Transactions on Power Systems in December 2012 [23]. 
 
5.1 Methodology 
The objective of MAHTD is to find the optimal generation schedule of hydro and 
thermal units, in a multi-area system, over a given time period, while satisfying 
power balance, generation limits, transmission capacity constraints, hydraulic 
continuity equations and water storage conditions. In [20] a direct solution to the 
HTD problem, in the case of one hydro-pumped storage plant with unlimited 
reservoir capacity, has been disclosed. Here we are considering a multi-area 
problem, on a radial network with one hydro unit whose reservoir capacity may be 
subject to restrictions. 
The objective function may be written as follows: 
[ ]∑∑
= =
+=
τ ι
1 1
* ))(())((Min
t
M
m
mmmmT tTgtFF          (5.1) 
subject to (2.8). ι m (t) is the total thermal injection for area m and is defined as in 
(3.6). Let the hydro unit be on area M, for each time step t, the area power balance 
constraints (2.5) lead to: 
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jM +=− H tTttP )()()( ι                               (5.3) 
with the hydroelectric power PH(t) subject to (2.7). According to (2.7) and (2.9), for 
a system like the one in Fig. 5.1, – PH(t) is equivalent to the power flow through a 
fictitious tie-line starting from area M = 4. The line incremental cost curve 
 for the fictitious line is represented in ))(( tPLICC HHt − Fig. 5.2. 
 
 
Fig. 5.1.  4-area radial network at time step t. The hydro unit is in area 4.  
 
The water flow q ( t ) during time step t is: 
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −−+−⋅=
g
H
p
H
H tPtPtPtq ε
δ
ε
δ ))((1))(()()(                 (5.4) 
A 2, t 
l 3, t  
ι2 (t) l 2, t ι3 (t)
l 1, t 
A 1, t 
A 3, t 
– PH (t) 
ι4 (t)A 4, t 
ι1(t) 
 where  if   and  if . The 
water flow – power curve is represented in 
1))(( =− tP Hδ 0)( <tP H 0))(( =− tP Hδ 0)( ≥tP H
Fig. 5.3.  
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Fig. 5.2.  Line incremental cost curve LICCHt(– PH(t)).  
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Fig. 5.3.  Water flow Vs power graph for the hydro unit.  
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 5.1.1 Equivalent network 
For each time step t, the hydraulic continuity equation (2.10) and the water storage 
conditions (2.11), (2.12), and (2.13) have to be respected. This can be represented 
as in Fig. 5.4. The fictitious area ARt has a fixed injection r (t), two upstream lines, 
whose transmissions are the water storage in  t – 1, V ( t – 1), and the opposite of 
the water flow – q (t ), and one downstream line, whose transmission is the water 
storage in  t , V (t ).  
 
r (t)  
V  ( t ) V  ( t – 1) 
 
Fig. 5.4.  Fictitious area ARt at time step t, with natural inflow, reservoir volume and 
water flow contribution.  
 
The line incremental curve relating to the reservoir water storage  is 
represented in 
))(( tVLICC Rt
))(( trRtFig. 5.5. The area incremental cost curve  for the 
fictitious area ARt is reported in 
AICC
Fig. 5.6. 
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Fig. 5.5.  Line incremental cost curve LICCRt ( V (t) ).  
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Fig. 5.6.  Area incremental cost curve AICCRt ( r (t) ).  
 
 
For each time step we can represent the actual network expanded with fictitious 
lines and area as in Fig. 5.7. ARt refers to the reservoir storage, its fixed injection is 
 
 the inflow r (t), and has an area incremental cost curve like the one in Fig. 5.6. l Rt – 
1 and l Rt  refer to the reservoir volume storage at time t – 1 and t. l Ht is the fictitious 
link between ARt and the area where the hydro unit is placed, AMt, and its 
incremental curve is reported in Fig. 5.2. 
 
 
Fig. 5.7.  Expanded network, including fictitious lines and area, at time step t.  
 
Notice that the actual network and the fictitious network have different unit 
measures. In the actual network, injections and transmissions represent a power 
and are expressed in MW; in the fictitious network they represent a quantity of 
water (flowed/stored) and are expressed in 10 3 m 3. The incremental costs in the 
fictitious network are expressed in €/MWh, whereas in the fictitious network in 
€/(10 3 m 3· h). When cumulating the curves on line l Ht we need to make a change 
of coordinates. This corresponds to multiplying the ordinates with the positive 
abscissa by ε p and multiplying the ordinates with the negative abscissa by ε g; we 
A 2, t 
l 3, t  
ι2 (t) l 2, t ι3 (t)
l 1, t 
A 1, t 
A 3, t 
l Ht  
ι4 (t)A 4, t 
r (t)  
l Rt l Rt – 1   A Rt 
ι1(t) 
 also need to divide the negative abscissas by ε g and divide the positive abscissas 
by ε p (see also the solution algorithm in Fig. 5.9 and Fig. 5.10). 
In order to minimize the total cost function in the whole considered period, as 
stated in (5.1), we need to assemble all the expanded network relating to each time 
step t. By assembling from time step 1 to time step τ, we obtain an equivalent 
system like the one in Fig. 5.8, represented for three time steps ( τ = 3).  
All the injections r (t) are fixed. The transmission on line lR0 is fixed, too; it equals 
the initial storage volume VSTART. The transmission on line lRτ may be fixed or not. 
When fixed, an ending storage volume is forced (V min = V max = V END ), otherwise an 
optimal ending storage volume is found. Under the hypothesis of zero production 
cost for the hydro unit (Fig. 5.2), the optimal ending volume is V (τ) = V min. 
 
 
5.1.2 Solution algorithm 
The MAHTD direct algorithm solution (one hydro unit case) proposed is analogous 
to the one described in the previous Chapter for the MAED problem solution. Here 
we apply a similar algorithm to the equivalent network, taking the fictitious areas 
and lines into account. The forward phase is represented in Fig. 5.9 (a) and (b), the 
backward phase in Fig. 5.10. 
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Fig. 5.9 (a).  Solution algorithm to MAHTD (one hydro unit). Forward phase. 
(part one of two)  
FORWARD PHASE 
 
For t = 1 , 2 , …, τ 
For k = 1 , 2 , …, M 
m = Γ ( k ) 
Define curve AICC m,t (ι m(t)) as the sum at equal ordinates of all the incremental 
curves ICC i,t (Pi(t))  in area m at time t minus the area load demand Dm(t) 
Define curve : ))((, tTLICC mtm
( ) )(/)())(( ,, tdTtTdgtTLICC mmtmmtm =   if m < M 
       if m = M ))(())((, tPLICCtTLICC
HH
tmtm −=
Initialize curve C m,t ( T m(t) ) :   C m,t ( T m(t) ) = AICC m,t (ι m(t)) 
For j  ∊Ω m 
Sum curves C m,t (T m(t)), C j,t (T j(t)) at equal ordinates:                                     
T m (t, C m, t ) = T m (t, C m, t ) + T j (t, C j, t ) 
End 
Sum curves C m,t (T m(t)), LICC m,t (T m(t)) at equal abscissas on the interval   
Tmmin(t) ≤ T m(t) ≤ Tmmax(t) :   
C m,t (T m(t)) = C m,t (T m(t)) + LICC m,t (T m(t)) 
Λ m,tmin = C m,t ( Tmmin(t) ) 
Λ m,tmax = C m,t ( Tmmax(t) ) 
End 
… 
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Fig. 5.9 (b).  Solution algorithm to MAHTD (one hydro unit). Forward phase. 
(part two of two) 
 
 
… 
 
 Change of coordinates for curve C M,t (T M(t)): 
- multiply ordinates with negative abscissa ( ≤ 0 ) by εg 
- multiply ordinates with positive abscissa ( > 0 ) by εp 
- divide negative abscissas ( ≤ 0 ) by εg  
- divide positive abscissas ( > 0 ) by εp 
Initialize curve C Rt ( T R(t) ) :  
C Rt ( T R(t) ) = AICC Rt (r(t)) 
Sum curves C Rt –1  (T R(t – 1)), AICC Rt (r(t)), C M,t (T M(t)) at equal ordinates: 
 T R (t, C R t ) = T M (t, C M, t ) + r(t) + VSTART       if t = 1 
T R (t, C R t ) = T M (t, C M, t ) + r(t) + T R (t – 1, C R t – 1 )   if t > 1 
Sum curves C Rt (T R(t)), LICC Rt (V (t)) at equal abscissas:   
C Rt (T R(t)) = C Rt (T R(t)) + LICC Rt (V(t)) 
 Λ Rtmin = C Rt ( TR min(t) ) 
Λ Rtmax = C Rt ( TR max(t) ) 
End   
 
 
 
  
 
Fig. 5.10.  Solution algorithm to MAHTD (one hydro unit). Backward phase.  
BACKWARD PHASE 
 
For t = τ , τ – 1 , …, 1 
λ Rτ = max ( min ( 0 , Λ Rτ max ) , Λ Rτ min )         if t = τ 
λ Rt = max ( min (λ Rt+1 , Λ Rt max ) , Λ Rt min )       if t < τ 
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λ Rt = λ Rt / εg if T R (t, C R t ≡ λ Rt) ≤ 0 
λ Rt = λ Rt / εp if T R (t, C R t ≡ λ Rt) > 0 
−For k = 0 , 1 , …, M 1 
−m = Γ ( M k ) 
λ m,t = max ( min ( λRt , Λ m,t max ) , Λ m,t min )  if m = M 
λ m,t = max ( min ( λ ν(m),t , Λ m,t max ) , Λ m,t min )  if m < M 
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 5.2 Conclusion  
In this Chapter we have proposed a direct solution to the MAHTD problem, in the 
case of only one hydro unit. To do this, we have applied the MAED direct solution 
to an equivalent network made up of the physical network repeated for each time 
step plus additional fictitious lines and areas, representing the hydro unit and the 
storage reservoir. 
In the next Chapter we are going to disclose a solution to the MAHTD in the case 
of several hydro units. That solution will be based on cascade applications of the 
direct algorithm described in this Chapter. 
 
 
  
Chapter 6 
6 Multi-area Hydrothermal Dispatch 
(Several Hydro Units) 
The results reported in the present Chapter were submitted to IEEE Transactions 
on Power Systems in December 2012 [23]. 
 
In the previous Chapter, a direct solution to the MAHTD problem in the case of one 
hydro unit has been disclosed. We have used fictitious lines and areas, 
representing the hydro unit and the storage reservoir, in order to obtain an 
equivalent radial network. In this Chapter a solution to the MAHTD problem in the 
case of several hydro units is described. 
 
 
6.1 Methodology 
For a MAHTD problem with more than one hydro unit it is not possible to obtain a 
radial equivalent network. In this case, an iterative procedure based on cascade 
applications of the direct solution is proposed (Fig. 6.1 (a) and (b)). 
For each iteration (step), the MAHTD direct solution algorithm is applied to each 
hydro unit one at a time. For each application of the MAHTD direct solution to a 
hydro unit, the power production of the other hydro units is considered as a fixed 
injection, and hence subtracted from the area load demand Dm(t).  The hydro units 
are taken into consideration, according to a descending order of standard deviation 
between the current hydro unit power scheduling and the one of the previous step. 
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 In STEP = 0 all the hydro units power scheduling is set to zero. We will stop the 
algorithm when the sum of all the standard deviations (on all the hydro units) is 
lower than a tolerance.  
 
 
 
Fig. 6.1 (a).  Solution algorithm to MAHTD (several hydro units).      
(Part one of two)  
 
STEP = 0 
Set PHs (t, STEP) = 0     s , t  ∀
STEP = 1 
 0)( =Δ STEPTOT
For s = 1, …, S 
Find Pi(t, STEP)  and  PHs (t, STEP)    i , t ∀
by applying the MAHTD direct solution to hydro unit s 
Set Dm (t) = Dm (t) – PHs (t, STEP)  ∀ m , t 
τ
τ∑
=
−−
=Δ 1
2))1,(),((
)( t
H
s
H
s
s
STEPtPSTEPtP
STEP  
 )()()( STEPSTEPSTEP sTOTTOT Δ+Δ=Δ
End 
Order the hydro units, in vector Π, in descending order according to 
their standard deviation Δs(STEP) 
 
 
 
  
 
 
Fig. 6.1 (b).  Solution algorithm to MAHTD (several hydro units).    
(Part two of two) 
 
While Δ  ToleranceSTEPTOT >)(
STEP = STEP + 1 
 0)( =Δ STEPTOT
For k = 1, …, S 
s = Π(k) 
Find Pi(t, STEP)  and  PHs (t, STEP)    ∀ i , t 
by applying the MAHTD direct solution to hydro unit s 
Dm (t) = Dm (t) + PHs (t, STEP – 1) – PHs (t, STEP) 
τ
τ∑
=
−−
=Δ 1
2))1,(),((
)( t
H
s
H
s
s
STEPtPSTEPtP
STEP  
 )()()( STEPSTEPSTEP sTOTTOT Δ+Δ=Δ
End 
Update vector Π: hydro units ordered, in descending order, 
according to their standard deviation Δs(STEP) 
End 
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 6.2 Conclusion 
In this Chapter a solution to the MAHTD problem in the case of several hydro units 
has been presented; it is an iterative procedure based on cascade applications of 
the direct solution proposed in Chapter 5. In the next Chapter an application to a 
real case will be presented (the Italian electricity network for 2011).  
 
  
Chapter 7 
7 Application to the Italian Electricity 
Network 
In this Chapter, we are going to present an application of the proposed 
methodology to the Italian electricity network for the year 2011. To do this, the 
solution algorithm has been implemented on MATLAB. 
 
 
7.1 Italian electricity network topology 
The Italian TSO, Terna, defines and publishes the zones of the Italian electricity 
network periodically. A zone is a part of the system where physical limits in the 
transmission capacity with the confining zones exist. Terna detects such limits by 
taking the balance of generation and demand into account.  
The zones previously defined may be geographical zones, virtual zones, limited 
production poles. The last ones are virtual zones where area demand equals zero 
and a limit on the generation is set. These limits might be changed or deleted in the 
future, provided that some improvements in the physical grid are done. Fig. 7.1 
represents the physical interconnections between the geographical zones in the 
Italian network. Fig. 7.2 represents the entire topology of the interconnections 
between the Italian zones (including geographical zones, virtual zones and limited 
production poles).  
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Fig. 7.1.  Physical interconnections between geographical zones (Italian network). 
 
  
 
Fig. 7.2.  Italian electricity network (zones and tie-lines).   
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 7.2 Main assumptions 
The system is analyzed in the whole of 2011. The time steps considered are 
τ = 8760. The main data used in this analysis have been provided by Terna, the 
Italian Transmission System Operator (TSO), and by GME, the Italian Power 
Exchange (IPEX). The simulation is run by considering 180 thermal units and 50 
hydro units, 15 of which are with pumping. Import/export with foreign areas, self-
productions and renewable productions are considered as fixed injections. The 
historic area load demand is an input for the analysis. 
In Fig. 7.3 the average hourly system demand is represented. Fig. 7.4 shows the 
average contribution to system demand of each zone for 2011 (notice that the 
North zone constitutes 54% of the total demand). 
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Fig. 7.3.  Average hourly system demand. 
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Fig. 7.4.  Zone percentage contribution to the total system demand. 
 
 
 
In Fig. 7.5 the Italian electricity network transmission limits for the winter period are 
represented. In Fig. 7.6 the Italian electricity network transmission limits for the 
summer period are represented.  
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Fig. 7.5.  Italian electricity network and transmission limits. Winter period.  
 
 
  
 
 
Fig. 7.6.  Italian electricity network and transmission limits. Summer period. 
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 7.3 Results 
By running the model under the assumptions previously explained, we obtain the 
optimal hydro-thermal scheduling. The total cost of power production is 
10,37·109 €. The hydro-thermal production in the whole of 2011, deriving from the 
simulation, is synthesized in Table 7.1. These results agree with the actual historic 
production in 2011. 
The average hourly hydro and thermal production is reported in Fig. 7.7. There are 
two peaks of generation (one in the morning and one in the evening). During the 
night we register a lower production: low thermal generation and no hydro 
generation (only pumping). 
Some tie-lines are much stressed, in the sense that they work on their higher or 
lower flow limit very often (for example, Rossano-Sicilia tie-line, Fig. 7.8). This is a 
cause of inefficiency for the Italian network, which can be reduced by investing in 
the physical grid (interconnections).  
 
 
 
 
Thermo unit power production  164 TWh 
gas  120.8 TWh 
coal  42.4 TWh 
other  0.9 TWh 
Hydro unit power production  46.8 TWh 
Pumping consumptions  4.5 TWh 
Table 7.1.  Hydrothermal production for year 2011. 
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Fig. 7.7.  Average hourly hydro and thermal power production. 
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Fig. 7.8.  Rossano-Sicilia tie-line. 
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Chapter 8 
8 Conclusion 
An innovative methodology to solve the MAHTD problem has been disclosed. The 
methodology is suitable for radial networks of every size and complexity and is 
applicable to both long and short-range analysis. It is a valid support for the power 
systems operation planning and it may be used by power companies to save 
money or increase their revenues.  
A direct solution algorithm to the MAED problem has been presented in Chapter 3, 
including a comparison with some numerical examples taken from the literature. In 
Chapter 4 a direct solution to the HTD problem, in the case of one hydro-pumped 
storage plant with unlimited reservoir capacity to be coordinated with a set of 
thermal units, has been disclosed and a numerical example has been provided. 
Then, a direct solution to the MAHTD in the case of one hydro unit has been 
provided (Chapter 5). That has been possible by applying the MAED solution to an 
equivalent network, made up of the replications of the actual network at each time 
interval connected through fictitious lines and areas representing the hydro unit 
and the reservoir. In Chapter 6 a solution to the MAHTD problem with several 
hydro units is presented; this solution is based on cascade applications of the 
direct solution proposed in Chapter 5. Chapter 7 contains an application to a real 
case (the Italian electricity network for the year 2011). 
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