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Abstract:We propose a method for the iterative restoration of fluorescence Confocal Laser
Scanning Microscope (CLSM) images with parametric estimation of the acquisition sys-
tem’s Point Spread Function (PSF). The CLSM is an optical fluorescence microscope that
scans a specimen in 3D and uses a pinhole to reject most of the out-of-focus light. How-
ever, the quality of the image suffers from two primary physical limitations. The first is due
to the diffraction-limited nature of the optical system and the second is due to the reduced
amount of light detected by the photomultiplier tube (PMT). These limitations cause blur
and photon counting noise respectively. The images can hence benefit frompost-processing
restoration methods based on deconvolution. An efficient method for parametric blind im-
age deconvolution involves the simultaneous estimation of the specimen 3D distribution
of fluorescent sources and the microscope PSF. By using a model for the microscope image
acquisition physical process, we reduce the number of free parameters describing the PSF
and introduce constraints. The parameters of the PSF may vary during the course of exper-
imentation, and so they have to be estimated directly from the observation data. We also
introduce a priori knowledge of the specimen that permits stabilization of the estimation
process and favorizes the convergence. Experiments on simulated data show that the PSF
could be estimated with a higher degree of accuracy and those done on real data show very
good deconvolution results in comparison to the theoretical microscope PSF model.
Key-words: Confocal Laser Scanning Microscope (CLSM), Bayesian restoration, blind
deconvolution, Point Spread Function (PSF), Richardson-Lucy (RL), Total Variation (TV),
parameter estimation
∗ ARIANA Project-team, CNRS/INRIA/UNSA, 2004 Route des lucioles-BP93, 06902 Sophia-Antipolis Cedex,
France
† Quantitative Image Analysis Unit, Institut Pasteur, 25-28 rue du Docteur Roux, 75015 Paris, France
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Déconvolution aveugle paramétrique en imagerie de
Microscopie Confocale à Balayage Laser (CLSM).
Résumé : Nous proposons une méthode de restauration itérative d’images de fluorescence
CLSM et d’estimation paramétrique de la fonction de flou (PSF) du système d’acquisition.
Le CLSM est un microscope qui balaye un échantillon en 3D et utilise une sténopée pour
rejeter la lumière en dehors du point de focalisation. Néanmoins, la qualité des images
souffre de deux limitations physiques. La première est due à la diffraction due au sys-
tème optique et la seconde est due à la quantité réduite de lumière détectée par le tube
photo-multiplicateur (PMT). Ces limitations induisent respectivement un flou et du bruit
de comptage de photons. Les images peuvent alors bénéficier d’un post-traitement de
restauration fondé sur la déconvolution. Le problème à traiter est l’estimation simulta-
née de la distribution 3D de l’échantillon des sources fluorescentes et de la PSF du mi-
croscope (i.e. de déconvolution aveugle). En utilisant un modèle de processus physique
d’acquisition d’images microscopiques (CLSM), on réduit le nombre de paramètres libres
décrivant la PSF et on introduit des contraintes. On introduit aussi des connaissances a
priori sur l’échantillon ce qui permet de stabiliser le processus d’estimation et de favoriser
la convergence. Des expériences sur des données synthétiques montrent que la PSF peut
être estimée avec précision. Des expériences sur des données réelles montrent de bons
resultats de déconvolution en comparaison avec le modèle théorique de la PSF du micro-
scope.
Mots-clés : Microscopie Confocale à Balayage Laser (CLSM), restauration Bayésienne,
déconvolution aveugle, la fonction de flou (PSF), Richardson-Lucy (RL), Variation Totale
(TV), estimation paramétrique
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Notations
(̂·) Estimate
c Clique in the set of cliques C
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ǫ Convergence criterion
F(·) Fourier Transform
h Point-Spread Function (PSF) of the microscope
i Observed image
k Iteration index of the parameter estimation algorithm
λ Regularization parameter or Average Photon Flux (as the case maybe)
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λex Excitation wavelength
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P(·) Poisson distribution
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1 Introduction
There are many problems in science and engineering that involve determination of the
internal structure of a system from just a few external measurements. Unlike the direct ap-
proach, these are ill-posed in theHadamard sense [1] that the solution either does not exist, is
not unique or is unstable with perturbations in the input data. Image restoration that aims
at reversing a system’s degradation also suffers from a similar restriction. Physical imag-
ing systems generally fail in transmitting all the information about an object, and worse
sometimes adding artifacts to the output image. The task of restoration is difficult because
in microscopy, as with many other imaging techniques, different possible configurations of
the imaging object is possible given only the observation and little or no information of the
imaging system.
1.1 Organization of this report
Before we introduce the reader to our actual problem of interest, we devote a section on
Fluorescence Microscopes that looks back at the differences between a conventional Wide-
Field Microscope (WFM) and the Confocal Laser Scanning Microscope (CLSM). Although
the scope of this report is restricted to restoration of images acquired by the CLSM, the
WFM is also familiarized to compare both their imaging capabilities. We then discuss their
individual response characteristics to a point source of light that is imaged under specific
conditions. Due to the limitation of the photon counting proces, the output image obtained
from the microscope is often corrupted by noise. The nature of the noise, its mathemat-
ical modeling and handling, prior work on this subject, and deconvolution is acquainted
in Section 2. Section 3 in its entirety is dedicated to our proposal on the joint restoration
and estimation of the image of the object and the microscope response function using a
Bayesian methodology. Direct restoration from the observed data is very difficult, and
hence it is necessary to define the respective underlying models for the object and the re-
sponse function. AnAlternateMinimization (AM) algorithm is then recommended to solve
this particular problem. This AM algorithm was then tested on images of phantom objects
and real data, the results of which are presented in Section 4. We then conclude in Section 5
with comments on this work and a discussion on the future work.
1.2 Fluorescence Microscope
Fluorescence is a phenomenon where electrons, when excited by light of a certain wave-
length, emit light of a longer wavelength. This is because the relaxation of the electron
from the higher to a lower state causes emission of photon that has lesser energy than the
photon that was absorbed. This energy difference, ∆E ∝ 1/λem, is known as the Stokes
shift. The wavelength of the emitted light is thus always red-shifted (i.e. is nearer to the
red light in the spectrum), in comparison to the excitation light wavelength. The greater
the Stokes shift, the easier it is to separate the excitation light from the emitted light. The
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selection of excitation and emission wavelengths are controlled by appropriate filters. The
emission curve is often a mirror image of the excitation curve. Fig. 1 shows the emission
Figure 1: Excitation and emission spectra for the various fluorescence proteins
and excitation spectra for some common fluorescent labeling proteins.
In fluorescence microscopy, a high intensity monochromatic laser light is used for illumi-
nating a sample. Each point in the sample acts as a secondary light source either naturally
or because of the expression of the fluorescent labeling proteins. The molecule that has the
ability to fluoresce is called a “fluorophore” (atomic compound responsible for fluorescence)
or fluorochrome (usually a dye that renders a body fluorescent). To achieve maximum flu-
orescence intensity, the fluorochrome is usually excited at the wavelength at the peak of
the excitation curve, and the emission is selected at the peak wavelength (or other wave-
lengths chosen by the observer) of the emission curve. For example, when excited with
a monochromatic source of 488nm, the “Green Fluorescent Protein” (GFP) has an emission
wavelength with a peak at 520 nm (and quantum efficiency of 0.8).
1.2.1 Incoherent Point Spread Function (PSF)
The optics of an observation system allows inspection of a specimen, but the image fi-
nally obtained is often not perfect. This is an intrinsic limit of any imaging system and is
the determining factor in assessing the system’s resolution limit. This can be justified by
diffraction, and an image whose resolution is thus limited is considered to be diffraction-
limited [2] [3].
Mathematically the process of degradation is characterized by the impulse response (by
imaging point-like source of light) or PSF, which models the propagation and recording of
the electromagnetic radiation from a point source. The PSF thus displays a radial diffractive
ring pattern (expanding with defocus) that is introduced by the finite-lens aperture. Each
INRIA
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optical section has the in-focus plane and also out-of-focus contributions from other parts
of the object. Due to the random nature of the photon emission, fluorescence microscopy is
an incoherent imaging process. That means, each point of the sample contributes indepen-
dently to the light intensity distribution in the image space.
Optical theory includes sophisticated models of this blurring and with modern computa-
tional capacity, we can apply such models to restoration. The nature of the PSF for fluores-
cence microscope has been researched extensively both theoretically and experimentally
(see Section 2.4). Because of its importance in deconvolution, a theoretical model of blur or
the Point Spread Function (PSF) is introduced in greater detail in Section 3.1. The advan-
tage of such a model is its efficient representation with a few parameters.
1.2.2 Wide-FieldMicroscope (WFM)
In the conventional WFM, the entire specimen is illuminated uniformly with an extended
light source. When specimens are imaged using such a microscope, each optical section ob-
tained by this focus series has the in-focus plane plus out-of-focus contributions from other
parts of the object that obscure the image and causes severe axial blur. This is because sec-
ondary fluorescence emitted by the sections that are away from the region of interest often
interferes with the resolution of those features that are in focus. This situation is especially
serious for specimens having a thickness greater than about 2µm. Additionally there is a
severe degradation to the image caused by the diffraction at the objective lens.
The object’s maximum intensity value decreases only as z−2, with z being the distance in
axial direction from the focus. Even though there are several advantages of WFM over
CLSM, like faster acquisition time or increased signal strength, the off-focus suppression
is insufficient and they suffer from something called the “missing cone of frequencies” prob-
lem along the optical axis [4]. Thus, objects with many frequencies in that region will be
poorly imaged. For example, a thin fluorescent sheet, oriented along the focal plane has
its frequencies in that region. Thus, this homogeneous horizontal plane can not be imaged
or located. Since the total (plane-wise integrated) intensity remains constant objects below
or above the layer always contribute to the final image of that layer. In Fig. 2, we illus-
trate this problem for a microscope setting with an excitation wavelength peak λem = 488
nm, emission wavelength of 520nm, and pixel sizes of 94 × 94 × 283nm for the WFM and
43 × 43 × 130nm for the CLSM. Fig. 6(b) shows the radial and axial slices of a wide-field
microscope PSF generated using the Huygens© software and the respective microscope pa-
rameters.
1.2.3 Confocal Laser ScanningMicroscope (CLSM)
The CLSM (also referred to sometimes as the Laser Scanning Confocal Microscope (LSCM))
is an optical fluorescence microscope that scans a biological specimen in 3D using a focused
laser spot and uses a pinhole before the detection to reject out-of-focus fluorescence [5].
Fig. 3 shows the schematic of a typical confocal laser scanning microscope used for scan-
ning biological specimens in 3D. CLSM focuses the objective at different depths inside a
RR n° 6493
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(a) (b)
Figure 2: Illustration of the missing-cone problem in the OTF of a (a) WFM and its absence
in a (b) CLSM (top: axial plane, bottom: radial plane)
specimen allowing the 3D visualization of cells, tissues and embryos without a need for
physical sectioning. The CLSM does not suffer from the “missing cone frequency” problem
as in the WFM case and the sensitivity decreases approximately as z−4. The difference be-
tween the application of the CLSMandWFM is that the former is suited for thick specimens
such as embryos and tissues while the latter is a powerful method for imaging samples re-
quiring low light levels such as living cells and nucleic acids.
Although the out-of-focus contribution in confocal images is greatly reduced, it is not to-
tally eliminated, and in practice is highly dependent on the pinhole diameter. This reduces
the maximal resolution obtainable by the imaging system and contrast, and often compli-
cates the quantitative analysis of the 3D specimen.
In general the observation can be modeled as:
i = ϕ(B(o)) ⊙ n (1)
where o is the object or specimen under inspection, i is the observed image, B models the
blurring effect produced, n is the noise, ⊙ is an operator of addition or multiplication and
ϕ is a transformation which can be linear, non linear, deterministic or probabilistic.
INRIA
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Figure 3: Schematic of a CLSM showing the in-focus and out-of-focus planes
1.3 Problem Formulation
The main difficulty in restoring the 3D image is that the exact PSF is not precisely known,
denoising the image can induce artifacts and restoration by deconvolution is an ill-posed
problem.
Computationally, deconvolution uses the PSF to remove the out-of-focus light that was de-
scribed earlier, and thus improves the contrast and the resolution. Restoration can be done
using either blind or non-blind techniques. The difference between them is that in the first
case the PSF is known a priori, while in the second case the PSF is estimated along with the
data itself. There are three kinds of methods to obtain the microscope PSF for the deconvo-
lution process. Firstly, in the experimental approach [4], point-like objects in the specimen
are imaged and processed to obtain the PSF. The experimental PSF in itself might have low
contrast (therefore may be recorded only at a finite range of defocus values) or might be
contaminated by noise, and it requires point-like sources in every image. In addition, PSF
RR n° 6493
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measured in one sample (typically fluorescent micro-beads stuck to a cover slide) may not
represent the exact PSF applicable for another sample (such as live cells in physiological
buffers). Secondly, we can use an analytical model of the PSF [6] with the acquisition sys-
tem’s physical information as parameters. However, in this case, the optical parameters of
the set up (for example small residual phase aberrations in the objective) are not known or
might change during the course of an experimentation (for example, due to heating of live
samples). In the third case, the blind deconvolution approach that we propose, estimates
the specimen and the unknown PSF parameters from the observed image simultaneously.
It finds the closest approximation of the specimen reconstructed structure without requir-
ing experimental or analytical calculation of the optical system PSF.
The scope of this report is restricted to restoring images and estimating the parameters of
a diffraction-limited PSF with no aberrations and is spatially-invariant. The advantage of
a spatially-invariant PSF is that the degradation model is a convolution. It is important to
note that the spatial-invariance assumption is not true when there are aberrations in the
microscope. These aberrations may come from a variety of different sources: refractive
index gradients in the specimen material, refractive index mismatch, bad alignment and
others. H. E. Keller [2] provides a survey of all known types of PSF aberrations. In practice,
the spherical aberration [7] is the most predominant among them all. Here there is an axial
asymmetry in the shape of the PSF, with a corresponding increase in spread particularly
along the optical axis. The most common cause of spherical aberration is a mismatch be-
tween the refractive indices of the lens immersion medium and the mounting medium in
which the specimen rests.
INRIA
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2 Review of prior work
The review of the prior work on the subject of restoration led us to conclude that essen-
tially most of them differ primarily in the models they choose to described the observed
phenomenon. As a consequence, the approach that each of them adopt for the restora-
tion becomes different. When both the observation model and the approach are chosen to
be the same, they differ by their assumption of PSF models. We will try to explain more
clearly and highlight these differences and point out the advantages and drawbacks of
each method. This will prepare the necessary background in understanding the proposed
approach in the next section.
2.1 Noise Sources and Models
Noise is a quasi-random disarrangement of detail in the observed image. It is quasi-random
in nature because the statistical distribution of noise can be predicted if the mechanics of
its source are known.
2.1.1 Sources of noise
The principal instruments used for fluorescence detection are CCDs and PMTs. In digital
microscopy, the source is either the signal itself (so-called photon shot noise), or the digital
imaging system. The mechanics of both sources are understood and the statistical distri-
bution of noise is therefore known. Signal dependent noise is characterized by a Poisson
distribution while imaging system noise usually follows a Gaussian distribution. The in-
terested reader may refer to [8] and [9] for a more detailed discussion on the various types
of noises present in fluorescence microscopes. Here we will introduce briefly the noises
that seem significant for our current work.
Photon noise Supposing the average photon flux to be λp, the observed photon number
Np follows a Poisson distribution with intensity parameter λp, i.e., Np ∼ P (λp). If we
dispose of a high photon flux, Np will be asymptotically normally distributed with both
the mean and the variance equal to λp.
Dark Noise The kinetic vibration of silicon atoms in the CCD substrate will liberate elec-
trons or holes even when no incident fluorescence photon is present. The resulting charge
will contribute to the final signal and is termed dark noise. Secondary sources of the dark
noise are cosmic rays or external high-energy radiation from nearby sources such as an in-
door illumination. The dark noise Nd follows also a Poisson distribution, i.e., Nd ∼ P (λd),
where λd represents the average dark flux. In practice, the CCDs are usually cooled to
reduce the dark noise.
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2.1.2 Noise Models
Gaussian assumption Classical restoration approaches differ in the initial models they
choose for the observed phenomenon. Most often they assume that an additive gaussian
noise observation model is sufficient to describe the noise characteristics of the fluorescent
microscope [10] [11].
If o(x) and i(x) (assumed to be bounded and positive) denote the original and observed
images respectively, the model in (1) for the Gaussian assumption can be expressed as,
i(x) = [h ∗ o](x) + n(x), x ∈ Ω (2)
where n(x) ∼ N (0, σ2n) is the additive Gaussian white noise, h(x) is the microscope PSF.
The object’s intensity is given by {o(x) : x ∈ Ω}. Where for the discrete image, the domain
Ω = (x, y, z) : 0 ≤ x ≤ Nx − 1, 0 ≤ y ≤ Ny − 1, 0 ≤ z ≤ Nz − 1 is a finite lattice and defines
the region over which the intensity is non-vanishing and is finite in nature. If we assume
that the imaging system is linear and shift-invariant, ∗ denotes the convolution in 2D or
3D as the case may be. This observation is often not valid especially in the case of photon
counting process where the noise characteristics is close to a Poissonian process.
Poisson assumption The detector of the fluorescence microscope behaves ideally as a
photon counter (ignoring electronic amplification noise). For low illumination conditions,
the number of photons reaching the detector is small, and the statistical variation in the
number of detected photons can be described by a Poisson process [12] (see [9] for more
details). It is however important to note that the Poissonian model is valid only for low-
intensity regions where the photomultiplier functions in the counting state.
For a Photomultiplier Tube (PMT) operating in the photon-counting mode, the detected
signal S will be (no readout noise),
S = Np + Nd ∼ P (λp + λd) (3)
where, Np, Nd, λp and λd are as defined earlier.
The image degradation model (see Fig. 4) can be expressed as:
i(x) = P([h ∗ o](x)) (4)
where ∗ denotes 3D convolution (assuming linearity property of the imaging system), P(·)
denotes a Poissonian process, h(x) is defined in (35), and
(h ∗ o)(x) =
∑
x
′∈Ω
h(x− x′)o(x′) (5)
The likelihood of X is modeled as [12]:
P (Y = i|X = o) =
∏
x∈Ω
[h ∗ o](x)i(x)e−[h∗o](x)
i(x)!
(6)
INRIA
Parametric Blind Deconvolution for Confocal Laser Scanning Microscopy (CLSM) 9
Figure 4: Schematic model of the degradation process.
where the mean of the Poisson process is given by [h ∗ o](x). In [13] a background term
was also introduced in the above model, and the experimental results highlighted the lack
of improvement on the restoration results by inclusion of the background signal. Poisson
noise, unlike Gaussian noise is signal intensity dependent, which makes separation of the
signal from the noise a very difficult task.
MixedNoise In the case of Widefield Microscopes, often the CCD has a dominating read-
out noise, the signal model then becomes,
S = α(Np + Nd) + Nr
S ≈ α(λp + λd) + B, σ ≫ α (7)
where α is the overall camera gain, Nr is the read-out noise and B ∼ N(µ, σ2)
2.2 Deconvolution algorithms
There are many denoising techniques for removing the noise (see [9] [14] [15]) that is
present in the biological images. However, it is difficult to analytically model the result-
ing denoised image as a function of the original object and the PSF, and then retrieve the
object by deconvolution. Instead of relying on sequential algorithms to remove the noise
and the blur, we use a simultaneous approach based on regularization models (see Sec-
tion 2.3).
The deconvolution algorithms available in literature are summarized in Table 1. In general,
they minimize an energy function of the form (with the exception of [16] and [17] where no
observation model is assumed):
L(o) = Lobs(o) + Lreg(o) (8)
Here, Lobs(o) is a measure of fidelity to the data and Lreg(o) is the penalty term on the ob-
ject estimation.
Accordingly, we have divided the following few sections based on the method employed
for solving the observation model described earlier in Section 2.1.2 and the object model.
A simplest approach to deblurring is using the Nearest-Neighbors [17] which assumes that
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METHOD REFERENCES
No-neighbors [16]
Nearest Neighbors [17]
Linear Methods
Weiner, inverse filter [18] [19]
Linear Least squares (LLS) [20]
Tikhonov [21]
Constrained Iterative
Jansson Van Cittert [17]
Nonlinear least squares [22]
Statistical
Maximum Likelihood [23]
Maximum A Posteriori [24] [25] [26] [27] [28]
Table 1: Deconvolution Algorithms
the most blurring within a slice is the light scattered from its two neighboring slices. The
intra-plane PSF is normally much smaller than the inter-plane PSF. Using these assump-
tions, and if Ô(u, z) and I(u, z) are the 2D Fourier transforms of the estimated specimen
and the acquired image at the zth slice,
Ô(u, z) = I(u, z) − λ[Ĥ1(u)I(u, z − 1) + Ĥ1(u)I(u, z + 1)] (9)
where Ĥ1(u) and Ĥ1(u) are the inter-plane PSF for two neighboring planes respectively. λ
adjusts the contribution of the two neighboring planes to the central plane.
2.2.1 Linear Methods
Inverse Filtering In the absence of a noise model, the image distortion by the PSF could
be reversed by using an inverse filter h†(x) such that,
ô(x) = F−1(H†(u)I(u)) (10)
where H†(u) and I(u) are the 3-D Fourier Transforms of the inverse filter and the obser-
vation respectively. F−1 is the inverse Fourier transform operation. Directly inverting the
PSF leads to an inverse filterH†(u) = H−1(u). Under practical situations however, at high
spatial frequencies, the inversion suffers from noise amplification. This problem can be
tackled by using a truncated inverse filter wherein the higher frequencies are bounded by
a small positive constant ǫ as:
ô(x) =
{
F−1(H†(u)I(u)), if |H(u)| ≥ ǫ
0, otherwise
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Linear least squares filtering Similar to the inverse filter, if we assume no model on the
noise, then the estimate of the object is obtained as:
ô(x) = (H∗R−1H)−1H∗R−1i(x) (11)
and the MSE is given as:
E(||o(x) − ô(x)||2) = Tr[(H∗R−1H)−1] (12)
H∗ is the complex conjugate of the PSFH ,R is the covariancematrix of noise nwithE(n) =
0. If n is white uncorrelated noise, R = σ2I and
ô(x) = (H∗H)−1H∗i(x) (13)
and the MSE is given as:
E(||o(x) − ô(x)||2) = σ2Tr[(H∗H)−1] (14)
(13) is similar to (10) with H† = (H∗H)−1H∗.
In order to improve the resolution and the contrast, Projection onto convex sets (POCS) was
proposed as an alternative. POCS is a powerful mathematical tool proposed by Bregman
[29] and later introduced to deconvolve microscopic images in [30].
Wiener Filtering If the signal-independent additive Gaussian noise is considered, for a
known h(x), i(x) is deconvolved as:
o(x) = i(x) ∗ h†(x) (15)
In the frequency domain, h†(x) is given as:
H†(u) =
H∗(u)
(|H(u)|2 + (Pn(u)
Po(u)
))
(16)
where H(u) is the Fourier transform of h(x), Pn(u) and Po(u) are the power spectral den-
sities of the noise and the object respectively.
2.2.2 Nonlinear Methods
Constrained Iterativemethod In the JansonVan Cittert (JVC) algorithm, at each iteration,
an error image is calculated by subtracting the estimated image from the recorded distorted
image. To prevent negative intensities or very bright intensities, the error image is multi-
plied by a finite weight function that is defined over a positive intensity band. Finally, the
weighted error is subtracted from the specimen estimate to obtain the new estimate.
ôk+1(x) = ôk(x) + r{ôk(x)}[i(x) − (h ∗ ôk)(x)], k ≥ 1 (17)
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where, r{ôk(x)} = r0[1 − 2b |ôk(x) − b2 |]}, r0 and b are constants, and
ô1(x) = i(x) + r{i(x)}[i(x) − (h ∗ i)(x)] (18)
Thismethod amplifies high-frequency noise at each iteration and thus requires a smoothing
step at each iteration. Unfortunately, the smoothing operation does not work well for low
SNR images. While JVC improves the resolution in the final estimated image, this method
is not good for removing the noise.
D. A. Agard’s modification to the algorithm for faster convergence is as follows:
ôk+1(x) = ôk(x) + r{ôk(x)}[(i ∗ h)(x) − (h ∗ h ∗ ôk)(x)], k ≥ 1, (19)
and
ô1(x) = (i ∗ h)(x) + r{(i ∗ h)(x)}[i(x) − (h ∗ i ∗ h)(x)] (20)
Carrington et al. [22], introduced the Nonlinear Least-Squares (NLS) algorithm that mod-
ified the JVC to ensure positivity in the output. The nonnegativity constraint guarantees
that either the negative intensities are set to zero or the final specimen intensity is positive.
In spite of these modifications, it was observed that the convergence of these algorithms is
dependent on the parameters r0 and b chosen.
2.2.3 Statistical Methods
Statistical methods are extremely effective when the noise in the acquired 3-D image is
fairly strong. These have a more subtle noise handling strategy than the simple regulariza-
tion. They are also helpful in obtaining certain information not captured by the microscope
optics. However, they are more complex and computationally more intensive than the lin-
ear and nonlinear methods.
Maximum-Likelihood (ML) If we assume that the background noise is absent,then the
maximum-likelihood reconstruction as described by [23] can be written as:
Lobs(o(x)) =
{ ||(h ∗ o)(x) − i(x)||2, Gaussian case∑
x∈Ω
[h ∗ o](x) − i(x) log[h ∗ o](x), Poissonian case (21)
TheML estimation can also be thought of as a specific form of theMaximum a Posteriori
(MAP) estimation method (discussed next) when the a priori model is uniform. For the
additive Gaussian noise model of (2), the ML solution is essentially the LLS solution for a
known h(x) and assuming that the noise is signal independent. There are many ways of
arriving at (21) ([31] looks at it from a statistical angle).
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(a) (b)
(c) (d)
Figure 5: An example of ML estimate with no smoothness constraints on a (a) phantom
object, and (b) as observed by a CLSM. Assuming that the PSF is known, as the iteration
increases, the blur is removed but artifacts start appearing. For example, the central slice
after (c) 200 and (d) 500 iterations.
Maximum a Posteriori This section on MAP is a precursor to our analysis of this method
in Section 3. Since iterative ML methods do not ensure any smoothness constraints, they
thus evolve to a solution that displays many artifacts from noise amplification Fig. 5. We
have adopted the MAP method for solving our problem with a prior model on the speci-
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men and the PSF. So,
P (o|i) ∝ P (i|o)P (o) (22)
where P (i|o) is the likelihood of observing the object as given in (6) and P (o) is the knowl-
edge of the object to be discussed next.
2.3 A priori object models
Let I(Ω) = {o = (oijk) : Ω → R|oijk ∈ R} denote all possible images on Ω. Then the
ensemble model of an image class refers to any probability distribution P (o) on the image
space I given by the following form:
P (o) =
1
Z
e−λE[o], (23)
where E[o] is a generalized energy and its dual parameter is λ.
We associate with each site (i, j, k) ∈ Ω of the object a unique neighborhood ηijk ⊆ Ω \
(i, j, k) and the collection of all neighbors η = {ηijk|(i, j, k) ∈ Ω} is the neighborhood
system. If we assume that the random field (O = o) on a domain Ω is Markovian w.r.t the
neighborhood system η, then
P (oijk|oΩ\i,j,k) = P (oijk |oηijk ) (24)
o is a Markov Random Field (MRF) on (Ω, η) if o denotes a Gibbs ensemble on Ω and the
energy is a superposition of cliquish potentials
E(o) =
∑
C∈C
VC [o] (25)
2.3.1 ℓ2 regularization
Gaussian prior The simplest quadratic penalty on the object is the Gaussian density func-
tion. We can write P (o), the pdf of o as, P (o) = Z−1 exp(− 12σ2 ||o||2) , where σ2 is the
variance of the prior Gaussian distribution, and Z is a normalizing constant. This in com-
bination with the Gaussian likelihood function (described previously) gives a Tikhonov
type of functional [32].
Tikhonov-Miller Prior Tikhonov-Miller [21][33] introduced a regularization term also
based on the ℓ2 norm of the image. For this case, we can write the statistics on the ob-
ject as P (o) = Z−1 exp(−λ∑
x
|∇o(x)|2). Here λ is the regularization parameter for TM
regularization, and Z−1 is the normalization constant for the probability.
Lreg(o) = λ
∑
x
|∇o(x)|2 (26)
where∇o(x) = (|∂o(x)
∂x
|2 + |∂o(x)
∂y
|2 + |∂o(x)
∂z
|2)
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Good’s Prior This functionwas proposed byGood as ameasure for discriminating slightly
displaced density curves or hyper-surfaces. Verveer and Jovin [26] developed a superreso-
lution restoration algorithm on this prior for fluorescence microscopy. It has the following
form for the penalty functional:
Lreg(o) =
∑
x
|∇o(x)|2
o(x)
(27)
2.3.2 ℓ1 regularization
If (O = o) is a low-order, homogeneous, isotropic MRF, over a 6 member neighborhood
ηx ∈ η of the site x ∈ Ω,
P [X = o(x)] ∝ 1
Zλ
e
−λ
P
x
|∇o(x)|
, (28)
|∇o(x)| = (
∑
x
′∈ηx
(o(x) − o(x′))2) 12 , Zλ =
∑
o∈I(⊗)
e
−λ
P
x
|∇o(x)|
(29)
λ is called the hyperparameter, |∇o(x)| is the potential function and Zλ is a normalizing
constant called the partition function. In order that Zλ is finite we must restrict the possible
values of o(x) so that the numerical gradient of∇o(x) is also bounded.
When used as a prior model for the object, we have to minimize the following functional:
Lreg(o(x)) = λ
∑
x
|∇o(x)| (30)
It has been observed that a ℓ1 norm over ∇o rather than the ℓ2 norm allows to impose
edge preserving smoothing of the solution [28]. This is because the smoothing process
introduced by the ℓ1 norm works only in the direction tangential to the level lines (edges)
and not in the orthogonal direction. Hence, the Total Variation (TV) regularization (Rudin et
al. [34]) is able to preserve discontinuities better. TV has been mostly used for denoising 2D
imageswith additive noise like characteristics. However, it was Charbonnier [35] who used
a similar method to reconstruct 3D tomographic images in the presence of shot or poisson
noise. A direct 3D extension of ROF’s iterative noise removal algorithm is described by
Persson et al. [36] for their work on 3D tomographic images.
2.3.3 ℓ2 − ℓ1 regularization
Like the ℓ1 norm, Charbonnier et al. [37] introduced a possible solution to combine the
advantages of the regularizations described above. These priors are called quadratic-linear
or ℓ2 − ℓ1 priors. This method was adopted by Chenegros et al. [38] for deconvolution of
3D retinal images. This is summarised as follows:
Lreg(o) = λδ2
∑
x
φ(
∇o(x)
δ
), (31)
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where φ(·) = | · |− log(1+ | · |) is a functional that is quadratic for small gradients and linear
for large ones.
2.3.4 Entropy Prior
The entropy prior distribution of the object is given by,
P (o(x)) = Z−1 exp(λS(|Co(x)|, |Cm(x)|)), (32)
where the absolute value | · | is applied to each element of |Co| and |Cm|, corresponding
to the assumption that the absolute values of linear combinations of pixels have an en-
tropy distribution. However, because the true object is unknown, m is often chosen to be
a constant image leading to a preference over smooth solutions. The entropy function S is
defined by,
S(x,y) =
M∑
l=1
(xl − yl − xl log(
xl
yl
)), (33)
where the model y reflects the prior knowledge of x and xl, yl are the lth elements of
vectors x and y. Thus, the energy functional is
Lreg(o) = λ|Co(x)|T log(
|Co(x)|
e|Cm(x)| ). (34)
In the absence of prior knowledge and for simplifying the numerical computations, we set
C = I
2.3.5 Wavelet Priors
It was noticed that finer details of the 3-D captured image are more sensitive to noise, mis-
matches in the PSF, under sampling, etc. Wavelet decomposition can perform quite well by
analyzing the different scales separately in the deconvolution process. In literature there
are many papers that have carried out deconvolution in 2-D like [27] [39] [40] [41] [42].
However, development of a 3-D deconvolution scheme using wavelets is still unexplored
because the inverse kernel is known only approximately, a situation routinely encountered
in 3-D microscopy. An approximate PSF model makes it attractive to propose a computa-
tionally efficient wavelet deconvolution scheme dealing with huge 3-D images. However,
wavelet denoising methods can act as an efficient regularization scheme for 3-D deconvolu-
tion, enabling higher resolution. These methods not only keep the frequency bandwidth of
the final restored image nonincreasing, but also suppress many of the artifacts that would
be present at a given step of deconvolution without denoising. Generally, in combination
with more classical deconvolution algorithms, wavelet denoising methods can provide a
robust and efficient deconvolution scheme [15].
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2.4 PSF Models
The deconvolution algorithms discussed in Section 2.2 relies on an accuratemodel or knowl-
edge of the PSF. The PSF can be defined either theoretically using a mathematical model of
diffraction (see Section 2.4.2) or empirically by acquiring a 3D image of a fluorescent bead
[43][44].
2.4.1 Experimental PSF
Because PSFs play an essential role in accurate reconstruction of the object intensity distri-
bution, considerable effort has been directed at measuring and characterizing their prop-
erties [6] [45]. An empirically obtained PSF is an image of a small fluorescent bead po-
sitioned so as to approximate a point object of unit intensity positioned in the slide. To
improve the statistics of the PSF data, several bead data sets are acquired and averaged. It
is the averaged data that is used by the deconvolution algorithm. The experimental PSF is
very difficult to obtain especially for fluorescence microscopes and they often change with
slight deviations from the physical conditions. It is thus necessary to maintain the same
conditions when obtaining the real images. Noise is always present in an experimentally
obtained PSF and has to be handled before the deconvolution process. An empirical PSF
can deviate significantly from perfect symmetry [17] [46]. This deviation or aberration, is
often caused by mismatch in the refractive index between the specimen immersion and the
objective medium.
2.4.2 Physical PSF models
In this section, we present a simple physical model of the PSF assuming only the diffraction-
limited nature of the imaging system. The Optical Transfer Function for incoherent illumi-
nation can be obtained from knowledge of the PSF, and vice versa, by using the Fourier-
transform relationship between them. P. A. Stokseth [6] obtained the OTF and PSF of
an aberration-free defocused optical system from the corresponding pupil function. This
model is useful to produce blur on synthetic objects and to test the deconvolution algo-
rithms. The diffraction approximated confocal PSF is the square of the WFM PSF. If we
assume that the excitation and emission wavelengths are the approximately the same as in
the case of fluorescence, then the PSF is given as (after including the effect of the pinhole):
h(x) = |A(r) ∗ F(Pλem(x))|2 · |F(Pλex(x))|2 (35)
where A(r)models the pinhole (in 2D) that limits the out-of-focus light and Pλ is the pupil
function given by [3] [6]:
Pλ(r, z) = Πρ(r) · ei
2π
λ
W (z) (36)
where,
W (z) =
1
2
z(1 − cosα) (37)
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ρ = NA
λ
, and α is the semi-aperture angle of the objective lens.
If r2 = x2 + y2, and R is the radius of the pinhole, then
A(r) =
{
1 if r ≤ R
0 elsewhere
(38)
As the pinhole size becomes infinitely small, lim
R→0
A(r) = δ(r) and is a perfect pinhole. In
reality, since the pinhole size cannot be infinitely small, a usable diameter of 1AU (see Ap-
pendix A) allows more than 70% of the in-focus light to the counter. Fig. 6 shows the radial
and axial slices of analytically generatedWFM and CLSMPSFs. This approximation is only
(a) (c)
(b) (d)
Figure 6: (a) Radial and (b) axial PSF slices for a Wide-Field Microscope (size 4.55 × 4.55 ×
19.38 µm3), and (c) (d) for Confocal Microscope (size 2.03 × 2.03 × 9.09 µm3) assuming an
excitation wavelength of 488nm, NA = 1.2, µspecimen = 1.515, µlens = 1.515
valid when imaging thin samples (< 5µm in thickness). When imaging thick biological tis-
sues, there is a dramatic reduction in both the signal level and the resolution. While most
systems are built to be diffraction-limited it is not possible to ensure that they maintain
this performance for all specimens. It has been shown [5] that when focusing into water
using an oil immersion objective the signal level falls to 40% when focusing only 5mm
beneath the surface (cover glass) and is below 10% at 15mm. Thus restoration of thick sam-
ples or viewing deeper into the specimen becomes difficult with just the diffraction-limited
approximation. Hence there is a need to model the PSF to include depth-dependent vari-
ations. Computed PSFs are noiseless, but do rely on a simplified model of the microscope
and they often fall short on being able to reliably model the actual PSF. Furthermore, the
assumed experimental parameters, which are used in the computational model, may differ
from their actual values. For example, the PSF is very sensitive to some parameters like
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the immersion oil index, the depth of the specimen under the coverslip, or the numerical
aperture of the objective.
2.4.3 Blind restoration
The problem of blind deconvolution is reduced to answering the following question:
“How does one estimate an original object and the PSF of the microscope, given only the observation
data?”
Many methods use an iterative approach to estimate the PSF and the object with no prior
information on the object (see for example the book [47]). However, unlike in other applica-
tions, the imaging of a specimen using fluorescence microscopes is often a non-repeatable
process. For example, when imaging live cells, overexposure to the excitation laser might
kill them due to abnormal levels of the radiation or "Photobleaching" wherein the fluo-
rophore (here GFP) itself is destroyed. So given a single observation of the sample, it is
very difficult to reconstruct the original specimen and the PSF from just this information.
If the problem of deconvolution is ill-posed, that of Blind Deconvolution is even more so
becausewe are increasing the number of unknowns without increasing the amount of data.
Intuitively, if we forget about the effect of noise and consider the blurring observation
model in the Fourier space: F(i) = F(h) · F(o), and try to find both h and the object o
solely from this product. Several solutions can respond to this problem, for example, if
(h, o) is a solution, then the trivial solution is that h is a dirac and o = i or vice versa. If the
blur function is irreducible, the problem admits several solutions for (h, o). A function h is
said to be irreducible if it cannot be broken down as the convolution of two functions h1
and h2 (differing from Dirac). If h is not irreducible, the couples (h1 ∗ h2, o) and (h1, h2 ∗ o)
are also solutions.
Another ambiguity is in the scaling factor. If (h, o) is a solution then (α · h, 1
α
o) ∀α > 0 are
solutions too. This ambiguity can be waived by imposing a forced normalization on h as
in (40). Thus broadly speaking, a way of reducing the space of possible solutions and to
regulate the problem is to introduce constraints on h and o.
It is for these reasons that there has been increased research activity recently for the blind
restoration of images. Blind deconvolution (BD) methods simultaneously estimate the mi-
croscope PSF and the original 3-D specimen image. In optical microscopy, Holmes [48]
was the first to propose a maximum likelihood-estimation-based blind deconvolution al-
gorithm to deblur simulated images. The success of his algorithm was due to properly
constraining the PSF estimate and the specimen especially in the simulation studies. While
Markham and Conchello [49], presented their parametric model for the PSF and an esti-
mation method utilizing this model. Our approach is to consider an a priori model on the
object o (see Section 2.3) and a parametric model of the PSF h (see Section 3.1), and alterna-
tively minimize a cost function, first w.r.t the object and then use the estimate to determine
the PSF parameters. Without a model on the object or the PSF, direct minimization of the
cost function can yield many possible solutions for o and h.
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3 Joint estimation of the PSF and the specimen functions
3.1 3D Separable Gaussian PSF model
A regularization model on the PSF (similar to that on the specimen) has been suggested
in some earlier works [48] [50]. However, there are three problems in applying a Total
Variation (TV) [34] kind of regularization on the PSF. Firstly, it is not able to model the con-
tinuity and regularity in the PSF. Secondly, the recovered PSF will be very much dependent
on the structure in the object/specimen [51]. Finally, the hyperparameter for such a model
is highly dependent on the amount of defocus in the observed image. This means, that
the parameter will vary drastically from one image sample to another and will have to be
tuned manually for each restoration or estimated automatically.
The imperfections in an image formation system normally act as passive operations on the
data, i.e. they do not absorb or generate energy. Thus, when an object goes out of focus it
is blurred, but it’s total intensity remains constant. Consequently, all energy arising from a
specific point in the fluorescent specimen should be preserved, yielding:
∫
x
h(x)dx = 1 (39)
In the spatial domain, the discrete PSF is constrained to satisfy the following normalization:
∑
x∈Ω
h(x) = 1.0 (40)
and the follwing positivity constraints:
h(x) ≥ 0, ∀x ∈ Ω (41)
It was shown by Santos and Young [52] (for the 2D case) and by Zhang et al. [53] (for
the 3D case) that the diffraction-limited PSF is well modeled by a Gaussian function as:
hσr ,σz (r, z) =
1
Zσr ,σz
e
(−r
2
2σ2r
− z
2
2σ2z
)
,
r =
√
(x2 + y2), Zσr,σz = (2π)
3
2 |Σ| 12
(42)
A diffraction-limited PSF has a circular symmetry about the z-axis and mirror symme-
try about the central xy-plane. Thus, the covariance matrix should be diagonal [53] and
|Σ| = σ4rσ2z . Then the partition function or the central ‘surface brightness’ will be Zσr ,σz =
(2π)
3
2 σ2rσz . Consequently, an arbitrary image volume can be approximated as the convolu-
tion of a separable 3D Gaussian model and the actual volume of interest. This parameter-
ized model is a good way to impose constraints on the PSF and regularize its estimation as
the number of unknown parameters is reduced to just two viz. σr and σz .
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3.2 Bayesian approach for joint object and blur parameter estimation
By the Bayes theorem, the posterior probability P (X = o|Y = i) is:
P (X = o|Y = i) ∝ 1
Zλ
e
−λ
P
x
|∇o(x)|
·
∏
x∈Ω
[h(θ) ∗ o](x)i(x)e−[h(θ)∗o](x)
i(x)!
(43)
where θ are the parameters of the PSF model. The estimates for o and h (or θ) are obtained
from the joint probability as:
(ô, ĥ) = argmax
(o,h)
P (X = o, H = h|Y = i)
= argmin
(o,h)
(− log[P (X = o, H = h|Y = i)])
(44)
Thus, the cost function to be minimized is:
L(o, h) = λ
∑
x∈Ω
|∇o(x)| −
∑
x∈Ω
i(x) log[h(θ) ∗ o](x) + log[Zλ] +
∑
x∈Ω
[h(θ) ∗ o](x) (45)
(45) can be rewritten in terms of the data fidelity term and the regularization term as:
L(o|θ̂) = Lobs(o) + λ
∑
x∈Ω
|∇o(x)| = Lobs(o) + Lreg(o) (46)
Note that Lobs(o), the data fidelity term is convex and if h is positive definite, then Lobs(o)
is strictly convex in o.
3.2.1 Estimation of the object
Given the estimated value (or initial) of θ̂, and as Zλ is not dependent on h or o, L(o, h) has
now the form:
L(o|θ̂) =
∑
x∈Ω
[h(θ̂) ∗ o](x) −
∑
x∈Ω
(i(x) log[h(θ̂) ∗ o](x)) + λ
∑
x∈Ω
|∇o(x)| (47)
We now use the Maximum A Posteriori (MAP) algorithm (that is equivalent to the penal-
ized Maximum Likelihood (ML) [54]), with a prior distribution on the object o.
Richardson-Lucy (RL) algorithm with TV regularization The Euler-Lagrange equation
for minimizing L(o|θ̂) in (46) w.r.t θ is:
1 − h(−x)( i(x)
(h ∗ o)(x) ) − λdiv(
∇o(x)
|∇o(x)| ) = 0 (48)
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where div stands for the divergence (see [28] for details). This can be solved for the object
o by adopting a RL algorithm ([55] [56]) with TV regularization. This is an Expectation-
Maximization (EM) algorithm [57] for computing the Maximum a Posteriori estimate.
We adopt an explicit scheme that proposes to minimize (46) by the following multiplicative
algorithm:
on+1(x) =
[ i(x)
(on ∗ hθ̂(x))
∗ h
θ̂
(−x)
]
· on(x)
1 − λdiv( ∇on(x)|∇on(x)|)
(49)
where (·) denotes the Hadamardmultiplication (component wise) and n the iteration num-
ber.
To stop the iterations, we define the difference measure between two successive iterations.
If the difference is smaller than a threshold (t), we stop the algorithm to get the final decon-
volved image. The criterion is defined as:
χn+1 =
∑
x∈Ω
|on+1(x) − on(x)|
∑
x∈Ω
on(x)
< t (50)
The typical values chosen for t are 10−4 or 10−6, depending on the precision desired.
3.2.2 Parameter estimation on complete data
Once the object o is estimated by using the iterative algorithm that is described above, the
PSF can be obtained by minimizing the following function:
L(h|i, ô) = −
∑
x∈Ω
(i(x) log[h ∗ ô](x)) +
∑
x∈Ω
[h ∗ ô](x) (51)
The terms that are independent of h have been excluded. A direct, closed-form solution
does not yield the exact solution in this case. However, by introducing constraints on the
PSF, we greatly reduce the number of free parameters to describe it and the estimation is
realizable as described below.
The log-likelihood is symmetric about both the object to be estimated and the point-spread
function. The PSF can be estimated by the Shepp-Vardi solution [58], which is based onML
and is similar to the RL algorithm described previously for estimating o as:
ĥk+1(x) = ĥk(x)
∑
x∈Ω
[
ô(−x)
[h ∗ ô](x) ]i(x) (52)
There is however no constraint imposed on the PSF and the solution is thus not always
unique. One way of introducing a constraint on the PSF and of avoiding the other possible
solutions, is to limit the bandwidth of the Point-Spread function by parameterizing it. This
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was introduced in Section 3.1.
The method outlined in Section 3.2.1 requires the knowledge of parameters θ = (σr, σz).
However, due to the invariance property of ML estimation, we can say:
ĥML(x) = h(x, θ̂ML) (53)
is the MLE of the PSF.
From (51), we get:
L(θ|i, ô) = −
∑
x∈Ω
(i(x) log[h(θ) ∗ ô](x)) +
∑
x∈Ω
[h(θ) ∗ ô](x) (54)
The parameters of the PSF can be estimated as (see Appendix C),
θ̂
(k+1)
= θ̂
(k) − α(k)∇θL(θ̂
(k)
) (55)
where α(k) and ∇θL(θ̂
(k)
) are the step size and the search direction at iteration k respec-
tively. The search direction involves calculating∇θL(θ), w.r.t the PSF parameters:
∇θL(θ) =
∑
x∈Ω
((hθ ∗ ô)(x) −
i(x)
(h ∗ ô)(x) · (hθ ∗ ô)(x))
where, hθ =
∂
∂θ
h(θ); θ ∈ {σr, σz}
(56)
We stop the computation if the difference measure between two successive iterations is
smaller than a specific threshold ǫ (in practice 10−3 or 10−4), and assume the last estimation
as the best one.
χk+1 =
|θ̂(k+1) − θ̂(k)|
θ̂
(k)
< ǫ (57)
Alternate Minimization algorithm
The pseudo-code of the algorithm that was used for the joint estimation of the parameters
of the PSF model and the specimen function is as given below:
1. Calculate the permissible theoretical range [σr,min, σr,max]
equations (69, 67) and [σz,min, σz,max] equations (71, 70).
2. The hyperparameter, λ is fixed at an optimal value of 0.002 and
the threshold t (50) is chosen as 10−4 for the deconvolution
algorithm (RL+TV) [13].
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3. Assign k = 0, and choose the theoretical parameters as σ̂r, k and
σ̂z, k.
4. Calculate ĥk from the values of σ̂r,k and σ̂z,k.
5. The degraded image of the object i(x) is chosen as the initial
object estimate ôk(x).
6. Deconvolve ôk(x) with the RL+TV algorithm (49) to get a new
estimate of the specimen function ôk+1(x) when the error between
successive iteration estimates do not differ by t.
7. The parameters of the PSF are estimated using the updated
specimen function estimate obtained in the previous step. The
Conjugate-Gradient (CG) algorithm (83) that minimizes the
objective function L(σr , σz |ô(x), λ) gives the values σ̂r,k+1 and σ̂z,k+1.
8. k is incremented and the error (χk =
(θ̂(k)−θ̂(k−1))
θ̂(k)
) calculated.
The result of this is used in step 6 and the AM algorithm is
continued until χk ≤ ǫ.
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4 Results
In this section, we present the outcome of our alternate minimization method on some
synthetic and real data.
4.1 Experiments on Simulated Data
The 3D simulated test object (see Fig. 7(a)) used is of dimension 128 × 128 × 64, with XY
and Z pixel sizes of 50nm and 230nm respectively. The observed data was then generated
by using an analytical model of the microscope PSF [59] (with a pinhole diameter of 1 AU),
and the noise is mainly shot noise due to low-photon imagery, modelled as Poisson statis-
tics (see Fig. 7(b)). We present here the deconvolution results using the Richardson-Lucy
multiplicative algorithm regularized using a functional derived from the Total Variation.
The deconvolution and the estimation results are as shown in Fig. 7(c), (d) respectively.
If the synthetic object o is assumed to be known a priori, then estimation of the true pa-
rameters of the PSF is straight forward as the cost function is convex in the neighborhood
of optimal σr as illustrated in Fig. 8.
The optimal stopping threshold t (50), or the hyperparameter λ, dictates the amount of re-
duction in the blur and noise-edge effects respectively. Correct estimation and convergence
of the parameters of the PSF model is dependent on the stable estimate of the object. For
the simulated data case, the optimal hyperparameter λ was chosen to be 0.002, and the
stopping threshold t for two successive iterations as 10−4. Fig. 9 shows the reduction in the
cost function with iterations of the CG algorithm and the approach of the estimated radial
spread to the stable value when the estimate of the object is assumed to be known.
Since there are no constraints on the PSF, if the parameters are initialized to small values
(PSF is Dirac in nature), the growth of the PSF to the desired size is not guaranteed. This
point is illustrated in Fig. 10 where the dark blue regions are the area of local minima. To
avoid this problem, we choose the initial parameters to be larger than the theoretically cal-
culated values [53] (see Appendix B) and descend to the true value (as shown by the white
arrow heads). If the microscope is assumed to have a NA of 1.4, excitation wavelength
peak of 488nm, emission spectra peak at 520nm and refractive index of objective immer-
sion medium 1.515, then the non-paraxial parameters are 75.734nm (σr) and 150.066nm
(σz), and paraxial (if the light ray is close to and nearly parallel with the optical axis) pa-
rameters are 76.551nm (σr) and 230.841nm (σz) respectively.
Quantitative Analysis
The I-divergence or generalized Kullback distance is used for measuring the quality of the
restored image in comparison to the original image. The I-divergence, I(u, v), between two
non-negative distributions u and vmeasures the discrepancy or the distance of the function
RR n° 6493
26 Pankajakshan et al.
X
-Y
X
-Z
(a) (b)
X
-Y
X
-Z
(c) (d)
Figure 7: (a) Composite synthetic object, (b) observed image with the analytical blur
model [6] and Poisson noise, (c) image restored after RL+TV deconvolution using the esti-
mated PSF, (d) estimated microscope PSF.
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Figure 8: Cost function as a property of the unknown PSF parameter when the initial object
and observation are known.
Figure 9: Convergence of the cost function and radial parameter by the conjugate gradient
method (when the original object is known). The Y axis is left-scaled for the cost function
L(σr , σz|ô) and right-scaled for the PSF parameter respectively.
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Figure 10: Plot of the energy as a function of the true and the estimated parameter values.
White arrows points the direction followed by the estimation algorithm.
v to u. It was proved to be consistent [60] with the Csiszar’s axioms [61].
I(u, v) =
∑
x∈S
u(x) log
u(x)
v(x)
−
∑
x∈S
[u(x) − v(x)] (58)
After 7 joint iterations of the alternated minimization algorithm, when the stopping crite-
rion (57) is reached, the final I-divergence was 0.767 and there was 43.81% improvement
over the standard RL algorithm. It was also observed that the theoretically calculated and
the experimentally estimated PSF parameter values differ by about 16% and 14.5% for the
radial and the axial case respectively. Fig. 11 compares the estimated 3D PSF with the an-
alytically modeled [6] PSF along the one direction of the radial plane. The error in the
estimation given by the ℓ2 residual of the PSF is < 0.2%.
4.2 Experiments on Real Data
4.2.1 Imaging Setup
The Zeiss LSM 510 confocal microscope mounted on a motorized inverted stand (Zeiss Ax-
iovert 200M) equipped with an ArKr laser of wavelength of 488nm is the excitation source,
and Band Pass (BP) filter transmits emitted light within the band 505 − 550nm. The ob-
jective lens arrangement is a Plan-Neofluar with 40X magnification having a Numerical
Aperture of 1.3 and immersed in oil. The pinhole size was fixed at 67µm.
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Figure 11: Comparison of the estimated (continuous line) and analytically computed (dot-
ted line) PSF for a CLSM.
4.2.2 Specimen description
The specimen thatwas chosen for the experiments is the embryo of aDrosophilamelanogaster
(see Fig. 12). It was mounted and tagged with the Green Fluorescence Protein (GFP). This
setup is used for studying the sealing of the epithelial sheets (Dorsal Closure) midway dur-
ing the embryogenesis. The images (© Institute of Signaling, Development Biolody & Can-
cer) were acquired with a XY pixel size of 50nm and a Z step size of 170nm, and the size of
the volume imaged is 25.59 × 25.59 × 2.55µm.
4.2.3 Deconvolution Results
The maximum intensity projection of the observed and restored data is shown in Fig. 12.
Since the observation data had a high noise content, the regularization hyperparameter
λ was set to a large value of 0.05. The deconvolution algorithm was stopped when the
difference between subsequent estimates was lower than t = 0.002. The alternate minimiza-
tion algorithm converged after 40 iterations of the joint RL-TV and CG algorithm. The PSF
parameters were initialized to 300nm and 600nm for the radial and the axial case respec-
tively, and the conjugate-gradient algorithm estimated them to be 257.9 and 477.9nm [62].
These are much larger than their corresponding theoretically expected values given in Sec-
tion 4.1 [53]. It was verified that the proposed algorithm can not only estimate the actual
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Figure 12: Maximum Intensity Projection of the original specimen (left) (© Institute of Sig-
naling, Developmental Biology & Cancer UMR6543/CNRS/UNSA), and restored image
(right) (© Ariana-INRIA/I3S). The intensity is scaled to [0 130] for display and white bar is
2µm.
PSF from the experiments on synthetic data [62], but also provide much better deconvolu-
tion results in comparison to theoretical microscope PSF’s (generated using the microscope
settings).
It was noticed that in each slice of the chosen observation data, there was a significant
amount of signal contributions from the neighboring slices too. A subjective analysis of
the deconvolution results [63] showed that although (see Fig. 14) some structures and cel-
lular walls are visible at 0µm depth of the original data, they are really absent at this level
and appears only at 0.34µm in the restoration. The algorithm provides reasonably good
deconvolution results even at depths of more than 1µm as shown in Fig. 13.
(a) (b)
Figure 13: Deconvolution results at a depth of 1.53µm (white bar is 1µm). (a)
Observed image section (© Institute of Signaling, Developmental Biology & Cancer
UMR6543/CNRS/UNSA), (b) Restored image (© Ariana-INRIA/I3S).
INRIA
Parametric Blind Deconvolution for Confocal Laser Scanning Microscopy (CLSM) 31
Axial depth 0µm Axial depth 0.34µm
Figure 14: The observed image slices (top) (© Institute of Signaling, Developmental Bi-
ology & Cancer UMR6543/CNRS/UNSA) and restoration results (bottom) (© Ariana-
INRIA/I3S) are shown at different depths. The intensity is scaled to [0 100] for display.
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5 Conclusions and future work
In this report we have proposed an “Alternate Minimization (AM) algorithm” for the joint
estimation of the microscope PSF and the specimen source distribution for a CLSM. We
choose the RL algorithm for the deconvolution process as it is best suited for the Poisson
data, and TV as the regularization model. A separable 3D Gaussian model best describes
the PSF, and is chosen as the a priori model. We have experimented on real and simu-
lated data, and the method gives very good deconvolution results and a PSF estimation
close to the true value [62]. However, it should be noted that, all the out-of-focus light
cannot be rejected and some noticeable haze and axial smearing remains in the images.
The TV regularization preserves the borders better than the ℓ2 norm, and the specimen is
thought to be piecewise constant with discontinuities. However, small structures close to
noise are not well restored (staircase effect), and some corners are rounded. A way to min-
imize the deblurring artifacts may be to estimate the hyperparameter of the regularization
model [64] [65].
Restoration of thick samples or viewing deeper into the specimen becomes difficult with
just the diffraction-limited approximation. Hence there is a need to model the PSF to in-
clude depth-dependent variations. However, in such as case, the classical Linear-Shift-
Invariant (LSI) approximation is no longer valid. Future work is aimed at extending this
algorithm to restore spherically aberrated (an optical effect occurring when the oblique
rays entering a lens are focused in a different location than the central rays) observation
data and also to improve the representation of the object to match the physical conditions.
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A Glossary
Light microscopy terminologies
Numerical Aperture (NA)
The numerical aperture (NA) of a microscope objective lens is the half angle of the maxi-
mum ray of light entering it (according to Snell’s law).
NA = µo sin(α) (59)
where µo is the refractive index of the objective immersion medium and α is the semi-
aperture angle of the objective lens
Lateral Resolution
The lateral resolution of amicroscope is the ability of themicroscope to discern 2 incoherent
point sources separated by a small distance d in the specimen plane. The images are said to
be resolved if d ≥ rAiry . The image of an infinitely small luminous object point is in itself
not infinitely small (see Section 1.2.1), but is a circular Airy diffraction image with a small
central bright disk and progressively weaker concentric dark and bright rings. The radius
rAiry of the first dark ring around the central disk of the Airy diffraction image depends on
the emission wavelength λem in vacuum and the NA of the objective:
rAiry = 0.61
λem
NA
(60)
This is also known as the Rayleigh criterion and it relies on the assumption that the 2 point
sources radiate incoherently. The factor 0.61 is the distance of the first minimum of an Airy
function.
Two components of equal intensity should be considered to be just resolved when the principal in-
tensity maximum of one coincides with the first intensity minimum of the other.
Axial Resolution
For defining the axial (z-axis) resolution, measured along the optical axis of the microscope,
it is customary to use the 3-D diffraction image of a point source that is formed near the
focal plane. It is defined as the minimum distance that the diffraction images of 2 points
can approach each other along the axis of the microscope and yet be seen as two. For a
widefield microscope, the axial resolution is related to the depth of focus of the microscope.
For high numerical aperture, and no paraxial approximation,
Rz = 0.885
λem
µo −
√
µ2o −NA2
(61)
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Sampling Density
The sampling density is the number of recorded voxels per unit volume after converting
to the digital mode. Thus, the larger the sample size (or sampling distance, the size of one
voxel), the smaller is the sampling density.
Nyquist sampling
The Nyquist criterion determines the minimal sampling density needed to capture all the
information of the specimen by themicroscope into the image. When the sampling distance
is larger than theNyquist distance, information about the image is lost. ThisUnder Sampling
condition also gives rise to Aliasing Artefact. Aliasing Artefactmay show up as jagged edges
(staircasing) or fringes that are very hard to remove from the image.
Fluorescent Proteins
Fluorescent proteins are biological markers that can attach themselves to a protein of inter-
est in the biological cell without impacting its functions.
CLSM terminologies
Backprojected pinhole radius
Backprojected pinhole is the microscope pinhole as it appears in the specimen plane. Its
value is given by the physical pinhole size ro and the total magnification of the detection
system. The total magnification is the product of the (variable) objective magnification and
a fixed internal magnification. Thus,
rb =
ro
mo msys
(62)
where mo is the magnification factor of the objective and msys is the fixed internal magni-
fication of the system (3.33 for Zeiss LSM 510 Confocal Microscope). In some microscopes
with pinhole shapes other than circular, geometrical corrections may also be necessary.
Airy Units
Most confocal microscopes measure the pinhole size (diameter) with the Airy Disk (diame-
ter) as unit. The backprojected pinhole radius can then be computed with:
rb = NAd 0.61
λex
NA
(63)
with NAd the number of Airy disks, NA the Numerical Aperture of the lens, and λex the
excitation wavelength. In principle using λex is not correct because the Airy diffraction
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pattern is formed by the emitted light. However, the excitation wavelength is used because
it is better defined (is monochromatic and has no spectrum like the emission wavelength)
and does not depend on settings of the adjustable band filters. Some microscopes use
different pinholes for different channels, to really take one Airy disk (because the actual
size of the Airy disk depends on the wave length of the radiation!). But other microscopes
use just one pinhole, the same one for all channels. In this case, it is not longer true that
exactly one Airy disk is taken for all the channels. Therefore to calculate a theoretical PSF
for doing deconvolution, we need to know for what precise wave length is the pinhole
designed. Moreover, the Refractive Index of the optical media is also relevant, because
it changes the wavelength, so it is necessary to know if the manufacturer has taken this
into account when giving the pinhole size. At the end, using Airy disk units is not such a
good idea, because it introduces a lot of uncertainty on what is really going on inside the
microscope.
Other terminologies
Cliques
A clique is a set of elements in the lattice of which all members are neighbors.
Anisotropy
Anisotropy (the opposite of isotropy) is the property of being directionally dependent. Some-
thing which is anisotropic, may appear different, or have different characteristics in differ-
ent directions. A spherically symmetric Point Spread Function would be equal in all direc-
tions, and would produce isotropic smoothing of the images. Images from 3DMicroscopes
are anisotropic because the Point Spread Function (in ideal conditions) is cylindrically sym-
metric, larger along the optical axis.
Full Width at Half Maximum (FWHM)
The Half-IntensityWidth (HIW) (also known as the FullWidth at Half Maximum (FWHM))
of a curved function is the distance between the points where the intensity is half of the
maximum one. The HIW of a Point Spread Function is a good estimation of the de-
vice Spatial Resolution, based on the Rayleigh Criterion. For Gaussian distributed data,
FWHM = 2
√
2ln(2)σ ∼ 2.35σ, where σ2 is the variance in the data.
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B Theoretical parameter limits
For faster convergence of the estimation algorithm, we calculate the theoretical Gaussian
parameter limits for the confocal case [53]. If the PSFmodels are supposed to be diffraction-
limited and aberrations ignored, based on the Debye diffraction integral the intensity distri-
bution for a non-paraxial (NA > 0.7) objective can be considered as,
P (x, λ) = C0
α∫
0
√
cosφJo(kr sin φ)e
−ikz cos φ sin φdφ (64)
where, r =
√
x2 + y2, α is the maximal convergence semi-angle of the objective, µ is the
refractive index,
√
cosφ is an apodization term, k = µ · 2π
λ
is the wave number, and J0 is the
zero-order bessel function of first kind.
However, for paraxial objectives, the pupil function (assuming sin φ ≈ φ) can be written as
P (x, λ) = C1e
−ikz
1∫
0
J0(krt sin α)e
i
2
kzt2 sin2 αt dt (65)
where C1 = α2C0, and J0(·) is the Bessel function of first kind with order zero given by,
J0(x) =
1
π
π∫
0
cos(x sin θ)dθ, ∀x ∈ R (66)
The lateral Gaussian parameter for 3-D PSFs, for the non-paraxial case (i.e. NA < 0.7) can
be computed as [53]:
σ̂∗r =
√
2[
2σ4em,r(e
r2
2σ2em,r − 1) + r2σ2ex,r
σ2ex,rσ
4
em,r(e
r2
2σem,r − 1)
]−
1
2 (67)
where
σem,r =
1
µkem
[
4 − 7 cos 32 α + 3 cos72 α
7(1 − cos 32 α)
]−
1
2 (68)
and kem = 2πλem , r =
D
2 = 0.61
λex
NA
. For the paraxial case (NA > 0.7), the lateral Gaussian
parameter for 3-D PSF is:
σ̂∗r =
√
2[
c21
r2
+
4c2J0(c2)J1(c2) − 8J21 (c2)
r2(J20 (c2) + J
2
1 (c2) − 1)
]−
1
2 (69)
where, c1 = kemrNA and c2 = kemrNA.
Similarly, the 3-D axial Gaussian parameters for the PSF is (paraxial case),
σ∗z = 2
√
6[
c21NA
2
r2µ2
− 48c
2
2[J
2
0 (c2) + J
2
1 (c2)] − 192J21 (c2)
µ2k2emr
4[J20 (c2) + J
2
1 (c2) − 1]
]−
1
2 (70)
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and for the non-paraxial case,
σ∗z =
σex,zσem,z
[σ2ex,z + σ
2
em,z ]
1
2
(71)
where
σem,z =
5
√
7(1 − cos 32 α)√
6µkem[4 cos5 α − 25 cos72 α + 42 cos52 α − 25 cos32 α + 4] 12
(72)
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C Algorithms in detail
In this appendix, we present the algorithms that are used in this research report in more
detail. In the first half we present the discretized implementation of the TV regularization
and towards the end the Conjugate-Gradient (CG) algorithm for parameter estimation.
Total Variation (TV) regularization
We know that the standard RL does not always converge to a suitable solution. That is
because there is no information on the object. If we propose a prior model on the object,
we regularize the solution. We will now maximize the a posteriori probability instead of
maximizing the likelihood probability. The Total Variation norm (TV) was first introduced
by Rudin et al. [34] as an iterative method of denoising an image. Since the TV has a ℓ1
norm, unlike ℓ2 norm of Tikhonov [32] and Miller, it’s effects are to smooth homogeneous
regions while preserving edges.
The 2D TV semi-norm is given by [34]:
TV (o(x)) =
∫
x∈Ω
|∇o(x)|dx =
∫ √
∂o2
∂x
+
∂o2
∂y
dxdy (73)
The discrete form of this equation can be written as:
∑
l,m
√
(ol+1,m − ok,m)2 + (ol,m+1 − ok,m)2 + η2 (74)
An arbitrary parameter η < 10−3 is introduced to ensure that the norm is differentiable at
points where (ol+1,m − ok,m)2 + (ol,m+1 − ok,m)2 = 0.
Our 3D implementation of the TV algorithm is described in more detail below. The discrete
form of div( ∇o|∇o|) for a stable numerical scheme is the following [34] [13]:
div(
∇o
|∇o| ) =
1
hx
∆x−
∆x+oijk√
(∆x+oijk)
2 + m(∆y+oijk , ∆
y
−oijk)
2 + m(∆z+oijk, ∆
z
−oijk)
2
+
1
hy
∆y−
∆y+oijk√
(∆y+oijk)
2 + m(∆z+oijk , ∆
z
−oijk)
2 + m(∆x+oijk, ∆
x
−oijk)
2
+
1
hz
∆z−
∆z+oijk√
(∆z+oijk)
2 + m(∆x+oijk , ∆
x
−oijk)
2 + m(∆y+oijk, ∆
y
−oijk)
2
(75)
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defining the derivation as:
∆x+oijk =
1
hx
(o(i+1)jk − oijk)
∆x−oijk =
1
hx
(oijk − o(i−1)jk)
∆y+oijk =
1
hy
(oi(j+1)k − oijk) (76)
∆y−oijk =
1
hy
(oijk − oi(j−1)k)
∆z+oijk =
1
hz
(oij(k+1) − oijk)
∆z−oijk =
1
hz
(oijk − oij(k−1))
and the functionm(a, b) as:
m(a, b) =
sign(a) + sign(b)
2
min(|a|, |b|) (77)
The function sign(a) returns 1 for x > 0, −1 for x < 0 and 0 for x = 0. One advantage of
m(a, b) is that this function equals zero if a and b have the opposite sign. Thus, if∆x,y,z+ oijk
and ∆x,y,z− oijk have not the same sign, we choose ∆
x,y,z
± oijk = 0. We use the following
boundary limits ∂o
∂~n
= 0, where ~n is normal to the boundary ∂Ω of Ω. For a discrete func-
tional, this leads to:
o0jk = o1jk, oi0k = oi1k, oij0 = oij1 (78)
o(Nx+1)jk = o(Nx)jk, oi(Ny+1)k = oi(Ny)k, oij(Nz+1) = oij(Nz)
Conjugate-Gradient Method
The parameters of the PSF are obtained by the Conjugate-Gradient method [66]. Analyti-
cally minimizing the log-likelihood w.r.t the parameters leads us to the following:
∇θjL(θ|) =
∂
∂θj
∑
x∈S
((h ∗ ô)(x) − i(x)log[h ∗ ô](x))
∇θjL(θj) =
∑
x∈S
((
∂
∂θj
h ∗ ô(x)) − i(x) ∂
∂θj
log[h ∗ ô](x))
∇θjL(θj) =
∑
x∈S
((
∂
∂θj
h ∗ ô(x)) − i(x)
h ∗ ô(x)
∂
∂θj
h ∗ ô(x))
∇θjL(θj) =
∑
x∈S
((hθj ∗ ô(x)) −
i(x)
h ∗ ô(x)hθj ∗ ô(x))
(79)
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where,
hθj =
∂
∂θj
h(σr , σz) (80)
∂
∂θj
h(σr, σz) = (−
2
σr
+
r2
σ3r
)h(σr , σz); θj = σr (81)
∂
∂θj
h(σr, σz) = (−
1
σz
+
z2
σ3z
)h(σr , σz); θj = σz (82)
Hence,
θ̂j
(k+1)
= θ̂j
(k) − α(k)∇θjL(θ̂j
(k)
) (83)
where α(k) and∇θjL(θ̂
(k)
) are the step size and the search directions at iteration k.
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