ABSTRACT More and more network traffic data have brought great challenge to traditional intrusion detection system. The detection performance is tightly related to selected features and classifiers, but traditional feature selection algorithms and classification algorithms can't perform well in massive data environment. Also the raw traffic data are imbalanced, which has a serious impact on the classification results. In this paper, we propose a novel network intrusion detection model utilizing convolutional neural networks (CNNs). We use CNN to select traffic features from raw data set automatically, and we set the cost function weight coefficient of each class based on its numbers to solve the imbalanced data set problem. The model not only reduces the false alarm rate (FAR) but also improves the accuracy of the class with small numbers. To reduce the calculation cost further, we convert the raw traffic vector format into image format. We use the standard NSL-KDD data set to evaluate the performance of the proposed CNN model. The experimental results show that the accuracy, FAR, and calculation cost of the proposed model perform better than traditional standard algorithms. It is an effective and reliable solution for the intrusion detection of a massive network.
I. INTRODUCTION
The Internet has become an indispensable part of daily life. Meanwhile, the different types of cyber-attacks are quite harmful to information safety. Therefore, network security has become the focus of many researchers. There are several measures for protecting network security, such as firewalls, encryption, authentication, and intrusion detection. Intrusion detection can identify the illegal behaviors of these attacks through an assumption [1] . It plays an important role in network safety compared with other protective measures, as it can actively detect attacks from network traffic. Generally, there are four attacks: DoS (denial of service), probe, U2R (user to root), and R2L (remote to local) . The goal of intrusion detection is to classify the network traffic into five types: normal, DoS, probe, U2R and R2L. When the traffic is classified into an abnormal attack, the maintainers would take measures to protect network accordingly.
There have been many prior studies on the issue of intrusion detection. These studies generally include two steps: preprocessing and classification [2] . The preprocessing technique, also known as feature selection, is a key process in intrusion detection. It can select some main features from raw data, which have a great impact on results. And it can reduce the size of data storage and improve the training efficiency of model and the accuracy of classifier [3] . It performs well in small input-scale algorithms, though the raw data is high dimensional. Based on whether it is independent of classifier, feature selection can be divided into two methods: filter and wrapper [4] . The filter method is independent of classifier. It selects features according to the statistical characteristic of all raw data. Shi et al. [5] proposed a valid filter method for network traffic classification. They used Wavelet Leaders Multifractal Formalism to extract multifractal features, then used PCA-based FS method to remove the irrelevant and redundant features, the results demonstrated significant improvement in accuracy comparing to existing ML-based approaches. And the wrapper method selects features according to the accuracy performance of classifier. As a result, the wrapper method would require more training time and provide better results. However, the classification accuracy of the feature subset selected by wrappers is strictly depended on the specific classifier, and it is hard to ensure performance with other classifiers [6] . After preprocessing, it needs to have a classifier in traditional intrusion detection. And there have been many machine learning methods are used as the network traffic classifiers, such as SVM (support vector machine) [7] - [10] , DTs (decision trees) [11] - [13] , ANNs (artificial neural networks) [14] , [15] , naive Bayesian [16] - [19] , fuzzy logic [20] - [23] , GAs (generic algorithms) [24] , [25] , and KNN (k-nearest neighbor) [26] , [27] . Also there is hybrid model applied to traffic classification [28] . Ma et al. [29] proposed a novel variational Bayesian learning method for the Dirichlet process mixture of the inverted Dirichlet distributions, they would choose the most suitable model for a class from multiple classification models. Also, we can learn that the performances of traditional intrusion detection classifiers are mainly based on the selected features. Additionally, they are difficult to adapt to the massive network, which would generate large amounts of traffic data one day. With the continuous and rapid growth of network traffic data, the machine learning classifiers would not only reduce the accuracy of intrusion detection but also increase the calculation cost and time. While the detection time and detection accuracy are the most significant metrics of intrusion detection system. Only when the system spends little time to gain high accuracy can it ensure the safety of network. Therefore, we hope to put forth a deep learning model to detect intrusion of massive network efficiently and accurately.
Since Lecun et al. [30] proposed deep learning (DL), it has been widely applied in visual recognition, speech recognition and natural language processing (NLP). As DL can abstract high level features deeply from raw data, many fields have actively utilized DL algorithms. Additionally, some DL algorithms have been used for intrusion detection. Salama et al. [31] first introduced a DBN (deep belief network) into intrusion detection; a DNN was used to reduce feature sets, and SVM classified the traffic. Then, Fiore et al. [32] used a discriminative restricted Boltzmann machine to achieve the knowledge of incomplete data, and the model showed that it could successfully adapt to different network environments. Kim et al. [33] and Le et al. [34] achieved a good result through using long short-term memory (LSTM), which is a type of recurrent neural network (RNN). Additionally, Tang et al. [35] applied a deep neural network (DNN) to a software-defined networking (SDN) environment and confirmed that the DL still had strong potential for intrusion detection.
Convolutional neural networks (CNNs) is a classical DL algorithm, and it has been applied in many fields. It can not only select features but also classify the traffic data. Also it can learn better features automatically than traditional feature selection algorithms. The more traffic data, the more useful features the CNN can learn, the better classification the CNN performs, however, machine learning algorithms are easy to over-fit in massive data environment. Hence, CNN is suitable for the massive network environment. Besides, compared with other DL algorithms, the greatest advantage of CNN is that it shares the same convolutional kernels, which would reduce the number of parameters and calculation amount of training once greatly, it can more quickly identify attack type of traffic data. And there have been some studies using CNNs in intrusion detection field [36] - [40] . However, these literatures just only used CNN to select features or classify traffic, and ignored the imbalance of dataset, which is important to detection performance. To resolve imbalanced Internet traffic identification problems, Peng L et al. [41] specially proposed an imbalanced data gravitation-based classification method, which performed well. But it needs high computational cost. Liu et al. [42] also proposed a undersampling method to imbalance dataset. They reduced numbers of all traffic classes to the number of the class with least number. However, the large reduction of dataset number would reduce feature selection performance of CNN. Therefore, we propose a solution to solve the imbalanced dataset problem in this paper. We improve the CNN based on above solution, and the improved CNN is used for intrusion detection of massive network
The rest of the paper is organized as follows. Section II puts forth the novel intrusion detection model based on improved CNN and introduces every step of the model in detail. It mainly includes data preprocessing, CNN algorithm improvement and evaluation metrics. We design two groups of experiments to select better parameters for the proposed model in section III. Additionally, we conduct some comparisons to evaluate the novel model. Finally, we draw conclusions and future research directions in Section IV.
II. PROPOSED METHODOLOGIES
The novel intrusion detection model based on a CNN includes four steps: STEP 1: Data preprocessing. This step adjusts the initial data format and normalizes the data values. In order to improve the performance of CNN model, it needs to convert normalized data into image data format.
STEP 2: Training. Training is performed to improve the CNN model performance through constant tuning of the parameters. Additionally, some parameters are modified in the training process, which results in the model achieving better performance.
STEP 3: Testing. Following training (STEP 2), the test data should be used to check the accuracy rate of the CNN model. For example, if the accuracy rate could satisfy the training requirement, the training would cease; otherwise, the model would repeat the training step (STEP 2).
STEP 4: Evaluating. This step is used to evaluate the model performance following training. Generally, evaluation metrics include the accuracy rate, detection rate, and false alarm rate.
Next, Figure 1 shows the four steps of the intrusion detection mode based on the CNN algorithm and the proposed CNN model in this paper: 
A. DATASET INTRODUCTION: NSL-KDD DATASET
Tavallaee et al. [43] proposed the NSL-KDD dataset selected from the KDDCUP'99 dataset. The KDDCUP'99 dataset was most widely used for detection algorithm evaluation before NSL-KDD. However, the KDDCUP'99 dataset includes a large number of redundant records, which leads to bias towards the more frequent records. Tavallaee et al. [43] achieved the NSL-KDD dataset by addressing the KDDCUP'99 dataset. The NSL-KDD dataset has since been considered the benchmark dataset.
Each record of the NSL-KDD dataset is a connection vector that contains 41 features and 1 label. The 41 features can be divided into three groups: 1) basic features; 2) content features; and 3) traffic features, including two smaller groups: ''same host'' features and ''same service'' features. The label marks the attack type of the connection; the attack types include four categories: DoS, probe, U2R, R2L.
The NSL-KDD includes four datasets: KDDTrain+, KDDTrain+_20Percent, KDDTest+, and KDDTest-21. KDDTrain+_20Percent is a 20% subset of the KDDTrain+, while KDDTest-21 is the subset of KDDTest+ that does not contain the records labeled 21. To illustrate the accuracy and universality of the model based on the CNN algorithm, the KDDTrain+, KDDTest+ and KDDTest-21 datasets are used. The distributions of different types of data in the two datasets are shown in Table 1 .
B. DATA PREPROCESSING
This paper uses the CNN algorithm to detect attacks, and CNNs have good performance in the field of image processing. Hence, the data preprocessing should first convert the initial data format into image format. Additionally, the NSL-KDD data include two types: symbolic and numeric. The symbolic data should also be mapped to numeric data. Therefore, the data preprocessing includes three steps: 1) symbolic data preprocessing; 2) data normalization; and 3) converting normalized data into image data format.
1) SYMBOLIC DATA PREPROCESSING
The NSL-KDD dataset has four symbolic data types: the protocol_type feature, flag feature, service feature and attack label. In this step, the one-hot encoder is used to map the symbolic data into numeric data. For instance, the protocol_type feature has three categories: TCP, UDP and ICMP, which could be mapped into three three-dimensional binary vectors (1, 0, 0), (0, 1, 0), (0, 0, 1). As a result, one protocol_type feature turns into three features, one flag feature turns into 11 features, and one service feature changes into 70 features. Therefore, the 41 initial features change into 122 features. Notably, the attack label should be classified into five types, NORMAL, DOS, PROBING, R2L and U2R, before using the one-hot encoder.
2) DATA NORMALIZATION
Data normalization can eliminate the differences between different dimensional data and is therefore widely used in computing. As the 122 features of the NSL-KDD dataset have different codomains, in order to ensure the reliability of the training result, we must normalize these features into the range [0, 1]. We apply the min-max normalization to address the data in this paper. The transformation function is as follows:
where x i1 represents the initial data i of the feature, x max represents the maximum data of the feature, x min represents the minimum data of the feature, and x i2 represents the data after normalizing x i1 .
3) CONVERTING NORMALIZED DATA INTO IMAGE DATA FORMAT
The initial data format is a 1 * 122 dimension vector. If the initial data is the input of A CNN model and the image data is the input of B CNN model, when the full connection layers of the two model have equal nodes number, A model has larger calculation amount and lower precision than B model. So we propose the method of converting data format as described in the first step, the feature set includes 122 dimensions. Therefore, we should convert the 1 * 122 vector into n * n image data. When more actual data are used, the result of the experiment is more accurate, and n should achieve the maximum value. As 121=11 * 11, the optimal result is ''n=11''. Therefore, the 122-dimension feature set should remove a feature. When we remove a feature, we usually calculate the correlation or dispersion of features. Such as Ma et al. [44] provided a advisable neutral vector variable decorrelation strategies with the serial nonlinear transformation and parallel nonlinear transformation. And we just filter the features preliminarily at this step, we will use CNN to select features further. So the step uses a simple method to select the removed feature, and the method is coefficient of variance (CV), although there are some other feature selection algorithms with better performance. The function of CV is defined as follows:
where σ is the standard deviation of the feature, µ is the average of the feature, and CV is the CV of the feature. When the feature has a larger CV , it plays a more important role in the feature set. Therefore, we should remove the feature with the minimum CV . However, it is noteworthy that if the average of a feature is equal to 0, the feature should be removed first.
C. METHODOLOGY Figure 2 shows the architecture of the convolution neural network. The architecture includes five basic components: the input layer, convolution layer, pooling layer, fully connected layer and output layer. An actual CNN model may include several convolution and pooling layers. The detailed introduction for every component is as follows. Some variables are first defined as follows: m : m is the number of samples; n : n is the number of the convolution and pooling layers; x i : x i is the sample i, i = 1, 2, · · · , m; h j : h j is the feature image of layer j, j = 1, 2, · · · , n, and h 0 is the input sample x i ; w j : w j is the convolution kernel of layer j, j = 1, 2, · · · , n; b j : b j is the bias of layer j, j = 1, 2, · · · , n; y i : y i is the output of sample i, i = 1, 2, · · · , m. Model input sample x i is the 11 * 11-dimensional image; then, the image data are inputted into the first convolution layer. The convolution layer is the core of the CNN architecture. As the local perception concept is introduced, all neurons can share the same convolution kernel, and the number of convolution kernels determines the number of weights. As a result, the number of weights is reduced greatly, and the computational efficiency is increased. The convolution function can be written as:
where ⊗ is the convolution function and f (x) is the activation function. This paper uses a nonlinear function--rectified linear unit (ReLU)--as the f (x).
The pooling layer works after the convolution layer. It can reduce the size of feature image h j and avoid over-fitting. It can be written as:
After several convolution and pooling layers, h j must be reshaped to a vector. Then, output y i can be achieved through the fully connected layer classifying the vector data. After y i is achieved, the error between y i and the expected value needs to be calculated through a loss function. The training aims to minimize the error. In addition, the back propagation of the error uses the gradient descent method generally.
The CNN model proposed in this paper is shown in Figure 1 . We can see that the model has two convolution layers and two pooling layers. It has no fully-connected(fc) layer, because we find that the fc layer has no benefit at classification accuracy. Although the convolution kernel size is usually odd number, the paper chooses 2 * 2 instead of 3 * 3, because we hope the feature size was integer after pooling layer.
As seen from Table 1 , the KDDTrain+ samples distribute unevenly. For example, the ''normal'' data account for more than 50 percent of KDDTrain+. However, the''U2R'' data account for merely 0.04 percent. This leads to a training result bias towards larger data categories. To solve the problem, this paper improves the cost function computation of the CNN.
There are three methods to solve the imbalance problem of samples:
1) SAMPLING-BASED METHOD
The sampling-based method generally includes three methods: oversampling, undersampling, and a hybrid of oversampling and undersampling. The oversampling method increases the number of samples that account for less, whereas the undersampling method reduces the number of samples that account for more. The hybrid of the oversampling and undersampling methods not only increases the number of samples with a smaller proportion but also reduces the number of samples with a higher proportion.
2) ENSEMBLE-BASED METHOD
The ensemble-based method is used to combine classification algorithms with bagging or boosting algorithms. It can improve the performance of the base classifier.
3) COST FUNCTION-BASED METHOD
The cost function-based method adjusts the weights of the cost function according to the proportion of different samples. For example, the samples with smaller proportions have larger weights of the cost function. Conversely, the samples with a higher proportion have smaller weights of the cost function.
The sampling-based methods are easy to implement and work well. However, they change the distribution of the initial dataset, which may lead to increasing new bias. The ensemble-based methods can improve the performance of the model, but they require additional computing resources and training time. However, intrusion detection must detect attacks in real-time, so the ensemble-based methods are not suited to this paper. The third method not only improves the performance of model but also maintains the efficiency of the initial model. Therefore, this paper utilizes the cost functionbased method to solve the imbalance problem of samples. The cost function-based method is explained below.
According to characteristics of the NSL-KDD dataset, it can be divided into five categories. Let the number of normal, DoS, probe, U2R, and R2L samples be n1, n2, n3, n4, and n5, respectively. In addition, maxrepresents the maximum number. In addition, the cost function weights of the sample of category i can be written as:
The ≈ in (5) shows that w i is generally calculated using (5), but w i can be adjusted in a real situation.
D. EVALUATION METRICS
To evaluate the CNN model, this paper selects three indicators: AC (accuracy), DR (detection rate), and FAR (false alarm rate). We first introduce the four parameters TP, FP, FN and TN, which are used to compute AC, DR and FAR. TP (true positive) is the number of attack samples classified into the attack class. FP (false positive) is the number of normal samples classified into the attack class. FN (false negative) is the number of attack samples classified into the normal class. TN (true negative) is the number of normal samples classified into the normal class. We now use Figure 3 to show the relationships among the four parameters.
As a result, AC, DR, and FAR can be written as:
Hence, the larger AC and DR and the smaller FAR are, the better the performance of the model.
III. EXPERIMENTAL RESULTS AND DISCUSSION
The experiment is performed on TensorFlow [45] using a computer with no GPU acceleration, the operating system is Red HAT 4.4.7, and the memory is 8G. The training dataset of the experiment is KDDTrain+, and the testing datasets are KDDTest+ and KDDTest-21. Additionally, 200 epochs and 50 batch sizes are used to train the intrusion detection model. The numbers of the CNN convolution-pooling layers are set as one and two. In this paper, the convolution-pooling layer is defined as the ''multi-hidden layer''.
In section II, we proposed a method of converting normalized data into image data format. In order to prove the method is valid, we design the next experiment based on KDDTest+ dataset: In this experiment there are two CNN model: Init model and Cove model. The input of Init model is 1 * 122 initial data, and the input of Cove model is the converted 11 * 11 image data depicted in the Data Processing section. To compare the performance of the two models fairly, the full connection layers of them should have same or similar nodes number. As a result, Init model includes 4 multi-hidden layers. First multi-hidden layer includes 10 convolution kernels of 1 * 3 dimension, fourth layer includes 20 convolution kernels of 1 * 3 dimension. The second and third layers include 20 convolution kernels of 1 * 5 dimension. Conv model includes 2 multi-hidden layers. First layer includes 10 convolution kernels of 2 * 2 dimension, second layer includes 20 convolution kernels of 2 * 2 dimension. The strides of all convolutional kernels are 1. And there is a pooling layer after every convolution layer. The pooling kernel of Init model is 1 * 2 dimension, while the pooling kernel of Conv model is 2 * 2 dimension. The strides of all pooling kernels are 2. And the full connection layer of Init model has 5=1 * 5 nodes, that of Conv model has 4=2 * 2 nodes.
The number of parameters of Init model is:
The calculation amount of Init model is: The number of parameters of Conv model is:
The calculation amount of Conv model is:
We can see that Init model needs to spend more time training once than Conv model. Also, the AC of Init model is 78.42%, while AC of Conv model is 79.48%. So we convert the initial format to image data format, which not only improves the precision of model, but also reduces the calculation cost of the model.
To determine the depth of CNN model, we design the next experiment: The input of the CNN algorithm is a converted 11 * 11 image data, and the dimension of the image is small. Hence, the number of multi-hidden layers is only set as one or two. The parameters with different layers are shown in Table 2 .
For the different multi-hidden layers, the experimental results, including AC and test time, are shown in Table 3 .
It can be seen from Table 3 that these two models with different layers spend almost the same amount of time testing; nevertheless, the 2 multi-hidden layer model achieves a higher AC. For example, the differences of the two sets of test times are 0.019 s, -0.007 s, and 0.005 s. Meanwhile, the ACs are improved to 1.62%, 1.15%, and 0.83%, respectively. The experimental results show that the 2-layer model with the small and deep convolution kernel has the better performance. Additionally, it spends almost the same time as the 1-layer model does. For massive network intrusion detection, AC and time are of equal importance; AC determines whether attacks can be found, and time determines whether attacks can be defeated. The 2 multi-hidden layer model can meet the real-time requirement of intrusion detection. In conclusion, we choose the 2 multi-hidden layer model for the intrusion detection system. Table 4 shows the confusion matrix of the experiment of 2-layer CNN model on KDDTest+ dataset. Now, there have been many algorithms applied to intrusion detection. These algorithms can be categorized into either machine learning or DL. The machine learning algorithms include J48, naive Bayes, NB tree, random forest, support vector machine, etc. The DL RNN algorithm is also used for intrusion detection. Yin et al. [46] calculates the ACs of multiple algorithms used for intrusion detection. The ACs in [46] and the ACs of the CNN model are shown in Figure 4 .
It can be seen from Figure 4 that the ACs of the CNN are slightly lower than the ACs of the RNN; the differences between them are 1.81% and 3.96%. However, the ACs of the CNN are higher than the ACs of other the all algorithms. The DL algorithms including RNN and CNN all perform better than all the machine learning algorithms. The result proves that the features learned by DL automatically play more important role than the features selected by traditional feature selecting algorithms. The more network traffic data, the more features the DL algorithm can learn. As a result, DL algorithms are suitable for intrusion detection of massive network.
Since DR and FAR also reflect the performance of a model, this paper computes the DR and FAR of the CNN model. Additionally, Tang et al. [35] analyzes the DR and FAR of the RNN used for the KDDTest+ dataset. Table 5 shows the DRs and FARs of CNN and RNN on the whole, and Figure 5 shows the different attack's DRs of CNN and RNN, while Figure 6 shows the different attack's FARs of CNN and RNN. Figure 5 shows the different attack's DRs of four attacks based on the RNN and CNN. We can see that the DRs of DoS, probe and R2L are higher when using the RNN, but the DR of U2R is lower. In terms of the FAR metric of Figure 6 , the FAR of DoS is higher when using the CNN, but the FARs of probe, R2L and U2R are lower. The reason for this is that the cost function weight of the CNN is improved, as introduced in the chapter of methodology. We increase the cost function weights for the classifications with fewer samples based on the set rule, so the CNN model increases their detection rate. The experimental results prove that the method addressing the cost function weight is effective. However, we can find that the AC, DR and FAR are all slightly lower of CNN than RNN from Figure 4 and Table 5 .
We can learn that the RNN model of [35] includes one input layer, one hidden layer and one output layer. The input layer has 122 nodes. The hidden layer has 80 nodes. The output layer has 5 nodes. So the number of RNN parameters is:
As RNN model is full connection, the calculation amount of it is equal to the parameters number. The CNN model 50856 VOLUME 6, 2018 of this paper has fewer parameters number and calculation amount. The number of parameters is:
The calculation amount is:
The parameters number of RNN is almost 20 times that of CNN, and calculation amount of RNN is almost 2 times that of CNN. Hence, the operational efficiency of CNN is 2 times that of RNN, which is meaningful to intrusion detection in real-time. As the metrics of CNN are lower than RNN, we will focus on improving the performance of CNN model in future work.
Li et al. [47] also uses CNN for intrusion detection, and it provides a method to convert the data format into image data format. It uses ResNet 50 and GoogLeNet to train the intrusion detection model with the NSL-KDD dataset. The experiment shows that the ACs of KDDTest-21 are greater than 81% with the two algorithms. Table 4 and Table 5 show the experimental results of [47] . It can be seen from Table 6 and Table 7 that the predicted results of normal are mainly incorrect, and the ACs are approximately equal to the detection rate of attack. Especially in Table 7 , there is no right predict value of normal traffic data. This shows that there are some problems with the method of converting the data format introduced by [36] . Meanwhile, Table 4 and Figure 5 show that the classify result is normal, which proves that the method of converting the data format presented in this paper is reasonable.
IV. CONCLUSIONS
As DL algorithms can select features from massive data environment automatically and CNN can share weights, a massive network intrusion detection based on CNN is proposed in this paper. To detect attacks in massive network in real time, we propose a method to convert the raw traffic vector format into image data format. We theoretically prove that the image format can reduce the number of computation parameters. In order to improve the detection accuracy of the imbalanced traffic dataset, we propose a method to set the cost function weight coefficients of each class based on its training sample number. The experimental results show that the proposed CNN intrusion detection model performs better that traditional intrusion detection methods. Compared with the RNN model [46] , the ACs of the CNN are slightly lower, however, the FAR of CNN are better, also, we theoretically prove that the proposed CNN model needs fewer computation parameters than RNN [46] . It proves that the proposed CNN model is suitable for massive network intrusion detection.
There are still two work to be done in the future. First, we need to improve the detection accuracy. There's plenty of room for performance improvement. We will try to modify the structure of the CNN model to achieve the goal. Besides, as the detection time is also key to intrusion detection, we must ensure that the model can satisfy the intrusion detection time requirement when we improve detection accuracy. 
