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Abstract 
Let a transformation group act on a sample space and induce a homomorphic 
group acting on the parameter space in the natural way. Both groups may be 
transitive or nontransitive and may have nontrivial stability groups; i.e., the 
orbits are not necessarily exact. An important class of parametric functions -
the invariantly estimable parameters - is introduced, and Bayes estimation with 
a right Haar measure of the group as a prior is shown to avoid inconsistencies 
(of the type described by Dawid, Stone and Zidak) when the group is fixed and 
when inference is confined to this class. Credibility sets (under Haar prior) and 
confidence sets are shown to be equal when generated by invariantly estimable 
parameters. Optimal equivariant estimators under the group are derived and 
shown to equal Bayes estimators under Haar prior. When the stability group 
has nonzero measure, modified results are proved using the theory of cocycles. 
The effect of different choices oftransformation group is illustrated by examples. 
1 Introduction 
Corresponding to three different probability concepts (subjective, based on relative 
frequencies and based on symmetries), it may be natural to consider - as a non-
standard variant of the usual subdivision of statistical inference theory- three basic 
schools of inference: Bayesian, frequentist and symmetry-based. Of these, the last 
one has only ambitions to be useful in special situations, and, although it has strong 
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links to the two other schools, it may be considered the least developed of the three. 
Our aim here is to contribute to its further development. Symmetry arguments of the 
kind discussed here can be formulated in a way which seems to have the potential 
of becoming something that most statisticians can agree upon, whether they are 
Bayesians or frequentists. 
The Bayesian paradigm is gaining a steadily increasing popularity among statis-
ticians, mainly because computational methods like Markov Chain Monte Carlo have 
made the numerical calculations needed to implement this paradigm in practice much 
easier. However, the other and more basic difficulties still remain. The most impor-
tant of these is the subjectivity involved in the choice of prior distribution. Often, 
when Bayesians are challenged on this point, they answer that they, when natural, 
use non-informative priors. The literature varies slightly with respect to what is 
meant by non-informative priors (see the comprehensive recent review by Kass and 
Wasserman, 1996). Typically, however, the term is used in situations where there 
in a natural way can be introduced symmetry groups (in the simplest case location 
and/or scale symmetry), and the non-informative prior is then the Haar measure 
of the relevant group, most often right Haar measure (precise definitions are given 
later), but variants do occur; in particular Jeffreys' classical invariant prior is linked 
to left Haar measure. 
The Bayes estimators that are obtained using a right Haar measure as prior, will 
also possess several other good properties, and could equally well have been arrived 
at by using these properties. The estimators will be best invariant under the group in 
question, and they will typically be minimax, and often admissible. Other properties 
are mentioned in Section 2 below. These facts can on the one hand be used as a 
support to the Bayesian paradigm, but they can also be used to argue that the fact 
that Bayesian calculations give good and apparently objective results in cases with 
symmetry, is no real test of the Bayesian paradigm. The same estimators could have 
been arrived at in other ways. 
We will argue from several points of view that when one has prior symmetry 
information given by some fixed group, then this information should be retained 
by keeping the whole group, not only the Haar measure. Intuitively, this proposal 
may seem fairly obvious: The specification of a group is a specification of a known 
symmetry connected to the problem, and this specification contains more than just 
what can be extracted by the Haar measure as a prior distribution. However, the 
proposal is in conflict with the Bayesian view that all prior information should be 
expressible as a measure, and it is also slightly at variance with a tradition where 
the main function of a group is to generate a class of measures (see, e.g., parts of 
Barndorff-Nielsen et al., 1989). From critics the opinion is sometimes stated that 
statisticians are too limited in their tradition of regarding classes of probability 
measures as the only possible inferential basis; the present proposal is to a certain 
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extent in sympathy with this view, although of course likelihoods still play a very 
central role. 
As a first point, it is known that Bayes estimates from invariant priors may lead 
to certain marginalization inconsistencies, as pointed out by Dawid et al. (1973): 
By several examples they show that different Bayesians with corresponding priors, 
but observing different amounts of data, may come to conclusions that are mutually 
inconsistent. At first these inconsistencies are avoided by always using right Haar 
measure as a prior and limiting inference to invariant parametric functions, but then 
they appear again in a seemingly more serious form when two symmetry groups of 
the model are considered at the same time, the parameter in question then being 
invariant only with respect to one of these groups. 
We will here propose a simple, but radical solution to these inconsistencies, a 
proposal that can also be argued for in other ways: The symmetry group under 
consideration should be part of the specification of the model} and inference should 
be limited to parametric functions that are invariantly estimable (see below) under 
this group. 
Thus, instead of specifying the model as a parametric class of probability mea-
sures pe ( dx) and possibly a prior 1r( dB), we specify the model as pe ( dx), 1r( dB) 
together with a group G, satisfying obvious consistency requirements. The require-
ments that will be made are: (i) The class of probability distributions should be 
closed under the transformations in the group. (ii) If the problem is formulated in 
terms of a loss function, this should be unchanged when observations and parameters 
are transformed conformably by the group, (iii) If a prior is needed, right Haar dis-
tribution should be used. This natural set of requirements obviously may give some 
flexibility in the choice of the group. A further requirement is that the parametric 
functions of interest should be invariantly estimable with respect to G. 
We will give a detailed discussion in Section 3 of the concept of invariant estima-
bility. Here we only note that the class of invariantly estimable parametric functions 
is considerably larger than the well-known class of functions that are invariant under 
a given group. Among other things, the full parametric function ry( B) = B is always 
invariantly estimable. Limiting inference to invariantly estimable functions implies 
at least three desirable consequences: The marginality paradox is avoided, the for-
mal Bayes estimators under right Haar prior are also best invariant estimators, and 
the corresponding credibility sets will also under weak conditions be confidence sets. 
All this will be discussed in detail below. 
The above proposal may also seem to go some way in resolving the difficulties 
in Fisher's fiducial inference as it is further developed in Fraser's (1968) structural 
inference. For instance, when (the multivariate) xis Np(J.t, I), several authors (from 
Stein, 1959 on) have pointed out a discrepancy between the fiducial distribution of 
J.t and that of j.t1 J.t (obtainable from the distribution of x' x). (See also a Bayesian 
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discussion of the same example in Berger (1985), p. 230.) From the present point 
of view, an essential remark is that the two problems can be naturally related to 
two different groups, the group of translations and the group of rotations in RP. Of 
crucial importance then is the fact that the transformation f1, --+ f1, 1 f1, is not invariantly 
estimable with respect to the group of translations. (See Section 3 below; some 
groups of relevance in this situation are discussed explicitly in Section 11.) 
Going back to more traditional inference: The best invariant estimator, which 
will be discussed in detail below, will in general depend upon the group chosen (;see 
for instance an example chosen in Lehmann, 1983, p. 170). Thus again the choice 
of group is crucial. 
Here is another argument for specifying a group in at least some statistical infer-
ence proplems: In many cases the group chosen will be non-transitive in the sample 
space, so that this space is divided into several orbits. Then one will usually condition 
the statistical analysis upon the orbits; at least if the orbit index has a distribution 
which is independent of the parameter (which it will when the parameter group is 
transitive; for the other case, see below). Hence different choice of group may often 
lead to different conditioning. The non-uniqueness of the ancillary statistics to con-
dition upon is a wellknown problem in statistics. A survey of some cases where dif-
ferent conditionings are employed in practice is given in Helland (1995); see also the 
references cited there. In Helland (1998) a general framework for analysis of variance 
models based upon conditioning the same model different ways is proposed; using the 
results of Dawid (1988) this could have been transformed into a group-theoretical 
setting. A related point: Most practical experiments involve randomization, and 
hence some fixed randomization group. The close connection between group theory 
and randomization theory has been discussed by Bailey (1991). 
Finally, here is one more argument for this way of thinking, complementary to 
the one given above: The orbit index (a) in the sample space will be a maximal 
invariant under the group. It is well known that the distribution of a only depends 
upon the maximal invariant (r) in the parameter space. Useful inference on T can 
therefore be performed using the marginal distribution of a, for instance comput-
ing maximum likelihood estimates from this distribution, not from the full sample 
distribution. The well known restricted maximum likelihood method for estimating 
variance components in mixed models can - as recently pointed out by McCullagh 
(1998) - be seen in this perspective. The group here is specified as the group of 
translations in the space spanned by the design matrix of the fixed effects in the 
model. Obviously some specification is needed in addition to the parametric model 
to argue that something else than maximum likelihood should be done. 
On the other hand, adding a group to the model specification also implies dif-
ficulties, most notably the difficulty of choosing a group in a given case. In general, 
the symmetries expressed by the group should have some substantial basis with 
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respect to the subject matter described, say with respect to randomization, and the 
corresponding parameter group should express some meaningfulllack of information. 
Known results on admissibility etc. may also help in choosing the group, and the 
class of invariantly estimable parametric functions should contain those parameters 
for which inference is wanted. 
The essence of the results given below developing these ideas is not new. We 
will draw heavily on a paper by Hora and Buehler (1966), which contains nearly 
all the essential ideas discussed here, but formally in a fiducial inference setting. In 
our opinion this is a very important paper, but although the same opinion has been 
expressed in a more recent Enclyclopedia article (Bondesson, 1982), the paper seems 
to be nearly forgotten now, at least it is not much referred to. 
A limitation in Hora and Buehler (1966) (and in related papers) is that the group 
in question is assumed to be exactly transitive, both on the sample space and on 
the parameter space. We will remove this limitation by first generalizing the basic 
result to essentially the case where the stability group (see below) has trivial Haar 
measure, and then - by using more advanced methods - to very general groups. 
We will concentrate on methods to derive best invariant estimators. Given these, 
however, there exist in the literature tools for proving minimax-properties (Bondar 
and Milnes, 1981) and admissibility (e.g., Zidek, 1970) under special assumptions. 
Earlier references on minimax and admissibility properties of best invariant estima-
tors can be found in the paper by Hora and Buehler (1966). Also, the present paper 
will be limited to mathematical results concerning statistical models, the associat-
ed groups and the resulting inference. Philosophical and practical consequences of 
linking models to a symmetry group will not be addressed here. 
The plan of the paper is as follows: In Section 2 we give the basic facts about 
transformation groups on the sample space and on the parameter space of a statistical 
model. In Section 3, 4 and 5 we give the foundation of the estimation theory under 
invariance; in particular the result is given that the marginalization inconsistency of 
Dawid et al. (1973) is avoided for invariantly estimable parameters under a fixed 
group, and the first version of the basic theorem on the computation ofrisk functions 
is proved. A limitation of this result for large groups is also formulated. Then in 
Section 6 the main results are given in a form more suitable for practical applications, 
and the connection to the Bayes estimator under Haar prior is pointed out. Section 
7 discusses equivariant estimators, and Section 8 the equivalence between Bayesian 
credibility sets and confidence sets. Section 9 gives the mathematical tools needed 
to generalize the basic results to large groups, and these general results are proved 
in Section 10. The paper is terminated by a section containing examples, a brief 
section on estimating the maximally invariant parameter, and by some concluding 
remarks. 
Parts of the paper consist of survey material. It may be of some significance that 
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the two main sources of this material, Hora and Buehler (1966) and Varadarajan 
(1985), are strongly coupled to areas outside most current research in statistical 
inference theory, namely fiducial inference and quantum theory, respectively. 
2 Models under symmetry 
We start with a general measurable sample space· (X, Bx), where X is assumed to 
have a topology such that it is locally compact, Hausdorff and second countable 
(for instance, it may be a metric space with a countable dense set), and where B x 
contains the corresponding Borel 17-field. A (topological) transformation group G 
acts on this space, is also assumed to be locally compact and is endowed with a 
O"-algebra Ba. Like other authors in this field, e.g., Dawid and Stone (1982), we will 
not focus much on measurability questions; some references on this are given in Hora 
and Buehler (1966); in Varadarajan (1985) a very thorough treatment is given. We 
will assume for all g E G that gA E Bx when A E Bx. The unit element of the 
group is denoted by e. 
We assume, as is commonly done, that the group operations ((g1, g2) -+ g1g2 and 
g-+ g-1) are continuous. Furthermore, we will assume that the action (g, x)-+ gx 
is continuous. An additional condition, discussed in Wijsman (1990), is that every 
inverse image of compact sets under the function (g, x) -+ (gx, x) should be compact. 
A continuous action by a group G on a space X satisfying this condition is called 
proper. This technical condition turns out to imply some useful properties. 
An important role is played by the parameter space (8, Be) of the system. The 
basic model is as usual a family of probability measures {Pe} on (X, Bx). It is 
understood that fh -=/= ()2 implies Pe1 -=/= Pe2 , so that the parameters are identifiable. 
This also induces a class G of transformations 9 on the parameter space by 
p9e (A) = Pe(g-1 A) for A E Bx, which is easily seen to be a group of transformations, 
also. We will assume that the model is closed under this transformation group. The 
induced group will be a homomorphic image of the original group (if g1, g2 -+ 91, 92, 
then g1g2 -+ 9192 and g11 -+ 911). The interplay between these two groups will 
be essential to our discusion, and in general the concept of homomorphy will play a 
crucial role later. 
First look at the group of transformations of the sample space. For a given point 
x0 E X, let the orbit generated by this point be { x : x = gx0 for some g }. When the 
action is proper, the orbits can be proved to be closed in X. These orbits constitute 
equivalence classes in X; so we can always index the classes by some a. Under weak 
conditions (see Wijsman, 1990 and references there), we can choose a so that it can 
be given a probability distribution, and we can pick a reference point X a at each orbit 
a. Then we always have x = gxa for some uniquely defined a and some g. It turns 
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out that in certain important cases a will have a distribution which is independent 
of the parameter (see below). In general, a will a maximal invariant of the group G: 
It always holds that a(gx) = a(x), and if f(gx) = f(x) for some other function J, 
then f is of the form f(x) = i(a(x)). 
The group acting on the sample space is called transitive if there is only one 
orbit. Then each point x1 can be transformed into every other point x2 by some 
group element, and there is only one trivial, constant, value of a. If for every pair 
of points x1 and x2 there is not more than one group element g which transforms 
x1 into x2 , we say that the group is exact (another term used is free). If the group 
is both transitive and exact, it is called exactly transitive. Then one can pick one 
arbitrary basis point x 0 and write every element x in a unique way as x = gx0 . Thus 
in this case there is a one-to-one correspondence between the group and the sample 
space. 
Similarly, for the group on the parameter space, we can have either of four basi-
cally different situations: 
1. Large parameter space/ small group {; non-transivity} exact on orbits). There 
are several orbits of the group on the parameter space, the orbit index T being 
a maximal invariant of the group G. Each orbit will be of the form()= !JB7 for 
reference points B7 , and () on each orbit is in one-to-one correspondence with 
!J E G. 
2. Exact transitivity. This is the situation above with T = canst., implying only 
one orbit. 
3. Small parameter space/ large group (; transitivity} not exact). There is still 
only one orbit, but () = g() for some non-trivial !J and some B; then the same 
will hold for all (), hence lack of exactness. 
4. Large parameter space/ large incoherent group {; non-transitivity} not exact on 
orbits). 
Many articles and books using group symmetry in statistical inference theory as-
sume transitivity or exact transitivity, at least on the parameter space. The paper by 
Bondar (1972) shows that the assumption of exactness can be dispensed with to some 
extent in a structural inference setting as developed by Fraser (1968). Specifically, 
Bondar (1972) gives conditions under which Bayesian credibility sets and frequen-
tist confidence sets coincide with sets obtained from structural inference. It is well 
known that structural inference is closely related to Bayesian inference with right 
Haar measure; see Dawid et al. (1973) and the discussion there. 
The following results are well known, but are included for completeness. 
7 
Proposition 1 
a). Assume that the parameter group is transitive. Then the index a of the orbits 
in the sample space has a distribution which is independent of the parameter. In 
general, if there are several orbits in the parameter space, so that () = g()7 with T 
indexing the orbits, then the distribution of the sample orbit index a depends only 
upon T. 
b). Assume that each orbit in the sample space is exactly transitive. Then the 
sample points can be written uniquely as x = (a, z) in such a way that there is a 
one-to-one correspondence z H g for elements g E G. 
c). Assume that each orbit in the parameter space is exactly transitive. Then 
the parameter can be written uniquely as () = ( T, 'lj;) in such a way that there is a 
one-to-one correspondence 'lj; H g for elements g E G. 
d). Assume that the model is complete with respect to the group in the sense 
that for each g E G which is different from the unit element there exist () and A 
such that P8 (gA) ::p P8 (A). Then the two groups G and G are isomorphic. In 
particular, if the assumptions of B and C are satisfied in addition, we have a one-to 
one correspondence 
zH'Ij;HgHg. 
Proof 
a). If A= GC = {Gx: x E C} for some C we have 
for all g and therefore all g. If the parametergroup is transitive, this means that for 
A of this form we may write P8 (A) = ). (A) for some fixed measure ). In the general 
case this equation shows that the probability of A is constant along orbits in the 
parameter space. 
b). For fixed a let Za be the coordinate along orbit x = gxa so that we can 
write x = (a, za). Since the orbit indexed by a is exactly transitive, we can identify 
the coordinate along the orbit with some fixed coordinate z which can be put into 
one-to-one correspondence with the group elements g. The proof of c) is similar. 
d). The group G is a homomorphic image of the original group G. It is left to 
prove that the correspondence is one-to-one. Let g1 =I g2 • Then P918 (A)- P928 (A) = 
pB' (g A) - pB' (A) for ()' = g2() and g = g2g"1 1 . By the definition of completeness of 
models, this difference is nonzero for some () and A, hence g1 =I g2 . 
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The assumption of transitivity in Proposition 1a) may cease to hold if we reduce 
the assumed symmetry from a group G to a subgroup, but it is an interesting ob-
servation that all the assumptions in b)-d) continue to hold for any subgroup of G 
if they hold for G: The subgroup may imply more orbits, but if the original orbits 
are exactly transitive, then the new orbits are exactly transitive. If the assumptions 
b)-d) are satisfied, the correspondence z +-+ 'lj; +-+ g holds for data points x = (a, z) 
and parameter values () = ( T, 'lj;). The division of x and () into orbit index and orbit 
coordinate will typically change when we go to subgroups. Later we will mostly use 
the notation x = gxa for a fixed X a on the orbit indexed by a; similarly () = gB7 • 
We will need some general concepts from the theory of groups. Let H be a 
subgroup of G. Then sets of the form goH = {goh : h E H} and H go = { hgo : h E H} 
for some fixed go E G are called left and right cosets, respectively. In particular, H 
itself is both a right and left coset, obtained by taking g0 E H. Two elements g1 and 
g2 define the same left coset iff g:; 1 g1 E H; this relation also defines an equivalent 
relation with the equivalent classes being the left cosets. We say that H is a normal 
subgroup of G if the set of right cosets { H g} and the set of left cosets {g H} coincide, 
which means that for every g E G and h1 E H there is an h2 E H such that 
gh1 = h2g. In this case the set of cosets forms a group, the quotient group GIH. 
The notation G I H is also used in general for left cosets. 
When G is a group of transformations on a set X, we define a stability group 
(also called isotropy group) as a set of the form H = {h : hxa = Xa} for some Xa. 
The group G is exact if and only if each stability group H is trivial: H = { e }. (For 
later use it may be of some interest to note that H always is compact when the 
action of G on X is proper; see Wijsman, 1990.) The orbit of X containing Xa may 
be identified with the cosets G I H. This is a simple consequence of the equivalences 
It is well known (Nachbin, 1965) that every locally compact group possesses a 
left invariant Haar measure J-L such that J-L(gD) = J-L(D) when g E G and D E Ba. 
This measure is unique except for a constant multiplum. When G is compact, J-L 
can be taken to be a probability measure. Finally, there is a (dual) right invariant 
Haar measure v (i.e., v(Dg) = v(D)). This is equal to J-L for compact groups or 
if the group is commutative; there are two relations in general: v(D) = J-L(D- 1 ), 
where n-1 = {g- 1 : g E D}, and J-L(Dg) = b..(g)J-L(D) for the socalled modulus 
or modular function fl. This is a positive realvalued homomorphism in the sense 
that b..(gh) = b..(g)b..(h) and b..(g-1) = 1lb..(g). We also have the connections 
v(dg) = b..(g)-1J-L(dg) and v(gD) = b..(g)-1v(D). 
If G is a symmetry group associated with the model, it is common in the statistical 
literature to take the right invariant measure v as a prior on the parameter space 
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(e, Be), where v can be defined by the property that v(gf) = ~(_q)- 1 v(f) for all 
g E G and all measurable r in e. Existence of such v is proved below. In general, 
when e is non-compact, which usually is the case, v will be an improper prior. 
What are then the arguments for using right Haar measure as a prior under 
symmetry? In fact several good reasons exist: 
1. A right Haar prior on a group G acting properly on 8 induces a right invariant 
measure on e, or, equivalently, on the orbits of e. The connection is made 
through the function fo on G defined by f 0 (g) = g00 , and the induced measure 
on e will be independent of ()0 if and only if the prior on G is right Haar 
measure (Villegas, 1981; see also Proposition 2 and Theorem 7 below). 
2. It is reasonable that the prior should stay proportional if corresponding trans-
formations are made of the sample space and the parameter space. Simple 
arguments show that this implies that the prior must be relatively invariant 
(satisfying v(gD) = 8(g)v(D) for some function 8). If the group is unimodular 
(see below), this leads to the unique Haar measure. In general the class of 
relative invariant priors contain the left and the right Haar measure. 
3. With a fixed group, and when inference is restricted to invariantly estimable 
parameters, the marginalization paradoxes of Dawid et al. (1973) are avoided 
(see below) when right Haar prior is used. 
4. The Bayes estimator resulting from right Haar prior will also be a best invariant 
estimator (see below). 
5. Bayes credibility regions will also be confidence regions under reasonable as-
sumptions (Hora and Buehler, 1966; also, see below). 
6. Posterior distributions of invariant joint functions of parameters and data will 
be equal to the sampling distributions (see references in Dawid, 1983). 
7. When proper priors converge to a right Haar measure, then the posteriors also 
converge as they should under weak assumptions (Stone, 1965). 
8. This choice of prior leads to a close link to Fraser's structural inference (Dawid 
et al., 1973). 
9. There are links to other non-informative priors (Kass and Wasserman, 1996), 
Regarding point 1, we give corresponding results both for left and right Haar 
measure to show that it is not obvious that such a property holds. The first of the 
following results is given in Nachbin (1965), and is due to Weil; both results are easy 
consequences of Theorem 17 below. 
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Proposition 2. 
Consider an orbit in 8 given by <P = { () : () = gB0 , g E G} for some ()0 . Let 
the stability subgroup fi be defined by fi = {h : h()0 = Bo}. Then there exists a left 
invariant measure on <P induced by the left invariant Haar measure on G if and only 
if 
~R (h) = ~ G(h) 
for all h E fi. A measure v which is right invariant as defined above, and induced by 
right invariant Haar measure on G, exists if and only if ~R (h) = 1 for all h E fl. 
In particular this holds if fi is compact, which is the case if the action of G on 8 is 
proper. 
If the group G is transitive, this gives conditions for the existence of invariant 
measures on the whole parameter space. In general, invariant measures on each orbit 
has to be supplemented by some measure on the set { T} of orbit indices to produce 
a prior on the whole parameter space. 
The condition ~R(h) = ~G(h) is trivially satisfied when the group G is unimod-
ular; i.e., 11([)-l) = f.l(D) (DC G), which implies ~(g)= 1 for G and all subgroups. 
Compact groups and abelian groups are unimodular. Another case where both condi-
tions of Proposition 2 are trivially satisfied, is when the orbits are exactly transitive, 
i.e., fi is the trivial group. An identical result to that in Proposition 2 holds of 
course for orbits in the sample space .. 
The class of models that we have formulated here, generalizes those discussed 
by Kariya (1989) under more complicated assumptions. It follows from the above 
discussion that the constant distribution of the variable a ('the ancillary') is a less 
fundamental property in the present setting than the fact that it is an index of orbits. 
3 A frame for estimation under symmetry 
The traditional domain of theoretical statistics has been parametric models with 
relatively few parameters. Modern applications has forced statisticians into looking 
at more complex models, but, even though many promising developments exist, it 
seems to be much left before we can say that we have a sufficiently deep and fully 
general theory of statistical models with many parameters. 
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In the models formulated in Section 2 we posed no limitation on the size of the 
parameter space. When we now turn to the inference theory, we may then want to 
concentrate on one or on a set of scalar functions of the parameters at the time, 
much in the same way as many practitioners concentrate on a set of contrasts in 
the expectation after having done the analysis of variance. An important property 
is then that the function that we want to use in the inference process complies 
properly with the group structure. The following definition was contained in Hora 
and Buehler (1966), but seems to some extent to have been neglected later. (However, 
see Lehmann, 1983, p. 167.) 
Definition 3. 
Let 8 be a parameter space endowed with a group structure as developed in Section 
2. LetT/ be a measurable function from 8 into Rk or Ck for some k 2: 1. Then we 
say that TJ is invariantly estimable if TJ((h) = TJ( fh) implies TJ(tJBt) = TJ(gB2) for all 
g E G. 
For example, in the location and scale case Hora and Buehler point out that the 
location parameter f.L and the scale parameter a are invariantly estimable, while the 
coefficient of variation J.L/ a is not invariantly estimable. (However, it is invariantly 
estimable with respect to the pure scale group, which intuitively is the group to 
associate to the coefficient of variation.) They also point out that the difference 
between location parameters in the Behrens-Fisher case - the two-sample case with 
two unknown scale parameters- is an example of a function which is not invariantly 
estimable (under the direct product of the two location and scale groups); this seems 
to be coupled to the fact that the fiducial argument meets difficulties for this example. 
(Note, however, that the parameter here is invariantly estimable under the product 
of the location groups, which is nontransitive in the parameter space.) 
Lemma 4. 
The measurable function T/ on 8 is invariantly estimable if and only if TJ(gB) = 
§(TJ(B)) for some transformation g. The elements{§} constitute a group G, and each 
of the mappings g --+ g --+ g will be a homomorphism. 
Proof. 
From definition 1 it follows that TJ(gB) for fixed g only depends upon the value 
of TJ(B), hence is a function §(TJ(B)). Simple manipulation then gives !h(!h(TJ(B))) = 
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TJ(!l1!h(B)) and g-1(ry(B)) = ry(g-1(B)), from which homomorphism and group prop-
erty follow. It has been pointed out earlier that the mapping g --+ g is a homomor-
phism; note that it immediately follows that also the compound mapping g --+ g is 
a homomorphism. 
Even though we now have two different characterizations of the concept of in-
variantly estimable parametric function, the concept is so important here that we 
shall illustrate it further by mentioning some special cases. In general, we can have 
the following geometrical picture: The parameter 'fJ is invariantly estimable iff the 
level sets of the function 'fJ = TJ( B) are transformed onto other level sets by elements 
of the group G. Special cases of interest are: 
- The full parameter B is always invariantly estimable. 
-Any invariant function (ry(gB) = ry(B), Vg, B) is invariantly estimable. For such 
functions, G is trivial. 
- If ry(B) is invariantly estimable with range E and 'Y is a 1-1 function from E 
onto a space F, then ((B) given by ((B)= 'Y(TJ(B)) is invariantly estimable. 
- If 'f/1 (B), ... , 'f/k (B) are k invariantly estimable parametric functions, _then ¢(B) = 
( 'f/1 (B), ... , TJk( B)) is invariantly estimable. 
- Under the location group (JL--+ J.l +a, a --+ a) in a location and scale family 
B = (JL, a), a one-dimensional parameter 'fJ = TJ(JL, a) is invariantly estimable iff it 
is either a 1-1 function of a or it is of the form 'fJ = 1/J(JL +¢(a)), where 'ljJ is a 
1-1 function and ¢is an arbitrary function. In particular, the parameters J.l, a and 
J.l + ka are invariantly estimable. 
- Under the scale group (JL --+ bJL, a --+ ba; b > 0) in a location and scale family 
B = (JL, a), a one-dimensional parameter TJ = TJ(JL, a) is invariantly estimable iff it 
is either a 1-1 function of JL/a or it is of the form 'fJ = x(aA.(JL/a)), where xis a 
1-1 function and )... is a positive-valued function. In particular, the parameters JL, a, 
J.l + ka and J.l /a are invariantly estimable. 
- Under the location and scale group (JL--+ a+ bJL, a --+ ba; b > 0) in a location 
and scale family B(JL, a), a one-dimensional parameter 'fJ = TJ(JL, a) is invariantly 
estimable iff it is of the form TJ = ( ( k1JL + k2 a) for some 1-1 function (. In particular, 
the parameters JL, a and J.l + ka are invariantly estimable. 
- Assume a linear-normal model x rv Nn(Kj3, L:), where I; depends on a set of 
parameters, and where K is a fixed n x p design matrix. Consider the translation 
group G given by x --+ x + K c, so that the corresponding parametric group is 
j3--+ j3 + c, I;--+ L:. Then every set of linear combinations 'fJ = Cj3, where Cis k x p 
with 1 :::; k :::; p is invariantly estimable. Since any function of the parameters in I; 
will be invariant, it will also be invariantly estimable. This is the group associated 
with the restricted maximum likelihood estimator (; see Section 12). 
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- Assume that some parameter Tf is invariantly estimable under some group G. 
Let A be a set in the range of Tf· Then the indicator parameter XA(Tf), which is 1 
iff Tf E A, otherwise 0, is invariantly estimable iff A is equal to some union of orbits 
of the group G of Lemma 4. The simplest case is when Tf is invariant. Then this 
condition holds for any (measurable) A. Otherwise it may be difficult to meet the 
condition in general. This explains why group theoretical aspects of testing is mainly 
of interest for invariant parameters, while the corresponding estimation theory is of 
interest for the larger class of invariantly estimable parameters. 
Proposition 5. (Hora and Buehler, 1966) 
Fix 00 E 8 and an invarianty estimable function Tf· Define two subsets of G by 
fi = {g: Tf(9Bo) = Tf(Bo)}, K = {g: Tf(gB) = Tf(B) for all B}. 
Then 
(i) i? c fi c G. 
(ii) K is a normal subgroup of G. 
(iii) fi is a subgroup} but not necessarily a normal subgroup of G. 
(iv) The cosets gfi are in one to one correspondence with the values of Tf· 
Further properties of the group [( will be formulated later, where this will be 
used to develop the necessary inference theory. It may be of some interest to state 
how much of the results of Proposition 5 that remains true if we drop the assumption 
that Tf is invariantly estimable: Then still K C fi C G; K will be a subgroup, but 
not normal in general, and fi will not in general be a group. 
Example 1. 
Let Xi = (xli, Xzi, ... , Xpi)'; i = 1, ... , n be n independent observations from a 
multivariate normal distribution with mean 11 and non-singular covariance matrix I:. 
A natural group is the one given by x --+ Cx + c for sample points and () = (fJ, I:) --+ 
( C 11 + c, CI:C') for parameters, where the C's are orthogonal matrices. Examples of 
invariantly estimable functions are II: I and trace(I:); in general every function of the 
eigenvalues of I: will be invariant, hence invariantly measurable. Let Bo = (flo, 'Eo) for 
some fixed mean vector and covariance matrix. Then for any function of eigenvalues 
both fi and K are equal to the whole group G. 
Now the function () --+ I: is also invariantly estimable. For such a function, fi is 
the group of translations together with those rotations that preserve every eigenspace 
of I:0 , while K is the group of translations. 
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4 Consistency under symmetry. 
As mentioned in the introduction, objective Bayes inference may in general face a 
serious inconsistency problem, discussed in detail by Dawid et al. (1973, 1996). 
As explained there, the main problem is a violation of the very plausible reduction 
principle: Assume that a general method of inference, applied to data (y, z), leads 
to an answer that in fact depends on z alone .. Then the same answer should appear 
if the same method is applied to z alone. 
Dawid et al. (1973) gave several examples where this principle is violated by 
objective Bayes inference. The first class of examples were in the context of a fixed 
symmetry group under which a function 'IJ(·) of the parameter was invariant (in the 
usual strong sense that 'l](gB) = 1J(B) for all g, B). Then violation typically took place 
unless the prior was either proper or right Haar with respect to the given group. In 
the second class of examples they also introduced a larger group under which the 
function '1](-) is not invariant, and then pointed out that typically the inconsistency 
problem cannot be solved by any of the two relevant right Haar measures. We 
will show below that this problem disappears if we assume that 1] is invariantly 
estimable under the larger group, which we have seen above is a considerably weaker 
requirement than invariance. 
Let now 4> be the maximal invariant with respect to some group in the parameter 
space and let z be the corresponding maximal invariant in the sample space. We 
will then say that the marginalization paradox is avoided for ( 4>, z), assuming some 
prior, if any data (y, z) leads to a posterior of 4> proportional to the one obtained 
from only data z. 
Theorem 6. 
Let 1] (B) be a continuous function which is invariantly estimable under a group G, 
and let K be the group defined in Proposition 5. Then 1] will be maximally invariant 
under the group 1?. Let z be a variable which is maximally invariant under the group 
K = {g E G : g E K}. Let z* be the orbit index of G, and let 'IJ* be the orbit index 
of G. Then by using right Haar prior under G on the parameter space 8, we have 
that: 
1. The marginalization paradox is avoided for ( 1J, z). 
2. The marginalization paradox is avoided for ( 'IJ*, z*). 
Proof. 
It is clear from the definition that K is the largest group under which 1J(·) is 
invariant. It also follows that 'IJ(·) is maximally invariant under K. For the rest of 
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the proof we refer for brevity to the discussion in Dawid et al. (1973). (The treat-
ment there may be generalized to certain nonexact groups by arguments resembling 
those in the proof of Theorem 7 below.) From op. cit., p. 199 it is clear that the 
marginalization inconsistency will disappear if ~ 0 (k) = ~ K (k) for all k E K. 
Now each fi = {g : ry(gB0 ) = ry(B0)} must be closed, since its complement ob-
viously is open (; if ry(g1B0 ) =F ry( 80 ), then the corresponding statement holds in a 
neighbourhood of g1 by the continuity of ry). Therefore K, as an intersection of such 
fi, must be closed. By Proposition 5, K is a normal subgroup of G. Since then K is 
a closed normal ('invariant') subgroup of G, the equality ~ 0 (k) = ~K (k) for k E K 
follows by a standard result in group theory (Nachbin, 1965, Proposition 21, p. 87). 
There are also other 'paradoxes' in the literature that relate to the use of improper 
priors. To discuss these, it seems necessary to extend the definition of invariantly 
estimable parameters to include functions of both parameters and observations: 
We say that the function ry(B, x) is permissible if ry(B1 , x1) 
ry(gB1,gx1) = ry(gBz,gxz) for all g E G. 
ry(Bz, xz) implies 
This includes as special cases the invariantly estimable parameters, and also their 
equivariant estimators discussed in Section 7 below and in Lehmann (1983) satisfy 
this requirement. Finally, several pivots proposed in the literature under invariance 
models also satisfy the requirement. 
Thus, to limit functions of parameters and observations to permissible ones under 
some fixed group, may be a radical proposal, but it does not seem to be inconsistent 
with statistical praxis when symmetry is present. And it does eliminate paradoxes. 
Both in Dempster (1963) and in Dawid (1983) such paradoxes are connected to the 
standard situation where Xi (i = 1, ... , n) are i.i.d. multivariate N(J.t, 'E) with mean 
x and estimated covariance matrix S. A natural group G here is the affine one: 
Xi-+ Axi + b (A nonsingular), JL-+ Aj.t + b, 'E-+ A'EA'. 
Dempster (1963) derived a paradox connected to pivots of the form P(a) = 
a'Saja''Ea and Q(b) = b''E-1bjb'S-1b. Now neither of these are permissible under 
the full group G. For P(a) one has to impose the restriction on the group that 
Aa oc a, similarly for Q (b). Thus to have both P( a) and Q (b) permissible under the 
same group, we must restrict the matrices A to those for which both a and b are 
eigenvectors. The argument in Dempster (1963) leading to a paradox, depends on 
the possibility of being able to choose freely a transformation from the group G. 
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Dawid (1983) contrasts the two pivots Q = n(x - J.L)'S- 1(x - J.L) and Q1 = 
yn(x1-J.L1)/vrs;;, where Q1 involves only the first component in the vector variables. 
Using the right Haar prior for G, the posterior for Q is then the correct sampling 
distribution, while that for Q1 is not. To get the sampling distribution for Q1, one 
has to use the right Haar prior for the group G 1 which transforms only the first 
component (and then Q gets the wrong posterior). This is fully consistent with the 
fact that Q is permissible (even invariant) under G, while Q1 is not, and then Q1 is 
permissible under G 1 , while Q is not. 
I will not discuss here the examples in Stone (1976), which, while interesting, also 
contain other complications like nonamenable (Bondar and Milnes, 1981) groups and 
non-identifiable parameters. 
5 Expected loss under symmetry. 
Theorem 7 below is a main result of this paper. It lays the foundation of the equiva-
lence between Bayes estimation under Haar prior and best invariant estimation, and 
it is given a fairly general formulation. The Theorem generalizes results by Hora 
and Buehler (1966) that where formulated in terms of the fiducial distribution; see 
also Fraser (1961), Stein (1965), Bondar (1972) and Berger (1985). It also gives a 
further generalization of results given by Kariya (1989); see also references there. 
Most earlier authors have assumed exact transitivity of the underlying group, which 
is unnecessary, (but see Proposition 8 below). We let X and 8 be locally compact 
spaces endowed with the Borel a-algebras, and fix a group G acting on X. 
Theorem 7. 
Assume that the loss function L(x; (}) is bounded below and measurable in both 
arguments and is such that 
L(gx; g(}) = L(x; (})for all g E G (1) 
for some group G1 and let Xa = {gxa} be an orbit in the sample space. Define the 
function (3 from G to Xa by (J(g) = gxa 1 and let v be right Haar measure on G. 
Define the measure Va on Xa by va(E) = v(f3-1 (E)L and assume that this measure 
is finite on compact sets. Then Va is independent of the reference point Xa 1 and it is 
right invariant in the sense that Va (gE) = .6.(g) -lva (EL where .6. is the modulus for 
the group G. 
Assume that the probability measures P 0 ( dx I a) are absolutely continuous with 
respect to Va ( dx) with density p~ ( x). Let the orbits in the parameter space be indexed 
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by T, so that () = gB7 • Then 
in the sense that the last expression is the same for all x in X a. 
The first equality in (2) means that the conditional risk is constant on orbits in 
the parameter space. Hora and Buehler (1966) interpreted the last integral as an 
expectation with respect to a 'fiducial' distribution, but also under certain conditions 
as an integral with respect to a posterior distribution; see below. This form will be 
useful later when finding optimal invariant estimators under the group G and the 
loss L. Note also that we have not made any strong assumptions about the coupling 
between the model and the group, only the technical ones stated in the Theorem, 
the invariance (1) of the loss function and the natural coupling between the sample 
space and the parameter space: p9B (A) = pB (g-1 A). 
Proof. 
The properties of the measure Va follow by straightforward manipulation: 
and when x~ = goxa so that j3' (g) = gx~ = j3 (ggo), then 
v~(E) = v(j3'-1 (E)) = v({h: j3(hgo) E E}) = v({h: hgoxa E E}) 
= v({g: gxa E E}g01) = v(j3-1 (E)g01) = v(j3-1 (E)) = va(E). 
The first equality of equation (2) follows straightforwardly by letting () = g()7 
and then using the invariance: 
E8(L(x;B)Ja) = J L(x;B)P8 (dxJa) = J L(gg-1x;gB7 )P98r(dxJa) 
= J L(g-1x;B7 )P8r(g- 1dxJa) = J L(x;B7 )P8r(dxJa). 
Furthermore, since va(dx) = v(dg) when x = gxa, this expression equals 
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Now we also have 
so by transforming L, too, we get 
Changing g-1 into g here, and using the facts that left invariant Haar measure 
satisfies fl(dg) = fl(g)v(dg) and f.l(dg- 1) = v(dg), this equals 
j L(xa; g()T )'[1/r (xa)v(dg). 
Noting finally that Xa is an arbitrary point on the orbit Xa (; since Va is independent 
of this choice, the density is also independent of the reference value), this completes 
the proof. 
As it stands, Theorem 7 appears to hold under very general assumptions on 
the space X and on the group G. However, a crucial point is that the measure 
Va should not be infinite on so many sets that the definition of the density p~ ( x) 
becomes meaningless. For instance, if the orbit Xa is generated from the point 
Xa and (J(g) = gxa as in the Theorem, then f3- 1 (xa) is equal to the stability set 
H = {h: hxa = xa}, so that va({xa}) = v(H). Furthermore, a short calculation 
shows that f3- 1 (gxa) = gH, so va({gxa}) = fl(g)- 1v(H). Thus: 
Proposition 8. 
a) A necessary and sufficient condition that Va ( { x}) < oo for some x E X a is 
that the stability group H is compact. Then Va ( { x}) is finite for all x E X a. 
b) Let E be a set in Xa containing an infinite number of points. Then a necessary 
condition for Va (E) < oo is that v(H) = 0. 
These simple results obviously limit the usefulness of Theorem 7 in some cases, 
cases with little data and a high degree of symmetry. (Since Wijsman (1990) shows 
that every stability group H is compact if the group G acts properly, the main 
limitation lies in Proposition 8b).) To arrive at useful results which cover such cases 
also, we will will need to go deeper into the theory of transformation groups. But 
first we will look at the immediate consequences of Theorem 7. 
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6 Statistical implications. 
The last integral in (2) can be interpreted as an integral over the posterior distri-
bution when the (in general improper) prior is right invariant Haar measure. (Note 
that by the same reasoning J pg8r ( x) v( dg) = J pg8r ( x )va ( dx) = 1 when Va is finite on 
compacts.) The formulation is more general, however, in that no group transitivity 
is assumed, and even more important, the integration is over the group elements 
themselves, not over any measure in the parameter space. 
Corollary 9 
Assume, in addition to the assumptions made in Theorem 7 that the group G 
acts properly on e. Then there is a right invariant measure v7 (in the sense that 
v7 (gr) = ~(g)- 1 v7 (f)} on the orbit {0: 0 = g07 } such that J p~(x)v7 (d0) = 1 and 
E8(L(x; B)ia) = J L(x; O)p~(x)v7 (d0). (3) 
Proof. 
This follows from Proposition 2. 
Corollary 10. 
The expression {3} depends only upon the quantities r and a. In particular, looked 
upon as a risk function, the conditional risk is constant on orbits in the parameter 
space. If the parameter group is transitive, this means an overall constant conditional 
risk. 
Since J p~(x)v7 (d0) = 1, equation (3) shows that the conditional risk function is 
equal to the expected loss under the a posteriori parameter distribution 
(4) 
Expressing L in terms of the parameter and an estimator, the righthand side of (3) 
is typically easy to minimize. 
Also: Equation ( 4) can be interpreted as a 'fiducial' distribution oft he parameter 
0, given data x - as long as the group and the corresponding orbits in the sample 
space and the parameter space are fixed and as long as the inference is constrained 
by the requirement L (gx, gO) = L ( x, B). Nate also that p~ ( x) is a very special density 
of x, the one taken with respect to the measure Va defined in Theorem 7. 
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We will not, however, try here any in depth discussion of Fisher's concept of fidu-
cial distribution; we will concentrate on the situation where it equals some posterior 
Bayes distribution. In the case of a one-dimensional variable with a one-dimensional 
parameter, Lindley (1958) has shown that this coincides with the case where vari-
able and parameter can be transformed jointly so that the transformed problem is a 
location parameter problem. 
In the corollary below we will use. this representation to give formulae for optimal 
estimators under invariance, generalizing the well known Pitman estimator for the 
location case. This relationship between the Bayes estimator with Haar prior (where 
w (B) = 1 below) and invariantly optimal estimators is discussed several places, for 
instance Berger (1985) and Zacks (1971). 
Corollary 11. 
Fix a group G of transformations on the sample space that satisfies the conditions 
in Theorem 7 and Corollary 8. Assume that for a parametric real or vectorvalued 
function ry(B) there is a loss function L(x; B) = w(B) lliJ(x, T)- ry(B)II 2 that satisfies 
L(gx; gO) = L(x; B) for all g E G for a class of functions i} of x and T. Then the 
function in this class which minimizes the expected value of L, given a, zs 
A ( ) I w(B)ry(B)p~(x)v7 (dB) 
'f/a x, T = I w(B)p~(x)v7 (dB) · (5) 
If the group G on the parameter space is transitive, then T is constant, and equation 
(5) gives the best estimator such that L satisfies the above in variance property under 
the group G. 
Proof. 
Use equation (3), expand and find the minimum of the quadratic form in i](x, T). 
The most straightforward applications of Corollary 11 are for transitive groups. 
However, the smaller the group G is, the larger is the class of estimators over which 
one optimizes. Therefore it is also of interest in some cases to consider non-transitive 
groups, and then estimate T in the resulting function to get a good estimator of ry. 
Markov Chain Monte Carlo techniques- developed to evaluate Bayesian estimates 
- can in principle equally well be used to evaluate the integrals in (5) in concrete 
cases. 
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7 Estimation theory for regular models under symmetry 
In Definition 3 of Section 3 we defined what we meant by an invariantly estimable 
function of the parameters of the model. The property that ry( B) is invarianty es-
timable is equivalent to the property that ry(gB) is a function of ry(B) for each g, i.e., 
ry(gB) = g(ry(B)). There is a close connection between this 'representation' of the 
group G and the subgroup 1? defined in Proposition 5, the subgroup of G that leaves 
TJ invariant. The following result was proved by Hora and Buehler (1966). 
Proposition 12. 
1? is the kernel of the homomorphism between G and G = {g : g E G}, and the 
quotient group G / 1?, composed of co sets g 1? is isomorphic to G. 
The representation above was used by Hora and Buehler (1966) to define what 
they called an invariant estimator; a better and more common term today (Lehmann, 
1983) is 'equivariant'. 
Definition 13. 
An estimator fJ is called equivariant if we always have fJ( x) E E (the space of 
possible values for the parameter ry) and if fJ(gx) = g( fJ( x)) for all g, x. 
Theorem 7 becomes a powerful tool in finding the best equivariant estimator: 
Assume first that the representation g ( TJ -+ g ( TJ)) can be realized as a unitary 
representation on the vector space spanned by {ry}, with norm 11·11· Then L(x,B) = 
llfJ(x)- ry( B) 11 2 satisfies L(gx, gO) = L(x, B) if and only if fJ is an equivariant estimator 
in the sense of Definition 13, and the best estimator is given by (5) of corollary 11 
with w(B) = 1, i.e., the formal Bayes estimator with right Haar measure as prior. 
More generally, the basic condition L(gx, gO) = L(x, B) holds for L(x, B) = 
l(fJ(x), ry(B)), if TJ is invariantly estimable, fJ is equivariant in the sense of Defini-
tion 13 and if furthermore l(g(TJI), g(TJ2)) = l(TJI, 'f/2) for 'f/1, 'f/2 E E. In this case, too, 
the best equivariant estimator can be found by minimizing the righthand side of (2). 
Nate that, as long as ry( B) is invariantly estimable, the best equivariant estimator 
will not depend upon the other parameters in the model. 
Note that Definition 13 can be used also for statistics fJ that are not necessarily 
reasonable point estimators for ry. As an example, iff-lis a location parameter for i.i.d. 
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observations x1 , ... , Xn, then J.L is invariantly estimable under the location group, the 
scale group and the location and scale group. Furthermore, with k fixed, x + ks, 
where x is the sample mean and s the sample standard deviation, is an equivariant 
estimator under either group. Such equivariant estimators are of course useful in the 
theory of confidence intervals. 
8 Credibility sets and confidence sets. 
Essentially as in Berger (1985) define a 100(1- a)% credibility set as a set C(x) in 
the parameter space whose posterior probability given data x (with fixed a and r) 
is 1 - a, i.e., with the definition ( 4): 
f p~(x)v7 (dB) = 1- a. 
Jc(x) 
(6) 
A confidence set C(x) is also a set in the parameter space, depending upon data 
x, but the probability interpreteation is completely different: P8 (B E C(x)) ~ 1- a, 
where the probability is over the distribution of x. The link between the two concept, 
however, is easily found from Corollary 9, using L(x, B)= I(B E C(x)). 
Theorem 14. 
Fix the orbit indices a and T. Assume that the collection of sets { C ( x)} satisfies 
the transformation law C (gx) = gC ( x) for all x and g. Then each C ( x) is a credi-
bility set if and only if it is a confidence set} and the two probabilities associated with 
the sets are the same. 
Corollary 15. 
Let 17( B) be a one-dimensional continuous invariantly estimable parametric func-
tion} and let ft1 ( x) and ft2 ( x) be two equivariant estimators. Define C ( x) = { B : 
ft1 ( x) :::; 17 (B) :::; ft2 ( x)}. Then C ( x) is a credibility set and a confidence set with the 
same associated probability/ confidence level (given a and T ). 
Proof. 
Since the mapping g defined by 17(gB) = g(17(B)) is a continuous 1-1 mapping from 
a one-dimensional connected set onto another onedimensional set, it must preserve 
or reverse ordering. Without loss of generality, extend the definition of C ( x) to 
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{B: ry1(x)::; ry(B)::; 1J2(x)} U {B: 7]2(x)::; ry(B)::; ry1(x)}. One of these components 
must be empty. SogC(x) = {B: 7]1(x)::; ry(g-10)::; 7]2(x)}U{· · ·} = {B: g(7]1(x))::; 
ry(B)::; g(ry2(x))} U {· · ·} = C(gx). Hence the result follows from Theorem 14. 
A simple example is the following: Let x1, ... , Xn be i.i.d. normally distributed 
observations with sample mean x and sample standard deviation s. Let k be chosen 
so that the confidence statement x - ks ::; 11 ::; x + ks has confidence coefficient 
1 - a. Then - contrary to what is sometimes stated in frequentist textbooks - the 
interval can also be given a definite probability interpretation: 1- a is also equal to 
the posterior probability of the interval when the prior is right Haar measure under 
the location and scale group. An essential point in this example is that the maximal 
invariant T in the parameter space is trivial, and that the distribution of (x, s) is 
independent of the maximal invariant a= ((x 1 - x)/ s, ... , (xn- x)/ s) in the sample 
space. 
9 A mathematical interlude. 
One of our final aims will be to generalize Theorem 7 to the case when the basic 
group G is so large that its stability groups Ha = {h : hxa = xa} have nontrivial 
measure. Radically new mathematical tools will be needed to discuss this. The 
discussion will be based on on Varadarajan (1985), which gives completely rigorous 
results including measurability etc.. We will concentrate here on the basic tools 
needed in the derivations. The group G is still assumed to be locally compact. 
Start by fixing an orbit Xa = {gxa : g E G}. We will need a general way to 'lift' 
a measure a on Xa to a measure a 0 on the underlying group G. The first step is to 
define for any continuous nonnegative function f on G with compact support a new 
function M j, constant on cosets, by 
(MJ)(g) = f j(gh)f-lo(dh). }Ha 
Here Ha = {h : hxa = xa} is the stability group at Xa, and f.,lo is left invariant 
Haar measure on the group Ha. Then define Jon X a by ](gxa) = (M J)(g). The 
functional f --+ J X a ]( x) a( dx) is then nonnegative and linear and defines a unique 
measure a 0 on G such that 
r f(g)a 0 (dg) = r ](x)a(dx). Ja Jxa (7) 
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The properties of this lifted measure are discussed in Varadarajan (1985), pp. 169-
172: in particular it is proved there that the identity (7) can be generalized to any 
integrable function f. 
The measures that are of interest on X a are the probability measures P 11 (dxla). 
Instead of assuming that these are absolutely continuous with respect to a fixed 
measure Va related to Haar measure on G, we will assume that they are absolutely 
continuous with respect to each other, and define 
When no misunderstanding can occur, we will drop the indices a and T. It is straight-
forward to see (cf. Varadarajan, 1985, Lemma 5.9) that these densities satisfy 
(8) 
In general, any function (taking values in some topological group) satisfying (8) 
together with F( e, x) = 1 is called a cocycle. An extensive theory of cocycles - of 
importance in the theory of representations of noncom pact groups- is due to among 
others G.W. Mackey, and is summarized in Varadarajan (1985), Chapter 5. Two 
main results from this theory are the following: 
Lemma 16. 
Fix Xa E Xa, letHa= {g: gxa = Xa}, and let m be a homomorphism of Ha into 
the positive real numbers- i.e., a onedimensionalrealrepresentation of the stability 
group. Then there exists a nonnegative function b on G such that b( e) = 1 and 
b(gh) = b(g)m(h) (9) 
for all g E G, h E Ha. Corresponding to any such map b there is a unique cocycle 
such that 
(10) 
for all g, gx E G. Furthermore, F(h, Xa) = b(h) = m(h) for hE Ha· 
Conversely, if F is a cocycle and b is a nonnegative function on G such that 
b(e) = 1 and b satisfies (10), then b(h) = F(h, xa) for h E Ha, which defines a 
homomorphism m of Ha, and b satisfies (9). 
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Theorem 17. 
Let ~ and ~H be the modular functions of G and Ha, respectively, and write 
m(h) = ~(h)~H(h)- 1 for hE Ha. Let a be a measure such that a(dx) is absolutely 
continuous with respect to a(gdx) for any g, and let F(g, x) be the cocycle defined 
by a(dx)ja(gdx). Then F(h, xa) = m(h) for hE Ha· 
Conversely, ifF is a cocycle such that F(h, xa) = m(h) for h E Ha, then there 
exists a O"-finite measure a such that F(g, x) = a(dx)/a(gdx). The cocycle F deter-
mines the measure a up to a constant multiplying factor. 
Note that Proposition 2 is an easy corollary of Theorem 17 applied to the pa-
rameter space. 
An important equivalence between cocycles can be motivated from one-to-one 
transformations of the space Xa. If Fz(g, x) = j(gx)Fl(g, x)j(x)-1, then we can look 
upon j as the Jacobian of such a transformation, where the measure on the space is 
transformed accordingly. Two cocycles are called cohomologous if they are connected 
by such a transformation. It is interesting that two cocycles are co homologous if and 
only if the homomorphisms m1 and m 2 determined by them are identical (from 
Varadarajan, 1985, Lemma 5.25). 
10 General results on risk under symmetry. 
Using the concepts defined in the last section and the results cited there, Theorem 7 
can be generalized as follows. The generalized Theorem imposes no restriction upon 
the group G (apart from the assumption that it is locally compact), and we can start 
with a rather arbitrary measure a on X, which is then lifted to a measure on G. 
Theorem 18. 
Assume that L ( x, B) is bounded below and measurable in both arguments such that 
L(gx; gO) = L(x; B) for all g E G 
for some group G, and let Xa = {gxa} be an orbit in the sample space. Define the 
function f3 from G to Xa by f3(g) = gxa, and take Ha = {h : hxa = Xa} to be 
the stability group determined by X a. Fix a measure a such that a( dx) is absolutely 
continuous with respect to a(gdx) for any g. Finally, let a 0 be the measure a lifted to 
the group G as described above and let F(g, g') be the corresponding cocycle defined 
as a 0 ( dg') / a 0 (gdg'). 
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Assume that the probability measures P 0 (dxia) are absolutely continuous with 
respect to a( dx) with density p~ ( x). Let the orbits in the parameter space be indexed 
by T, so that () = gB7 • Then 
Proof. 
The first relation in (11) is proved as in Theorem 7. We then have to evaluate 
further J L(gxa, BT)p0r(gxa)a(d(gxa)). 
Since the integrand here obviously is constant on the cosets gHa, we can replace 
a(d(gxa)) here by the lifted measure a0 (dg). Next P 0r(dxia) = Pg-10r(g-1dxia), so 
that 
pltr(gxa)ao(dg) = Jl-lor(xa)ao(g-1dg) = ~~~~1(,x;] ao(dg). 
Since the general relation F(g1g2, g)= F(g1, g2g)F(g2, g) with g1 = g and g2 = g-1 
implies F(g-t,g) = 1/F(g, e), the integral to evaluate is 
Of course the right-hand side of (11) is independent of the reference point Xa, 
with a similar argument as was used in (2). The problem is, however, that the 
measure a 0 in general depends upon this point, since the measure a is arbitrary and 
X a was used in the lifting of a to a 0 • Therefore X a can not be changed in L(xa, gB) 
and ra0 (xa)· In the integral as such, however, we can regard Xa as an arbitrary point 
on the orbit. 
We can regard (11) as an integral over the parameter space, more specifically as 
an integral over the orbit determined by B7 by introducing the measure a 1 ( d(gB7 )) = 
a0 ( dg). The co cycle determined by this measure is F1 (g, B) = F(g, g') when () = g'()T. 
In particular, to calculate the integral (11), we need F1 (h, BT) for h = g-1. 
The calculation of an optimal equivariant estimator can in principle be done as 
in Corollary 11. The simplest case is when a0 is absolutely continuous with respect 
to right invariant Haar measure on G and furthermore G and G are isomorphic 
(Proposition 1d). Then by Proposition 2 the Haar measure can be taken to be on 
e, and the rest of the expressions in (11) depend only one, not og g. 
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11 Examples. Different choices of group. 
As stated in the Introduction, several different considerations may be of importance 
when choosing a group G to associate to a model, some of these involve circum-
stances outside the parametric model itself. In this section we will not discuss such 
issues, only give some examples where the model is given, and then look at some 
consequences of associating various groups to it. 
In the case where the group G in the parameter space is transitive, equation (5) 
gives the conditionally optimal estimator of an invariantly estimable parameter ry( B), 
where the conditioning in the optimalization criterion is upon the maximal invariant 
observable a, an ancillary of the model. It is natural in such cases to perform the 
whole statistical analysis conditional upon a. 
One of the issues that is seen from the examples, is how the choice of group 
is closely coupled to the set of ancillaries. In fact, this issue could also have been 
illustrated by simpler examples: One case is the choice of conditioning in multi-
way contingency tables, which may be coupled to symmetries of the situation; see 
references in Helland (1995). Another case is the choice of random and fixed effects 
in analysis of variance; see Dawid (1988) and Helland (1998). 
The examples below give some more specialized situations that have independent 
interest. They may also serve to illustrate the general concepts discussed in this 
paper. We defer giving an example of a large group- where the results of Section 10 
are needed - to a later publication. 
Example 2. 
As in Berger (1985), example 26, consider a location parameter problem based on 
one observation x having a density f(lx- Bl) on the line, where the loss has the form 
L(B, B) = W(IB - Bl) for some given function W. This problem is invariant under 
the group G com posed of translations x -+ x +a and reflections ( x - a) -+ - ( x - a). 
The corresponding group G in the parameter space has the same structural form. 
The only invariant estimator is Bo = x, but Berger give examples of situations where 
B0 is worse than translation invariant estimators of the form {J = x + c. In fact, if 
W(lzl) = lzl 2 , this phenomenon can not occur if the risk is finite, since a simple 
calculation from Corollary 11 shows that the best estimator under the translation 
group is x- J zf(lzl)dz = x. In general Theorem 7 implies that the best translation 
invariant estimator is 0 = x +c, where c minimizes J W(lz+ cl)f(lzl)dz. The sample 
space (and the parameter space) is transitive under both groups; exactly transitive 
under the translation group, and with a stability group consisting of the identity 
together with a single reflection under the group G. 
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Example 3. 
Assume - following McCullagh (1992, 1993) - that a sample of size n (2: 3) is 
taken from the two-parameter Cauchy distribution with density 
1 
fx (x) = 1riB2I{1 + (x- 81)2 ;on· (12) 
If the maximum likelihood estimator of ( 01 , 02) is ( 01 , 02), then it is customary to do 
the statistical inference conditionally with respect to the ancillaries a = ( a1, ... , an), 
where aj = (xj- 01)/I02I (or using the equivalent shape statistics). These statistics 
are indices of the orbits under the location and scale group G 1 . Now a problem is that 
the class of distributions (12) is not only invariant with respect to the location and 
scale group, but it is invariant also with respect to the larger group G2 of projective 
transformations 
* ax+ b X=---, 
ex +d (13) 
where a, b, e and d are real, and where ad - be i- 0. Different transformations from 
this class lead to essentially different sets of ancillaries (with respect to the location 
and scale group), and therefore to different choices of conditioning in the model. 
Specifically, if g2 E G2 , then the orbits under G 1 of the transformed data are of the 
form G1g2xn for some xn = (x1, ... , xn), and these sets may obviously depend upon 
g2 ; a crucial point here is that G1 is not a normal subgroup of G 2 : If it had been 
normal, then G1g2xn = g2G1xn for some §2 E G2, so the orbits of the transformed 
data would have been transforms of the original orbits. 
Some consequences of the change of orbits and the resulting change of ancillaries 
are discussed in detail in McCullagh (1992, 1993). A tempting alternative may be 
to base the inference upon the larger group G2 , but then the problem is that neither 
01 nor 02 will be invariantly estimable. So the only realistic alternative seems to be 
to base the inference upon the original location and scale group G 1 , untransformed 
by the elements of G2 , assuming that this leads to the most meaningful scale and 
location parameters. Note that the last criterion is one that involves considerations 
outside the parametric statistical model. 
This example can be used to illustrate simplifications that can be made by looking 
upon the given observations as generated by a larger set of underlying observations. 
Let z = (z1 , z2)' be a binormal vector with zero expectation and covariance 
matrix 
Put x = ztf z2 , which is well defined with probability 1. A standard calculation, 
for instance performed by first calculating the joint distribution of ( x, y), where 
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y = z1 + z2 , shows that x has a marginal Cauchy distribution given by (12). The 
Cauchy parameters are 
(J' fh = p- and B2 = 
T 
Simple linear transformations of z, given by general nonsingular 2 X 2 matrices, 
explain why the Cauchy distribution· is dosed under the group G 2 of projective 
transformation (13). The location and scale group G 1 is generated by subgroup of 
the linear group having the last row of the matrix equal to (0 1). 
Example 4. 
(a) Consider a p-vector x, distributed as N(f.t, cr2 I), where one is interested in 
estimating the vector f.l· We asume p ~ 3, and take the loss function l(P,, f.l) = 
liP- f-lll 2 . As is well known, Stein (1956) created considerable attention by proving 
that the natural estimator x is inadmissible; later James and Stein (1961) gave an 
explicit dominating estimator. Here we will concentrate on the situation with known 
cr, say cr' = 1, then the James-Stein estimator is P,s = (1- (p- 2)/llxll 2)+x. It is 
known that this estimator is also inadmissable, but it is also known that it can not 
be improved much - the latter statement can be made precise in various directions 
(see Shao and Strawderman, 1994). 
Several different groups are of relevance to this problem. The simple estimator 
x is best invariant with respect to the group of affine transformations, with respect 
to the group of linear transformations, and with respect to the group of translations 
x --+ x +b. This is easily shown from Corollary 11. 
A set of linear combinations C f.t, where C is a k X p matrix with 1 :S k < p, 
is not invariantly estimable under the affine group or the linear group. However, 
it is invariantly estimable under the group of translations; the corresponding best 
invariant estimator is Ax. This fact makes the estimator x of great interest even 
though it is not admissible, and this is also an argument for choosing the translation 
group. 
(b) Now turn to the group G1 of rotations around the origin. This group is 
nontransitive with orbits in the sample space indexed by a = llxll· Similarly, the 
orbits in the parameter space have T = 111-lll fixed, and we will look at a model 
where this is fixed to begin with. The parameters f.l, 111-lll and f.l/111-lll are invariantly 
estimable under G\, but not C f.l with C of dimension k X p with k < p. 
In Beran (1996) it was shown that the best invariant estimator of f.l under the 
group G 1 is given by 
(14) 
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where Iq ( z) is the modified Bessel function of the first kind of order q ( Gradshteyn 
and Ryshik, 1965). Further discussion and further references can be found in Beran 
(1996). We will verify this formula by using Corollary 11, and will at the same time 
find the necessary Haar measure, the density with respect to the Haar measure, and 
show a relation to the noncentral chisquare distribution. 
First we introduce polar coordinates: 
x1 =a cosu1 
x2 =a sinu1 cosu2 
Xp = a sinu1 sinu2 ... sinup-1· 
The Jacobian of this transformation is III = aP-1IsinP-2u1 ... sinup-21, from which 
one deduces that the Haar measure of the rotation group G1 is 
dv = lsinP-2u1 ... sinup-2ldu1 .. . dup-1, 
and that dx 1 ... dxp = aP-1dadv. 
From the fact that a2 has a noncentral chisquare distribution with parameters p 
and r 2, we find that a has a marginal density 
1 r 2 ta2 00 r 2i aP+2i- 1 2~+1 a~ - r 2 ta2 
1!',-(a) = 2~ e- 2 j; j!22i-1r(~ + j) = T~-1 e 2 I~-1 (ra), 
using the series expansion of the modified Bessel function: 
I (z) - ~ 1 (~)q+2j 
q - ka j!r(q + j + 1) 2 · (15) 
Then, if p~ ( x) is the probability density of the observations with respect to Haar 
measure of group G1 at the orbit determined by a, we have 
p 1 (x;-1';)2 1!',-(a)p~(x)dadv =IT r.:>=e- 2 dxi, 
i=1 y 21!' 
so that 
ap-1 _a2-2x'J.L±T2 (ra)~-1 x' -1 
P,.,.a (x) = e 2 = e 1-L (iP. (ra)) . (16) (27r)~7rT(a) 2P+11l'~ 2-1 
The parameter group G\ has the same structure as G1, giving in particular a Haar 
measured"(, similar to dv, but in terms of parameters. Taking L = 1 in Corollary 9, 
we find that J p~(x)d"f = 1 for all x, so from (16) 
J I 2P+11!'~ ex 1-Ld"( = E 1 lE_ 1 (ra). (ra)2- 2 (17) 
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Using Corollay 11 and differentiating with respect to x on both sides of equation 
(17), we find 
Here we have used the fact that a I ax (a) = X I a, and the identity - easily verified 
from (15): 
I~(z) = Iq+ 1 (z) + fj_Iq(z). 
z 
Beran (1996) also discusses estimates of r, which, when plugged in will turn (14) 
into a Stein type estimator ~ for f.l· In the present setting it may be natural to 
use the maximum likelihood estimator from the marginal distribution of the orbit 
index a, i.e., the square root of the maximum likelihood estimator of the noncen-
trality parameter in the noncentral chisquare distribution of a2 ( cp. the discussion 
in the next section). Using the simple moment estimator f 2 = a2 - p instead as an 
approximation, and expanding (14) for large a, we find 
' 1 1 
P, r--J (1- ~(p- 2"))x, 
that is, essentially a Stein estimator. Here the two first terms in the asymptotic 
expansion (Gradshteyn and Ryzhik, 1965, p. 962) of the Bessel function is used. 
It is natural to conjecture that if some optimal estimator forT is used in (14), the 
resulting fl,-estimator will be admissible and minimax. 
(c) Similar calculations - leading to more complicated expressions, which can 
however be simplified somewhat by using the above results - can be made in the 
rotation and expansion group G 2 given by transformations x -+ cQx, where Q is 
an orthogonal matrix with determinant +1, and where c > 0. When discussing this 
group, it of course does not make sense to keep the variance a 2 fixed. Thus the data 
x should be augmented by an estimator s of a, say such that ds 2 I a 2 has a chisquare 
distribution with d degrees of freedom, and then letting s -+ cs under the group G2. 
The sample space group then has orbits having constant values of a= llxll 2 I s2 , 
and the parameter group has orbits having constant values ofT= llf.lll 2la2 . The 
Haar measure of the sample space group is dvdrlr with r = llxll, while that of the 
parameter group is d'"'f da I a. The detailed calculations are omitted. 
(d) The conclusion from this example seems clear: On the one hand one can 
choose the translation group, leading to the simple estimator x and to a large class 
of linear invariantly estimable parameters. On the other hand one can choose a 
rotation type group, leading to more efficient Stein-like estimators depending upon 
an orbit parameter that has to be estimated. One disadvantage of the latter choice 
is that many parameters of interest in applications will not be invariantly estimable. 
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It is of course well known that the choice of a Stein type estimator depends on 
more than the parametric model. Choosing rotation around x 0 =F 0 leads to another 
estimator. In the setting of the present paper, this is just what one expects when 
another group is chosen. 
12 Estimation of the maximally invariant parameter. 
Up to now we have conditioned all inference upon the orbit index a in the sample 
space, and we have fixed the orbit index T in the parameter space. An important 
and well known fact is that the distribution of a depends solely upon T (Proposition 
1a). Hence inference on T can done by using the marginal distribution of a. Note 
that results like Theorem 7 are of no help in this part of the inference. 
As an illustration, inference on the ordered set of eigenvalues of~ in Example 1 
can be done from the distribution of sample eigenvalues, which is a drastic reduction 
from the original set of observations. Unfortunately, there is only an asymptotical 
formula for the likelihood function in this case. 
This•data reduction by invariance is related to data reduction by sufficiency, but 
it is also different, since it concentrates on just a part T of the parameter vector. 
The relationship between data reduction by invariance and by sufficiency has been 
discussed by Hall et al (1965), Basu (1970), Berk (1972) and Landers and Rogge 
(1973). 
From a more applied point of view, this can be related to well known methods. 
An interesting observation (made recently by McCullagh, 1998) is that the popular 
restricted maximum likelihood (REML) method of estimating variance components 
in mixed models (Patterson and Thompson, 1971) is of this form. To arrive at this 
fact, it is of course essential that a specific group (see Section 3) is chosen to be 
associated to the model. 
A striking example is the following one, originally discussed by Neyman and 
Scott (1948): Let Xij by independent N(fti,a2) (i = 1, ... ,n;j = 1,2). Then 
the ordinary maximum likelihood estimator of a 2 is &in = I:(xi1 - Xi2)2 /4n, 
severely biased, while the restricted maximum likelihood estimator will be unbi-
ased: a'AEML = L:(xil - Xi2) 2 /2n. The fti-parameters have been eliminated here by 
attaching the group with elements Xij -+ Xij + Ci to the model, and then observing 
that a 2 is the maximal invariant parameter. 
General results on consistency and asymptotic normality of the REML estimates 
have recently been proved by Jiang (1996). 
33 
13 Concluding remarks. 
It is tempting to cite from Efron (1998): 'A widely acceptable objective Bayes theory, 
which fiducial inference was intended to be, would be of immense theoretical and 
practical importance.' 
The purpose of this paper is indeed - among other things - to offer a coherent 
proposal for an objective Bayes theory- or equivalently, a theory of optimal inference 
under invariance. The price paid for this coherent theory is twofold: One has to 
fix a symmetry group for the problem at hand, and inference must be limited to 
parameters that are invariantly estimable under the group. 
In many simple cases the choice of group is rather obvious, but it seems to be a 
challenge to find good, general rules for choosing the group in more complicated cases. 
Expressing lack of information in symmetry terms might be one way to proceed. 
Sometimes several groups lead to the same solutions. 
Another question is whether the class of allowable parametric functions can be 
extended in any useful general way beyond the invariantly estimable ones. As illus-
trated in several cases above, however, this class can often be made rich enough for 
practical purposes by a suitable choice of group. As a general point, it must be more 
important to avoid incoherences than to be able to make inference on every possible 
parametric function. 
Of course, then, at last: There are situations where it is not natural to choose 
a symmetry group at all before doing statistical inference, and there are other cases 
where it does not help much to choose a group at all even if this choice is made in 
a reasonable way. (Two such examples - related, and both attributed to C. Stein 
- can be found in Lehmann (1959) p. 231 and Berger (1985), p. 420.) A final 
open question is therefore if any of the ideas in this paper can be generalized also 
to certain specific situations with which it is difficult or useless to associate such a 
strong structure as a symmetry group. 
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