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Abstract Using one’s hands in human–computer interac-
tion increases both the effectiveness of computer usage and
the speed of interaction. One way of accomplishing this goal
is to utilize computer vision techniques to develop hand-
gesture-based interfaces. A video database system is one
application where a hand-gesture-based interface is useful,
because it provides a way to specify certain queries more
easily. We present a hand-gesture-based interface for a video
database system to specify motion and spatiotemporal object
queries. We use a regular, low-cost camera to monitor the
movements and configurations of the user’s hands and trans-
late them to video queries. We conducted a user study to com-
pare our gesture-based interface with a mouse-based inter-
face on various types of video queries. The users evaluated
the two interfaces in terms of different usability parameters,
including the ease of learning, ease of use, ease of remem-
bering (memory), naturalness, comfortable use, satisfaction,
and enjoyment. The user study showed that querying video
databases is a promising application area for hand-gesture-
based interfaces, especially for queries involving motion and
spatiotemporal relations.
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1 Introduction
Convenience of the interaction device is one of the main cri-
teria for effective human–computer interaction (HCI). There
is no one interface suitable for all applications; the one that
is the most effective and comfortable for the users is the most
appropriate. For example, the human hand provides a very
promising interface for certain applications. In fact, hand
interfaces are supersets of mouse-based interfaces because
the capabilities of a mouse can be easily simulated by a hand.
Hand-based systems, however, have poor pixel accuracy, due
generally to the low-resolution cameras used to monitor the
hands and the image processing involved. Fortunately, not
all applications require high pixel accuracies, such as the
proposed video query interface.
At first, electromechanical gloves that track the user’s
palm and fingers were used for hand interaction, but this
method was uncomfortable, expensive, and complex. An
alternative is a vision-based system, in which one or more
cameras monitor the user’s hands, and the images acquired
from the cameras are processed to determine the command
the user performs. This system does not require any wear-
able or attached electromechanical equipment, that is, it is
a passive interface. Furthermore, it only needs an inexpen-
sive camera for image acquisition, and it provides the user
with a completely immersive interaction experience. How-
ever, there are still some problems with such vision-based
systems. First, robust real-time vision systems have not yet
been developed; many vision applications work under some
constraints, e.g., static background, markers for the users.
Second, further research is needed to determine appropriate
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vision-based hand interface applications and evaluate their
performance. This paper contributes to the second problem
by investigating whether querying a video database system is
an appropriate application for a vision-based hand interface.
Video retrieval systems provide fast access to large video
collections, and they are becoming important due to the grow-
ing amount of video data [1]. BilVideo-7 [2] is one such sys-
tem; it supports text, color, texture, shape, location, motion,
and spatiotemporal object queries on videos. First, videos
are decomposed into their building blocks: shots, keyframes,
still, and moving regions. Then, features are extracted and
stored in a database, which can be queried via a visual query
interface.
The primary goal of the visual query interface is to provide
users with a powerful and easy-to-use interface to formulate
various queries on a video database and retrieve the most
relevant videos or video segments. Some queries are easy
to formulate using keywords (query by keyword), for exam-
ple, “Retrieve video segments that contain an airplane.” In
this case, the user enters the keyword(s) using the keyboard,
presses the enter key to execute the query, and waits for the
results. If the query interface has speech recognition capa-
bility, the keywords can also be entered with speech. Some
queries are easier to formulate using examples (query by
example) or sketches, such as retrieving video segments hav-
ing similar color, texture, motion, etc., to the video segment
or sketch that is provided by the user.
We designed our hand-gesture-based query interface to
support four different query types: (1) spatial queries, (2)
motion trajectory queries, (3) motion trajectory with tempo-
ral relation queries, and (4) camera motion queries [2]. In
the query interface, the hands represent stationary or moving
objects (query types 1, 2, and 3), or a camera in different
types of motion (query type 4). Therefore, the hands need to
be continuously monitored to keep track of their configura-
tions; this is done by a camera connected to a PC running
a low-level visual processing module which processes the
video from the camera to track the hands.
Our system employs one webcam to monitor the user’s
hand movements. To facilitate and speed up the hand moni-
toring process (robustly detect, recognize, and track the hands
in real time), the user wears uniformly colored gloves on
her hands. Time-of-flight or projective depth cameras (MS
Kinect) [3] can also be used for this purpose within the
proposed framework instead of wearing different-colored
gloves, but since our focus is to investigate the applicabil-
ity of a hand-gesture-based interface for query formulation
in a video database, our colored glove-based system works
well for our purposes.
We conducted a user study to evaluate and compare our
gesture-based interface with a mouse-based interface. The
users performed predefined test queries for each query type
on both interfaces and filled out a questionnaire. We evaluated
the results to judge the suitability of a hand-gesture-based
interface for different types of queries in a video database.
The results showed that the gesture-based interface is bet-
ter for camera motion and motion trajectory with temporal
relation queries.
2 Related work
Although the idea of using hands in HCI is promising, it is
not effective in all applications. Appropriate applications for
hand interfaces should be determined by considering users’
assessments of usability criteria. Some applications focused
on low-level visual processing in hand interface systems [4,
5]. However, there exists limited literature on the usability of
hand-based systems. To the best of our knowledge, there are
no hand-based interfaces for video retrieval systems in the
literature; thus, we aim to fill this gap.
Barehand interaction is desirable in hand-based vision sys-
tems; however, it is challenging to achieve robust real-time
visual processing performance to monitor the hands. Kolsch
and Turk [6] developed a vision-based hand gesture inter-
face, HandVu, to detect and track a hand for wearable mobile
applications. It tracks hands well but requires high process-
ing power. Segen and Kumar [7] used barehand interaction
for their GestureVR system, but it requires a uniform back-
ground. Stauffer and Grimson [8] proposed a method that
updates the background model adaptively. This method gives
good results for gradual background changes, but it fails in
indoor environments where sudden changes may occur fre-
quently. Since our focus is on hand-gesture interface, rather
than the low-level visual processing for hand monitoring, we
decided to use colored gloves to reduce the problems due to
low-level visual processing.
Wang and Popovic [9] developed a system that can recon-
struct a 3D hand pose from a single image of the hand wearing
a specially designed multi-colored glove. Although there are
many sensor-based glove hardware systems that can track
and reconstruct a hand robustly [10], Wang and Popovic’s
system is more comfortable. Since our system does not need
3D model of hand, we sticked to uniformly colored gloves
instead of a specially colored or sensor-based gloves.
Numagucci et al. [11] proposed a puppet system to retrieve
movie clips that are similar to the motions of a puppet from
a motion capture database. They proposed an algorithm to
match puppet motions from a movie clip database. Our sys-
tem enables a user to describe the objects, their motions, and
spatiotemporal relations between them by hands. This differs
from the study of Numagucci’s in two ways. Our system does
not use any external objects such as a puppet to define the
motion, and the hands describe the objects and their relations,
not the motion of one person.
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Fig. 1 Software architecture
3 Setup and software architecture
In our hand-gesture-based interface, the user formulates
queries using her hands (one or both hands, depending on
the query) without wearing electromechanical devices. The
user’s hands are monitored by a camera. The height of the
camera determines the available working space of the user.
The user wears two different-colored gloves on her hands.
The gloves can be in any color provided that they are uni-
formly colored, and the background does not contain the
colors of the gloves. The system is trained once for a pair
of gloves (colors), as described in Sect. 5.1. We also assume
that severe lighting changes do not occur after training the
system for a pair of gloves (colors), in which case, the sys-
tem needs to be retrained. These constraints are imposed to
enable real-time visual processing, which is important for an
interactive system.
Our system has two main modules: (1) visual processing
module acquires images from the camera and processes them
to keep track of the hands’ configurations, which are fed to
the (2) query interface (Fig. 1). The query interface interacts
with the user (get inputs, display results, hand properties)
and forms the queries according to the query language of the
video database system.
4 The hand-gesture-based query interface
The hand-gesture-based query interface forms the video
queries based on the spatiotemporal hand configurations,
computed by the visual processing module, and displays
the query results (Fig. 3). It forms the queries according to
the query-by-example (or query-by-sketch) paradigm, that is,
the hands represent video objects (or the camera, in camera
motion queries), and queries are formed using the raw spa-
tiotemporal hand configurations, rather than converting them
to high-level semantics. For example, suppose the user wants
to search for video segments where an object moves from left
to right (motion trajectory query). To formulate the query, the
user moves her hand (the object) from left to right (see the
description of the motion trajectory query in Sect. 4.2 for
more details); in the meantime, the visual processing mod-
ule tracks the hand and collects a list of spatiotemporal object
locations (x, y, size, orientation, time), which are then used
by the query interface directly to form the trajectory query
(query-by-sketch). Then, the query processing module can
execute and return the query results to the query interface.
4.1 Gesture vocabulary
We define the basic hand gestures used to formulate certain
types of video retrieval queries. All queries are a combination
of the following gestures and/or postures.
Open-hand posture represents an object whose properties
can be modified, as in Fig. 2a. These properties include
hand position on the x–y plane (object location), hand
orientation (object’s angle around the z-axis), and hand
size (object size, or zoom level in camera motion queries).
While the hand has this posture, changing its properties
modifies the corresponding object’s properties. Moving
Fig. 2 Gesture/posture vocabulary: a open-hand posture; b closed-hand posture; c and d move; e and f rotate; g and h zoom or scale; i–l trajectory
specification
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an open-hand results in translation (see Fig. 2c, d), rotat-
ing an open hand rotates the object (see Fig. 2e, f), and
moving an open hand close to the camera increases the
object size or zooms the camera out (see Fig. 2g, h).
Closed-hand posture notifies the hand interface system
to add the object with the previous open-hand properties
into the query (see Fig. 2b).
Trajectory gesture starts with an open-hand posture to
start the trajectory specification. Then, the user closes her
hand and specifies the trajectory of the object. To finish
the trajectory, she switches from the closed-hand posture
to the open-hand posture (see Fig. 2i–l). This gesture is
recognized with a finite state machine (FSM).
4.2 Query formulation
Our query interface covers four types of queries: spatial,
motion trajectory, motion trajectory with spatiotemporal
relations and camera motion. For each type of query, a sep-
arate query interface is implemented.
4.2.1 Spatial Queries
The spatial query is used to search for an object’s position,
size, and orientation (x, y, s, θ), as well as the spatial rela-
tion between objects. One hand represents one object. The
open-hand posture describes the properties of the objects in
the scene (see Fig. 3a). After an open-hand posture, the user
closes her hand to add the object itself into the scene (see
Fig. 3b). For example, Fig. 3 shows the user’s hands repre-
senting a man and an airplane objects, with their properties
(x, y, s, θ). The yellow line shows the object’s orientation
(θ), and the line’s length represents the object’s size (s). The
blue hand in closed-hand posture adds the airplane with the
given properties in Fig. 3c into the scene. In this example, the
following query is sketched by our hand interface: “A man at
the right side of the scene is looking at an airplane moving
diagonally upward to the right.”
Fig. 3 Spatial query formulation. a Initial hand configuration; b “Add
object” hand posture for airplane; c hand properties in the scene
4.2.2 Motion trajectory queries.
The motion trajectory query is used to search for objects by
their trajectories (paths). To specify a trajectory, the user first
opens her hand (open-hand posture) to mark the initial con-
figuration of the object. Then, she closes and moves her hand
(closed-hand posture) to specify the trajectory. Assume that
the user wants to retrieve the video segments for the query
“Find the videos where John approaches a stationary Car
from the left.” Figure 4a–d show how the user adds the tra-
jectory of John with her left hand. The left hand (blue glove)
represents John, and the right hand (green glove) represents
the Car. The user places John in his initial position in 4a
with the open-hand posture. She marks the beginning of the
path with the closed-hand posture for John in 4b, then draws
his path in 4c, and finishes the path with the open-hand pos-
ture again in 4d. In the end, the trajectory is obtained by the
visual processing module as a list of spatiotemporal points
as shown in 4e.
The start and end of the trajectory is detected with the help
of a FSM, shown in Fig. 5. The machine has two states; S1 is
the trajectory start/ end state, and S2 is the trajectory drawing
state. Initially, the user moves her hand in open-hand posture
to the starting position of the path. To begin the trajectory,
she performs the closed-hand posture for half a second (10
consecutive frames at 20 fps). This causes a transition from S1
to S2, marking the starting point of the trajectory. In S2, while
the hand is in the closed-hand posture, all hand positions
(x, y) are added to the trajectory. To end the trajectory, the
user holds the open-hand posture for another half a second
(10 frames).
Fig. 4 Motion trajectory query formulation. a–d Sequence of hand
configurations; e specifying an object with its path
Fig. 5 FSM to recognize a motion trajectory action
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4.2.3 Spatiotemporal motion trajectory queries
This type of query involves trajectories with spatiotemporal
relations between the objects, e.g., two cars colliding in the
middle of the scene. To formulate this query, the user places
her hands on the sides and then moves them to each other
and collides them in the middle, as shown in Fig. 6. In such
queries, specifying the trajectory and spatiotemporal rela-
tions with the hands is easier, compared to a mouse-based
interface.
4.2.4 Camera motion queries
Camera motion query is used to search for video segments
having specified camera motions, such as tracking and zoom-
ing. A hand represents the camera, and its position (x, y) is
specified by moving the hand on the x–y plane. Zoom in/out
(s) is realized by moving the hand in the z-direction (Fig. 7),
and hand orientation determines the camera view direction
(θ). As the user moves her hand, the visual processing module
accumulates a list of camera motion parameters (x, y, s, θ)
by tracking the hand.
A sample camera motion query could be “Find all video
segments where a camera is moving from left to right while it
is panning from left to right and zooming in.” Figure 7 shows
how to formulate this query using one hand. The hand (or the
camera) is placed at the start point, as in Fig. 7a; then, while
moving her hand from left to right, the user moves her hand
down and changes its orientation from left-facing to right-
facing, as in Fig. 7b, c. As can be seen from this example,
the user can easily convert a detailed textual query into hand
Fig. 6 Spatiotemporal motion trajectory query formulation example:
two cars colliding in the middle of the scene. a Sequence of hand con-
figurations for collision; b defining a collision query
Fig. 7 Camera motion query formulation. a–c Hand poses for camera
motion query; d computed spatiotemporal camera configurations
movements. Moreover, the user can easily specify the motion
parameters (e.g., location, speed, zoom level, orientation) of
the camera at the same time. Such a query is very difficult to
formulate using a mouse-based interface.
5 Visual processing for hand tracking
The visual processing module keeps track of the hands’ con-
figurations (position, size, orientation) and feeds them to
the query interface. It uses a fast thresholding based color
segmentation to detect the hands wearing uniformly col-
ored gloves and a decision tree classifier with shape features
extracted from the segmented hand regions to recognize the
hand postures. We preferred simple and fast algorithms for
real-time performance, since real-time processing is crucial
in HCI.
5.1 Hand detection
Hand detection is achieved via color segmentation of the
hands wearing uniformly colored gloves (blue, green).
The input frames are segmented into three regions: left
hand, right hand, and background (Fig. 8). We use a
fast thresholding based segmentation in HSL (hue, sat-
uration, lightness) color space. For each color channel,
two threshold values (low, high) are required; hence, for
segmenting, one colored glove 6 thresholds are needed
([Hlow, Hhigh], [Slow, Shigh], [L low, Lhigh]). In total, 12
threshold values must be determined for two different col-
ors. This needs to be done only once for a pair of colored
gloves. The user selects a rectangular hand region for each
color/hand on the image to see the histograms of the H, S,
and L channels. The histograms are smoothed to reduce the
noise, and the thresholds are determined automatically based
on the histograms.
The acquired RGB image is converted to HSL color space
and processed pixelwise to determine pixels that belong to
the hands. After detecting the pixels possibly belonging to
the two hands/gloves, noise pixels are eliminated using a
Fig. 8 Color-based hand segmentation. a Input image; b correspond-
ing segmentation result
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3 × 3 median filter. The remaining pixels are grouped into
regions by 8-connected component analysis. Finally, for each
color class, the region with the largest area is taken as the
hand region; the remaining regions, if any, are discarded.
Figure 8b shows an input image and its segmentation. The
hand configuration (position, size, orientation) is computed
based on this segmentation. The hand position is the center
of mass of the hand blob; the hand size is the area of the
hand blob; and the hand orientation is in the direction of the
major axis of the ellipse obtained by least-squares fitting to
the boundary of the hand region.
Open- and closed-hand gestures are determined by using
a FSM that models the states (hand shapes) and transitions.
The states and transitions are manually constructed to detect
the open- and closed-hand gestures (cf. Fig. 5). In Fig. 8b, L
and R indicate the left and right hands, respectively; the lines
from the L and the R show the orientations of the hands, and
the line length is proportional to the hand size.
5.2 Hand posture recognition
Our query interface uses two hand postures (Sect. 4.1) that
must be recognized. This is achieved with a decision tree clas-
sifier using shape descriptors computed from the segmented
hand regions. Among many existing classifiers, we selected
the decision tree classifier, for its simplicity and efficiency
[12].
There are many shape representation techniques for shape
recognition [13]. Considering our problem of recognizing
open- and closed-hand postures, which is relatively easy, we
selected the following shape descriptors to represent the hand
shapes: compactness, axis ratio, convexity, and rectangular-
ity. This method is widely used to represent hand shapes
and is easy to implement, fast, and robust. Moreover, the
descriptors are invariant to translation, rotation, and scaling
[12], which is also crucial in hand shape recognition in our
case.
The classifier is trained for the two hand postures on var-
ious appearances of the hand postures as shown in Fig. 9,
using the above four shape descriptors as features. The clas-
sifier achieves 98 % accuracy on the task of recognizing our
open-/closed-hand postures, and above 90 % on the 8 pos-
tures shown in Fig. 10.
6 Experiments
We conducted a user study to assess the usability of the pro-
posed hand-based interface and a mouse-based interface in
terms of performance and attitude criteria [14]. The attitude
criteria are usefulness, learning, memory, naturalness, com-
fort, satisfaction, and enjoyment. The number of trials (or
error rate) and the task completion time (elapsed times) are
used to measure the performance of the two interfaces.
We evaluated the performance and usability of the two
interfaces for each query type (Sect. 4.2), using 10 test
queries. The participants were instructed to formulate the
given queries using both interfaces and fill out a question-
naire on the attitude criteria. During the experiments, we
also measured the error rates and task completion times of
the participants. The following hypotheses were determined
before building the proposed hand interface.
H1 Spatial queries, where the user defines the object’s posi-
tion, size, and orientation, are easily formed using the
mouse-based interface. We do not expect the hand-
based interface to improve the usability and performance
noticeably because the capability of a mouse is sufficient
for these operations.
Fig. 9 Collecting training data for hand posture recognition: different sizes, orientations and positions of the same hand shape
Fig. 10 Some of the possible hand postures that can be used in a hand-based interface
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H2 The main concern in a motion trajectory query is to draw
a path. This can be easily handled by a mouse-based
interface. We do not expect the hand-based interface to
improve the usability and performance significantly over
the mouse-based interface.
H3 Motion trajectory with temporal relation queries requires
the correct timing of object motions relative to each
other. As an example, consider a query to search for two
objects colliding, or two cars moving from left to right,
one after the other. Each object has its own path, and
the paths should be drawn with the appropriate timing
(temporal relation between motion trajectories). With a
mouse-based interface, it is easy to draw the trajectory of
one object, but hard to specify the timing for more trajec-
tories. With a hand-based interface, it is easy to specify
both the trajectory and timing of two objects using two
hands. Therefore, we expect our hand-based interface to
improve both the usability and the performance signifi-
cantly.
H4 Camera motion queries define the parameters of a cam-
era, such as its pan motion, zoom level, and rotation
around the z-axis. Usually, when drawing a path for a
pan motion, one must specify the zoom level of the cam-
era during the pan motion as well. Since a mouse-based
interface has a limited degree of freedom (x–y move-
ment, right button click, etc.), it is not appropriate for
specifying multiple camera properties at the same time.
Unlike the mouse-based interface, a hand-based inter-
face is better at providing many properties at once. For
instance, the center position of a hand represents the
position of a camera, while hand size represents its zoom
level, and hand orientation represents its viewing angle.
We expect that specifying camera motion queries using
a hand-based interface is easier and more efficient.
6.1 Participants
A total of 12 volunteers (five female, seven male) partici-
pated in the study. Their average age was 36 years (SD=6.2),
and their occupations were mathematician (1), physicist (2),
system admin (1), secretary (1), computer scientist (2), stu-
dent (3), and engineer (2). None of the participants reported
previous experience with a hand-based interface or similar,
and all of them were familiar with mouse interfaces.
6.2 Apparatus
The experimental setup consists of a desktop PC with a 1.7
GHz CPU of 2 GB RAM using Microsoft Windows XP, and
a web camera with a resolution of 320 × 240 at a rate of
30 frames per second (fps). A tripod was used to locate the
camera approximately one meter above the keyboard. Two
uniformly colored cotton gloves (blue, green) of medium
size were used for the hand-based interface. The system was
implemented in C++ using the OpenCV library [15].
6.3 Procedure
Each participant was trained on the aim of the video retrieval
system and how to formulate queries using the two inter-
faces. Then, they practiced several queries for each query
type. This training took an average of 65 min (SD = 10) for
each participant.
Each participant was instructed to formulate the 10 queries
listed in Sect. 6.4. The query type and the order of inter-
faces (hand-based or mouse-based) were randomly selected.
After performing the query on both interfaces, the partici-
pants filled out a questionnaire consisting of seven attitude
criteria using a Likert scale from 1 (strongly disagree) to 5
(strongly agree). We also measured the elapsed time of the
successful trials in seconds, and the number of trials to com-
plete the query successfully. Since test queries contained sev-
eral queries for some query types, we averaged their results
(median for Likert scale, mean for ratio scale).
6.4 Test queries
Each user performed ten queries from the four query types
using the mouse- and hand-based interfaces.
Type 1: Spatial queries
1. Two objects are side by side, with the left one smaller
than the right one. They are facing each other.
2. Two objects are under one another, with the upper one
facing right, and the lower one facing left.
Type 2: Motion trajectory queries
3. An object is moving from left to right on a linear path.
4. An object is moving from right to left on a sinusoidal
path.
Type 3: Motion trajectory with temporal relation queries
5. Two objects are moving, with the left one moving from
top to bottom, and the right one moving from bottom to
top.
6. Two objects are colliding at the center of the scene. After
collision, they move in opposite directions.
Type 4: Camera motion queries
7. The camera moves from left to right while zooming out.
8. The camera zooms in and then zooms out.
9. The camera pans right to left while moving left.
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Fig. 11 Evaluation of spatial queries
10. The camera moves right while rotating from left to right
and zooming in then zooming out.
6.5 Results and discussion
The experiment was conducted using a repeated measures
within-subject design for two interfaces. For each interface,
we collected seven attitude data and two objective perfor-
mance data. Since attitude criteria are based on the Likert
scale, we analyzed them using the binomial sign test, which
is a nonparametric statistical test and used paired t test for the
performance data, which are on a ratio scale. For all statisti-
cal tests, SPSS 17 was used, and the alpha level was set as .01
to test whether the differences were statistically significant.
6.5.1 Spatial queries (Type 1)
Our hypothesis (H1) states that there would be no difference
between the two interfaces in terms of usability and perfor-
mance. Figure 11 and the first rows of Tables 1 and 2 show
the results of the attitude and performance criteria for spa-
tial queries. Overall, our hypothesis is true since only natural
and enjoyment criteria in the hand-based interface were rated
higher than those in the mouse-based interface (see Fig. 11
and p = .004 (natural) and p = .001 (enjoyment) in the
first row of Table 1). Table 2 indicates that the error rate and
query completion time were not statistically different. This
was an expected result due to the novelty effect of the hand-
based interface. As a result, we can say that both interfaces
are similar in terms of usability and performance.
Table 2 Results of paired-t test for error rate and elapsed time for the
four query types
Type Error rate Elapsed time
t (d f = 11) Significance t (d f = 11) Significance
1 −1.000 0.340 −2.690 0.020
2 0.560 0.580 0.290 0.770
3 −14.120 0.000* −13.510 0.000*
4 0.430 0.670 −13.410 0.000*
* p < 0.01
6.5.2 Motion trajectory queries (Type 2)
Figure 12 shows the results of the motion trajectory query
type, which are similar to the spatial query results in Fig. 11.
Since the participants were familiar with mouse devices and
the task is not difficult with a mouse, they did not find
any noticeable differences between the two interfaces. These
results confirmed that our hypothesis, H2, is true; however,
participants indicated that the hand-based interface is more
enjoyable to use than the mouse-based interface, p = .004,
Table 1. This is also due to the novelty effect.
6.5.3 Motion trajectory queries with temporal relation
(Type 3)
The results of the motion trajectory with temporal relation
query type show significant differences between the two
Fig. 12 Evaluation of motion trajectory queries
Table 1 Results of binomial sign test for attitude criteria for the four query types
Type Significance (2-tailed)
Learn Use Memory Natural Comfort Satis. Enjoy.
1 0.625 0.016 1.000 0.004* 1.000 1.000 0.001*
2 0.500 1.000 0.680 0.040 0.070 0.125 0.004*
3 0.031 0.001* 0.031 0.001* 0.002* 0.001* 0.001*
4 0.039 0.001* 0.070 0.001* 0.109 0.008* 0.001*
* p < 0.01
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Fig. 13 Evaluation of motion trajectory queries with temporal rela-
tions
interfaces in terms of both attitude and performance eval-
uations. Specifying two paths while including temporal rela-
tions between two objects is very difficult in the mouse-based
interface because controlling an object with a mouse and
another with a keyboard requires good motor skills and prac-
tice. However, in a hand-based interface, the two objects in
the scene are directly represented by the hands; it is easier to
control one’s hand movements when a device is not attached
to them. Referencing Fig. 13 and Table 1, the hand-based
interface is much easier to use (p = .001), more comfort-
able (p = .002), more satisfying (p = .001), more natural
or familiar (p = .001), and more enjoyable (p = .001) than
the mouse-based interface. These results indicate that par-
ticipants found the hand-based interface as a more usable
interface. The results of the objective performance criteria
in Table 2 also show that the hand-based interface leads to
lower error rate, and this difference is statistically signifi-
cant: t (11) = −14.12, p < .01. The queries formed in the
hand-based interface took significantly less time than those in
the mouse-based interface: t (11) = −13.51, p < .01. Con-
sequently, the hand-based interface outperforms the mouse-
based interface in terms of both usability and performance
criteria; these results support our hypothesis H3.
6.5.4 Camera motion queries (Type 4)
In the mouse-based interface, it is not possible to provide
zoom levels and orientations while drawing the path of a
camera. Therefore, the user must provide the camera proper-
ties in discrete time intervals. However, a hand as a device can
represent many properties of a camera at once. For example,
the center position of the hand shows the location of a camera,
the distance of the hand from the camera indicates the zoom
level, and the orientation of the hand represents the angle of
camera around the z-axis. Therefore, while moving a hand,
one can easily and continuously provide the zoom level and
orientation of the camera. Using the hand directly eliminates
the need for an external device and has the benefit of a higher
degree of freedom. Since camera motion queries require the
parameters of the camera continuously, the hand-based inter-
Fig. 14 Evaluation of camera motion queries
face is more appropriate than the mouse-based interface. Fig-
ure 14 compares the two interfaces. The bar charts show that
the hand-based interface is superior in both attitude and per-
formance criteria. Participants indicated significant differ-
ences between the two interfaces in terms of use (p = .001),
naturalness (p = .001), satisfaction (p = .008), and enjoy-
ment (p = .001) in Table 1. Furthermore, Table 2 shows
that participants completed camera motion queries using the
hand-based interface faster than the mouse-based interface:
t (11) = −13.41, p < .01. However, the error rate is not sig-
nificantly different between the two interfaces because the
participants made few mistakes and continuously setting the
camera parameters took a long time. The results of the atti-
tude and performance criteria indicate that the hand-based
interface is more efficient and usable than the mouse-based
interface; thus, our hypothesis, H4, is supported.
6.5.5 Performance of the visual processing module
Although our main focus was on evaluating the query inter-
face rather than the low-level visual processing, we also eval-
uated the performance of the visual processing module to
see whether it performs well enough so that the function-
ality of the query interface is not adversely affected due to
problems in low-level processing. During each query per-
formed by the participants, we collected the following data:
(i) the number of frames in the query, (ii) the number of
wrongly recognized hand postures, and (iii) the number of
wrongly recognized hand-gestures. Then, the values are aver-
aged over all queries. According to the results, one query
takes about 8 s (242 frames at 30 fps) on the average, and
only 2 % of the hand postures were recognized wrongly. The
gesture recognition accuracy is 89 %; in other words, the
system generates approximately one gesture command erro-
neously in ten queries. Using a low end PC with 1.7 GHz,
we achieve about 20–22 frames per second. Our tests on a
mid-range PC show that the system runs at 30 frames per
second smoothly. These results show that under normal cir-
cumstances, the visual processing module can run in real time
with high performance to support the query interface.
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Our main goal is to determine whether a hand interface
is better than the mouse–keyboard-based interface for video
queries. We assessed mostly the subjective criteria; hence, the
stability of the hand interface is crucial. A poor hand interface
cannot compete with a stable mouse interface. Therefore, we
gave higher priority to stability than flexibility (barehand). If
we remove our restrictions (colored gloves for both hands), it
leads to a more complex but fragile and less stable interface.
The participant may have to repeat the same scenario many
times due to the poor interface, and this adversely affects the
subjective criteria. The orientation of thumb is a promising
clue about the hand’s type (left or right), but it still requires
a good segmentation. Based on our tests, the color glove
provides better results than barehand segmentation. Using
only one colored glove instead of two relaxes the restriction,
but it makes the case of overlapping hands harder. Wearing
a long-sleeved shirt with the same color as the gloves fails
our system, since hand regions are segmented based on color
only. One possible solution would be to employ a wrist detec-
tion algorithm to segment and separate the hands from the
arms; however, this would reduce the robustness and speed
of the system.
7 Conclusion
We investigated whether a hand-based interface is appropri-
ate for efficient query formulation on video retrieval systems.
This was motivated by the observation that it is very hard
to formulate certain queries with a mouse-based interface.
Such queries usually require an interaction method/device
with a higher degree of freedom; hence, the mouse is insuf-
ficient to formulate these queries efficiently. As a solu-
tion, we proposed a hand-gesture-based interface, by tak-
ing advantage of human hands as the main device for the
interaction.
We conducted a user study to compare our hand interface
with a mouse interface in terms of attitude and performance
criteria on four types of video queries. The results showed
that the participants were happy with the mouse interface for
the formulation of spatial and motion trajectory queries and
that a hand-based interface is more appropriate for motion
trajectory with temporal relations and camera motion queries.
For the latter queries, human hands are used as an interface
device with higher degree of freedom than a mouse, which
allowed the participants to prepare such queries efficiently.
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