Dimensions of automorphism group schemes of finite level truncations of
  $F$-cyclic $F$-crystals by Ding, Zeyu & Xiao, Xiao
ar
X
iv
:1
81
2.
03
57
7v
3 
 [m
ath
.N
T]
  9
 Ju
l 2
01
9
DIMENSIONS OF AUTOMORPHISM GROUP SCHEMES OF
FINITE LEVEL TRUNCATIONS OF F -CYCLIC F -CRYSTALS
ZEYU DING AND XIAO XIAO
Abstract. Let Mπ be an F -cyclic F -crystal Mπ over an algebraically closed
field defined by a permutation π and a set of prescribed Hodge slopes. We
prove combinatorial formulas for the dimension γMπ (m) of the automorphism
group scheme of Mπ at finite levelm and the number of connected components
of the endomorphism group scheme of Mπ at finite level m. As an application,
we show that if Mπ is a nonordinary Dieudonne´ module defined by a cycle π,
then γMπ (m + 1) − γMπ (m) < γMπ (m) − γMπ (m − 1) for all 1 ≤ m ≤ nMπ ,
where nMπ is the isomorphism number of Mπ.
1. Introduction
Fix an integer m ≥ 1, a prime number p and an algebraically closed field k
of characteristic p throughout this paper. Let D be a p-divisible group over k of
codimension c and dimension d. The isomorphism number nD of D is the smallest
nonnegative integer such that for every p-divisible group C over k of the same
codimension and dimension as D, if C[pnD ] is isomorphic to D[pnD ], then C is
isomorphic to D. For every integer n ≥ 0, let Aut(D[pn]) be the smooth affine
group scheme over k of automorphisms of D[pn] and let γD(n) = dim(Aut(D[p
n])).
Hence γD(0) = 0. Moreover, γD(1) = 0 if and only if D ordinary (i.e., D ∼=
(Qp/Zp)
c ⊕ µdp∞). For every integer l > 0, let
SD(l) := (γD(n+ l)− γD(n))n≥0
be an infinite sequence of nonnegative integers. Gabber and Vasiu proved that:
Theorem 1.1. [2, Theorem 1] Let D be a nonordinary p-divisible group over k.
For every integer l > 0, the sequence SD(l) is nonincreasing and we have
0 < γD(1) < γD(2) < · · · < γD(nD) = γD(nD + 1) = · · · .
For every integer l > 0, as γD(nD+ l) = γD(nD+ l−1) = γD(nD) and γD(nD) >
γD(nD − 1), we get that
0 = γD(nD + l)− γD(nD) < γD(nD + l − 1)− γD(nD − 1),
which is the only strictly decreasing part of SD(l) guaranteed by Theorem 1.1. We
want to study whether the finite sequence S∗D(l) := (γD(n + l)− γD(n))0≤n<nD is
strictly decreasing. If S∗D(1) is strictly decreasing, then S
∗
D(l) is strictly decreasing
for every integer l ≥ 2 because
γD(n+ l)− γD(n) =
l∑
i=1
(γD(n+ i)− γD(n+ i− 1)).
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In this paper, we show that for a certain family of p-divisible groups Dπ that are
defined by a cycle π and a set of prescribed Hodge slopes, the sequence S∗Dπ(1) is
strictly decreasing and hence S∗Dπ (l) is strictly decreasing for every integer l > 0.
1.1. F -cyclic p-divisible Groups. LetW (k) be the ring of p-typical Witt vectors
with coefficients in k. Let Wm(k) = W (k)/(p
m) be the ring of truncated p-typical
Witt vectors of length m with coefficients in k. Let B(k) = W (k)[1/p] be the field
of fractions of W (k). Let σ be the Frobenius automorphism of k, W (k), Wm(k)
and B(k).
An F -crystal over k is a pair M = (M,ϕ), where M is a free W (k)-module of
finite rank r and σ : M → M is a σ-linear monomorphism. If pM ⊂ ϕ(M) ⊂ M ,
then M is called a (contravariant) Dieudonne´ module. For every F -crystal M, the
isomorphism number nM is the smallest nonnegative integer such that for every
W (k)-linear automorphism g ofM , if g ≡ 1 modulo pnM , then the F -crystal (M, gϕ)
is isomorphic toM; see [4, Main Theorem A] for the existence of nM. LetAutm(M)
(resp. Endm(M)) be the smooth affine group scheme over k whose k-valued points
is the group of automorphisms (resp. group of endomorphisms) of M modulo pm;
see Subsection 2.1 for precise definitions. Let γM(m) be the dimension ofAutm(M)
and γM(0) = 0.
It is well-known that the category of p-divisible groups over k is anti-equivalent
to the category of Dieudonne´ modules over k. If M is the Dieudonne´ module of
some p-divisible group D, then nM = nD and γM(n) = γD(n) for every integer
n ≥ 0.
We recall the following definition from [6, Definition 1.5.1].
Definition 1.2. Recall that c and d are nonnegative integers such that r := c+ d.
Let B = (v1, v2, . . . , vr) be an orderedW (k)-basis of M and let π be a permutation
of the set Ir := {1, 2, . . . , r}. LetMc,d,B,π = (M,ϕc,d,B,π) be the Dieudonne´ module
over k with the property that ϕc,d,B,π(vi) = vπ(i) if i ∈ {1, . . . , c} and ϕc,d,B,π(vi) =
pvπ(i) if i ∈ {c+1, . . . , r}. A Dieudonne´ module M of codimension c and dimension
d is said to be F -cyclic (resp. F -circular) if there exist a permutation (resp. an
r-cycle permutation) π on Ir and an ordered W (k)-basis B of M such that M is
isomorphic to Mc,d,B,π. A p-divisible group D is said to be F -cyclic (resp. F -
circular) if the Dieudonne´ module of D is F -cyclic (resp. F -circular). When c, d
and B are understood, we let Dπ be the p-divisible group of Mπ := Mc,d,B,π.
Kraft’s work [3] on the classification of finite group schemes over k that are
annihilated by p implicitly implies that for every p-divisible group D over k, there
exists a permutation π such that Dπ[p] ∼= D[p]. In [5], F -cyclic p-divisible groups
are studied using the language of Weyl groups. Vasiu proved that if π1, π2 are two
permutations on Ir, then the p-divisible groups Dπ1 and Dπ2 are isomorphic if and
only if Dπ1 [p] and Dπ2 [p] are isomorphic; see [5, 1.3 Basic Theorem B (a)].
As an application of the classification of D-truncations mod p of the so-called
Shimura F -crystals over k, Vasiu provides a formula for γDπ(1); see [5, 1.2 Basic
Theorem A]. In this paper, we prove an explicit formula for γMπ(m) for all F -cyclic
F -crystals Mπ.
1.2. Main Results. Our main results pertain to all F -cyclic F -crystals (see Defi-
nition 2.1) but for the sake of simplicity, here we only state their version for F -cyclic
Dieudonne´ modules. Let Mπ be an F -cyclic Dieudonne´ module of rank r = c+ d,
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codimension c, and dimension d. LetBπ×π be the set of orbits of π×π on I2r . For ev-
ery orbit O = {(i1, j1), (i2, j2), . . . , (is, js)} in Bπ×π, i.e., (π×π)(it, jt) = (it+1, jt+1)
for t ∈ Is−1 and (π × π)(it+1, jt+1) = (i1, j1), define
ǫO = (ǫ1, ǫ2, . . . , ǫs) := (ei1 − ej1 , ei2 − ej2 , . . . , eis − ejs),
where e1 = e2 = · · · = ec = 0 and ec+1 = ec+2 = · · · = er = 1 are the Hodge slopes
of Mπ. Note that ǫi ∈ {0,±1} for all 1 ≤ i ≤ s. Let |O| = s ≥ 1 denote the length
of O. For every positive integer λ, let aλ(ǫO) be the number of free linear segments
of level λ in ǫO as introduced in Definition 4.5. For every nonnegative integer λ, let
Cπ(λ) ⊂ Bπ×π be the set of orbits O such that ǫO is a circular sequence of level λ
as introduced in Definition 4.13.
Theorem 1.3 (Main Result, Dieudonne´ Module Case). Let Mπ be an F -cyclic
Dieudonne´ module over k. Using the above notation, for every integer m ≥ 1, the
dimension of Autm(Mπ) is equal to∑
O∈Bπ×π
m∑
λ=1
aλ(ǫO),
and the number of connected components of Endm(Mπ) is equal to p
b, where
b =
m−1∑
λ=0
∑
O∈Cπ(λ)
(m− λ)|O|.
See Theorem 4.16 for the more general F -crystal case, which will imply the
Dieudonne´ module case stated above. We state one application of the main result.
Corollary 1.4 (Theorem 5.1). If M is a nonordinary F -circular Dieudonne´ module
over k of rank r ≥ 2 (and thus nM ≥ 1), then the sequence S∗M(1) is strictly
decreasing, i.e., we have
γM(1)− γM(0) > γM(2)− γM(1) > · · · > γM(nM)− γM(nM − 1) > 0.
Remark 1.5. Although Theorem 1.1 can be generalized to the F -crystal case (see
[7, Proposition 2.11, Theorem 3.15]) and Theorem 1.3 applies to F -cyclic F -crystal
as well, it is not true that the sequence S∗
M
(l) is always strictly decreasing if M
is an F -circular F -crystal. We construct an F -circular F -crystal M of rank 2 in
Example 5.5 such that S∗
M
(1) is a constant sequence of arbitrary finite length.
Notation 1.6. All p-divisible groups, Dieudonne´ modules, and F -crystals in this
paper are over k.
2. Endomorphism Group Schemes at Finite Level
2.1. Basic Setup. Let M = (M,ϕ) be an F -crystal of rank r > 0. For each integer
m ≥ 1, there is a smooth affine group scheme Autm(M) over k such that its group
of k-valued points is the group of automorphisms of M modulo pm. More precisely,
we have
Autm(M)(k) = {f¯ ∈ GLM/pmM (Wm(k)) | ∃ f ∈ GLM (W (k))
such that P (f) = f¯ and ϕfϕ−1 ∈ f + pmEndM (W (k)},
where P : GLM (W (k)) → GLM/pmM (Wm(k)) is the restriction modulo pm epi-
morphism. Similarly, there exists a smooth affine group scheme Endm(M) over k
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such that its group of k-valued points is the additive group of endomorphisms of
M modulo pm. More precisely, we have
Endm(M)(k) = {f¯ ∈ EndM/pmM (Wm(k)) | ∃ f ∈ EndM (W (k))
such that P ′(f) = f¯ and ϕfϕ−1 ∈ f + pmEndM (W (k))},
where P ′ : EndM (W (k)) → EndM/pmM (Wm(k)) is the restriction modulo pm epi-
morphism. We refer to [7, Section 2.4] for the detail construction of Autm(M)
and Endm(M). Note that Autm(M) is an open subscheme of Endm(M), thus the
dimension of Autm(M) and the dimension of Endm(M) are equal.
Definition 2.1. Let M be an F -crystal, and E = (e1, e2, · · · , er) be the sequence
of Hodge slopes of M. For every ordered W (k)-basis B = (v1, v2, . . . , vr) of M
and every permutation π on Ir = {1, 2, . . . , r}, we define an F -crystal ME,B,π =
(M,ϕE,B,π) by the formula ϕE,B,π(vi) = p
eivπ(i) for all i ∈ Ir . We say that M with
Hodge slopes E is F -cyclic (resp. F -circular) if there exists an ordered W (k)-basis
B of M and a permutation (resp. an r-cycle permutation) π on Ir such that M
is isomorphic to ME,B,π. When E and B are understood, we let ME,B,π = Mπ =
(M,ϕπ).
LetMπ = (M,ϕπ) be an F -cyclic F -crystal of rank r > 0. For (i, j) ∈ I2r , let vi,j :
M →M be the W (k)-linear map such that for each l ∈ Ir, vi,j(vl) = δj,lvi. Hence
{vi,j |(i, j) ∈ I2r } is aW (k)-basis of EndM (W (k)), theW (k)-algebra of all theW (k)-
linear endomorphisms of M . We denote also by ϕπ the σ-linear endomorphism of
EndM (W (k))[1/p] given by the rule: for every f ∈ EndM (W (k))[1/p], we have
ϕπ(f) = ϕπ ◦ f ◦ ϕ−1π . Therefore, for every (i, j) ∈ I2r , we have
ϕπ(vi,j) = p
ei−ejvπ(i),π(j).
If we let ǫi,j := ei − ej , then we have
ϕπ(vi,j) = p
ǫi,jvπ(i),π(j).
If we let µi,j := max{0,−ǫi,j}, then for every
f =
∑
(i,j)∈I2r
y
i,j
vi,j ∈ EndM (W (k)), yi,j ∈ W (k),
we have
ϕπ(f) =
∑
(i,j)∈I2r
σ(y
i,j
)pǫi,jvπ(i),π(j) ∈ EndM (W (k))
if and only if for all (i, j) ∈ I2r , we have yi,j = pµi,jxi,j for some xi,j ∈W (k).
If ϕπ(f) ∈ f + pmEndM (W (k)), then
(2.1)
∑
(i,j)∈I2r
pµi,j+ǫi,jσ(xi,j)vπ(i),π(j) ≡
∑
(i,j)∈I2r
pµi,jxi,jvi,j mod p
m,
whence
(2.2) pµi,j+ǫi,jσ(xi,j) ≡ pµπ(i),π(j)xπ(i),π(j) mod pm,
for all (i, j) ∈ I2r . Let Bπ×π be the set of orbits of π × π on I2r and let O =
{(i1, j1), (i2, j2), . . . , (is, js)} be an orbit of length s, i.e., (π×π)(it, jt) = (it+1, jt+1)
for t ∈ Is, where the subscripts are taken modulo s. For simplicity, set xt := xit,jt ,
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ǫt := ǫit,jt = eit − ejt , µt := µit,jt , and ǫO := (ǫ1, . . . , ǫs). Equation (2.2) is
equivalent to
(2.3) pµt+ǫtσ(xt) ≡ pµt+1xt+1 mod pm,
for all t ∈ Is. Let (x0,t, x1,t, . . . , xm−1,t) ∈ Wm(k) be the reduction of xt modulo
pm, where xi,t ∈ k for all i ∈ {0, 1, . . . ,m− 1}.
2.2. Digraphs. Assume that |O| ≥ 2. We describe Equations (2.3) using weighted
directed graphs (or just digraphs for short in this paper), where each vertex rep-
resents a variable and the weight w of each directed edge means that the equation
“sourcep
w+1
= target” holds. We consider different possible values of ǫt and ǫt+1 in
eleven mutually exclusive cases:
Case (1). Suppose (ǫt, ǫt+1) ∈ S1,m, where
S1,m := {(x, y) ∈ Z2 | 0 < x = −y < m}.
Then (2.3) is equivalent to
pǫt(xp0,t, x
p
1,t, . . . , x
p
m−1,t) ≡ pǫt(x0,t+1, x1,t+1, . . . , xm−1,t+1) mod pm.
This is further equivalent to the system of equations1:
(2.4) xp0,t = x0,t+1, x
p
1,t = x1,t+1, . . . , x
p
m−ǫt−1,t
= xm−ǫt−1,t+1.
We use Figure 1 to represent (2.4).
x0,t
x1,t
...
xm−ǫt−1,t
xm−ǫt,t
...
xm−1,t
x0,t+1
x1,t+1
...
xm−ǫt−1,t+1
xm−ǫt,t+1
...
xm−1,t+1
0
0
0
Figure 1. Digraph
for Case (1)
x0,t
x1,t
...
xm−ǫt−1,t
xm−ǫt,t
...
xm−1,t
x0,t+1
x1,t+1
...
xm−ǫt−1,t+1
xm−ǫt,t+1
...
xm−1,t+1
0
0
0
0
0
Figure 2. Digraph
for Case (2)
Case (2). Suppose (ǫt, ǫt+1) ∈ S2, where
S2 = S2,m := {(x, y) ∈ Z2 | x ≤ 0 ≤ y}.
Then (2.3) is equivalent to
(xp0,t, x
p
1,t, . . . , x
p
m−1,t) ≡ (x0,t+1, x1,t+1, . . . , xm−1,t+1) mod pm.
This is further equivalent to the system of equations:
(2.5) xp0,t = x0,t+1, x
p
1,t = x1,t+1, . . . , x
p
m−1,t = xm−1,t+1.
We use Figure 2 to represent (2.5).
1As we are only considering smooth affine group schemes over k and their k-valued points,
here and in what follows, each equation of the form xp
a
i,t
= xp
b
j,t+1
is replaced by the equation
x
pa−b
i,t
= xj,t+1, in which a− b could be negative.
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x0,t = 0
...
x−ǫt+1−ǫt−1,t = 0
x−ǫt+1−ǫt,t
...
...
xm−ǫt−1,t
xm−ǫt,t
...
xm−1,t
x0,t+1
...
...
xm+ǫt+1−1,t+1
xm+ǫt+1,t+1
...
...
...
...
xm−1,t+1
ǫt+1
+ ǫt
ǫt+1
+ ǫt
Figure 3. Digraph for Case (3) with negative weights
Case (3). Suppose (ǫt, ǫt+1) ∈ S3,m, where
S3,m := {(x, y) ∈ Z2 | 0 ≤ x < −y < m}.
Then (2.3) is equivalent to
pǫs(xp0,t, x
p
1,t, . . . , x
p
m−1,t) ≡ p−ǫt+1(x0,t+1, x1,t+1, . . . , xm−1,t+1) mod pm.
This is further equivalent to the system of equations:
(2.6)
x0,t = x1,t = · · · = x−ǫt+1−ǫt−1,t = 0,
xp
ǫt+1+ǫt+1
−ǫt+1−ǫt,t = x0,t+1, . . . , x
pǫt+1+ǫt+1
m−ǫt−1,t
= xm+ǫt+1−1,t+1.
We use Figure 3 to represent (2.6).
Case (4). Suppose (ǫt, ǫt+1) ∈ S4,m, where
S4,m := {(x, y) ∈ Z2 | 0 ≤ x < m ≤ −y}.
Then (2.3) is equivalent to the system of equations:
(2.7) x0,t = · · · = xm−ǫt−1,t = 0.
The digraph representing (2.7) contains no edges and two columns of
vertices, i.e., xi,t on the left and xi,t+1 on the right for i ∈ {0, . . . ,m−1},
with the first m− ǫt top left vertices marked to be 0.
Case (5). Suppose (ǫt, ǫt+1) ∈ S5,m, where
S5,m := {(x, y) ∈ Z2 | 0 ≤ −y < x < m}.
Then (2.3) is, as in Case (3), equivalent to
pǫs(xp0,t, x
p
1,t, . . . , x
p
m−1,t) ≡ p−ǫt+1(x0,t+1, x1,t+1, . . . , xm−1,t+1) mod pm.
This is further equivalent to the system of equations:
(2.8)
x0,t+1 = x1,t+1 = · · · = xǫt+ǫt+1−1,t+1 = 0,
xp
ǫt+1+ǫt+1
0,t = xǫt+1+ǫt,t+1, . . . , x
pǫt+1+ǫt+1
m−ǫt−1,t
= xm+ǫt+1−1,t+1.
We use Figure 4 to represent (2.8).
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x0,t
...
...
xm−ǫt−1,t
xm−ǫt,t
...
...
...
...
xm−1,t
x0,t+1 = 0
...
xǫt+ǫt+1−1,t+1 = 0
xǫt+ǫt+1,t+1
...
...
xm+ǫt+1−1,t+1
xm+ǫt+1,t+1
...
xm−1,t+1
ǫt+1 + ǫt
ǫt+1 + ǫt
Figure 4. Digraph for Case (5) with positive weights
Case (6). Suppose (ǫt, ǫt+1) ∈ S6,m, where
S6,m := {(x, y) ∈ Z2 | 0 ≤ −y < m ≤ x}.
Then (2.3) is equivalent to the system of equations:
(2.9) x0,t+1 = · · · = xm+ǫt+1−1,t+1 = 0.
The digraph representing (2.9) contains no edges and two columns of
vertices, i.e., xi,t on the left and xi,t+1 on the right for i ∈ {0, . . . ,m−1},
with the first m+ ǫt+1 top right vertices marked to be 0.
Case (7). Suppose (ǫt, ǫt+1) ∈ S7,m, where
S7,m := {(x, y) ∈ Z2 | x ≥ m, y ≤ −m}.
In this case, (2.3) always holds and hence the digraph contains no edges
and just two columns of vertices, i.e., xi,t on the left and xi,t+1 on the
right for i ∈ {0, . . . ,m− 1} (so no vertices are marked to be 0).
Case (8). Suppose (ǫt, ǫt+1) ∈ S8,m, where
S8,m := {(x, y) ∈ Z2 | x < 0 < −y < m}.
Then (2.3) is equivalent to
(xp0,t, x
p
1,t, . . . , x
p
m−1,t) ≡ p−ǫt+1(x0,t+1, x1,t+1, . . . , xm−1,t+1) mod pm.
This is further equivalent to the system of equations:
(2.10)
x0,t = x1,t = · · · = x−ǫt+1−1,t = 0,
xp
ǫt+1+1
−ǫt+1,t = x0,t+1, . . . , x
pǫt+1+1
m−1,t = xm+ǫt+1−1,t+1.
We use Figure 5 to represent (2.10).
Case (9). Suppose (ǫt, ǫt+1) ∈ S9,m, where
S9,m := {(x, y) ∈ Z2 | x < 0 < m ≤ −y}.
Then (2.3) is equivalent to the system of equations:
(2.11) x0,t = x1,t = · · · = xm−1,t = 0.
The digraph representing (2.11) contains no edges, m zero vertices on
the left, and xi,t+1 for i ∈ {0, . . . ,m− 1} as vertices on the right.
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x0,t = 0
...
x−ǫt+1−1,t = 0
x−ǫt+1,t
...
xm−1,t
x0,t+1
...
xm+ǫt+1−1,t+1
xm+ǫt+1,t+1
...
xm−1,t+1
ǫt+1
ǫt+1
Figure 5. Digraph for Case (8) with negative weights
x0,t
...
xm−ǫt−1,t
xm−ǫt,t
...
xm−1,t
x0,t+1 = 0
...
xǫt−1,t+1 = 0
xǫt,t+1
...
xm−1,t+1
ǫt
ǫt
Figure 6. Digraph for Case (10) with positive weights
Case (10). Suppose (ǫt, ǫt+1) ∈ S10,m, where
S10,m := {(x, y) ∈ Z2 | 0 < x < m, y > 0}.
Then (2.3) is equivalent to
pǫt(xp1,t, x
p
2,t, . . . , x
p
m,t) ≡ (x1,t+1, x2,t+1, . . . , xm,t+1) mod pm.
This is further equivalent to the system of equations:
(2.12)
x0,t+1 = x1,t+1 = · · · = xǫt−1,t+1 = 0,
xp
ǫt+1
0,t = xǫt,t+1, . . . , x
pǫt+1
m−ǫt−1,t
= xm−1,t+1.
We use Figure 6 to represent (2.12).
Case (11). Suppose (ǫt, ǫt+1) ∈ S11,m, where
S11,m := {(x, y) ∈ Z2 | x ≥ m, y > 0}.
Then (2.3) is equivalent to the system of equations:
(2.13) x0,t+1 = x1,t+1 = · · · = xm−1,t+1 = 0.
The digraph representing (2.13) contains no edges, m zero vertices on
the right, and xi,t for i ∈ {0, . . . ,m− 1} as vertices on the left.
The above eleven cases cover all possible values of (ǫt, ǫt+1) as
Z2 =
11⊔
i=1
Si,m.
If xi,txj,t+1 is an edge in any one of the eleven digraphs above, then its weight
only depends on the values of ǫt and ǫt+1 as it is equal to max(ǫt, 0)+min(ǫt+1, 0).
Furthermore, we note that the weight of xi,txj,t+1 is equal to j − i. Hence we have
(2.14) lv(ǫt, ǫt+1) := max(ǫt, 0) + min(ǫt+1, 0) = j − i.
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Remark 2.2. If (ǫt, ǫt+1) ∈ Z2 with |ǫt| > m (resp. |ǫt+1| > m), then the con-
structed digraph does not change if we replace ǫt (resp. ǫt+1) by sgn(ǫt) ·m (resp.
sgn(ǫt+1) ·m).
Remark 2.3. If |O| = 1, then (2.3) is equivalent to
(2.15) pµ1+ǫ1σ(x1) = p
µ1x1 mod p
m.
If ǫ1 > 0 (resp. ǫ1 < 0), then (2.15) is equivalent to p
ǫ1σ(x1) = x1 mod p
m (resp.
σ(x1) = p
µ1x1 mod p
m). In either case, we know that
(2.16) x0,1 = x1,1 = · · · = xm−1,t = 0.
The digraph representing (2.16) contains m zero vertices and no edges.
If ǫ1 = 0, then (2.15) is equivalent to
σ(x1) = x1 mod p
m.
This is equivalent to
(2.17) xp0,1 = x0,1, . . . , x
p
m−1,t = xm−1,t.
The digraph representing (2.17) contains m vertices, i.e. x0,1, . . . , xm−1,1. For each
i ∈ {0, . . . ,m−1}, there is an edge whose source and target are both xi,1 and whose
weight is 0.
To end this subsection, we construct the digraph ΓEndm(Mπ) as follows. For
each O ∈ Bπ×π, we have a circular sequence of integer ǫO = (ǫ1, . . . , ǫ|O|) such
that for each t ∈ I|O|, |ǫt| is less than or equal to the difference of the largest
and the smallest Hodge slope of Mπ. If |O| = 1, then ΓmǫO is given by Remark
2.3. Suppose |O| ≥ 2. For each pair (ǫt, ǫt+1), we have constructed a digraph
Γmǫt,ǫt+1 = (V
m
ǫt,ǫt+1 , E
m
ǫt,ǫt+1 , w
m
ǫt,ǫt+1), where V
m
ǫt,ǫt+1 is the vertex set, E
m
ǫt,ǫt+1 is the
edge set, and wmǫt,ǫt+1 : E
m
ǫt,ǫt+1 → Z is the weight function. The vertex set V mǫt,ǫt+1
has 2m vertices. We define ΓmǫO to be the union of all Γ
m
ǫt,ǫt+1 as t ∈ I|O| with the
understanding that ǫ|O|+1 := ǫ1. If |O| = 2, then V mǫ1,ǫ2 = Vmǫ2,ǫ1 and thus the union
of the vertex sets is a nondisjoint union. If |O| ≥ 3, then the union of the vertex
sets is also a nondisjoint union as Vmǫt−1,ǫt ∩ V mǫt,ǫt+1 = {x0,t, . . . , xm−1,t}. The edge
set of ΓmǫO is a disjoint union as E
m
ǫt−1,ǫt ∩ Emǫt,ǫt+1 = ∅. The weight function of ΓmǫO
is well-defined as the edge set of ΓmǫO is a disjoint union. We define
ΓEndm(M) =
⊔
O∈Bπ×π
ΓmǫO .
2.3. Connected Components and Dimension of Endm(M). We recall two
basic definitions from graph theory. By a circular graph, we mean a connected
graph that has exactly one cycle and that every vertex has degree 2 2. A (weighted)
circular digraph is a weighted circular directed graph. By a linear graph, we mean
a connected graph that either has one vertex with no edges or has at least two
vertices of degree 1 while other vertices (if any) have degree 2. A (weighted) linear
digraph is a weighted linear directed graph.
We want to understand how zero vertices affect other vertices in ΓEndm(M).
During the construction of ΓEndm(M), each vertex that has already been regarded
as zero has degree either 0 or 1, and thus cannot be in a circular digraph. If a
vertex of degree 1 has been regarded as zero, then it must be either the origin or
2In a circular graph with one vertex v and one edge, the degree of v is still 2.
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the terminal of a linear digraph. Due to the relation sourcep
w+1
= target, all other
vertices in that linear digraph will be regarded as zero vertices as well. In other
words, if there is one vertex that has been regarded as zero in a linear digraph, then
all vertices in that linear digraph will be regarded as zero.
Definition 2.4. We call a (weighted) linear digraph that does not contain any zero
vertex a (weighted) free linear digraph.
There are two types of connected components of ΓEndm(M) which have no ver-
tex regarded as zero: free linear digraphs and circular digraphs. We denote by
ℓ(ΓEndm(M)) the number of free linear digraphs in ΓEndm(M). For each edge
xi,txj,t+1 of a circular digraph of weight w, we recall that w = j − i. As the origin
and the terminal of a circular digraph are the same, we know that the sum of weights
of all edges of every circular digraph is equal to 0. We denote by w(ΓEndm(M)) the
total number of edges in all circular digraphs in ΓEndm(M).
Proposition 2.5. Let M ∼= Mπ be an F -cyclic F -crystal over k.
(1) The number of connected components of Endm(M) is equal to p
w(ΓEndm(M)).
(2) The dimension of Endm(M) is equal to ℓ(ΓEndm(M)).
Proof. For any k-algebra R, let Rperf be the perfection of R. If R is smooth, let
c(R) = c(Rperf) be the number of connected components of SpecR or SpecRperf.
Let r be the rank of M and let E := Endm(M). Let
X := {xt,i,j | t = 0, 1, . . . ,m− 1, (i, j) ∈ I2r },
and I be the ideal of k[X ] generated by the relations defined by (2.2) for all (i, j) ∈
I2r , where xi,j ≡ (x0,i,j , . . . , xm−1,i,j) ∈ Wm(k) modulo pm. For every l ∈ Im and
(i, j) ∈ I2r , if xl,i,j is regarded as a zero vertex in ΓE, then xl,i,j ∈ I. The perfection
of the representing k-algebra of E is
k[E]perf ∼= k[X ]perf/
√
I.
For every orbit O ∈ Bπ×π, let
XO := {xt,i,j | t = 0, 1, . . . ,m− 1, (i, j) ∈ O},
and IO be the ideal of k[XO] generated by the relations defined by (2.2) for all
(i, j) ∈ O. Let
k[O] := k[XO]
perf/
√
IO,
and thus we have
k[E]perf ∼=
∏
O∈Bπ×π
k[O].
For each O ∈ Bπ×π, let CO be the set of connected components of ΓmǫO . For each
C ∈ CO, let VC be the set of vertices of C and EC be the set of edges of C. Let IC
be the ideal of k[VC] generated by the relations defined by the edge set EC. Let
k[C] := k[VC]
perf/
√
IC,
and thus we have
(2.18) k[E]perf ∼=
∏
O∈Bπ×π
k[O] ∼=
∏
O∈Bπ×π
∏
C∈CO
k[C].
The first type of connected components C1 ∈ CO is a linear digraph. If C1 con-
tains a zero vertex, then the entire linear digraph contains just zero vertices. Hence
DIMENSIONS OF AUTOMORPHISM GROUP SCHEMES OF F -CRYSTALS 11
k[C1] ∼= k has dimension 0 and has exactly one connected component. Suppose C1
does not contain a zero vertex (and thus it is a free linear digraph) and the vertices
(in order) are xl1,1, xl2,2, . . . , xlt,t, where xl1,1 is the origin and xlt,t is the terminal.
We have xlj+1,j+1 = x
pwj
lj ,j
, where wj is the weight of the edge xlj ,jxlj+1,j+1 for
all j ∈ It−1. In this case, xl1,1 can be considered as a free variable in k[C1] and
xl2,2, . . . , xlt,t depend on the choice of xl1,1. We easily get that k[C1]
∼= k[xl1,1]perf
has dimension 1 and exactly one connected component.
The second type of connected components C2 ∈ CO is a circular digraph. Recall
that no vertices in a circular digraph can be zero because zero vertices have degree
either 0 or 1. Let w = w(C2) be the number of edges in C2. Let xl,1 be a vertex of
C2. Because the sum of all weights of edges in C2 is equal to 0, we have xl,1 = x
pw
l,1 .
There are pw solutions to this equation in k and once the value of xl,1 is fixed
(among these pw solutions), the values of each vertex of C2 is uniquely determined.
Hence k[C2] ∼= kpw has dimension 0 and exactly pw connected components.
Based on (2.18), we conclude that the dimension of E is equal to
dim(k[E]perf) =
∑
O∈Bπ×π
∑
C∈CO
dim(k[C]) =
∑
free linear digraph
C1 in ΓE
1 = ℓ(ΓE).
Similarly, the number of connected components of E is equal to
c(k[E]perf) =
∏
O∈Bπ×π
∏
C∈CO
c(k[C]) =
∏
circular digraph
C2 in ΓE
c(k[C2])
=
∏
circular digraph
C2 in ΓE
pw(C2) = pw(ΓE). 
3. Two Reductions
In this section, we first generalize the construction of weighted digraphs in Sub-
section 2.2 to any circular sequence of integers ǫ. Then we develop two reductions
that allow us to modify the sequence ǫ without changing the number of free linear
digraphs and the number of circular digraphs in the associated weighted digraph.
Using these two reductions, we will able to get combinatorial formulas for the di-
mension and the number of connected components of Endm(M) in the next section.
3.1. Generalization.
Definition 3.1. Let ǫ = (ǫ1, ǫ2, . . . , ǫs) be a circular sequence of integers. If s ≥ 2,
for every t ∈ Is, there is a digraph Γmǫt,ǫt+1 (as constructed in Subsection 2.2)
associated to the pair of integers (ǫt, ǫt+1). Here ǫs+1 := ǫ1. The vertex set of
Γmǫt,ǫt+1 is
{x0,t, . . . , xm−1,t, x0,t+1, . . . , xm−1,t+1},
and each edge (if any) of Γmǫt,ǫt+1 has source xi,t and target xj,t+1 for some i, j ∈
{0, . . . ,m− 1}. Let Γmǫ be the nondisjoint union of Γmǫt,ǫt+1 for all i ∈ Is. If s = 1,
then let Γmǫ be the digraph constructed in the same way as in Remark 2.3. Let
ℓ(Γmǫ ) be the number of free linear digraphs in Γ
m
ǫ , c(Γ
m
ǫ ) be the number of circular
digraphs in Γmǫ , and w(Γ
m
ǫ ) be the total number of edges in all circular digraphs in
Γmǫ .
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Remark 3.2. Let
η = (ηs, ηs−1, . . . , η1) := (−ǫs,−ǫs−1, . . . ,−ǫ1).
For every pair of consecutive integers (ηt+1, ηt) in η, let Γ
m
ηt+1,ηt be the digraph (as
in Subsection 2.2) with the vertex set
{x0,t+1, . . . , xm−1,t+1, x0,t, . . . , xm−1,t},
and each edge (if any) of Γmηt+1,ηt has source xj,t+1 and target xi,t for some i, j ∈
{0, . . . ,m− 1}. Let Γmη be the (nondisjoint if s ≥ 2) union of Γmηt+1,ηt .
The digraph Γmηt+1,ηt can be obtained from Γ
m
ǫt,ǫt+1 by first reversing the direction
of all edges (if any), and then taking additive inverses of all the weights. As a result,
Γmη can be obtained from Γ
m
ǫ by first reversing the direction of all edges (if any),
and then taking additive inverses of all the weights.
Proposition 3.3. For every circular sequence of integers ǫ = (ǫ1, ǫ2, . . . , ǫs), if
Γmǫ contains a circular digraph, then each circular digraph of Γ
m
ǫ contains exactly
s vertices and
∑s
i=1 ǫi = 0.
Proof. If Γmǫ contains a circular digraph, then the number of vertices of the circular
digraph is a multiple of s because the origin and the terminal of a circular digraph
must be the same. Suppose that there is a circular digraph that contains ts vertices.
Let
xl11,1, xl12,2, . . . , xl1s,s, xl21,1, xl22,2, . . . , xl2s,s, . . . , xlt1,1, xlt2,2, . . . , xlts,s
denote the sequence of its vertices. By considering the difference
l(j+1)1 − lj1 = (lj2 − lj1) + (lj3 − lj2) + · · ·+ (ljs − lj(s−1)) + (l(j+1)1 − ljs),
= lv(ǫ1, ǫ2) + lv(ǫ2, ǫ3) + · · ·+ lv(ǫs−1, ǫs) + lv(ǫs, ǫ1)
for all j ∈ It−1, we have
l21 − l11 = l31 − l21 = · · · = lt1 − l(t−1)1 = l11 − lt1 =: ι.
As tι = (l21 − l11) + (l31 − l21) + · · ·+ (lt1 − l(t−1)1) + (l11 − lt1) = 0, we know that
ι = 0 and thus l21 = l11. This implies that t = 1 and
∑s
i=1 lv(ǫi, ǫi+1) = 0, where
ǫs+1 := ǫ1.
To show that
∑s
i=1 ǫi = 0, note that for every x ∈ R, we have
(3.1) max{x, 0}+min{x, 0} = x.
We have
s∑
i=1
ǫi =
s∑
i=1
(max{ǫi, 0}+min{ǫi, 0}) as (3.1)
=
s∑
i=1
(max{ǫi, 0}+min{ǫi+1, 0}) as ǫs+1 := ǫ1
=
s∑
i=1
lv(ǫi, ǫi+1) = 0. as (2.14) 
Corollary 3.4. Let ǫ be a circular sequence of s integers (thus |ǫ| = s). We have
w(Γmǫ ) = c(Γ
m
ǫ )× s.
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Proof. By Proposition 3.3, each circular digraph has s vertices and thus s edges.
Hence w(Γmǫ ) = c(Γ
m
ǫ )× s. 
3.2. First Reduction.
Theorem 3.5 (First Reduction). Let ǫ = (ǫ1, ǫ2, . . . , ǫs) be a circular sequence of
s ≥ 2 integers. Let ǫ′ = (ǫ1 + ǫ2, ǫ3, . . . , ǫs). If ǫ1ǫ2 > 0, then c(Γmǫ ) = c(Γmǫ′ ) and
ℓ(Γmǫ ) = ℓ(Γ
m
ǫ′ ).
We will prove Theorem 3.5 in a series of lemmas. The next lemma proves The-
orem 3.5 when ǫ = (ǫ1, ǫ2) is a circular sequence of two integers.
Lemma 3.6. Let ǫ = (ǫ1, ǫ2) be a circular sequence of two integers with ǫ1ǫ2 > 0.
Let ǫ′ = (ǫ1 + ǫ2). We have c(Γ
m
ǫ ) = c(Γ
m
ǫ′ ) = 0 and ℓ(Γ
m
ǫ ) = ℓ(Γ
m
ǫ′ ) = 0.
Proof. If ǫ1, ǫ2 > 0 (resp. ǫ1, ǫ2 < 0), then from Cases (10) and (11) (resp. Cases
(8) and (9)) in Subsection 2.2, we know that all vertices of Γmǫ are regarded as zero.
As ǫ1 + ǫ2 6= 0, by Remark 2.3, we know that all vertices of Γmǫ′ are regarded as
zero. Thus we have c(Γmǫ ) = c(Γ
m
ǫ′ ) = 0 and ℓ(Γ
m
ǫ ) = ℓ(Γ
m
ǫ′ ) = 0. 
Next we study the case when the circular sequence ǫ has more than two integers.
Lemma 3.7. To prove Theorem 3.5, it is enough to assume ǫ1, ǫ2 > 0.
Proof. Suppose ǫ1, ǫ2 < 0. Let
η = (ηs, . . . , η3, η2, η1) = (−ǫs, . . . ,−ǫ3,−ǫ2,−ǫ1),
η′ = (η′s, . . . , η
′
3, η
′
1) = (−ǫs, . . . ,−ǫ3,−ǫ2 − ǫ1).
By Remark 3.2, we know that Γmη (resp. Γ
m
η′) can be obtained from Γ
m
ǫ (resp. Γ
m
ǫ′ )
by reversing all the edges and taking additive inverses of all the weights. As a
result, we have
c(Γmǫ ) = c(Γ
m
η ), ℓ(Γ
m
ǫ ) = ℓ(Γ
m
η ), c(Γ
m
ǫ′ ) = c(Γ
m
η′), ℓ(Γ
m
ǫ′ ) = ℓ(Γ
m
η′).
If Theorem 3.5 is true when ǫ1, ǫ2 > 0, then
c(Γmη ) = c(Γ
m
η′ ), ℓ(Γ
m
η ) = ℓ(Γ
m
η′)
as η1, η2 > 0. Hence
c(Γmǫ ) = c(Γ
m
η ) = c(Γ
m
η′) = c(Γ
m
ǫ′ ), ℓ(Γ
m
ǫ ) = ℓ(Γ
m
η ) = ℓ(Γ
m
η′) = ℓ(Γ
m
ǫ′ ). 
For the remaining of this subsection, we assume that ǫ1, ǫ2 > 0. Let
Γm := Γmǫ1,ǫ2 ∪ Γmǫ2,ǫ3 , Γ′
m
:= Γmǫ1+ǫ2,ǫ3 .
For consistency, we use {x0,1, . . . , xm−1,1, x0,3, . . . , xm−1,3} as the vertex set of Γ′m.
Lemma 3.8. Let ǫ = (ǫ1, ǫ2, . . . , ǫs) be a circular sequence of at least three integers.
Let ǫ′ = (ǫ1+ ǫ2, ǫ3, . . . , ǫs). If ǫ1, ǫ2 > 0 and ǫ1+ ǫ2 < m, then c(Γ
m
ǫ ) = c(Γ
m
ǫ′ ) and
ℓ(Γmǫ ) = ℓ(Γ
m
ǫ′ ).
Proof. We construct Γm and Γ′
m
in six mutually exclusive cases.
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Case (1). Suppose that ǫ3 ≥ 0.
x0,1
...
xm−ǫ1−ǫ2−1,1
...
xm−ǫ1−1,1
xm−ǫ1,1
...
xm−1,1
0
...
0
xǫ1,2
...
xm−ǫ2−1,2
...
xm−1,2
0
...
...
...
0
xǫ1+ǫ2,3
...
xm−1,3
ǫ
1
ǫ
1
ǫ
1
ǫ2
ǫ2
x0,1
...
xm−ǫ1−ǫ2−1,1
xm−ǫ1−ǫ2,1
...
xm−1,1
0
...
0
xǫ1+ǫ2,3
...
xm−1,3
ǫ1 +
ǫ2
ǫ1 +
ǫ2
Figure 7. Digraphs for Γm and Γ′m in Case (1)
Case (2). Suppose that ǫ3 < 0 and ǫ3 ∈ {−1,−2, . . . ,−ǫ2 + 1}.
x0,1
...
xm−ǫ1−ǫ2−1,1
...
...
xm−ǫ1−1,1
...
...
xm−1,1
0
...
0
xǫ1,2
...
xm−ǫ2−1,2
...
...
xm−1,2
0
...
...
0
xǫ1+ǫ2+ǫ3,3
...
xm+ǫ3−1,3
...
xm−1,3
ǫ
1
ǫ
1
ǫ
1
ǫ2 + ǫ3
ǫ2 + ǫ3
x0,1
...
xm−ǫ1−ǫ2−1,1
xm−ǫ1−ǫ2,1
...
...
...
xm−1,1
0
...
0
xǫ1+ǫ2+ǫ3,3
...
xm+ǫ3−1,3
...
xm−1,3
ǫ1 +
ǫ2 +
ǫ3
ǫ1 +
ǫ2 +
ǫ3
Figure 8. Digraphs for Γm and Γ′
m
in Case (2)
Case (3). Suppose that ǫ3 < 0 and ǫ3 = −ǫ2.
x0,1
...
xm−ǫ1−ǫ2−1,1
...
xm−ǫ1−1,1
xm−ǫ1,1
...
xm−1,1
0
...
0
xǫ1,2
...
xm−ǫ2−1,2
...
xm−1,2
0
...
0
xǫ1,3
...
xm−ǫ2−1,3
...
xm−1,3
ǫ
1
ǫ
1
ǫ
1
0
0
x0,1
...
xm−ǫ1−ǫ2−1,1
xm−ǫ1−ǫ2,1
...
...
...
xm−1,1
0
...
0
xǫ1,3
...
xm−ǫ2−1,3
...
xm−1,3
ǫ1
ǫ1
Figure 9. Digraphs for Γm and Γ′
m
for Case (3)
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Case (4). Suppose that ǫ3 < 0 and ǫ3 ∈ {−ǫ2 − 1,−ǫ2 − 2, . . . ,−ǫ2 − ǫ1}.
x0,1
...
xm−ǫ1−ǫ2−1,1
...
xm−ǫ1−1,1
...
...
...
xm−1,1
0
...
...
0
xǫ1,2
...
xm−ǫ2−1,2
...
xm−1,2
0
...
0
xǫ1+ǫ2+ǫ3,3
...
xm+ǫ3−1,3
...
...
xm−1,3
ǫ
1
ǫ
1
ǫ
1
ǫ2 +
ǫ3
ǫ2 +
ǫ3
x0,1
...
xm−ǫ1−ǫ2−1,1
xm−ǫ1−ǫ2,1
...
...
...
xm−1,1
0
...
0
xǫ1+ǫ2+ǫ3,3
...
xm+ǫ3−1,3
...
xm−1,3
ǫ1 +
ǫ2 +
ǫ3
ǫ1 +
ǫ2 +
ǫ3
Figure 10. Digraphs for Γm and Γ′
m
in Case (4)
Case (5). Suppose that ǫ3 < 0 and ǫ3 ∈ {−ǫ2 − ǫ1 − 1,−ǫ2 − ǫ1 − 2, . . . ,−m+ 1}.
0
...
0
x−ǫ1−ǫ2−ǫ3,1
...
xm−ǫ1−ǫ2−1,1
...
xm−ǫ1−1,1
...
xm−1,1
0
...
...
...
0
x−ǫ2−ǫ3,2
...
xm−ǫ2−1,2
...
xm−1,2
x0,3
...
xm+ǫ3−1,3
...
...
...
...
...
...
xm−1,3
ǫ1
ǫ1
ǫ1
ǫ 2
+
ǫ 3
ǫ 2
+
ǫ 3
0
...
0
x−ǫ1−ǫ2−ǫ3,1
...
xm−ǫ1−ǫ2−1,1
...
xm−1,1
x0,3
...
xm+ǫ3−1,3
...
...
...
...
xm−1,3
ǫ1
+
ǫ2
+
ǫ3
ǫ1
+
ǫ2
+
ǫ3
Figure 11. Digraphs for Γm and Γ′
m
in Case (5)
Case (6). Suppose that ǫ3 < 0 and −ǫ3 ∈ {−m,−m− 1, . . . }.
0
...
0
xm−ǫ1−ǫ2,1
...
xm−ǫ1−1,1
...
xm−1,1
0
...
...
0
xm−ǫ2,2
...
...
xm−1,2
x0,3
...
...
...
...
...
...
xm−1,3
ǫ1
ǫ1
0
...
0
xm−ǫ1−ǫ2,1
...
xm−1,1
x0,3
...
...
...
...
xm−1,3
Figure 12. Digraphs for Γm and Γ′
m
in Case (6)
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In each one of the six cases it is clear that if we replace Γm with Γ′
m
in Γmǫ ,
the number of free linear digraphs and the number of circular digraphs will not
change. 
Lemma 3.9. Let ǫ = (ǫ1, ǫ2, . . . , ǫs) be a circular sequence of at least three integers.
Let ǫ′ = (ǫ1+ ǫ2, ǫ3, . . . , ǫs). If ǫ1, ǫ2 > 0 and ǫ1+ ǫ2 ≥ m, then c(Γmǫ ) = c(Γmǫ′ ) and
ℓ(Γmǫ ) = ℓ(Γ
m
ǫ′ ).
Proof. The proof of Lemma 3.9 is entirely similar to the proof of Lemma 3.8 by
considering cases. As ǫ1 + ǫ2 ≥ m, the digraph Γ′m has no edges and is com-
pletely determined by specifying its zero vertices. If ǫ3 ≤ −m, then Γ′m has no
zero vertices. If ǫ3 ≥ 0, then the zero vertices of Γ′m are precisely the vertices
x0,3, . . . , xm−1,3. If −m < ǫ3 < 0, then Γ′m is as in Figure 13 below. In Figure 13
we present the digraph Γm in only one of the possible cases and we omit it for all
other cases.
x0,1
...
xm−ǫ1−1,1
...
...
...
...
...
xm−1,1
0
...
x−ǫ3+ǫ2,2 = 0
...
xm−ǫ2−1,2 = 0
...
xǫ1,2
...
xm−1,2
x0,3 = 0
...
xm+ǫ3−1,3 = 0
xm+ǫ3,3
...
...
...
...
xm−1,3
ǫ
1
ǫ
1
ǫ2
+
ǫ3
ǫ2
+
ǫ3
x0,1
...
...
...
...
...
...
xm−1,1
0
...
0
xm+ǫ3,3
...
...
...
xm−1,3
Figure 13. Digraphs for Γm and Γ′
m
when 0 ≤ ǫ1, ǫ2 < m, ǫ3 < 0
with ǫ1 + ǫ2 ≥ m > −ǫ3 > ǫ2

Proof of Theorem 3.5. Lemma 3.7 allows us to only consider the case when both
ǫ1 and ǫ2 are positive. Lemma 3.6 proves Theorem 3.5 when the sequence ǫ has
only two integers. Lemmas 3.8 and 3.9 prove Theorem 3.5 when the sequence ǫ has
more than two integers. 
By Theorem 3.5, changing every nonzero integer ǫi in ǫ into |ǫi| copies of con-
secutive |ǫi|/ǫi ∈ {1,−1} will not change the number of free linear digraphs and
circular digraphs. We illustrate this in the next example.
Example 3.10. Suppose m = 5. Let ǫ = (3, 0,−1,−2), ǫ′ = (1, 1, 1, 0,−1,−1,−1),
and ǫ′′ = (3,−3). The digraphs Γ5ǫ ,Γ5ǫ′ and Γ5ǫ′′ are as follows:
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x0,1
x1,1
x2,1
x3,1
x4,1
0
0
0
x3,2
x4,2
0
0
x2,3
x3,3
x4,3
x0,4
x1,4
x2,4
x3,4
x4,4
3
3
−
1
−
1
−
1
−
1
−
2
−
2
−
2
0
0
0
0
0
0
0
0
0
0
Figure 14. Digraph for Γ5ǫ
x0,1
x1,1
x2,1
x3,1
x4,1
0
x1,2
x2,2
x3,2
x4,2
0
0
x2,3
x3,3
x4,3
0
0
0
x3,4
x4,4
0
0
x2,5
x3,5
x4,5
0
x1,6
x2,6
x3,6
x4,6
x0,7
x1,7
x2,7
x3,7
x4,7
0
0
0
0
0
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
0
0
0
0
0
Figure 15. Digraph for Γ5ǫ′
x0,1
x1,1
x2,1
x3,1
x4,1
x0,2
x1,2
x2,2
x3,2
x4,2
0
0
0
0
0
0
0
0
0
0
0
0
Figure 16. Digraph for Γ5ǫ′′
Clearly c(Γ5ǫ) = c(Γ
5
ǫ′) = 2 and ℓ(Γ
5
ǫ) = ℓ(Γ
5
ǫ′) = 3. This is guaranteed by
Theorem 3.5. We also observe that c(Γ5ǫ′′) = 2 and ℓ(Γ
5
ǫ′′) = 3. This suggests that
we can also remove all the zeroes in ǫ and it motivates the second reduction.
3.3. Second Reduction.
Theorem 3.11 (Second Reduction). Let ǫ = (ǫ1, ǫ2, . . . , ǫs) be a circular sequence
such that not all ǫi’s are zeroes. If ǫ
′ is the circular sequence constructed from ǫ by
removing all zeroes, then we have c(Γmǫ ) = c(Γ
m
ǫ′ ) and ℓ(Γ
m
ǫ ) = ℓ(Γ
m
ǫ′ ).
Proof. To prove this theorem, we can assume that ǫi ∈ {±1, 0} by Theorem 3.5 for
all i ∈ Is. If ǫ does not contain any zeroes, there is nothing to prove. Without loss
of generality, we can assume that ǫ2 = 0. Recall that Γ
m is the union of Γmǫ1,ǫ2 and
Γmǫ2,ǫ3 , and Γ
′m = Γmǫ1,ǫ3 . Let ǫ
′′ = (ǫ1, ǫ3, . . . , ǫs). If we replace Γ
m by Γ′
m
in Γmǫ ,
then we get Γmǫ′′ . We compare Γ
m and Γ′
m
in four cases as follows.
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Case (1). (ǫ1, ǫ2, ǫ3) ∈ {(−1, 0, 1), (0, 0, 0), (−1, 0, 0), (0, 0, 1)}.
x0,1
...
xm−1,1
x0,2
...
xm−1,2
x0,3
...
xm−1,3
0 0
0 0
x0,1
...
xm−1,1
x0,3
...
xm−1,3
0
0
Figure 17. Digraphs for Γm and Γ′
m
in Case (1)
Case (2). (ǫ1, ǫ2, ǫ3) ∈ {(−1, 0,−1), (0, 0,−1)}.
0
x1,1
...
xm−1,1
0
x1,2
...
xm−1,2
x0,3
...
xm−2,3
xm−1,3
0
0
0
−
1
−
1
0
x1,1
...
xm−1,1
x0,3
...
xm−2,3
xm−1,3
−
1
−
1
Figure 18. Digraphs for Γm and Γ′
m
in Case (2)
Case (3). (ǫ1, ǫ2, ǫ3) ∈ {(1, 0, 0), (1, 0, 1)}.
x0,1
...
xm−2,1
xm−1,1
0
x1,2
...
xm−1,2
0
x1,3
...
xm−1,3
1
1
0
0
0
x0,1
...
xm−2,1
xm−1,1
0
x1,3
...
xm−1,3
1
1
Figure 19. Digraphs for Γm and Γ′
m
in Case (3)
Case (4). (ǫ1, ǫ2, ǫ3) = (1, 0,−1).
x0,1
...
xm−2,1
xm−1,1
0
x1,2
...
xm−1,2
x0,3
...
xm−2,3
xm−1,3
1
1
−
1
−
1
x0,1
...
xm−2,1
xm−1,1
x0,3
...
xm−2,3
xm−1,3
0
0
Figure 20. Digraphs for Γm and Γ′
m
in Case (4)
In each of the four cases above, it is easy to see that if we replace Γm with Γ′
m
in
Γmǫ , the number of free linear digraphs and the number of circular digraphs do not
change. By applying this process repeatedly, we can remove all the zeroes in the ǫ
sequence to get ǫ′ such that c(Γmǫ ) = c(Γ
m
ǫ′ ) and ℓ(Γ
m
ǫ ) = ℓ(Γ
m
ǫ′ ). 
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4. Dieudonne´ Modules and the Main Result
Let ǫ = (ǫ1, . . . , ǫs) be a circular sequence of integers of length s. For every
positive integer t > s, let t′ ∈ Is be such that t ≡ t′ modulo s; set ǫt = ǫt′ . In this
section, we develop a more direct algorithm to compute ℓ(Γmǫ ) and c(Γ
m
ǫ ) from ǫ
without having to consider the digraph Γmǫ . If ǫ1 = · · · = ǫs = 0, then ℓ(Γmǫ ) = 0
and c(Γmǫ ) = m. Suppose now that not all ei’s are zeroes.
4.1. Calculation of ℓ(Γmǫ ). By Theorems 3.5 and 3.11, we assume in this subsec-
tion that in fact we have ǫi ∈ {1,−1} for all i ∈ Is. We denote by
xl1,t1 , xl2,t2 , · · · , xln,tn
a free linear digraph of Γmǫ , where xl1,t1 is the origin and xln,tn is the terminal.
Lemma 4.1. We have ǫt1 = −1, ǫtn = 1, and l1 = ln = m− 1.
Proof. The only possible way for xl1,t1 , xl2,t2 , · · · , xln,tn to have a nonzero origin
in Γmǫ is that l1 = m − 1, and (ǫt1−1, ǫt1) ∈ {(−1,−1), (1,−1)}, where ǫt1−1 is
the integer before ǫt1 in ǫ (see Cases (1) and (8) of Subsection 2.2). For the same
reason, the only possible way for xl1,t1 , xl2,t2 , · · · , xln,tn to have a nonzero terminal
in Γmǫ is that ln = m − 1, and (ǫtn , ǫtn+1) ∈ {(1,−1), (1, 1)}, where ǫtn+1 is the
integer after ǫtn in ǫ (see Cases (1) and (10) of Subsection 2.2). The lemma follows
from the last two sentences. 
Corollary 4.2. Let ǫ = (ǫ1, . . . , ǫs) be a circular sequence such that ǫi ∈ {1,−1}
for all i ∈ Is. No free linear digraph of Γmǫ can have just one single vertex.
Proof. This is an easy consequence of Lemma 4.1. 
Lemma 4.3. For each i ∈ In, we have the following formula for the first subscript
of xli,ti :
li =
{
l1 +
∑i
j=1 ǫtj + 1 = m− 1 +
∑i
j=1 ǫtj + 1 if ǫti = −1,
l1 +
∑i
j=1 ǫtj + 1 = m− 1 +
∑i
j=1 ǫtj if ǫti = 1.
Specifically, we have
∑n
j=1 ǫtj = 0. For every i ∈ In−1, we have −m ≤
∑i
j=1 ǫtj <
0.
Proof. For each i ∈ In,
(1) if (ǫti , ǫti+1) ∈ {(−1,−1), (1, 1)}, then li+1 = li + ǫti+1 ;
(2) if (ǫti , ǫti+1) ∈ {(−1, 1), (1,−1)}, then li+1 = li.
In other words, if the sign remains the same from ǫti to ǫti+1 , then li+1− li = ǫti+1 ;
if the sign changes from ǫti to ǫti+1 , then li+1 − li = 0.
If ǫti = −1, then the sign changes an even number of times from ǫt1 to ǫti , where
half of the changes are from −1 and 1 and the other half of the changes are from 1
to −1. As a result,
li − l1 =
i∑
j=2
ǫtj =
i∑
j=1
ǫtj + 1.
If ǫti = 1, then the sign changes an odd number of times from ǫt1 to ǫti , where
the number of changes from −1 to 1 is one more than the number of changes from
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1 to −1. As a result,
li − l1 =
i∑
j=2
ǫtj − 1 =
i∑
j=1
ǫj .
As l1 = m − 1 by Lemma 4.1, this proves the formula for li for all 1 ≤ i ≤ n. As
ǫtn = 1 and ln = m− 1, we get that
∑n
j=1 ǫtj = 0.
For every i ∈ In, we have li ∈ {0, . . . ,m − 1}. Hence −m ≤
∑i
j=1 ǫtj ≤ 0 and
moreover, if
∑i
j=1 ǫtj = 0, then ǫti = 1. If there exists 1 < i < n such that ǫti = 1
and
∑i
j=1 ǫtj = 0, then li = m − 1. As ǫti = 1 and li = m − 1, we get that
xli,ti = xm−1,ti is the terminal xln,tn = xm−1,tn of the free linear digraph and thus
i = n, a contradiction. Therefore
∑i
j=1 ǫtj < 0 for all i ∈ In−1. 
Corollary 4.4. The length n of every free linear digraph of Γmǫ is no longer than
the length of ǫ, namely, n ≤ s.
Proof. We show that the assumption n > s leads to a contradiction. Without
loss of generality, we can assume that t1 = 1 due to the circular nature of ǫ. Let
n = qs+ r, where q, r are integers such that q ≥ 1 and 0 ≤ r < s. By Lemma 4.3,
we know that
∑s
j=1 ǫj =: ǫ0 < 0. As
0 =
n∑
j=1
ǫtj = qǫ0 +
n∑
j=n−r+1
ǫtj ,
we get that r > 0 and
n∑
j=n−r+1
ǫj = −qǫ0 > 0.
On the other hand, we have
n∑
j=n−r+1
ǫtj =
qs+r∑
j=qs+1
ǫtj =
r∑
j=1
ǫtj < 0,
a contradiction. Hence n ≤ s. 
Definition 4.5. Let ǫ = (ǫ1, ǫ2, . . . , ǫs) be a circular sequence of integers such that
ǫi ∈ {1,−1} for all i ∈ Is. A segment ǫa, ǫa+1, . . . , ǫb of ǫ is called a free linear
segment of level λ ≥ 1 if it satisfies the following four conditions:
(1) we have ǫa = −1 and ǫb = 1;
(2) we have
∑b
j=a ǫj = 0;
(3) for all i ∈ {a, a+ 1, . . . , b− 1}, we have −λ ≤∑ij=a ǫj < 0;
(4) there exists i1 ∈ {a, a+ 1, . . . , b− 1} such that we have
∑i1
j=a ǫj = −λ.
We denote by aλ(ǫ) the number of free linear segments of level λ in ǫ.
Remark 4.6. Definition 4.5 still makes sense even if we allow ǫ to contain 0’s as
0’s do not change sums of the form
∑i
j=a ǫj (with a ≤ i ≤ b) and thus they do
not change the level of a free linear segment. Also adding 0’s does not change the
below results in this subsection due to Theorem 3.11.
Proposition 4.7. Each free linear segment of level λ ≥ 2 contains at least one free
linear segment of level λ− 1.
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Proof. Let ǫa, ǫa+1, . . . , ǫb be a free linear segment of level λ ≥ 2 with 1 ≤ a < b ≤ s.
Let a < i1 < b be the smallest integer such that
∑i1
j=a ǫj = −λ and ǫi1 = −1. As
λ ≥ 2, we know that ǫa+1 = −1 and ǫb−1 = 1. Therefore
∑i1
j=a+1 ǫj = −(λ − 1).
We can then find a + 1 ≤ i0 ≤ i1 such that ǫi0 = −1,
∑i1
j=i0
ǫj = −(λ − 1) and∑i
j=i0
ǫj < 0 for all i0 ≤ i < i1. As
b−1∑
j=i0
ǫj =
i1∑
j=i0
ǫj + (
b−1∑
j=a+1
ǫj −
i1∑
j=a+1
ǫj) = −(λ− 1) + (0− (−(λ− 1))) = 0,
we can find i1 < i2 ≤ b − 1 such that ǫi2 = 1,
∑i2
j=i0
ǫj = 0, and
∑i
j=i0
ǫj < 0 for
all i0 ≤ i < i2. Therefore ǫi0 , . . . , ǫi2 is a free linear segment of level λ− 1. 
Corollary 4.8. For λ ≥ 2, aλ(ǫ) ≤ aλ−1(ǫ).
Proof. This is an easy consequence of Proposition 4.7. 
Lemma 4.9. Each free linear segment ǫt1 , . . . , ǫtn of level λ ∈ Im in ǫ corresponds
to a unique free linear digraph of the form xl1,t1 , xl2,t2 , · · · , xln,tn in Γmǫ , where li
is given by the formula:
li =
{
l1 +
∑i
j=1 ǫtj + 1 = m− 1 +
∑i
j=1 ǫtj + 1 if ǫti = −1,
l1 +
∑i
j=1 ǫtj + 1 = m− 1 +
∑i
j=1 ǫtj if ǫti = 1.
Furthermore, we have max{li | i ∈ In} = l1 = ln = m − 1 and min{li | i ∈ In} =
m− λ ≥ 0.
Proof. As ǫt1 = −1, we know that the only vertex in Γmǫ of the form xl1,t1 that
is not the target of any edge is xm−1,t1 . Similarly, as ǫtn = 1, we know that
the only vertex in Γmǫ of the form xln,tn that is not the source of any edge is
xm−1,tn . For every i ∈ {2, . . . , n − 1}, if ǫti = −1, then −λ ≤
∑i
j=1 ǫtj ≤ −2
and thus m − λ ≤ li ≤ m − 2; if ǫti = 1, then −λ + 1 ≤
∑i
j=1 ǫtj ≤ −1 and thus
m−λ ≤ li ≤ m−2. Hence for all i ∈ {2, . . . , n−1}, we have 0 ≤ m−λ ≤ li < m−1.
Let i1 ∈ {2, . . . , n − 1} be such that
∑i1
j=1 ǫtj = −λ. As ǫti1 = −1, we know that
lti1 = m − λ. This means that min{li | i ∈ In} = m − λ. On the other hand, we
know that lt1 = ltn = m− 1. This means that max{li | i ∈ In} = m− 1.
To show that xl1,t1 , xl2,t2 , · · · , xln,tn is the unique free linear digraph of Γmǫ cor-
responding to the free linear segment ǫt1 , . . . , ǫtn of level λ in ǫ, it remains to show
that for every i ∈ In, there is an edge whose source is xli,ti and whose target is
xli+1,ti+1 . We discuss this in four cases:
(1) If (ǫti , ǫti+1) = (−1,−1), then li+1 − li = −1 and −λ+ 1 ≤
∑i
j=1 ǫtj ≤ −1.
Hence,
li = m+
i∑
j=1
ǫtj ∈ {m− λ+ 1,m− λ+ 2, . . . ,m− 1}.
According to the construction of Γmǫ (see Case (8) of Subsection 2.2), there
is an edge whose source is xli,ti and whose target is xli+1,ti+1 .
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(2) If (ǫti , ǫti+1) = (1, 1), then li+1− li = 1 and −λ+2 ≤
∑i+1
j=1 ǫtj ≤ 0. Hence,
li+1 = m− 1 +
i+1∑
j=1
ǫtj ∈ {m− λ+ 1,m− λ− 2, . . . ,m− 1}.
According to the construction of Γmǫ (see Case (10) of Subsection 2.2), there
is an edge whose source is xli,ti and whose target is xli+1,ti+1 .
(3) If (ǫti , ǫti+1) = (1,−1), then li+1 − li = 0 and −λ+ 1 ≤
∑i
j=1 ǫtj ≤ −1 (so
λ > 1). Hence
li = li+1 = m− 1 +
i∑
j=1
ǫtj ∈ {m− λ,m− λ+ 1, . . . ,m− 2}.
According to the construction of Γmǫ (see Case (1) of Subsection 2.2), there
is an edge whose source is xli,ti and whose target is xli+1,ti+1 (even if λ = m).
(4) If (ǫti , ǫti+1) = (−1, 1), then li+1 − li = 0 and −λ + 1 ≤
∑i+1
j=1 ǫtj ≤ 0.
Hence
li = li+1 = m− 1 +
i+1∑
j=1
ǫtj ∈ {m− λ,m− λ+ 1, . . . ,m− 1}.
According to the construction of Γmǫ (see Case (2) of Subsection 2.2), there
is an edge whose source is xli,ti and whose target is xli+1,ti+1 (even if λ =
m). 
Lemma 4.10. Let ǫt1 , ǫt2 , . . . , ǫtn be a free linear segment of level λ > m in ǫ. Let
a ∈ {2, . . . , n− 1} be the smallest integer such that
a∑
i=1
ǫti = −m− 1.
If xl1,t1 , xl2,t2 , . . . , xlb,tb is a linear digraph of Γ
m
ǫ with b ∈ {2, . . . , n}, then b < a <
n. Thus, Γmǫ does not contain a free linear digraph of the form xl1,t1 , xl2,t2 , · · · , xln,tn .
Proof. For i ∈ {1, . . . , b − 1}, the difference li+1 − li is as in the four cases of the
proof of Lemma 4.9. Thus as in the mentioned proof we get that for i ∈ {1, . . . , b}
we have
li =
{
l1 +
∑i
j=1 ǫtj + 1 if ǫti = −1,
l1 +
∑i
j=1 ǫtj if ǫti = 1.
In particular, the smallest property of a implies that ǫta = −1, and therefore if
b ≥ a we get that
la = l1 +
a∑
i=1
ǫti + 1 = m− 1 + (−m− 1) + 1 = −1 < 0,
a contradiction to la ∈ {0, 1, . . . ,m− 1}. Thus the lemma holds. 
Theorem 4.11. Let ǫ = (ǫ1, ǫ2, . . . , ǫs) be a circular sequence of integers such that
ǫi ∈ {1,−1} for all i ∈ Is. We have ℓ(Γmǫ ) =
∑m
λ=1 aλ(ǫ).
DIMENSIONS OF AUTOMORPHISM GROUP SCHEMES OF F -CRYSTALS 23
Proof. By Lemma 4.9, we know that ℓ(Γmǫ ) ≥
∑m
λ=1 aλ(ǫ).
Let xl1,t1 , xl2,t2 , · · · , xln,tn be a free linear digraph of Γmǫ . By Lemma 4.1, we
know that ǫt1 = −1 and ǫtn = 1. By Lemma 4.3, we know that
∑n
j=1 ǫtj = 0. Let
S :=
−
i∑
j=1
ǫtj | 1 ≤ i < n
 and λ := max(S).
By Lemma 4.3, we know that every element in S must be positive and 1 ≤ λ ≤ m.
Thus ǫt1 , . . . , ǫtn is a free linear segment of level λ. From this and the uniqueness
part of Lemma 4.9, we get that ℓ(Γmǫ ) ≤
∑m
λ=1 aλ(ǫ). 
4.2. Calculation of c(Γmǫ ). If c(Γ
m
ǫ ) > 0, then
∑s
i=1 ǫi = 0 by Proposition 3.3. In
this subsection, we assume that
∑s
i=1 ǫi = 0 unless mentioned otherwise. Let
λǫ = max
{
|
b∑
i=a
ǫi|
∣∣∣∣ 1 ≤ a ≤ s, a ≤ b ≤ a+ s− 1
}
.
Note that λǫ = 0 if and only if ǫi = 0 for every i ∈ Is. If λǫ ≥ 1, by a circular
rearrangement of ǫ, there exists 1 ≤ s′ < s such that ǫs′ , . . . , ǫs is a free linear
segment of level λǫ.
Lemma 4.12. Let ǫ = (ǫ1, ǫ2, . . . , ǫs) be a circular sequence such that ǫj ∈ {1,−1}
for every j ∈ Is and
∑s
j=1 ǫj = 0. Then there exists a decomposition
ǫ = (ǫ̂t, ǫ̂t−1, · · · , ǫ̂1)
such that for each i ∈ It, ǫ̂i is a free linear segment of ǫ of level λi with 1 ≤ λi ≤ λǫ.
Proof. To prove the lemma it suffices to find
1 =: st < st−1 < st−2 < · · · < s1 < s0 := s
such that for all 2 ≤ i ≤ t,
ǫ̂i = (ǫsi , ǫsi+1, . . . , ǫsi−1−1)
is a free linear segment of level λi, where 1 ≤ λi ≤ λǫ, and
ǫ̂1 = (ǫs1 , ǫs1+1, . . . , ǫs0)
is a free linear segment of level λ1 = λǫ.
By the paragraph before Lemma 4.12, we can define s1 := s
′ and we have a free
linear segment ǫs1 , . . . , ǫs0 of level λǫ. If s1 = 1, then we are done. Otherwise, let
s1 ≤ s′1 < s0 be the smallest integer such that
∑s′1
j=s1
ǫj = −λǫ. If ǫs1−1 = −1, then∑s′1
j=s1−1
= −λǫ − 1 and this contradicts the maximality of λǫ. Hence ǫs1−1 = 1
and s1 ≥ 2. As
∑s
j=1 ǫi = 0 =
∑s
j=s1
ǫi, we have
∑s1−1
j=1 ǫj = 0. Thus we can speak
about the largest integer s2 ∈ {1, 2, . . . , s1 − 2} such that we have
∑s1−1
j=s2
ǫj = 0.
Hence ǫs2 , . . . , ǫs1−1 is a free linear segment of level λ2 ≤ λǫ due to the maximality
of λǫ. Let s2 ≤ s′2 < s1 be the smallest integer such that
∑s′2
j=s2
ǫj = −λ2. If s2 = 1,
then we are done. Suppose now s2 ≥ 2. If ǫs2−1 = −1, then
∑s′2
i=s2−1
= −λ2 − 1, a
contradiction. Thus ǫs2−1 = 1. Continuing in this fashion, we can find
st := 1 ≤ st−1 < st−2 < · · · < s1 < s0 := s
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such that for all 2 ≤ i ≤ t,
ǫsi , ǫsi+1, . . . , ǫsi−1−1
is a free linear segment of level λi, where 1 ≤ λi ≤ λǫ. 
Definition 4.13. Let ǫ = (ǫ1, ǫ2, . . . , ǫs) be a circular sequence of integers such
that ǫi ∈ {1, 0,−1} for all 1 ≤ i ≤ s. We call ǫ a circular sequence of level λǫ ≥ 0
if it satisfies the following conditions:
(1) we have
∑s
j=1 ǫj = 0;
(2) for all 1 ≤ a ≤ s and a ≤ b ≤ a+ s− 1, we have |∑bj=a ǫj | ≤ λǫ;
(3) there exist 1 ≤ a0 ≤ s and a0 ≤ b0 ≤ a0 + s− 1 such that |
∑b0
j=a0
ǫj| = λǫ.
By Proposition 3.3, we know that for every circular sequence ǫ = (ǫ1, ǫ2, . . . , ǫs)
such that ǫi ∈ {−1, 1}, if Γmǫ contains a circular digraph, then
∑s
i=1 ǫi = 0. Given
a circular sequence ǫ = (ǫ1, ǫ2, . . . , ǫs) of level λǫ with
∑s
i=1 ǫi = 0, we want to
know how many circular digraphs there are in Γmǫ . By Lemma 4.12, we know that
ǫ = (ǫ̂1, ǫ̂2, . . . , ǫ̂t), where ǫ̂i is a free linear segment in ǫ of level 1 ≤ λi ≤ λǫ for all
i ∈ It, and λt = λǫ.3 For each i ∈ It, let ǫ̂i = (ǫsi,1 , ǫsi,2 , . . . , ǫsi,fi ), where fi ≥ 2 is
the length of ǫ̂i. Hence
∑t
i=1 fi = s. We know that ǫsi,1 = −1 and ǫsi,fi = 1. Let
Γ˜mǫ̂i =
⋃
1≤j≤fi−1
Γmǫsi,j ,ǫsi,j+1
;
it is a subgraph of Γmǫ . Note that
Γmǫ̂i = Γ˜
m
ǫ̂i
⋃
Γmǫsi,fi ,ǫsi,1
.
If λi ≤ m, then Γ˜mǫ̂i contains a unique free linear digraph of Γmǫ of the form
xli,1,si,1 , xli,2,si,2 , . . . , xli,fi ,si,fi by Lemma 4.9.
Lemma 4.14. Using the above notation, let i ∈ {1, . . . , t} be such that λi ≤ m.
Then Γ˜mǫ̂i contains exactly m − λi linear digraphs of Γ˜mǫ̂i of length fi that are not
free linear digraph of Γmǫ . Moreover, if λi < m, then each of these m − λi linear
digraphs of Γ˜mǫ̂i is of the form:
(4.1) xli,1−j,si,1 , xli,2−j,si,2 , . . . , xli,fi−j,si,fi ,
where j ∈ {1, 2, . . . ,m− λi}.
Proof. If λi ≤ m, then Γ˜mǫ̂i contains a unique free linear digraph of the form
xli,1,si,1 , xli,2,si,2 , . . . , xli,fi ,si,fi by Lemma 4.9. By the proof of Lemma 4.9, ev-
ery linear digraph of Γ˜mǫ̂i of length fi that is not a free linear digraph of Γ
m
ǫ must
have the form:
xli,1−j,si,1 , xli,2−j,si,2 , . . . , xli,fi−j,si,fi ,
for some positive integer j ≥ 1. As there exists a positive integer i0 such that
li,i0 = m−λi, we must have 1 ≤ j ≤ m−λi in order for (4.1) to be a linear digraph
of Γ˜mǫ̂i . This completes the proof of the lemma. 
Theorem 4.15. Let ǫ = (ǫ1, ǫ2, . . . , ǫs) be a circular sequence of level λǫ ≥ 0 such
that for each i ∈ Is, we have ǫi ∈ {1, 0,−1}. Then
c(Γmǫ ) = max{0,m− λǫ}.
3For notational purpose, we reverse the order of the indices in ǫ from ǫ̂1 to ǫ̂t.
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Proof. If λǫ = 0, then ǫ = (0, . . . , 0), and it is easy to see that
c(Γmǫ ) = m = max{0,m− λǫ}
by the construction of Γmǫ (see Case (2) of Subsection 2.2).
If λǫ > 0, then we can assume that ǫi ∈ {1,−1} for every i ∈ Is by Theorem
3.11. By Lemma 4.12, we can assume that ǫ = (ǫ̂1, ǫ̂2, . . . , ǫ̂t), where ǫ̂i, λi, fi and
Γmǫ̂i are defined as above. For each i ∈ It, the intersection of Γmǫ̂i and every circular
digraph of Γmǫ is a linear digraph of Γ
m
ǫ̂i
(of length fi) but not a free linear digraph
of Γmǫ (i.e., as in the form (4.1)).
If λǫ > m and thus λi0 > m for some i0 ∈ It, then Γmǫ̂i0 does not contain
any linear digraph of Γmǫ̂i0
of length fi0 by Lemma 4.10. As a result, we have
c(Γmǫ ) = 0 = max{0,m− λǫ}.
If λǫ = m and thus λi0 = m for some i0 ∈ It, then Γmǫ̂i0 contains exactly one
linear digraph of Γmǫ̂i0
of length fi0 , which is also a free linear digraph of Γ
m
ǫ . As a
result, we have c(Γmǫ ) = 0 = max{0,m− λǫ}.
If 0 < λǫ < m, then for each i ∈ It, there are m − λi linear digraphs of Γ˜mǫ̂i of
the form (4.1) by Lemma 4.14. Hence
c(Γmǫ ) ≤ min{m− λi | i = 1, 2, . . . , t} = m− λǫ.
Given a linear digraph of the form (4.1), as ǫsi−1,fi−1 = 1 and ǫsi,1 = −1, we
know that there exists an edge of weight 0 in Γmǫ whose source is xm−1−j,si−1,fi−1
and target is xm−1−j,si,1 for all 1 ≤ j ≤ m − 2 (see Case (1) of Subsection 2.2).
As ǫsi,fi = 1 and ǫsi+1,1 = −1, we know that there exists an edge of weight 0 in
Γmǫ whose source is xm−1−j,si,fi and target is xm−1−j,si+1,f1 for all 1 ≤ j ≤ m − 2
(see Case (1) of Subsection 2.2). Thus for each 1 ≤ j ≤ m− λǫ, we have a circular
digraph of Γmǫ :
xl1,1−j,s1,1 , xl1,2−j,s1,2 , . . . , xl1,f1−j,s1,f1 . . . , xlt,1−j,st,1 , xlt,2−j,st,2 , . . . , xlt,ft−j,st,ft .
Hence we also have
c(Γmǫ ) ≥ m− λǫ = max{0,m− λǫ}.
We conlude that in all cases we have
c(Γmǫ ) = max{0,m− λǫ}. 
4.3. Main Result. Using the results in Section 3 and the previous two subsections
of this section, we are ready to state and prove the main result of this paper. We
first introduce some notation.
Let Mπ be an F -cyclic F -crystal of rank r. Recall that Bπ×π is the set of orbits
of π × π on I2r . For every O ∈ Bπ×π,
(1) if ǫO = (0, . . . , 0) is a circular sequence whose entries are all 0, then let
ǫ˜O = ǫO;
(2) if ǫO = (ǫ1, ǫ2, . . . , ǫs) is a circular sequence whose entries are not all 0, then
let ǫ˜O = (ǫ˜1, ǫ˜2, . . . , ǫ˜t) be the circular sequence of integers obtained from
ǫO by first removing all zeroes, and then replacing each integer ǫi 6= 0 in ǫO
with |ǫi| copies of ǫi/|ǫi| (we have ǫ˜i ∈ {−1, 1} for all i ∈ {1, 2, . . . , t}).
For every nonnegative integer λ, let Cπ(λ) ⊂ Bπ×π be the set orbits O such that
ǫ˜O is a circular sequence of level λ. We recall that for λ ≥ 1, aλ(ǫO) is the number
of free linear segments of level λ in ǫO.
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Theorem 4.16. Let Mπ be an F -cyclic F -crystal over k. Using the above notation,
for every integer m ≥ 1, the dimension of Autm(Mπ) is equal to∑
O∈Bπ×π
m∑
λ=1
aλ(ǫ˜O),
and the number of connected components of Endm(Mπ) is equal to p
b, where
b =
m−1∑
λ=0
∑
O∈Cπ(λ)
(m− λ)|O|.
Proof. Let E := Endm(Mπ). We have
γMπ (m) = ℓ(ΓE) by Proposition 2.5
=
∑
O∈Bπ×π
ℓ(ΓmǫO) by ΓE =
⊔
O∈Bπ×π
ΓmǫO
=
∑
O∈Bπ×π
ℓ(Γmǫ˜O) by Theorems 3.5 and 3.11
=
∑
O∈Bπ×π
m∑
λ=1
aλ(ǫ˜O) by Theorem 4.11,
and
b = w(ΓE) by Proposition 2.5
=
∑
O∈Bπ×π
w(ΓmǫO) by ΓE =
⊔
O∈Bπ×π
ΓmǫO
=
∑
O∈Bπ×π
c(ΓmǫO)× |O| by Corollary 3.4
=
∑
O∈Bπ×π
c(Γmǫ˜O)× |O| by Theorems 3.5 and 3.11
=
m−1∑
λ=0
∑
O∈Cπ(λ)
(m− λ)|O| by Theorem 4.15. 
5. Strict Monotonicity of S∗
M
(1)
We begin this section by proving that:
Theorem 5.1. Let M be a nonordinary F -circular Dieudonne´ module of rank r ≥ 2
(thus nM ≥ 1). Then the sequence S∗M(1) is strictly decreasing, i.e., we have
γM(1)− γM(0) > γM(2)− γM(1) > · · · > γM(nM)− γM(nM − 1) > 0.
Proof. As M is F -circular, there exists an r-cycle permutation π on Ir such that
M ∼= Mπ. As M is a Dieudonne´ module, for each O ∈ Bπ×π we have aλ(ǫ˜O) =
aλ(ǫO) by Remark 4.6.
By Theorem 4.16, for every 0 < n < nM we have
γM(n+ 1)− γM(n) =
∑
O∈Bπ×π
n+1∑
λ=1
aλ(ǫO)−
∑
O∈Bπ×π
n∑
λ=1
aλ(ǫO) =
∑
O∈Bπ×π
an+1(ǫO).
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Similarly, we also have
γM(1)− γM(0) =
∑
O∈Bπ×π
a1(ǫO)− 0 =
∑
O∈Bπ×π
a1(ǫO).
Thus it suffices to prove that for all 0 ≤ n < nM − 1 we have∑
O∈Bπ×π
an+2(ǫO) <
∑
O∈Bπ×π
an+1(ǫO).
By Corollary 4.8, we know that an+2(ǫO) ≤ an+1(ǫO). Therefore it is enough to
show that there exists O ∈ Bπ×π such that an+2(ǫO) < an+1(ǫO).
Let (e1, e2, . . . , er) be the sequence of Hodge slopes ofM. We have e1, e2, . . . , er ∈
{0, 1}. Let O1,O2, . . . ,Or be the orbits of π × π on I2r . We know that the corre-
sponding ǫOi sequences are
ǫO1 = (e1 − e1, e2 − e2, . . . , er − er) = (0, 0, . . . , 0),
ǫO2 = (e1 − e2, e2 − e3, . . . , er − e1),
ǫO3 = (e1 − e3, e2 − e4, . . . , er − e2),
...
ǫOr = (e1 − er, e2 − e1, . . . , er − er−1).
We claim that if ǫOl does not contain a free linear segment of level n + 1, then
ǫOl+1 does not contains a free linear segment of level n + 2. Indeed, if ǫOl does
not contain a free linear segment of level n+ 1, then it means that for all positive
integers 1 ≤ u ≤ r and 1 ≤ w ≤ r we have
w∑
t=0
(eu+t − eu+l−1+t) > −(n+ 1).
Here the subscripts of ei’s are taken modulo r. Hence
w∑
t=0
(eu+t − eu+l+t) =
w∑
t=0
(eu+t − eu+l−1+t)− eu+l+w + eu+l−1
> −(n+ 1)− eu+l+w ≥ −(n+ 2).
This shows that ǫOl+1 does not contain a free linear segment of level n + 2. Note
that this claim is true even when l = r.
For all 0 ≤ n < nM− 1, as γM(n+1) > γM(n), there exists O ∈ Bπ×π such that
an+1(ǫO) > 0. Let 1 < l0 ≤ r be the smallest number such that ǫOl0 contains a free
linear segment of level n+ 1. As O = Os for some 1 ≤ s ≤ r and an+1(ǫO) > 0, we
know that such an l0 exists. If ǫOl0 also contains a free linear segment of level n+2,
then ǫOl0−1 contains a free linear segment of level n+1 by the claim above and this
contradicts the minimal property of l0. Hence ǫOl0 does not contain a free linear
segment of level n+2. We have found a free linear segment of level n+1 that is not
in any free linear segment of level n+2 in ǫOl0 . Therefore, an+2(ǫOl0 ) < an+1(ǫOl0 ).
This completes the proof of the theorem. 
Proposition 5.2. Let Mπ be an F -cyclic F -crystal. Let π =
∏t
i=1 πi be a decom-
position of π into disjoint permutations πi and let Mπ =
⊕t
i=1Mπi be the direct
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sum decomposition of Mπ into F -cyclic F -crystals that correspond to π =
∏t
i=1 πi.
Let n ≥ 1 be an integer. If there exists i0 ∈ {1, 2, . . . , t} such that we have
γMπi0
(n+ 1)− γMπi0 (n) < γMπi0 (n)− γMπi0 (n− 1),
then we also have
γMπ (n+ 1)− γMπ (n) < γMπ(n)− γMπ(n− 1).
Proof. We consider the disjoint union Ir = ⊔ti=1Ji such that each πi is a permuta-
tion on Ji for i ∈ It. Let πi0 be the permutation on Ji0 ⊂ Ir and let Bπi0×πi0 be
the set of orbits of πi0 × πi0 on J2i0 . As∑
O∈Bπi0×πi0
an+1(ǫ˜O) =γMi0 (n+ 1)− γMi0 (n)
< γMi0 (n)− γMi0 (n− 1) =
∑
O∈Bπi0×πi0
an(ǫ˜O),
there exists O ∈ Bπi0×πi0 such that an+1(ǫ˜O) < an(ǫ˜O). As Bπi0×πi0 ⊂ Bπ×π, we
know that there exists O ∈ Bπ×π such that an+1(ǫ˜O) < an(ǫ˜O). From this and
Theorem 4.16, we get that
γMπ (n+ 1)− γMπ (n) < γMπ(n)− γMπ(n− 1). 
Before we prove the next corollary, we recall the notion minimal Dieudonne´
module after [6, 1.5.1 Definition]. Let M be an isoclinic Dieudonne´ module, i.e.,
its Newton polygon is a straight line. Let E = (e1, e2, . . . , er) be the sequence of
Hodge slopes of M. Let λM =
∑r
i=1 ei/r be the unique Newton slope. We say that
M = Mπ is isoclinic minimal if there exists an ordered W (k)-basis (v1, v2, . . . , vr)
of M such that for all for all 1 ≤ i, q ≤ r we have
ϕqπ(vi) = p
⌊qλM⌋+ǫq(i)vπq(i),
where ǫq(i) ∈ {0, 1}. In general, we say that M is minimal if it is a direct sum of
isoclinic minimal Dieudonne´ modules. A Dieudonne´ module M is minimal if and
only if nM ≤ 1 ([6, 1.6 Main Theorem B]).
Corollary 5.3. If M is a nonordinary F -cyclic Dieudonne´ module, then we have
γM(2)− γM(1) < γM(1)− γM(0) = γM(1).
Proof. If M is minimal and nonordinary, then nM = 1 ([6, 1.6 Main Theorem B])
and thus γM(2)− γM(1) = 0 < γM(1).
If M is not minimal, then by Theorem 5.1, we can assume that M is not F -
circular. Let M = Mπ and π =
∏t
i=1 πi be a decomposition of π into at least two
disjoint cycles and let Mπi be the direct summand of M defined by πi. There exists
at least one i0 ∈ {1, 2, . . . , t} such that Mπi0 is not minimal by [8, Theorem 1.2].
As Mπi0 is not minimal, we know that nM ≥ 2 ([6, 1.6 Main Theorem B])
and thus γMπi0
(2) > γMπi0
(1) by Theorem 1.1. From Theorem 5.1, we get that
γMπi0
(2)−γMπi0 (1) < γMπi0 (1). Hence γMπ (2)−γMπ(1) < γMπ(1) by Proposition
5.2. 
Corollary 5.4. Let M be a nonordinary F -cyclic Dieudonne´ module. For every
i > j ≥ 1, we have γM(i)/γM(j) < i/j.
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Proof. Let j = 1 and we prove that γM(i)/γM(1) < i by induction on i ≥ 2. The
base step when i = 2 follows from Corollary 5.3. Suppose that γM(l)/γM(1) < l
for some l ≥ 2. As γM(l + 1) − γM(1) ≤ γM(l) by [7, Proposition 2.11], we have
γM(l + 1) ≤ γM(l) + γM(1) < (l + 1)γM(1) by induction.
We now prove γM(i)/γM(j) < i/j by induction on j ≥ 1. The base step when
j = 1 follows from the last paragraph. Suppose that γM(i)/γM(l) < i/l for some
l ≥ 1 and for all i > l. We want to show that γM(i)/γM(l + 1) < i/(l + 1) for all
i > l + 1.
Base step: Suppose i = l+2. Because γM(l+2)−γM(l+1) ≤ γM(l+1)−γM(l),
we have, γM(l+2)/γM(l+1) ≤ 2− γM(l)/γM(l+1). By the inductive hypothesis,
we have γM(l+1)/γM(l) < (l+1)/l, therefore γM(l+2)/γM(l+1) < 2− l/(l+1) =
(l + 2)/(l+ 1).
Inductive step: Suppose that γM(i)/γM(l+1) < i/(l+1) for some i > l+1. As
γM(i+ 1)− γM(l + 1) ≤ γM(i)− γM(l), we have
γM(i + 1)
γM(l + 1)
≤ 1 + γM(i)
γM(l + 1)
− γM(l)
γM(l + 1)
< 1 +
i
l + 1
− l
l + 1
=
i+ 1
l + 1
.
This completes the proof of the corollary. 
Example 5.5. Let Mπ = (M,ϕπ) be an F -circular F -crystal of rank 2, where M
has an ordered W (k)-basis (v1, v2), π = (1, 2) and (e1, e2) = (0, e), where e ≥ 2 is
an integer. Hence ϕ(v1) = v2, ϕ(v2) = p
ev1. There are two orbits of π × π on I22
with
ǫO1 = (0, 0), ǫO2 = (−e, e).
It is easy to compute aλ(ǫO1) = 0 for all λ ≥ 1, aλ(ǫO2) = 1 for all 1 ≤ λ ≤ e.
Therefore γM(0) = 0, γM(i) = i for all 1 ≤ i ≤ e, and γM(i) = e for all i ≥ e. Hence
γM(n+ 1) − γM(n) = 1 for all 0 ≤ n < e. Moreover nM = e ([6, 1.5.2 Theorem]).
Thus
γM(2)− γM(1) = γM(3)− γM(2) = · · · = γM(nM)− γM(nM − 1) > 0,
which shows that in Theorem 5.1 the assumption that M is a Dieudonne´ module is
necessary.
Statement of Name Change
The case where Mπ is a Dieudonne´ module in the main result was done in the
dissertation [1] of the first author. Since then, he has changed his name from Ding
Ding to Zeyu Ding.
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