Gauss-Seidel approach to the improvements of two simultaneous methods for finding polynomial zeros, presented in [9] , two iterative methods with faster convergence are obtained.
Consider a manic polynomial of degree n >, 3 n i-1 with simple real or complex zeros r,, . . . , r,,. Let z,, . . . , z, be distinct reasonably close approximations of these zeros and let Then,forz=z,(k=l,..., n),wehave
Qr(+$(wz,,~ i*k
Introduce A, = -P(zk)/Q'( zk) for abbreviation. The following iterative method of the second order for the simultaneous finding of polynomial zeros has been the subject of many papers: zk *=z,+A, (k= l,...,n), or, in the form
(k= l,...,n)
n (zk-zi) r-1 i-k where zz is new approximation to the zero rk. The iterative formula (1) is classical result introduced by Weierstrass [11, p. 2581 in 1891, in connection with a proof of the fundamental theorem of algebra. Different derivations of this formula where given much later by Do&v [4], Kerner [7] and the others.
Using the approximations z,? = z, + A, instead of zi (i * k), Nourein [9] suggested the following improvement of the methods (1) (called the improved Durand-Kerner method ):
The convergence order of this method is three (see [9] ). The price to be paid in order to achieve faster convergence consists of the increased number of numerical operations because of the additional calculations of Q'(zk) (k = 1,. . . , n). As a result, the iterative process (2) is relatively inefficient in practical application.
Let us put A = ,Ta:n IAil. I
Assuming that A is small enough (in other words, all starting approximations are taken to be sufficiently close to the zeros), we shall have the development:
,fi(Zk-Z. Taking only the linear terms of A, in the above, it follows from (2) that (k= l,...,n).
The convergence of method (3) remains cubic (see [gl) . Efficience of the iterative process (2) can be increased, in certain degree, if calculating new approximations f, we use already calculated approximations i, (i < k) in the same iteration (the so-called Gauss-Seidel approach). In this case we obtain the accelerated iterative process
Let r = [r, . . . r,,lT be the limit point (the vector of the exact zeros) of the iterative process (4). We shall now prove that the R-order of convergence of the method (4), denoted by 0,((4), r) (see [lo] ), is at least 1 + a,, where a, E (2, 3) is the unique positive zero of the polynomial
The proof is essentially the same as in [2] , and some of its steps will be omitted.
Let m=O, I,... be the iteration index and let d= minlr, -r,l, 1.j r*j I",,
For simplicity, we shall omit the iteration index always when it cannot cause confusion. We shall write zk and i, instead of ~1'") and zhm+') respectively. Let Besides, we conclude that the iterative process (4) is convergent.
Further, we can write
(k= I,..., n; m=o, l,...). ready calculated Newton corrections 6, (which appear in (7) too) are used. Therefore, the iterative method (8) is more suitable in practical realization relative to the simultaneous methods (2), (3) 
1-l r-k+1 1
The derivation is similar to that of the method (2) (see also [2] and will be omitted. The corresponding matrix is
The spectral radius p(B) of this matrix determines the lower bound of the R-order of the method (9) . Since p(B) = 2( 1 + r,,), where TV E (1, 2) is the unique positive root of the equation 7" -7 -1 = 0, we have
The increase of the convergence order of the method (9) is obtained without the additional calculations. Moreover, this method occupies less storage space and uses less numerical operations than the method (8) (see Table 2 ).
By virtue of the previous, we conclude that the accelerated simultaneous method (9) is more effective comparing to the other methods considered in this paper. The following example illustrates this conclusion.
Example. Consider Laguerre's polynomial of the fourth degree x4 -16x3 + 72x2 -96x + 24.
Beginning with the initial approximations after the first iteration we obtained the presented in Table 3 . The correct digits table are printed boldface.
