The field of reinforcement learning has greatly influenced the neuroscientific study of conditioning. This article provides an introduction to reinforcement learning followed by an examination of the successes and challenges using reinforcement learning to understand the neural bases of conditioning. Successes reviewed include (1) the mapping of positive and negative prediction errors to the firing of dopamine neurons and neurons in the lateral habenula, respectively; (2) the mapping of model-based and model-free reinforcement learning to associative and sensorimotor cortico-basal ganglia-thalamo-cortical circuits, respectively; and (3) the mapping of actor and critic to the dorsal and ventral striatum, respectively. Challenges reviewed consist of several behavioral and neural findings that are at odds with standard reinforcement-learning models, including, among others, evidence for hyperbolic discounting and adaptive coding. The article suggests ways of reconciling reinforcement-learning models with many of the challenging findings, and highlights the need for further theoretical developments where necessary. Additional information related to this study may be downloaded from http://cabn.psychonomic-journals.org/content/supplemental. Cognitive, Affective, & Behavioral Neuroscience 2009, 9 (4), 343-364 doi:10.3758/CABN.9.4.343 T. V. Maia, tmaia@columbia.edu 344 Maia tion, the agent may then transition to a new state and may receive some reinforcement. The goal is to learn which actions to select in each state so as to maximize long-term reinforcement.
Conditioning can be divided into two categories: classical and instrumental (see, e.g., Domjan, 2003) . The main difference between the two is that in classical conditioning the outcome (e.g., food) does not depend on the animal's actions, whereas in instrumental conditioning it does. The archetypal account of instrumental conditioning is Thorndike's (1898) law of effect. According to this law, in instrumental conditioning animals learn stimulusresponse (S-R) associations. Given a situation or stimulus S, the animal tries a response R. If the outcome is positive, the connection between S and R is strengthened; if the outcome is negative, the connection is weakened. In this way, the advantageous response or responses for each situation become more likely.
The idea that artificial systems can learn by a similar process of trial and error can be traced to the early days of artificial intelligence (e.g., Michie, 1961) . Reinforcement learning has advanced significantly beyond the law of effect, though. For example, the law of effect does not address the crucial credit-assignment problem (Minsky, 1963) : When a sequence of actions results in an outcome, how do we determine which actions should get credit for the outcome? For example, an animal searching for food in a maze may make several turns before getting to the food. Some of those turns may bring it closer to the food, and others may lead it away. How does the animal learn which turns were instrumental to get to the food? Reinforcement learning has sophisticated solutions for this problem.
Reinforcement learning studies how agents can learn to behave so as to maximize the rewards and minimize the punishments they receive. This is an optimization problem, one that is at the core of animals' ability to learn to obtain the things they need or want and to avoid those that are harmful or undesirable. Reinforcement learning offers formal, mechanistic solutions to this problem. Furthermore, as discussed below, substantial evidence suggests that the brain may implement some of these solutions.
Reinforcement learning essentially studies how artificial systems can solve instrumental conditioning problems. The relation of reinforcement learning to classical conditioning is perhaps less obvious. However, learning to act so as to maximize rewards and minimize punishments requires the ability to predict future rewards and punishments. Reinforcement-learning systems therefore typically incorporate this ability. One method that predicts future reinforcements using temporal differences provides a good account of both behavioral (e.g., Sutton & Barto, 1990) and neural (e.g., McClure, Berns, & Montague, 2003; O'Doherty, Dayan, Friston, Critchley, & Dolan, 2003; O'Doherty et al., 2004; Schultz, 1998 Schultz, , 2002 Schultz, Dayan, & Montague, 1997; Schultz & Dickinson, 2000; Suri, 2002) findings on classical conditioning.
The law of effect suggests that all instrumental learning consists of the learning of S-R associations. However, animals also learn action-outcome (A-O) or, more generally, situation-action-outcome (S-A-O) contingencies (Dickinson, 1985 (Dickinson, , 1994 Tolman, 1932) . S-R associations are often called habits (Dickinson, 1994; Packard & Knowlton, 2002) because, after they are learned, they are autonomous from the outcome. Actions that are guided by tion, the agent may then transition to a new state and may receive some reinforcement. The goal is to learn which actions to select in each state so as to maximize long-term reinforcement.
More formally, the environment is characterized by a set S of states, and for each state s ∈ S, there is a set A(s) of allowable actions. When the agent is in state s, it selects an action a ∈ A(s). This action leads the agent to transition to a (possibly different) state s′ and may also result in some reinforcement r. The agent's goal is to maximize long-term reinforcement, which is usually defined as the discounted sum of future reinforcements, The litmus test of whether something is a habit is whether, after it is learned, it is insensitive to manipulations of the value of the outcome (Dickinson, 1985) . For example, if, through extensive training, leverpressing for a sucrose reinforcer has become a habit, rats continue to press the lever even after they have undergone aversion conditioning to the sucrose and are no longer interested in consuming it (Adams, 1982) . Goaldirected actions, in contrast, are immediately sensitive to reinforcer revaluation procedures. For example, if, due to limited training, leverpressing for a sucrose reinforcer is still under the control of the goal-directed system, rats stop pressing the lever after they have undergone aversion conditioning to the sucrose (Adams, 1982) . Instrumental conditioning may produce both habit and goal-directed learning. The distinction between habits and goal-directed actions maps directly onto the distinction between modelfree and model-based reinforcement learning (Daw, Niv, & Dayan, 2005 , as discussed in more detail below.
In short, a full appreciation of modern ideas concerning classical conditioning, instrumental conditioning, habits, and goal-directed actions requires an understanding of reinforcement learning. An understanding of related formal tools, such as Markov decision processes, can also be beneficial for the design of experiments in these areas, because these tools can rigorously describe task contingencies that are vastly more complex than those typically devised by psychologists and neuroscientists.
This article consists of two parts. Part I provides a brief but rigorous introduction to reinforcement learning. Excellent introductions to reinforcement learning, aimed primarily at computer scientists and engineers, are already available in the literature (e.g., Kaelbling, Littman, & Moore, 1996; Sutton & Barto, 1998) . The material in Part I differs from such general-purpose introductions in that it focuses specifically on the ideas, equations, and techniques that have proven relevant to understanding the neural bases of conditioning and it is aimed primarily at neuroscientists and psychologists. Readers already familiar with reinforcement learning may want to skip this part. Part II provides an up-to-date review of the evidence concerning reinforcement learning in the brain. That review examines not only the many successes using reinforcement learning to understand the neural bases of conditioning, but also several empirical findings that are at odds with standard reinforcement-learning models and therefore are likely to stimulate future theoretical developments. solution is to attempt to learn the MDP (see section "Learning an MDP" in the supplemental materials) and to then use one of the techniques that can find an optimal policy given an MDP. This approach is called model based because it involves learning a model of the environment (the MDP). A different, model-free approach attempts to learn an optimal policy directly, without first learning the MDP. Each approach has advantages and disadvantages, and no consensus exists as to which is best from a computational perspective (Kaelbling et al., 1996) . The brain may implement both approaches and trade off control between them (Daw, Niv, & Dayan, 2005 , as discussed in more detail below.
Value Functions
The credit-assignment problem is a key problem in reinforcement learning. In MDPs, it arises because an action affects not only the immediate reinforcement but also the probability of transitioning to each possible next state. Since different future states lead to different possibilities for further action and reinforcement, the consequences of an action may be spread over time. When deciding on an action, one therefore needs to take into account not only the immediate reinforcement, but also the value of the next state: the expected sum of future reinforcements that the agent can get when it starts from that state. functions of the current state rather than of the entire history) and computationally more efficient to solve (because we need only to remember and work with the current state, not the entire history).
It is important to realize that it is the environment-not the agent-that is assumed to have the Markov property. In fact, because the agent learns, the agent's behavior often does depend on its history. For example, an agent is likely to act differently the first time that it is on a given state than it does after being on that state several times and therefore having had the opportunity to learn the consequences of its actions on that state.
Most experiments in psychology and neuroscience involve only deterministic contingencies. Hence, instead of having a function T as above, it is usually sufficient to use a function T(s, a) that gives the next state, given that the animal was in state s and performed action a. The resulting MDP is called a deterministic MDP. In deterministic MDPs, the function R(s, a, s′) can also be simplified to R(s, a), given that s and a univocally determine s′.
MDPs can be represented as directed graphs in which the states are represented by nodes and the actions are represented by arrows. For each state s, there are | A(s) | arrows leaving the corresponding node, one for each action a ∈ A(s). In the case of deterministic MDPs, each of those arrows connects to state T(s, a). In some cases, the reinforcement R(s, a) is represented next to the corresponding arrow. In other cases, reinforcements can be directly tied to states; for example, being in a state in which the floor grid is electrified is aversive. In those cases, R is a function of only the current state, R(s), and the values of R(s) are written within the node representing state s. Figure 1 gives an example of an MDP for a fictitious animallearning experiment.
Policies
The agent selects actions according to a policy: a mapping from states to actions. In general, this mapping may be nondeterministic, giving more than one action for the same state. Policies are usually denoted by π; the probability of performing action a in state s is denoted by π (s, a) . If a policy is deterministic, there is a single action for each state; the action for state s can then be represented as π(s).
An optimal policy gives, for each state, the best action(s) to perform in that state (i.e., one or more of the actions that lead to the largest expected value for the sum of discounted future reinforcements). In general, there can be more than one optimal policy. Nondeterministic policies can be optimal, but there is always an optimal deterministic policy. When the agent has found an optimal policy, it only has to follow that policy to behave optimally. The goal of reinforcement learning can therefore be restated as learning an optimal policy.
Model-Based and Model-Free Reinforcement Learning
Given a known MDP, several techniques can be used to find an optimal policy (Puterman, 2001 (Puterman, , 2005 . In general, however, the agent does not know the MDP. One possible . an example Markov decision process for an animallearning experiment. The apparatus in this fictitious experiment is a shuttlebox with two levers (a and B) on the right compartment. Initially, the animal is put on the left compartment. The animal's task is first to cross to the right compartment and press Lever a. When it has pressed Lever a, a buzzer comes on; the animal then has to press Lever B to receive a food pellet. If the animal presses Lever a after the buzzer is on, or if it presses Lever B before pressing Lever a, the trial is terminated and the animal does not receive food. If, at any point in the trial, the animal crosses back to the left compartment, the cycle is restarted (i.e., the animal has to cross to the right compartment, press Lever a, and then press Lever B). In this experiment, R("Right; Buzzer On", "Press B") 5 1 and R(s, a) 5 0 for all other pairs (s, a). In the figure, the value of R(s, a) is shown next to the corresponding arrow, after the name of the action. Note that not all actions are available in all states. In particular, pressing Lever a and pressing Lever B are not available in the left compartment. Note also that, in every state, the animal has a multitude of other actions available (e.g., sniffing different parts of the apparatus, grooming). These are not shown, because they do not affect state transitions or reinforcements.
action a on state s many times, the environment likely transitioned to each possible state s′ approximately with probability T (s, a, s′ One problem with using a regular average to estimate V π (s) is that the Bellman equation assumes that the policy (π), the transition probabilities (T ), and the reward function (R) are all fixed. Often, however, while the agent is learning the value function, it is also learning how to behave and is therefore changing its policy π. Furthermore, the environment itself may be nonstationary, so T and R may also be changing. To keep up with these potential changes, recent samples should be weighted more heavily than older samples. Thus, the estimate of the value function, ˆV π (s), typically uses an exponential, recencyweighted average-that is, a weighted average in which the weight decays exponentially as one goes toward earlier samples.
Fortunately, there is a simple way of calculating an exponential, recency-weighted average iteratively. Let x 1 , x 2 , . . . , x n be a sequence of numbers, and let x n be an exponential, recency-weighted average of those numbers. Now, suppose we get a subsequent number, x n11 . Then,
is an exponential, recency-weighted average of x 1 , x 2 , . . . , x n , x n11 (see, e.g., Sutton & Barto, 1998) . We can use Equation 2 to average the samples of R(s, a, s′) 1 γV π (s′) to get ˆV π (s). We start by initializing ˆV π (s) with some value. 4 Then, whenever we get a new sample R(s, a, s′) 1 γV π (s′), we update ˆV π (s) as follows:
Equation 3 can then also be written as
Note that δ represents the difference between the sample of the discounted sum of future reinforcement that we actually got [R(s, a, s′) 
This is known as the Bellman equation.
Temporal-Difference Learning
If the MDP is known, finding the value function V π (s) for all s ∈ S is straightforward (see section "Determining the Value Function for a Known MDP" in the supplemental materials). Often, however, the agent does not know the MDP. Temporal-difference learning (Sutton, 1988) 
The best action a′ in state s is the action that gives the best value of Q π (s, a):
To obtain a new policy π′ that improves policy π, we go through all states s ∈ S and make
If π′ 5 π, then π is already optimal. Otherwise, we can improve π′ by following the same two steps used to improve π: (1) finding V π′ and (2) applying the policy improvement procedure to π′. Repeated application of these steps produces π′′, π′′′, and so on, converging to an optimal policy; this procedure is called policy iteration.
The policy improvement procedure presented in this section requires knowledge of the MDP, because R and T are necessary to calculate Q π (s, a) (see Equation 7 ). The next section tackles the problem of finding an optimal policy without a model. 
Finding
where Q π (s, a) was replaced by the value of the sample and ˆV was used instead of V because in model-free learning we do not know V. This equation demonstrates that the prediction error, δ , shows how much better or worse the action just taken is than following π would have been.
To 
Finding Optimal Policies With a Model
The previous section showed how value functions can be estimated in a model-free manner, by using temporaldifference learning. As explained below, the actor-critic uses temporal-difference learning in this way; in addition, it has a component devoted to finding optimal policies. Before delving into how the actor-critic tries to find an optimal policy, though, it is useful to see how that is done in the model-based case. As explained below, the actor-critic implements an iterative approximation to this policy-finding procedure (much as temporal-difference learning, which the actor-critic also uses, is also an iterative method to finding the value function).
In the model-based case, once we have a state-value function V π for a policy π, it is easy to find another policy π′ that is better than π (unless π is already optimal). This process is called policy improvement. We will suppose, as is customary, that all policies are deterministic, so π(s) represents the action for state s. Restricting the discussion to deterministic policies does not result in loss of generality, because there is always an optimal policy that is deterministic (Bellman, 1957) . The basic idea in policy improvement is that, for each state s ∈ S, we determine whether selecting an action different from π(s) and thereafter following policy π is better than following π also at s; if so, we change π to select that other action in s. This procedure improves π, unless π is already optimal. Naturally, the estimate of the state-value function is always slightly outdated with respect to the current policy, because the policy keeps changing. Nevertheless, these two steps tend to converge toward a good policy.
The actor-critic (Barto, 1995; Barto, Sutton, & Anderson, 1983 ; see also Witten, 1977) implements these ideas. It consists of two components: the actor and the critic. The actor stores and learns the preferences p(s, a); the critic stores and learns the values ˆV π (s). When the agent is in state s, it selects an action a according to the probabilities given by Equation 10. The agent then transitions to some state s′ and receives reinforcement R (s, a, s′) , where s′ and R (s, a, s′) are determined by the environment. Equation 4 is then used to calculate the prediction error, δ. Note that Equation 4 depends on ˆV π (s) and ˆV π (s′); the values used are those stored by the critic. The critic then updates ˆV π (s) using Equation 5, and the actor updates p(s, a) using Equation 11. The agent is then ready to select the next action, restarting the entire cycle.
The actor-critic can also be implemented as a connectionist architecture, as shown in Figure 2 . The architecture consists of three components: state, actor, and critic. States are represented in the state layer using either distributed (Hinton, McClelland, & Rumelhart, 1986) or localist representations. Distributed representations have the advantage of allowing for generalization over the state space. Localist representations have the advantage of allowing a straightforward interpretation of the architecture, and they will therefore be our main focus. With localist representations, the state layer contains one unit per state. When the system is in a given state, the corresponding unit has a value of 1 and all other units have a value of 0. For simplicity, I will refer to the unit that represents state s as state-unit s.
The critic estimates the state-value function and calculates the prediction error. It consists of two units: the value-prediction unit (represented by a circle in Figure 2 ) and the prediction-error-calculation unit (represented by a square in Figure 2 ). The value-prediction unit is a linear in reinforcement comparison methods (Sutton & Barto, 1998) . The policy π(s, a) can then be obtained from p(s, a) using a softmax rule, such as where τ is a temperature parameter that determines the degree of randomness in the action selection. We can use the prediction error to update the preferences p (s, a) . Suppose the agent was in state s, performed action a, and transitioned to state s′. As explained above, the resulting prediction error, δ, is a sample of the relative value of performing action a rather than following π in s. We can therefore use δ to update our preference p(s, a). Specifically, if δ is positive, we should increase p(s, a); if δ is negative, we should decrease p(s, a). Furthermore, we should increase or decrease p(s, a) more when the absolute value of δ is larger. These goals can be accomplished by the following equation:
where β is a learning rate.
The actor-Critic
One difficulty with the approach presented in the previous section is that, in order to calculate δ, we need to know ˆV π (s) (see Equation 9 ). Each time we update a preference p(s, a), though, we change π, so it would seem that we would need to recalculate ˆV π (s). The problem is that calculating ˆV π in a model-free manner is itself an iterative process that requires multiple visits to each state.
The key idea to solve this problem is to try to simultaneously find the best policy and estimate the state-value function for the current policy. Thus, each time the agent is in state s, performs action a, and transitions to state s′, it updates p(s, a) using Equation 11, thereby improving the policy, and it also updates ˆV π (s) using Equation 5, thereby improving its estimate of the state-value function. prediction errors lead to increases both in the value estimate for the previous state and in the state-action preference for the action that was just performed in that state. Negative prediction errors have the opposite effect.
PaRT II Reinforcement Learning and the Brain Prediction Errors and Dopamine Neurons
The pioneering work of Wolfram Schultz and collaborators has demonstrated that the phasic activation of midbrain dopamine neurons strongly resembles the prediction error, δ (Mirenowicz & Schultz, 1994; Montague, Dayan, & Sejnowski, 1996; Schultz, 1998 Schultz, , 2002 Schultz et al., 1997; Schultz & Dickinson, 2000; Suri, 2002) . Dopamine neurons burst when an animal receives an unexpected reward. However, if the animal has learned to associate a conditioned stimulus (CS) with a subsequent reward, dopamine neurons burst to the CS but not to the reward. Furthermore, if the CS is presented and then the predicted reward is omitted, dopamine neurons fire below baseline approximately at the time at which the reward should have been delivered. All of these findings are consistent with the idea that dopamine neurons report prediction errors: Unpredicted rewards and CSs that predict future rewards produce positive prediction errors; rewards that are fully predicted do not produce any prediction error; and omitted rewards produce negative prediction errors. Phasic dopamine release in target structures, such as the nucleus accumbens, has also been shown to reflect prediction errors (Day, Roitman, Wightman, & Carelli, 2007) .
Most f MRI findings in humans have reported activation reflecting prediction errors in areas richly innervated by dopaminergic afferents, such as the striatum and the orbitofrontal cortex (Bray & O'Doherty, 2007; McClure et al., 2003; O'Doherty et al., 2003; Pagnoni, Zink, Montague, & Berns, 2002; Pessiglione, Seymour, Flandin, Dolan, & Frith, 2006) . Furthermore, the presence or absence of activity related to prediction errors in the striatum distinguishes participants who learn to perform optimally from those who do not (Schönberg, Daw, Joel, & O'Doherty, 2007) . Because fMRI's BOLD signal correlates better with local field potentials than with neuronal spiking, activity measured using fMRI in a given area may reflect the area's inputs rather than its neuronal spiking (Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001 ). The findings of prediction error activity in areas such as the striatum and the orbitofrontal cortex are therefore believed to reflect dopaminergic input (see, e.g., Knutson & Gibbs, 2007; Niv & Schoenbaum, 2008) . This idea is supported by the finding that haloperidol, a dopamine antagonist, and L-DOPA, a dopamine precursor, modulate prediction-error-related activity measured with f MRI in the striatum (Pessiglione et al., 2006) . The relative lack of studies reporting activity in the midbrain dopamine areas in humans reflects the difficulties with imaging these small areas using f MRI. A study that used a combination of recently developed fMRI techniques, however, was able to detect prediction-error-related BOLD activity in unit that estimates the value of the current state. If we represent the weight from state-unit s to the value-prediction unit as w s , the activation ˆV of the value prediction unit is given by ˆ, V w x s s s = ∑ (12) where x s is the activation of state-unit s and the sum ranges over all state units. With localist state representations, Equation 12 can be simplified to ˆV 5 w s , where s is the current state. In other words, the weight from state-unit s to the value-prediction unit directly represents ˆV (s). Therefore, for simplicity, I will refer to that weight as ˆV (s).
The prediction-error-calculation unit calculates the prediction error using Equation 4. Let us recall that equation here: δ 5 R(s, a, s′) 1 γV(s′) 2 ˆV (s), where R(s, a, s′) is the external reinforcement (labeled "Primary reinforcement" in Figure 2 ) and ˆV (s) and ˆV (s′) are calculated by the value-prediction unit. Since the value-prediction unit can only calculate the value of the current state, the predictionerror-calculation unit must have a simple memory for the value of the previous state. The prediction error (represented by dashed arrows in Figure 2 ) is used to update the value of the previous state according to Equation 5; 5 it is also used to update the preference for the action just performed, as explained below.
The actor learns and implements the policy. The actor layer contains one unit per action. For simplicity, I will refer to the unit that represents action a simply as actionunit a. Each state-unit s is connected to each actionunit a ∈ A(s). With localist state representations, the weight w sa connecting state-unit s to action-unit a directly represents the preference p(s, a). I will therefore refer to that weight simply as p(s, a).
The action units are often linear. The activation x a of action-unit a is therefore given by (13) where x s is the activation of state-unit s and p(s, a) is the weight connecting state-unit s to action-unit a. With localist state representations, Equation 13 can be simplified to x a 5 p(s, a), where s is the current state. The activation of each action unit therefore represents directly the preference for that action in the current state. Equation 10 is then used to obtain a probability distribution over the actions, and an action is chosen according to that distribution. This simulates a competitive process that could also be implemented via lateral inhibition. 6 When an action a is selected, the agent transitions to a new state s′ and receives reinforcement R (s, a, s′) . The critic then computes the prediction error δ, as explained above, and Equation 11 is applied to update the weight p(s, a) from state-unit s to action-unit a. 7 To summarize, the critic learns and stores the value function and calculates prediction errors. The actor learns and stores the preferences for each action in each state and selects which action to perform in the current state. Prediction errors are used to update both the critic's value estimates and the actor's state-action preferences. Positive 2007; Packard & Knowlton, 2002; Wickens et al., 2007; Yin & Knowlton, 2006) . In contrast, goal-directed actions depend on the dorsomedial striatum and prefrontal cortex (Daw et al., 2005; Johnson et al., 2007; Wickens et al., 2007; Yin & Knowlton, 2006) . The dorsolateral striatum, which in primates corresponds to a substantial portion of the putamen, participates in the cortico-basal gangliathalamo-cortical loop that involves sensorimotor cortices (Alexander, DeLong, & Strick, 1986; Haber, 2003; Yin & Knowlton, 2006) . The dorsomedial striatum, which in primates corresponds to a substantial portion of the caudate, participates in the cortico-basal ganglia-thalamo-cortical loop that involves prefrontal associative cortices, which in primates most prominently include the dorsolateral prefrontal cortex (Alexander et al., 1986; Haber, 2003; Yin & Knowlton, 2006) . The sensorimotor and associative cortico-basal ganglia-thalamo-cortical loops may therefore be the neural substrates of habits and goal-directed actions, respectively (Yin & Knowlton, 2006) .
A key question in the presence of two systems that can guide action is how their control over behavior should be arbitrated. Ideally, each system should control behavior when its predictions are likely to be more accurate than those of the other system. One way of estimating the likely accuracy of a system's predictions is to keep track of its uncertainty. The goal-directed and habit systems may therefore trade off control on the basis of their relative uncertainties (Daw et al., 2005) .
The actor-Critic and the Brain
As explained above, the actor learns and implements habits (S-R associations), which, in the brain, depend on the dorsolateral striatum (Daw et al., 2005; Johnson et al., 2007; Packard & Knowlton, 2002; Wickens et al., 2007; Yin & Knowlton, 2006) . It is therefore natural to associate the actor with the dorsolateral striatum.
The role of the critic is to calculate the values of states, V(s), which it then uses to calculate the prediction error (Equation 4). To find the neural correlates of the critic, one therefore needs to look for areas that represent value. Such areas should show neuronal activity during the expectation of reward: Value corresponds to the expected sum of future reinforcements, so value is positive when a reward is expected. Prediction errors, in contrast, correspond to transient activations that signal a change in value, so they occur when an unexpected reward or a reward-predicting stimulus is presented, but not in the period between the presentation of a reward-predicting stimulus and the reward. For an area to represent the critic, it should also project to, and receive projections from, the dopaminergic system, because values are used to calculate prediction errors, which are used to update values.
The ventral (limbic) striatum fulfills all of these requirements. It shows activity during the expectation of reward (Schultz, Apicella, Scarnati, & Ljungberg, 1992; Schultz, Tremblay, & Hollerman, 2000; Setlow, Schoenbaum, & Gallagher, 2003; Wan & Peoples, 2006) and it projects to, and receives projections from, the dopaminergic system (Joel & Weiner, 2000; Oades & Halliday, 1987) . Furthermore, unlike other portions of the striatum, the ventral the ventral tegmental area (VTA) in humans (D'Ardenne, McClure, Nystrom, & Cohen, 2008) .
Habits and Goal-Directed actions
As noted above, psychology distinguishes between habits and goal-directed actions. Habits correspond to S-R associations (Dickinson, 1985 (Dickinson, , 1994 and function almost like reflexes: A given stimulus or situation tends to automatically elicit or trigger the response most strongly associated with it. Using the terminology of reinforcement learning, an S-R association is an association between a state and an action. The strength of an S-R association therefore corresponds to the preference for a given action in a given state, p(s, a). As explained above, in the actorcritic, such preferences are stored in the synaptic weights between state units and action units. The actor in the actor-critic therefore learns and stores S-R associations. The process of lateral inhibition (often approximated by selecting an action from the distribution given by Equation 10) selects actions on the basis of the strengths of those S-R associations. Simply put, the actor learns habits and implements them.
The actor-critic, like other model-free reinforcement learning approaches, does not contain a representation of the reward function, R(s, a, s′), or of the transition probabilities, T (s, a, s′) . This type of model therefore does not "know" how its actions relate to reinforcements or state transitions. Instead, the quantities stored by the actorcritic-the values of states, V(s), and the preferences for actions, p(s, a)-are "cached" estimates (Daw, Niv, & Dayan, 2005 . Because they are cached, such estimates do not immediately reflect changes in state or action value when the value of the outcome is manipulated. This results in the insensitivity to goal revaluation that characterizes habits in animals (Daw, Niv, & Dayan, 2005 .
Model-based approaches, in contrast, do construct a model that explicitly represents the reward function, R (s, a, s′) , and the transition probabilities, T (s, a, s′) . The estimates of the values of states and actions can then be computed online, on the basis of the world model, rather than being cached. Changes such as goal revaluation therefore immediately affect the estimated values of states and actions, which, in turn, immediately affects behavior. In other words, whereas model-free approaches, with their cached estimates, implement habits, model-based approaches, with their online computations, implement goal-directed actions (Daw, Niv, & Dayan, 2005 . Figure 3 presents an example that illustrates the difference between these approaches.
Instrumental conditioning in animals can result in either habits or goal-directed actions, depending on certain parameters of the training procedure, such as the number of training trials (Dickinson, 1985 (Dickinson, , 1994 . Much evidence suggests that habits and goal-directed actions rely on distinct neural systems (Daw, Niv, & Dayan, 2005 Johnson, van der Meer, & Redish, 2007; Killcross & Coutureau, 2003; Wickens, Budd, Hyland, & Arbuthnott, 2007; Yin & Knowlton, 2006 The orbitofrontal cortex and the amygdala also fulfill the three requirements set out above for candidate critic areas. Both the orbitofrontal cortex (Hikosaka & Watanabe, 2000; Schoenbaum, Chiba, & Gallagher, 1998; Schultz, 2000; Simmons, Ravel, Shidara, & Richmond, 2007; striatum projects to dopaminergic neurons that innervate all regions of the striatum (Joel & Weiner, 2000) . This is consistent with what is required for the critic, which should project not only to dopamine neurons that convey the prediction errors back to itself, but also to dopamine neurons that convey the prediction errors to the actor. the striosomes may represent reward or value. 8 This assignment of actor and critic to matrix and striosomes remains controversial, though (Joel, Niv, & Ruppin, 2002) . Its main impetus was evidence from studies in rats that neurons in the striosomes, but not the matrix, project to dopaminergic neurons in the substantia nigra pars compacta (SNc; Gerfen, 1984 Gerfen, , 1985 . Such neuroanatomical organization, however, has never been demonstrated in primates, and even the evidence in rats has been limited to connections between striosomes and a small group of dopamine neurons (Joel et al., 2002) . In fact, a more recent study using single-axon tracing in monkeys reported that neurons in the striosomes project to the substantia nigra pars reticulata (SNr) rather than to the SNc (Lévesque & Parent, 2005) . This study traced only six striosomal neurons, however, and they were all from the same striosome, so additional research is needed to confirm the generalizability of these findings. No firm conclusions are therefore currently possible regarding the putative involvement of striosomes and matrix in implementing the critic and actor, respectively.
It is also worth noting that the connectivity of striosomes is not uniform throughout the striatum. In particular, the orbitofrontal cortex projects strongly to striosomes in the anterior and ventromedial striatum, but not to those in the dorsolateral striatum (Eblen & Graybiel, 1995) . Given the evidence implicating the orbitofrontal cortex in value representation, this pattern of connectivity suggests that, even if striosomes are involved in implementing the critic, such a role could be limited to striosomes in the anterior and ventromedial striatum. 9 This would be generally consistent with the idea that the critic is implemented in the ventral striatum, or, more generally, in the limbic striatum, which includes both ventromedial and anterior portions (Haber, 2003) .
Negative Prediction Errors
Recent findings have demonstrated that the firing of neurons in the lateral habenula may represent something akin to a negative prediction error (Matsumoto & Hikosaka, 2007 , 2009a . Neurons in the lateral habenula are excited by punishments, by CSs that predict punishments, by the omission of rewards, and by CSs that predict the omission of rewards; they are inhibited by rewards and by CSs that predict rewards (Gao, Hoffman, & Benabid, 1996; Matsumoto & Hikosaka, 2007 , 2009a . Furthermore, such responses are modulated by probabilistic expectancy (Matsumoto & Hikosaka, 2009a) . For example, neurons in the lateral habenula are more excited by a CS that is followed by punishment 100% of the time than by a CS that is followed by punishment 50% of the time; conversely, they are more inhibited by a CS that predicts reward 100% of the time than by a CS that predicts reward 50% of the time. The responses to unconditioned stimuli also seem to reflect a (probabilistically modulated) prediction error. For example, neurons do not respond to a fully predicted reward, they are inhibited by a reward that was predicted with 50% probability, and they are inhibited even more by an unpredicted reward. Similarly, they are more excited by an unpredicted punishment than by a punishment that 1999, 2000) and the amygdala (Belova, Paton, & Salzman, 2008; Paton, Belova, Morrison, & Salzman, 2006) show activity during the expectation of reward. Both also project to, and receive projections from, the dopaminergic system (Geis ler, Derst, Veh, & Zahm, 2007; Haber & Fudge, 1997; Morecraft, Geula, & Mesulam, 1992; Oades & Halliday, 1987; Ongur, An, & Price, 1998) . The orbitofrontal cortex, amygdala, and ventral striatum are closely interconnected anatomically and interrelated functionally (Alexander et al., 1986; Cardinal, Parkinson, Hall, & Everitt, 2002; Cavada, Company, Tejedor, CruzRizzolo, & Reinoso-Suarez, 2000; Gray, 1999; Middleton & Strick, 2001; Rempel-Clower, 2007; Schoenbaum & Roesch, 2005; Zald & Kim, 2001) , so these three areas may work together to implement the critic.
An fMRI study in humans directly addressed the distinction between actor and critic by using an instrumental conditioning task and a yoked Pavlovian conditioning task that involved the same value predictions as the instrumental conditioning task but no action selection (O'Doherty et al., 2004) . BOLD activation in the ventral striatum correlated with prediction errors in both tasks, but activation in the dorsal striatum correlated only with prediction errors in the instrumental conditioning task. This is consistent with the idea that the critic and actor are related to the ventral and dorsal striatum, respectively: The critic would be expected to be involved in both tasks, whereas the actor would be expected to be involved only in the instrumental task (which required action learning and selection). Studies using fMRI without an explicit reinforcement-learning model have also found that activity in the dorsal striatum depends on (Tricomi, Delgado, & Fiez, 2004) , or is at least enhanced by (Elliott, Newman, Longe, & Deakin, 2004) , the existence of an instrumental contingency. An electrophysiological study in rats provided further evidence for the idea that the critic is related to the ventral striatum and the actor is related to the dorsal striatum (Daw, 2003) : Neurons in the ventral striatum represented predicted rewards rather than actions, whereas neurons in the dorsal striatum represented actions rather than predicted rewards.
The idea that the striatum is involved in implementing both the actor and the critic is consistent with extensive evidence that dopamine plays a role in corticostriatal plasticity (for reviews, see Calabresi, Pisani, Centonze, & Bernardi, 1997; Jay, 2003; Reynolds & Wickens, 2002) . If, as is commonly assumed, states are represented in the cortex, the role of dopamine in modulating corticostriatal plasticity is precisely what is required for prediction errors to modulate plasticity in the projections from the state to the actor and to the critic, as in the actor-critic.
The striatum can be divided into two compartments: discrete patches, called striosomes, and an extra striosomal matrix, which surrounds them (Graybiel, 1990; Graybiel & Ragsdale, 1978 ). An influential idea, distinct from the hypothesized dorsal-ventral organization of the actorcritic, is that the actor and critic might be implemented by the matrix and striosomes, respectively (Houk, Adams, & Barto, 1995) . Consistent with this idea, self-stimulation of the striosomes, but not the matrix, leads to rapid response acquisition (White & Hiroi, 1998) , suggesting that Schultz & Romo, 1987) . One study in anesthetized rats suggested that dopamine neurons might be uniformly inhibited by aversive stimuli and that previous findings to the contrary could have been recording from nondopaminergic neurons (Ungless, Magill, & Bolam, 2004) . More recent findings, however, suggest that two distinct populations of dopamine neurons may exist: one that is inhibited by, and one that is excited by, aversive events and stimuli that predict aversive events (Brischoux, Chakraborty, Brierley, & Ungless, 2009; Matsumoto & Hikosaka, 2009b) . Both populations are excited by rewards and stimuli that predict rewards (Matsumoto & Hikosaka, 2009b) , so the excitation of dopamine neurons in the population that is excited by aversive events is not sufficient to signal a negative prediction error: Such excitation could reflect either a positive or a negative prediction error. Negative prediction errors could, however, be efficiently decoded from the activity of both populations, by subtracting the activity of the population that is inhibited by aversive events from the activity of the population that is excited by aversive events. This would cancel out positive prediction errors and simultaneously enhance the signal for negative prediction errors. Whether such a decoding mechanism might exist in the brain is currently unknown.
The lateral habenula has prominent projections to the dorsal and median raphe (Geisler & Trimble, 2008; Herkenham & Nauta, 1979) , so another possibility is that negative prediction errors are conveyed to target structures by serotonin, as has been hypothesized on the basis of computational considerations (Daw et al., 2002) . No direct evidence for serotonergic signaling of negative prediction errors exists yet, though. One study showed an improvement in punishment prediction, but not in reward prediction, in healthy volunteers under acute tryptophan depletion (Cools, Robinson, & Sahakian, 2008) . This was interpreted as being consistent with a role for serotonin in signaling negative prediction errors, under the assumption that tryptophan depletion would lower tonic levels of serotonin, thereby increasing the signal-to-noise ratio of phasic serotonin responses. Although a similar interaction between tonic and phasic levels has been proposed for dopamine (Grace, 1991 (Grace, , 2000 , such an effect for acute tryptophan depletion remains hypothetical, so the evidence provided by this study for the hypothesis that serotonin conveys negative prediction errors is indirect. Additional evidence consistent with that hypothesis comes from the finding that neurotoxin lesions of serotonergic pathways preclude punishment from reducing the probability of the actions that result in such punishment (Thiébot, Hamon, & Soubrié, 1983; Tye, Everitt, & Iversen, 1977) . In temporaldifference-based reinforcement learning, the probability of an action is reduced when the action is followed by a negative prediction error. If lesions of serotonergic pathways eliminate such errors, punishments would not result in the suppression of actions, as has been found (Thiébot et al., 1983; Tye et al., 1977) . One study reported that neurons in the dorsal raphe did not respond significantly to stressors that elicited strong sympathetic and defensive reactions (Wilkinson & Jacobs, 1988) and that would be expected to produce a negative prediction error. However, was predicted with 50% probability. All of these findings are consistent with the idea that the lateral habenula reports a negative prediction error. However, some patterns of firing depart slightly from a negative prediction error. For example, neurons in the lateral habenula fire when a punishment is fully expected (Matsumoto & Hikosaka, 2009a) .
The pattern of firing of neurons in the lateral habenula is almost exactly the mirror image of the pattern of firing of dopaminergic neurons in the VTA and SNc. This is reminiscent of the type of mirror opponency between appetitive and aversive systems that had previously been suggested on computational grounds (Daw, Kakade, & Dayan, 2002) . Furthermore, excitation in the lateral habenula precedes inhibition in dopaminergic neurons (Matsumoto & Hikosaka, 2007) , stimulation of the lateral habenula inhibits dopaminergic neurons (Christoph, Leonzio, & Wilcox, 1986; Ji & Shepard, 2007; Matsumoto & Hikosaka, 2007) , and simultaneous recordings from the lateral habenula and SNc reveal negative cross-correlations between the activities in the two nuclei (Gao et al., 1996) . The lateral habenula, with its direct projections to the VTA and SNc (Geisler & Trimble, 2008) , may therefore play an important role in determining the response of dopaminergic neurons. Consistent with the symmetry in the patterns of firing of the lateral habenula and dopaminergic system and with the idea of opponency between these systems, there is also evidence that the dopaminergic system inhibits the lateral habenula: Activity in the lateral habenula is decreased following administration of dopamine agonists (McCulloch, Savaki, & Sokoloff, 1980) , and it is increased following administration of dopamine antagonists (McCulloch et al., 1980; Ramm, Beninger, & Frost, 1984) and following dopamine denervation (Kozlowski & Marshall, 1980; Wooten & Collins, 1981) . Whether the inhibitory effects of dopamine on the lateral habenula act via the direct VTA projection to the lateral habenula ( Geisler & Trimble, 2008) or, for example, via the basal ganglia (Brown & Wolfson, 1983; Wooten & Collins, 1981) is not known. Regardless, these findings suggest that the dopaminergic system and the lateral habenula may interact via mutual inhibition to compute both positive and negative prediction errors.
An important open question is how the negative prediction errors reported by neurons in the lateral habenula are conveyed to target structures involved in valuation and action selection. One possibility is that negative prediction errors are conveyed by the inhibition of dopamine neurons. Due to the low baseline firing rate of dopamine neurons, their inhibition does not seem able to represent negative prediction errors quantitatively when one looks at a short, fixed postevent interval (Bayer & Glimcher, 2005) . However, the duration of the pause in firing of dopamine neurons does seem to code negative prediction errors quantitatively (Bayer, Lau, & Glimcher, 2007) .
The findings concerning the response of dopamine neurons to punishments or to CSs that predict punishment have been mixed, with evidence for inhibition, excitation, and no response (Guarraci & Kapp, 1999; Horvitz, 2000; Mantz, Thierry, & Glowinski, 1989; Mirenowicz & Schultz, 1996;  switched. This should elicit a positive prediction error for the large reward that was unexpectedly delivered at the location that was previously associated with a small reward, and it should elicit a negative prediction error for the small reward that was unexpectedly delivered at the location that was previously associated with a large reward. Consistent with their role in reporting prediction errors, dopamine neurons exhibited an increase in activity in the former case and a decrease in activity in the latter case. Importantly, these changes in activity lasted for only one trial; in subsequent trials, the amount of reward was already predicted correctly, so dopamine neurons stopped responding. Neurons in the dorsal raphe, in contrast, did not show such transient changes in activity. Instead, neurons that previously responded to small rewards continued to respond to small rewards, and neurons that previously responded to large rewards continued to respond to large rewards. In other words, dorsal raphe neurons seemed to be coding the size of the received reward rather than any prediction error. More definitive conclusions regarding a possible role of serotonin in conveying negative prediction errors will, however, have to wait for an electrophysiological study aimed directly at testing that hypothesis. Such a study would ideally use conditioning with aversive events and confirm the serotonergic status of recorded neurons.
States, actions, and Rewards in the Brain
States, actions, and rewards are key theoretical constructs in reinforcement learning. This section elaborates these concepts from a neurobiological perspective.
States. In the computational reinforcement-learning community, states are understood to be potentially complex representations that may include a wealth of information beyond the current sensory stimuli (see, e.g., Sutton & Barto, 1998) . Most experimental work in neuroscience, in contrast, has equated states with sensory stimuli (e.g., CSs), typically extending the notion of state only to deal with temporal representations. One study, however, highlights the importance of a more comprehensive view of states to account for the firing of dopamine neurons in more complex experimental paradigms (Nakahara, Itoh, Kawagoe, Takikawa, & Hikosaka, 2004) . In that study, the probability of a trial being a rewarded trial increased with the number of trials since the last rewarded trial. The firing of dopamine neurons was consistent with this conditional probability: The fewer the trials since the last rewarded trial (i.e., the more an unrewarded trial was expected), the more dopamine neurons fired to a rewarded trial and the less they were suppressed by an unrewarded trial. A temporal-difference model whose states included information about the number of trials since the last rewarded trial successfully modeled the behavior of dopamine neurons; a temporal-difference model that did not include that information failed to capture the behavior of dopamine neurons (Nakahara et al., 2004) . If the representation of states can include something as complex as the number of trials since the last rewarded trial, it may conceivably include a variety of other types of information when relevant, possibly including motivations, emotions, memories, inferences, and so on. Future research should address this possibility.
that study reported firing rates that were averaged across minutes of exposure to the stressor and could therefore have missed the effects of brief, phasic responses elicited by the onset of the stressor. Indeed, a recent abstract reported phasic activation of serotonin neurons in the dorsal raphe in response to noxious foot shocks (Schweimer, Brierley, & Ungless, 2008) .
Despite this circumstantial evidence for a role of serotonin in reporting negative prediction errors (see also Daw et al., 2002) , the extant evidence is mostly consistent with an inhibitory, rather than excitatory, effect of the lateral habenula on the dorsal and median raphe. Electrical stimulation of the lateral habenula has generally been reported to strongly inhibit serotonergic neurons in the raphe (Park, 1987; Stern, Johnson, Bronzino, & Morgane, 1979; Wang & Aghajanian, 1977) , resulting in decreased serotonin release in target structures (Reisine, Soubrié, Artaud, & Glowinski, 1982) . Furthermore, lesions of the lateral habenula increased serotonin levels in the dorsal raphe in rat models of depression in which such levels were decreased (Yang, Hu, Xia, Zhang, & Zhao, 2008) . In contrast to these findings, though, one microdialysis study found an increase in the release of serotonin in the striatum with stimulation of the lateral habenula (Kalen, Strec ker, Rosengren, & Bjorklund, 1989) , and another study reported that stimulation of the lateral habenula may result in either inhibition or excitation of serotonergic neurons in the raphe, depending on the frequency of the stimulation (Ferraro, Montalbano, Sardo, & La Grutta, 1996) . Importantly, the computational theory that proposed that phasic serotonin responses may signal negative prediction errors suggested a very different role for tonic serotonin (Daw et al., 2002) . Since the effects of stimulation of the lateral habenula on tonic versus phasic responses of serotonergic neurons are unknown, and since lesions of the lateral habenula likely affect both types of responses, electrophysiological recordings that distinguish between phasic and tonic responses are necessary to determine whether serotonin plays a role in conveying negative prediction errors.
One study recorded from neurons in the dorsal raphe (with unconfirmed serotonergic status) and from dopamine neurons in the SNc while monkeys performed a saccade task with biased rewards (Nakamura, Matsumoto, & Hikosaka, 2008) . Monkeys had to fixate a central point, and after a delay, a target would come on. The location of the target (left or right) indicated whether the reward available would be small or large. Monkeys then had to saccade to the target (either immediately or after a delay, depending on the version of the task), at which point they received the reward. The study found that dorsal raphe neurons responded tonically both after the receipt of reward and during the delay between the target onset and the receipt of reward, with some neurons being activated by small rewards and others by large rewards. The study was not geared toward testing the hypothesis that phasic activation of dorsal raphe neurons conveys negative prediction errors, but one finding from the study seems inconsistent with that hypothesis. After a variable number of trials, the location-reward contingencies were consist of sequences of relatively elemental actions or whether instead habits can also include actions at higher levels in the hierarchy.
Rewards. Most experimental work on reinforcement learning in animals uses primary rewards, such as food or juice. Experiments with humans sometimes use primary rewards, but more often use money, which is typically considered a secondary reward. Secondary rewards are stimuli that acquire rewarding properties by virtue of being paired with primary rewards, a process that is well captured by value learning in the critic.
Neuroimaging work in humans suggests that cognitive feedback also engages the dopaminergic system and striatum (Aron et al., 2004; Rodriguez, Aron, & Poldrack, 2006) . These studies used a probabilistic classification learning task, in which participants had to learn to associate stimulus features with responses (or categories). The feedback, however, consisted of presentation of the correct response, rather than primary or secondary rewards or punishments. Nevertheless, BOLD activity in the midbrain and striatum appeared to reflect prediction errors in the task. Consistent with these findings, patients with Parkinson's disease are impaired in probabilistic classification learning tasks (Knowlton, Mangels, & Squire, 1996; Shohamy et al., 2004) , which further suggests a role for dopamine in this type of learning. The notion of reward should therefore probably also include, at a minimum, internal signals comparing one's response with the correct response. In fact, it would not be surprising if, at least in humans, the notion of reward were rather broad. In part, this seems obvious. Humans constantly deal with rewards (e.g., doing well on an exam, getting a promotion at work) that seem fairly removed from primary rewards. The idea that such abstract rewards may tap into the same reinforcement-learning machinery as primary rewards do, and that they may therefore have similar effects on behavior, is a powerful one.
Violations of the Normative assumptions of Reinforcement Learning
The subjective value of a predicted reward is a function of its magnitude, delay, and probability (see, e.g., Ho, Mobini, Chiang, Bradshaw, & Szabadi, 1999) , and dopamine neurons have been shown to be sensitive to these three variables (Fiorillo, Tobler, & Schultz, 2003; Kobayashi & Schultz, 2008; Morris, Arkadir, Nevet, Vaadia, & Bergman, 2004; . Reinforcement-learning models capture the influence of all three variables on subjective value. Furthermore, they do so according to normative assumptions consistent with classical economic theories. However, much research in behavioral economics has documented ubiquitous departures from such normative assumptions in human behavior (e.g., Camerer & Loewenstein, 2004; Hastie & Dawes, 2001; Prelec & Loewenstein, 1991) , and similar findings have been obtained with a variety of other species. This section addresses behavioral and neural findings concerning the effects of magnitude, delay, and probability on subjective value, and it discusses their implications for reinforcement-learning models of behavior and the brain.
States and their representation are understudied neuroscientifically. Key topics that have been explored at some length in machine learning have not yet been addressed experimentally in neuroscience. One important question is whether states (and actions) in the brain are discrete, as is the case in standard reinforcement learning, or continuous, as is the case in continuous reinforcement learning (Doya, 1996; Santamaria, Sutton, & Ram, 1998; Smart & Kaelbling, 2000) . Another important question is how the brain deals with situations in which complete information about the state is not available. Computationally, this is addressed by partially observable Markov decision processes, in which the agent does not know exactly which state it is in, but instead keeps a probability distribution over states (Cassandra, Kaelbling, & Littman, 1994; Kaelbling, Littman, & Cassandra, 1998; Monahan, 1982) . Future research should seek to address these issues experimentally.
actions. In standard reinforcement learning, actions are elemental, indivisible constructs. In real life, however, actions are structured hierarchically (Botvinick, Niv, & Barto, in press; Botvinick & Plaut, 2004; Miller, Galanter, & Pribram, 1960) . For example, making a cup of tea can be divided into several subactions, one of which is pouring water into the cup, which in turn can be subdivided into several lower-level subactions, one of which is lifting the teapot, which in turn can be subdivided further, and so on. Hierarchical reinforcement learning (Barto & Mahadevan, 2003; Parr, 1998; Sutton, Precup, & Singh, 1999) addresses this hierarchical structure.
Neurons in the prefrontal cortex (Fujii & Graybiel, 2005) and striatum (Barnes, Kubota, Hu, Jin, & Graybiel, 2005; Jog, Kubota, Connolly, Hillegaart, & Graybiel, 1999) code the beginnings and ends of action sequences, suggesting that frontostriatal circuits may participate in the "chunking" of action sequences (Graybiel, 1998 ) that characterizes hierarchical reinforcement learning. Indeed, the interaction between dorsolateral prefrontal cortex and striatum to create action chunks has been modeled computationally using hierarchical reinforcement learning (De Pisapia & Goddard, 2003) . It has also been suggested that, to support hierarchical reinforcement learning, the actor may include the dorsolateral prefrontal cortex and the critic may include the orbitofrontal cortex (Botvinick et al., in press) .
One consequence of the hierarchical structure of actions is that actions can be described at several levels of abstraction (e.g., making tea vs. a specific set of motor commands). Some evidence suggests that the dorsolateral prefrontal cortex and associative areas of the striatum may be involved in more abstract action representations, whereas sensorimotor cortices and dorsolateral striatum may be involved in more motor representations that are effector specific (e.g., specific to the hand that was trained on a given task; Yin & Knowlton, 2006) . Furthermore, with habitization, actions shift from associative to sensorimotor cortico-basal ganglia networks and become increasingly specific to the effector with which they were trained (Yin & Knowlton, 2006) . Future research should seek to determine whether this means that true habits tion of the discount factor γ (see section "The Mathematics of Temporal Discounting" in the supplemental materials). Other forms of discounting would also be consistent with such models, as long as one could apply discounting iteratively, when the prediction error is calculated (see Equation 4). In temporal-difference models, the overall shape of the discounting function results from repeated application of that equation. In hyperbolic discounting, however, the discount factor is not constant; instead, it is a function of the time until the reward (see section "The Mathematics of Temporal Discounting" in the supplemental materials). Given that the time of the reward is known only when the reward is eventually received, the information needed for the calculation of the prediction error would not be available when the system transitions between states prior to eventually receiving the reward. Thus, prediction errors could not be calculated at the right time. Achieving hyperbolic discounting in temporal-difference systems is therefore far from straightforward.
One possible solution comes from the idea that discounting results from the interaction of two value systems, one rational and one emotional (Loewenstein, 1996; McClure, Laibson, Loewenstein, & Cohen, 2004; Metcalfe & Mischel, 1999) . These ideas find formal expression in models that behave quasi-hyperbolically, even though both systems discount exponentially (Kable & Glimcher, 2007) , or, alternatively, one system discounts exponentially and the other evaluates only rewards that are available immediately (Elster, 1979; Laibson, 1997; McClure et al., 2004) . Such models are consistent with a wide variety of behavioral findings (Frederick et al., 2002; Kable & Glimcher, 2007; O'Donoghue & Rabin, 1999) , and there is even some fMRI evidence to support them (McClure et al., 2004 ; but see Kable & Glimcher, 2007) . Given that these models are based on exponential discount functions, they do not pose the same difficulties for temporal-difference learning as true hyperbolic discounting does. Attempting to integrate these models with temporal-difference learning is therefore likely to be a fruitful avenue for future research.
Adapting temporal-difference models to be consistent with hyperbolic-like discounting might be seen by some as moving these models into the realm of descriptive models, effectively abandoning their normative motivations. However, hyperbolic discounting can also be justified normatively, because it can be seen as maximizing the rate of gain in repetitive choices (Kacelnik, 1997) or as resulting from Bayesian updating when the hazard rate is uncertain (Sozou, 1998) .
Probability and subjective value. Expected utility theory, first proposed by Bernoulli in the 18th century (Bernoulli, 1738 (Bernoulli, /1954 and later reinterpreted and axiomatized by von Neumann and Morgenstern (1944) , proposes that the utility of probabilistic outcomes is combined according to expected value. 10 Despite the normative appeal of this idea, humans and other animals weight the probabilities of reinforcement nonlinearly (Green & Myerson, 2004; Ho et al., 1999; Kahneman & Tversky, 1979; Rachlin, Raineri, & Cross, 1991; Trepel, Fox, & Poldrack, 2005; Tversky & Kahneman, 1992) . Furthermore, Magnitude and subjective value. In the same way that, in psychophysics, the perceived intensity of a stimulus is not a linear function of objective stimulus intensity (e.g., Stevens, 1957) , the subjective value (or utility) of a reinforcement also is not a linear function of its objective value (e.g., Bernoulli, 1738 Bernoulli, /1954 Kahneman & Tversky, 1979; Tversky & Kahneman, 1992) . Although this is typically ignored in reinforcement-learning models, incorporating this nonlinearity into the models would be straightforward: It would simply require passing the primary reinforcements through an appropriate nonlinear function, such as the S-shaped value function from prospect theory (Kahneman & Tversky, 1979; Tversky & Kahneman, 1992) .
Delay and subjective value. Time in temporaldifference learning is often represented by a tapped delay line (Figure 4) . Use of the tapped delay line, together with the standard equation for the prediction error, implies that the value of future reinforcements is discounted exponentially (see section "The Mathematics of Temporal Discounting" in the supplemental materials). Exponential discounting is also used in the discounted utility model of classical economics (Samuelson, 1937) . Exponential discounting is often considered normative in classical economics because it applies the same discount at each time (see Frederick, Loewenstein, & O'Donoghue, 2002 , for a critical review).
Despite the normative appeal of exponential discounting, humans, monkeys, rats, and pigeons all discount future reinforcements hyperbolically, not exponentially (Ainslie, 1975; Frederick et al., 2002; Green & Myerson, 2004; Kable & Glimcher, 2007; Kim, Hwang, & Lee, 2008; Kobayashi & Schultz, 2008; Mazur, 1987 Mazur, , 2001 Mazur, , 2007 Myerson & Green, 1995; Richards, Mitchell, de Wit, & Seiden, 1997) . Furthermore, activity related to delayed rewards in the ventral striatum, medial prefrontal cortex, and posterior cingulate cortex of humans seems to represent hyperbolically discounted values (Kable & Glimcher, 2007) . Consistent with these findings, recent electrophysiological results suggest that dopamine neurons also discount future reinforcements hyperbolically (Kobayashi & Schultz, 2008) . When monkeys were presented with CSs that predicted reward at different delays, dopamine neurons responded most for CSs associated with rewards at short delays; furthermore, although both exponential and hyperbolic discounting models provided good fits to the neuronal responses, the hyperbolic model fit better overall (Kobayashi & Schultz, 2008) .
In temporal-difference models with tapped delay lines, exponential discounting results from the repeated applica- 
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in temporal-difference models, humans also underweight small probabilities and overweight large probabilities (see Tobler et al., 2008 , for discussion and relevant citations). 12 Temporal-difference models may therefore offer an explanation for the underweighting of small probabilities and the overweighting of large probabilities with experientially learned outcomes, although this needs to be tested in future research. More generally, future research should seek to clarify the relation between reinforcementlearning models and probability discounting in humans and in other animals.
Other Challenges for Temporal-Difference Models
Several other findings are inconsistent with standard temporal-difference learning models. Those findings, however, are consistent with more advanced reinforcementlearning techniques, such as semi-Markov dynamics or Bayesian reinforcement learning. This section reviews these findings and their interpretation in reinforcementlearning terms.
Variable reward timing. When a reward is delivered earlier than expected, dopamine neurons fire to the reward but do not then show a depression at the time at which the reward had originally been expected (Hollerman & Schultz, 1998) . Although the standard temporaldifference model with a tapped delay line correctly predicts the firing to the early reward, it predicts a depression (negative prediction error) at the time at which the reward had originally been expected (see, e.g., Daw, Courville, & Touretzky, 2006; Suri & Schultz, 1999) . One possible solution to this problem is to assume that the early reward somehow resets the tapped delay line, possibly via an attentional mechanism (Suri & Schultz, 1999) . However, this solution seems somewhat ad hoc (Daw, Courville, & Touretzky, 2006; Suri, 2002) . A more principled account of these findings can be obtained using semi-Markov dynamics and partial observability (Daw, Courville, & Touretzky, 2006) , reinforcement-learning techniques that are beyond the scope of the present article (see Bradtke & Duff, 1995; Kaelbling et al., 1998; Puterman, 2005) . Other representations of time in temporal-difference models can also account for these findings (Ludvig, Sutton, & Kehoe, 2008) .
Semi-Markov dynamics provide a rich representation of time as a continuous variable (Bradtke & Duff, 1995; Puterman, 2005) , which may also prove useful in future research to account for other findings in which the timing of events varies, including the effects of variable reward delays on temporal discounting by dopamine neurons (Kobayashi & Schultz, 2008) . In fact, by replacing the tapped delay line with a continuous representation of time, semiMarkov systems may be able to more seamlessly include hyperbolic temporal discounting.
adaptive coding by dopamine neurons. Dopamine neurons do not seem to code the value of prediction errors in absolute terms. Instead, they seem to change their sensitivity (i.e., gain) depending on the anticipated range or standard deviation of reward magnitudes . When three different CSs predict 0.05, 0.15, and 0.50 ml of juice, each with probability .5, the firing of dosubstantial evidence now exists for nonlinear coding of reinforcement probability in several brain regions (Berns, Capra, Chappelow, Moore, & Noussair, 2008; Hsu, Krajbich, Zhao, & Camerer, 2009; Paulus & Frank, 2006; Tobler, Christopoulos, O'Doherty, Dolan, & Schultz, 2008 ; but see Abler, Walter, Erk, Kammerer, & Spitzer, 2006, and Quartz, 2006) .
The firing of dopamine neurons is modulated by outcome probability Morris et al., 2004; Tobler et al., 2005) . If different CSs predict reward with different probabilities, phasic responses to the CS increase with increasing probability of reward; conversely, phasic responses to the reward itself decrease with increasing probability of reward Morris et al., 2004) . Consistent with these findings, BOLD activity in the human VTA is also modulated by outcome probability (D'Ardenne et al., 2008) . Furthermore, dopamine neurons can integrate information about the probability and magnitude of reward . However, it is not known whether the firing of dopamine neurons reflects linear or nonlinear weighting of probabilities. Existing plots of neuronal firing in relation to reward probability or expected value Morris et al., 2004; Tobler et al., 2005) are not sufficient to reach a definitive conclusion because it is not always clear whether they are truly linear or have a nonlinear component.
Reinforcement-learning models are generally concerned with maximizing expected value, ignoring other characteristics of the reinforcement distribution. Even in model-based reinforcement learning, information about reinforcements typically is limited to their expected value: As noted in the "Markov Decision Processes" section above, R(s, a, s′) represents the expected value of reinforcements, not their full distribution. Model-based reinforcement-learning methods therefore appear likely to weight probabilities linearly.
Temporal-difference models also do not represent information about the probabilities of reinforcement. For example, the only quantities stored by the actor-critic are the values of states, V(s), and the preferences for actions, p(s, a). These quantities approximate running averages due to the gradual nature of learning. At first sight, then, it would seem that temporal-difference models might also behave according to expected value, weighting probabilities linearly. However, the averages obtained in temporal-difference models weight older reinforcements exponentially less. This leads to interesting effects of rates of reinforcement. Since rates of reinforcement reflect experientially learned probabilities of reinforcement, this may introduce interesting nonlinearities into the weighting of probabilities. For example, temporal-difference models may tend to underweight small probabilities: Low rates of reinforcement result in old, highly discounted reinforcements, which influence current estimates only weakly. Similarly, temporal-difference models may tend to overweight large probabilities: High rates of reinforcement result in recent reinforcements, which disproportionately boost current estimates. 11 Such patterns of probability discounting are consistent with human behavior: When outcomes are learned experientially, as is the case synapse on GABAergic neurons in the SNr and on dopaminergic neurons in the SNc (Tan & Bullock, 2008 ).
An alternative account of the sustained, ramping response of dopamine neurons during the expectation of reward has been proposed (Niv, Duff, & Dayan, 2005 ; but see Preuschoff & Bossaerts, 2007) . That account is based on the observation that phasic dopaminergic responses code positive and negative prediction errors asymmetrically, because of the low baseline firing rate of dopamine neurons. Such asymmetry implies that averaging prediction errors across trials in experiments with probabilistic rewards would produce the type of ramping activity that was observed . The ramping activity was therefore suggested to be an artifact of averaging across trials, rather than to reflect a within-trial risk signal . However, the ramping activity has also been observed in single trials . Furthermore, the averaging of prediction errors across trials results in ramping activity only under certain representations of time, such as a tapped delay line . More sophisticated representations of time that seem to provide better accounts for other findings concerning dopamine neurons, such as models that include semi-Markov dynamics (Daw, Courville, & Touretzky, 2006) , would not show such artifactual ramping.
Studies using f MRI have shown that activity in the human orbitofrontal cortex and striatum correlates with outcome risk (Preuschoff et al., 2006; Tobler, O'Doherty, Dolon, & Schultz, 2007) . Furthermore, risk-related activity in the orbitofrontal cortex correlates with participants' risk attitudes . The orbitofrontal cortex and striatum have strong bidirectional connections with the dopaminergic system, so the risk-related BOLD activity in these areas could potentially reflect an incoming dopaminergic risk signal (Preuschoff et al., 2006) or, alternatively, contribute to determine the dopaminergic risk signal. Risk-related activity has also been found in the posterior cingulate cortex in monkeys (McCoy & Platt, 2005) and humans (Huettel, Stowe, Gordon, Warner, & Platt, 2006) . It has been hypothesized that the putative dopaminergic risk signal could influence such activity via the anterior cingulate cortex (McCoy & Platt, 2005) .
To summarize, although some controversy remains around the idea that dopamine neurons convey a risk signal, much evidence suggests that the brain represents risk. Standard reinforcement-learning algorithms, in contrast, do not calculate or use risk (variance). However, the representation of both the expected value and the variance of predicted reinforcements in the brain provides a richer characterization of the reinforcement distribution than does the use of expected value alone. Such richer characterization is consistent with Bayesian approaches to reinforcement learning, which work with the full probability distributions over values (Daw et al., 2005; Dearden, Friedman, & Russell, 1998; Engel, Mannor, & Meir, 2003) . Bayesian reinforcement-learning methods, although computationally challenging, have the advantage of providing a principled, normative solution to the important exploration-versus-exploitation dilemma (Dearden pamine neurons to the juice delivery is similar in the three cases, even though the values of the three prediction errors are quite different . Dopamine neurons seem to adapt to the range or standard deviation of possible rewards, which may help them discriminate among the likely values of the anticipated rewards . Temporal-difference models, in contrast, do not show such adaptive coding. The prediction error in those models reflects the magnitude of the difference between actual and expected rewards, unscaled by the anticipated range or standard deviation of rewards (but see Preuschoff & Bossaerts, 2007) .
The effect that this adaptive coding by dopamine neurons may have on target structures is not known. Do target structures receive information about the anticipated range or standard deviation of rewards, and are they therefore capable of recovering the raw, unscaled prediction errors? Some evidence suggests that dopamine neurons themselves may convey information about the anticipated range or standard deviation of rewards to target structures. When one CS predicts a small or medium reward, another predicts a medium or large reward, and a third predicts a small or large reward, each with probability .5, sustained firing of dopamine neurons during the expectation of reward is larger for the third CS than for the other two . Since the third CS is associated with a larger range and standard deviation of predicted rewards, such sustained firing may convey information about that range or standard deviation to target structures.
It is not known whether target structures use the information about the range or standard deviation of rewards possibly conveyed by dopamine neurons to recover the unscaled prediction error. A formal analysis of the classical Rescorla-Wagner model (Rescorla & Wagner, 1972) in terms of least-squares learning theory shows that value predictions can be updated directly using scaled prediction errors (Preuschoff & Bossaerts, 2007) . It seems likely that scaled prediction errors could similarly be used to update the preferences for actions, which would make the recovery of the unscaled prediction errors unnecessary. Future computational research should seek to formalize a complete reinforcement-learning system that uses such scaled prediction errors to learn the values of both states and actions. Such a model could then be used to make predictions that could be tested neuroscientifically.
Risk in the brain. The aforementioned sustained response of dopamine neurons during the anticipation of rewards has been interpreted as a risk (i.e., variance) signal Schultz et al., 2008) . 13 When different CSs predict a reward with different probabilities, the greater the risk (i.e., the closer the probability is to .5), the stronger that sustained response ; but see Morris et al., 2004) . Consistent with these findings, BOLD activation in the midbrain in humans has also been found to reflect risk (Preuschoff et al., 2006) . In addition, a circuit-based model has suggested a possible biological mechanism for the calculation of this risk signal, via the corelease of gamma-aminobutyric acid (GABA) and substance P from axons of medium spiny neurons that ciling reinforcement-learning models with many of the discordant findings were suggested above. The key will be to ensure that the explanations of the individual findings maintain the coherence of the entire system. An integrative theory that explains all of the challenging findings in an integrated, coherent system is currently lacking and should be a priority for future research.
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et Poupart, Vlassis, Hoey, & Regan, 2006) . The explicit representation of variance in the brain may therefore offer important computational advantages.
CONCLUSIONS
In the last decade, ideas and techniques from reinforcement learning have played a central role in advancing our understanding of conditioning and choice. Reinforcement learning provides an integrated understanding of how agents can learn to behave so as to maximize rewards and minimize punishments-an ability that is the very pillar of survival and functioning in the animal world. Reinforcementlearning agents and animals face formally similar problems, so it is not surprising that reinforcement learning provides conceptual insights into animal learning. More remarkably, though, actual mechanisms, architectures, and algorithms developed in the reinforcement-learning community seem to map directly onto neural processes in animals. 14 The use of reinforcement learning to advance our understanding of the neural bases of conditioning can fairly be considered to be one of the prime examples in cognitive and behavioral neuroscience of the power of an integrated theoretical and empirical approach.
Despite these remarkable successes, some challenges remain. Reinforcement learning is in many respects similar to neoclassical economic theories. Both provide mathematically elegant, coherent, and normatively motivated accounts of behavior. 15 However, much research has documented systematic deviations in human and animal behavior and neurophysiology from the normative assumptions shared by both theories. In economics, this led to a schism between neoclassical and behavioral economics. Among researchers interested in reinforcement-learning models of the brain and behavior, it seems likely that theorists of different persuasions will also address these challenges differently. Some may abandon the normative assumptions of reinforcement learning and strive to make the models more accurate descriptively. Others may seek to maintain a normative or seminormative perspective, striving to explain how the empirical findings are consistent with a rational or semirational (Daw, Courville, & Dayan, 2008) system. Both approaches are likely to prove useful, and indeed they may cross-fertilize each other. For example, the hyperbolic model of temporal discounting was developed on descriptive grounds (Ainslie, 1975; Mazur, 1987) , but subsequent work suggested how it could be justified normatively (Kacelnik, 1997; Sozou, 1998) .
One of the key advantages of reinforcement-learning approaches is that they address all aspects of reinforcementrelated learning and behavior in an integrated, coherent system. Reinforcement learning was developed to build integrated agents that maximize rewards and minimize punishments. Reinforcement-learning systems therefore integrate all pieces of the puzzle that are necessary to achieve that goal (from value learning, to exploration, to action selection, etc.). The main challenge in seeking to bring reinforcement-learning models into alignment with the empirical findings will likely not be in finding ways of explaining individual findings; in fact, ways of recon-
