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Resumo
Este trabalho apresenta uma análise da utilização do sistema gerenciador de banco de
dados NoSQL ArangoDB em workflow de Bioinformática. O ArangoDB é um banco
híbrido que possui um modelo baseado em grafo e em documento para persistência de
dados. Para isso, foi realizado um estudo sobre o armazenamento de dados gerados na fases
de filtragem e de mapeamento de um workflow de Bioinformática, bem como a geração
de grafos de proveniência a partir dos processos utilizados. O estudo foi motivado pela
possibilidade de se armazenar os dados gerados ao longo do processamento do workflow
e informações sobre sua execução em um mesmo lugar, o que facilitaria a reexecução de
um workflow científico, visto que não seria necessário buscar novamente os dados que
foram utilizados em um dado experimento. Como resultado, este trabalho demonstra
como os dados gerados pelo workflow e seus dados de proveniência foram armazenados
no ArangoDB utilizando o modelo PROV-DM.
Palavras-chave: ArangoDB, Proveniência, Banco de Dados, NoSQL híbrido.
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Abstract
This work presents a study about the use of the database management system NoSQL
ArangoDB in Bioinformatics workflow. The ArangoDB is a database that has a hybrid
model based on graph and document for data persistence. It was studied the storing of
data of the filtering and mapping stages from a Bioinformatics workflow, as well the prove-
nance graph generated by the used process. The study was motivated by the possibility of
storing data generated during the processing of the workflow and data about its execution
in one place, which would facilitate the re-execution of a scientific workflow, because it
would not be necessary to look again the data that were used in a given experiment. As
a result, this work demonstrates how the data generated by workflow and its provenance
were stored on ArangoDB using the PROV-DM model.
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Centros de pesquisa em Genômica utilizam ferramentas que constituem sistemas de in-
formação para processamentos e análises genômicas [Guimarães and Cavalcanti, 2009].
Anotações relacionadas aos experimentos precisam ser armazenadas para dar suporte aos
experimentos em laboratório. Devido à grande quantidade de dados dos sistemas de bioin-
formática, eles passaram a ser utilizados em conjunto com esquemas de bancos de dados
genômicos com o objetivo de auxiliar pesquisas. Para uma posterior obtenção das infor-
mações relacionadas a um dado, é importante que sejam registradas informações sobre
sua origem, isto é, o histórico de fatores envolvidos no processamento e na geração desse
dado. Dessa forma, é possível obter informações sobre a proveniência de um dado, ou
seja, sobre a origem ou procedência de um determinado dado.
As informações sobre a proveniência de um dado podem ser importantes para auxiliar
a reexecução de experimentos por diferentes pesquisadores, visto que estarão disponíveis
em bancos de dados. A possibilidade de uma nova execução por terceiros faz com que um
experimento seja válido do ponto de vista científico, por isso é necessário que se armazenem
os dados tanto do ambiente de execução quanto dos experimentos propriamente ditos
[de Almeida, 2014]. Várias iniciativas na Bioinformática já auxiliam a captura de dados
de proveniência que aliadas às descobertas de experimento científico podem ser associadas
por meio do apoio de sistemas de informação.
Segundo Ogasawara [2012], a complexidade dos modelos utilizados nos experimentos
científicos também acompanhou essa evolução, e diversas atividades, sendo algumas até
encadeadas, foram utilizadas durante as simulações para produzir uma coleção de dados
com determinada sintaxe e semântica. Esse encadeamento é representado através de
workflows científicos.
Áreas como a Biologia, Química, Física, Ecologia, Astronomia, Geologia e Engenharias
em geral compartilham algumas características, tais como a necessidade da manipulação
de grandes volumes de dados e um alto poder computacional para processá-los [Deelman
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et al., 2009].
Projetos de Bioinformática com sequências de DNA (ácido desoxirribonucleico) ou
RNA (ácido ribonucleico) obtidas por sequenciadores de alto desempenho são capazes
de gerar milhões de fragmentos de DNA na ordem de terabytes [Schuster, 2007]. Nestes
experimentos de Bioinformática, é de fundamental importância armazenar os dados de
proveniência para permitir a reexecução de um experimento. Para que isto aconteça, mo-
delos de dados para a proveniência existem para facilitar o armazenamento e a recuperação
desses dados.
Além dos dados de proveniência, também propõe-se armazenar os dados biológicos
gerados nos projetos de Bioinformática. Dessa forma, o uso de um SGBD (Sistema de
Gerenciamento de Banco de Dados) ou um sistema de arquivos é necessário para resolver
o problema de armazenamento e administração desse grande volume de dados. A utili-
zação de um SGBD também se dá pelas vantagens que ele oferece, tais como: segurança,
organização, facilidade de consulta e compressão dos dados [Huacarpuma, 2012].
Neste contexto, esta monografia aborda o problema da dificuldade do armazenamento
de dados de um experimento genômico, bem como sua proveniência em um mesmo banco
de dados. A hipótese adotada é que um banco de dados híbrido seria adequado para a
persistência de tais dados, tendo em vista que um SGBD híbrido além de oferecer uma
melhor administração do grande volume de dados, segurança para o armazenamento e
integridade dos dados, além de facilitar as consultas e armazenar os dados de proveniência.
A importância deste estudo é válida tanto para a área de Bioinformática quanto para
a Computação, visto que seu desenvolvimento pode permitir:
• Armazenamento de dados e de proveniência de um workflow científico em um mesmo
banco de dados;
• Análise de um banco de dados NoSQL híbrido.
1.1 Objetivo
O objetivo deste trabalho é analisar do comportamento do banco de dados híbrido Aran-
goDB com dados e proveniência de workflows de Bioinformática, buscando desenvolver
uma implementação adequada e verificar se é uma opção viável em relação ao desempenho.
1.1.1 Objetivos Específicos
Para que o objetivo geral seja atingido, foram definidos alguns objetivos específicos:
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• Definir uma metodologia para criação e utilização da interface do ArangoDB, in-
cluindo o modelo e as estruturas de dados a serem utilizadas para inserção e extração
de dados;
• Avaliar o desempenho do banco para inserção e extração de dados gerados pelas
fases de filtragem e mapeamento de um workflow de Bioinformática;
• Realizar um estudo sobre o modelo de proveniência necessário para ser utilizado no
ArangoDB.
1.2 Estrutura do Trabalho
Este trabalho está estruturado nos capítulos a seguir:
• Capítulo 2: Apresenta o referencial teórico necessário para o desenvolvimento desta
pesquisa, tais como conceitos de proveniência de dados, o modelo PROV-DM e a
utilização de bancos de dados não-relacionais.
• Capítulo 3: Apresenta o detalhamento do ArangoDB, mostrando sua origem, suas
características gerais e seu funcionamento interno. Também são apresentadas as
suas limitações e informações úteis de configuração.
• Capítulo 4: Apresenta o ambiente de testes e os dados utilizados, incluindo seu
formato para os dados de entrada.
• Capítulo 5: Expõe os resultados atingidos seguido de uma breve análise destes.




Neste capítulo são tratados os conceitos relacionados à proveniência de dados bem como
o modelo de dados aplicado a um banco de dados NoSQL. A Seção 2.1 apresenta a defi-
nição de proveniência de dados, seus modelos e objetivos. A Seção 2.2 trata de aspectos
relacionados a bancos de dados não relacionais. A Seção 2.3 uma descrição sobre proje-
tos de Bioinformática e sobre a estrutura geral do workflow de sequenciamento de alto
desempenho enquanto a Seção 2.4 apresenta alguns trabalhos relacionados.
2.1 Proveniência de Dados
Proveniência de dados diz respeito à origem ou procedência de determinado dado. A
proveniência armazena informações com mais significado do que a simples identificação
do local de procedência [de Paula et al., 2013], ou seja, descreve de forma detalhada a
geração de um objeto de dados.
Em [Buneman et al., 2001] proveniência de dados é definida como "a descrição das
origens de uma peça de dados e do processo pelo qual ela chegou em um banco de dados".
Isto mostra que a origem de um dado é feita a partir de um processo, em que se obteve
um dado produto, e que sua origem foi um dado fonte utilizado como entrada.
Dessa forma, deve-se identificar quais são os dados relevantes para o armazenamento,
tais como processos que o derivaram, objetos de dados utilizados por estes processos,
agentes envolvidos na derivação, ambiente de execução etc. Questões sobre quem criou
determinado dado, quando foi modificado, o responsável pela modificação, além de qual
processo foi utilizado para criar o dado são questões que podem ser respondidas com o
auxílio da proveniência.
Os dados obtidos da proveniência podem ser utilizados para reexecutar os experimen-
tos, se proteger contra disputas de propriedade intelectual [Hasan et al., 2007], avaliar a
qualidade dos dados, além da possibilidade de reprodução de experimentos.
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A proveniência de dados pode ser classificada de acordo com [Davidson and Freire,
2008] em três tipos:
• Prospectiva: semelhante a uma receita, visto que captura os passos a serem seguidos
para gerar um certo produto;
• Retrospectiva: trata das informações obtidas durante a execução dos processos de
geração de dado, bem como o tempo de duração de cada atividade executada até
a origem dos dados de entrada, além de informações sobre o ambiente utilizado.
Dessa forma, é possível obter um log detalhado sobre a execução da tarefa;
• Dados definidos pelo usuário: anotações, conclusões, observações ou qualquer in-
formação que o usuário julgar necessária para futura utilização. Também pode-se
citar anotações, conclusões a respeito do processo e, até mesmo, observações sobre
parâmetros utilizados.
Davidson and Freire [2008] também dividem o nível em que a captura é realizada
quando é feita de forma automática, de acordo com a divisão abaixo:
• Workflow: utilizado pela grande maioria das soluções com SGWfC (Sistemas de
Gerência de Workflow Científico) envolvendo a descrição da execução de um pro-
cesso, e nesse caso deve ser adaptado para capturar os dados dos diferentes processos
executados;
• Atividade: podendo ocorrer de duas formas, em que na primeira cada processo
executado é alterado para capturar os dados de proveniência e, na segunda forma,
em que programas específicos podem ser criados para monitorar a execução de um
determinado processo e capturar os dados de proveniência;
• Sistema Operacional: utiliza os dados fornecidos pelo próprio sistema operacional
como insumo para a proveniência.
Quando a obtenção da proveniência é executada somente no momento que é solicitada,
[Tan, 2004] classifica como uma abordagem preguiçosa (lazy), porém quando a proveni-
ência é obtida durante a geração da informação e é armazenada para consultas futuras é
chamada de abordagem ansiosa (eager).
O principal objetivo dos modelos de proveniência é estabelecer uma estrutura para
que os dados de proveniência possam ser armazenados e recuperados, de forma que seu
significado seja mantido e seus benefícios possam ser potencializados [de Paula, 2013].
Uma breve revisão sobre diferentes modelos de proveniência que podem ser encontrados
na literatura atual são descritos a seguir:
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• W7 : apresentado por Wong [2007], tem como base a ontologia de Bunge [Bunge,
1977], a qual objetiva descrever as propriedades de um objeto de caráter geral. A
partir desse modelo estruturou-se a proveniência de uma peça de dado através da
resposta a 7 perguntas (ou dimensões): O que?, Quem?, Quando?, Onde?, Como?,
e Por quê?;
• Provenance Vocabulary: descrito por [MacGuinness et al., 2010] volta sua atenção
para o problema da proveniência de dados publicados na web. A sua principal
característica é fornecer classes e propriedades para que publicadores de dados para
web possam armazenar, além dos dados publicados, também os metadados com
informações uteis sobre a proveniência dos dados publicados;
• Provenir Ontology: descrito por [Sahoo and Sheth, 2009] foi desenvolvido para ser
um modelo de proveniência de dados genético, priorizando a interoperabilidade entre
diferentes sistemas e sua adaptação para qualquer aplicação. Assim como no modelo
Provenance Vocabulary, define um núcleo comum e permite a criação de módulos
específicos para o domínio da aplicação desejada;
• OPM (Open Provenance Model): começou a ser discutido em maio de 2006 no
Workshop Internacional de Anotação e Proveniência. É um projeto aberto que
consiste em caracterizar a proveniência de qualquer objeto, material ou imaterial.
Um grafo acíclico direcionado representa e descreve a relação causal entre eventos
que afetam objetos. O modelo OPM, descrito em [Moreau et al., 2009] procura
demonstrar a relação causal entre eventos que afetam objetos (digitais ou não) e
descreve essa relação por meio de um grafo acíclico direcionado;
• PROV-DM (Provenance Data Model): é um modelo recente baseado no OPM, cuja
função é descrever pessoas, entidades e atividades envolvidas na produção de uma
peça de dado ou um objeto qualquer através de um grafo direcionado. Essa des-
crição provê condições para demonstrar a proveniência de forma mais precisa. Foi
desenvolvido em outubro de 2011 e sua versão mais recente publicada em abril de
2013 [de Almeida, 2014]. A raiz deste grafo representa a entidade cuja proveniência
está sendo representada e as arestas são direcionadas para as atividades e entidades
das quais foram originadas. O PROV-DM é detalhado a seguir.
De acordo com Moreau and Missier [2013], o PROV-DM é dividido em seis compo-
nentes, os quais contém tanto os elementos quanto as relações possíveis:
• Entidades e Atividades: entidades podem representar qualquer objeto (real ou ima-
ginário), e atividades é algo que ocorre ao longo de um período de tempo e atua
sobre ou com entidades;
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• Agentes e Responsabilidades: agentes são entidades que influenciam, direta ou in-
diretamente, a execução das atividades, recebem atribuições de outros agentes e
podem ter algum tipo de ligação (posse, direitos, etc...) sobre outras entidades;
• Derivações: descreve a relação entre diferentes entidades durante o ciclo de trans-
formação executado pelas atividades permitindo demonstrar a dependência entre as
entidades usadas e geradas;
• Alternativo: descreve a relação entre diferentes visões de uma mesma entidade;
• Coleções: são entidades que possuem membros, os quais são também entidades, e
podem ter a sua proveniência demonstrada de forma coletiva;
• Anotações: fornece mecanismos para inclusão de anotações para os elementos do
modelo.
A Figura 2.1 ilustra os símbolos utilizados pelo modelo PROV-DM para representar
os diferentes nós do grafo. O símbolo da Entidade também é utilizado para representar o
tipos Coleção, uma vez que representa subtipo do tipo Entidade. As relações da Figura
2.2 representam as arestas no grafo de proveniência que, por sua vez, indicam as relações
possíveis entre cada nó. Além de descrever cada tipo que compõe o modelo, os seis
componentes também detalham as relações que podem ocorrer entre cada um dos tipos.
Figura 2.1: Representação gráfica dos nós do modelo PROV-DM.
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Figura 2.2: Representação gráfica das relações do modelo PROV-DM.
Um detalhamento dos tipos pode ser encontrado em de Paula [2013], bem como a base
para a escolha do PROV-DM de acordo com os principais requisitos, dentre eles:
• Capacidade de representar a proveniência de uma peça de dado, descrevendo os
processos e insumos utilizados em sua geração;
• Uma representação gráfica adequada, com diferentes símbolos para cada elemento,
e relações suficientes para demonstrar a proveniência de forma objetiva;
• Símbolo para representar grandes conjuntos de dados;
• Extenso material disponível cobrindo diferentes aspectos da proveniência de dados;
• O fato de estar sendo desenvolvido pelo W3C e ser recomendação desta instituição
em 2013;
• Capacidade do modelo de proporcionar o intercambio de informações entre diferentes
sistemas.
Dessa forma, de acordo com de Paula [2013], a aplicação do modelo PROV-DM para
representar a proveniência de dados em projetos de Bioinformática, se mostrou bastante
simples e direta. Os componentes do modelo, tais como o agente, atividade e coleção, re-
presentam elementos presentes em grande parte dos experimentos executados em projetos
de Bioinformática. As relações, por sua vez, demonstram de forma objetiva as depen-
dências entre cada elemento no grafo, e a utilização das regras e do tipo de derivação
permitem maior grau de especificidade quando necessário.
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2.2 Bancos de Dados Não Relacionais
Bancos de dados não relacionais surgiram como alternativa à questão de escalabilidade no
armazenamento e no processamento de grandes volumes de dados [de Diana and Gerosa,
2010]. O termo NoSQL foi utilizado pela primeira vez em 1998 para citar um banco de
dados relacional open-source que omitia o uso de SQL, o Strozzi NoSQL, criado por Carlo
Strozzi [Sadalage and Fowler, 2012], porém o uso do termo como é conhecido atualmente
não se refere a esse banco. O movimento NoSQL é recente e vem crescendo rapidamente
[?] e dentre os fatores do seu sucesso estão a natureza dos dados da web, a distribuição
de sistemas em escala global e a necessidade de se atingirem altos graus de paralelismo
no processamento de grandes volumes de dados [de Diana and Gerosa, 2010]. Em 2009,
na conferência "NoSQL Meetup" utilizou-se o termo referenciando bancos de dados não-
relacionais.
Assim, reconhecendo-se a utilidade dos modelos tradicionais de banco de dados e
criando-se uma nova categoria de armazenamento de dados surgem os bancos de dados
"não apenas SQL". O termo NoSQL não define precisamente o que são esses bancos,
mas os agrupa de acordo com características em comum, dentre elas : não-relacional,
distribuído, de código aberto, escalável horizontalmente, esquemas flexíveis, suporte à
replicação nativo e acesso via APIs simples [de Diana and Gerosa, 2010].
Levando em consideração que são necessárias soluções otimizadas para a natureza
particular dos dados, é conveniente o surgimento de tecnologias de gerenciamento de dados
diferentes das tradicionais. Com o intuito de reduzir custos através de uso de hardware
comum e barato para o processamento de grandes volumes de dados, também é necessário
que essa nova solução seja escalável horizontalmente. Levando em consideração a área
da Bioinformática, em que grupos de pesquisadores podem realizar colaborações mesmo
distantes geograficamente [Mattoso et al., 2008], também é importante que o sistema seja
distribuído para atender diversos usuários de forma eficiente, mas isso requer também um
sistema robusto para tolerar possíveis falhas.
Logo, pode-se definir NoSQL como um conjunto de conceitos que permite o processa-
mento de dados de forma rápida e eficiente com um foco em desempenho [McCreary and
Kelly, 2013], sendo um modo alternativo de modelagem de dados sem os padrões rígidos
do modelo relacional.
Os bancos de dados relacionais apresentam todas as características ACID (Atomici-
dade, Consistência, Isolamento e Durabilidade) enquanto os não relacionais se baseiam na
propriedade BASE (Basically Avaliable, Soft State, Eventual Consistency), ou seja, basi-
camente disponível, estado leve e consistente em momento indeterminado [Alves, 2015].
De acordo com [McCreary and Kelly, 2013] algumas características comuns dos bancos
NoSQL são:
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• Grande escalabilidade horizontal: capacidade de requisição de mais recursos de
armazenamento e de processamento conforme a necessidade da aplicação aumentar
seu numero de nós;
• Baixa latência: a partir da escalabilidade horizontal deve-se otimizar o tempo de
uma grande processamento através da divisão em pequenos processos distribuídos
em diferentes máquinas, possibilitando assim a diminuição do tempo de resposta;
• Disponibilidade de acesso: o grande poder de processamento permite que o banco
seja utilizado por mais usuários que os bancos de dados relacionais.
2.2.1 Modelos de Bancos de Dados NoSQL
Estão disponíveis diversos modelos de banco de dados NoSQL, dentre os quais destacam-
se os de chave/valor, orientado a documentos, orientado a colunas e grafos [Holanda and
Souza, 2015]. Não existe um modelo superior ao outro, pois cada um possui vantagens e
desvantagens dependendo do contexto em que for aplicado. Vale ressaltar que cada modelo
tem formas diferentes de armazenamento e consulta. Assim, os principais modelos são
destacados a seguir:
• Chave/Valor: por meio de pares de chaves e valores, o sistema armazena dados
estruturados. É o modelo de estrutura mais simples, visto que uma chave é um
identificador para diversos valores, que ainda podem ser expressos por índices hash
[Alves, 2015]. Todas as consultas e inserções de dados são realizadas sobre as chaves
[Carniel et al., 2012]. Consultas mais complexas ficam prejudicadas com esse tipo de
modelo de banco [Lóscio et al., 2011], mas geralmente esses sistemas fornecem um
mecanismo de persistência e funcionalidades adicionais, bem como replicação, versi-
onamento, travamento de edição, transações dentre outros [Cattell, 2011]. Exemplos
de banco de dados que seguem o modelo chave/valor são DynamoDB, Oracle NoSQL
Database, allegro-C e Sophia [Archive, 2015];
• Orientado a Documentos: este modelo permite o armazenamento de dados mais
complexos que os de chave/valor. Os documentos são coleções de atributos e va-
lores, podendo ser textos, listas ou outros documentos. Também diferentemente
do modelo chave/valor, este tipo de armazenamento permite o suporte a chaves
secundárias e múltiplos tipos de documentos por banco de dados ou aninhados a
outros documentos e listas. Com uma gama mais ampla de valores, os documentos
diferem das tuplas, visto que os atributos não são definidos em um esquema global
o que acaba se tornando uma grande vantagem desse modelo. Exemplos de banco
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de dados que seguem o modelo orientado a documentos são CouchDB e MongoDB
[Alves, 2015];
• Orientado a Colunas: através da indexação de uma tripla, os dados são diferenciados
por múltiplas versões utilizando o timestamp, e as linhas e colunas são identificadas
por chaves. Dessa forma, a tripla é composta pela linha, coluna e timestamp. A
propriedade de atomicidade está presente nas operações de leitura e escrita, em que
todos os valores associados a uma linha são considerados na execução destas ope-
rações. Pode-se agrupar colunas pelo tipo de dados através do recurso de família
de colunas. Esse modelo de persistência de dados surgiu com o Google, fazendo as-
sim com que o modelo também seja conhecido como BigTable [Chang et al., 2008].
Apesar de fornecer forte consistência dos dados, este modelo não garante alta dis-
ponibilidade [Lóscio et al., 2011]. Cassandra é um exemplo de NoSQL que utiliza
esse modelo;
• Grafos: permitem o armazenamento de entidades e os relacionamentos entre essas
entidades, que também são conhecidas como nós, os quais possuem propriedades.
Os relacionamentos são conhecidos como arestas, que também podem ter proprie-
dades. As arestas têm significância direcional. Assim, os nós são organizados por
relacionamentos, os quais permitem encontrar padrões entre eles. A execução de
consultas complexas é facilitada por esse modelo de banco de dados. Exemplos
de banco de dados que seguem o modelo orientado a documentos são o Neo4j e o
AllegroGraph [Alves, 2015];
• Híbridos: a definição de um modelo de dados híbrido para persistência de dados
utilizado neste estudo é a de um banco NoSQL que pode utilizar-se de vários modelos
em conjunto para realizar o armazenamento de seus dados, e relacioná-los a outros
dentro do mesmo banco de dados. O ArangoDB exemplifica essa definição a partir do
armazenamento dos dados através de coleções de documentos, cada um contendo
sua chave própria de identificação, e podendo relacionar vários documentos, até
mesmo de coleções diferentes, através de grafos.
2.3 Projetos de Bioinformática
Por meio de recursos computacionais, softwares e bancos de dados, um pesquisador pode
processar informações obtidas em laboratório. A área da computação responsável por
investigar o armazenamento e análise dos dados obtidos é a Bioinformática [Luscombe
et al., 2001].
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Diz-se que um cientista realiza um experimento in-silico quando utiliza ferramentas
computacionais [Greenwood et al., 2003] para testar uma hipótese, buscar padrões ou
demonstrar fatos. Tais experimentos são compostos por uma sequência de programas
encadeados, chamada de workflow [da Silva Almendra Gomes, 2011].
A WfMC (Workflow Management Coalition) define workflow como "a automação de
um processo de negócio, total ou parcial, na qual documentos, informações ou tarefas são
transferidas entre participantes de acordo com um conjunto de regras"[Hollingsworth and
Hampshire, 1993].Workflows podem ser utilizados para implantar processos de negócios,
com atividades que fazem parte do processo a fim de atingir certo objetivo.
Estes workflows são compostos por fluxos de dados, ou seja, a entrada de uma tarefa
é determinada pelo resultado da tarefa anterior. Esse encadeamento pode gerar inconve-
nientes, caso o cientista queira testar seu workflow com parâmetros e entradas diferentes.
Nesse caso, será necessário que se execute novamente todo o procedimento, ou seja, um
mesmo experimento pode gerar inúmeras execuções de workflows [Mattoso et al., 2010].
Com a variedade de processos que podem ser executados, através de diferentes op-
ções de programa, parâmetros e configurações, faz-se necessário uma solução que permita
armazenar a relação entre os dados processados, as informações sobre execuções de work-
flows e seus resultados. Além desses dados também é necessário registrar quem atuou na
execução de cada experimento, visto que uma maior confiabilidade aos resultados é devido
ao usuário e a função exercida por ele em determinado experimento [de Paula, 2013].
A captura dos dados de proveniência para um workflow científico pode ser implemen-
tada manual ou automaticamente [de Paula, 2013]. A automatização pode ser realizada
através de scripts ou de SGWfC (Sistemas Gerenciadores de Workflow Científicos). Para
a utilização de scripts também é necessário um maior cuidado em relação à documentação,
pois se estiver incompleta ou falha, a reprodutibilidade e a compreensão do experimento
por outro cientista pode ser dificultada [de Paula, 2013].
Os SGWfC são alternativas que foram desenvolvidas para substituírem os scripts ad-
hoc. Esses sistemas são construídos de forma que o usuário não precise programar um
script, tudo é feito através de uma interface gráfica, de forma que o usuário possa adicionar
os processos e gerar seu workflow. Além de gerar o workflow, os SGWfC são capazes de
executar o fluxo produzido. Dessa forma, tais sistemas podem ser considerados ferramen-
tas completas em que se constrói, se executa e se visualizam os resultados do experimento.
Para a proveniência de dados, sua grande funcionalidade é oferecer a captura automática
de dados de proveniência.
Especificamente em relação a workflow em Bioinformática, utiliza-se um workflow de
três fases: filtragem, mapeamento e análise. A estrutura do pipeline, representada na
Figura 2.3, permite voltar a uma fase anterior de acordo com a necessidade dos usuários
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do projeto. Por exemplo, pode-se voltar da fase de mapeamento à fase de filtragem, da
fase de análise à fase de mapeamento ou filtragem.
Figura 2.3: Estrutura do Workflow de Alto Desempenho.
A fase de filtragem remove sequências que apresentam DNA/RNA de regiões cujo se-
quenciamento não possui uma boa precisão em relação a qualidade, ou simplesmente con-
tém regiões que não serão interessantes para as fases seguintes do workflow [Huacarpuma,
2012]. As SRS (Short Read Sequences) geradas a partir do sequenciamento possuem uma
qualidade associada que expressa a probabilidade de erro associada a cada base, sendo
que cada projeto é responsável por determinar um padrão mínimo de qualidade para seus
experimentos [Huacarpuma et al., 2011].
A fase de mapeamento conta com um genoma de referência, normalmente, um orga-
nismo próximo ao que está sendo sequenciado que seja conhecido. A partir daí mapeiam-se
as SRS pelos sequenciadores, e são agrupadas conforme a posição das mesmas no mapea-
mento. Logo, resume-se a fase de mapeamento como uma tarefa de buscar a localização
em que um SRS em relação à de referência [Huacarpuma, 2012].
A fase de análise depende do foco do projeto, visto que seu objetivo é procurar infor-
mação relevante das SRS agrupadas na fase anterior, e interpretá-las para obter seu sig-
nificado biológico e colocá-lo no contexto de entendimento dos processo biológicos [Stein,
2001]. Essa fase também serve para encontrar informações relevante, como sequências
de genes e regiões reguladoras, identificação de expressão de genes, análises de filogê-
nia, assim como outras análises para a formulação de hipóteses biológicas [Frishman and
Valencia, 2009].
Vale ressaltar que neste trabalho focou-se nos dados relacionados à fase de filtragem
cujas SRS utilizadas estão no formato FASTQ1 e nos dados relacionados à fase de mape-
amento que estão no formato BAM2.
1Formato dos arquivos relativos a fase de filtragem.
2Formato dos arquivos relativos a fase de mapeamento gerados pelo TopHat.
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2.4 Trabalhos Relacionados
Não é recente o problema da persistência e proveniência de dados genômicos, tendo em
vista as dificuldades de gerenciamento dos dados como relata Bloom and Sharpe [2004].
Uma das dificuldades nos últimos anos é a quantidade de dados geradas pelos sequenci-
adores de desempenho em projetos genoma no mundo todo, como relatam Huacarpuma
et al. [2011].
Röhm and Blakeley [2009] e Huacarpuma [2012] consideraram modelos relacionais para
armazenar os dados genômicos das sequências biológicas e suas respectivas qualidades.
Eles utilizaram, respectivamente, o SQL Server 2008 e o PostgreSQL em seus trabalhos,
armazenando os arquivos no formato FASTQ. Huacarpuma [2012] ainda faz a comparação
do tempo de inserção e extração de dados do banco relacional, e o tempo total gasto
durante o processo de execução do workflow de Bioinformática.
Assim, sugeriu-se a partir de Bateman and Wood [2009], a utilização de bancos NoSQL
para o sistema de armazenamento desses dados genômicos, considerando os reais proble-
mas de armazenamento de grandes volumes de dados na ordem de petabytes.
Aniceto and Xavier [2014] mostram o avanço quando se escala os recursos físicos do
banco, tornado assim as operações mais eficientes e dando suporte aos projetos de Bioin-
formática através de um banco de dados em nuvem. Um dos resultados deste trabalho
é a melhora no desempenho das inserções e extrações de dados do banco em relação ao
modelo relacional.
Guimaraes et al. [2015] realiza um estudo sobre o armazenamento de dados de pro-
veniência da Bioinformática no banco de dados NoSQL MongoDB. É discutido o modelo
de dados PROV-DM, sua implementação e a comparação com o estudo de Huacarpuma
[2012] no PostgreSQL.
Hecht and Jablonski [2011], motivados pelo desenvolvimento de aplicações para web
2.0, comparam o modelo de dados, possibilidades de consulta, controle de concorrência,
particionamento, replicação e consistência de dados para mostrar que cada banco de dados
NoSQL possui vantagens e desvantagens, e não existe um banco melhor do que o outro,
visto que existem requerimentos diferentes para cada aplicação específica.
A análise e os desafios necessários para o provimento do apoio computacional ao de-
senvolvimento de experimentos em larga escala são a motivação principal do trabalho de
Mattoso et al. [2008]. São relatadas questões sobre a modelagem da proveniência devido
ao formato heterogêneo dos dados, incluindo a especificidade do domínio da aplicação
científica para cada contexto. É relatada a necessidade de ferramentas e apoio ao cien-
tista para o desenvolvimento de ciência em larga escala por meio de uma infraestrutura
computacional adequada.
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A criação de um único grafo sumário representando todos os grafos de proveniência
gerados durante um experimento, mas com um tamanho reduzido e eliminando dados
repetidos é o objetivo do trabalho de El-Jaick et al. [2013]. A abordagem de sumari-
zação permite reduzir o tempo de processamento de consultas de proveniência através
da utilização apenas do grafo sumário, eliminando assim a necessidade de reconstruir os
grafos originais. É utilizado um banco de dados de grafos. Mesmo com esse tipo de BD,
ainda persiste o problema da manipulação de um grande volume de dados dos grafos de
proveniência, mas a sumarização é uma abordagem para se utilizar com grafos volumosos.
Um estudo comparativo é realizado por Guimarães and Cavalcanti [2009] em alguns
cenários da Biologia para investigar a real necessidade da proveniência de dados utilizando
alguns bancos de dados. É explicado o conceito de anotação no contexto do estudo da
Bioinformática, e como banco de dados são criados a partir dessas anotações, em que a
meta-informação de uma anotação é o dado correspondente àquela proveniência.
Trabalhos para armazenamento da proveniência em bancos de dados NoSQL utilizando
o modelo PROV-DM são realizados por Guimaraes et al. [2015], de Almeida [2014] e
de Paula [2013]. Em Huacarpuma [2012] e Aniceto and Xavier [2014] são apresentados
diferentes SGBD (Sistema Gerenciador de Banco de Dados) relacional e não-relacional,
respectivamente, apenas para armazenamento dos dados gerados durante a execução do
workflow de Bioinformática. Diferentemente destes trabalhos, apresenta-se uma proposta
de armazenamento dos dados gerados e informações sobre proveniência na execução do
workflow em Bioinformatica em um mesmo SGBD.
De acordo com os trabalhos relacionados, podemos resumi-los na Tabela 2.1 de acordo
com as características que foram abordadas em cada um, em que X representa a presença
de determinada característica no estudo e - sua ausência.
Dessa forma, propõe-se que este trabalho utilize o ArangoDB na área de Bioinformática
para que armazene dados biológicos e sua devida proveniência através de grafos.
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Artigo Dados Biológicos Proveniência SGBD utilizado Bioinformática Grafos
Guimaraes et al. [2015] X X MongoDB X -
de Almeida [2014] X X Neo4j X X
de Paula [2013] X X - X X
Huacarpuma [2012] X - PostgreSQL X -
Aniceto and Xavier [2014] X - Cassandra X -
Guimarães and Cavalcanti [2009] - X Vários X -
El-Jaick et al. [2013] - X - X X
Mattoso et al. [2008] - - - X -
Röhm and Blakeley [2009] X - SQLServer X -





Como citado anteriormente, o banco de dados utilizado neste trabalho foi o ArangoDB.
Este capítulo descreve o banco de dados através de suas características e funcionalidades
pertinentes ao estudo que foi realizado. A Seção 3.1 trata da apresentação do banco. A
linguagem de consulta do ArangoDB é descrita na Seção 3.2. Por fim, a Seção 3.3 relata
aspectos relacionados à configuração do banco na máquina.
3.1 Definição e Modelo de Dados
O ArangoDB é um banco de dados NoSQL desenvolvido pela ArangoDB GmbH e lançado
em 2011. É um banco de dados de código aberto que utiliza uma linguagem de consulta
similar ao SQL tradicional ou extensões de JavaScript. Apesar de ser um banco de dados
NoSQL, ele também permite utilizar transações ACID, caso seja necessário, além da
escalabilidade horizontal e vertical [ArangoDB, 2015].
Este banco pode ser classificado como híbrido, visto que suporta a combinação chave/-
valor, documentos e grafos. Seu modelo de persistência é determinado automaticamente,
não sendo indicado pelo usuário. Dessa forma, o usuário pode modelar os dados tanto
como documentos, pares chave/valor ou grafos. O tipo de coleção de um documento
indicará se um determinado dado é um nó ou uma aresta na construção de um grafo,
mas caso seja necessário apenas armazenar os dados, não é necessário especificar todos
os atributos que farão parte daquela coleção de documentos, ou seja, podem-se ter dados
com diferentes quantidades de atributos em uma mesma coleção de documentos.
3.1.1 Características Gerais
O ArangoDB é multi-threaded e baseado em memória, pois os dados são sincronizados
com o sistema de arquivos enquanto metadados são armazenados na memória. Devido ao
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Controle Concorrente de Multi-versões (MVCC - Multiversion Concurrency Control) os
documentos não são apagados, em vez disso, uma nova versão do documento é armaze-
nada, o que permite leitura paralela e ações de escrita. Dentre as principais características
do ArangoDB, destacam-se:
• Schema-Free: combinação entre a eficiência de espaço do MySQL com o poder de
performance do NoSQL;
• Servidor de Aplicativos: integração entre a aplicação e o banco de dados para o
máximo de rendimento;
• JavaScript: utilização de uma única linguagem desde o navegador até o back-end;
• Modelo de dados flexível: modelagem dos dados através de combinações de chave/-
valor, documentos e grafos;
• Escolha livre de índice: possibilidade de escolha do tipo de index;
• Linguagem de consulta (AQL - ArangoDB Query Language) para recuperação e
modificação dos dados;
• Transações: execução de consultar em múltiplos documentos ou coleções com opção
de consistência transacional e isolamento;
• Replicação: o banco de dados pode ser utilização em uma configuração mestre-
escravo;
• Código Aberto.
Além disso, o pacote nativo do ArangoDB já conta com os seguintes programas:
• arangod: programa servidor que se destina a executar os processos como um daemon
e serve para as várias conexões clientes ao servidor via TCP/HTTP;
• arangosh: cliente que implementa um ambiente interativo de programacao (REPL
- Read-Eval-Print) e provê funções, acesso e administração do servidor ArangoDB;
• arangoimp: importador em lotes para o servidor ArangoDB;
• arangodump: criação de backups para o banco de dados;
• arangorestore: ferramenta para recarregar dados de um backup;




Nesta seção são apresentados os conceitos fundamentais sobre os elementos que compõem
o banco de dados, sua utilização e formas de acesso, e consultas ao banco, dentre eles
destacam-se:
Índices
Índices permitem o acesso aos documentos, desde que o atributo indexado seja utilizado
em uma consulta. O próprio banco já indexa alguns atributos automaticamente, mas o
usuário também tem a liberdade de criar índices adicionais em atributos fora do sistema
de documentos. Um índice definido pelo usuário é criado no nível da coleção, que pode
ser especificado através dos nomes dos atributos que devem ser indexados.
O ArangoDB geralmente utiliza um único índice por coleção em uma determinada
consulta, porém, caso existam vários índices em diferentes atributos da mesma coleção, a
consulta, ainda assim, utilizará apenas um índice. No entanto, a criação de vários índices
em diferentes atributos também pode ajudar na eficiência de consultas distintas através
de condições de filtro em outros atributos.
Dessa forma, o otimizador de consulta tentará utilizar o índice mais seletivo possível
quando se deparar com a escolha entre vários índices com uma estimativa de seletividade
conhecido. A política do otimizador é produzir resultados corretos, independentemente
de qual índice é usado para satisfazer as condições do filtro. Se ele não tem certeza se um
índice violará essa politica, então ele não irá fazer uso do índice. Os atributos do sistema
_id, _key, _from e _to são gerados e indexados automaticamente pelo ArangoDB. Além
disso também fornece os seguintes tipos de índices:
• Hash: úteis para buscas de igualdade;
• Skiplists: podem ser utilizados quando as buscas envolverem intervalos de dados;
• Fulltext Indexes: ainda em desenvolvimento, mas proverá buscas mais rápidas para
longas cadeias de caracteres;
• Geo Indexes: permite buscas em documentos em volta de certa localidade ou área.
Alguns tipos de índices permitem a indexação de um único atributo, por exemplo,
o índice de texto completo, enquanto outros tipos de índices permitem a indexação de
vários atributos ao mesmo tempo.
Databases
O ArangoDB é capaz de trabalhar com vários databases na mesma instância do servidor.
Cada database pode ser utilizado para agrupar dados logicamente relacionados e separá-
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los de outros grupos de dados. Cada banco de dados criado possui seu próprio conjunto
de coleções que precisam ser configurados quando ele é criado. Se for necessário trocar
de database durante a utilização do ArangoDB é necessário que o driver cliente armazene
a database atual, visto que as conexões não contém informações de estado, sendo todas
essas informações contidas nas requisições HTTP.
Sempre haverá um banco de dados padrão no ArangoDB, denominado _system. Essa
database não pode ser eliminada, visto que provê operações especiais para criação, elimi-
nação e enumeração de outras databases. Cada database é armazenada fisicamente em
subdiretórios separados sob o diretório de databases, que está localizada no diretório de
dados da instância. Além disso, cada database possui seu próprio subdiretório, chamado
de database, que contém as coleções desse banco de dados e um arquivo parameter.json
responsável por armazenar a ID e o nome da database.
Coleções
O ArangoDB é constituído por um conjunto de coleções, sendo que uma coleção é cons-
tituída por documentos. É unicamente identificada por seu identificador de coleções,
também possuindo um nome único que pode ser utilizado pelos usuários para identificar
e acessá-la. As coleções podem ser renomeadas a qualquer tempo, mas seu identificador
continuará o mesmo, não podendo ser modificado. Os documentos contidos nas cole-
ções podem ser de dois tipos: documentos (padrão) ou edges. O tipo de documento a
ser armazenado deve ser especificado na criação da coleção e não poderá ser modificado
posteriormente.
Documentos
Documentos são objetos JSON (JavaScript Object Notation) - um formato de intercâmbio
de dados independente de linguagem baseada em texto, comumente usado em aplicações
de Internet [Kewisch, 2014] - que podem ser aninhados e também conter listas. Cada
documento é unicamente identificado por seus identificadores de documento [ArangoDB,
2015].
Todos os documentos possuem atributos especiais, sendo o _id seu identificador, o
_key sua chave única e uma ETag, também conhecida como _rev responsável pela revisão
do documento, e mantido autonomamente pelo próprio ArangoDB. O atributo _id é uma
sequencia de caracteres e consiste do nome da coleção e a chave única do documento
(_key) separados por uma /. Como citado anteriormente, o atributo _key é criado
automaticamente, mas seu valor pode ser especificado pelo usuário no momento da criação
do documento. Juntamente com o atributo _id não pode ser modificado após a criação
do documento [ArangoDB, 2015].
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O Controle Concorrente de Multi-versões, suportado pelo ArangoDB, permite que
documentos existam em mais de uma revisão. As revisões podem ser utilizadas para
atualizações condicionais, substituições ou exclusões de documentos no banco de dados.
Caso seja necessário localizar uma revisão específica utilizar-se-ão os atributos _id e _rev.
Atualmente, é utilizado um padrão de valores inteiros de 64 bits para manter internamente
as revisões de documentos.
Grafos
A utilização de grafos é completamente gerenciada pelo ArangoDB, sendo inclusive visível
pela interface web. As funcionalidades gráficas podem ser acessadas através de várias
interfaces:
• Operações gráficas do AQL;
• Interface Gráfica RESTful;
• Implementação Gráfica JavaScript, podendo ser utilizada através de serviços FOXX
- framework que permite a escrita de micro serviços.
3.1.3 Acesso aos Dados
Existem algumas formas de acesso às informações contidas na base de dados do ArangoDB.
Segue uma descrição de cada uma:
• Interface REST: provimento de simples medidas para criar, acessar a manipular os
dados através da identificação dos documentos ou consultas.
• Arango Query Language(AQL): linguagem de consulta inspirada do tradicional SQL,
mas com recursos adicionais devido à sua natureza dinâmica de armazenamento de
documentos. Os documentos podem ser construídos com a instrução SELECT,
e aqueles que são aninhados também podem ser consultados. As instruções de
consulta são transmitidas via HTTP da aplicação do ArangoDB e o formato de
resposta é o JSON.
• JavaScript: Os documentos são acessados como objetos JavaScript e funções podem
ser executadas através da interface REST. Na versão atual o acesso a todas as
informações dos grafos só podem ser obtidas através da API JavaScript.
3.1.4 Interface Web
Também é possível que se realizem consultas, inserções e extrações de dados, criação de
aplicações, gerenciar os bancos de dados criados, além de verificar os recursos utilizados e
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as estatísticas de uso do banco através de sua interface gráfica, representada pela Figura
3.1, que mostra as estatísticas de requisição de acordo com seus tipos (GET, PUT, POST,
DELETE etc), o número de conexões de clientes e a quantidade de bytes transferidos.
Figura 3.1: Interface Web do ArangoDB.
3.1.5 Cluster, Replicação e Sharding
A configuração de um cluster pode ser uma tarefa complicada devido ao firewall, portas,
diferentes tipos de máquinas, porém o ArangoDB está preparado para realizar esta tarefa
de maneira simples. A arquitetura de um cluster no ArangoDB consiste nas entidades
de coordenadores e servidores de bancos de dados. Os coordenadores são responsáveis
pela comunicação com os clientes, a distribuição deles entre os servidores de dados e o
processamento dos resultados, enquanto os servidores de bancos de dados armazenam os
dados propriamente ditos.
A replicação de dados em uma configuração mestre-escravo pode ser útil para garantir
uma cópia de segurança dos dados. Todas as alterações devem ser feitas no banco de
dados mestre do ArangoDB. Todas essas alterações, inclusões e exclusões serão copiadas
para o banco de dados escravo. É possível que se mantenham diversos bancos escravos de
um mesmo mestre, visto que as modificações no mestre são indicadas em um log que será
replicado em todos os escravos correspondentes. No entanto, a replicação de dados em
um banco de dados escravo pode sofrer um atraso devido a características da capacidade
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da rede entre o mestre e o servidor, da carga de informações e da frequência com que o
mestre atualiza seus dados.
Para que se utilize um cluster a partir de diferentes máquinas em um único banco
de dados é necessário que se faça uso da técnica de Sharding. Ela permite que uma
quantidade maior de dados seja armazenada e que o próprio ArangoDB faça a distribuição
desses dados entre os diferentes servidores. O Sharding permite que se reduza o gargalo
da carga de dados, visto que ela será dividida entre várias máquinas.
O processo para utilização de Sharding é constituído de duas fases: planejamento e
execução. No planejamento é decidido o papel a ser executado em cada máquina e que
portas serão utilizadas. Um documento no formato JSON é gerado com essas informações
e pode ser utilizado posteriormente para a criação de um novo cluster com as mesmas
características do antigo, uma espécie de restauração de cluster. A fase de execução
consiste na ativação do cluster, em que cada instância deve ser configurada da mesma
maneira em cada máquina participante do cluster.
A Figura 3.2 apresenta a interface web disponibilizada pelo ArangoDB para o geren-
ciamento do cluster. A interface de gerenciamento do cluster indica quantas máquinas
foram disponibilizadas e a localização dos coordenadores e servidores com sua respectiva
quantidade de memória virtual.
Figura 3.2: Interface de Gerenciamento do Cluster.
3.2 ArangoDB Query Language
A Linguagem de Consulta do ArangoDB (AQL - ArangoDB Query Language) pode ser
utilizada para obter e modificar dados que estão armazenados no ArangoDB. Ela é uma
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linguagem predominantemente declarativa, a consulta do AQL expressa que resultado
deve ser alcançado, mas não a forma como deve ser feita, ou seja, as estruturas de consulta
são descritas, mas a forma como elas serão utilizadas depende de cada usuário.
Com propósito similar a Linguagem de Consulta Estruturada (SQL - Structured Query
Language), também utiliza palavras-chave em inglês e tem como objetivo ser legível para
humanos. Porém, a sintaxe é diferente do SQL tradicional, apesar de algumas palavras-
chave serem as mesmas em ambos. O processo de criação e exclusão de bases de dados,
coleções e índice não é suportado pelo AQL, sendo essas operações realizadas por coman-
dos no console arangosh ou pela interface gráfica web.
Outra característica do AQL é que os clientes utilizam a mesma linguagem e sin-
taxe para suas consultas, independentemente, daquela em que a aplicação do cliente foi
construída.
As operações de modificação de dados utilizando o AQL, que o ArangoDB suporta,
são descritas abaixo:
• INSERT: insere novos documentos em uma coleção;
• UPDATE: atualiza parcialmente os documentos existentes em uma coleção;
• REPLACE: substitui completamente documentos existentes em uma coleção;
• REMOVE: remove documentos existentes de uma coleção;
• UPSERT: insere ou atualiza condicionalmente documentos em uma coleção.
Tais operações podem ser combinadas dentro de um loop de repetição em uma lista
de documentos ou também através de instruções de filtragem. Um exemplo de consulta
AQL está ilustrado no código abaixo, em que se busca o nome de usuários do tipo newbie
e que estejam ativo na coleção users.
FOR u IN usua r i o s
FILTER u . t ipo == " novato " && u . a t i vo == true
RETURN u . nome
Consultas no AQL requerem a palavra-chave RETURN em suas instruções. Porém,
diferentemente do SQL que pode separá-las por ponto e vírgula, não é permitido que uma
dada instrução possua mais de uma operação no mesmo comando, ou seja, é retornado
um erro caso a instrução possua mais que uma palavra-chave de operação de modificação
de dados ou de consulta em um mesmo comando.
Para realizar operações mais complexas que necessitem de mais uma palavra-chave em
seu comando pode-se utilizar as funções disponibilizadas pelo AQL, tais como concatenar
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valores, substituir valores, dividir textos, calcular tamanho de string etc, porém o usuário
tem a liberdade de criar funções conforme suas necessidades.
Outra forma de realizar essas operações mais complexas sem a utilização de funções
se dá a partir das subconsultas, em que o resultado de uma consulta será utilizado para
executar outra consulta. Essa situação está ilustrada no código a seguir.
FOR p IN pessoas
COLLECT cidade = p . c idade INTO g
RETURN {
cidade : cidade ,
numPessoas : LENGTH(g ) ,
maxAvaliacao : MAX(
FOR r IN g
RETURN r . p . ava l i a cao
)}
Os tipos de dados suportado pelo AQL são divididos em duas categorias:
• Tipos primários: composto por um único valor. Assim,
Null: indica a inexistência de um valor;
Bool: os valores possíveis são true e false;
Number : os valores são representados por números reais.
String: os valores são compostos por textos.
• Tipos compostos: compostos por múltiplos valores. Logo,
Array: são referenciados por suas posições dentro de uma sequência de valores;
Objetos e documentos: são referenciados por seus nomes dentro de uma sequên-
cia de valores.
3.3 Configuração do ArangoDB
O ArangoDB oferece suporte de instalação a diversos sistemas operacionais, dentre eles os
principais: Mac OS, Linux e Windows. Em todos os casos é possível realizar a instalação
através de pacotes ou compilando o código fonte original através do terminal de comando.
Após a instalação, pode-se utilizá-lo através de seu console, uma espécie de terminal
de comando, ou através de sua interface gráfica web. Em ambos os casos é possível criar,
inserir, atualizar e deletar dados, porém algumas ferramentas, tal como a importação em
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lotes, só estão disponíveis para utilização através do console. Configuração de aplica-
ções dentro do banco e execução de arquivos JavaScript, também podem ser executadas
diretamente na interface web.
A interface web também permite que se faça a configuração de cluster, quando se
deseja utilizar um ambiente distribuído, porém deve-se habilitar essa opção no arquivo
“arangod.conf”. Esse arquivo de configuração também permite a habilitação de logs de
eventos e erros para realização de um debugger quando necessário.
Também é permitido que se alterem alguns parâmetros de determinados programas
do ArangoDB para apenas uma ocasião, ou seja, não se muda o valor padrão de um
parâmetro no arquivo de configuração, mas pode-se realizar uma única operação com o
valor diferente do padrão. Isso é útil para o programa de importação em lotes, visto que
modifica-se o tamanho de cada lote para determinada operação sem modificar o valor




Neste capítulo é apresentado o estudo para analisar o armazenamento dos dados biológicos
no banco NoSQL ArangoDB. Na Seção 4.1, são apresentadas as informações referentes aos
arquivos de entrada. A Seção 4.2 apresenta o modelo de dados utilizado para armazenar
a proveniência. A Seção 4.3 descreve o desenvolvimento das ferramentas utilizadas na
implementação dos testes. Por fim, a Seção 4.4 descreve o ambiente distribuído criado
para utilização de um cluster.
4.1 Características dos Dados da Bioinformática
O sequenciamento de amostras de células é um processo bioquímico que tem como obje-
tivo determinar a ordem das bases nitrogenadas da molécula de DNA e a filtragem é o
processo de filtrar as SRSs (Short Read Sequence) de baixa qualidade que podem afetar
negativamente o estudo com estes arquivos [Huacarpuma, 2012]. Um dos principais for-
matos de dados na execução da filtragem em workflows de Bioinformática é o FASTQ,
enquanto para a fase de mapeamento destaca-se o formato BAM.
Os dados a serem inseridos estão no formato FASTQ [Simon et al., 2009], que trata-se
de um arquivo de texto codificado através de caracteres ASCII abreviados [Simon et al.,
2009] para armazenar uma sequência biológica e seus índices de qualidade corresponden-
tes. O arquivo é dividido em blocos denominados SRS, em que cada bloco contém 4 linhas
compostos pelas cadeias de sequências de bases e suas respectivas qualidades associadas
a cada base. Arquivos no formato FASTQ possuem um grande volume de dados, como
no caso dos arquivos utilizados para este estudo que se aproximam a 12GB de dados, e
armazenam a informação gerada pelo sequenciador Illumina em formato de texto [Hua-
carpuma, 2012]. A Figura 4.1 apresenta um trecho do arquivo FASTQ, em que é possível
observar um bloco com os dados contidos no arquivo, a saber, a identificação de cada
SRS, sua sequência propriamente dita e a caracterização de sua qualidade.
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Figura 4.1: Exemplo de FASTQ.
Visto que o foco deste trabalho é o estudo do banco de dados ArangoDB para armaze-
nar os dados gerados pelo workflow e os de proveniência, não se faz necessário aprofundar
o processo de obtenção destes dados, visto que são de domínio público. O que deve
ser considerado apenas é a integridade dos dados, garantindo que seu conteúdo não seja
modificado nem sofra perdas ao longo do processo.
4.2 Modelo de Dados de Proveniência
Os dois tipos básicos do modelo PROV-DM, atividade e entidade, são representados como
nós no ArangoDB e diferenciados pela propriedade Tipo. Já as relações são representadas
pelas arestas no banco, sendo diferenciadas também por uma propriedade Tipo. Logo,
propõe-se a utilização do modelo adaptado do PROV-DM, como apresentado em de Al-
meida [2014], sendo os nós representados pela Figura 4.2 e as relações pela Figura 4.3.
Ressalta-se que os tipos Projeto e Experimento foram adicionados por de Almeida [2014],
visto que não pertencem originalmente ao modelo PROV-DM.
Figura 4.2: Mapeamento dos Nós para o Modelo de Dados do ArangoDB.
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Figura 4.3: Mapeamento das Arestas para o Modelo de Dados do ArangoDB.
A geração dos grafos pelo ArangoDB é realizada automaticamente a partir das coleções
existentes no banco, porém é necessário que se definam as relações entre elas. Dessa
forma, para armazenar dados gerados durante a execução do workflow e de proveniência
são necessários, no mínimo, três coleções, sendo uma para os dados propriamente ditos,
outra para os dados de proveniência, e por fim uma para estabelecer as relações entre as
coleções.
A coleção de dados de proveniência é responsável por armazenar os atributos, tais como
nome, descrição, instituição, coordenador, comando, ambiente, anotações dentre outros
dependendo do tipo a ser descrito. Os atributos de cada tipo de nó estão representados
nas Figuras 4.4 e 4.5.
Figura 4.4: Mapeamento dos Tipos para o Modelo de Dados do ArangoDB.
29
Figura 4.5: Mapeamento dos Tipos para o Modelo de Dados do ArangoDB.
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4.3 Desenvolvimento das Ferramentas
Nesta seção é detalhado o processo de desenvolvimento das ferramentas que auxiliaram
no tratamento dos dados, e avaliaram os resultados obtidos bem como a descrição do
ambiente onde foram realizados os testes. Como requisitos funcionais da aplicação o
sistema deve:
• Realizar a conversão dos formatos de arquivo;
• Utilizar a ferramenta nativa de importação do banco de forma automática;
• Associar os dados dos arquivos ao seu respectivo grafo de proveniência;
• Extrair os dados do banco com o conteúdo de um arquivo FASTQ.
Como requisito não-funcional busca-se:
• Utilização das ferramentas nativas do ArangoDB;
• Utilização de arquivos JSON pelo cliente, que faz a inserção e retirada do banco;
• Alto desempenho nas operações de inserção e extração de dados;
• Consistência dos dados.
A metodologia criada para utilização do ArangoDB é dividida em duas etapas: inserção
de dados no banco e extração de dados do banco. Considerando que o ArangoDB possui
ferramentas de importação e exportação de documentos no formato JSON, preocupou-se
com o desenvolvimento de ferramentas para o tratamento dos arquivos de entrada e saída
no formato FASTQ, bem como automatização do processo para o desenvolvimento dos
testes.
A primeira etapa, ilustrada na Figura 4.6, é dividida em três fases: parser, quebra e
importação. Sendo assim, o arquivo de entrada FASTQ é convertido para o formato JSON
e, em seguida, é quebrado em várias partes de acordo com a número de SRS que estarão
presentes nele. Em seguida, utiliza-se a ferramenta de importação do próprio ArangoDB
para colocar os arquivos no banco de dados.
A segunda etapa, ilustrada na Figura 4.7, é dividida nas fases de exportação e rever-
seParser. O arquivo gerado através da ferramenta de extração está no formato JSON,
sendo necessário que seja feita uma conversão para o formato original FASTQ.
Baseado na métrica de custo de tempo gasto para o armazenamento de dados apresen-
tado na Equação 4.1 [Huacarpuma, 2012], é possível utilizá-la para mostrar a porcentagem
de tempo usada no processo de inserção e de extração no ArangoDB em relação ao pro-
cesso de execução do workflow em Bioinformática.
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Figura 4.6: Etapa de Inserção.




Sendo TSGBD a soma do tempo gasto para inserção e exportação no ArangoDB, ou seja,
TSGBD = tparser + tquebra + timportação para inserção, em que tparser é o tempo para a etapa
de parser entre o formato do dado e o JSON, tquebra é o tempo para quebra do arquivo
quando necessário e timportação é o tempo de inserir o dado no banco. Para exportação,
TSGBD = texportação + tReverseP arser, em que texportação representa o tempo de extração dos
dados e tReverseP arser é o tempo de conversão do formato JSON para o FASTQ.
A seguir é detalhado a função de cada aplicação desenvolvida visando o armazenamento
dos dados.
• Parser : Levando em conta que o ArangoDB aceita documentos no formato JSON
foi necessário o desenvolvimento de um programa que fizesse a conversão a partir
do FASTQ. Nesta etapa identificou-se a necessidade de tratamento dos caracteres
originais do arquivo que coincidiam com os caracteres especiais utilizados pelo for-
mato JSON. Essa análise foi baseada no padrão de caracteres estabelecidos para o
FASTQ [Cock et al., 2010]:
!"#$%&’()∗+,−./0123456789:;<=>?@
ABCDEFGHIJKLMNOPQRSTUVWXYZ[ \ ] ^_‘
abcdefghi jk lmnopqrstuvwxyz {|}~
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Esses caracteres são utilizados na definição da sequência de qualidade nos arquivos
FASTQ, sendo que a ordem de valor de qualidade é crescente da esquerda para a
direita.
Em linguagem C, a primeira aplicação desenvolvida também é responsável pelo
tratamento dos caracteres especiais utilizados em comum pelo FASTQ e JSON. Os
símbolos que se repetiam nos dois formatos foram trocados por caracteres únicos, tal
como "ç"que não é utilizado por nenhum deles. Essa troca só ocorre para não causar
conflitos de linguagem com o padrão utilizado pelo banco para a importação de
dados. Posteriormente, quando os dados forem extraídos do banco, esses caracteres
serão substituídos novamente pelo seu valor original de acordo com a conversão
previamente estabelecida.
• Quebra: A segunda aplicação, também desenvolvida em linguagem C, é responsável
pela quebra do arquivo resultante da conversão de formatos em blocos menores de
arquivos JSON. Essa fase é necessária para que se avalie o desempenho da inserção no
banco de acordo com a quantidade de arquivos a serem inseridos e com o tamanho de
cada um. A variação do tamanho de cada arquivo está de acordo com a quantidade
de SRSs agrupadas em cada arquivo. Testou-se com valores de 250.000, 500.000 e
750.000 SRSs por arquivo. A variação na quantidade de SRSs na inserção de dados
também é estudada por Alves [2015].
• Importação: A terceira aplicação está relacionada à utilização da ferramenta nativa
de importação do ArangoDB, denominada arangoimp. Para que esta ferramenta
pudesse importar todos os arquivos gerados pela aplicação anterior para uma mesma
coleção de documentos dentro do banco, foi necessário criar um script de forma que
o processo fosse automatizado e a coleção fosse criada corretamento com todos os
dados originais.
• Exportação: Para a exportação dos dados do banco, a ferramenta utilizada foi
a nativa disponiblizada pelo ArangoDB, denominada arangodump. O formato do
arquivo de saída gerado por essa ferramenta é o JSON. Essa ferramenta também
pode ser utilizada na criação de backups dos dados.
• ReverseParser : A última aplicação desenvolvida está relacionada à conversão dos
arquivos JSON para o formato FASTQ tratando novamente os caracteres que são
comuns aos dois formatos. O desenvolvimento desta aplicação foi realizado na lin-
guagem Perl.
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4.4 Arquitetura do Ambiente
A criação de um ambiente distribuído para o ArangoDB é simples e de fácil configura-
ção. Inicialmente, cada máquina deverá ter a aplicação do banco instalada. Também é
necessário que se habilite a opção para utilização de cluster e altere o local do endereço
do servidor de localhost para o IP da máquina no arquivo "arangod.conf ". Após essa
configuração, inicia-se a interface web do ArangoDB, escolhe-se a opção de ambiente com
várias máquinas e indica-se o endereço IP de cada máquina que fará parte do ambiente.
No entanto, a implementação desta arquitetura foi inviabilizada pela versão atual do





Neste capitulo são apresentados os resultados do estudo realizado. A Seção 5.2 descreve
os resultados da inserção e extração dos dados da fase de filtragem, enquanto a Seção
5.3 descreve os resultado obtidos na fase de mapeamento. A Seção 5.4 apresenta uma
análise sobre a visualização dos grafos de proveniência, e, por fim, a Seção 5.5 apresenta
as limitações da versão atual do ArangoDB.
5.1 Ambiente de Testes
Para a avaliação da performance e consistência dos dados no banco, foram realizados
testes em duas máquinas, sendo uma máquina comum e a outra um servidor, de acordo
com a especificação a seguir:
• Máquina I: Macbook Pro retina, modelo 2014, com processador Intel Core i5 2,6
GHz, 8GB de RAM com o sistema operacional Mac OS na versão Yosemite 10.10.5.
• Máquina II: Servidor HP (Intel(R) Xeon(R) de 8 CPUs de 2.13GHz, 38G de me-
mória RAM com frequência de 1333MHz, 1 HD de 264GB SCSI) sobre o sistema
operacional Linux Server Ubuntu/Linaro 4.4.4-14.
Devido a limitações das máquinas, tanto em espaço em disco como em processa-
mento, dividiu-se o estudo conforme as fases do workflow de Bioinformática. Dessa forma,
utilizou-se a Máquina I para os testes da fase de filtragem e a Máquina II para a fase de
mapeamento.
5.2 Fase de Filtragem
Como entrada, inicialmente, foram utilizados seis arquivos FASTQ que tratam do sequen-
ciamento de amostras de células de rim e fígado para identificar a expressão diferencial de
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genes em comparação com tecnologias de arranjos existentes [Hoheisel, 2006]. Também
foram utilizados na publicação de Guimaraes et al. [2015], no mestrado de Huacarpuma
[2012] e no trabalho de graduação de Aniceto and Xavier [2014]. Nas Tabelas 5.1 e 5.2
são apresentadas as características gerais dos arquivos utilizados:
Tabela 5.1: Arquivos Fígado.
Nome Tamanho Quantidade de SRS
SRR002321 9,0 GB 54.856.271
SRR002322 4,0 GB 18.437.696
SRR002323 3,2 GB 12.511.940
Tabela 5.2: Arquivos Rim.
Nome Tamanho Quantidade de SRSs
SRR002320 6,9 GB 39.266.713
SRR002324 3,8 GB 17.292.434
SRR002325 5,3 GB 27.137.793
Inicialmente, para o armazenamento dos dados gerados na fase de filtragem, foi ava-
liado o tempo de inserção variando-se a quantidade de SRS presentes em cada arquivo
gerado na etapa de quebra, como visto anteriormente na Figura 4.6. Para determinar a
quantidade de registros em cada arquivo, baseou-se no estudo de Alves [2015], visto que
cada banco de dados possui um comportamento diferente para o tamanho e quantidade de
arquivos a serem inseridos. Dessa forma, a ferramenta de quebra de arquivos fez a divisão
em 250.000, 500.000 ou 750.000 SRS por arquivo gerando uma quantidade diferente de
arquivos para cada caso, conforme mostrado na Tabela 5.3.
Tabela 5.3: Quantidade de Arquivos Gerados na Fase de Quebra.
Número de SRS
Arquivo 250.000 500.000 750.000
SRR2320 158 79 53
SRR2321 220 110 74
SRR2322 74 37 25
SRR2323 60 30 20
SRR2324 70 35 24
SRR2325 109 55 37
Para que os dados fossem validados a partir da análise estatística dos resultados ob-
tidos, realizaram-se vários testes para que se obtivesse o tempo médio de inserção dos
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arquivos no banco. A Figura 5.1 mostra o tempo de inserção dos dados no banco de
acordo com os arquivos que foram quebrados anteriormente. O tempo de inserção está
representado eixo vertical e cada arquivo de acordo com suas divisões está representado
no eixo horizontal. Percebe-se que a utilização de 250.000 SRS por arquivo é o ponto
ideal para inserção, visto que o tempo é reduzido. Apesar do banco ter que inserir mais
arquivos provenientes de um lote maior, ele consegue obter um resultado satisfatório. A
partir dos dados relatados na Figura 5.1, percebe-se que quando se agrupam mais SRS em
um único arquivo, o tempo de importação para o banco aumenta. Apesar de serem reali-
zadas mais inserções de arquivo quando ele contém poucas SRSs, seu tempo de inserção
é menor do que no outro caso. Dessa forma, considera-se que ArangoDB tem um melhor
desempenho para inserção de arquivos menores, mesmo em um lote maior de inserções.
Figura 5.1: Tempo de Inserção de Acordo com a Quebra de Arquivos.
Como pode ser observado, o pior caso ocorreu para a inserção de arquivos que contiam
500.000 SRS. A quantidade de arquivos gerados com a utilização de 500.000 SRS por
arquivo está entre a quantidade gerada no caso de 250.000 e 750.000, porém o tempo de
inserção para este caso se mostra superior em relação aos outros. A diferença entre o tempo
de inserção do caso de 250.000 para o de 750.000 é de apenas 3%, sendo assim considerado
que para que a otimização do processo de inserção dos dados gerados pelo workflow de
Bioinformática deve-se utilizar arquivos com 250.000 SRS, visto que mostraram um tempo
menor para a inserção dos dados, mesmo gerando uma quantidade maior de arquivos a
serem inseridos no banco.
A partir dos dados relatados na Figura 5.1, percebe-se que quando se agrupam mais
SRS em um único arquivo, o tempo de importação para o banco aumenta. Apesar de
serem realizadas mais inserções de arquivo quando ele contém poucas SRSs, seu tempo de
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inserção é menor do que no outro caso. Dessa forma, considera-se que o ArangoDB tem
um melhor desempenho para inserção de arquivos menores, mesmo em um lote maior de
inserções.
O tempo necessário para a quebra em uma quantidade maior de arquivos é pequeno
em relação ao tempo total do processo de importação de dados. O tempo total de quebra
dos arquivos representa apenas 3% do tempo total de inserção de dados no ArangoDB. Na
Figura 5.2 pode-se observar o tempo total para a importação de dados de acordo com a
metodologia estabelecida anteriormente, mostrando assim o tempo gasto especificamente
em cada uma das fases (parser, quebra e inserção), utilizando os arquivos divididos a cada
250.000 SRS.
Figura 5.2: Tempo total de Extração dos Dados Filtrados.
Assim como o esperado, nota-se que o maior arquivo (SRR2321 - 9,0GB) foi o que
levou o maior tempo para ser inserido no banco. O tempo total para a inserção de todos
os arquivos foi de 1h28m02s.
Para a extração dos dados do banco, utilizou-se a ferramenta arangodump e, em se-
guida, o reverseParser, que foi desenvolvido para transformar novamente os dados no
formato FASTQ. O tempo de extração total dos dados (16m 23s) pode ser visualizado na
Figura 5.3.
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Figura 5.3: Tempo total de extração dos dados filtrados.
5.3 Fase de Mapeamento
Os testes executados com os arquivos gerados pela fase de mapeamento foram realizados
na Máquina II. A partir dos dados filtrados, foi realizado o mapeamento dos mesmos com
o programa TopHat, que precisa de um genoma de referência. Foi utilizado o genoma
humano hg19. Os arquivos gerados com a execução do TopHat possuem o formato .bam
e estão representados juntamente com seus respectivos tamanhos e tempo de execução na
Tabela 5.4.
Tabela 5.4: Mapeamento com TopHat.
Nome Tamanho Tempo
2320.bam 961 MB (100.7098.854 bytes) 01h 16m 35s
2321.bam 1.4 GB (1.479.840.810 bytes) 01h 49m 20s
2322.bam 634 MB (664.039.210 bytes) 36m 47s
2323.bam 426 MB (446.415.011 bytes) 34m 48s
2324.bam 532 MB (557.030.821 bytes) 31m 35s
2325.bam 752 MB (787.666.584 bytes) 55m 20s
Os dados mapeados, foram inseridos no ArangoDB. Como os dados de saída do TopHat
são arquivos no formato BAM, o primeiro passo para inserção desses dados no banco de
dados foi a conversão para o formato JSON, como ilustrado na Figura 5.4.
Observa-se na Tabela 5.5 o tempo gasto para conversão de cada arquivo, sendo o maior
tempo justamente do maior arquivo gerado pela fase de mapeamento. Percebe-se que o
tempo de conversão de arquivos representa 8% em relação ao tempo gasto na execução
da fase de mapeamento.
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Figura 5.4: Conversão dos Dados Mapeados.
Tabela 5.5: Conversão (BAM para JSON).
Arquivo Tamanho do arquivo Tempo execução
2320.json 12.0 GB (12.500.568.728 bytes) 05m 35s
2321.json 17.0 GB (18.233.361.191 bytes) 08m 15s
2322.json 8.5 GB (9.116.976.368 bytes) 04m 00s
2323.json 4.7 GB (5.018.219.644 bytes) 02m 24s
2324.json 7.8 GB (8.302.713.935 bytes) 03m 47s
2325.json 8.8 GB (9.387.935.403 bytes) 04m 23s
Após a conversão dos dados, foi realizado a inserção dos mesmos do ArangoDB, com a
ferramenta de importação do banco. Em seguida, os dados foram extraídos. A Figura 5.5
mostra os tempos gastos na inserção e extração desses dados. Percebe-se que o tempo
de inserção de dados no ArangoDB é maior do que o de extração, o que dá ao banco um
melhor desempenho nas suas operações de extração em relação às suas inserções.
Figura 5.5: Tempo de Inserção e de Extração dos Arquivos Mapeados pelo TopHat.
Considerando uma das fases mais demoradas na execução de um workflow, foi escolhida
a fase de mapeamento para analisar o custo de armazenamento de dados em um SGBD
em relação ao tempo de execução do workflow. A Equação 4.1 foi utilizada para obtenção
dos valores apresentados na Tabela 5.6.
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Tabela 5.6: Comparação de Tempo de Processamento e Armazenamento.
Fase Processamento Inserção Extração
Mapeamento 05h 44m 25s 03h 28m 25s 43m 15s
(60,5%) (12,6%)
Percebe-se que o tempo total de inserção e de extração de dados no banco, da fase
de mapeamento, representa 60,5% do tempo total gasto no processo de mapeamento,
porém ressalta-se ainda que a execução da fase de mapeamento do workflow neste estudo
reduziu significativamente o tempo de Huacarpuma [2012], visto que a Máquina II teve
um incremento de memória RAM desde então e foi utilizada a versão mais recente do
Tophat.
Apesar do elevado tempo gasto para a utilização do banco de dados, justifica-se um
SGBD no armazenamento de dados gerados pelo workflow de Bioinformática, pois além
de armazenar e recuperar, também é possível fazer a gerência desses dados para utilização
em novos experimentos ou fases do workflow. Além disso, após a inserção dos dados o
tempo para ter acesso aos mesmos é pequeno.
5.4 Grafos
Com o propósito de verificar as ferramentas e características próprias do ArangoDB neste
trabalho, não se utilizou nenhuma biblioteca externa, apenas a visualização nativa que o
banco oferece em sua interface gráfica.
Além disso, de acordo com de Paula [2013], o modelo PROV-DM pode ser aplicado em
workflow de Bioinformática, visto que através de um grafo é possível facilmente representar
a proveniência em um experimento da Bioinformática. Os nós e arestas, juntamente com
seus atributos, fazem toda a representação da proveniência.
A Figura 5.6 também representa a proveniência dos arquivos utilizados na fase de fil-
tragem gerada pelo ArangoDB. É representado os arquivos de origem da fase de filtragem
(SRR002320, SRR002321, SRR002322, SRR002323, SRR0023204 e SRR002325), as ati-
vidades de filtragem (A001-Filtro-Rim, A002-Filtro-Rim, A003-Filtro-Rim, A004-Filtro-
Figado, A005-Filtro-Figado e A006-Filtro-Figado), o agente associado a elas (AG001-
Executor) e as coleções geradas pela execução das atividades (SRR002320-filtered,
SRR002321-filtered, SRR002322-filtered, SRR002323-filtered, SRR002324-filtered,
SRR002325-filtered e SRR002326-filtered).
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Figura 5.6: Grafo de Proveniência Gerado pelo ArangoDB.
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O modelo PROV-DM foi representado no ArangoDB, sendo possível armazenar os
nós e arestas com seus respectivos atributos. Todos os tipos de nós, levando em conta
os tipos das entidades do modelo PROV-DM, puderam ser descritos e armazenados nas
coleções de documentos do banco e as arestas foram armazenadas nas coleções de relações
do ArangoDB.
A visualização do grafo não permite a diferenciação das entidades, visto que possui
uma forma única de representação (retângulo). Além disso, a visualização através de
cores também ocorre de forma limitada, visto que só é possível mudar as cores de cada
elemento individualmente, mas não se podendo selecionar uma única cor para represen-
tar um conjunto de determinado tipo, como por exemplo, utilizar apenas uma cor para
representar todos os arquivos de origem da fase de filtragem.
Levando em consideração que existem ferramentas próprias para otimizar a visualiza-
ção de grafos, conclui-se que o ArangoDB foi satisfatório no armazenamento de todas as
informações de cada entidade, de cada tipo, armazenando assim toda a proveniência do
workflow de Bioinformática.
5.5 Limitações
A versão atual do ArangoDB (2.7.0) não suporta a utilização da ferramenta nativa de
importação de dados quando um cluster está implementado. Dessa forma, fica inviabili-
zado a inclusão dos dados de Bioinformática no banco que deveria ser feito um por um
através da interface web ou via console através da ferramenta arangosh. Em contato com
os desenvolvedores do ArangoDB obteve-se a informação que o foco da versão 3.0, que
será lançada em 2016, será a melhoria das operações de sharding. Dessa forma, apenas
na futura versão será possível utilizar todo o poder computacional deste banco para o
armazenamento de grandes quantidade de dados como é o caso da Bioinformática.
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Capítulo 6
Conclusões e Trabalhos Futuros
Com o surgimento de novas tecnologias e diferentes tipos de dados, fica difícil utilizar
apenas um banco de dados com um modelo rígido de dados. Hoje em dia as aplicações
necessitam que os bancos trabalhem em conjunto com o objetivo de obter um ecossistema
mais poderoso, capaz e robusto, através da participação da melhor parte de cada um em
virtude de um objetivo específico. Além disso, outras dimensões devem ser consideradas
na escolha de um banco de dados para um objetivo específico, tais como disponibilidade,
consistência, escalabilidade e segurança.
Nesta monografia foi realizado um estudo sobre a utilização do ArangoDB como um
SGBD para armazenar dados brutos e de proveniência gerados a partir de workflows
de Bioinformática. Tomando o ArangoDB, lançado recentemente, armazenaram-se os
dados brutos e de proveniência em um mesmo banco. O estudo preliminar analisou as
características necessárias para o armazenamento de diferentes modelos de dados em um
mesmo banco.
Verificou-se a necessidade de um mesmo banco que pudesse armazenar e relacionar os
dois tipos de dados: gerados pelo workflow e os dados de proveniência. Buscou-se então
por bancos de dados híbridos. A simplicidade de configuração e instalação do ArangoDB
estende-se também a diferentes sistemas operacionais, em que se exige apenas a instalação
de um simples software para a execução do banco.
Os resultados obtidos possibilitaram otimizar o processo de inserção e extração de da-
dos no ArangoDB através da metodologia e estruturas criadas para utilização do banco.
Como proposto, foi possível avaliar o desempenho do banco para inserção e extração
através do armazenamento de dados das fases de filtragem e de mapeamento de um work-
flow de Bioinformática. Além disso, verificou-se que o ArangoDB possui um desempenho
melhor para extração de dados em relação à inserção dos mesmos.
O modelo de proveniência PROV-DM utilizado em outros trabalhos também foi adap-
tado para que os dados de proveniência fossem armazenados de forma que se pudesse
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visualizar tanto a proveniência quanto os dados que a ela pertencem no mesmo banco de
dados.
Tendo em vista que o ArangoDB é de fácil configuração, possui uma interface simples
de comunicação, seus formatos de trabalho são equivalentes com outros bancos NoSQL
utilizados atualmente, e sua equipe de desenvolvimento é bastante ativa buscando melho-
rias e corrigindo as falhas existentes, considera-se que foi concluído o objetivo de utilizar o
banco para o armazenamento e gerenciamento de dados em workflows de Bioinformática,
visto que se armazenaram a proveniência e dos dados em um mesmo lugar.
Além disso, também é importante que se realizem os mesmo testes com outros bancos
NoSQL no mesmo ambiente para realizar uma comparação de desempenho do quesito de
inserção e extração de dados dos bancos. Pode-se utilizar o Segemehl1 para realizar a fase
de mapeamento na execução do workflow de Bioinformática, visto que o formato de saída
deste programa de mapeamento de dados é o formato SAM e seria necessário um estudo
para a conversão de dados para o JSON.
Levando em consideração que a versão 3.0 do ArangoDB suportará a ferramenta de
importação para cluster, sugere-se que avancem estes estudos para a realização de testes
de desempenho em um ambiente computacional com mais máquinas.
Em relação aos grafos, sugere-se um estudo para melhorar sua visualização através de
ferramentas e bibliotecas externas, para que as entidades utilizadas do PROV-DM sejam
diferenciadas e o entendimento do grafo fique mais claro.
1Software para mapeamento de SRSs que utiliza genomas de referência.
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