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Abstract 
The huge quantity of individual location data recorded by mobile phones or mobile networks inspires research questions 
regarding new and intelligible services on behalf of mobile users. Creating a system for location prediction and following user 
habits is a sizeable and challenging task. We present a system for movement analysis and location prediction of individual mobile 
users. The goal of movement analysis is to determine which locations are significant to the user and to classify locations 
according to user-specific regularities. The analysis is performed by multi-agent system in which individual agent performs a 
chosen set of functions. The prediction system consists of two predictors which work in parallel, based on the type of user-
specific locations. Prediction system is intended to estimate the future location of a user device and provide it to user-authorized 
applications and services. The proposed system is evaluated using real movement data recorded as part of the MIT Reality 
Mining Project. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of KES International. 
Keywords: location prediction; human mobility analysis 
1. Introduction 
Location is one of the pieces of information that has the most potential for generating context. When previous, 
current or future location is known, there are many other pieces of data that can be inferred contextually, such as the 
weather related to that location, the traffic, the language, the nearest services (bus station, bank, caffé, park, or 
hospital) and similar. 
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Generally speaking, two different aspects of services based on location can be distinguished in mobile networks. 
The first are services that deliver particular information about the geographic location of mobile terminals (location 
services, LS) and the second are services that are associated with end-user applications, normally based on knowing 
the position of a user and his/her mobile terminal (location-based services, LBS). Examples include emergency 
services, car navigation systems, tourist tour planning, combination of yellow pages and maps, etc. 
The features of location prediction can support numerous context-aware applications, such as assistive devices, 
reminder and recommender systems and social networking applications. Location-awareness is therefore a major 
component in context-awareness, which makes it possible for devices to become “intelligent” proactive assistants 
for mobile users. Services need to be able to predict the user’s future context, i.e. presume the intent of the user and 
act accordingly. In practice, in open space environments Global Positioning System (GPS) is often used for fine 
grained location identification, but coarse location information is also available from cellular network infrastructures 
such as GSM. Since GPS provides high precision, up to 5 meters in open spaces, it may prove to be too precise for 
the purpose of location prediction. In this sense, working with GPS data typically requires clustering of GPS records 
in groups to find a significant, broader, location of user interest.  Furthermore, GPS imposes certain limitations due 
to the following: battery loss when using GPS in order to gather movement data over longer time periods; limitation 
to smartphones; poor signal reception in highly urban areas and indoors. In this paper we consider mobile network 
(e.g. GSM) cells as location data, although the presented model can be applied for a wider range of positioning 
technologies. The main characteristic of mobile cell data is the large number of handovers between neighboring 
cells and the presence of gaps in data sequences because of user device, network or signal unavailability1,2.  
Common prerequisite for advanced LBS is continuous gathering, organizing, and processing of all contextual 
data, predominantly the location and movement data. Such complex data collection should be processed efficiently 
to enable various features, e.g. reminders and recommendations, targeted advertising etc. Handling such data in any 
way needs composite model that enables coordination between independent processes on different levels. Multi-
agent systems emerge as promising paradigm for highly adaptable systems related to its distributed nature of 
autonomous agents, with their capacity to intercommunicate and to self-adapt when its environment changes. 
Moreover, multi-agent systems simplify problem solving by dividing the necessary knowledge into subunits to 
which an independent intelligent agent is associated and by coordinating the agents' activity. Therefore multi-agent 
systems are reasonable option and appears as optimal solution for advanced LBS. 
The rest of the paper is structured as follows. After an overview of the related work in section 2, we present the 
idea of agent-based movement analysis and location prediction in section 3. Section 4 gives experimental results 
based on mobile user data recorded in the Reality Mining Project3. Finally, we conclude the paper in section 5. 
2. Related Work 
Knowledge about human mobility and its regularities can help research in various fields4. Predominately, human 
mobility has been examined within the scope of mobile networks with the goal of reducing location management 
cost5,6. The goal was to predict where mobile users will move in order to reduce the need for frequent paging of user 
terminals, thus reducing signalling traffic. However, in recent papers most research has focused on human mobility 
impact in various societal issues4 and on the use of knowledge about user whereabouts and movement habits in 
order to enhance mobile location services7,8.  
Although most researchers focus on predicting general locations, some authors9 propose focusing strictly on 
services and predicting only service-related locations, which may be useful while typically less complex than 
predicting general locations. This approach utilizes service context and tunes its prediction in this sense. By 
analysing other aspects of user context it is possible to tune prediction by additional knowledge about user. For 
example, authors10 recognized the importance of user social context and combined knowledge about user’s social 
interactions and previous movement in order to predict users’ future locations. 
In mobile location services, the research typically focuses on a single user, while human mobility research 
usually focuses on human groups and the mobility regularities of a group. Knowledge about group regularities can 
be applied to the fields of healthcare11, urban infrastructure planning12, travel forecasting13 and social relations3. In 
this paper, we focus on single user mobility within the scope of mobile location services, although the knowledge 
obtained in this way can be generalized and clustered in order to define group regularities. 
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According to research in the field, user movement can be predicted by knowing user movement habits or by 
observing user movement parameters at the time of the prediction, such as direction, speed, etc. 14. Prediction based 
on knowledge about user habits is usually more complex, because it involves an analysis of user movement in order 
to detect the regularities on which the prediction is based8, but also more accurate. The authors15 discuss and 
compare individual mobility patterns and show that individuals do indeed display significant movement regularity. 
This claim is also supported by authors16 that state that daily user mobility is characterized by “deep-rooted 
regularity”. These claims support the idea that prediction based on knowledge about user habits can yield better 
results when compared to other methods that use only movement parameters of users at the time of the prediction, 
without any prior knowledge. 
Movement prediction usually incorporates various techniques, mostly depending on the complexity of the 
prediction and the existence of user movement data. In the case of prediction based on knowledge about user 
movement habits, the techniques used for detecting regularities belong to the field of data mining17. Examined 
prediction techniques from the field use probability models and/or artificial neural networks. Probability methods 
usually build Markov models18 and transition probability matrices19. Since human movement can depend on various 
parameters besides the originating location, such as varying time of movement depending on day, weather or simply 
habits, our opinion is that probability methods are too limiting in this sense and more adaptable solutions are 
required.  
An example of artificial neural network is presented in paper5, where the authors distinguish three user categories 
based on whether it is possible to predict movement. The prediction is carried out using multilayer perceptron 
(MLP) learning with a backpropagation algorithm. Similar prediction concepts are presented in work20, where the 
authors use two MLP networks: one for the detection of regular movement and another for prediction. On the other 
hand, the authors in work21 used Bayesian learning for movement prediction, while the model was evaluated on real 
user movement data from the Reality Mining Project. The authors of paper6 present a prediction model with the 
ability to group users based on their movement similarity, which is done using a self-organizing map (SOM), while 
the predictions are performed with MLP. These approaches seem more promising as they analyse the nature of 
movement prior to the actual prediction in order to yield better results. The proposed model also uses this concept in 
order to determine which method to use for prediction. 
3. Movement analysis and location prediction 
The model proposed in this work bases its prediction on regularities derived from pre-recorded user movement. 
The reference movement record should contain movements that correspond to the user’s usual movement in order to 
detect regularities that reflect real user movement habits.  
Movement data is obtained by tracking the user device for certain periods of time, whether via an application on 
a mobile device (e.g. cell IDs, clustered GPS data, wireless network access points and similar) or from a central 
point located inside or outside the mobile network (e.g. cell IDs) 22. Since the movement data should be stored for 
further analysis, the storage and analysis of the data should comply to regulation statements of e-Privacy, which 
states that the data can be stored only for the duration of the service delivery2. 
Since user movement may vary according to time, day, season, etc. 23, it is necessary that the user movement 
record tracks date and time as well as location. Thus, each movement record entry should have a form: 
  
(Loc, t, D)   (1) 
 
where Loc represents location at a time t and date D. 
3.1. Movement record analysis 
When observing user movement in general, it can be determined that most users tend to spend significant 
amounts of time in just a few specific locations. These locations are referred to as stationery locations (StatLoc) and 
usually relate to the user’s place of work, home and other staying places. This assumption is applicable to most users 
in most circumstances, although there are users that do not fully follow the suggested location classification (e.g. 
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travelling salesmen). 
Stationery locations are determined by analysing the most probable locations within the scope of the whole 
movement record. Therefore, the probability distribution between locations varies greatly, and those that have 
significantly greater probability than others are considered stationery locations. The threshold for stationery 
locations is calculated as the sum of the average probability across all locations and the standard deviation of that set 
of location probabilities. 
User movement differs according to time (e.g. morning, working hours, afternoon), day (e.g. work day or 
weekend) and season (e.g. holidays) within an expected level of temporal and geographic periodicity. Therefore, it is 
necessary, in terms of movement analysis and location prediction, to calculate location probabilities on a more 
discreet scale rather than the whole movement record, taking into account time and day. For this purpose, movement 
is observed within specified time intervals and day profiles. Intervals correspond to one or more hours in order to 
observe movement within the defined time scale. Similarly, day profiles correspond to one or more days, e.g. one 
profile for working days and another profile for weekends. In order to calculate location probabilities within time 
intervals and day profiles, the user movement record entries (1) are transformed into the form: 
 
 (Loc, Int, Dp)  (2) 
 
where Int is the unique identifier of the time interval within the day and Dp identifies a predefined day profile. In the 
model evaluation, we used one-hour intervals and day profiles for each day of the week (Monday, Tuesday, etc.), 
totaling 24x7 unique time and day based pairs, defined as [Intj, Dpk]. Probabilities and regularities calculated for the 
proposed pairs yield an insight into the fine-grain probabilities and regularities of user movement. At this point, 
stationery locations are calculated for each pair in the same manner as described within the scope of the complete 
movement record. It is necessary to emphasize that although the 24x7 pairs approach used for evaluation is suitable 
for all users, it proves to be over-detailed for typical user movement. In particular, most users do not move at all 
during the night and have very similar movement regularities during work days, making it possible to cluster a 
significant number of proposed pairs. Different data clustering methods can be applied for the classification of 
movement records based on movement pattern similarities. 
The designed movement data notation has so far dealt solely with locations. However, in order to predict 
subsequent user location when current location is known, additional analysis is needed to gather knowledge about 
trajectories and location transitions. The most straightforward way is to determine possible transitions between 
neighbouring locations and compute their probabilities. Since user movement habits, partially derived through 
transitions, depend on the time and day, the calculations should be performed for each [Intj, Dpk] pair. However, 
when examining real movement records with 24x7 pairs in mind, it becomes obvious that this approach is not 
suitable because of the large quantity of data and calculations that would need to be processed. Therefore, the goal is 
to determine which locations are more relevant for each user, i.e. which locations and paths are much more common 
than others, and examine only these locations in such a detailed manner. 
In this sense, common paths of mobile users consisting of three or more unique consecutive locations are referred 
to as regular trajectories (RegTraj). Each trajectory should consist of unique locations because re-occurrence of a 
location within single trajectory would imply a round-trip. Round-trips should be split into one or more shorter 
trajectories in order to reflect specific movement.  
All locations along the user’s regular trajectories are referred to as regular locations (RegLoc). Therefore, each 
regular trajectory RegTraji consists of n consecutive regular locations: 
 
 RegTraji = {RegLoc1, … RegLocn}  (3) 
 
The assumption, based on examining real users’ movement data records, is that most users usually move between 
stationery locations, i.e. that their regular trajectories originate and terminate at stationery locations. Other locations 
along the user’s regular trajectory are therefore referred to as transit locations (TransLoc), because users usually 
pass through them when going from one stationery location to another. In this sense, let set RegLocs contain r 
regular locations: 
 RegLocs = {RegLoc1, …, RegLocr}  (4) 
 
and set StatLocs contain s stationery locations: 
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 StatLocs = {StatLoc1, …, StatLocs}  (5) 
 
then StatLocs is a subset of RegLocs. Furthermore, let set TransLocs contain t transit locations: 
 
 TransLocs = {TransLoc1, …, TransLoct}  (6) 
 
then set RegLocs can be expressed as: 
 
 RegLocs StatLocs  TransLocs  (7) 
 
When determining regular trajectories from the user movement record, the goal is to identify arrays of n unique 
consecutive locations where n≥3 that appear in the movement record on more than one occasion. If the frequency of 
a single location array, i.e. the trajectory, is much higher than that of other trajectories, then the trajectory is 
proclaimed regular. The proposed approach for finding regular trajectories is very similar to the way the Lempel-
Ziv-Welch (LZW) algorithm codes character streams24. Thus, an existing algorithm is modified for this purpose, 
similar to the approach adopted in paper25. Each location represents a character in the LZW, and the joining is 
limited to at least three distinct locations in order to reflect a trajectory. The algorithm iteratively tries to determine 
the longest trajectories (i.e. consecutive locations) that contain unique locations and occur more than once. Finally, 
the algorithm produces a set of trajectories of various lengths with various frequencies for each trajectory. Similar to 
stationery locations, the measure used for proclaiming a trajectory regular is the average frequency and standard 
deviation of all derived trajectories. 
The final step in the movement record analysis is determining the transition probabilities between neighbouring 
locations. Since it would be too complex and unnecessary to calculate the transition probabilities for all the locations 
encountered in the user movement record, as explained earlier, the calculation focuses only on regular locations 
contained within the set RegLocs. Such locations are implicitly derived through the modified LZW algorithm, i.e. all 
locations that are part of regular trajectories are considered as regular locations (7). Since the movement prediction 
focuses on time and day differentiation, transition probabilities are calculated for each [Intj, Dpk] pair. Let Loco and 
Locp be two regular locations within the examined interval [Intj, Dpk]. The transition probability Ptrans between these 
locations is as follows: 
  
          (8) 
 
where Ntransj,k is the total number of transitions recorded in the movement record within the examined time and day 
interval, and Ntranso,p is the total number of transitions between Loco and Locp encountered in the same interval. 
Once all the transition probabilities have been calculated, a transition matrix TM is created for each interval [Intj, 
Dpk] as follows: 
 
   
    
  
    
  (9) 
 
The matrix is quadrate, with dimensions N[Intj, Dpk] X N[Intj, Dpk] where N[Intj, Dpk] is the number of regular 
locations encountered in the examined interval [Intj, Dpk]. Since the diagonal values represent transitions from the 
location to itself, they are equal to zero. The final result of the transition probability calculations are Int x Dp 
matrices that differ in size, depending on the number of regular locations encountered in each interval. 
3.2. Multi-agent system for movement analysis 
The first idea was to perform the proposed movement analysis on a single computer for each individual user 
movement record. However, the methods used for the analysis require significant processing power and running the 
analysis for more user records at once on a single computer can be a time consuming process. Therefore in this 
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section we propose a multi-agent system designed for movement analysis described in previous section. The purpose 
of the proposed multi-agent system is the ability to distribute processing power for movement analysis among more 
computers and thus enable faster processing of the training sets - data required for neural networks that perform the 
actual movement prediction. The architecture of the proposed multi-agent system is shown on Figure 1. 
 
 
Fig. 1. Multi-agent system for movement analysis. 
 
The central point of the system is the coordinator agent that controls the flow of the required jobs and 
communicates with other agents. This agent is typically placed on a server where neural network training is 
performed.  
The agent that needs to perform his job before others is the handover removal agent. As mentioned in the 
introduction, dealing with real movement data recorded as mobile cell identifiers usually implies a significant 
number of handovers between neighbouring cells due to base transceiver station signal fluctuations, especially in 
case of smaller cells (e.g. UMTS and LTE). Since handovers would surely lead to wrong conclusions during the 
movement record analysis, it is necessary to perform handover detection and removal from the raw movement 
record. The handover removal agent implements an algorithm that finds movement loops, e.g. cell 1 – cell 2 – cell 1, 
and loops that occur in less than one minute are removed from the record, as they do not represent actual physical 
movement. In the data used for evaluation, the algorithm removed more than 30% of entries in each user movement 
record. 
When finished, handover removal agent sends the processed movement record back to the coordinator agent who 
can now contact other agents for movement analysis. Movement analysis is performed concurrently by general 
stationery locations agent, interval stationery locations agent and regular trajectories agent. The results of the jobs 
performed by these agents are set of general stationery locations StatLocs, set of interval dependant stationery 
locations StatLocs [Intj, Dpk] and set of regular locations based on regular trajectory analysis RegLocs, as described 
in previous section. Although these agents work in parallel, they produce the same sets of stationery locations since 
these locations, by definition, are the locations where the user spends most of the time. In this sense, stationery 
location sets may differ from one interval to another, but each user shows a set of general stationery locations that 
are mapped on to different intervals and trajectories. The data about interval and general stationery locations is 
retrieved by the coordinator agent and used for movement prediction as described hereinafter.  
Regular locations derived from regular trajectories are combined with intervals and used for generating the 
transition matrixes for each interval TM[Intj, Dpk], which is done by transition matrix agent. This agent performs the 
time consuming process of calculating the probabilities for regular locations for each defined interval. The result of 
this process is a set of transition matrices that is finally used for generating prediction training set. The training set 
formed by the training set preparation agent is a raw text file that contains input and output patterns that are used for 
neural network predictor.  
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3.3. Movement regularity and location prediction 
Since most users tend to move regularly most of the time21, the location prediction is expected to be more 
efficient when applied to regular movement. This is the reason why the most detailed movement analysis is focused 
on regular movement (regular trajectories and locations), while other locations are not examined to such an extent.  
Non-regular movement prediction is done on a best-effort basis and relies on general location probabilities that 
can be used to estimate the most probable location of the user at a certain time of day. However, sudden changes in 
movement habits, such as trips, vacations or similar, can not be predicted successfully due to the fact that the user is 
moving to locations that are completely unknown to the prediction system since they are not contained within the 
analysed movement record. 
In order to predict user movement with regard to regularity or non-regularity, first it is necessary to determine 
whether the movement at time t, when the prediction is requested, is regular or not. Regularity is determined on the 
basis of current user location at the examined time t and the set of regular locations determined from the analysis in 
(7). If the current location belongs to the regular location set described by (7), the movement is considered regular 
and the regular location prediction is used. If not, the movement is considered to be non-regular in this context and 
best-effort prediction is used. This basic model of location prediction is shown in Figure 2.  
 
 
Fig. 2. User location prediction. 
 
Prediction consists of a location inspector and two predictors. The input parameters for the location predictor are 
the previous location Loct-1 and current location Loct, along with the current day profile Dpt and time interval 
identification Intt. Outputs PsLoc(t+1) or Preg(t+1) from Figure 1 each represent an array of location-probability pairs 
[Loct+1, p(Loct+1)]. In addition, each pair represents possible location at a time t+1 along with the estimated 
probability of a user actually moving to that location at the time t+1. 
The proposed model encompasses two predictors: a probability-based predictor, used for predicting non-regular 
movement, and a neural-network-based predictor, used for predicting regular movement. 
The probability-based predictor uses stationery location probabilities with respect to the current time interval 
[Intj, Dpk] derived within the movement record analysis and stored by the coordinator agent. Possible outputs in this 
case are the most probable locations in the current time interval [Intj, Dpk] over the whole movement record, 
regardless of the current location Loct. In this sense, the output probabilities for each location correspond to the 
probabilities determined during the movement analysis. Experimental results show that reference movement data 
can be based on the collection of consecutive records with duration of between 2 and 3 weeks of recorded data. In 
terms of protecting user privacy according to the e-Privacy directive, this means that the user movement record 
should be collected and stored for the same period of time prior to prediction. 
The neural-network-based predictor uses the feed-forward neural network shown in Figure 3. The network inputs 
are current (Loct) and previous (Loct-1) locations, along with identifiers of the current time (t) interval Intt and day 
profile Dpt. The input layer is divided into sections for locations, time intervals and day profiles. Each neuron in the 
first section of the input layer corresponds to a single regular location. The existence of a location at an input is 
presented as an activation value of 1, while absence is marked as 0. The same rule also applies to the day profile, 
where each neuron takes the activation value 1 or 0, corresponding to a single day profile at an input at time t. This 
strict activation is used because the idea is to differentiate locations and day profiles, as they affect the prediction to 
a large extent. However, time intervals are less strictly defined in order to introduce a tolerance for time. Although 
the time component is essential for distinguishing regular trajectories from one another, as they reflect real user 
movement, time tolerance is suitable when presented to the neural network because users tend to move along the 
(Loct-1, Loct, Intt, Dpt)  Loct is regular?
Probability based predictor
Neural network based 
predictor
NO
YES
PsLoc(t+1)
Preg(t+1)
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same locations, sometimes regardless of time. If the time interval was presented strictly, the system would lose the 
ability to predict movements that are actually regular but happen with a slight time shift, e.g. going to work later, 
etc. For example, if there are a total of three neurons in this segment and the prediction distinguishes 24 intervals, 
than each neuron represents an 8-hour interval with activation triplets for the first interval of {0.125, 0, 0}, {0.25, 0, 
0} for the second one, and so on. This extension improves the neural network’s generalization and improves the 
prediction property in most cases. 
 
 
Fig. 3. Neural-network-based predictor. 
 
The length of the hidden layer is determined experimentally and depends on the input parameters’ complexity. 
During evaluation, the hidden layer varied from 100 to 250 neurons, depending on the user. In the output layer, each 
neuron represents a single regular location and its activation is equal to the probability of the user moving to that 
location based on an input array. The network learning set is prepared by the training set preparation agent on the 
basis of the transition probabilities derived in the movement analysis stage and represented by a transition matrix for 
each time interval (9).  
4. Experimental evaluation 
The presented location prediction model was evaluated using the data available through the Reality Mining 
Project3. The project was conducted at Massachusetts Institute of Technology, and its goal was to collect various 
user-related data with an application installed on the participants’ mobile phones. Within the scope of this work, the 
most interesting data collected are the movement data recorded as consecutive mobile network cell identifiers. Each 
location Loct, i.e. cell, is recorded as a pair location_area.cell_id.   
The concept of evaluating the presented location prediction model was to first analyse the 10% of the available 
movement records for each participant in order to verify the prediction on the other 90% of each participant’s 
record.  
 
Table 1. Analysis results based on 10% of movement record length. 
Participant S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 
Static locations 4 5 5 5 6 5 4 3 3 3 
Regular trajectories 15 17 24 13 30 33 18 20 28 15 
Regular locations 9 11 10 10 11 11 6 6 6 6 
  
Table 1 shows the analysis results for participants named S1 to S10 based on analysing 10% of the movement 
record for each participant. All participants show a fairly small number of static locations, which is expected, while 
a large number of regular trajectories and a disproportion between regular and static locations indicates that a 
participant is moving more than others (e.g. S5 and S6). On the other hand, results for some participants may 
indicate a lower amount of movements (e.g. S1, S4 and S10). 
 
Input layer Hidden layer Output layer
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Fig. 4. Location prediction for selected participants based on analysing 10% of movement. 
 
Figure 4 displays the prediction accuracy results for selected participants based on analysing 10% of each 
participant’s movement record. The total accuracy refers to average accuracy over 40 weeks of existing records for 
each participant. The results are divided according to the method of prediction used. Prediction commonly used was 
neural network based prediction, as it is responsible for most of the predictions across all participants, except S10. 
Other two methods are part of probability based prediction, that relies on interval based stationery locations and 
general stationery locations. Probability based methods are used only when the user’s current location is not known, 
i.e. is not a part of regular locations, and then neural network based method can not be used. However, the 
prevalence of the latter method shows that the movement analysis was performed with success since most truly 
regular locations are recognized as such and are included in the training set. 
Generally low average prediction accuracy shows that the prediction is not performing well over the examined 
40-week period. After examining raw movement records it was detected that the location area identifiers changed 
over the examined 40 weeks, while the cell identifiers remained the same. Since each location is represented by the 
pairs location_area.cell_id, it looks like the participant has moved to another location, because all the locations 
seem new to the prediction system.  
 
Fig. 5. Location prediction for participant S1 based on analysing 10% of movement record. 
 
Figure 5 depicts this issue on a detailed prediction performance for participant S1. The graph shows the 
prediction accuracy for the most probable location and for predicting three neighboring locations. Three neighboring 
locations are presented because it was determined that handovers often occur between three or more neighboring 
cells. A significant drop in accuracy can be seen in the 12th week, which is identified as a journey outside the 
“known” area, because new cells were noticed upon examining the raw user movement data. However, a huge drop 
can be seen again from week 16 onwards which explains the overall poor prediction performance. Since the selected 
participants were tracked in the same area for approximately similar period we can deduce that the change in naming 
location areas by the operator was the reason for overall poor performance. Possible solution to this problem is the 
relearning of the predictors with new location identifiers which could solve this kind of issues and, furthermore, 
resolve cases of moving of the users to different areas, vacations and similar. The self-adaptive prediction in this 
sense will be the focus of our future work in this topic. 
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5. Conclusion 
In this paper, we have proposed agent based model for location prediction in the real environment for the users of 
mobile networks. The paper proposes multi-agent system for movement analysis and model for location prediction 
of individual users of mobile networks. Movement data record analysis shows a notable amount of periodicity in 
user movement habits and shows how it can be analysed to determine significant user locations and, in turn, use this 
knowledge to predict user movement. Our study also includes a new approach to pre-processing of movement data 
records, which are tailored for this purpose. The model we propose in this paper is able to work with real data 
movement records and to operate in real time. It copes with gaps in users’ phone usage and “noise” caused by 
handovers covering different time intervals and days.  
In order to demonstrate our model, we conducted a case study using the movement data of ten participants 
selected from the Reality Mining Project. The detected change in locations points out a need for developing an 
adaptive prediction model that is the goal of our on-going and future work. 
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