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The possibility of the non-perturbative an-harmonic correction to Mehler’s formula
for propagator of the harmonic oscillator.
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We find the possibility of the non-perturbative an-harmonic correction to Mehler’s formula for
propagator of the harmonic oscillator. We evaluate the conditional Wiener measure functional inte-
gral with a term of the fourth order in the exponent by an alternative method as in the conventional
perturbative approach. In contrast to the conventional perturbation theory, we expand into power
series the term linear in the integration variable in the exponent. We discuss the case, when the
starting point of the propagator is zero. We present the results in analytical form for positive and
negative frequency.
(PACS: 03.65.-w, 03.65Db, 03.65.d, 05.40.Jc)
I. INTRODUCTION
In the case of the Wiener path integral there are essentially two approaches for giving a strict definition:
- to define path integral via finite dimensional approximation. Then the path integral is appropriate continuum
limit, when the number of time slices is going to infinity.
- to define the Wiener measure in the frame of axiomatic probabilistic measure theory as a Gaussian type measure
on the set of trajectories.
Quantum theory is rather the language of integration theory (not that probability theory) of the conditional
Wiener measure theory. We would like to use the path integral formalism to non-perturbative analytical description
of an-harmonic oscillator in quantum mechanics, eventually quantum field theory systems. In quantum theory with
imaginary time, we see the formal connection with path integral formalism for Brownian motion. The main difference
between classical physics description of the Brownian motion as a random process and the quantum physics description
of particle motion via path integral inhere in the interpretation of results. In classical physics we interpret the results
of the path integral as a probability of displacement of the particle from position i to position f. In quantum theory
we evaluate the amplitude of a propagation of the particle by path integral, and this should not be confused with
statistical probability of underlying Brownian motion.
The transition probability for Brownian particle under external harmonic oscillator force is proportional to Mehler’s
formula:
W (xi, ti;xf , tf ) =
(
k
2π sinh(ν)
)1/2
exp
{
−k(x
2
i + x
2
f )
2 tanh(ν)
+
kxixf
sinh(ν)
}
. (1)
This formula was derived by F.G. Mehler (1866) who investigated the diffusion equation in the presence of harmonic
oscillator force, i.e., with unit mass harmonic oscillator Hamiltonian
H = −1
2
△+ 1
2
k2x2, ν = k(τf − τi). (2)
on the right side of diffusion equation[1]. The same result was derived for the probability of a stochastic movement of
Brownian particle in external harmonic potential using conditional measure Wiener path integral methods, see e.g.,
Hille[2], Doob[3]. Alternatively, equation (1) can be obtained also as propagator of harmonic oscillator in quantum
∗Electronic address: bohacik@savba.sk
†Electronic address: presnajder@fmph.uniba.sk
‡Electronic address: peto1506@gmail.com
2mechanics (i.e. with τ replaced by it). Feynman obtained it in 1948 within his path integral approach to quantum
mechanics, see Feynman [4], Feynman - Hibbs [5].
For harmonic potential the transition amplitude in quantum mechanics is defined by the formula:
WQM (qi, ti; qf , tf ) =< qf | exp {− i
h¯
(tf − ti)H0}|qi >,H0 = 1
2m
pˆ2 +
1
2
k2q2.
For imaginary time t→ −iτ the corresponding formula reads:
WE(qi, τi; qf , τf ) =< qf | exp {− 1
h¯
(τf − τi)H0}|qi >, H0 = 1
2m
pˆ2 +
1
2
k2q2.
For a general potential V (x) Feynman expressed the quantum mechanical transition amplitude as the path integral
of the following form:
WQM (qi, ti; qf , tf ) =
∫
all paths
tf∏
τ=ti
dx(t)√
2ipih¯
m dt
exp
{
i
h¯
∫ tf
ti
dt
(
1
2
mx˙2 − V (x)
)}
(3)
Later Kac rigorously justified the imaginary time analog of Feynman path integral, see[6, 7]:
WE(qi, τi; qf , τf ) =< qf | exp {−(τf − τi)H}|qi >=
=
∫
all paths
τf∏
τ=τi
dx(τ)√
2pih¯
m dτ
exp
{
− 1
h¯
∫ τf
τi
dτ
(
1
2
mx˙2 + V (x)
)}
(4)
for a broad class of potentials V (x). The transition amplitudes defined by path integrals (3), (4) are known as
Feynman-Kac formulas. Let us remark that only WE rigorously correspond to the theory of Wiener path integrals.
The results for WQM is obtained by analytical continuation to imaginary time, the procedure is known as Wick
rotation. It must be stressed that formula (4) for WE can be interpreted as analytically continued propagator of the
quantum particle in the potential V (x) but also as the probability of the Brownian particle in the external field, i.
e. generalized Markov random proces. Similarity of such descriptions enables to use the methods of the classical
statistics physics.
The transition probability, or imaginary time propagator can be represented by conditional measure Wiener path
integral, defined by the continuum limit of time-sliced finite dimensional integral:
WE(qi, τi; qf , τf ) = lim
N→∞
WN (qi, τi; qf , τf ),
where
WN (qi, τi; qf , τf ) =
( m
2π ǫ
)N
2
∫ N−1∏
j=1
dqj exp {−SN(qi, τi; qf , τf )}
and
SN(qi, τi; qf , τf ) = ǫ
N∑
j=1
(
m
2
(
qj − qj−1
ǫ
)2
+ V
(
qj + qj+1
2
))
, ǫ =
τf − τi
N
.
The path integral approach is frequently used in quantum mechanics and quantum field theory as it allows effectively
derive/incorporate standard perturbative expansions and even indicate steps beyond perturbative methods, see e.g.,
Roepstorff[8], Das[9], Chaichian - Demichev[10]. However, there are very few path integrals that allow explicit
evaluation. Such are e.g., systems of harmonic oscillators and free (relativistic or Euclidean fields - the corresponding
transition probabilities/amplitudes represent multidimensional generalizations of Mehler’s formula.
Our aim is to evaluate the transition probability for motion of the Brownian particle in a quartic an-harmonic
external potential given by a conditional measure Wiener integral, in the quantum mechanics in imaginary time
formalism such system correspond to the symmetric an-harmonic oscillator. There are various approximative or
numerical estimates of various quantities, e.g., eigen-energies of the systems, that go beyond standard perturbative
methods. However, to our best knowledge, there is little known directly about the an-harmonic oscillator transition
probability (propagator).
3Bellow we shall present a non-perturbative evaluation of conditional measure Wiener path integral with quartic
addition to the harmonic oscillator potential. There is no reason to assume that this an-harmonicity is small. Let us
briefly to describe the idea of the the evaluation of the finite dimensional integral which was in details explained in
our previous article[11].
Let us first consider the one dimensional integral with four order term in the exponent which will frequently appears
in the sequel:
J1 =
+∞∫
−∞
dx exp{−(ax4 + bx2 + cx)} (5)
where Re a > 0. This integral is not given by (simple) formula. However, J1 = J1(a, b, c) is an entire function for any
complex values of b and c, since there exist all integrals
∂nc ∂
m
b J1(a, b, c) = (−1)n+m
+∞∫
−∞
dx x2m+n exp{−(ax4 + bx2 + cx)}
Consequently, the power expansions of J1 = J1(a, b, c) in c and/or b has an infinite radius of convergence (and in
particular they are uniformly convergent on any compact set of values of c and/or b). Let us now consider the power
expansion in c which we shall use:
J1 =
∞∑
n=0
(−c)n
n!
+∞∫
−∞
dx xn exp{−(ax4 + bx2)} (6)
The integrals here appearing can be expressed in terms of the parabolic cylinder function Dν(z), ν = −m− 1/2, (see,
for instance, [12],[13]). For n odd, due to symmetry of the integrand the integrals (6) are zero, for n even, n = 2m we
have:
J1 =
Γ(1/2)
(2a)1/4
∞∑
m=0
(ξ)m
m!
ez
2/4D−m−1/2(z) , ξ =
c2
4
√
2a
, z =
b√
2a
(7)
This sum is convergent for any values of c, b and a > 0.
We apply this procedure to evaluation of the N dimensional integral in Section II and in the Appendix A, where we
find the precise result expressed in the form of the parabolic cylinder functions, but we have still N−1 fold summations
in Eq. (12) as the consequence of the Taylor’s expansions during the evaluation. To treat these summations we adopt
the only approximations in our calculation. How the procedure of such summations was done is described in Section
II and Appendix B, the result is Eq. (16).
In Section III and in the Appendices C, D, E, F we evaluate the continuum limit of the N dimensional integral.
The final formula for the conditional Wiener measure path integral with a term of the fourth order in the exponent
(see Eq. (16)) is product of the Mehler’s formula for harmonic oscillator (17) with fixed start point zero and the
an-harmonic correction to this formula (21). Our result, contrary to the conventional perturbative approach, describe
the propagator for an-harmonic oscillator for the positive or negative frequency term (in our model the parameter b).
In Section IV we show the evaluation of the non-perturbative correction to the exponential factor of Mehler’s formula
for the harmonic oscillator.
II. EVALUATION OF THE PATH INTEGRAL
We are going to evaluate the path integral in phase space formally written as [9], [10]
W =
∫
[Dπ(τ)][Dϕ(τ)] exp(−S[π, ϕ]) .
where π(τ) and ϕ(τ) are the phase space coordinates and S[π, ϕ] denotes the corresponding Euclidean action. We
suppose that the quantity S[π, ϕ]) is quadratic in the variable π(τ). Performing the Gaussian integration over this
variable π(τ) we obtain the continuum conditional Wiener measure path integral defined as
W =
∫
[Dϕ(τ)] exp (−E[ϕ]), (8)
4where
E[ϕ] =
β∫
0
dτ
[
c/2
(
∂ϕ(τ)
∂τ
)2
+ bϕ(τ)2 + aϕ(τ)4
]
. (9)
In the conditional Wiener measure path integral, by definition the values ϕ(0) = xi and ϕ(β) = xf are fixed. The
path integral (8) can be defined as the limit of the finite dimensional integral [9]:
WN =

 1√
2pi△
c

N +∞∫
−∞
N−1∏
i=1
dϕi exp(−EN ), (10)
with
EN =
N∑
i=1
△
[
c/2
(
ϕi − ϕi−1
△
)2
+ bϕ2i + aϕ
4
i
]
, (11)
representing the standard time-slice discretization of E[ϕ]. The factor(
2π△
c
)−N/2
is the result of the gaussian integration over conjugate momentum variable π(τ) and is the same for the conditional
Wiener measure as well as unconditional Wiener measure path integrals [9]. The conditional Wiener measure path
integral is defined by limit
W = lim
N→∞
WN .
To simplify evaluation we fix the initial point ϕ(0) = xi = 0. Performing successively all one dimensional integrals
in (10) we are all the time dealing with integrals of the form (6). The evaluation of the N − 1 dimensional integral
(10) is treated in the Appendix A. The result reads:
WN =
(
2π△
c
)−1/2 [√
2π(1 +
b△2
c
)
]−N+1 ∞∑
k1=0
∞∑
k2=0
· · ·
∞∑
kN−1=0
×
N−2∏
i=1
{
(1 + b△
2
c )
−2ki
(2ki)!
Γ(ki−1 + ki + 1/2)D−ki−1−ki−1/2(z)
}
(12)
× (1 +
b△2
c )
−kN−1
(2kN−1)!
(
c
△ϕ
2
N
)kN−1
Γ(kN−2 + kN−1 + 1/2)D−kN−2−kN−1−1/2(z)
× exp
{
−a△ϕ4N − (
c
2△ + b△)ϕ
2
N
}
.
Here, a, b, c, ϕN = xf ,△ = β/N are the constants of the model, the variable z is defined as
z =
c
(
1 + b△
2
c
)
√
2a△3
,
and functions D−ν−1/2(z) are related to parabolic cylinder functions D−ν−1/2(z) by the relation:
D−ν−1/2(z) = zν+1/2 exp
{
z2
4
}
D−ν−1/2(z).
The result in Eq. (12) is an exact expression, we did not use any approximation in evaluation. As we shown in [11]
the multiple summations are uniformly convergent.
5Our aim is to separate the multiple summations over k′is to the leading term and the remainder, disappearing in
the continuum limit △→ 0 when z ≈ △−3/2. The individual summation over given ki in the product (12) is:
∞∑
ki=0
{
(1 + b△
2
c )
−2ki
(2ki)!
Γ(ki−1 + ki + 1/2)D−ki−1−ki−1/2(z)Γ(ki + ki+1 + 1/2)D−ki−ki+1−1/2(z)
}
(13)
We shall divide this sum to leading part and the remainder:
J∑
j=0
(−1)j
j! (2z2)j
∞∑
ki=0
Γ(ki−1 + ki + 1/2)Γ(ki + ki+1 + 2j + 1/2)D−ki−1−ki−1/2(z) +R(J ,K0)
To do this task, we introduce the first and the last approximation in our calculation, when one of the parabolic
cylinder functions is replaced by asymptotic Poincare´ - type expansion [14], [15] of the parabolic cylinder functions
valid for finite index and large argument z:
D−ν−1/2(z) ≡ zν+1/2 ez
2/4 D−ν−1/2(z) =
J∑
j=0
(−1)j
(ν + 1/2)
2j
j! (2z2)j
+ εJ (ν, z), (14)
where εJ (ν, z) is the remainder of Poincare´ - type expansion. The (ν)k = ν(ν + 1) · · · (ν + k − 1) is the Pochhammer
symbol. This asymptotic expansion is particularly useful in the continuum limit△→ 0 when z ≈ △−3/2 and functions
D−ν−1/2(z)→ 1. The first term in (14) contributes to the leading part of (13) whereas the second part generates the
remainder. The ki summations of the leading part can be performed by the use of the Taylor expansion formula for
parabolic cylinder functions [13], which takes the form
ex
2/4
∞∑
k=0
(ν)
k
k!
tk D−ν−k(x) = e
(x−t)2/4 D−ν (x− t), (15)
The estimate of the remainder for the leading part of (12) can be found in [11]. The detailed evaluation and discussion
of the summation over indexes ki for the conditional Wiener measure path integral can be find in the Appendix B,
where was found for the leading term of N − 1 dimensional integral (12) the expression:
W leadingN =
1√(
2pi△
c
)N−2∏
i=0
2ωi(1 + b△2/c)
exp
{
−a△ϕ4N − (
c
2△ + b△)ϕ
2
N + ξ
}
×
J∑
ν=0
(−1)ν 1
ν! (2z2)ν
2ν∑
p=0
(ξ)p (N − 1)2νp (16)
The new symbols ξ and ωi are defined as:
ξ =
1
ωN−2
c
4△(1 + b△2c )
ϕ2N , ωi+1 = 1−
σ2
ωi
, ω0 = 1,
and expression (N − 1)2νp is defined by the recurrence relation in Appendix B.
III. PATH INTEGRAL AS THE CONTINUUM LIMIT OF THE N − 1 DIMENSIONAL INTEGRAL.
The evaluation of WN was the target of the preceding sections, where we have found for the leading term of N − 1
dimensional integral the relation (16). In this section we will discuss its continuum limit. The continuum limit of the
first line in (16) is evaluated in the Appendices C and D, where we found:
lim
N→∞
1√(
2pi△
c
)N−2∏
i=0
2ωi(1 + b△2/c)
exp
{
−a△ϕ4N − (
c
2△ + b△)ϕ
2
N + ξ
}
=
=
1√
2pi
c
sinh(γβ)
γ
exp
{
−cγ
2
coth (γβ)ϕ2N
}
, γ =
√
2b/c . (17)
6Formula (17) represents the Mehler’s formula for imaginary time [9], [10] for the propagator of the harmonic
oscillator with starting point zero and end point ϕN . The an-harmonic content of the oscillator is stored in the
continuum limit of second line in (16):
J∑
ν=0
(−1)ν 1
ν! (2z2)ν
2ν∑
p=0
(ξ)p (N − 1)2νp , (18)
where the variable z was defined in the previous section as:
z =
c
(
1 + b△
2
c
)
√
2a△3
.
We see, that z in the continuum limit △→ 0 diverges as △−3/2 . We rewrite Eq. (18) in the form
J∑
ν=0
(−1)ν 1
ν! (2z2△3)ν
(
△3ν
2ν∑
p=0
(ξ)p (N − 1)2νp
)
(19)
Now the term (2z2△3)ν is finite in the continuum limit and we are going to evaluate the continuum limit of the
expression:
△3ν
2ν∑
p=0
(ξ)2ν−p (N − 1)2ν2ν−p . (20)
The detailed evaluation of the above expression is done in the Appendices F and G, here we summarize the final
result only.
The an-harmonic correction to Mehler’s formula defined in Eq. (19) in the continuum limit reads:
J∑
ν=0
(−a)ν
2ν∑
p=0
c−p
(1/2)
(2ν−p)
(
1
Q2(β)
ϕ2N
)2ν−p ∑
{m1,...,mν}
m1+...+mν=p
ν∏
j=1
Σ(mj , j, pj)Im1,···,mν (0) (21)
where
Im1,···,mν (τ) =
∫ β
τ
dτ1
∫ β
τ1
dτ2 · · ·
∫ β
τν−1
dτν d
m1(τ1)d
m2(τ2) · · · dmν (τν) Q4(τν) · · · Q4(τ2) Q4(τ1) . (22)
The multiple summations in (21) means the sum over all groups of indices 0 ≤ mj ≤ 4 satisfying the condition
m1 + . . .+mν = p. The dependence of symbols Σ(mj , j, pj) where pj = p−m1 − · · · −mj , on the values mj is given
in the Table (I):
mj Σ(mj , j, pj)
0 (2(ν − j) − pj + 1/2)(2(ν − j) − pj + 3/2)
1 4(2(ν − j) − pj + 1/2)(2(ν − j) − pj + 3/4)
2 6(2(ν − j) − pj)(2(ν − j) − pj − 1) + 9(2(ν − j)− pj) + 3/4
3 4(2(ν − j)− pj − 1/4)(2(ν − j)− pj)
4 (2(ν − j) − pj − 1)(2(ν − j) − pj)
Tab. I: Values of Σ(mj , j, pj) for mj
Equation 21 is the key formula. For any given J it gives the an-harmonic correction as a finite sum. The integrals
Im1,···,mν (τ) are analyzed in the next section, where we derive various recurrence relations that allow us to analyze
an-harmonic correctios successively in the parameter p. The symbols d(τ) and Q(τ), following the definitions in
Appendices, reads:
d(τ) =
1
2γ
(coth(γτ)− coth(γβ)) , Q(τ) = 2 sinh(γτ), γ =
√
2b
c
.
7IV. THE ANALYSIS OF THE AN-HARMONIC CORRECTION.
In this Section we shall show the evidence that the an-harmonic corrections in (21) give a non-perturbative contri-
bution to Mehler’s formula for propagator of harmonic oscillator. In order to extract as much information as possible
we interchange the order of finite summations in Eq. (21):
J∑
ν=0
2ν∑
p=0
→
2J∑
p=0
J∑
ν=⌊ p+12 ⌋
.
For finite value p, and enough high ν the product
ν∏
i=1
Σ(mi, i, pi)
contains many terms with mi = 0.
Let mj 6= 0, mk 6= 0, and mi = 0, for j ≤ i ≤ k. As the result, pi = pk. The product of this chain of Σ(mi, i, pk) is:
Π(k, j, pk) =
j−1∏
i=k+1
(2(ν − i)− pk + 1/2)(2(ν − i)− pk + 3/2) = Γ(2(ν − k)− pk + 1/2)
Γ(2(ν − j)− pk + 5/2)
Here we used the identity:
Γ(x)Γ(x + 1/2) =
√
π
22x−1
Γ(2x).
Let mji 6= 0 for ji = j1, · · · , jµ. Then
ν∏
i=1
Σ(mi, i, pi) = Π(0, j1, p)Σ(mj1 , j1, pj1)Π(j1, j2, pj1) · · ·Σ(mjµ , jµ, 0)Π(jµ, ν + 1, 0).
This expression can be rewritten to the form:
ν∏
i=1
Σ(mi, i, pi) =
Γ(2ν − p+ 1/2)
Γ(1/2)
Γ(2(ν − j1)− pj1 + 1/2)
Γ(2(ν − j1)− p+ 5/2) Σ(mj1 , j1, pj1) · · · (23)
· · · Γ(2(ν − ji)− pji + 1/2)
Γ(2(ν − ji)− pji−1 + 5/2)
Σ(mji , ji, pji) · · ·
Γ(2(ν − jµ) + 1/2)
Γ(2(ν − jµ)− pjµ−1 + 5/2)
Σ(mjµ , jµ, 0)
We can rewrite the expression (23) as the product of the algebraic factors which depend on all mi 6= 0 :
F (ji,mji , pji) =
Γ(2(ν − ji)− pji + 1/2)
Γ(2(ν − ji)− pji −mji + 5/2)
Σ(mji , ji, pji) (24)
In above definition the identity pji = pji−1 −mji was used.
With this definition we can rewrite Eq. (23) in the terms of nonzero mi:
ν∏
i=1
Σ(mi, i, pi) = (1/2)2ν−p
µ∏
i=1
F (ji,mji , pji) (25)
In the Table (II) we summarize the dependence of the values of the algebraic factor F (ji,mji , pji) on values mji 6= 0.
We stress out the important and interesting characteristics of integrals at the form (21)
Im1,...,mn(τ) =
β∫
τ
dτ1
β∫
τ1
dτ2 . . .
β∫
τn−1
dτnJm1(τ1) . . . Jmn(τn). (26)
Putting τ = 0 and Ja(τ) = d
a(τ)Q4(τ) the connection to integrals in Eq. (21) is evident. The crucial feature is the
identity:
Ia,b(τ) + Ib,a(τ) = Ia(τ)Ib(τ) (27)
8mjk F (jk,mjk , pjk )
1 4(2(ν − jk)− pjk + 3/4)
2 6(2(ν − jk)− pjk + 1/4 + i/4)(2(ν − jk)− pjk + 1/4− i/4)
3 4(2(ν − jk)− pjk)(2(ν − jk)− pjk − 1/2)(2(ν − jk)− pjk − 1/4)
4 (2(ν − jk)− pjk )(2(ν − jk)− pjk − 1)(2(ν − jk)− pjk − 1/2)(2(ν − jk)− pjk − 3/2)
Tab. II: The dependence of the algebraic factor on values mjk
In proof in the second term we change the order of the integrations and then rename the integration variables x↔ y :
Ia,b(τ) + Ib,a(τ) =
β∫
τ
dx
β∫
x
dyJa(x)Jb(y) +
β∫
τ
dx
β∫
x
dyJb(x)Ja(y) =
=
β∫
τ
dx
β∫
x
dyJa(x)Jb(y) +
β∫
τ
dy
β∫
y
dxJb(y)Ja(x) =
β∫
τ
β∫
τ
dxdyJa(x)Jb(y) = Ia(τ)Ib(τ)
With identity (27) we can prove various identities for the product of such integrals, as for instance:
Im1,...,mn−1Im =
= Im,m1,...,mn−1 + Im1,m,m2,...,mn−1 + . . .+ Im1,...,mj−1,m,mj ,...,mn−1 + . . .+ Im1,...,mn−1,m
As the result of the product of integral with one index m and another integrals with n− 1 indexes m1,m2, · · · ,mn−1
we obtain n terms with n indexes each. The index m runs over all positions in the group of n indexes, the indexes
mi don’t permute among them.
For purpose to evaluate the an-harmonic correction (21) we consider product of integrals, where one of the integrals
possesses n indexes of the same value. By mathematical induction we obtain the well-known identity:
I a,...,a︸ ︷︷ ︸
n
(τ) =
Ina (τ)
(n)!
(28)
The application of the identity (27) give:
Iα(τ)I a,...,a︸ ︷︷ ︸
n−1
(τ) =
n∑
j=1
I a,...,a,αj,a,...,a︸ ︷︷ ︸
n
(τ) (29)
The subscript j in index αj indicate the position of index α among the indices of the integrals Ia,...,a,αj ,a,...,a . For
purposes to evaluate (21) we need:
Iα,β(τ)I a,...,a︸ ︷︷ ︸
n−2
(τ) =
n−1∑
j=1
n∑
k=j+1
I a,...,a,αj ,a,...,a,βk,a,...,a︸ ︷︷ ︸
n
(τ) (30)
We will meet the case, when β = a, then in above expression the integrals I a,...,a,αj ,a,...,a︸ ︷︷ ︸
n
(τ) are independent on the
summation index k and we obtain:
Iα,a(τ)I a,...,a︸ ︷︷ ︸
n−2
(τ) =
n∑
j=1
(n− j)I a,...,a,αj ,a,...,a︸ ︷︷ ︸
n
(τ) (31)
We expanded the summation over index j up to n by adding the zero term for j = n. The evaluation of the another
useful relations is given to Appendix G.
Applying this new notations for the an-harmonic correction (21) we have:
2J∑
p=0
c−p
J∑
ν=[ p+12 ]
(−a)ν (XN)2ν−p
∑
{m1,...,mν}
mj1
+...+mjµ
=p
µ∏
i=1
F (ji,mji , pji) (32)
× I 0,...,0,mj1 ,0,...,0,mj2 ,0,...,0,mjµ ,0,···,0︸ ︷︷ ︸
ν
(0)
9For simplicity, the notation
XN =
ϕ2N
Q2(β)
was in troduced.
To analyze this result, we can see that for p = 0 the contribution to (21) can be red:
J∑
ν=0
(−a)ν (XN)2ν I
ν
0 (0)
ν!
≈ exp
{
−aI0(0)ϕ
4
N
Q4(β)
}
(33)
For sufficiently large J the combination of the terms with ν > J
∞∑
ν=J+1
(−a)ν (XN )2ν I
ν
0 (0)
ν!
<
θ
aϕ4N I0(0)
Q4(β)
JJ ! , 0 < θ < 1
can be neglected with sufficient precision.
The contribution for p = 1 can be red:
J∑
ν=1
(−a)ν (XN )2ν−1
ν∑
j1=1
F (j1, 1, 0)I 0,...,0,1j1 ,0,...,0︸ ︷︷ ︸
ν
(0) (34)
Inserting F (j1, 1, 0) from Table II we have:
(−aXN)
J∑
ν=1
(−a)ν−1 (XN )2ν−2
ν∑
j1=1
(8(ν − j1) + 3)I 0,...,0,1j1 ,0,...,0︸ ︷︷ ︸
ν
(0) (35)
Following to Eqs. (29),(31) we have:
(−aXN)
J∑
ν=1
(−a)ν−1 (XN )2ν−2
(
8I1,0(0)
Iν−20 (0)
(ν − 2)! + 3I1(0)
Iν−10 (0)
(ν − 1)!
)
≈
≈ exp
{
−aI0(0)ϕ
4
N
Q4(β)
}{
−3a (XN ) I1(0) + 8a2 (XN )3 I1,0(0)
}
(36)
For the contribution for p = 2 we must take into account that that it is divided to two parts, one for the case when
one mj = 2 and another when two mj = 1, and mk = 1 are nonzero. We have:
J∑
ν=1
(−a)ν (XN )2ν−2


ν∑
j1=1
F (j1, 2, 0)I 0,...,0,2j1 ,0,...,0︸ ︷︷ ︸
ν
(0)
+
ν−1∑
j1=1
ν∑
j2=j1+11
F (j1, 1, 1)F (j2, 1, 0)I 0,...,0,1j1 ,0,...,0,1j2 ,0,...,0︸ ︷︷ ︸
ν
(0)

 (37)
In the spirit of previous contributions we find for the contribution to the an-harmonicity correction for p = 2 :
exp
{
−aI0(0)ϕ
4
N
Q4(β)
}{
3/4(−a)I2(0) + (−a)2 (30I2,0(0) + 21I1,1(0)) (XN )2
)
+ (38)
+ (−a)3 (48I2,0,0(0) + 144I1,1,0(0) + 24I1,0,1(0)) (XN )4 + 64(−a)4 (I1,0,1,0(0) + 2I1,1,0,0(0)) (XN )6
}
Calculations can be extended to any value of p. The common characteristics of all calculations is the universal non-
perturbative exponential correction to Mehler’s formula given by the exponential factor:
exp
{
−aI0(0)ϕ
4
N
Q4(β)
}
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Fig. 1: b dependence of the exponential part of the Mehler’s formula for an-harmonic oscillator (40) when the model parameters
were fixed as β = c = 1, a = 2.
where:
I0(0)
Q4(β)
=
3γβ − 4 cosh(γβ) sinh(γβ) + cosh3(γβ) sinh(γβ) + cosh(γβ) sinh3(γβ)
8γ sinh4(γβ)
. (39)
The second factor, given in the braces in Eq. 38, is the p dependent and for any p is represented as polynomial of
degree 2p in the variable −a.
V. CONCLUSIONS.
We presented an analytical method of evaluation of the conditional Wiener measure path integral with a four-th
order term in the action. Instead of the conventional perturbative evaluations we expand the linear part of kinetic
term of the action. We obtain the analytical results representing the an-harmonic correction to the Mehler’s formula
for propagator of the harmonic oscillator. The most important result is the universal non-perturbative exponential
correction to the exponent of the Mehler’s formula. For the an-harmonic oscillator this exponencial factor can be red:
exp
{
−cγ
2
coth (γβ)ϕ2N − a
3γβ − 4 cosh(γβ) sinh(γβ) + cosh3(γβ) sinh(γβ) + cosh(γβ) sinh3(γβ)
8γ sinh4(γβ)
ϕ4N
}
(40)
On the Fig.1 we can see the dependence of the exponential term of the an-harmonicity correction when the parameter
b is positive, or negative. The other an-harmonic corrections stand from polynomials of order 2p in variable a that
multiply the exponential factor in (36) and (38). We presented fully the corrections for p = 0, 1, 2 but they can be
found systematically for any p. The interesting is the dependence of the Eq. (40) on the negative frequency (what
can occur for b < 0.). The exponential factor in Eq.(40) approaches −∞ when γβ = β
√
2b/c → ikπ. This means,
that propagator for this particular b, β vanishes and the particle is frozen in the origin i, because it cannot be able to
propagate to any other point of the space.
We can point to the evidence, that this correction play an important role in evaluations of the energy-levels of the
an-harmonics oscillator. The energy levels of the harmonic oscillator correspond to the pole positions in the complex
energy plane of the propagator obtained by Fourier transformation
lim
p→0
∫ ∞
−∞
dt e−iEt
∫ ∞
−∞
dx e−ipx
of the propagator of the harmonic oscillator[1] in the x representation i. e. W (xi, 0;xi, t). As the result of this Fourier
transformation we have:
2π
γ
tanh
Eπ
γ
(41)
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The pole positions of this function appears for values
ReE = 0, ImE = (n+ 1/2)γ.
If we apply the same Fourier transformation to the propagator of the harmonic oscillator with fixed origin, we
obtain the function with singularities fixed by formula:
Γ
(
1/4 +
iE
2γ
)
Γ
(
1/4− iE
2γ
)
The pole positions of this function are:
ReE = 0, ImE = ±(2n+ 1/2)γ.
We see, that in this case we are capable to reproduce the even energy levels of the harmonic oscillator by the function
corresponding to the propagator with fixed origin. Now, when we switch on the an-harmonics correction, we expect
the shift of the pole position in the energy complex plane, that for small value of the an-harmonic parameter a is
represented by the first terms of expansion:
Γ
(
1/4 +
iE + δ(a)
2γ
)
Γ
(
1/4− iE + δ(a)
2γ
)
= (42)
= Γ
(
1/4 +
iE
2γ
)
Γ
(
1/4− iE
2γ
)
+ Γ
(
1/4 +
iE
2γ
)
Γ
(
1/4− iE
2γ
)[
Ψ
(
1/4 +
iE
2γ
)
−Ψ
(
1/4− iE
2γ
)]
δ(a)
2γ
+ · · ·
When we approximate the an-harmonic propagator by simply adding the universal an-harmonic correction (39) to
the propagator of the harmonic oscillator formula (1) with initial position xi = 0 (i.e. fixed at origin):
1√
2pi
c
sinh(γβ)
γ
exp
{
−cγ
2
coth (γβ)ϕ2N −
aI0(0)
Q4(β)
ϕ4N
}
(43)
by the first part of Fourier transformation
lim
p→0
∫ ∞
−∞
dx e−ipx
we have:
1√
2pi
c
sinh(γβ)
γ
Γ(1/2)√
( cγ2 coth(γβ))
D−1/2(z), z =
cγ
2 coth(γβ)√
2a I0(0)Q4(β)
.
Function D was defined in Eq. (12). Using the Poincare´ - type expansion (14) for function D−1/2(z) we have for the
second part of Fourier transformation ∫ ∞
−∞
dβ e−iEβ
of the formula (43) the result:
Γ
(
1/4 +
iE
2γ
)
Γ
(
1/4− iE
2γ
)
− (44)
− a (1/2)
2
∫ ∞
−∞
dβ
e−iEβ√
cosh(γβ)
3γβ + cosh(γβ) sinh(γβ)
(−4 + cosh2(γβ) + sinh2(γβ))
c2γ3 sinh2(γβ) cosh2(γβ)
+ · · ·
When we compare Eqs. (43) and (44) we are capable to evaluate the shift of energy levels due to an-harmonic term.
Let us stress the term a(1/2)
2
= 3a/4 in front of integral. It is known from the textbooks that the first perturbative
correction to energy levels of harmonics oscillator is proportional to term 3a/4. In previous qualitative evaluation this
term appeared owe to first part of Fourier transformation leading to parabolic cylinder function D−1/2(z), because
the Poincare´ - type expansion of this function possesses this factor in first non-trivial term.
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Appendix A: Evaluation of the N− dimensional integral
Our aim is to evaluate the finite dimensional integral by virtue of the time slicing method:
WN =

 1√
2pi△
c

N +∞∫
−∞
max∏
i=1
dϕi exp(−LN ), (A1)
where
LN =
N∑
i=1
△
[
c/2
(
ϕi − ϕi−1
△
)2
+ bϕ2i + aϕ
4
i
]
, (A2)
The dimension max of the integral is equal to N for the path integral with unconditional Wiener measure, and for
the path integral with conditional Wiener measure max is N − 1. The value △ = β/N correspond to the partition of
the imaginary time interval < 0, β > and in the continuum limit N →∞ is going to zero. The action LN from point
of view of the integration variables can be rewritten in the form:
LN = − c△ϕ0ϕ1 +
c
2△ϕ
2
0
+ △aϕ41 + (
c
△ +△b) ϕ
2
1 −
c
△ϕ1ϕ2
+ · · ·
+ △aϕ4i + (
c
△ +△b) ϕ
2
i −
c
△ϕiϕi+1 (A3)
+ · · ·
+ △aϕ4N + (
c
2△ +△b) ϕ
2
N .
Inserting LN to WN and by Taylor’s expansions of the terms linear in the integration variables:
exp{ c△ϕiϕi+1} =
∞∑
ni=0
(√
c/△ ϕi
√
c/△ ϕi+1
)ni
ni!
,
we find for the N − 1 dimensional conditional Wiener measure integral:
WN =

 1√
2pi△
c

N ∞∑
n0=0
∞∑
n1=0
· · ·
∞∑
nN−1=0
(√
c/△ ϕ0
)n0
n0!
exp
{
− c
2△ϕ
2
0
}
+∞∫
−∞
dϕ1
(√
c/△ ϕ1
)n0+n1
n1!
exp
{
−a△ϕ41 − (
c
△ + b△)ϕ
2
1
}
· · ·
+∞∫
−∞
dϕi
(√
c/△ ϕi
)ni−1+ni
ni!
exp
{
−a△ϕ4i − (
c
△ + b△)ϕ
2
i
}
· · · (A4)
+∞∫
−∞
dϕN−1
(√
c/△ ϕN−1
)nN−2+nN−1
nN−1!
exp
{
−a△ϕ4N−1 − (
c
△ + b△)ϕ
2
N−1
}
(√
c/△ ϕN
)nN−1
exp
{
−a△ϕ4N − (
c
2△ + b△)ϕ
2
N
}
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In the case of the unconditional Wiener measure integral, in the last row the operator
+∞∫
−∞
dϕN
will appear and WN will be the N dimensional integral. From the above equation is obvious, that for conditional
measure integral the nonzero contribution we obtain only if the powers of the integration variables are even. This
means that all summation indices ni must be even, or odd. In the general case we will evaluate two contributions for
the summation indices even and another for the summation indices odd. For the unconditional measure integral the
situation is simpler, because due to the dϕN integration and the power term ϕ
nN−1
N the nonzero contribution we find
for the even summation indices only.
In this article we evaluate the conditional measure integral with path starting in the point ϕ0 = 0. In such case the
nonzero contribution appear for the index n0 = 0 only and due to the integration over dϕ1 the nonzero contribution
will be obtained for even summation indices only.
We express the integrals in relation for WN by parabolic cylinder functions [12] and for even summation indices
ni = 2ki we have:
+∞∫
−∞
dϕi
(
c/△ ϕ2i
)ki−1+ki
2ki!
exp
{
−a△ϕ4i − (
c
△ + b△)ϕ
2
i
}
= (A5)
=
(
c/△ (1 + b△
2
c
)
)−1/2 [
c/△ (1 + b△
2
c
)
]−ki−1−ki
Γ(ki−1 + ki + 1/2)D−ki−1−ki−1/2(z)
Here we have defined:
D−ki−1−ki−1/2(z) = zki−1+ki+1/2 exp
{
z2
4
}
D−ki−1−ki−1/2(z)
and
z =
c/△
(
1 + b△
2
c
)
√
2a△
Dν(z) is function of the parabolic cylinder of the argument z and index ν.
Now, inserting all to the relation for WN , we have for N − 1 dimensional conditional Wiener measure integral with
starting point ϕ0 = 0 the exact relation without any approximations:
WN =
(
2π△
c
)−1/2 [√
2π(1 +
b△2
c
)
]−N+1 ∞∑
k1=0
∞∑
k2=0
· · ·
∞∑
kN−1=0
N−2∏
i=1
{
(1 + b△
2
c )
−2ki
(2ki)!
Γ(ki−1 + ki + 1/2)D−ki−1−ki−1/2(z)
}
(A6)
(1 + b△
2
c )
−kN−1
(2kN−1)!
(
c
△ϕ
2
N
)kN−1
Γ(kN−2 + kN−1 + 1/2)D−kN−2−kN−1−1/2(z)
exp
{
−a△ϕ4N − (
c
2△ + b△)ϕ
2
N
}
Appendix B: Evaluation of the WN by the recurrent summation over ki indices
To perform the summations over indexes ki in Eq. (A6) we use the identities:
(2ki)! = 2
2ki ki! (1/2)ki
14
and
Γ(ki−1 + ki + 1/2) = Γ(1/2) (1/2)ki−1
(ki−1 + 1/2)ki
Then Eq. (A6) will be rewritten as:
WN =
(
2π△
c
)−1/2 [√
2(1 +
b△2
c
)
]−N+1
N−2∏
i=1


∞∑
ki=0
[
2(1 + b△
2
c )
]−2ki
ki!
(ki−1 + 1/2)ki
D−ki−1−ki−1/2(z)

 (B1)
∞∑
kN−1=0
[
4(1 + b△
2
c )
]−kN−1
(kN−1)! (1/2)kN−1
(
c
△ϕ
2
N
)kN−1
(kN−2 + 1/2)kN−1D−kN−2−kN−1−1/2(z)
exp
{
−a△ϕ4N − (
c
2△ + b△)ϕ
2
N
}
As the technical point we turn attention to the same number of the terms
√
2(1 + b△
2
c ) as the numbers of the
summations over ki. Therefore we will consider this term with each summation procedure.
We will use the summation relation for parabolic cylinder function [13]
ex
2/4
∞∑
k=0
(ν)
k
k!
tk D−ν−k(x) = e
(x−t)2/4 D−ν (x − t) (B2)
For the functions D−ν−k(x), this summation can be read:
∞∑
k=0
(ν)
k
k!
tk D−ν−k(x) =
(
x
x− xt
)ν
D−ν(x− xt) (B3)
The direct application of this identity to Eq. (B1) is not possible because each function D−ν−k(x) possesses two
summation indices and de facto we must evaluate the sum:
1√
2(1 + b△
2
c )
∞∑
k1=0
[
2(1 + b△
2
c )
]−2k1
k1!
(1/2)
k1
D−k1−1/2(z)(k1 + 1/2)k2D−k1−k2−1/2(z) (B4)
Let us remember the identity:
(1/2)
k1
(k1 + 1/2)k2 = (1/2)k2+k1 .
We show in the previous article [11] that sum in Eq. (B4) is uniformly convergent, therefore by replacing the infinite
summation by finite one we can approximate the infinite sum by the desirable precision. In the finite sum of the type
Eq.(B4) we can adopt the Poincare´-type expansion of the parabolic cylinder function, which means:
D−k1−1/2(z) ≡ zk1+1/2 ez
2/4 D−k1−1/2(z) =
J∑
j=0
(−1)j
(k1 + 1/2)2j
j! (2z2)j
+ εJ (k1, z) (B5)
In the last relation, J denotes the number of terms of the asymptotic expansions convenient to take into account,
εJ (k1, z) is the remainder. We have discussed the problem of this remainder in our previous article[11] where we
shown that it converge to zero stronger than 1/N. This means, that all contributions to the summations over indices ki
containing such remainder, or products of remainders disappears in continuum limit. Our evaluations and estimates
concerning upper limit of this remainder follows from works of Olver[16], Vidunas and Temme[15] concerned to
estimates of the upper bounds of remainders of the Poincare´ type expansions of the parabolic cylinder functions.
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We apply the Poincare´ type asymptotic expansion for the function D−k1−1/2 (z) and for the leading term (i.e. the
term without remainder) of the sum of the finite set which approximate the Eq. (B4) we have:
1√
2(1 + b△
2
c )
M∑
k1=0
[
2(1 + b△
2
c )
]−2k1
k1!


J∑
j=0
(−1)j
(k1 + 1/2)2j
j! (2z2)j

 (1/2)k2+k1D−k1−k2−1/2(z) (B6)
By replacing the order of summations we read:
1√
2(1 + b△
2
c )
J∑
j=0
(−1)j 1
j! (2z2)j
M∑
k1=0
[
2(1 + b△
2
c )
]−2k1
k1!
(k1 + 1/2)2j(1/2)k2+k1D−k1−k2−1/2(z) (B7)
It was proven in previous article [11] the relation:
(k1 + 1/2)2j =
min (2j,k1)∑
i=0
a2ji
(k1)!
(k1 − i)! (B8)
Where the coefficients a2ji are given by:
aji =
(
j
i
) (1/2)
j
(1/2)
i
(B9)
We insert these relations into Eq. (B7) and we find:
1√
2(1 + b△
2
c )
J∑
j=0
(−1)j 1
j! (2z2)j
2j∑
i=0
a2ji
M∑
k1=i
[
2(1 + b△
2
c )
]−2k1
(k1 − i)! (1/2)k2+k1D−k1−k2−1/2(z) (B10)
The series in the summation over ki is uniformly convergent, in the precision desired we can extend the summation
to infinity. If we define
σ =
[
2(1 +
b△2
c
)
]−1
we find:
1√
2(1 + b△
2
c )
J∑
j=0
(−1)j 1
j! (2z2)j
2j∑
i=0
a2ji (1/2)k2+i σ
2i
∞∑
k1=i
σ2k1−2i
(k1 − i)! (k2 + i+ 1/2)k1−iD−(k1−i)−(k2+i)−1/2(z) (B11)
By identity Eq.(B3) we have for the leading term of Eq. (B4):
1√
2(1 + b△
2
c )
J∑
j=0
(−1)j 1
j! (2z2)j
2j∑
i=0
a2ji σ
2i
(
z
z − zσ2
)k2+i+1/2
(1/2)
k2+i
D−k2−i−1/2(z − zσ2) (B12)
In this evaluation we have neglected the remainders of two uniformly convergent series. Such replacement can be
done with desired precision. The necessity of the truncation of the series depends on the dimension of the integral
therefore in continuum limit the truncated series approach to the original series. For the recurrence procedure we
define the new variables:
σ1 = σ
2
z1 = z(1− σ2)
ω1 =
z1
z
= 1− σ1
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(1)2ji = a
2j
i
We follow with next recurrence step, the summation over index k2. As we see from Eqs. (B1) and (B12), we must
provide the sum:
1√
2ω1(1 +
b△2
c )
J∑
j=0
(−1)j 1
j! (2z2)j
2j∑
i=0
(1)2ji
(
σ1
1− σ1
)i
(B13)
1√
2(1 + b△
2
c )
∞∑
k2=0
1
(k2)!
(
σ2
z
z1
)k2
(1/2)
k2+i
D−k2−i−1/2(z1)(k2 + 1/2)k3D−k2−k3−1/2(z)
By the identity:
(1/2)
k2+i
= (1/2)
k2
(k2 + 1/2)i
and the leading term for Poincare´ expansion of the term
(k2 + 1/2)i D−k2−i−1/2(z1) =
J∑
j1=0
(−1)j1
(k2 + 1/2)2j1+i
j1! (2z21)
j1
,
and with the new variable
σ2 = σ
2 z
z1
we find:
1√
2ω1(1 +
b△2
c )
1√
2(1 + b△
2
c )
J∑
j=0
J∑
j1=0
(−1)j+j1 1
j!j1! (2z2)j+j1
(
1
ω1
)2j1 2j∑
i=0
(1)2ji
(
σ1
1− σ1
)i
(B14)
∞∑
k2=0
(k2 + 1/2)2j1+i
(k2)!
(σ2)
k2 (1/2)
k2+k3
D−k2−k3−1/2(z)
We re-define the summation
J∑
j=0
J∑
j1=0
=
2J∑
µ=0
µ∑
j1=0
(
µ
j1
)
,
where µ = j + j1. By replacing (k2 + 1/2)2j1+i by the identity (B8):
(k2 + 1/2)2j1+i =
min (2j1+i,k2)∑
i1=0
a2j1+ii1
(k2)!
(k2 − i1)!
we have:
1√
2ω1(1 +
b△2
c )
1√
2(1 + b△
2
c )
J∑
µ=0
(−1)µ 1
µ! (2z2)µ
µ∑
j1=0
(
µ
j1
)(
1
ω1
)2j1 2µ−2j1∑
i=0
(1)2µ−2j1i
(
σ1
1− σ1
)i
(B15)
2j1+i∑
i1=0
a2j1+ii1 (σ2)
i1
∞∑
k2=i1
(σ2)
k2−i1
(k2 − i1)! (1/2)k2+k3D−k2−k3−1/2(z)
In the above sum the summation index i is an inner index, we replace the summations over i and i1
2µ−2j1∑
i=0
2j1+i∑
i1=0
=
2µ∑
i1=0
2µ−2j1∑
i=max (0, i1−2j1)
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It is obvious that now summations over indices j1 and i1 are independent and therefore can be replaced. For Eq.
(B15) we have:
1√
2ω1(1 +
b△2
c )
1√
2(1 + b△
2
c )
J∑
µ=0
(−1)µ 1
µ! (2z2)µ
2µ∑
i1=0
(σ2)
i1
µ∑
j1=0
(
µ
j1
)(
1
ω1
)2j1
(B16)
2µ−2j1∑
i=max (0, i1−2j1)
a2j1+ii1 (1)
2µ−2j1
i
(
σ1
1− σ1
)i ∞∑
k2=i1
(σ2)
k2−i1
(k2 − i1)! (1/2)k2+k3D−k2−k3−1/2(z)
The sum over index k2 can be evaluated:
∞∑
k2=i1
(σ2)
k2−i1
(k2 − i1)! (1/2)k2+k3D−k2−k3−1/2(z) = (1/2)k3+i1
(
z
z − zσ2
)k3+i1+1/2
D−k3−i1−1/2(z − zσ2)
By definitions
z2 = z − zσ2 ,
ω2 = z2/z ,
and
(2)
2µ
i1
=
µ∑
j1=0
(
µ
j1
)(
1
ω1
)2j1 2µ−2j1∑
i=max (0, i1−2j1)
a2j1+ii1 (1)
2µ−2j1
i
(
σ1
1− σ1
)i
we find for the leading term of Eq. (B16) the expression:
1√
2∏
i=1
(2ωi(1 + b△2/c))
J∑
µ=0
(−1)µ 1
µ! (2z2)µ
2µ∑
i1=0
(2)
2µ
i1
(
σ2
1− σ2
)i1
(1/2)
k3+i1
(
z
z2
)k3
D−k3−i1−1/2(z2) (B17)
By the method applied to the first two summations we can by the mathematical induction prove the lemma:
Lemma. The leading term of the partial sum of Eq. (B1) over the indices k1, k2, · · · , kΛ, Λ ≤ N − 2 is the relation:
ZΛ =
1√
2pi△
c
Λ∏
i=1
(2ωi(1 + b△2/c))
(B18)
J∑
µ=0
(−1)µ 1
µ! (2z2)µ
2µ∑
iΛ=0
(Λ)
2µ
iΛ
(
σΛ
1− σΛ
)iΛ ( z
zΛ
)kΛ+1
(1/2)
kΛ+1+iΛ
D−kΛ+1−iΛ−1/2(zΛ).
The symbol (Λ)νµ is defined by the recurrence relation:
(Λ)2µiΛ =
µ∑
jΛ=0
(
µ
jΛ
)(
1
ωΛ−1
)2jΛ 2µ−2jΛ∑
i=max (0, iΛ−2jΛ)
a2jΛ+iiΛ (Λ − 1)
2µ−2jΛ
i
(
σΛ−1
1− σΛ−1
)i
(B19)
The first term of the recurrence relation is:
(1)
2µ
i = a
2µ
i .
In the recurrent relation are the another recurrence definition:
σi+1 =
σ2
1− σi , σ1 = σ
2 ,
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zi = z(1− σi) ,
ωi = 1− σi
or
ωi+1 = 1− σ
2
ωi
, ω1 = 1− σ2 , ω0 = 1.
To complete the evaluation of the leading term in Eq. (B1), we must to perform the sum over the last index. This
sum differs from previous recurrence summations, we have:
WN = 1√
2(1 + b△
2
c )
∞∑
kN−1=0
[
4(1 + b△
2
c )
]−kN−1
(kN−1)! (1/2)kN−1
(
c
△ϕ
2
N
)kN−1
ZN−2
exp
{
−a△ϕ4N − (
c
2△ + b△)ϕ
2
N
}
(B20)
Replacing ZN−2 by corresponding leading term and by definition ω0 = 1, we find:
WN = 1√(
2pi△
c
)N−2∏
i=0
2ωi(1 + b△2/c)
exp
{
−a△ϕ4N − (
c
2△ + b△)ϕ
2
N
}
(B21)
J∑
µ=0
(−1)µ 1
µ! (2z2)µ
2µ∑
i=0
(N − 2)2µi
(
σN−2
1− σN−2
)i
∞∑
kN−1=0
ξkN−1
(kN−1)!(1/2)kN−1
(1/2)
kN−1+i
D−kN−1−i−1/2(zN−2)
where we defined:
ξ =
1
ωN−2
c
4△(1 + b△2c )
ϕ2N
The uniformly convergent sum
∞∑
kN−1=0
ξkN−1
(kN−1)!(1/2)kN−1
(1/2)
kN−1+i
D−kN−1−i−1/2(zN−2) (B22)
is evaluated by leading term of Poincare´ expansion of the relation:
(1/2)
kN−1+i
D−kN−1−i−1/2(zN−2) =
J∑
j=0
(−1)j 1
j! (2z2N−2)
j
(1/2)
kN−1+i+2j
Following the identity:
(1/2)
kN−1+i+2j
= (1/2)
i+2j
(1/2 + i+ 2j)
kN−1
we have for the leading part of (B22):
J∑
j=0
(−1)j 1
j! (2z2)j
(
z
zN−2
)2j
(1/2)
i+2j
∞∑
kN−1=0
ξkN−1
(kN−1)! (1/2)kN−1
(1/2 + i+ 2j)
kN−1
The sum over index kN−1 can be evaluated [12] and we have:
(1/2)
i+2j
∞∑
kN−1=0
ξkN−1
(kN−1)! (1/2)kN−1
(1/2 + i+ 2j)
kN−1
= (i+ 2j)! exp (ξ) P−1/2i+2j (−ξ) ,
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where Pλn is the generalized Laguere polynomial. Moreover, in our case holds the identity[13]:
(i + 2j)! P−1/2i+2j (−ξ) =
i+2j∑
p=0
ai+2jp (ξ)
p ,
where ai+2jp is the symbol defined in previous text. With all this evaluated relations we find for Eq. (B21)
WN = 1√(
2pi△
c
)N−2∏
i=0
2ωi(1 + b△2/c)
exp
{
−a△ϕ4N − (
c
2△ + b△)ϕ
2
N + ξ
}
(B23)
J∑
µ=0
J∑
j=0
(−1)j+µ 1
j! µ! (2z2)j+µ
(
z
zN−2
)2j 2µ∑
i=0
i+2j∑
p=0
(N − 2)2µi
(
σN−2
1− σN−2
)i
ai+2jp (ξ)
p
In the next steep we handle the summations over µ and j as:
J∑
µ=0
J∑
j=0
(−1)j+µ 1
j! µ! (2z2)j+µ
=
J∑
ν=0
(−1)ν 1
ν! (2z2)ν
ν∑
j=0
(
ν
j
)
,
and we replace µ = ν − j , as well as we replace the summations over the indices i and p :
2ν−2j∑
i=0
i+2j∑
p=0
=
2ν∑
p=o
2ν−2j∑
i=max (0 ,p−2j)
Then we find for Eq. (B23):
WN = 1√(
2pi△
c
)N−2∏
i=0
2ωi(1 + b△2/c)
exp
{
−a△ϕ4N − (
c
2△ + b△)ϕ
2
N + ξ
} J∑
ν=0
(−1)ν 1
ν! (2z2)ν
2ν∑
p=0
(ξ)p
ν∑
j=0
(
ν
j
)(
1
ωN−2
)2j 2ν−2j∑
i=max (0 ,p−2j)
(N − 2)2ν−2ji
(
σN−2
1− σN−2
)i
ai+2jp (B24)
Following Lemma the expression in the last line of the above equation can be replaced by
(N − 1)2νp .
After summation over all indices ki we finally find the leading term to Eq (B1):
WN = 1√(
2pi△
c
)N−2∏
i=0
2ωi(1 + b△2/c)
exp
{
−a△ϕ4N − (
c
2△ + b△)ϕ
2
N + ξ
}
J∑
ν=0
(−1)ν 1
ν! (2z2)ν
2ν∑
p=0
(ξ)p (N − 1)2νp (B25)
All non-leading terms due to the remainders of the Poincare´ expansion of the parabolic cylinder function in the
continuum limit disappears [11]. We will discuss the continuum limit of the Eq. (B25) in the next Appendices.
Appendix C: The continuum limit of the square-root factor in the Eq.( B25).
In our article [11] we evaluated the continuum limit of the leading part of the N dimensional integral WN by
generalized Gelfand – Yaglom equation. We defined the function FN , connected with N dimensional integral by the
relation:
WN = 1√
FN
.
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Due to the recurrence relations for the quantities in WN we can evaluate the difference equation for the values Fk,
where k = 1, 2, · · · , N The aim of the Gelfand-Yaglom construction is to find the continuum limit of the difference
equation for the function Fk. Solution of this differential equation is connected to the continuum path integral by:
W(β) = 1√
F (β)
,
where β is the upper bound of the time interval in the action.
We can use the same method to evaluate the continuum limit of the N dimensional integral for the conditional
measure Wiener integral, but we would like to present slightly different method here. In the Gelfand – Yaglom
method, we evaluated the difference equation, after continuum limit we obtain the differential equation and we find
its solution. In the new approach, we evaluate directly this function. We will present the evaluation of the continuum
limit of the relation
(
2π△
c
)N−2∏
i=0
2ωi(1 + b△2/c) , (C1)
where ωi obeys the recurrence relation:
ωi+1 = 1− σ
2
ωi
,
where
ω0 = 1 , ω1 = 1− σ2 , σ =
[
2(1 +
b△2
c
)
]−1
.
Let us define:
Ωn =
n∏
i=0
ωi .
By the recurrence relation for ωn we have the recurrence relation for Ωn:
Ωn = ωn ωn−1 Ωn−2 = (ωn−1 − σ2) Ωn−2 = Ωn−1 − σ2 Ωn−2 , (C2)
with first two values:
Ω0 = 1, Ω1 = 1− σ2 .
The methods of the difference calculus [17] propose to search for solution of the recurrence equation (C2) in the form:
Ωn = w1 ̺
n
1 + w2 ̺
n
2 (C3)
We find for ̺ the characteristic equation
̺2 − ̺+ σ2 = 0 ,
with solution
̺1,2 =
1±√1− 4σ2
2
The coefficients w1 , w2 will be evaluated from the values Ω0 , Ω1 and we find:
w1,2 = 1/2
(
1± 1− 2σ
2
√
1− 4σ2
)
.
For expression (C1) we have:
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(
2π△
c
)[
2(1 + b△2/c)]N−1 ΩN−2 = (2π△
c
)[
2(1 + b△2/c)]N−1 (w1 ρN−21 + w2 ρN−22 ) (C4)
Inserting w1,2 and ρ1,2 after some algebra we find:
4π△
c
(
1 +
b△2
c
){
1
2
(
1 +
1− 2σ2√
1− 4σ2
)[(
1 +
b△2
c
)(
1 +
√
1− 4σ2
)]N−2
+
+
1
2
(
1− 1− 2σ
2
√
1− 4σ2
)[(
1 +
b△2
c
)(
1−
√
1− 4σ2
)]N−2}
(C5)
Let us define the value
γ =
√
2b/c ,
and by the definition of the symbol
△ = β
N
,
we find in the continuum limit limN →∞ for the expression (C5) the result:
2π
c
sinh(γβ)
γ
.
The same result we find by Gelfand – Yaglom method also.
Appendix D: The continuum limit of the exponential factor in the Eq.(B25).
We are going to evaluate the exponent in Eq. (B25):
exp
{
−a△ϕ4N − (
c
2△ + b△)ϕ
2
N + ξ
}
(D1)
where ξ is defined as:
ξ =
1
ωN−2
c
4△(1 + b△2c )
ϕ2N ,
and ωN−2 obey the recurrence relation:
ωi+1 = 1− σ
2
ωi
, ω1 = 1− σ2 , ω2 = 1− 2σ
2
1− σ2
We are going to evaluate the ωi. Following the method of the n− th convergent [17] we define:
ωn =
pn
qn
= an +
bn
ωn−1
,
for pn and qn we find the equations:
pn = anpn−1 + bnpn−2
qn = anqn−1 + bnqn−2
the solutions of the above recurrence equations can be written in the form:
pn = u1ρ
n
1 + u2ρ
n
2
22
qn = u˜1ρ
n
1 + u˜2ρ
n
2
Where ρ is solution of the characteristic equation:
ρ2 − anρ− bn = 0 , an = 1 , bn = −σ .
The solution of this equation is:
ρ1,2 =
1±√1− 4σ2
2
(D2)
The coefficients u1,2 and u˜1,2 we find from the conditions:
ω1 =
p1
q1
= 1− σ2 , ω2 = p2
q2
=
1− 2σ2
1− σ2 .
We find:
u1,2 =
1
2
(
1± 1− 2σ
2
√
1− 4σ2
)
(D3)
u˜1,2 =
1
2
(
1± 1√
1− 4σ2
)
From Eqs. (D2,D3) follows the important identity:
qn = pn−1 .
This identity allows us to write ωn as:
ωn =
pn
pn−1
=
qn+1
qn
. (D4)
In this point we define the new variables for the evaluations of the continuum limit. Following the definition of ωn we
have:
ωn =
qn+1
qn
=
u˜1ρ
n+1
1 + u˜2ρ
n+1
2
u˜1ρn1 + u˜2ρ
n
2
= σ
(
ρ1
σ
)n+1
+ u˜2u˜1
(
ρ2
σ
)n+1(
ρ1
σ
)n
+ u˜2u˜1
(
ρ2
σ
)n = σ Qn+1Qn . (D5)
For the following evaluations we will use the definition of the variable Qn:
Qn =
(ρ1
σ
)n
+
u˜2
u˜1
(ρ2
σ
)n
. (D6)
Comparing to qn, the variables Qn are finite in the continuum limit. The primary variable in our calculation is
variable ωn , finite in the continuum limit and it is more expedient from point of view of the following evaluation to
express it as the proportion of the Qn. For complexity, we define the variable Q˜n:
Q˜n =
(ρ1
σ
)n
− u˜2
u˜1
(ρ2
σ
)n
. (D7)
To evaluate the relation (D1) we done the key calculation:
1
ωN−2
=
qN−1
qN−2
= 2
(
1−
√
1− 4σ2 (u˜1ρN−21 − u˜2ρN−22 )
(u˜1ρ
N−2
1 + u˜2ρ
N−2
2 ) +
√
1− 4σ2(u˜1ρN−21 − u˜2ρN−22 )
)
Inserting to Eq. (D1) we find the exponent in the form:
− a△ϕ4N − ϕ2N
(
c
2△ + b△−
c
2△(1 + b△2/c)
)
(D8)
−
( √
1− 4σ2 (u˜1ρN−21 − u˜2ρN−22 )
(u˜1ρ
N−2
1 + u˜2ρ
N−2
2 ) +
√
1− 4σ2(u˜1ρN−21 − u˜2ρN−22 )
)
c
2△(1 + b△2c )
ϕ2N
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In continuum limit, where limN → ∞ , the terms in the first row of Eq. (D8) are going to zero. In the second row,
with help of the identities:
√
1− 4σ2 = △
√
2b/c+ b2△2/c2
1 + b△2/c ,
lim
N→∞
(
u˜2
u˜1
)
= lim
N→∞
(√
1− 4σ2 − 1√
1− 4σ2 + 1
)
= −1 ,
and
lim
N→∞
(2ρ1,2)
N−2 = lim
N→∞
(1±
√
1− 4σ2)N = lim
N→∞
(
1± △
√
2b/c+ b2△2/c2
1 + b△2/c
)N
= exp (±γt) ,
we find for limN →∞ of the Eq. (D8) the result:
− cγ
2
coth (γt)ϕ2N , (D9)
because we defined previously that:
△ = t/N , γ =
√
2b/c .
Appendix E: The evaluation of the an-harmonicity correction in the Eq.(B25).
We are going to evaluate the term (N − 1)2µp appearing in Eq. (B25) in the sum:
2µ∑
p=0
(ξ)p (N − 1)2µp . (E1)
For evaluation we introduce the recurrence procedure, which is explained in this appendix.
We have previously defined in appendix B the quantity:
ξ =
1
ωN−2
c
4△(1 + b△2c )
ϕ2N ,
and the recurrence relation:
(Λ)
2µ
p =
µ∑
j=0
(
µ
j
)(
1
ωΛ−1
)2j 2µ−2j∑
i=max (0, p−2j)
a2j+ip (Λ − 1)2µ−2ji
(
σΛ−1
1− σΛ−1
)i
(E2)
when
(1)
2µ
i = a
2µ
i .
In the recurrent relation we use the another recurrence definition:
σi+1 =
σ2
1− σi , σ1 = σ
2 ,
σ =
1
2(1 + b△
2
c )
,
ωi = 1− σi
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or
ωi+1 = 1− σ
2
ωi
, ω1 = 1− σ2
Following the above relations, we can replace in Eq. (E2) the term:
σΛ−1
1− σΛ−1 =
σ2
ωΛ−1 ωΛ−2
.
To have the same type of the indices at (Λ) and (Λ− 1) terms, we also change the summation index j to µ− j in Eq.
(E2). After these changes we read:
(Λ)2µp =
µ∑
j=0
(
µ
j
)(
1
ωΛ−1
)2µ−2j 2j∑
q=max (0, p−2µ+2j)
a2µ−2j+qp (Λ− 1)2jq
(
σ2
ωΛ−1 ωΛ−2
)q
(E3)
We would like to represent the recurrence relation (E3) as a product of the matrices, therefore we introduce the new
summation indices λ and i by prescriptions:
λ = j, i = 2λ− q ,
and by change of the order of the summations and by the index p transformation
p→ 2µ− p
we find:
(Λ)
2µ
2µ−p =
p∑
i=0
µ∑
λ=[ i+12 ]
(
µ
λ
)(
1
ωΛ−1
)2µ−2λ
a2µ−i2µ−p (Λ − 1)2λ2λ−i
(
σ2
ωΛ−1 ωΛ−2
)2λ−i
(E4)
Then, in the spirit of the Appendix D, where we use the identity:
ωn =
qn+1
qn
=
σQn+1
Qn
,
and we simplify the relation:(
1
ωΛ−1
)2µ−2λ (
σ2
ωΛ−1 ωΛ−2
)2λ−i
= Q4µ−4λΛ−1
(σQΛ−2 QΛ−1)
2λ−i
(σQΛ−1 QΛ)
p−i
(σQΛ−1 QΛ)
2µ−p .
Inserting this identity to Eq. (E4) we find for the equation (E2) the following result:
(σQΛ−1 QΛ)
2µ−p
(Λ)
2µ
2µ−p = (E5)
=
p∑
i=0
µ∑
λ=[ i+12 ]
a2µ−i2µ−p
(σQΛ−1 QΛ)
p−i (σQΛ−2 QΛ−1)
2λ−i
(Λ − 1)2λ2λ−i
(
µ
λ
)
Q4µ−4λΛ−1
On the left-hand side of the above equation we have the matrix element of the µ− th column of the matrix defined
as the product of three matrices. Let us define an auxiliary matrix Xd(Λ) by the equation:
X
d
p,ρ(Λ) =
p∑
i=0
ρ∑
λ=[ i+12 ]
A
d
p,i(Λ− 1)Cdi,λ(Λ− 1)Mdλ,ρ(Λ− 1), (E6)
The index d correspond to the dimension of the principal nonzero minor of the each of the matrices.
Let us suppose, that matrix Cd(Λ − 1) is known and we are going to evaluate the matrix Cd(Λ) following the Eq.
(E6). Following the recurrence relation (E5), the matrix Cµ(Λ) possesses from Xd(Λ) d− th column only. This means,
that to obtain the whole matrix Cµ(Λ) we must to evaluate matrices Xdp,d(Λ) for all d = 0, 1, · · · , µ, for each such
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matrix to strip of the d− th column. Such column will be d− th column of the matrix Cµ(Λ). This linear operation
is expressed as:
C
µ(Λ) =
µ∑
d=0
X
d(Λ) Pd ,
where Pd is the projector of the d− th column: {
P
d
}
λ,q
= δd,λ δλ,q .
We define the matrices as follows.
Ad and Md are the matrices of the dimensions (2µ + 1)(2µ + 1) and (µ + 1)(µ + 1) respectively, Cd is the matrix
of dimensions (2µ + 1)(µ + 1). These matrices possess nonzero main minors of the dimensions (2d + 1)(2d + 1),
(d+ 1)(d+ 1), and (2d+ 1)(d+ 1), respectively.
1. The matrix Ad(Λ− 1) of the dimension (2µ+ 1)(2µ+ 1) is defined as
{
A
d(Λ − 1)}
p,i
=
a2d−i2d−p
(σQΛ−1 QΛ)
p−i
.
From the definition of the symbol a2µ−i2µ−p in Eq. (B9) we see, that A
d(Λ − 1) is the lower-triangular matrix with
non-zero main minor of the dimension (2d + 1)(2d + 1) . The lower-triangularity of this matrix results in the upper
bound of the summation over index i in Eq. (E6).
2. The matrix Md(Λ − 1) of the dimension (µ+ 1)(µ+ 1) is defined as
{
M
d(Λ− 1)}
λ,q
=
(
q
λ
)
Q4q−4λΛ−1 Θ(d, q) ,
where
Θ(d, q) = 1, q ≤ d; Θ(d, q) = 0, q > d.
From the definition of the binomial factor
(
q
λ
)
we see, thatMd(Λ−1) is the upper-triangular matrix of the dimension
(µ+ 1)(µ+ 1) with non-zero main minor of the dimension (d+ 1)(d+ 1) .
3. The characteristics of the matrix Cd(Λ− 1) can be deduced from the product of two matrices:
{
C
d(Λ− 1) Md(Λ− 1)}
i,q
=
µ∑
λ=[ i+12 ]
{
C
d(Λ− 1)}
i,λ
{
M
d(Λ− 1)}
λ,q
.
Because index λ in the above relation runs from [ i+12 ] we define that matrix C
d(Λ− 1) in the i− th row possesses the
zeros up to [ i+12 ] − th term. This matrix is the upper-triangular of the dimension (2µ + 1)(µ + 1) with the nonzero
main minor of the dimension (2d + 1)(d + 1) . The connection of the matrix element of the {Cµ(Λ)}p,µ with the
quantity (Λ)
2µ
2µ−p in the relation (E1) for evaluation of the N− dimensional integral is:
{Cµ(Λ)}p,µ = (σ QΛQΛ−1)2µ−p (Λ)2µ2µ−p (E7)
Finally, we have for the matrix Cµ(Λ) the relation:
C
µ(Λ) =
µ∑
iΛ=0
A
iΛ(Λ − 1) CiΛ(Λ− 1) MiΛ(Λ− 1) PiΛ .
After the full recurrence procedure we have for the value Cµ(Λ) the relation:
C
µ(Λ) =
µ∑
iΛ=0
iΛ∑
iΛ−1=0
· · ·
i3∑
i2=0
A
iΛ(Λ− 1) AiΛ−1(Λ − 2) AiΛ−2(Λ − 3) · · · Ai2(1) (E8)
C
i2(1) M˜i2 (1) M˜i3 (2) · · · M˜iΛ−1(Λ− 2) M˜iΛ(Λ− 1)
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where Ci2(1) is defined as (E7, E2): {
C
i2(1)
}
p,i2
= (σ Q1Q0)
2i2−p a2i22i2−p .
The value M˜i(K) is the matrix with nonzero i− th column defined as:
M˜
i(K) = Mi(K) Pi .
To evaluate the Eq. (E8) we profit from the associative law of the products of the matrices.
To evaluate the product {
A
iΛ(Λ− 1) AiΛ−1(Λ− 2) AiΛ−2(Λ − 3) · · · Ai2(1)}
p,λ
we use the identity:
{
A
i3(2) Ai2(1)
}
p,λ
= 22λ−2p
(4i2 − 2λ)!
(4i3 − 2p)!(p− λ)! limx→1 ∂
4i3−4i2
x
[
x4i3−2p
(
x2
σQ3Q2
+
1
σQ2Q1
)p−λ]
Proof of the identity:
The product of the above lower-diagonal matrices is:
{
A
i3(2) Ai2(1)
}
p,λ
=
p∑
j=λ
{
A
i3(2)
}
p,j
{
A
i2(1)
}
j,λ
=
p∑
j=λ
a2i3−j2i3−p
(σ Q3Q2)p−j
a2i2−λ2i2−j
(σ Q2Q1)j−λ
.
Following the definition of the value
a2i3−j2i3−p =
(
2i3 − j
2i3 − p
) (1/2)
2i3−j
(1/2)
2i3−p
,
after some algebra we find:
{
A
i3(2) Ai2(1)
}
p,λ
= 22λ−2p
(4i2 − 2λ)!
(4i3 − 2p)!(p− λ)!
p∑
j=λ
(
p− λ
j − λ
)
(4i3 − 2j)!
(4i2 − 2j)!
1
(σ Q3Q2)p−j
1
(σ Q2Q1)j−λ
.
We use the identity, where the derivative is not dependent on the summation index j:
(4i3 − 2j)!
(4i2 − 2j)! = limx→1 ∂
4i3−4i2
x
(
x4i3−2j
)
,
we obtain for the product of the matrices the relation:{
A
i3(2) Ai2(1)
}
p,λ
=
= 22λ−2p
(4i2 − 2λ)!
(4i3 − 2p)!(p− λ)! limx→1 ∂
4i3−4i2
x

x4i3−2p p∑
j=λ
(
p− λ
j − λ
) (
x2
σQ3Q2
)p−j (
1
σQ2Q1
)j−λ ,
after the summation over index j we obtain the above identity.
QED.
For product of the tree upper diagonal matrices
{
Ai4(3) Ai3(2) Ai2(1)
}
by the same evaluation methods we find:
{
A
i4(3) Ai3(2) Ai2(1)
}
k,λ
=
k∑
p=λ
{
A
i4(3)
}
k,p
{
A
i3(2) Ai2(1)
}
p,λ
= 22λ−2k
(4i2 − 2λ)!
(4i4 − 2k)!(k − λ)! (E9)
lim
x→1
∂4i3−4i2x
{
x4i3−2k lim
y→1
∂4i4−4i3y
{
y4i4−2k
(
x2y2
σ Q4Q3
+
x2
σ Q3Q2
+
1
σ Q2Q1
)k−λ}}
By mathematical induction we can prove for product of n lower-triangular matrices Ai of the dimension (2µ +
1)(2µ+ 1) with non-zero main minor of the dimension (2i+ 1)(2i+ 1):
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Lemma: The matrix elements of the product of n matrices
A
in+1(n) Ain(n− 1) Ain−1(n− 2) · · · Ai3(2)Ai2(1)
are given by relation:{
A
in+1(n) Ain(n− 1) Ain−1(n− 2) · · · Ai3(2)Ai2(1)}
k,λ
= (E10)
22λ−2k
(4i2 − 2λ)!
(4in+1 − 2k)!(k − λ)! limx1,x2,···,xn−1→1
(
∂4x1
)i3−i2 (
∂4x2
)i4−i3 · · · (∂4xn−1)in+1−in{
x4i3−2k1 x
4i4−2k
2 · · · x4in+1−2kn−1
(
x21x
2
2 · · ·x2n−2x2n−1
σQn+1Qn
+
x21x
2
2 · · ·x2n−2
σQnQn−1
+ · · · + 1
σQ2Q1
)k−λ}
.
We are going evaluate the product of the matrices M˜d(K) . The matrix element is evaluated as:{
M˜
d(K)
}
λ,q
=
µ∑
i=0
{
M
d(K)
}
λ,i
{
P
d
}
i,q
=
µ∑
i=0
(
i
λ
)
Q4i−4λK δd,i δd,q =
(
d
λ
)
Q4d−4λK δd,q .
Matrix M˜d(K) is the (µ+1)(µ+1) dimensional, upper-triangular, with d−th nonzero column. Following this identity,
we find: {
M˜
i2 (1) M˜i3 (2)
}
k,λ
=
µ∑
i=0
{
M˜
i2(1)
}
k,i
{
M˜
i3(2)
}
i,λ
=
(
i2
k
)(
i3
i2
)
Q4i2−4k1 Q
4i3−4i2
2 δi3,λ .
For product of tree matrices we find:{
M˜
i2(1) M˜i3 (2) M˜i4 (3)
}
k,p
=
µ∑
λ=0
{
M˜
i2 (1) M˜i3 (2)
}
k,λ
{
M˜
i4(3)
}
λ,p
=
(
i2
k
)(
i3
i2
)(
i4
i3
)
Q4i2−4k1 Q
4i3−4i2
2 Q
4i4−4i3
3 δi4,p . (E11)
By mathematical induction we can prove for product of n upper-triangular matrices M˜i of the dimension (µ+1)(µ+1)
with non-zero main minor of the dimension (i+ 1)(i+ 1):
Lemma: The matrix elements of the product of n matrices
M˜
i2(1) M˜i3(2) M˜i4(3) · · · M˜in(n− 1)M˜in+1(n)
are given by relation:
{
M˜
i2(1) M˜i3(2) M˜i4 (3) · · · M˜in(n− 1)M˜in+1(n)
}
λ,p
= (E12)(
i2
λ
)(
i3
i2
)(
i4
i3
)
· · ·
(
in+1
in
)
Q4i2−4λ1 Q
4i3−4i2
2 Q
4i4−4i3
3 · · · Q4in+1−4inn δin+1,p .
Now, inserting all this into Eq. (E8), we find for the matrix elements of the matrix Cµ(Λ) the relation:
{Cµ(Λ)}k,p =
µ∑
iΛ=0
iΛ∑
iΛ−1=0
· · ·
i3∑
i2=0
2µ∑
λ=0
µ∑
z=[λ+12 ]
(E13)
{
A
iΛ(Λ− 1) AiΛ−1(Λ− 2) · · · Ai2(1)}
k,λ
{
C
i2(1)
}
λ,z
{
M˜
i2(1) · · · M˜iΛ−1(Λ − 2) M˜iΛ(Λ − 1)
}
z,p
=
=
µ∑
iΛ=0
· · ·
i3∑
i2=0
2µ∑
λ=0
µ∑
z=[λ+12 ]
22λ−2k
(4i2 − 2λ)!
(4iΛ − 2k)!(k − λ)! limx1,···,xΛ−2→1
(
∂4x1
)i3−i2 · · · (∂4xΛ−2)iΛ−iΛ−1
{
x4i3−2k1 · · · x4iΛ−2kΛ−2
(
x21 · · ·x2Λ−3x2Λ−2
σQΛQΛ−1
+
x21 · · ·x2Λ−3
σQΛ−1QΛ−2
+ · · · + 1
σQ2Q1
)k−λ} {
C
i2(1)
}
λ,z(
i2
z
)(
i3
i2
)(
i4
i3
)
· · ·
(
iΛ
iΛ−1
)
Q4i2−4z1 Q
4i3−4i2
2 Q
4i4−4i3
3 · · · Q4iΛ−4iΛ−1Λ−1 δiΛ,p .
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In this relation, the nonzero minor of the (2µ + 1)(µ + 1) dimensional matrix
{
Ci2(1)
}
λ,z
is (2i2 + 1)(i2 + 1)
dimensional and we can change the limits of the summations over indices λ, z . Taking into account the δiΛ,p and the
definitions (E7), (E2):
{
C
i2(1)
}
λ,z
= (σQ1Q0)
2z−λ (1)
2z
2z−λ = (σQ1Q0)
2z−λ (a)2z2z−λ ,
we have the the common relation for the matrix element {Cµ(Λ)}k,p :
{Cµ(Λ)}k,p =
p∑
iΛ−1=0
· · ·
i3∑
i2=0
2i2∑
λ=0
i2∑
z=[λ+12 ]
(E14)
22λ−2k
(4i2 − 2λ)!
(4p− 2k)!(k − λ)! limx1,···,xΛ−2→1
(
∂4x1
)i3−i2 · · · (∂4xΛ−2)p−iΛ−1{
x4i3−2k1 · · · x4p−2kΛ−2
(
x21 · · ·x2Λ−3x2Λ−2
σQΛQΛ−1
+
x21 · · ·x2Λ−3
σQΛ−1QΛ−2
+ · · · + 1
σQ2Q1
)k−λ}
(σQ1Q0)
2z−λ (a)2z2z−λ(
i2
z
)(
i3
i2
)(
i4
i3
)
· · ·
(
p
iΛ−1
)
Q4i2−4z1 Q
4i3−4i2
2 Q
4i4−4i3
3 · · · Q4p−4iΛ−1Λ−1 .
This is desired relation for evaluation the the an-harmonic correction to the Moeler’s formula for the propagator of
the harmonic oscillator.
Appendix F: Evaluation of the continuum limit of the an-harmonic correction
In the Appendix E we evaluated the quality {Cµ(Λ)}p,µ, which is related to symbol (Λ)2ν2ν−p in Eq. (20) for
Λ = N − 1 by the relation (E7):
{Cµ(Λ)}p,µ = (σ QΛQΛ−1)2µ−p (Λ)2µ2µ−p . (F1)
Finally, we are going to evaluate the continuum limit of the expression:
△3ν
2ν∑
p=0
(ξ)2ν−p
(σ QN−1QN−2)
2ν−p {Cν(N − 1)}p,ν . (F2)
To obtain in the continuum limit the non-vanishing finite expression we must to show that in the above sum are
the terms, which are divergent as △−3ν . All terms with step of divergence less than △−3ν will be wiped out in the
continuum limit by the factor △3ν in front of the sum. Moreover we show that there are not the term with stronger
divergence as △−3ν .
Due to the definition in (B21):
ξ =
1
ωN−2
c
4△(1 + b△2c )
ϕ2N
we have a contribution to the power of the divergence
ξ2ν−p ∼ 1△2ν−p .
In Eq. (E14), we can find the following powers of divergent term 1/△ :
The Qn and Q˜n are introduced in Appendix D by the relations (D6, D7):
Qn =
(ρ1
σ
)n
+
u˜2
u˜1
(ρ2
σ
)n
,
Q˜n =
(ρ1
σ
)n
− u˜2
u˜1
(ρ2
σ
)n
.
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Taking into account the identity:
Q˜n
Qn
− Q˜n−1
Qn−1
=
2 u˜2u˜1 (ρ1 − ρ2)
σQnQn−1
, (F3)
we see that
1
σQnQn−1
=
u˜1
2u˜2(ρ1 − ρ2)
(
Q˜n
Qn
− Q˜n−1
Qn−1
)
where, following Eq. (D2)and (D3):
u˜1
2u˜2(ρ1 − ρ2) = −
1
2△γ (1 +O(△)) .
We can conclude, that the expression
lim
x1,···,xΛ−2→1
(
∂4x1
)i3−i2 · · · (∂4xΛ−2)ν−iΛ−1
{
x4i3−2p1 · · · x4ν−2pΛ−2
(
x21 · · ·x2Λ−3x2Λ−2
σQΛQΛ−1
+ · · · + 1
σQ2Q1
)p−λ}
in the continuum limit diverges as
1
△p−λ .
The third source of the powers of the factors 1/△ we find from the re-ordering of the summations
ν∑
iΛ−1=0
· · ·
i3∑
i2=0
.
We arrange the set of the summation indices into the groups, where the indices are equal and let indices
{ij1 , ij2 , · · · , ijµ} are the first indices of the new equal valued group in the descendant order: {iΛ−1, iΛ−2, · · · , ij1+1} ,
{ij1 , ij1−1, · · · , ij2+1} , · · · ,
{
ijµ , ijµ−1, · · · , i2
}
. We divided the all indices to µ+1 groups. For the equal indices from
the same group ij = ij−1 in Eq.(E14) disappears the derivatives(
∂4x(j−2)
)(ij−ij−1)
and the powers of
Q
4(ij−ij−1)
j−1 .
When the derivative over some variable disappears, there is possible to provide limit over such variable, and this
variable don’t act in the expression.
For every set of the numbers {j1, j2, · · · , jµ} we have contributions to Eq. (E14) in the form:
{Cν(Λ)}p,ν (j1, j2, · · · , jµ) = 22λ−2p
(4i(jµ) − 2λ)!
(4ν − 2p)!(p− λ)! limxjµ ,···,xj2 ,xj1→1
(
∂4xjµ
)(ijµ−1−ijµ ) · · · (∂4xj1)(ν−ij1 ){
x
4i(jµ−1)−2p
jµ
· · · x4ν−2pj1
(
(x2jν · · ·x2j2x2j1 )
(
1
σQΛQΛ−1
+
1
σQΛ−1QΛ−2
+ · · · + 1
σQj1+1Qj1
)
+ (F4)
(x2jν · · ·x2j2 )
(
1
σQj1Qj1−1
+ · · · + 1
σQj2+1Qj2
)
+ · · · + 1
σQjνQjν−1
+ · · · + 1
σQ2Q1
)p−λ}
(σQ1Q0)
2z−λ (a)2z2z−λ
(
ijµ
z
)(
ijµ−1
ijµ
)(
ijµ−2
ijµ−1
)
· · ·
(
ν
ij1
)
Q
4ijµ−4z
jµ
Q
4ij(µ−1)−4ijµ
j(µ−1)
· · · Q4ν−4iΛ−1j1 .
To obtain the value (E14), we must sum over all allowed indexes ji.
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In the continuum limit the summations are converted to integral by the following prescription:
N∑
k=1
f(k) =
1
△
N∑
k=1
△f(k) → 1△
∫ N△
0
dτ f(τ) ,
where τ = k△.
The power of the divergent term 1△ is equal to the number of integrations µ, but this number is smaller or equal
to ν. Altogether, the power of the factor 1△ in the sum of Eq. (F2) is equal to (2ν + µ − λ). therefore, we will have
the finite nonzero contribution to the continuum limit only for λ = 0, and µ = ν. Practically, the indices ij in the
sum (E14) are divided into ν + 1 groups, with equal values inside each group and the difference one for neighbouring
groups. This means, that indices in the first group are equal to ν, and in the last group are equal to zero. As the
result than ijµ = i2 = 0 and the indexes z = 0 also.
Then, the leading term of Eq. (E14) in the continuum limit is the sum of the contributions of Eq. (F4) over all
possible combinations of the indices (j1, j2, · · · , jν). The leading term can be reads:
{Cν(Λ)}p,ν = 2−2p
ν!
(4ν − 2p)!(p)!
Λ−ν∑
j1=1
Λ−ν+1∑
j2=j1+1
· · ·
Λ∑
jν=j(ν−1)+1
lim
xjν ,···,xj2 ,xj1→1
(
∂4xjν
)
· · ·
(
∂4xj2
) (
∂4xj1
)
(F5)
{
x4−2pjν · · · x
4(ν−i+1)−2p
ji
· · · x4(ν−1)−2pj2 x
4ν−2p
j1
(
(x2jν · · ·x2j2x2j1)
(
1
σQΛQΛ−1
+ · · · + 1
σQj1+1Qj1
)
+
(x2jν · · ·x2j2 )
(
1
σQj1Qj1−1
+ · · · + 1
σQj2+1Qj2
)
+ · · · + 1
σQjνQjν−1
+ · · · + 1
σQ2Q1
)p}
Q4jν Q
4
jν−1 · · · Q4j2 Q4j1 .
To complete the evaluations, we evaluate the derivatives over the auxiliary variables xj in above relation (F5). By
substitution x2j = yj we introduce the operator Dy:
Dyj = ∂4xj = 24
(
3
4
∂2yj + 3∂
3
yj + ∂
4
yj
)
.
This operator acts on the function y2ν−k1 f
k(y1) as:
Dy1
(
y2ν−k1 f
k(y1)
)
, f(y1) = aj1 + (yjν · · · yj2)dj1y1,
where aj1 , dj1 are independent on variable y1 and defined by:
aj1 = (yjν · · · yj2)
(
1
σQj1Qj1−1
+ · · · + 1
σQj2+1Qj2
)
+ (F6)
+ · · · + (yjν · · · yj3)
(
1
σQj2Qj2−1
+ · · · + 1
σQj3+1Qj3
)
+ · · ·+
(
1
σQjνQjν−1
+ · · · + 1
σQ2Q1
)
dj1 =
(
1
σQΛQΛ−1
+
1
σQΛ−1QΛ−2
+ · · · + 1
σQj1+1Qj1
)
.
We use the identity:
cα∂
α
y
(
y2ν−k fk(y)
)
= cα
α∑
m=0
(
α
m
)
Γ(k + 1)
Γ(k −m+ 1)
Γ(2ν − k + 1)
Γ(2ν − k − α+m+ 1) (yjν · · · yj2dj1 )
m fk−m(y) , (F7)
where α = 2, 3, 4, and c2 = 3/4, c3 = 3, c4 = 1 .
Applying this identity to derivative over variable yj1 in Eq. (F5) we reads:
24ν lim
yjν ,···,yj2 ,yj1→1
(
Dyjν
) · · · (Dyj2 ) (Dyj1 ) (F8){
y2−pjν y
2.2−p
jν−1
· · · y2(ν−1)−pj2 y
2ν−p
j1
(
(yjν · · · yj2yj1)
(
1
σQΛQΛ−1
+
1
σQΛ−1QΛ−2
+ · · · + 1
σQj1+1Qj1
)
+
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(yjν · · · yj2)
(
1
σQj1Qj1−1
+ · · ·+ 1
σQj2+1Qj2
)
+ · · ·+
(
1
σQjνQjν−1
+ · · ·+ 1
σQ2Q1
))p}
=
= 24ν
4∑
α1=2
cα1
α1∑
m1=0
(
α1
m1
)
Γ(p+ 1)
Γ(p−m1 + 1)
Γ(2ν − p+ 1)
Γ(2ν − α1 − (p−m1) + 1)(dj1 )
m1
lim
yjν ,···,yj2→1
(
Dyjν
) · · · (Dyj2 ){
y
2−(p−m1)
jν
y
2.2−(p−m1)
jν−1
· · · y2(ν−1)−(p−m1)j2
(
(yjν · · · yj2)
(
1
σQΛQΛ−1
+
1
σQΛ−1QΛ−2
+ · · · + 1
σQj2+1Qj2
)
+
+ (yjν · · · yj3)
(
1
σQj2Qj2−1
+ · · ·+ 1
σQj3+1Qj3
)
+ · · · +
(
1
σQjνQjν−1
+ · · ·+ 1
σQ2Q1
))(p−m1)}
After the limit lim yj1 → 1, we are left with f(1) = aj1+(yjν · · · yj2)dj1 , where, according to the derivative with the
next variable yj2 the same procedure cam be applied with the new constants aj2 , dj2 . As the result of such recurrence
procedure we find:
24ν
4∑
α1=2
· · ·
4∑
αν=2
cα1 · · · cαν
α1∑
m1=0
α2∑
m2=0
· · · · · ·
αν∑
mν=0
(
α1
m1
)(
α2
m2
)
· · ·
(
αν
mν
)
dm1j1 · · · dmνjν (F9)
Γ(p+ 1)
Γ(p−m1 −m2 − · · · −mν + 1)
Γ(2ν − p+ 1)
Γ(2− αν − (p−m1 −m2 − · · · −mν) + 1)
Γ(2(ν − 1)− (p−m1) + 1)
Γ(2(ν − 1)− (p−m1)− (α1 − 2) + 1)
· · · Γ(2− (p−m1 −m2 − · · · −m(ν−1)) + 1)
Γ(2− (p−m1 −m2 − · · · −m(ν−1))− (αν−1 − 2) + 1)
The above expression is nonzero only if αν = 2, and p = m1 +m2 + · · ·+mν . This means, that the summations over
mi are not independent, the condition
p = m1 +m2 + · · ·+mν
confine the indices. Inserting the above result to Eq. (F5) and taking into account the identity:
(4ν − 2p)! = 2(4ν−2p)(2ν − p)!(1/2)
(2ν−p)
,
we reads:
{Cν(Λ)}p,ν =
ν!
(1/2)
(2ν−p)
4∑
α1=2
· · ·
4∑
αν−1=2
cα1 · · · cαν−1c2
α1∑
m1=0
α2∑
m2=0
· · ·
αν−1∑
mν−1=0
(
α1
m1
)(
α2
m2
)
· · ·
(
2
mν
)
Γ(2(ν − 1)− p1 + 1)
Γ(2(ν − 1)− p1 − (α1 − 2) + 1) · · ·
Γ(2(ν − i)− pi + 1)
Γ(2(ν − i)− pi − (αi − 2) + 1) · · ·
Γ(2 − pν−1 + 1)
Γ(2− pν−1 − (αν−1 − 2) + 1)
Λ−ν∑
j1=1
Λ−ν+1∑
j2=j1+1
· · ·
Λ∑
jν=j(ν−1)+1
dm1j1 · · · d
mν−1
jν−1
dmνjν Q
4
jν Q
4
jν−1 · · · Q4j2 Q4j1 .
In above equation we used the definition:
pi = p−m1 − · · · −mi.
We can simplify this formula by interchanging the order if the summations:
4∑
αi=2
αi∑
mi=0
→
4∑
mi=0
4∑
αi=max(2,mi)
We can now provide the summations:
Σ(mi, i, pi) =
4∑
αi=max(2,mi)
cαi
(
αi
mi
)
Γ(2(ν − i)− pi + 1)
Γ(2(ν − i)− pi − (αi − 2) + 1) .
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mi Σ(mi, i, pi)
0 (2(ν − i)− pi + 1/2)(2(ν − i)− pi + 3/2)
1 4(2(ν − i)− pi + 1/2)(2(ν − i)− pi + 3/4)
2 6(2(ν − i)− pi)(2(ν − i)− pi − 1) + 9(2(ν − i)− pi) + 3/4
3 4(2(ν − i)− pi − 1/4)(2(ν − i)− pi)
4 (2(ν − i) − pi − 1)(2(ν − i)− pi)
Tab. III: Values of Σ(mj , j, pj) for mi
The results are summarized in the following table:
It is clear from this table that
Σ(mν , ν, 0) = c2
(
2
mν
)
With this notation we finally can read for value {Cν(Λ)}p,ν :
{Cν(Λ)}p,ν =
ν!
(1/2)
(2ν−p)
∑
{m1,...,mν}
m1+...+mν=p
ν∏
i=1
Σ(mi, i, pi) (F10)
Λ−ν∑
j1=1
Λ−ν+1∑
j2=j1+1
· · ·
Λ∑
jν=j(ν−1)+1
dm1j1 · · · d
mν−1
jν−1
dmνjν Q
4
jν Q
4
jν−1 · · · Q4j2 Q4j1 .
For the continuum limit of the Eq. (F2) we reads:
lim
△→0
{
△3ν
2ν∑
p=0
(ξ)2ν−p
(σ QN−1QN−2)
2ν−p {Cν(N − 1)}p,ν
}
= (F11)
=
2ν∑
p=0
(
c
Q2(β)
ϕ2N
)2ν−p
ν!
(1/2)
(2ν−p)
∑
{m1,...,mν}
m1+...+mν=p
ν∏
i=1
Σ(mi, i, pi)
×
∫ β
0
dτ1
∫ β
τ1
dτ2 · · ·
∫ β
τν−1
dτν d
m1(τ1)d
m2(τ2) · · · dmν (τν) Q4(τν) · · · Q4(τ2) Q4(τ1) .
where:
d(τ) =
1
2γ
(coth(γτ)− coth(γβ)) ,
Q(τ) = 2 sinh(γτ).
and Σ(mi, i, pi) are given in Table III.
Appendix G: Algebra of integrals.
For product of integrals with three indexes it can be red:
Iα,β,γ(τ)I a,...,a︸ ︷︷ ︸
n−3
(τ) =
n−2∑
j=1
n−1∑
k=j+1
n∑
l=k+1
I a,...,a,αj ,a,...,a,βk,a,...,a,γl,a,...,a︸ ︷︷ ︸
n
(τ) (G1)
For evaluation of the an-harmonic correction (21) we need the following terms characterized by different algebraic
factors in the sum on the right hand side:
Iα,β,a(τ)I a,...,a︸ ︷︷ ︸
n−3
(τ) =
n−1∑
j=1
n∑
k=j+1
(n− k)I a,...,a,αj ,a,...,a,βk,a,...,a︸ ︷︷ ︸
n
(τ) (G2)
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The expansion of the summations over summation indices j up to n− 1 and k up to n was done by adding the zero
terms due the factor (n− k).
For two indexes a we find:
Iα,a,a(τ)I a,...,a︸ ︷︷ ︸
n−3
(τ) =
n−2∑
i=1
n−1∑
j=i+1
n∑
k=j+1
I a,...,a,αi,a,...,a︸ ︷︷ ︸
n
(τ) (G3)
Because the integrals I a,...,a,αi,a,...,a︸ ︷︷ ︸
n
(τ) are independent of summations indexes j, k we find:
Iα,a,a(τ)I a,...,a︸ ︷︷ ︸
n−3
(τ) =
n∑
i=1
(
n− i
2
)
I a,...,a,αi,a,...,a︸ ︷︷ ︸
n
(τ). (G4)
We expand the summation for i = n− 1, i = n, because the added terms are zero.
When index a is in between α, and β, we have:
Iα,a,β(τ)I a,...,a︸ ︷︷ ︸
n−3
(τ) =
n−2∑
j=1
n−1∑
k=j+1
n∑
l=k+1
I a,...,a,αj,a,...,a,βl,a,...,a︸ ︷︷ ︸
n
(τ) (G5)
Due to k independence of the integral, we can red:
Iα,a,β(τ)I a,...,a︸ ︷︷ ︸
n−3
(τ) =
n−2∑
j=1
n∑
l=j+2
(l − 1− j)I a,...,a,αj ,a,...,a,βl,a,...,a︸ ︷︷ ︸
n
(τ) (G6)
Thanks to factor (l − 1− j) we can expand the summations up to j = n− 1 and l = j + 1 :
Iα,a,β(τ)I a,...,a︸ ︷︷ ︸
n−3
(τ) =
n−1∑
j=1
n∑
l=j+1
(l − 1− j)I a,...,a,αj ,a,...,a,βl,a,...,a︸ ︷︷ ︸
n
(τ) (G7)
For product of the integrals with four greek indexes we have:
Iα,β,γ,δ(τ)I a,...,a︸ ︷︷ ︸
n−4
(τ) =
n−3∑
i=1
n−2∑
j=i+1
n−1∑
k=j+1
n∑
l=k+1
I a,...,a,αi,a,...,a,βj,a,...,a,γk,a,...,a,δl,a,...,a︸ ︷︷ ︸
n
(τ) (G8)
For the current evaluations there are interesting the two special cases, when two greek indices are equal to a:
Iα,a,γ,a(τ)I a,...,a︸ ︷︷ ︸
n−4
(τ) =
n−3∑
i=1
n−2∑
j=i+1
n−1∑
k=j+1
n∑
l=k+1
I a,...,a,αi,a,...,a,γk,a,...,a︸ ︷︷ ︸
n
(τ). (G9)
Because the integrals I a,...,a,αi,a,...,a,γk,a,...,a︸ ︷︷ ︸
n
(τ) are independent of the summation indices j, l, we have:
Iα,a,γ,a(τ)I a,...,a︸ ︷︷ ︸
n−4
(τ) =
n−3∑
i=1
n−1∑
k=i+2
(n− k)(k − i− 1)I a,...,a,αi,a,...,a,γk,a,...,a︸ ︷︷ ︸
n
(τ) (G10)
Due to the factor (n− k)(k − i− 1) we can expand the sum for index k = i+ 1 and k = n also. Thanks to identity:
k − i− 1 = (n− i− 2)− (n− k − 1)
and the new algebraic factors elouding us to extend the sum over the index i we have:
Iα,a,γ,a(τ)I a,...,a︸ ︷︷ ︸
n−4
(τ) =
n−1∑
i=1
n∑
k=i+1
(n− k)(n− i− 2)I a,...,a,αi,a,...,a,γk,a,...,a︸ ︷︷ ︸
n
(τ) −
−
n−1∑
i=1
n∑
k=i+1
(n− k)(n− k − 1)I a,...,a,αi,a,...,a,γk,a,...,a︸ ︷︷ ︸
n
(τ)
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As the last example we evaluate the product:
Iα,β,a,a(τ)I a,...,a︸ ︷︷ ︸
n−4
(τ) =
n−3∑
i=1
n−2∑
j=i+1
n−1∑
k=j+1
n∑
l=k+1
I a,...,a,αi,a,...,a,βj,a,...,a︸ ︷︷ ︸
n
(τ) (G11)
The integrals I a,...,a,αi,a,...,a,βj,a,...,a︸ ︷︷ ︸
n
(τ) are independent of summation indexes k and l, which give to rise the factor
(
n− j
2
)
. This factor aloud us to extend the summation over indexes i and j, so in that way we have:
Iα,β,a,a(τ)I a,...,a︸ ︷︷ ︸
n−4
(τ) =
n−1∑
i=1
n∑
j=i+1
(
n− j
2
)
I a,...,a,αi,a,...,a,βj,a,...,a︸ ︷︷ ︸
n
(τ) (G12)
For purposes of this article we don’t need to evaluate the another identities.
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