Hinman JR, Dannenberg H, Alexander AS, Hasselmo ME. Neural mechanisms of navigation involving interactions of cortical and subcortical structures. Animals must perform spatial navigation for a range of different behaviors, including selection of trajectories toward goal locations and foraging for food sources. To serve this function, a number of different brain regions play a role in coding different dimensions of sensory input important for spatial behavior, including the entorhinal cortex, the retrosplenial cortex, the hippocampus, and the medial septum. This article will review data concerning the coding of the spatial aspects of animal behavior, including location of the animal within an environment, the speed of movement, the trajectory of movement, the direction of the head in the environment, and the position of barriers and objects both relative to the animal's head direction (egocentric) and relative to the layout of the environment (allocentric). The mechanisms for coding these important spatial representations are not yet fully understood but could involve mechanisms including integration of self-motion information or coding of location based on the angle of sensory features in the environment. We will review available data and theories about the mechanisms for coding of spatial representations. The computation of different aspects of spatial representation from available sensory input requires complex cortical processing mechanisms for transformation from egocentric to allocentric coordinates that will only be understood through a combination of neurophysiological studies and computational modeling.
Navigation through space is important for a range of different behavioral functions. Navigation can be defined as selecting a behavioral trajectory to transition from a current location to a goal location. As reviewed previously, navigation can involve different levels of complexity (Eichenbaum 2017; O'Keefe and Nadel 1978; Trullier et al. 1997) , ranging from navigation to a visible goal (taxis), to following a previously learned route (route-following), to flexible selection of novel trajectories to a goal in a two-dimensional environment (mapbased navigation). Goal-directed behavior based on map-based navigation will be the focus of this review, with an emphasis on available data and outstanding questions concerning the mechanisms for coding spatial representations, which include coding based on self-motion information or coding based on sensory input (Fig. 1) , and the associated problems of transformation between different egocentric vs. allocentric coordinate systems (Byrne et al. 2007) .
As an example of map-based navigation, consider an animal that starts at one location and encounters a food source in a specific spatial location in an environment. On a subsequent day, if the animal starts at a different location, the animal could use map-based navigation to select a novel trajectory back to the previously visited food location. Rodents provide a particularly good species for the study of navigation, due to factors such as their natural behavior in foraging for food in multiple locations, and due to their small size that allows testing of navigation across environments multiple times larger than their body size. However, studies in humans have utilized virtual environments to analyze navigation behavior.
This review will focus on neurophysiological data, with an emphasis on the mechanisms of generation of spatial representations observed in different brain regions, which could depend on complex computations based on self-motion or the egocentric angle of sensory features (Fig. 1) . Historically, the behavioral effects of damage to different brain structures provided first hints to the brain regions possibly involved in map-based navigation. Theories about the functional and computational roles of these structures and their connections to other brain regions prompted experimental and modeling studies aiming to identify the physiological mechanisms of navigation. In particular, a range of studies show that damage to the hippocampus causes impairments in the Morris water maze, which requires learning of a specific goal location and navigating to that location from a range of starting locations (Eichenbaum 2017; Morris et al. 1982) . As described below, this relates to important physiological data on coding of location by place cells in the hippocampus. But beyond the hippocampus, additional structures are involved in coding spatial representations for goal-directed behavior. In particular, impairments of goal finding in the Morris water maze are also observed after lesions of the entorhinal cortex (Steffenach et al. 2005) , after pharmacological inactivation of the medial septum (Brioni et al. 1990) or lesions of the medial septum (Marston et al. 1993) , and after lesions of the dorsal presubiculum (Taube et al. 1992 ). Performance in this task is also impaired after lesions of the retrosplenial cortex (Czajkowski et al. 2014 ) and learning of the task is impaired after parietal lesions (Hoh et al. 2003) .
Neurophysiological studies of spatial representation often require that animals cover a wide range of locations and directions during recording, so commonly the spatial responses of neurons are evaluated during foraging in an open field (Hafting et al. 2005; . If this foraging were completely random, it would not require memory-based navigation, but in many cases the memory of previously visited locations that have been depleted of food must be maintained to allow navigation to avoid recently visited previous locations. This is particularly true in tasks such as the delayed spatial alternation tasks (Ainge et al. 2007) or the eight-arm radial maze (Otto et al. 1997) , which both require that animals select trajectories to reward locations but also that they remember the response from preceding trials to avoid repetition of a response to a location depleted of reward. These tasks are also impaired by lesions of the hippocampus (Aggleton et al. 1986; Olton et al. 1979 ) and the medial septum (Chrobak et al. 1989; Givens and Olton 1990) . Thus, the water maze, open field, spatial alternation, and radial maze require encoding and recognizing information about the overall spatial environment to remember the context of the specific behavioral task in that environment.
CODING OF SPATIAL REPRESENTATIONS FOR GOAL-DIRECTED BEHAVIOR
Successful performance of both goal directed behavior and foraging behavior require some internal representation of spatial aspects of an animal's interaction with the environment. These spatial representations have been studied with recordings in behaving animals in structures including hippocampus, entorhinal cortex, medial septum, and retrosplenial cortex. Before considering the neurophysiological recording, we will consider insights about necessary spatial representations that can be obtained from robotics research, in which the robotic engineer must develop systems for coding specific spatial representations to guide behavior by an autonomous agent . For example, robotic navigation commonly uses coding of the "pose" of the agent, which includes both the spatial location of the agent (usually in Cartesian coordinates) as well as the current heading direction of the agent. Robotics research also contains important clues about potential mechanisms for coding of spatial representations, indicating that these representations can be computed from self-motion information or from the angle of sensory features relative to the agent. These computations require complex transformations for example between the egocentric angle of a visual feature and the Cartesian coordinates of that same feature in an internal representation of allocentric space (Byrne et al. 2007; .
In particular, robotics focuses on coding of the location of an agent using frameworks such as simultaneous localization and mapping (SLAM) . Robotics commonly computes location by convergence of information about self-motion and sensory input. The velocity of self-motion of an agent can be computed using "wheel odometry," in which the speed and direction of self-motion are computed from the means of propulsion, or "visual odometry," in which the speed and direction of movement are computed from egocentric sensory input, usually concerning visual features. Alternately, location can be coded by the angle of visual features independent of movement velocity. Vision-based navigation requires a range of complex computations, including the recognition of Egocentric angle Allocentric angle Self-motion C B A Fig. 1 . A: computation of the location of an animal in an environment can be determined by obtaining a velocity signal based on the self-motion of the animal. Integration of velocity will provide an update of the current location . B: alternately, location can be determined by cortical computations based on the allocentric angle and distance to visual features . C: the computation of location based on feature angle requires transformation from the coordinates of feature angle in egocentric coordinates to feature angle in allocentric coordinates based on the current head direction of the animal. visual features, the coding of barriers and objects, and the transformation from the coordinates relative to the heading of the agent (egocentric coordinates) into coordinates of the absolute position of the agent relative to the overall environment (allocentric coordinates). These essential components of robotics navigation suggest that computations based on selfmotion or computations based on the angle of sensory features provide potential mechanisms for the coding of spatial representations shown by neurons in different regions of the rodent brain. The following paragraphs will focus on the neurophysiological data showing spatially tuned neurons and their implementation in computational models for navigation.
Place cells. Influential work by John O'Keefe and colleagues demonstrated that neurons in the hippocampus termed place cells respond selectively on the basis of the spatial location of a rat (O'Keefe and Dostrovsky 1971; O'Keefe 1976) . This motivated an influential theoretical framework for behavior in which the hippocampus serves as a cognitive map (O'Keefe and Nadel 1978) . In line with the role of the hippocampal formation in establishing a cognitive map of the environment, the hippocampus is essential for spatial navigation tasks if map-based navigation is used as the strategy. Despite many decades of research, the mechanism for generation of hippocampal place cells has not been fully described, though data indicates that place cells respond based on both self-motion cues and sensory input cues (Gothard et al. 1996; Terrazas et al. 2005) . Studies have proposed that place cells could arise from path integration in other regions that drive the hippocampal place representation (Redish and Touretzky 1997, 1998; Touretzky and Redish 1996) or from attractor dynamics in recurrent loops of excitatory connectivity within region CA3 (Samsonovich and McNaughton 1997) . These attractor dynamics were proposed to perform path integration based on self-motion (Conklin and Eliasmith 2005) . As an alternative, earlier models proposed that place cells could be driven by the learned response to visual features in particular configurations (Byrne et al. 2007; Hetherington and Shapiro 1993) . These responses would require a transformation of egocentric feature angle to allocentric position based on the current heading direction of the animal (Byrne et al. 2007) . Recent studies have shown that, after extensive behavioral training, hippocampal neurons can map other sensory dimensions such as auditory frequency space (Aronov et al. 2017 ), but it should be noted that place cells automatically respond to space even in tasks which do not require map-based navigation or foraging (Kentros et al. 2004) .
Head direction cells. The theory of a cognitive map was initially based on the findings of hippocampal place cells but was further supported by the discovery of cells coding additional spatial aspects of behavior. For example, neurons coding the head direction of rodents were discovered in the dorsal presubiculum by Ranck and Taube (Taube et al. 1990 ) and have been described in a range of structures including the anterior thalamus (Taube 1995) , the lateral mammillary nucleus (Stackman and Taube 1998) , the entorhinal cortex (Brandon et al. 2013; Giocomo et al. 2014; Sargolini et al. 2006) , and the retrosplenial cortex (Chen et al. 1994; Cho and Sharp 2001) . Head direction cells respond selectively based on the current allocentric direction of the animal's head (Fig. 2) , regardless of the location of the animal in the environment and independent of the relative position of individual landmarks or features. The existence of head direction cells is particularly important to the mechanisms for transformation of egocentric coordinates into allocentric coordinates, as it is essential to know allocentric head direction if one is to transform egocentric coordinates of sensory feature angle into allocentric location (Byrne et al. 2007; Touretzky and Redish 1996) . Consistent with this, lesions of the dorsal presubiculum causes destabilization of hippocampal place cells (Goodridge and Taube 1997) . On the other hand, papers that propose that self-motion can be used for path integration commonly cite head direction cells as the directional signal for velocity. Unfortunately, the head direction signal is not equivalent to a movement direction signal, as behavioral head direction does not always directly match behavioral movement direction, and analysis of periods A: firing of a grid cell during foraging in a two-dimensional environment, shown in example data from Brandon et al. (2011) . Grid cells were discovered in the Moser laboratory (Hafting et al. 2005) . The gray line indicates the trajectory of the animal during foraging in an open field environment with barriers. The dots indicate the location of the animal each time an individual grid cell fires a spike. B: response of a head direction cell in example data from entorhinal recording in Brandon et al. (2013) . Head direction cells were discovered by Ranck and Taube (Taube et al. 1990 ). This head direction cell changes firing rate based on head direction at any location in the environment. The firing rate is plotted in polar coordinates for 360°of head direction of the animal (gathering data across all locations in the environment). This neuron shows higher firing rates when the animal's head is pointed toward the southwest, with a peak firing rate of~20 Hz.
where head direction does not match movement direction shows that these cells primarily code head direction .
In addition to analysis of their role in generation of place cells, the mechanism of generation of head direction cells has been described extensively Taube 1998) . Signals coding the angular velocity of the head arise from both vestibular sensory input and motor efference copy and are computed in brain stem structures (Clark and Taube 2012) . This angular velocity signal based on self-motion appears to be integrated to drive head direction neurons in structures such as the anterior thalamus, lateral mammillary nucleus, and dorsal tegmental nucleus (Clark and Taube 2012; Taube and Bassett 2003) . The influences of the angle of sensory cues on head direction responses involve interactions with cortical sensory input in structures such as the dorsal presubiculum (Calton et al. 2003 ) that receive input from association cortices such as the retrosplenial cortex as described further below under SPA-
Grid cells. Neurons in the entorhinal cortex termed grid cells were demonstrated to respond when a foraging animal visits an array of spatial locations in the environment (Hafting et al. 2005) . The firing fields fall in a regular array of locations that can be described as falling on the vertices of tessellated equilateral triangles, or in a hexagonal pattern (Fig. 2) . These neurons provided an exciting new perspective on mechanisms of spatial coding because their repeating firing fields indicated a potential metric code for position across the full environment. Different grid cells show different spatial scales, allowing a population of grid cells to code a single location Hafting et al. 2005; Sargolini et al. 2006; Stensola et al. 2012) . Many grid cells conjunctively code both location and the current head direction of the animal (Sargolini et al. 2006 ). Similar to place cells, the mechanism of grid cell firing remains uncertain, but the regular firing pattern immediately suggested different mechanisms.
For example, grid cells could arise from attractor dynamics. These models build on extensive previous models of continuous attractors (Amari 1977) which were used in a ring configuration to model the response of head direction cells Zhang 1996) . Attractor models were extended to grid cells based on two-dimensional circularly symmetric inhibitory interactions between neurons, which result in a pattern of "bumps" of activity (Burak and Fiete 2009; Conklin and Eliasmith 2005; Fuhs and Touretzky 2006; Giocomo et al. 2011; McNaughton et al. 2006; Widloski and Fiete 2014; Yoon et al. 2013) . These attractor bumps can be shifted across the population by neurons responding to speed and movement direction, providing a mechanism for integration of velocity based on self-motion (path integration). Data supporting a role for attractor dynamics in generation of grid cell firing includes the properties of distinct modules of grid cells that share properties such as spacing and orientation Stensola et al. 2012 ) and the change in correlation of grid cell firing with different anatomical distances between grid cells (Heys et al. 2014) . Path integration models of grid cells and place cells suffer from the integration of error over time, but this can be reduced by reset of path integration based on sensory cues (Bush and Burgess 2014; Hardcastle et al. 2015; Touretzky and Redish 1996) .
Alternately, path integration based on self-motion can be obtained by coding velocity by a shift in the frequency of different oscillators and then computing the interference between oscillators to obtain a peak of activity at the current location Burgess 2008; Bush and Burgess 2014; Giocomo et al. 2011; Hasselmo 2008 Hasselmo , 2014 . These mechanisms link very effectively to data on the firing of grid cells relative to theta rhythm oscillations in the entorhinal cortex (Hafting et al. 2008 ) and the fact that reductions in theta rhythm oscillations associated with inactivation of the medial septum are associated with loss of the spatial coding by grid cells (Brandon et al. 2011; Koenig et al. 2011) , whereas the coding of head direction in entorhinal cortex (Brandon et al. 2011 ) and place cell firing in hippocampus is spared .
The role of oscillatory dynamics in coding of grid cells is supported by evidence that the intrinsic rhythmicity of entorhinal neurons differs with spatial scale (Jeewajee et al. 2008) and shifts with running speed (Hinman et al. 2016; Jeewajee et al. 2008) . The integration of self-motion would be sensitive to any noise in the system, but the influence of internal noise can be reduced by redundant coding in a population of neurons (Zilli and Hasselmo 2010) or combining interference with attractor dynamics (Bush and Burgess 2014; Hasselmo and Shay 2014) . The influence of external noise can be reduced by resetting location based on the angle of sensory cues (Bush and Burgess 2014) . Grid cells show more accurate coding near environmental boundaries than at a distance from boundaries (Hardcastle et al. 2015) , consistent with an influence of sensory cues near boundaries. The role of sensory input angle in grid cell firing is further supported by evidence that grid cells lose spatial coding during inactivation of regions providing head direction input to medial entorhinal cortex (Winter et al. 2015a ). Head direction cells may be more important for coding sensory feature angle than self-motion given that they do not code path direction in locomotion , though they can code angular head motion (Clark and Taube 2011 ).
Yet another different proposed mechanism for grid cells involves the self-organization of input from place cells (Kropff and Treves 2008; Si et al. 2012 ). In this model, the spikefrequency accommodation of entorhinal neurons results in a time-varying response to input from place cells that causes spatially varying modification of excitatory inputs from hippocampus to entorhinal cortex that self-organizes into the pattern of grid cell responses. This model would specifically depend on the mechanism of generation of place cell responses, which could depend on either self-motion or sensory feature angle. These and other models that generate grid cells based on place cell input (Dordek et al. 2016; Krupic et al. 2014) are supported by evidence from developmental studies showing that place cells appear earlier than grid cells (Wills et al. 2010 (Wills et al. , 2012 , and evidence that place cell inactivation reduces grid cell firing (Bonnevie et al. 2013 ), whereas grid cell inactivation does not prevent place cell firing , though changes in grid cell scale do influence place cell scale (Mallory et al. 2018) .
Boundary cells. One striking set of data concerning the mechanism of place cell firing shows that they depend on the position of the walls of the environment (O'Keefe and Burgess 1996) , leading to the novel proposal that a specific class of neurons might code the position of an animal relative to boundaries (Burgess et al. 2000; Hartley et al. 2014; Savelli et al. 2008 ). This novel prediction was later supported by data showing the existence of boundary cells that respond at a specific distance and angle from boundaries (Lever et al. 2009; Savelli et al. 2008; Solstad et al. 2008) . Alterations of visual boundaries also influence the location of grid cell firing fields. The spacing of grid cell firing fields is compressed or expanded by movements of the environment walls , and this change may be specific to grid cells with larger spacing while sparing smaller spacing (Stensola et al. 2012) though an earlier study showed compression of cells with small spacing ). The response of grid cells to barrier movement has been modeled based on selective influences of the angle and optic flow of visual cues from different parts of the visual field . This is related to models showing how egocentric visual input about boundaries could be transformed to code allocentric spatial location (Byrne et al. 2007) .
Speed cells. The mechanisms for coding of the spatial representations described above are not yet fully understood, but there are neuronal responses that seem to correspond to wheel odometry, to visual odometry, and to location coding based on visual feature angle. For example, we described the importance of coding of speed and direction for using velocity to code location. As described in detail in MECHANISMS FOR CODING OF RUNNING SPEED below, running speed has been shown to be coded by a number of different functional classes of neurons in the entorhinal cortex ( Fig. 3) (Hinman et al. 2016; Kropff et al. 2015; Wills et al. 2012 ) and hippocampus (Mc-Naughton et al. 1983 ). This could clearly provide a component of a velocity code. However, it is not clear how effectively the directional component of velocity is computed, as head direction cells code head direction rather than the movement direction required to integrate the velocity of an animal .
Context-dependent cells. Extensive data shows that the coding of spatial representations is highly context dependent. Place cells in one environment will often turn off in a different environment and be replaced by other place cells that were inactive in the first environment (Lever et al. 2002; . Even within an environment, neurons will show strongly context-dependent activity. For example, when a rat runs on the stem of a T maze during a spatial alternation task, individual neurons will fire selectively based on the past or future turning response in hippocampus (Ferbinteanu and Shapiro 2003; Wood et al. 2000) and entorhinal cortex (Frank et al. 2000) . Neurons also code other features of the environment such as the identity of odors or the presence of reward (Eichenbaum et al. 1987; Wood et al. 1999) . Additionally, recent work has revealed that spatially specific but nongrid cells of the medial entorhinal cortex (MEC) globally remapped in response to contextual changes to an environment (Diehl et al. 2017) . Grid cells, on the other hand, have been found to exhibit either nodal rate alterations or translational shifts of the full map in response to contextual alterations to the environment (Diehl et al. 2017; Marozzi et al. 2015) . There is some evidence that contextually sensitive or nonsensitive MEC neurons actually form molecularly and anatomically distinct subpopulations within the region (Kitamura et al. 2014 (Kitamura et al. , 2015 Ray et al. 2014 ). Together, these data indicate that spatial representations are not coded in isolation but are combined with many other features relevant to performance of a behavioral task.
Time cells. The term "time cells" refers to neurons that respond at specific time intervals during behavioral tasks. The models of grid cell firing in entorhinal cortex can account for the fact that many grid cells and place cells will also respond at specific time intervals during running Hasselmo 2008) . For example, in a spatial alternation task, neurons will fire at specific intervals during running on a running wheel (Pastalkova et al. 2008) or a treadmill (Kraus et al. 2013 (Kraus et al. , 2015 . These cells have therefore been described as time cells (MacDonald et al. 2011) . Consistent with models of grid cells dependent on oscillatory input, the inactivation of medial septum also prevents the temporal specificity of firing by time cells (Wang et al. 2015) .
Mechanisms for goal-directed behavior. Once spatial representations of the environment have been formed based on self-motion or external sensory cues, they can be used to guide A: the three rows show a spatial rate map (top), head direction polar plot (middle), and running speed tuning curve for an example grid cell during a baseline recording (left) and from recording during inactivation of the medial septum (right). The grid cell loses its spatial periodicity during medial septum inactivation but has an increased linear firing rate speed signal. B: a spike time autocorrelation (top), density plot of spike time lags as a function of running speed (middle), and running speed tuning curve are shown during a baseline recording (left) and from recording during inactivation of the medial septum (right). During the baseline recording the oscillation frequency increases as a function of running speed, but in the absence of medial septum input the oscillatory frequency decreases as a function of running speed. Similar to the linear firing rate speed signal in A, the saturating firing rate speed signal of this cell increases in strength during medial septum inactivation. Example data adapted from Hinman et al. (2016) with permission from Elsevier.
behavior. The available data on coding of spatial representations have inspired proposals for a number of different mechanisms for goal-directed behavior. Early models of goal-directed behavior were based on place cells, requiring the full environment to be tiled by the place fields of a large population of place cells (Burgess et al. 1997; Gerstner and Abbott 1997; Redish and Touretzky 1998) , so that navigation could be guided by the spread of activity from a goal, or by asymmetric connections between neurons. The discovery of grid cells provides an advantage over these mechanisms, as the repeating firing patterns of grid cells suggest that they code a metric for location across the full environment. Models of grid cells were used to simulate how the forward readout of locations based on grid cell firing patterns allow selection of either the direct vector to a goal location (Bush et al. 2015; Hasselmo 2012, 2014; Kubie and Fenton 2012) or a pathway dependent on obstacles (Erdem and Hasselmo 2012; Spiers and Gilbert 2015) . Experimental data suggests that replay of place cell sequences may be associated with goal-directed navigation (Johnson and Redish 2007; Pfeiffer and Foster 2013; Ólafsdóttir et al. 2015) . Sequential firing of place cells within a theta cycle have been found to reflect future trajectories to a goal location providing one possible neural mechanism for prospective planning (Wikenheiser and Redish 2015) .
Human data. These models of goal directed navigation are supported by functional MRI (fMRI), magnetoencephalography (MEG), and intracranial EEG data in humans. fMRI data demonstrated hippocampal and parahippocampal activity at the start of a trajectory when a subject retrieves a previously learned overlapping trajectory (Brown et al. 2010; Brown and Stern 2014) . Subsequent work showed that retrieval of a planned trajectory involves reactivation of intermediate locations on the trajectory (Brown et al. 2016) . These data are consistent with MEG data in humans demonstrating that hippocampal and parahippocampal theta activity correlates with goal-directed navigation performance in a virtual Morris water maze task with hippocampal theta activity at the start of navigation predicting performance and hippocampal theta activity being higher during the first trials during learning of the task (Cornwell et al. 2008) . Likewise, theta oscillations recorded in the medial temporal lobe of epileptic patients have been shown to increase during navigation through real-world and virtual environments (Bohbot et al. 2017; Ekstrom et al. 2005; Kahana et al. 1999) . Studies show coding of navigationally relevant information in fMRI activity, with hippocampus coding path length and entorhinal cortex coding the Euclidean distance to the goal Howard et al. 2014 ). Modeling shows how interaction of brain regions can allow performance based on semantic memory for the allocentric position of landmarks translated to the egocentric position of landmarks (Byrne et al. 2007 ). These models and other work on the influence of visual cues are relevant to data showing the interaction of regions coding visual cues such as optic flow and feature angle with regions involved in navigation Sherrill et al. 2015) .
The subsequent sections will discuss potential neural mechanisms for coding of spatial representations. First, we will discuss neural coding in subcortical regions based on selfmotion similar to odometry, which could provide coding of the speed and direction of movement. Second, we will discuss neural coding in cortical regions based on sensory cues that could transform visual input into either location or velocity codes, making transitions from egocentric coding of movements to their position along a trajectory or their allocentric position within an environment.
CODING BASED ON SELF-MOTION: ROLE OF THE MEDIAL SEPTUM
The medial septum plays an important role in the coding of spatial representations, as demonstrated by both behavioral and neurophysiological data. Behavioral studies demonstrate effects of lesions of the medial septum or the fornix, which is the primary fiber pathway between the medial septum and the hippocampus. These lesions cause impairments in spatial memory tasks similar to lesions of the hippocampus. Lesions of the medial septum and fornix cause memory impairments in tasks including delayed spatial alternation (Aggleton et al. 1995; Givens and Olton 1990) , delayed nonmatch to position (Markowska et al. 1989) , delayed alternation (Numan and Quaranta 1990) , spatial reversal (M'Harzi et al. 1987) , the Morris water maze (Martin et al. 2007) , and the eight-arm radial maze (Mitchell et al. 1982) . These same lesions of medial septum or fornix reduce theta power in the hippocampus (Rawlins et al. 1979 ) and entorhinal cortex (Mitchell et al. 1982) . Reduction in hippocampal theta rhythm correlates with impairments in memory (Winson 1978 ) that are specific for recently experienced episodes but not for highly familiar memories (Givens and Olton 1994; M'Harzi et al. 1987 ). Temporary inactivation of the medial septum impairs spatial memory and reduces theta rhythm in both the hippocampus (Brioni et al. 1990; Chrobak et al. 1989; Mizumori et al. 1990 ) and entorhinal cortex (Jeffery et al. 1995) . These data indicate an important behavioral role of the medial septum in spatial memory function.
Neurophysiological data also supports this important functional role. Pharmacological inactivation of medial septal activity results in a disruption of grid cell spatial response properties (Brandon et al. 2011; Koenig et al. 2011) , though the response of head direction cells in medial entorhinal cortex is retained (Brandon et al. 2011) as well as the firing of place cells . These data indicate that input from the medial septum is important for the coding of spatial location by grid cells, though the specific mechanisms requiring medial septal input are still being studied, as reviewed below. This loss of grid cell location specificity could underlie the spatial memory impairments mentioned above with lesions of the medial septum or the fornix (Brioni et al. 1990; Chrobak et al. 1989; Mizumori et al. 1990 ).
THETA RHYTHM AND SPATIAL CODING
In rabbits and rodents, spatial exploration and the formation of spatial memory is strongly correlated with a prominent theta oscillation of 6 -10 Hz in hippocampal structures. Theta rhythmic oscillatory activity might contribute to navigation and spatial memory formation in several ways. First, it can act as a global synchronizing mechanism within the hippocampal formation itself, but also across different brain regions. For instance, theta rhythmic activity coordinates hippocampal-prefrontal cortex interactions in spatial working memory tasks (Benchenane et al. 2010; Hyman et al. 2005; Jones and Wilson 2005) . Second, theta rhythmic activity is thought to provide a temporal framework for the relative timing of spikes inside or across regions Lisman and Jensen 2013) in phenomena such as theta phase precession. Theta phase precession is different from sequential firing of place cells (theta sequences), since it has been shown to be an experienceindependent phenomenon observable already on the first experience of a novel linear track environment, whereas theta sequences developed only in subsequent laps, further synchronizing phase precession (Feng et al. 2015) . Third, theta oscillations provide temporal windows for local circuit computations (Mizuseki et al. 2009 ). Fourth, the different phases of the theta cycle provide control over the modification of synaptic weights. The same high-frequency stimulus can induce both long-term potentiation or long-term depression depending on the phase of the theta oscillation at which the stimulus is given (Huerta and Lisman 1995; Hyman et al. 2003) . Fifth, the opposite phases of theta oscillations might reflect separate computational temporal windows for encoding and retrieval (Hasselmo et al. 2002) , as supported by empirical data as described below in CHOLINERGIC NEURONS IN THE MEDIAL SEPTUM Siegle and Wilson 2014) .
Theta oscillations largely depend on the integrity of the medial septum/diagonal band of Broca (MSDB). Electrolytic lesions of the MSDB (Winson 1978) or pharmacological inactivation (Chrobak et al. 1989 ) of MSDB neuronal activity diminish hippocampal theta rhythmic activity to a large extent. As noted above, the reduction of hippocampal theta oscillatory power by medial septal inactivation is accompanied by spatial memory deficits (Givens and Olton 1990) , and the successful encoding of memory traces is accompanied by increases in theta oscillatory power (Berry and Thompson 1978) . Whereas targeted lesions of either the GABAergic or the cholinergic MSDB neurons only slightly affect performance in spatial memory tasks, the combined lesions of both GABAergic and cholinergic subpopulations in the MSDB severely impaired task acquisition and performance in the radial arm and water maze spatial memory tasks (Pang et al. 2001) . These data point to an important synergistic role of cholinergic activity and theta rhythmic drive by GABAergic MSDB neurons.
MECHANISMS FOR CODING OF RUNNING SPEED
A critical component for self-localization is knowledge of the speed of movements through the environment. Path integration has been proposed as a mechanism for spatial localization for many years (Gallistel 1990; Mittelstaedt and Mittelstaedt 1980; Redish 1999) and comprehensive reviews of this research are available elsewhere (Redish 1999) . As reviewed previously (Redish 1999) , path integration requires integration over time of the speed and direction of movement to have a moment-to-moment accounting of location within an environment. In different species, path integration exhibits systematic errors (Müller and Wehner 1988; Séguinot et al. 1993) . The overwhelming majority of computational models of grid cells employ a path integration mechanism to track motion and generate the regularly repeating spatial firing fields.
Computational models have generally employed one of two different types of speed signals when modeling the generation of grid cells: either a firing rate or an oscillatory frequency based speed signal are used. An additional difference across models can be noted in that some models instantiate the speed signal in principal cells (Zilli and Hasselmo 2010) such as conjunctive grid by head direction cells (Burak and Fiete 2009) , while others implement the speed signal in interneurons (Guanella and Verschure 2007; Hasselmo and Shay 2014) . Firing rate speed signals are most often found in attractor dynamics models where a set of modeled neurons have firing rates that increase linearly as a function of running speed activity (Burak and Fiete 2009; Giocomo et al. 2011; McNaughton et al. 2006; Widloski and Fiete 2014) . Alternatively, oscillatory interference models of grid cell generation make use of neurons whose oscillation frequency varies as a function of running speed (Blair et al. 2008; Burgess et al. 2007; Burgess 2008) . Originally these two classes of models were viewed as mutually exclusive, but more recently a number of hybrid models have been created that utilize aspects of each class (Bush and Burgess 2014; Hasselmo and Brandon 2012; Hasselmo and Shay 2014; Schmidt-Hieber and Häusser 2013) . While the type of speed signal used, firing rate, or oscillatory frequency differs across models, the purpose is generally the same: to be a component in a path integration computation.
A speed signal, whether a firing rate or an oscillatory frequency speed signal, should have two characteristics to allow for the accurate estimation of location needed to dynamically update grid cell activity in path integration models. First, the signal must vary linearly as a function of speed. Linear variation as a function of speed ensures that a specific incremental increase in speed, say 2 cm/s, is coded by a specific incremental change in the speed signal, whether from 10 to 12 cm/s or 35 to 37 cm/s. Second, the signal should be context invariant, which ensures that speed is tracked the same across different environments. A speed signal that differs across contexts will result in running speed being tracked differently across the environments and this would ultimately result in different distance estimates across those environments. If such a context-dependent speed signal were implemented in a grid cell model the result would be individual grid cells having different grid field scales across environments or a general disruption of the spatial periodicity. While running speed signals have played a major role in computational models of spatial coding and navigation, only recently have experiments specifically addressed these two critical aspects of the speed signal.
Several studies have shown cells to be speed modulated in hippocampus (McNaughton et al. 1983; O'Keefe et al. 1998) and MEC (Buetfering et al. 2014; Sargolini et al. 2006; Wills et al. 2012 ), but recently a dedicated subset of cells that faithfully track the speed of a rat as it runs through different environments was demonstrated (Kropff et al. 2015) . By having rats systematically run at different speeds across a 4-mlong track in a bottomless car (regulating its speed), it was shown that~15% of MEC cells are speed cells that do not code other spatial properties, including both principal cells and interneurons. Thus, the Kropff study focused on neurons that coded speed without showing the additional coding properties of grid cells or head direction cells, even though many grid cells and head direction cells also show clear coding by running speed (Buetfering et al. 2014; Hinman et al. 2016; Jeewajee et al. 2008; Sargolini et al. 2006; Wills et al. 2012) . Perhaps more importantly than demonstrating the presence of speed cells in MEC was the demonstration that speed cell tuning curves did not vary across different open fields or between the open field and the bottomless car on the linear track. Additionally, the rat's running speed in one context could be decoded using speed cell tuning curves from a different context. Thus, Kropff et al. (2015) showed the context invariance of this speed signal.
In subsequent work we explicitly tested the linearity of the firing rate speed signal in MEC (Hinman et al. 2016) . While many MEC cells have linear speed tuning curves as needed for path integration (Fig. 3A) , the majority of speed-modulated cells have tuning curves that are nonlinear (Fig. 3B) . These nonlinear firing rate responses to running speed saturate once the animal reaches a moderate running speed. The saturating nature of these responses does not fit current model instantiations of a speed signal used for path integration. However, despite only making up a minority of speed-modulated cells in MEC there is a subset of cells, including both principal cells and interneurons, which match the linear speed signal employed by computational models.
Cells throughout the hippocampal formation spike theta rhythmically and, in addition to the firing rate speed signal in MEC, the oscillatory frequency speed signal has been shown experimentally in single cells in MEC ( Fig. 3B) (Hinman et al. 2016; Jeewajee et al. 2008 ) and the local field potential (Jeewajee et al. 2008). The oscillatory frequency of single cell firing increases as a rat runs faster, which has been used in oscillatory interference models. Given that both speed signals have been identified in MEC, we investigated whether the same cells express both speed signals similarly and found that the two signals are actually independently expressed in single cells (Hinman et al. 2016) . The presence of two independent running speed signals in MEC raises questions as to where these signals originate from and whether they are actually critical for the generation of grid cells.
In an attempt to elucidate the neural source of the speed signals in MEC, our laboratory (Hinman et al. 2016 ) inactivated the medial septum while recording single units in MEC. The medial septum contains glutamatergic neurons that have been shown to carry a running speed signal to MEC (Justus et al. 2016 ) and stimulation of the medial septal glutamatergic neurons elicits running at speeds in proportion to the frequency of stimulation that initiates running (Fuhrmann et al. 2015) . In our study, medial septal inactivation had opposing effects on the firing rate and oscillatory frequency speed signals in MEC. During inactivation, the firing rate signal of running speed became statistically stronger whereas the oscillatory frequency signal became weaker (Hinman et al. 2016) . Concomitant with the changes in the speed signals was degradation in the spatial periodicity of the grid cells (Brandon et al. 2011) suggesting that the reduction of the oscillatory frequency speed signal played a role in the loss of grid cells.
There are numerous potential ways to generate a speed signal such as motor efference copy, proprioceptive feedback, optic flow, and somatosensation. The first two would likely reach MEC via subcortical routes, while the latter two via cortical pathways. Support for a role of self-motion, thus incorporating motor efference and/or proprioceptive feedback, comes from recent work showing that passively moving a rat around an environment is not sufficient to generate either the firing rate speed signal in grid cells or oscillatory frequency speed signal in the LFP in MEC (Winter et al. 2015b ). In the absence of these speed signals there was also a loss of grid cell spatial tuning. This supports the idea that self-motion is a critical mechanism of the speed signals observed in MEC and for the expression of grid cell spatial tuning though the selfmotion signal could also come via hippocampal place cells. The importance of self-motion has also been shown for hippocampal place cell responses (Terrazas et al. 2005 ) and head direction responses Zugaro et al. 2002) .
In addition to self-motion being important for generating speed signals, recent evidence also supports a role for sensory information. Running speed-modulated activity is observed in primary visual cortex where the gain of principal cells is increased during locomotion relative to stationary behavior (Niell and Stryker 2010) . Our laboratory has modeled how optic flow could be used to generate a speed signal that is amenable with various different grid cell models (Raudies et al. 2012) . Having a mouse run in an open field in the dark illustrates the importance of visual information for both the firing rate speed signal and grid cell spatial tuning, as both become degraded in darkness in mice (Chen et al. 2016; Pérez-Escobar et al. 2016) . In mice, both the strength and slope of the firing rate speed signal are reduced in the absence of visual input and simultaneously the grid cell spatial representation is disrupted. However, this data is potentially in conflict with that from rats where there are examples of grid cells maintaining their spatial firing patterns (Hafting et al. 2005) and speed cells maintaining their speed tuning curves in the absence of visual input (Kropff et al. 2015) . These discrepancies could be due to species differences, specifically relating to several observations that suggest mice pay less attention to distal cues than rats (Cho et al. 1998; Kentros et al. 2004; Whishaw 1995) . Given these results, it is possible that mouse grid cell patterning is disrupted in darkness because speed signals and other contributing factors rely on local visual information obtained from optic flow during movement that is lost or unreliable in darkness. In contrast, rats potentially have preserved grid firing under these conditions because the animal is able to orient itself relative to nonvisual distal cues (e.g., auditory cues). Differences in the effects of visual information on the grid fields between mice and rats could also result from methodological differences across studies, as discussed further under STUDIES OF SPATIAL CODING IN DARKNESS below.
The last several years have seen much progress toward understanding the coding of running speed in MEC, yet several critical questions remain. Are both the firing rate and oscillatory frequency speed signals necessary for grid cell generation or is only one of the speed signals needed? What neural circuit propagates each of the speed signals to MEC? Are the speed signals sensory or motor driven? Likely these questions have multiple or blended answers such that speed signals in MEC are influenced by a mix of sensory and motor information and as such reach MEC via several anatomical routes, but such answers will be critical to understanding how grid cells are generated and the coding mechanisms for self-localization in general.
COMPONENTS OF MEDIAL SEPTAL CIRCUITRY
As noted above, grid cell coding is lost with inactivation of the medial septum. Understanding the potential functional role of the medial septum benefits from understanding the different components of the medial septum. In rodents, the MSDB is located in the dorsal rostral and intermediate basal forebrain with projections to the allocortex and isocortex (Woolf 1991) . The medial septum lies along the midline of the septum, whereas the diagonal band of Broca appears as a boomerang-shaped triangular structure along the ventrolateral border of the medial septum. Three main subpopulations of cell types can be distinguished within the MSDB, namely cholinergic, GABAergic, and glutamatergic neurons. Each one of these cell populations has specific properties and contributes in its own way to the regulation of theta rhythmic activity in the septohippocampal memory system, but all act together in concert. In the following section we will therefore give an overview of each population's most characteristic properties and discuss how they work together on modulating hippocampal network activity.
Cholinergic neurons in the medial septum. Approximately 30 -50% and 50 -75% of cells within the medial septum and vertical diagonal band are positive for the acetylcholine synthesis enzyme choline-acetyltransferase (ChAT) (Mesulam et al. 1983 ) and are therefore considered cholinergic cells. Studies using retrograde tracing from the hippocampus to identify cholinergic cells that project to the hippocampus have counted 30 -35% and 45-55% of cells as ChAT ϩ within the medial septum and diagonal band, respectively (Wainer et al. 1985) . The MSDB also sends prominent cholinergic projections to the entorhinal cortex (Alonso and Köhler 1984) . Cholinergic MSDB neurons are characterized in vitro by a slow regular firing pattern, a broad action potential width, and a prolonged slow afterhyperpolarization (Griffith and Matthews 1986; Markram and Segal 1990) .
Acetylcholine released in the hippocampal formation and entorhinal cortex acts via different subtypes of nicotinic and muscarinic acetylcholine receptors expressed differentially on different cellular compartments by different interneuron subtypes and principal cells-thus exhibiting complex effects on the cellular and network level. Acetylcholine regulates the spread of excitatory activity within hippocampal and cortical circuits via presynaptic inhibition of glutamatergic synaptic transmission (Hasselmo et al. 1995; Hasselmo 1999 Hasselmo , 2006 mediated by M4 receptors (Dasari and Gulledge 2011 ). Another prominent effect on the cellular level is a depolarization of principal neurons mediated by M1 and M3 muscarinic receptors (Dasari and Gulledge 2011; Gulledge and Kawaguchi 2007) . Interneurons display a great diversity of postsynaptic membrane potential changes after cholinergic stimulation. In acute slices, optogenetic stimulation of acetylcholine release caused mixed responses in interneurons via muscarinic acetylcholine receptor activation, namely hyperpolarizing, biphasic, and depolarizing effects (Bell et al. 2013) . Shorter trains of stimuli evoked hyperpolarizing responses, but the depolarizing responses showed a steeper increase with increasing stimulation length. This muscarinic receptor-mediated depolarization of a subset of interneurons resulted in an increase of inhibitory postsynaptic currents (IPSCs) onto CA1 pyramidal neurons (Bell et al. 2015b; Nagode et al. 2011) . Interestingly, optogenetic stimulation of acetylcholine release also resulted in the activation of interneuron-selective interneurons via nicotinic ␣4␤2 receptors leading to disinhibition of principal cells (Bell et al. 2011 (Bell et al. , 2015a . Taken together, these data support a model proposed by McQuiston (2014) , in which low levels of acetyl-choline favor disinhibition via muscarinic hyperpolarization of interneurons and nicotinic activation of interneuron-selective interneurons, whereas higher levels of acetylcholine favor inhibition of hippocampal principal cells via muscarinic depolarization of a different subset of interneurons.
The nicotinic effects described above could be related to data showing increases in firing of VIP-positive interneuronselective interneurons with running speed in the rodent visual cortex, which were dependent on nicotinic receptor activation and were proposed to cause disinhibition of excitatory neurons (Fu et al. 2014; Niell and Stryker 2010) . The muscarinic depolarization of interneurons match with data from single unit recordings in the hippocampus and dentate gyrus showing increased inhibition of pyramidal neurons and dentate gyrus granule cells during optogenetic activation of cholinergic MSDB neurons (Dannenberg et al. 2015; Pabst et al. 2016 ). These cholinergic effects promote a hippocampal network state supporting theta rhythmic temporal organization of activity with important consequences for spatial coding. Importantly, cholinergic activity is accompanied by theta rhythmic brain activity (Monmaur et al. 1997) , which can be paced by rhythmic activity of the GABAergic MSDB neurons (Stewart and Fox 1990; Tóth et al. 1997) . Historically, two types of theta have been distinguished: lower frequency type II theta, which occurs during immobility and under urethane anesthesia and is blocked by the muscarinic antagonist atropine, and type I theta, which has a higher frequency, occurs during running, and is only partially affected by atropine (Buzsáki 2002; Kramis et al. 1975) . Septal cholinergic neurons affect hippocampal theta via intraseptal activation of septal GABAergic neurons and via acetylcholine release in the hippocampus (Dannenberg et al. 2015) . Consistent with an intraseptal relay, intraseptal carbachol infusions have been shown to induce hippocampal theta rhythmic activity during relaxed immobility (Monmaur and Breton 1991) and, conversely, atropine infusions into the MSDB decreased the amplitude of type II theta oscillations (Lawson and Bland 1993; Monmaur et al. 1997 ). However, infusions of cholinergic antagonists into either the MSDB or the hippocampus was sufficient to block the induction of type II theta oscillations (Dannenberg et al. 2015) showing the requirement of hippocampal acetylcholine release for type II theta generation. Furthermore, the amplitude of type I theta in freely moving mice is also reduced by atropine infusions into the hippocampus due to blocking M1 muscarinic receptors on pyramidal neurons (Gu et al. 2017) . In contrast, NMDA receptors in the entorhinal cortex (EC) are critical for the atropineresistant component of type I hippocampal theta generation, as previously suggested (Buzsáki 2002; Leung and Desborough 1988; Leung and Shen 2004) , and recently supported by experimental data (Gu et al. 2017) .
The higher cholinergic modulation and associated enhancement of theta rhythmicity present during active exploration may enhance dynamics for the encoding of new associations. The muscarinic cholinergic presynaptic inhibition of excitatory recurrent connections in the hippocampus (Hasselmo et al. 1995; Hasselmo 2006 ) could prevent retrieval of previous associations from interfering with the accurate formation of new associations between adjacent place cells or between representations of items and place codes (Hasselmo 2006 (Hasselmo , 2009 . Similarly, rapid shifts between encoding and retrieval dynamics on different phases of theta rhythm oscillations could also be important for allowing encoding of new associations without interference from previously coded associations (Hasselmo et al. 2002) . In this model, encoding preferentially occurs at the peak of CA1 pyramidal cell layer theta coincident EC input, and retrieval preferentially occurs at the theta trough, when input from CA3 is strongest. Key predictions of this model have been tested in rats ) and mice (Siegle and Wilson 2014) . Using an end-to-end T-maze with a separable encoding and retrieval segments, Siegle and Wilson (2014) showed that optogenetic activation of parvalbumin (PV ϩ ) interneurons improved task performance when applied during the theta phase of EC input in the T-maze retrieval segment, or when applied during the theta phase of CA3 input in the T-maze encoding segment. The improved performance could result from phase-specific inhibition blocking encoding input from EC during retrieval and blocking retrieval mediated by CA3 during encoding (Siegle and Wilson 2014) . In data from novel environments, the preferred theta phase of CA1 place cells was closer to the peak of the theta cycle consistent with a higher demand for encoding novel information, and this shift was disrupted by injections of scopolamine, a cholinergic antagonist .
Microdialysis studies show that cholinergic modulation decreases during quiet waking or slow wave sleep. This would release the presynaptic inhibition of excitatory feedback, allowing increased generation of sharp wave ripple activity (Hasselmo 1999; Vandecasteele et al. 2014) . Medial septal neurons decrease their activity specifically during sharp wave ripple events (Dragoi et al. 1999) . The reduction of cholinergic presynaptic inhibition allows generation of sharp wave ripples and allows a strong influence of retrieval based on previously modified recurrent connections that can drive the retrieval of sequences of activity (Hasselmo 1999) . These replay events could allow sequences of place cell activity encoded during waking to be consolidated during periods of quiet waking or slow-wave sleep (Craig et al. 2015; Dannenberg et al. 2015; Dewar et al. 2009 Dewar et al. , 2014 Jadhav et al. 2012; Lee and Wilson 2002; .
GABAergic neurons in the medial septum. The role of medial septum in regulating theta rhythm oscillations depends strongly on GABAergic neurons. According to data obtained by retrograde fluorescent tracing combined with glutamic acid decarboxylase (GAD)-immunohistochemistry, the GABAergic MSDB cell population accounts for~30% of hippocampus projecting cells in the MSDB (Amaral and Kurz 1985; Köhler et al. 1984) . Inside the medial septum, the GABAergic cells mainly harbor the medial portion along the midline, which is relatively spared by the cholinergic cells. These data are consistent with retrograde tracer experiments (Kiss et al. 1990a (Kiss et al. , 1990b that show that 33% of the neurons retrogradely labeled after hippocampal tracer injection were immunoreactive for PV, which has been established as a marker protein for medial septal GABAergic neurons (Freund 1989) . Whereas the cholinergic projection terminates both on principal cells and interneurons (Frotscher and Léránth 1985) , the septal GABAergic neurons selectively innervate hippocampal interneurons (Freund and Antal 1988) . GABAergic MSDB neurons display fast-or burst-firing properties and a large hyperpolarization-activated inward current (I h ) with action potentials of significantly shorter duration than the ones from regular-spiking putative cholinergic neurons (Morris et al. 1999; Sotty et al. 2003) . The I h could underlie rhythmic rebound spiking of medial septal neurons (Varga et al. 2008 ) that drives theta rhythm in hippocampus and entorhinal cortex. This rhythmicity could interact with resonance and rebound spiking due to I h in stellate cells of medial entorhinal cortex (Giocomo et al. 2007; Hasselmo and Shay 2014) .
Septohippocampal projections of PV ϩ MSDB neurons terminate selectively on hippocampal interneurons, mainly on perisomatic inhibitory basket cells (Freund and Antal 1988; Serafin et al. 1996; Tóth et al. 1997) . This connectivity allows optogenetic activation of PV ϩ neurons in the MSDB to precisely pace hippocampal rhythmic activity, so that field potential oscillations follow optogenetic stimulation frequencies ranging from theta to slow gamma (Dannenberg et al. 2015) . PV ϩ neurons have also been shown to lead the hippocampal network in phase during endogenous theta oscillations (Hangya et al. 2009; Huh et al. 2010; Varga et al. 2008) . GABAergic MSDB neurons can be activated by acetylcholine (Alreja et al. 2000) but also receive excitatory input from local glutamatergic MSDB neurons.
Glutamatergic neurons in the medial septum. As noted above, the influence of medial septum in coding aspects of speed could depend on glutamatergic neurons (Fuhrmann et al. 2015; Justus et al. 2016) . Glutamatergic MSDB neurons were initially described as a population of neurons expressing transcripts for the vesicular glutamate transporters VGLUT1 or VGLUT2, but no transcripts for GAD or ChAT (Sotty et al. 2003) . Retrograde tracing via FluoroGold injections into the hippocampus or dentate gyrus (DG) in combination with immunohistochemistry of septal slices with antiglutamate antiserum showed that~23% of the septohippocampal fibers are indeed glutamatergic projections (Colom et al. 2005) . The glutamatergic MSDB neurons are a heterogeneous group displaying a range of electrophysiological properties with the majority having slow firing characteristics (Sotty et al. 2003) and nearly half of them exhibiting a unique cluster firing characteristic (Huh et al. 2010) .
Glutamatergic MSDB neurons can provide excitatory synaptic input to hippocampal principal neurons (Huh et al. 2010 ), but multisynaptic inhibitory postsynaptic potentials (IPSPs) were also observed frequently after activation of glutamatergic neurons, indicating that the glutamatergic MSDB neurons may excite hippocampal interneurons. This is consistent with experimental data showing that optogenetic activation of projection fibers from glutamatergic MSDB neurons in acute hippocampal slices resulted in disinhibition of CA1 principal neurons (Fuhrmann et al. 2015) . Glutamatergic fibers projecting to the entorhinal cortex can excite both interneurons and principal cells, but the most effective input-output coupling was detected in the layer 2/3 pyramidal cells (Fuhrmann et al. 2015) . Optogenetic activation of glutamatergic MSDB neurons has been shown to initiate locomotion in head-restrained mice running on a treadmill with the onset time of locomotion negatively and the speed of locomotion positively correlated with stimulation strength (Fuhrmann et al. 2015) , thereby conveying a speed signal to the hippocampus and medial entorhinal cortex (Justus et al. 2016) .
Importantly, both the activation of cholinergic MSDB neurons (Dannenberg et al. 2015) and the activation of glutamatergic MSDB neurons (Robinson et al. 2016 ) result in rhythmic activity of the population of GABAergic MSDB neurons within the theta range. This activation is mediated by local intraseptal connections (Alreja et al. 2000) . Thus, at the same time when hippocampal activity is tuned by direct septohippocampal projection fibers, the simultaneous activation of GABAergic MSDB neurons conveys theta rhythmic activity to the hippocampal formation. One consequence of this synergistic action is higher temporal organization of spiking activity in the hippocampus reflected as increased spike-theta phase coupling (Dannenberg et al. 2015) (Fig. 4 ). If this model holds true, inhibition of the cholinergic activity should disrupt the organization of spike timing in the hippocampus. Recent experimental data (Newman et al. 2017) indeed show that systemic application of the muscarinic cholinergic receptor antagonist scopolamine in rats reduced phase precession of CA1 place cells due to a decrease of spiking rhythmicity.
GABAergic MSDB neurons transfer rhythmic activity to the hippocampus by impinging on PV ϩ hippocampal interneurons (Amilhon et al. 2015; Tóth et al. 1997) . In addition to the hippocampal PV ϩ neurons which can pace the hippocampal theta rhythm, somatostatin positive hippocampal oriens-lacunosum-moleculare interneurons modulate the entrainment of intrinsic theta rhythm by EC inputs (Amilhon et al. 2015; Leão et al. 2012; Lovett-Barron et al. 2014) . Thus, the two main theta rhythm generators in the hippocampus, the MSDB and the EC, depend on local inhibitory microcircuits to provide temporal organization of spiking activity.
The temporal organization of spiking activity relative to the phase of the underlying theta oscillation is a prominent feature observed in animals during navigation. The spiking of place cells display phase precession, i.e., their spikes occur at earlier and earlier phases in subsequent theta cycles (Eggink et al. 2014; O'Keefe and Recce 1993; . There are a number of different models of generation of theta phase precession based on oscillatory interference of intracellular depolarization with network oscillations (Bose et al. 2000; Lengyel et al. 2003; O'Keefe and Recce 1993) , or based on retrieval of previously encoded sequences of place cells (Hasselmo and Eichenbaum 2005; Jensen and Lisman 1996; Tso-dyks et al. 1996; Wallenstein and Hasselmo 1997) . Simultaneous intra-and extracellular recordings from the hippocampus of mice running in a virtual environment showed membrane potential oscillations in place cells whose amplitude and frequency increased while the mouse was running through the place field consistent with the oscillatory interference model of phase precession (Harvey et al. 2009 ). This model is challenged, however, by observations that transient disruption of hippocampal activity by single-pulse stimulation does not disrupt phase precession after that perturbation as would be expected by a reset of oscillatory activity (Zugaro et al. 2005) . Likewise, the model of previously encoded sequences is challenged by phase precession in open field environments, where arbitrary routes can be taken. Another class of models (Chance 2012; Fernández-Ruiz et al. 2017; Magee 2001) suggest that the phase-precession phenomenon in the hippocampal CA1 region might be seen as part of a more general spike timing mechanism involving the temporal coordination of CA3 and EC3 inputs in conjunction with local inhibitory microcircuits. In these dual input models, timing of CA1 pyramidal cell spikes is tuned by the relative strengths of EC3 and CA3 inputs, whereas EC inputs are strongest during the peak of the theta cycle and CA3 inputs are strongest around the trough of the theta cycle. This is in line with the encoding of novel information coming from the entorhinal cortex during the peak of the theta cycle and retrieval of information previously stored in the autoassociative CA3 network during the trough of the theta cycle. An important difference between models is that in many models (Jensen and Lisman 1996; Tsodyks et al. 1996; Wallenstein and Hasselmo 1997 ) the CA3 input is strongest at the entry to the place field and the EC3 input is strongest at the exit of the place field, whereas in some models (Fernández-Ruiz et al. 2017; Hasselmo and Eichenbaum 2005) the EC3 input is strongest on entry to the field and CA3 input is strongest at exit.
Experimental data shows that the spike sequences of place cells during one theta cycle are temporally compressed representations of an animal's trajectory (Dragoi and Buzsáki 2006; , and theta cycle length is correlated with Right: rhythmic inputs from GABAergic MSDB neurons pace hippocampal theta rhythmic activity via disinhibition. Inputs from EC3 and CA3 onto CA1 arrive at the peak and trough of the extracellular theta cycle measured at the pyramidal cell layer, respectively. The balance between EC3 and CA3 relative input strengths might determine the precise spike timing as suggested by different models for phase precession and models of encoding and retrieval. Changes in this balance during the traversal of the place field result in spikes occurring at progressively earlier phases of the theta cycle, i.e., phase precession. ChAT, choline-acetyltransferase; EC3, entorhinal cortex layer 3; MSDB, medial septum and diagonal band of Broca; PV, parvalbumin; vGluT, vesicular glutamate transporter.
sequence length and path length as well as the number of nested gamma cycles (Gupta et al. 2012 ). However, as noted above, theta phase precession appears on a novel linear track, whereas theta sequences only develop over several laps (Feng et al. 2015) .
STUDIES OF SPATIAL CODING IN DARKNESS
An important feature of theta oscillations recorded during movement is the linear increase of theta amplitude and frequency with running speed (Vanderwolf 1969; Hinman et al. 2011) . The speed modulation of hippocampal theta frequency also correlates with spatial memory performance (Richard et al. 2013) , indicating a role of theta rhythmic activity for the integration of sensorimotor signals into memory processes. The speed modulation of theta rhythm shows a clear dissociation from emotion-sensitive contributions to theta rhythm that affect overall frequency but not speed modulation (Monaghan et al. 2017; Wells et al. 2013) . Recent data indicates that this speed-theta frequency correlation is abolished under conditions of complete darkness (Chen et al. 2016) . A similar study by Pérez-Escobar et al. (2016) found that the speed code reflected by the slope of the regression line between speed and firing rate of entorhinal cortex speed cells was reduced in addition to an overall reduction in firing rate of all MEC neurons in darkness. Furthermore, passive transportation instead of active running was found to diminish speed tuning of theta rhythmicity in the hippocampus (Terrazas et al. 2005) and to abolish speed tuning in the parahippocampal cortex (Winter et al. 2015b ). Intriguingly, the studies by Pérez-Escobar et al. (2016) and Chen et al. (2016) both show a disruption of grid cell firing characteristics in mice during exploration in darkness, while the head direction system was largely spared. Furthermore, pharmacological inactivation of the medial septum has been shown to result in a large reduction of theta rhythmic activity and the loss of grid cell spatial firing patterns while sparing the head direction system (Brandon et al. 2011; Koenig et al. 2011) . These findings support the hypothesis by Winter et al. (2015b) , which states hexagonal grid cell firing characteristics are disrupted when the hippocampal theta rhythm is no longer accurately representing the linear velocity due to a mismatch with the information in the head directional system. However, early experimental data from rats shows that grid cells can remain stable for 10 min under conditions of complete darkness and are even immediately stable in a dark novel room (Hafting et al. 2005 ). In addition, not all grid cells recorded by Chen et al. (2016) showed a complete loss of grid cell firing characteristics and also preliminary data from our laboratory show that grid cells in mice can be stable in total darkness. Notably, the studies by Pérez-Escobar et al. (2016) and Chen et al. (2016) used elevated mazes with no walls, whereas walls were present in the recordings by Hafting et al. (2005) and in the preliminary recordings from our laboratory. This difference in the experimental setup raises the question of whether the insertion of walls might provide additional cues helping grid cells to form stable hexagonal firing patterns. Stable grid fields in total darkness can be modeled by a probabilistic learning model demonstrating that the persistence of grid cells in darkness may be largely explained by the fusion of self-motion and learned boundary information (Cheung 2016) . It would be interesting to see whether the stability of grid cells in darkness correlates with the stability of the speed codes reflected by the speed tuning of theta frequency and the speed tuning of speed cells in the entorhinal cortex. Stable grid cell activity in darkness may also be explained by the existence of a subset of grid cells that depend more on self-motion cues than visual inputs. This is consistent with evidence of different classes of place cells responding to self-motion cues or to visual input in a virtual world (Chen et al. 2013) . Additional experiments could differentiate between these possibilities.
The experimental findings that the hexagonal firing pattern of grid cells is disrupted by either inactivating the medial septum in rats, by passive transportation in rats, or under the condition of total darkness on an elevated maze in mice are congruent with the hypothesized functions of the cholinergic and GABAergic medial septal neurons in modulating network dynamics and pacing theta rhythmic activity during movement. These findings also support the hypothesized role of the glutamatergic medial septal neurons in initiating movement and transmitting a speed signal to the medial entorhinal cortex. Taken together, these data indicate visual cues and self-motion cues may be working in conjunction to modulate the frequency of theta oscillations during movement, and speed tuning of hippocampal theta activity is important for the integration of sensorimotor signals into a spatial representation of the environment underlying map-based navigation.
SPATIAL NAVIGATION IN POSTERIOR PARIETAL AND RETROSPLENIAL ASSOCIATION CORTICES
As noted above, sensory processing in cortical structures could contribute to coding of many spatial representations, including the computation of location, head direction, running speed, and position relative to barrier. These processes could involve computation of velocity of self-motion or computation of position and head direction based on the egocentric angle of sensory features. Thus, it is important to consider the potential role of cortical regions in computation of spatial representations.
Multiple navigational strategies, including both path integration and landmark-based taxon, praxic, or route navigation methods, require the integration of sensory input and motor output with spatial maps of the external environment observed in subcortical structures (Andersen and Mountcastle 1983; O'Keefe and Nadel 1978; Redish 1999) . Associative cortical regions, such as the retrosplenial cortex (RSC) and posterior parietal cortex (PPC), serve as multisensory processing hubs potentially capable of combining sensory and motor information encoded in egocentric coordinates with allocentric spatial information for effective navigation (Byrne et al. 2007; Oess et al. 2017; Sporns and Tononi 2007) . Accordingly, lesion or inactivation of either PPC or RSC results in a variety of spatial navigation impairments (Cooper et al. 2001; DiMattia and Kesner 1988; Hindley et al. 2014; Hoh et al. 2003; Kolb and Walkey 1987; Pothuizen et al. 2009; Save and Poucet 2000; Takahashi et al. 1997; Vann et al. 2003; Vann and Aggleton 2005) . The following section considers the anatomy of these two regions with respect to multiple spatial variables represented by their neural populations and discusses possible implications of these representations for navigation.
Anatomy of retrosplenial and parietal cortex. As association cortices, both RSC and PPC are defined by a vast array of afferent and efferent connections to cortical regions known to be critical for executive function, sensory processing, and motor output. In rats, RSC is composed of two interconnected subregions: dysgranular (RSCd) and granular RSC (RSCg) (Shibata et al. 2004 (Shibata et al. , 2009 van Groen and Wyss 1990 . PPC forms the lateral border of RSC and is composed of three distinct subregions forming lateral, medial, and caudolateral portions that are defined by differing thalamic connections and cytoarchitecture (Olsen and Witter 2016; Olsen et al. 2017; Reep et al. 1994; Wilber et al. 2015) .
Both RSC and PPC are interconnected with cortical regions important for sensory processing and form efferent projections to motor areas. RSC sensory inputs are dominated by the visual system, with RSCd in particular receiving strong projections from visual cortices (Shibata et al. 2004; Vogt and Miller 1983) . Recent imaging work has identified RSC as a component of the visual network critical for associative learning, a property that may function to store relative positions of visual landmarks for spatial processing (Makino and Komiyama 2015; Robinson et al. 2011; Sulpizio et al. 2013; Zhuang et al. 2017) . In rat, other forms of sensory information likely reach RSC via projections from the PPC which itself is innervated by more diverse sensory inputs from secondary visual, somatosensory, and auditory cortices (Reep et al. 1994) . Accordingly, PPC has been implicated in multisensory integration (Avillac et al. 2005; Robinson and Bucci 2012) important for attention (Bucci et al. 1998; Fox et al. 2003) , motor execution (Whitlock et al. 2012; Wilber et al. 2017) , and navigation (Kolb and Walkey 1987) . Many of these PPC functional properties have been observed or were originally elucidated in primate parietal cortex (Avillac et al. 2005; Behrmann et al. 2004; Gnadt and Andersen 1988; Mountcastle et al. 1981) . PPC efferent projections reach both premotor and motor regions where neural activity has been shown to correspond with or anticipate a variety of actions including those driven by sensory stimuli or associated with higher-order decision making (Andersen 1997; Erlich et al. 2015; Harvey et al. 2012; Platt and Glimcher 1999; Raposo et al. 2014; Reep et al. 1994; Shadlen and Newsome 2001) .
RSC and PPC projection patterns diverge with respect to the hippocampal formation (HPC), rhinal cortices, and thalamic nuclei, which are known to map spatial relationships with respect to the external world. RSC forms a significant cortical feedback loop with the HPC via reciprocal projections to anterior thalamic nuclei that directly innervate the HPC. Furthermore, RSC forms both afferent and efferent projections with the subiculum, the primary output structure of the HPC, and receives sparse direct projections from HPC subfield CA1 (van Groen and Wyss 1990 Wyss , 2003 Wyss and Van Groen 1992) . Accordingly, RSC is ideally positioned to integrate cortical processing with the HPC for navigation but also may function to consolidate both spatial and nonspatial mnemonic processing of the HPC (Cowansage et al. 2014; Czajkowski et al. 2014; Tse et al. 2011) . Beyond direct HPC connectivity, RSC is reciprocally connected to the entorhinal, postrhinal, and perirhinal cortices, as well as all subicular subfields (Burwell and Amaral 1998; Czajkowski et al. 2013; Kononenko and Witter 2012; Sugar et al. 2011; van Groen and Wyss 1990 Wyss and Van Groen 1992) . PPC also exhibits reciprocal connectivity to allocentric spatial systems but with lower density than that observed in RSC. PPC receives sparse afferent projections from the rhinal cortices and primarily projects to the presubiculum (Burwell and Amaral 1998; Olsen et al. 2017) . However, the region is strongly reciprocally connected to dysgranular RSC, which may provide a mode by which PPC computations can reach the hippocampus and associated parahippocampal input and output structures (Olsen et al. 2017) .
Spatial representations in retrosplenial and parietal cortex. The convergence of sensory, motor, and spatial inputs into PPC and RSC implicate these regions as important for sensorimotor coordination and reference frame transformations critical for navigation relevant processes (Byrne et al. 2007 ). Accordingly, PPC and RSC populations represent a multitude of spatial variables relevant to fluid navigation not observed in HPC, including action state, route progression, distance, and heading orientation. Here, we place special emphasis on the prevalence of conjunctive spatial representations, afforded by associative connectivity, that are observed in both cortical regions. Conjunctive sensitivity is often manifested in neural populations as "gain fields," wherein the firing rate magnitude of a neuron in response to one spatial variable (e.g., position of a visual stimulus on a screen) is decreased or increased (i.e., gainmodulated) as a function of a second spatial variable (e.g., head orientation of the animal (Andersen et al. 1985) . Several lines of research have indicated that networks of neurons exhibiting conjunctive encoding can be linearly combined to approximate reference frame transformations that are nonlinear in nature (Pouget and Sejnowski 1997; Pouget and Snyder 2000) . This property is likely critical for converting allocentric spatial representations to egocentric motor commands and vice versa (Andersen et al. 1993; Buneo et al. 2002) . Furthermore, reference frame transformations computed in associative cortices may be especially important for the formation and maintenance of grid, border, object, or place cell representations, which are necessarily abstractions of egocentric sensory information.
Egocentric representations of actions in the association cortices. Subsets of neurons in both RSC and PPC exhibit firing correlates with components of self-motion (e.g., angular velocity) which might reflect integration of optic flow, motor efference, vestibular input, or some combination of the aforementioned variables (Fig. 5A) Nitz 2015, 2017; Cho and Sharp 2001; McNaughton et al. 1994; Nitz 2006 Nitz , 2009 Nitz , 2012 . Tracking of self-motion information has also been observed in human RSC (Chrastil et al. 2016; Sherrill et al. 2013) . Self-motion correlates can be highly context dependent, varying greatly for a single neuron in track-running vs. free foraging in an open field. As such, self-motion encoding in these networks is flexibly recruited, indicating that a designated population of neurons that solely encode specific behavioral variables is unlikely to exist.
Action-specific firing can exhibit reliably distinct activity peaks across multiple positions associated with a specific action (i.e., individual retrosplenial or parietal neurons may respond differently for all instances of a right turn on a labyrinthian maze), suggesting that the self-motion encoding observed in these associative structures is gain modulated by other spatial variables (Fig. 5A) (Alexander and Nitz 2015; Nitz 2006) . In some cases, these egocentric action responses can be modulated by allocentric position within an environment (Alexander and Nitz 2015) . This is one form by which responses of RSC and PPC neurons conjunctively encode across spatial coordinate systems, in this case simultaneously representing the execution of an action (egocentric) and the position of that action within a route (route-centric) or relative to the boundaries of the observable environment (allocentric). This form of conjunctive encoding provides a mechanism by which self-motion is registered with respect to external location or heading orientation of the animal, which could be critical for path integration. Specifically, gain modulation on turn-related activation within traversal of a well-known trajectory is one mechanism by which RSC and PPC represent the animal's position within a route.
Importantly, a systematic analysis of the source of selfmotion correlates in these regions has not been conducted at this time, and, thus, it is unclear whether these regions are involved in the engagement of motor systems for action execution or represent the current action state for downstream spatial updating, or both. PPC turn-related activation has been shown to anticipate action execution, which indicates PPC might be involved in signaling motor circuits about navigational plans (Whitlock et al. 2012) . A similar analysis has not yet been conducted in RSC. However, given dense connectivity from RSC to regions critical for spatial representation, it is possible that RSC self-motion encoding is more involved in updating self-location estimates to be utilized by these structures.
Representation of progression through routes. For most animals, day-to-day spatial navigation occurs along constrained routes (e.g., tunnels, paths, or streets) leading to and from behaviorally relevant goal locations. Neural representations of well-known routes are observed in both PPC and RSC (Alexander and Nitz 2015 Nitz , 2017 Nitz 2006 Nitz , 2009 Nitz , 2012 Whitlock et al. 2012) . Neurons that encode position within a route often exhibit complex, yet spatially reliable, activation patterns that generate distinct rates for each position within the route (Fig.  5B) . Ensembles of route-encoding neurons can be utilized to accurately reconstruct the animal's location within a known This indicates that the spatial activity is referenced within route space. Furthermore, firing rate fluctuations are unrelated to any particular behavioral variable (i.e., turn-type or straight running). C: example RSC neuron exhibiting subroute encoding with gain modulation to distinguish route locations sharing highly similar local structure. Left: tracking data in gray of smooth traversals during route running along a plus-shaped track. In black, positions where the RSC neuron fired an action potential. Starting and ending locations are indicated with a black circle and square, respectively. Lines and numbers indicate the second right turn in repeating double right turn sequences. Right: linearized firing rate profile of the same neuron shows spatially periodic activation corresponding to positions within the route sharing analogous local structure (i.e., occurring between two right turns). Gain modulation along the route generates reliably different activity peaks among the firing fields, enabling a representation of position within local topology and the full route simultaneously. Data adapted from Alexander and Nitz (2015) ; Nitz (2009); Alexander and Nitz (2017) .
trajectory on the order of centimeters. These firing rate profiles cannot be accounted for purely by self-motion or spatial position within the broader environment, indicating that this form of RSC and PPC activity is anchored to locations within the route itself. Route encoding differs between RSC and PPC in at least one critical way. PPC route encoding is invariant to the spatial position or orientation of the route within the allocentric space, generating highly similar patterns of activation for similarly shaped routes positioned in distinct environmental locations (Nitz 2006 (Nitz , 2009 . Conversely, RSC population activity will robustly encode route progression at a single allocentric position but will exhibit alterations in activity when the same route is translated or rotated to a different position in the environment (Alexander and Nitz 2015) . Thus, route-referenced activity in RSC is conjunctively sensitive to the animal's position within a route as well as the external position of the route within the environment. Furthermore, RSC route encoding has solely been observed on constrained environments, but PPC neurons have been shown to exhibit similar route activation patterns on trajectories with or without route-defining boundaries (e.g., such as in open field environments; Whitlock et al. 2012) . Further analysis of route representation in animal's traversing known routes in open environments is needed to more completely describe this form of spatial representation.
Interestingly, when a route contains multiple segments that are similarly shaped, PPC and RSC networks may employ "gain field" modulation to distinguish route locations sharing highly similar local structure ( Fig. 5C) Nitz 2015, 2017; Nitz 2012) . Thus, RSC and PPC ensembles can simultaneously encode the position of an animal within a subroute of the trajectory as well as the position of that subroute within the entire path. RSC and PPC subroute representations are similar to observations in humans that bloodoxygen-level dependent (BOLD) activity patterns reflect occupation of analogous positions and heading orientations relative to the locally defined topology (Marchette et al. 2014) .
Recent work has demonstrated that RSC route representations can manifest as spatial firing rate profiles with symmetric characteristics, which in turn can be utilized to decode the animal's distance from any point within the trajectory (Alexander and Nitz 2017). This property is consistent with recent fMRI work demonstrating that RSC BOLD activity is related to distance traveled along a virtual track Wiener et al. 2016) . RSC distance encoding of this form could underlie path integration deficits following lesions or inactivation of the RSC (Cooper et al. 2001; Elduayen and Save 2014) .
Conjunctive allocentric spatial representations: beyond place cells and head direction. Currently there have been limited reports of place cells and no reports of grid cells in either PPC or RSC during free foraging in two-dimensional environments (Cho and Sharp 2001; Jacob et al. 2017; Mao et al. 2017) . The lack of these responses is likely the result of the diversity of inputs to both regions and strong egocentric influences that vary independently of the animal's position within the environment. Implementation of statistical methods that characterize activity beyond spatial tuning curves would likely further reveal spatial sensitivity that transcends multiple spatial frames of reference (Hardcastle et al. 2017; Raposo et al. 2014; Rigotti et al. 2013) .
In contrast to the absence of place cells or grid cells, allocentric head direction cells similar to those observed in anterior thalamic nuclei (Taube 1995) or subicular subfields (Taube et al. 1990 ) have been observed in both PPC and RSC, albeit in greater numbers in the RSC Nitz 2015, 2017; Chen et al. 1994; Cho and Sharp 2001; Jacob et al. 2017; Shine et al. 2016; Wilber et al. 2014) . Recent work has revealed subsets of neurons in RSC and PPC that extend our understanding beyond the standard head direction neuron. Wilber et al. (2014) identified a population of PPC neurons that encode the angle to a behaviorally relevant landmark relative to the animal, irrespective of the navigational state or position of the rat within the recording environment. These "egocentric cue direction" neurons are likely imperative for goal-directed navigation and navigation strategies that require computations of vectors relative to distal landmarks. Additionally, a subset of parietal neurons encoding egocentric cue direction exhibited conjunctive representations of the animal's allocentric heading orientation in the environment. That is, the egocentric cue direction and allocentric heading direction of the animal are solely encoded by the neuron when both tuning preferences are satisfied simultaneously. These conjunctive responses suggest that PPC neurons can potentially map the position of the landmark within the broader environment as computed from the position of the landmark relative to the animal. Importantly, neurons with this form of spatial sensitivity are likely critical for orientation behavior and trajectory updating during goaldirected navigation. It is unclear whether similar responses are observed in RSC, although recent reports suggest that the region may encode navigational cues (Vedder et al. 2016) .
A recent study identified a subpopulation of dysgranular RSC neurons that encoded heading orientation relative to local visual landmarks in a two-compartment environment with rotational symmetry (Jacob et al. 2017) . Following exposure to the environment in the light, this population continued to exhibit local head direction tuning in darkness. Additional experiments are needed to assess what influence visual information has on the initial construction of local-cue referenced head direction representations given the preponderance of visual inputs to dysgranular RSC. Nevertheless, the existence of local head direction tuning could prove vastly important for multiple landmark-based navigation strategies that may require offset detection between proximal and distal cues. The same study replicated the existence of RSC place-specific responses that are head direction sensitive, a conjunctive representation thought to be potentially critical for the calibration and stable representation of the broader head direction network (Bicanski and Burgess 2016; Cho and Sharp 2001; Jacob et al. 2017) .
CONCLUSIONS
This review demonstrates the wide range of data concerning the potential mechanisms for coding of different aspects of the spatial pose of an animal in both cortical and subcortical structures. The data indicate that distributed circuits of neurons can gate complex transformations of neuronal activity to generate internal spatial representations based on external sensory input, resulting in neurons that exhibit response properties relevant to many features of spatial behavior. Data shows intriguing relationships and differences in the neural coding between different regions. Data shows place cells largely confined to hippocampus, as well as more broadly distributed head direction cells in dorsal presubiculum, entorhinal cortex, and retrosplenial cortex as well as anterior thalamus. Research has demonstrated grid cells and boundary cells in entorhinal cortex and subiculum. Neuronal responses consistent with the transformation between egocentric and allocentric representations have been shown in retrosplenial cortex and parietal cortex, including neurons coding direction of motor actions and the position within a route, as well as allocentric position and interactions between these spatial features.
A combination of new neurophysiological data and sophisticated computational modeling will be necessary to understand how complex transformations generate internal spatial representations based on external sensory input. As noted above, spatial coding of location and head direction could arise from self-motion information coded by proprioceptive feedback about self-motion or the computation of self-motion based on changes in the relative angle of sensory features. This process may involve ascending pathways through the medial septum and the regulation of theta rhythmic activity by running speed and direction but might also involve cortical computations based on the optic flow of sensory features. Alternately, spatial coding of allocentric location and head direction can arise from complex transformations of the egocentric angle of sensory features to determine location and head direction. This could involve the interaction of a number of different cortical regions, including the interaction of sensory cortices, retrosplenial cortex, and parietal cortex with the coding of location and head direction in the medial entorhinal cortex. Understanding these processes will require detailed computational theories of the generation, selection, and propagation of multiple forms of transformations mediated by neuronal circuits, as well as neurophysiological data testing hypotheses about the mechanism of these neuronal transformations. 
