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Introduction
A major challenge in mathematical modeling is to accurately identify the parameters of physical systems.
When the underlying system is chaotic in nature, the exactness of the parameters is critical to producing
accurate model predictions. For a chaotic system, a small change in parameters can dramatically alter
the qualitative behavior of the physical state. In fluid dynamics, whether or not the flow exhibits turbulent
behavior is dictated by the size of certain parameters. Generally speaking, the dynamical behavior of systems
may bifurcate drastically when parameters exceed certain thresholds; this phenomenon is a central theme of
our work.
Data assimilation combines real world data with mathematical models in order to improve their predictive
capabilities. A focus in recent years has been to develop a first-principles understanding of data assimila-
tion when the dynamics of the underlying model are given by partial differential equations (PDEs) [OT03;
HOT11; Blö+13; AOT14; SS15; BOT15; BML18; MT18; IMT19; Bis+19]. Data assimilation techniques are
commonly applied in areas such as weather prediction [Alt+17; FJT15; FLT16b; FLT16c; FLT17; JMT17;
Jol+19; Far+18] and fluid modeling [MTT16; ANT16; FMT16; FLT16a; LRZ19; LP20; BBJ20]. For ex-
ample, a fluid flow of particular interest is Rayleigh-Bénard convection. Rayleigh-Bénard convection occurs
when a fluid is heated from the bottom and cooled at the top, and the temperature difference between the
boundary layers is large enough to induce fluid motion. On geological timescales, the earth’s mantle can be
modeled as a three dimensional (3D) Rayleigh-Bénard system. Data assimilation can be used to incorporate
physical measurements of the earth’s mantle into the PDE given by the 3D Rayleigh-Bénard equations. The
resulting model can then be used to predict the temperature and velocity of the mantle in future years.
Inherent limitations to real-world data collection cause data to have coarse spatial and temporal resolu-
tions. An important problem to study is how one can reconstruct the full physical state ‘on-the-fly’ — that
is, as the data is being collected — while simultaneously estimating the unknown parameters. The problem
is further complicated if the model does not correctly represent the system of interest or if the measurements
contain random noise.
We will study simultaneous parameter estimation and state recovery using the Lorenz equations as both
the model and the true system. Indeed, in a certain regime of parameters, the Lorenz equations may be viewed
as a toy model for Rayleigh-Bénard convection (see Section 1.1). In general, however, the Lorenz equations
are a vehicle for probing the effects of nonlinear dynamics. As a preliminary study, we will not consider
the effects of model or observational error. Our goal is to develop a rigorous analytical basis for parameter
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estimation that is additionally corroborated by numerical simulations. Furthermore, we will use numerical
simulations to examine the sensitivity of the parameter recovery algorithm to the underlying deterministic
dynamics. Because the Lorenz equations are a system of ordinary differential equations (ODEs), its solution
theory is well understood and the proofs do not require much background to understand or carry out. On the
computational end, the Lorenz equations are much easier to simulate than a PDE since ODEs are ultimately
finite dimensional. Moreover, general ODE solvers are available through open-source scientific computing
packages such as SciPy. These factors make it possible to produce a large volume of simulations over a
relatively short period of time. Due to the relation of the Lorenz equations to the Rayleigh-Bénard system,
the present work may be viewed as a stepping stone towards a rigorous study of parameter estimation in the
Rayleigh-Bénard equations.
Nudging is a data assimilation method popularized in the 1970s by [HA76] that recovers the full physical
state from incomplete measurements of the system. Nudging works by directly inserting observations into
an approximating solution that is being integrated forward in time. A slight but significant modification
of this method that garnered interest from the mathematics community was presented in [AOT14], which
introduced a framework making it possible to rigorously study practical implementations of the associated
algorithm at the level of the PDE — that is, at the level of the equations of the underlying phenomena
themselves. The authors of [AOT14] prove the synchronization of the approximating signal with the true
signal in the context of the 2D incompressible Navier-Stokes equations. The algorithm, which we refer to as




= F (u), (1)
where the initial state u(0) = u0 is unknown. Let Ih(u(t)) be an interpolation of the measurements for
t ∈ [0, T ] where the measurements have a spatial resolution of h. For example, Ih(u(t)) could be the
interpolation of u(t) between vertices of a 2D grid, where each grid square has side length of h. Next, an
approximating solution v(t) is constructed that satisfies
dv
dt
= F (v)− µ(Ih(v)− Ih(u)),
where µ > 0 is the relaxation parameter and the initial state of v is arbitrary. The approximating solution
v(t) is expected to synchronize with u(t) as t increases and measurements are continuously provided.
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There is an intuitive explanation for why AOT nudging works. If µ is taken to be sufficiently large, then




driving v(t) down towards Ih(u(t)). This works in the other direction as well. We have




driving v(t) up towards Ih(u(t)). Hence by adjusting the tunable parameter µ accordingly, one may in
principle ensure convergence to the true solution represented by u. The rate at which the assimilating
solution relaxes to the observed solution is on the order of O(1/µ). It should be noted that AOT nudging was
designed for dissipative dynamical systems of the form (1) with global-in-time solutions, a finite-dimensional
global attractor, and a finite set of determining parameters. The finite dimensionality of the Lorenz attractor
was shown in [DG95] and the existence of global-in-time solutions follows from the existence of an absorbing
set, which is discussed in Section 1.2.2.
Suppose F = F (u, α1, . . . , αn) depends on a set of system parameters α1, . . . , αn. In addition to an




= F (u, α1, . . . , αn),
dv
dt
= F (v, β1, . . . , βn)− µ(Ih(v)− Ih(u)).
The question remains as to how the values of βi can be updated in such a way that βi converges to αi over
time for all i = 1, . . . , n. This problem has been studied in [CHL20] for viscosity in the 2D Navier-Stokes
equations and in [PWM21] for the 1D Kuramoto-Sivashinsky equation. In the present study, we will be
following the parameter estimation approach described by the former. The latter proposes a new approach
for concurrently estimating multiple parameters in such a way that the observed error is minimized.
We now state the Lorenz equations alongside the assimilated system, assuming continuous partial obser-
vations of a solution to the Lorenz equations. The observations will consist of one or more components of
the Lorenz solution. We define three relaxation parameters µ1, µ2, µ3 corresponding to the three solution
components. The assimilated system takes a slightly different form depending on which variable(s) is(are)
observed. For example, if x is the only observed variable (so that the set of observational measurements is
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given by {x(t)}t≥0), then µ2, µ3 are set to zero.
ẋ = −σx+ σy ˙̃x = −σ̃x̃+ σ̃ỹ − µ1(x̃− x)
ẏ = ρx− y − xz ˙̃y = ρx̃− ỹ − x̃z̃ − µ2(ỹ − y)
ż = −βz + xy ˙̃z = −βz̃ + x̃ỹ − µ3(z̃ − z)
Here, σ̃, ρ̃, β̃ denote estimates of σ, ρ, β.
The parameter estimation approach described in [CHL20] is based on the observation that the difference
‖Ih(v)− Ih(u)‖L2 becomes approximately constant after some time. By setting the evolution equation of
the difference to zero and performing a magnitude analysis to determine which terms are negligible in
the equation, we can obtain an estimate for the unknown parameter in terms of the known variables and
parameters (if any known parameters exist). Applying this approach to the Lorenz system yields the following
rules for updating σ̃, ρ̃, β̃ over time. The subscript n represents the variable or parameter evaluated at the
time of the nth parameter update.
















Two other sets of update formulas will be derived in Section 1.1.
The current topic, simultaneous state and parameter recovery in the Lorenz system, has been studied
since at least 1999. The authors of [MA99] define the assimilating solution exactly as above but their
recovery formulas are derived following a different heuristic argument. For example, they estimate σ from







where δ > 0 is referred to as the stiffness constant. Approximating σ̃ using a forward Euler formula gives






Both parameter formulas are seen to ‘nudge’ the parameter estimate in the same direction, since the terms
in (2) and (4) weighted by µ1 and δ share the same sign. However, the [MA99] formula does not necessarily
nudge σ̃ with the correct magnitude. We see this by substituting σn ≈ σ, σ̃(t+ dt) ≈ σ in (2), (4). There is
no reason to expect the equality to hold in the latter case, whereas a heuristic argument exists for the former
as long as µ1 is sufficiently large (see Section 1.1). The parameter estimates defined by (2) are rigorously
shown to monotonically converge to the true parameters in [Car+21]. That is, conditions for the monotonic
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convergence of (2) are stated and proven for any combination of unknown Lorenz parameters, provided that
the appropriate variables of the solution are observed.
Organization
This document is organized as follows. Section 1 gives background information for studying parameter es-
timation in the Lorenz equations as well as the formal derivation of multiple parameter recovery formulas.
Section 1.1 describes how the Lorenz equations can be obtained from the Rayleigh-Bénard equations. Sec-
tion 2 proves two main results, the first being a rigorous justification of the recovery formulas (Section 2.1)
and the second being an upper bound for a fixed interval h between observation times (Section 2.2). Sec-
tion 3 describes a broad computational study of parameter estimation for the Lorenz equations. We illustrate
the dependence of the parameter estimation algorithm on the solution dynamics (Section 3.3), compute the
lower bound of the relaxation parameter (Section 3.6), and compare the theoretical upper bound of h to the
computed upper bound (Section 3.7).
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1 Background
The Lorenz equations are a system of ODEs with parameters σ, ρ, β. At low Prandtl numbers, the Lorenz
system acts as a dramatically simplified model of Rayleigh-Bénard convection, a type of fluid flow described
by a system of PDEs. Their relationship is best understood through the derivation of the Lorenz system
from the Rayleigh-Bénard equations. We begin this section with the derivation (Section 1.1), followed by
some basic properties of the Lorenz equations (Section 1.2) which will be assumed in Section 2 and Section 3.
Lastly, we describe how one can estimate the parameters of the Lorenz equations from partial observations
of the solution (Section 1.3).
1.1 Deriving the Lorenz equations
The Lorenz system was first presented in 1963 [Lor63]. It is obtained by a severe truncation of the Rayleigh-
Bénard equations, retaining just three Fourier modes of the original system. Since then, the Lorenz equations
have arisen in a multitude of physical contexts, including weather prediction and the modeling of a chaotic
waterwheel [Str15]. The Lorenz equations are an ideal system for conducting proof-of-concepts; it is simple
to analyze and simulate but nevertheless exhibits complex behavior.
We adopt the following subscript/superscript convention.
x1, x2, . . . , xd ←→ coordinates of Rd
e1, e2, . . . , ed ←→ standard basis vectors in Rd






, . . . ,
∂
∂xd
Consider a spatial domain Ω = [0, L]2 × [0, h] with length L, height h, and periodicity in the x1, x2
directions. The domain is warmed at the bottom at a temperature of T = Tw and cooled at the top at a
temperature of T = Tc. The (positive) temperature difference between the bottom and top layers is denoted
δT = Tw − Tc.
A fluid packet, a small collection of fluid particles, becomes less dense when it is heated. A hot upward
moving fluid packet is propelled by buoyant forces into a colder region. If the buoyant force causes the packet
to move faster than its temperature can drop, then it will continue to move upwards until it reaches the
boundary and eventually sinks. This pattern of motion is referred to as a “convective roll”. On the other
hand, if the buoyant force is too weak, the packet will either remain stable or sink. Moreover, if δT was not
large enough to begin with, then Rayleigh-Bénard convection does not occur.
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(a) The 3D spatial domain. (b) Snapshot from a 2D simulation (source).
Figure 1.1





When the Rayleigh number exceeds a critical value, it means that the fluid moves predominantly via con-









• DT is the thermal diffusion coefficient
• α is the thermal expansion coefficient (i.e. the change in density per unit change in temperature)
• ρ0 is the initial density of the fluid
• g is the gravitational constant
• µ is the viscosity of the fluid
We refer the reader to [Hol04] for the details of obtaining (6) from (5).
The Rayleigh-Bénard equations are defined more generally for an incompressible d dimensional fluid
v in the domain Ω = [0, L]d−1 × [0, h].
ρ (∂tv + (v · ∇)v) = −∇p− ρged + µ∇2v
∂tT + (v · ∇)T = DT∇2T
(7)
v|xd=0 = v|xd=h = 0, T |xd=0 = Tw, T |xd=h = Tc, v, T are L-periodic in x1, xd−1
∂dv
1|xd=0 = ∂dv1|xd=h = 0
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For the purpose of the derivation, let d = 3 and assume that the fluid is constant in the x2 direction. We
will use v = (v1, v3) to denote the nontrivial directions. The 2D non-dimensionalized Rayleigh-Bénard
equations have a domain of Ω = [0, L/h]× [0, 1].
1
Pr (∂tv + (v · ∇)v) = −∇p+ Ra e3τ +∇
2v
∂tτ + (v · ∇)τ − v3 = ∇2τ
(8)
v|x3=0 = v|x3=h = 0, τ |x3=0 = τ |x3=1 = 0, v, τ are L/h-periodic in x1
∂3v
1|x3=0 = ∂3v1|x3=1 = 0
The dimensionless parameter Pr = νDT is the Prandtl number, where ν = µ/ρ0 is kinematic viscosity.
The variable τ represents the deviation of T from a linear solution. Let Ψ(x1, x3, t) be a stream-function
satisfying v1
v3








∂t(∇2Ψ)− ∂3(∂3Ψ∂1∂3Ψ− ∂1Ψ∂23Ψ)− ∂1(∂3Ψ∂21Ψ− ∂1Ψ∂3∂1Ψ)
)
= Ra ∂1τ +∇4Ψ
∂tτ − ∂3Ψ∂1τ + ∂1Ψ∂3τ − ∂1Ψ = ∇2τ
A standard PDEs technique is to expand each of Ψ, τ as a Fourier series, resulting in an infinite set of ODEs.
Reducing this infinite set of equations to a finite set is known as a Galerkin procedure. In 1962, it was
discovered that, for certain values of Ra and Pr, the long-term dynamics of the Rayleigh-Bénard equation
could be captured by a three-mode truncation [Sal62]. The boundary conditions of v, τ are satisfied by the
following ansatz, where a is a wave number to be specified.
Ψ(x1, x3, t) = ψ(t) sin(πx3) sin(ax1),
τ(x1, x3, t) = T1(t) sin(πx
3) cos(ax1)− T2(t) sin(2πx3)
The spatial part of Ψ models the convective rolls being formed in the fluid. Meanwhile, the temporal part T1
gives the “temperature difference between the upward and downward moving parts” of the roll. The other
temporal part T2 gives the “deviation from the linear temperature variation in the center of a convective [roll]
as a function of vertical position” [Hol04]. The final step is to make the change of variables (π2 + a2)t 7→ t
8




· ψ(t), y(t) = ρπ√
2
· T1(t), z(t) = πρ · T2(t),










Substituting x, y, z into the equations for Ψ, τ yields the Lorenz equations.
ẋ = −σx+ σy
ẏ = ρx− y − xz
ż = −βz + xy
Let us echo some remarks from [Hol04] on the efficacy of the Lorenz equations as a model for Rayleigh–
Bénard convection. The truncation only allows for one spatial mode in the x1 direction with wavelength
2π/a. If the temperature difference δT between the top and bottom plates is too large and more complex
spatial structures develop, then the Lorenz equations no longer provides a useful model. Note that the
coupling between fluid motion and temperature is represented in the nonlinear terms xz and xy. However,
the convection term (v · ∇)v is not represented, due to the ansatz used for Ψ.
Let us also remark on the wave number a. The origin is an unstable fixed point for the Lorenz equations





Minimizing the right side over a ≥ 0 gives a = π/
√
2. Hence, the onset of fluid convection can be observed
at Ra ≥ 27π4/4. For a = π/
√
2, we have β = 8/3, which is the commonly assumed value.
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1.2 The Lorenz equations
The Lorenz equations are stated below. We will refer to σ as the Prandtl number and ρ as the Rayleigh
number.
ẋ = −σx+ σy, x(0) = x0
ẏ = ρx− y − xz, y(0) = y0
ż = −βz + xy, z(0) = z0
(9)
1.2.1 Fixed points and stability
The dynamical behavior of a solution to a 2D linear system is completely characterized by the trace and
determinant of the coefficient matrix [Str15]. The (negative) trace and determinant are, respectively, the
monomial coefficient and constant coefficient of the characteristic polynomial. A similar characterization
exists for higher dimensional linear systems by considering the higher order coefficients. This characterization
extends to nonlinear systems and allows one to predict the behavior of solutions near fixed points. To
illustrate, let f : Rn → Rn be a nonlinear function and let x be a solution to
ẋ = f(x), x(0) = x0 ∈ Rn. (10)
A fixed point is a constant solution x∗. Let δ = x − x∗ be a small perturbation about x∗ and use a
Taylor series to expand δ̇ about x∗.





Assuming the quadratic terms are negligible, this equation tells us that δ evolves according to the Jacobian
matrix Df . This is referred to as the linearization of (10).
The origin is a fixed point for the Lorenz system for all values of σ, ρ, β. When ρ is increased from 0 to
1, a pitchfork bifurcation at ρ = 1 creates a symmetric pair of fixed points P± ([Str15]). These are given by
P± = (±x∗,±y∗, z∗), x∗ = y∗ =
√
β(ρ− 1), z∗ = ρ− 1. (11)



















Let us first consider the case where x∗ is the origin. The characteristic polynomial associated to the coefficient
matrix is
0 = (λ+ β)((λ+ σ)(λ+ 1)− σρ) = (λ+ β)(λ2 + (σ + 1)λ+ σ(1− ρ)).
When ρ > 0, this has three real roots, one of which is positive when ρ ≥ 1 and all of which are negative
when 0 < ρ < 1. Hence, the origin is globally stable within the interval 0 < ρ < 1, so that every trajectory
converges to the origin in the limit t→∞. This is proven in the following proposition of [Str15].
Proposition 1.2.1 ([Str15], §9.2). The origin is a globally stable solution of the Lorenz equations for ρ ∈
(0, 1).
Proof. Define the Lyapunov function
V (x, y, z) =
1
σ
x2 + y2 + z2,






xẋ+ yẏ + zż
= x(y − x) + y(ρx− y − xz) + z(xy − βz)
= (ρ+ 1)xy − x2 − y2 − βz2.

















By assumption, (ρ + 1)/2 < 1. This implies that if (x, y, z) 6= (0, 0, 0), then the right hand side is strictly
negative. Moreover, V̇ = 0 if and only if x = y = z = 0. Hence, any nonzero solution will approach the
origin as t→∞. 
Now let x∗ be one of the nontrivial fixed points P±. The characteristic polynomial associated to the
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coefficient matrix is
0 = (λ+ σ)[(λ+ 1)(λ+ β) + (x∗)2] + σ[(x∗)2 − (λ+ β)]
= (λ+ σ)[λ2 + (β + 1)λ+ βρ] + σ(βρ− 2β − λ)
= λ3 + (σ + β + 1)λ2 + (βρ+ σ(β + 1))λ+ σβρ+ σβρ− σβ − 2σλ
= λ3 + (σ + β + 1)λ2 + β(σ + ρ)λ+ 2σβ(ρ− 1).
When ρ > 1, this polynomial has one real negative root and two complex conjugate roots. If the product
of the coefficients of the non-constant terms is equal to the constant term, then the two complex roots are
pure imaginary. This condition can be stated in terms of a critical value ρc of ρ.
β(σ + β + 1)(σ + ρ)︸ ︷︷ ︸
product of coefficients
= 2σβ(ρ− 1)︸ ︷︷ ︸
constant term
⇐⇒ ρ = σ(σ + β + 3)
σ − β − 1
:= ρc
The fixed points P± are linearly stable in the interval 1 < ρ < ρc, but lose stability at ρ = ρc in a subcritical
Hopf bifurcation. This means that as ρ↗ ρc, the unstable limit cycles enclosing P± shrink to the points
themselves. We summarize our work so far in Table 1.1. Further details about the dynamics of the Lorenz
system in the interval 0 < ρ < ρc can be found in [BBS12], though such granularity is not required for this
study.
Origin P±
• Fixed point for all parameters
• Globally stable for 0 < ρ < 1
• Saddle node for ρ > 1; a pitchfork
bifurcation occurs at ρ = 1
• Fixed points for ρ > 1
• Linearly stable for 1 < ρ < ρc
• Lose stability at ρ = ρc in a subcriti-
cal Hopf bifurcation
Table 1.1: Fixed points of the Lorenz system.
The characterization of the Lorenz system in Table 1.1 has been known since Edward Lorenz’s seminal
1963 paper [Lor63]. It captures the salient features of the Lorenz system, such as the onset of chaotic behavior
at ρ = ρc, but does not completely describe the three-dimensional phase space. Recent studies have explored
the full three-dimensional phase space through extensive simulations (see [Dul+07; BS07; BBS12; BSS12;
Alg+15; BDT15] for a few examples). We found the resulting visualizations of the 2D/3D phase space to
be very helpful in realizing that parameter estimation was closely related to the dynamics of the system. A
few of these visualizations have been reproduced here in Figure 1.2 and Figure 1.3. We further examine the
relationship between parameter estimation and the dynamics of the underlying system in Section 3.3.
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Figure 1.2: Figures from [Dul+07] illustrating both the small and large-scale dynamics of the Lorenz equa-
tions in the (ρ,σ) plane. The area left and right of the ρc curve are colored black and white. Overlaid colors
correspond to the period of the attractors: “yellow for orbits of period 1, red for period 2, green for period
4, blue for period 8, gray for period 3, olive for period 6”.
Figure 1.3: This figure from [Alg+15] shows the boundary of the chaotic region in three dimensions.
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1.2.2 Radius of the absorbing ball
A central assumption in data assimilation is that the underlying, ideal reality is represented by a dynamical
system. The observed reality, however, may be corrupted by errors at the level of measurements or the
model itself. For the purposes of our analysis, we will neglect the presence of such errors and assume an
ideal setting.
The Lorenz equations are known to be a dissipative system. This means that there is a mechanism for
removing energy as time evolves, such as friction. A dissipative system can be defined rigorously as follows.
Consider a dynamical system in three dimensions.
ẋ = f(x), x(0) = x0 ∈ R3
Let S be a closed surface bounding the volume V . Let S(t) denote the surface evolved to time t under the
flow and enclosing a new volume V (t). Denote the outward normal of S(t) by n. If the system is dissipative,
then it should satisfy V̇ < 0. The volume V (t+ dt) can be computed over patches of the surface at time t.
Using the fact that f is the instantaneous velocity of x, we get
V (t+ dt) = V (t) +
∑
dA





= V (t) +
∫
S(t)









f · n dA =
∫
V (t)
∇ · f dV.
We now see that the Lorenz system is dissipative, since
∇ · f = ∂
∂x
[σ(y − x)] + ∂
∂y
[ρx− y − xz] + ∂
∂z
[−βz + xy] = −σ − 1− β < 0.
For additional details regarding dissipative systems, we refer the reader to [Str15].
An important property of dissipative systems is the existence of an absorbing set D. This means that
for every U ⊂ R3 bounded, if x0 ∈ D, then there exists a time T = T (U) such that the solution with initial
position x0 satisfies x(t) ∈ D for all t ≥ T . Before proving this for the Lorenz equations, let us introduce a
helpful lemma, which looks similar to Young’s inequality, that will be used liberally in Section 2.









Proof. This follows from the positivity of ε.














We would like to prove that every initially bounded solution of the Lorenz equations with parameters
σ, ρ, β eventually settles within the same bounded set in finite time. Towards this end, we define R(t) as
R(t) = ‖(x(t), y(t), z(t)− σ − ρ)‖2.
Proposition 1.2.2 (Bounds of the Lorenz system). Suppose σ, ρ, β > 1. Let t0 ≥ 0 be the initial time.
Then any solution of the Lorenz equations with bounded initial data satisfies














Ṙ = xẋ+ yẏ + (z − σ − ρ)ż
= x[σ(y − x)] + y[ρx− y − xz] + (z − σ − ρ)[−β(z − σ − ρ)− β(σ + ρ) + xy]
= −σx2 − y2 − β(z − σ − ρ)2 − β(σ + ρ)(z − σ − ρ).
Apply Lemma 1.2.1 to the last term.






Ṙ ≤ −σx2 − y2 − (z − σ − ρ)2 + (σ + ρ)
2
4(β − 1)




The result then follows from Grönwall’s inequality. 
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Corollary 1.2.1 (Absorbing ball of the Lorenz system). Suppose σ, ρ > 0, β > 1. Let t0 ≥ 0 be an initial
time. Then any solution of the Lorenz equations with bounded initial data satisfies
R(t) ≤ R
for all t ≥ t0 + 12 log+ {2R(t0)/R}.
We have proved that the ball B of radius
√
R and center (0, 0, σ + ρ) is an absorbing set for the Lorenz
equations. This fact will be critically used in the energy estimates of Section 2.
1.3 Parameter recovery from partial observations
Recovering parameters from partial observations is an area of active research. Our work follows a recent
approach developed by [CHL20] to recover viscosity from the 2D incompressible Navier-Stokes equations.
The key observation behind their method was that after some time, the difference between the reference and
assimilating solutions becomes constant. Using this, one can leverage the evolution equation of the difference
to derive an estimate of the unknown parameter in terms of the observational measurements. We present two
recovery formulas derived in this way. A third formula will be presented for the case where observations only
known at a discrete set of regularly spaced points in time. Data assimilation in this scenario was originally
studied for the Lorenz equations and the 2D Navier-Stokes equations in [HOT11].
1.3.1 The assimilating system
In AOT nudging, one introduces an auxiliary system, which we refer to as the AOT system, that incorpo-
rates the continuous observations through a feedback-control term. The Lorenz system has three observable
components, each of which will be incorporated through the relaxation parameters µ1, µ2, µ3. In addi-
tion to auxiliary states, we introduce auxiliary parameters σ̃, ρ̃, β̃ which represent estimates of the true
parameters. The initial position of the assimilated system can be chosen arbitrarily.
˙̃x = −σ̃x̃+ σ̃ + ỹ − µ1(x̃− x)
˙̃y = ρ̃x̃− ỹ − x̃z̃ − µ2(ỹ − y)
˙̃z = −β̃z̃ + x̃ỹ − µ3(z̃ − z)
(13)
This setup can accommodate any combination of unknown parameters and observed variables. For example,
if σ is unknown and x is observed, then we set ρ̃ = ρ, β̃ = β and µ2 = µ3 = 0. This configuration will be
our primary focus.
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Let the differences between the assimilating system and the reference solution be denoted as
u = x̃− x, v = ỹ − y, w = z̃ − z.
The parameter differences are denoted
∆σ = σ̃ − σ, ∆ρ = ρ̃− ρ, ∆β = β̃ − β.
We obtain the following system for the differences.
u̇ = −(µ1 + σ)u+ σv + ∆σ(ỹ − x̃)
v̇ = −(µ2 + 1)v + ρu− uw − zu− xw + ∆ρx̃
ẇ = −(µ3 + β)w + uv + yu+ xv −∆βz̃
(14)
The derived recovery formulas, which dictate how σ̃, ρ̃, β̃ are updated in time, can vary depending on
how the difference system is written. In some cases, a component of the true solution may appear which
is not being measured. The variable appearing in the recovery formula must then be substituted with the
corresponding assimilated variable. As a result, the accuracy of the formula may rely on the assimilated
trajectory synchronizing with the true solution whenever the parameter estimates are close to the true values.
In the extreme case where there is no parameter error, we can prove that the assimilating solution converges
exponentially fast. To this end, define
K(t) = ‖(u(t), v(t), w(t))‖2.
Proposition 1.3.1. Suppose ∆σ = ∆ρ = ∆β = 0. Choose µ1, µ2, µ3 > 0 large so that
µ′ = 2 min
{
µ1 + σ − 2
[
















K̇ = −(µ1 + σ)u2 − (µ2 + 1)v2 − (µ3 + β)w2 + (σ + ρ)uv − zuv + yuw.
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Apply Lemma 1.2.1 to each of the mixed terms.
(σ + ρ)uv ≤ (σ + ρ)2u2 + 1
4
v2
zuv ≤ Ru2 + 1
4




yuw ≤ Ru2 + 1
4
w2





µ1 + σ − 2
[

















µ1 + σ − 2
[










The result then follows from Grönwall’s inequality. 
The condition in (15) suggests that one only needs to ensure that the first relaxation parameter µ1 is large.
However, we could have modified the usage of Lemma 1.2.1 so that this requirement fell on µ2, µ3, or all
three instead. But if one has continuous measurements of the full solution, the problem becomes trivial
because all parameters can be directly solved for from (9).
Exponential synchronization is no longer guaranteed when one or more parameters are unknown. Un-
















The formulation of the assimilating system changes when the observations are collected at discrete points in
time, rather than continuously. One has to define how the assimilating solution evolves between observation
times. This can either be done through an interpolant or by letting the assimilating solution evolve on its
own. We will be considering the latter approach as described in [HOT11]. There, the data is directly inserted
into the assimilating system at the observations times. For simplicity, suppose that only σ is unknown and
that x is being measured. Let
0 ≤ t0 < t1 < · · · < tn < · · ·
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be a sequence of observation times. We define x̃, ỹ, z̃ as the solution to
˙̃x = −σ̃x̃+ σ̃ỹ
˙̃y = ρx̃− ỹ − x̃z̃
˙̃z = −βz̃ + x̃ỹ
(16)
on the interval [tn, tn+1), for each n = 0, 1, 2, . . . . The initial conditions for y, z are chosen so that y(t), z(t)
continuous at t = tn.
x̃(tn) = x(tn), ỹ(tn) = lim
t↗tn
ỹ(t), z̃(tn) = lim
t↗tn
z̃(t)
For simplicity, we will be assuming that the observation times are regularly spaced. That is, there exists
some h > 0 such that that tn = hn.
1.3.3 Recovery formulas
























= −∆βz̃w + (yu+ x̃v)w − βw2 − µ3w2.
When the incorrect parameters are close to the true values, each term is expected to be small in magnitude
unless they are weighted by a large µi factor, for i = 1, 2, 3. Assume that the time derivatives of the
differences are small (this is demonstrated in Figure 1.4 where σ is unknown and σ̃ is fixed). We obtain
0 ≈ ∆σ(ỹ − x̃)u− µ1u2
0 ≈ ∆ρx̃v − µ2v2
0 ≈ −∆βz̃w − µ3w2.
Formally solving for the unknown parameter in each equation yields the estimates















Figure 1.4: The assimilating solution is evolved in time with a fixed σ̃ while the other parameters are known
exactly. and the error u2 is plotted. For clarity, the curves were smoothed using a moving average over
intervals of length t = 0.5 units.
which we refer to as the first recovery formulas. Let σn, ρn, βn denote nth updated value of the parameter












Then σn, ρn, βn as defined from the first recovery formulas satisfy the relations






















We derive a second set of recovery formulas by setting the difference system to zero, solving for the
unknown parameters, and replacing the unknown states appearing in the formulas with the corresponding
assimilated state. These will be referred to as the second recovery formulas.

















v + x̃z̃ − xz
x
)







w − x̃ỹ + xy
z
) (18)












Note that the superscript σ has been omitted and we have simply denoted xn = x
σ
n. The main difference
between the first and second recovery formulas is that the first does not directly depend on knowing the
true solution. In the second, we notably substituted the unknown states with their assimilated versions,
introducing error in the parameter approximation. The introduced error appears to complicate the analysis
of parameter convergence, which we do not carry out here, but does not affect the efficacy of the algorithm
when implemented.
Lastly, we use the same method to obtain a third σ recovery formula from discrete-in-time observa-
tions. The assimilating system (16) yields the following equation for u̇, which we assume to be negligible.
0 ≈ u̇ = −σ̃(x̃− ỹ) + σ(x− y)







Note that this estimate provides no new information at observation times, since x̃(tn) = x(tn). Hence when
implementing this formula in Section 3, we must ensure that Tn 6= tn.
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2 Analysis
We will be focusing our attention here on the scenario where only σ is unknown and x is observed. The first
result is a rigorous justification of the second recovery formula through energy estimates. The second result
supplies an upper bound on the time interval h between observation times such that the approximating
solution is guaranteed to synchronize to the reference solution, up to parameter error (see Theorem 2.2.1).
Analysis of the first recovery formula can be found in [Car+21]. Conditions for parameter convergence
are stated and proven for every “reasonable” combination of unknown parameters and observed variables.
Certain combinations are “unreasonable” because there exist dynamical regimes of the Lorenz system where
a parameter cannot be uniquely solved from the equations in (9). This is discussed in Section 3.3.
2.1 Justifying the recovery formulas
Since we are only measuring the x component, we denote the singular relaxation parameter by µ = µ1.
Recall the two assumptions made in the derivation of the second recovery formulas. We started by formally



























The second recovery formula can be justified by precisely identifying the conditions under which these two
assumptions are valid. To be exact, we will prove that if µ is large and enough time has elapsed since the
last parameter update, then




For convenience, make the change of coordinates
x 7→ x, y 7→ y, z 7→ z − σ − ρ
22
to center the absorbing ball B at the origin. This translation does not affect the second recovery formula,
but the solution x, y, z now solves the system
ẋ = −σx+ σy
ẏ = −σx− y − xz
ż = −βz + xy − β(σ + ρ).
(21)
The difference system becomes
u̇ = −(µ+ σ̃)u+ σ̃v + ∆σ(y − x)
v̇ = −v − σ̃u− uw − zu− xw − x∆σ
ẇ = −βw + uv + yu+ xv − β∆σ.
Let K(t) = ‖(u(t), v(t), w(t))‖2 as before. For the remainder of the section, B, R will denote the absorbing
ball of the Lorenz system and its radius as defined in Section 1.2.2.
Proposition 2.1.1. Let σ, ρ, β > 1 and let (x, y, z) be a solution of the Lorenz equations (21) with initial
data (x0, y0, z0) ∈ B. If µ ≥ 0 satisfies
µ+ σ̃ − 4R2 ≥ 1, (22)
then























K̇ = uu̇+ vv̇ + wẇ
= −(µ+ σ̃)u2 − v2 − βw2 + u(y − x)∆σ − xv∆σ − βw∆σ − zuv + yuw
= −(µ+ σ̃)u2 − v2 − βw2 +K1 + · · ·+K5.
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Estimate the mixed terms using Lemma 1.2.1 and Corollary 1.2.1.










K2 ≤ R|v∆σ| ≤
1
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The µ assumption implies










Then Grönwall’s inequality implies the result. 
Let γ = u̇, δ = v̇, η = ẇ. These quantities are governed by the system
γ̇ = −(µ+ σ̃)γ + σ̃δ + ∆σ(ẏ − ẋ)
δ̇ = −δ − σ̃γ − γw − ηu− żu− γz − ẋw − ηx− ẋ∆σ
η̇ = −βη + γv + δu+ ẏu+ γy + ẋv + δx.
Let L(t) be the function defined by
L(t) = ‖(γ(t), δ(t), η(t))‖2.
Proposition 2.1.2. Let σ, ρ, β > 1 and let (x, y, z) be a solution of the Lorenz equations (21) with initial
data (x0, y0, z0) ∈ B. Suppose µ ≥ 0 satisfies
µ+ σ̃ − 3c1 − 5c2 − 5K(∆σ)2 ≥ 1, µ+ σ̃ − 4R2 ≥ 1, (23)
where c1, c2 are constants depending on σ, ρ, β to be specified. Then






















L̇ = γγ̇ + δδ̇ + ηη̇
= −(µ+ σ̃)γ2 − δ2 − βη2 + ∆σ(ẏ − ẋ)γ −∆σẋδ
− ẋδw + ẋηv + ẏηu− żδu− γδw + γηv + γηy − γδz
= −(µ+ σ̃)γ2 − δ2 − βη2 + L1 + · · ·+ L10.
Estimate the mixed terms using Lemma 1.2.1 and Corollary 1.2.1. For simplicity, denote
c1 = R
[








R+ β(σ + ρ)
]2







































































































Then Grönwall’s inequality implies the result. 
Lastly, we bound the dropped term in (20).
Proposition 2.1.3. Let σ, ρ, β > 1 and let (x, y, z) be a solution of the Lorenz equations (21) with initial
data (x0, y0, z0) ∈ B. Suppose µ ≥ 0 satisfies
µ+ σ̃ − 3c1 − 5c2 − 5K(∆σ)2 ≥ 1, µ+ σ̃ − 4R2 ≥ 1, (24)
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where c1, c2 are constants depending on σ, ρ, β to be specified. Then




























(γ2) = −(µ+ σ̃)γ2 + σ̃γδ + ∆σ(ẏ − ẋ)γ = −(µ+ σ̃)γ2 +G1 +G2.




























The µ assumption implies the result via Grönwall’s inequality. 
2.2 An upper bound for the discrete observation interval
Let tn = hn be a sequence of uniformly spaced observation times where h > 0. Our set of observations is given
by {x(tn)}∞n=0. The estimated parameter value on the interval [tn, tn+1) is denoted σn. Its corresponding
error is denoted
∆σn = σn − σ.
Let (x̃, ỹ, z̃) be the assimilating solution in Section 1.3.2. The difference system is given by
u̇ = σ(v − u) + ∆σn(ỹ − x̃)
v̇ = −σu− v − uw − zu− xw −∆σnx̃
ẇ = −βw + uv + yu+ xv − β∆σn.
(25)
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Our goal is to exhibit an upper bound t∗ such that if h ∈ (0, t∗], then the error of the assimilating system at
an observation time tn is bounded as





where 0 < α < 1. We prove this in Theorem 2.2.1. Our work closely follows [HOT11] but we extend their
result to allow for an incorrect σ̃. The first step in this proof is to compute an upper bound of the assimilating
solution. Towards this end, define
R̃(t) = ‖(x̃(t), ỹ(t), z̃(t))‖2.
Lemma 2.2.1. Let ρ, β, σn > 1. Then

























The result follows from Grönwall’s inequality. 
Proposition 2.2.1. Let σ, ρ, β, σn > 1 and let (x, y, z) be a solution of the Lorenz equations (21) with






























K̇ = −σu2 − v2 − βw2 − zuv + yuw + ∆σn(ỹ − x̃)u−∆σnx̃v − β∆σnw
= −σu2 − v2 − βw2 +K1 +K2 +K3 +K4 +K5.
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v2, K4 ≤ |v∆σn|
√































































Multiply both sides by the integrating factor e−
√



























Now consider the difference u2 by itself.
Proposition 2.2.2. Let σ, ρ, β, σn > 1 and let (x, y, z) be a solution of the Lorenz equations (21) with
initial data (x0, y0, z0) ∈ B. Then










































for all t ∈ [tn, tn+1), where n = 0, 1, 2, . . ., C1,n, C2,n are defined as in Proposition 2.2.1, and
C3(t) =

(t− tn)e−σ(t−tn), σ = 2,
e−2(t−tn) − e−σ(t−tn)
σ − 2







(u2) = −σu2 + σuv + ∆σn(ỹ − x̃)u = −σu2 + U1 + U2.





















































To make the next step easier, we group the terms with a common exponential factor.
d
dt





















The result follows from multiplying by the integrating factor eσ(t−tn) and integrating from tn to t. 
Theorem 2.2.1. Let σ, ρ, β, σn > 1 and let (x, y, z) be a solution of the Lorenz equations (21) with initial
data (x0, y0, z0) ∈ B. Then ∃ t∗ > 0 depending only on σ, ρ, β such that for all observation intervals
h ∈ (0, t∗], the approximating solution satisfies










, n = 0, 1, 2, . . .
where 0 < γ < 1 and Ci, C
′
i > 0 are time dependent constants to be specified in the proof.
Proof. Let us start by revisiting the estimate for K.
1
2
K̇ = −σu2 − v2 − βw2 − zuv + yuw + ∆σn(ỹ − x̃)u−∆σnx̃v − β∆σnw
= −σu2 − v2 − βw2 +K1 +K2 +K3 +K4 +K5.















































For brevity, denote C4 = 2(R +
R
β + 1). We apply Lemma 2.2.1 and Proposition 2.2.2 and group the terms
with a common exponential factor.




































































Denote τ = t− tn. Multiply both sides by the integrating factor eτ and integrate from tn to t.





















































































































































































































. Thus we have
M(0) = 1, M ′(0) = −1.
It follows that there exists a t∗ > 0 such that M(h) < 1 for all h ∈ (0, t∗]. Fix an h ∈ (0, t∗] and denote
































































































Let Cn denote the constant term and C
′
n denote the constant in front of (∆σn)
2, so we may succinctly write
K(tn+1) ≤ αK(tn) + Cn + C ′n(∆σn)2.
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Iterating, we get











Let t > 0 and choose n so that t ∈ [tn, tn+1). Then as t→∞, we have n→∞ as well. We can see that the
first term approaches zero in this limit. However, the constants Cn, C
′
n depend on how well the estimates














may not necessarily be defined. 
Corollary 2.2.1. For the values σ = 10, ρ = 28, β = 8/3, the upper bound for the observation window is
approximately t∗ ≈ 0.000011796834.
Proof. This is proved by estimating the largest h such that M(h) < 1, where M is defined in (26). 
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3 Computations
This section presents a broad computational study of parameter estimation in the Lorenz system that
primarily focuses on the case where σ is unknown and estimated from continuous measurements in x.
The single nonzero relaxation parameter will be denoted µ = µ1. The technical implementation details
are given in Section 3.1 – Section 3.2. We illustrate how the parameter estimation inverse problem does
not have a unique solution when the Lorenz solution exhibits trivial dynamics (Section 3.3). This non-
uniqueness issue persists for multiple parameter recovery (Section 3.4). We also investigate the tunable
algorithm parameters in Section 3.6 – Section 3.5. Lastly, we perform some experiments with discrete-in-
time observations (Section 3.7).
3.1 Numerical methods
The simulation code, along with the simulation data, is publicly available at
https://github.com/unis-ing/lorenz-parameter-learning.
The entire Python script for simulating the discrete-in-time assimilation system (16) is given in Appendix A.
The continuously measured Lorenz system and its assimilating system were solved using LSODA, which
is a variant of LSODE (Livermore Solver for Ordinary Differential Equations). The LSODA routine switches
between nonstiff (Adams type) and stiff (backward differentiation, BDF) methods. Upon initialization,
LSODA begins with a nonstiff method and then tracks the nature of the underlying equations to determine
whether the stiff or nonstiff solver is more appropriate. The time step in LSODA is adaptive and chosen to
minimize the local error requirements (see [RH93]). For every simulation reported here, in order to ensure
the Lorenz system is initialized within the absorbing ball, we integrate forward 5 time units from the position
(x, y, z) = (60, 60, 10). The assimilating system is initialized at (x̃, ỹ, z̃) = (0.1, 0.1, 0.1). Our discrete-in-time
experiments were significantly less data-intensive, so we used a first-order forward Euler method to solve the
assimilating system.
3.2 Algorithm
Suppose σ is the only unknown parameter and x is known for all values of t. Recall from Section 1.3.3 that
u̇ was assumed to be neglible in the derivation of the first recovery formulas. The derivation suggests that
this property should be checked prior to making an update to the parameter with the formula. In principle,
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it is possible to enforce this situation in the numerical setting by approximating u̇ with, for example, finite
differences. In practice, it suffices to simply enforce u ≈ 0 by implementing a threshold of the form |u| ≤ θ.
This threshold should decrease as the parameter estimate improves, algorithmically enforcing |u| ≤ θ → 0
in the limit |∆σ| → 0.
We tested various mechanisms for decreasing the threshold over time. For example, we introduced a
parameter 0 < d < 1 and mapped the threshold via θ 7→ θdf(t), where f was an increasing function in time
(e.g. defining f(t) as the number of parameter updates prior to time t). However, tuning the additional
parameters in this way becomes prohibitively expensive.
We instead propose a faster and more flexible approach that allows the threshold to vary based on the
observed error. Let Tn represent the time of the previous update, where n ≥ 0 and T0 := 0, and let t > Tn
represent the current time. Let m, b be the linear fit of the dataset
{log |u(s)| : Tn ≤ s ≤ t}.
That is, m, b minimize the mean squared error over {log |u(s)| − (ms + b) : Tn ≤ s ≤ t}. We define the
threshold θ at time t to be
θ = exp{mt+ b}.
This threshold eliminates candidates for update times t where |u(t)| is a local maximum (see Figure 3.1).
We expect the best update times to occur near the local minima of u, since the recovery formula implicitly
assumes u and u̇ to be small.
Figure 3.1: A schematic of the log-linear fit threshold.
A certain amount of time must elapse between updates in order for the assimilating system with its new
parameter value(s) to “relax” towards the observed solution. This was proven for the first recovery formula
in [Car+21]. We prove it for the second recovery formula in Proposition 2.1.1. We will refer to this minimum
34
interval as the relaxation period, denoted TR. The final condition we impose is x̃(t) 6= ỹ(t), so that the
recovery formula is well defined. The parameter estimation procedure in its entirety is given in Algorithm 1.
Algorithm 1: Estimating σ from {x(t)}t≥0
Inputs: Initial estimate σ0
Relaxation period TR ≥ 0
Relaxation parameter µ > 0
1 t← 0;
2 Tn ← 0 ; // Time of last update
3 σ̃ ← σ0;
4 for i = 0, 1, . . . do
5 if |x̃(t)− x(t)| > 0 then // Stop condition
6 if x̃(t) 6= ỹ(t) and t− Tn ≥ TR and |x̃(t)− x(t)| ≤ θ then
7 σ̃ ← σ̃ − µu(t) / (ỹ(t)− x̃(t));
8 tn ← t;
9 end
10 end
11 t← t+ dt;
12 Integrate (9), (13) forward to t;
13 end
Figure 3.2: The parameter estimation algorithm is applied to the true parameters σ = 10, ρ = 28, β = 8/3
where ρ, β are known and σ is recovered from continuous observations in x. The initial guess is σ0 = σ+100.
The algorithm parameters are set to µ = 500, TR = 1. The assimilating errors are plotted against the
analytically derived upper bounds in [Car+21].
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We demonstrate this algorithm on the canonical Lorenz parameters σ = 10, ρ = 28, β = 8/3 (see Figure
3.2). The true parameter is recovered to the order O(10−13) from an initial error of O(102). The position
errors (u, v, w) and the velocity errors (u̇, v̇, ẇ) are plotted against the theoretical upper bounds derived in
[Car+21], which hold remarkably well. This is in spite of the fact that the lower bound stated in the theorem
far exceeds the actual value chosen for µ (we took µ to be O(102) and calculated the theoretical lower bound
to be O(107)).
3.3 Dependence on dynamical behavior
The parameter estimation inverse problem does not always have a unique solution. For example, if x ≈ y
for all t ≥ 0, then there is no unique value of σ which satisfies ẋ = σ(y − x). This is exactly the scenario
that occurs when a stable fixed point exists. Recall from Section 1.2.1 that the fixed points of the Lorenz
system, besides the origin, are of the form
P± = (±x∗,±y∗, z∗), x∗ = y∗ =
√
β(ρ− 1), z∗ = ρ− 1.
The origin is stable for 0 < ρ < 1 and P± are linearly stable for 1 < ρ < ρc.
If x(t) 6≈ y(t) at a specific time t, then the continuity of the solution implies that there exists a neighbor-
hood about t where the parameter estimation inverse problem has a unique solution. We cannot explicitly
enforce this condition in the algorithm because we are only assuming measurements of x. Recall that the
non-degeneracy condition x̃(t) 6= ỹ(t) was imposed on the assimilated system to ensure that the recovery
formula is well defined at time t. We now see that this condition additionally implicitly enforces the non-
degeneracy condition in the true solution. An added bonus of using the implicit condition instead of the
explicit one is that the algorithm becomes more flexible.
We conduct a sweep of the (ρ, σ) plane illustrating how the algorithm performs noticeably worse or
altogether fails precisely when a stable fixed point exists (see Figure 3.4a). In the transient region between
chaotic and degenerative solutions, the order of parameter convergence gradually decreases as ρ→ 1. When
viewing a single trajectory as in Figure 3.3f, one can clearly see how non-uniqueness affects the parameter
estimate. The estimate starts to improve around t = 10 but worsens between t = 15 and t = 20 as
the difference x − y falls below O(10−8). When the difference reaches machine precision, no more useful
information can be obtained from observing x.
In order to improve performance on solutions with degenerative dynamics, one might suggest decreasing
TR, thereby allowing for more frequent parameter updates and “beating out” the Lorenz system before x−y
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(e) Prototypical examples of stable attractors
for the Lorenz system.
(f) Parameter estimation fails for the spiral trajectory as-
sociated to σ = 100, ρ = 20, β = 8/3. The algorithm pa-
rameters are σ0 = 110, µ = 15, 000, TR = 0.5.
Figure 3.3: The σ-recovery problem does not have a unique solution, and hence parameter estimation fails,
when a stable fixed point exists.
reaches machine precision. We tuned the relaxation period and the relaxation parameter for this reason but
did not observe any improvements. Another possibility is that the Lorenz system is initialized too close to
the fixed point, so that the solution provides no useful information. However, initializing the true system
further away from the fixed point did not seem to improve the algorithm performance (not shown here).
Besides illustrating the dependence on non-uniqueness, Figure 3.4a demonstrates that the algorithm is
robust to variations in the (ρ, σ) plane so long as µ is sufficiently large and the reference solution exhibits
non-degenerate dynamics. Because the phase space region where a non-degenerative global attractor exists
is unbounded (see Figure 1.3 from [Alg+15]), our current results suggest that the parameter estimation
algorithm should be able to recover a wide range of triples (σ, ρ, β).
Non-uniqueness may not occur depending on which parameter is being inferred and which component
of the Lorenz system is being observed. Suppose one were instead observing the translated state variable
zτ = z − σ − ρ. The nontrivial fixed points become
P±,τ = (±x∗,±y∗, z∗τ ), x∗ = y∗ =
√
β(ρ− 1), z∗τ = z∗ − σ − ρ = −σ − 1.
Hence when P±,τ are stable, the P±,τ equation yields an alternate recovery formula for σ.
σ = −z∗τ − 1 ≈ zτ − 1 (28)
We apply this alternate formula to each (ρ, σ) ∈ [0, 150]2 exhibiting trivial dynamics. For each pair that
Algorithm 1 previously failed to recover, σ is now estimated to near-machine precision (see Figure 3.4b).
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(a) The parameter learning algorithm is used to recover σ from 1,000 randomly sampled pairs (ρ, σ) ∈ [0, 150]2, with
β = 8/3 fixed. The initial estimate used is σ0 = σ + 10, and the algorithm parameters are fixed at µ = 10, 000 and
TR = 5. Each simulation is run to t = 75 time units. The color corresponds to the resulting absolute parameter
error |σ̃− σ|: red signifies |σ̃− σ| > |σ0 − σ|; white signifies |σ̃− σ| = |σ0 − σ|; blue signifies |σ̃− σ| < |σ0 − σ|. The
period of each solution trajectory was computed using the Poincaré surface of section method described in [Dul+07].
(b) For each (ρ, σ) where P± is stable (the pink stable spiral region of Figure 3.4a), we observe the translated state
variable zτ = z − σ − ρ instead of x and apply the alternate recovery formula (28) to recover σ.
Figure 3.4: A parameter sweep of the (ρ, σ) plane for σ-recovery.
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3.4 Multiple-parameter recovery
We have demonstrated that the parameter recovery algorithm is effective for recovering a single parameter σ
from continuous observations in x. The other parameters ρ and β can be inferred from observations in y and
z respectively. The single parameter estimation algorithm can be easily adapted to recover two parameters
simultaneously, so long as the corresponding state variables are observed. We augment the update condition
by defining θ1, θ2, θ3 as log-linear fits of the x, y, z position errors. Depending on which two parameters are
being estimated, the two corresponding conditions among
|u(t)| ≤ θ1, |v(t)| ≤ θ2, |w(t)| ≤ θ3
are enforced. As in Section 3.3, we perform a sweep of the parameter plane where the third parameter is
fixed. We again observe that recovery distinctly fails whenever a stable fixed point exists.
(a) The third parameter is fixed at β = 8/3. (b) The third parameter is fixed at σ = 10.
(c) The third parameter is fixed at ρ = 300.
Figure 3.5: The coloring scheme is the same as in Figure 3.4. The initial estimates are σ0 = σ + 10, ρ0 =
ρ + 10, β0 = β + 10 (when applicable). The two nonzero nudging parameters are fixed at 10, 000 and the
relaxation period is set to TR = 5. Each simulation is run out to t = 50 units of time.
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3.5 Robustness to initial parameter error
The algorithm proposed in Section 3.2 is also robust to the magnitude of the initial parameter error. We
demonstrate this for σ-recovery with continuous observations in x. The initial estimate is set to values both
larger (see Figure 3.6a) and smaller (see Figure 3.6b) than the correct parameter. If µ is too small, such as
µ = 1 in Figure 3.6c, then σ is not recovered given any initial estimate. This is not unexpected, as the theory
suggests that recovery only occurs for large enough µ (see Proposition 2.1.1, for example). Interestingly the
errors for large initial estimates, σ0 > 500, cluster around |∆σ| = 10, rather than increasing with the initial
error magnitude. Such clustering does not occur when µ is increased to 10.
(a) The reference parameters are σ = 10, ρ = 28, β = 8/3. The initial estimate is a random
integer in the interval (0, 10, 000]. Each simulation is 50 time units in length and the algorithm
parameters are fixed at µ = 1, 000, TR = 5. Regardless of the magnitude of initial error, σ is
successfully recovered to at least order 10−7.
(b) The experiment in Figure 3.6a is repeated for the reference parameters σ = 100, ρ =
100, β = 8/3. The algorithm parameters are fixed at µ = 10, 000, TR = 3.
(c) The experiment in Figure 3.6a is repeated with an insufficient relaxation parameter (µ = 1).
Figure 3.6: Varying the initial estimate
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3.6 Lower bound of the relaxation parameter
The analysis in the Appendix of [Car+21] suggests that µ can be decreased over time as the signal synchro-
nizes and the estimate σ̃ improves. We have chosen µ to be constant in time in our simulations for the sake
of simplicity. Nevertheless, we found that the computed lower bound for µ is lower than the analytically
derived lower bound by at least an order of 106. This is observed in Table 3.1 across two values of σ and a
large interval of ρ.
σ = 10
ρ µc Mc |∆σ|
30 2.6525× 107 20 6.2368× 10−12
40 6.4618× 107 20 1.1067× 10−12
50 1.3384× 108 20 1.2981× 10−9
60 2.4778× 108 30 4.7203× 10−11
70 4.2251× 108 30 3.6771× 10−13
80 6.7656× 108 30 7.3593× 10−8
90 1.0310× 109 40 5.4837× 10−8
100 1.5092× 109 50 2.0904× 10−11
110 2.1372× 109 40 3.2331× 10−9
120 2.9434× 109 50 1.8297× 10−10
130 3.9587× 109 50 8.3380× 10−7
140 5.2165× 109 60 8.0398× 10−7
150 6.7527× 109 60 1.3397× 10−9
160 8.6054× 109 70 3.1965× 10−9
170 1.0816× 1010 70 2.1500× 10−9
180 1.3427× 1010 70 4.1539× 10−9
190 1.6484× 1010 80 2.7807× 10−8
200 2.0036× 1010 60 2.9829× 10−11
σ = 50
ρ µc Mc |∆σ|
30 − − −
40 − − −
50 1.0310× 109 210 1.9910× 10−9
60 1.5092× 109 270 8.6741× 10−8
70 2.1372× 109 300 1.3772× 10−10
80 2.9434× 109 230 9.8494× 10−6
90 3.9587× 109 170 5.3084× 10−5
100 5.2165× 109 130 8.4269× 10−9
110 6.7527× 109 150 1.0565× 10−8
120 8.6054× 109 130 4.2385× 10−8
130 1.0816× 1010 90 2.9181× 10−9
140 1.3427× 1010 80 4.4225× 10−9
150 1.6484× 1010 60 7.3339× 10−6
160 2.0036× 1010 70 5.0049× 10−5
170 2.4133× 1010 80 1.0759× 10−5
180 2.8829× 1010 90 1.6630× 10−9
190 3.4178× 1010 60 9.0741× 10−6
200 4.0240× 1010 90 1.7521× 10−8
Table 3.1: The minimum values of µ resulting in |∆σ| ≤ 10−5 are estimated to their largest multiple of 10
and denoted as Mc. The theoretical lower bound for µ in [Car+21] is computed and denoted as µc. Each
simulation was t = 200 time units in length and the relaxation period was fixed at TR = 5. The values are
omitted when the parameter estimation inverse problem does not have a unique solution (see Section 3.3).
For a fixed pair (σ, ρ), we numerically estimate the smallest relaxation parameter µc that results in
parameter convergence to the order O(10−5). This numerical estimate is denoted Mc(σ, ρ). By letting σ, ρ
vary, we obtain an estimate minimal µ surface (see Figure 3.7). Fitting this surface with an appropriate
model function gives us the capability to predict µc for other values of σ, ρ. We now describe the method
used to fit the minimal µ surface. Each σ-level curve is fitted using the exponential model
Mc(ρ) = αρ
γ , (29)
as in Figure 3.8b. Letting σ vary, we obtain sequences of fitting parameters {ασ}σ, {γσ}σ. These sequences
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are then fitted as functions of σ. For this purpose, we used the model functions
logα(σ) = kas/σ, γ(σ) = mσr + b. (30)
Substituting these expressions for the coefficients into (29) then gives a parametrization of the minimal µ
surface as a function of σ, ρ as desired (see Figure 3.8c).






The resulting fit and its error from the original minimal µ surface are shown in Figure 3.8c.
Figure 3.7: The minimum µ required for parameter convergence (to the order of 10−5) is plotted as a function
of σ and ρ, where σ ∈ [10, 100], ρ ∈ [30, 200]. Each simulation was t = 200 time units long and the relaxation
period parameter was fixed at TR = 5 (as in Table 3.1).
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(a) Each σ-level curve was fitted with the model function in (29).
(b) Fitting the coefficients used to fit the σ-level curves.
(c) After modeling the coefficients of the σ-level curves as functions of σ, the fits are substituted into (31) to obtain
a parametrization of the minimal µ surface (lower left). The error is plotted as well (lower right). In fitting the










provides no information at update times, since x̃(tn) = x(tn). We must ensure that t 6= tn for any n =
0, 1, 2, . . . prior to updating the parameter estimate. The entire procedure is detailed in Algorithm 2 and
demonstrated in Figure 3.9, where the true parameter was recovered to the order O(10−14).
Algorithm 2: Estimating σ from {x(hn)}∞n=0
Inputs: Initial estimate σ0
Relaxation period TR ≥ 0
Integration timestep dt
1 t← 0;
2 Tn ← 0 ; // Time of last update
3 σ̃ ← σ0;
4 for i = 0, 1, . . . do
5 if x(t) 6= ỹ(t) and t− Tn ≥ TR and t 6≡ 0 (mod h) then
6 σ̃ ← σ̃(x̃(t)− ỹ(t)) / (x(t)− ỹ(t));
7 end
8 t← t+ dt;
9 Integrate (21), (16) forward to t;
10 end
Figure 3.9: Algorithm 2 is applied to the true parameters σ = 10, ρ = 28, β = 8/3 where ρ, β are known and
σ inferred from sparse-in-time observations of x. The gap between observation times is fixed at h = 0.1. The
initial guess in this simulation was σ0 = σ+ 100, with the update period set to TU = 0.1 and the integration
timestep set to dt = 0.0001.
In Corollary 2.2.1, we computed the upper bound t∗ of the observation interval for the default Lorenz
parameters to roughly be t∗ ≈ 0.000011796834. In practice, we can recover σ to machine precision with
an observation interval as large as h = 0.1. For any larger h, the algorithm fails to recover σ (see Figure
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3.10). However, computing t∗ from it definition in the proof of Theorem 2.2.1 may give us as idea of how the
practical upper bound changes as the Lorenz parameters are varied. The plot in Figure 3.11 suggests that
the practical upper bound will decrease as σ and ρ are increased. We validate this for two data-points by
computing the practical upper bound for σ = 100, ρ = 200, β = 8/3 to approximately be h ≈ 0.002. Hence,
the practical upper bound of h decreased from O(10−1) to O(10−3) after the Lorenz parameters were both
increased from O(101) to O(102).
Figure 3.10: The setup is the same as Figure 3.9 except the observation window is increased to h = 0.2.
Figure 3.11: The theoretical upper bound t∗ was computed for various σ and ρ by taking the largest value
such that M(h) < 1, where M is the function defined in the proof of Theorem 2.2.1.
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A Simulation code
1 import numpy as np
2 import matplotlib.pyplot as plt
3 from numba import njit
4 plt.rcParams["font.family"] = "serif"; plt.rcParams["font.size"] = 11
5
6 # system parameters
7 S = SIGMA = 10
8 R = RHO = 28
9 B = BETA = 8/3
10 s0 = S + 100 # initial estimate
11
12 # algorithm parameters
13 t0 = 0
14 tf = 100 # final time
15 dt = 0.0001 # forward Euler timestep
16 dt_obs = 0.1 # how often to observe solution
17 dt_par = 0.1 # how often to update param
18 p_tol = 0.0001 # tolerance for parameter switching
19
20 @njit
21 def get_ic(S, R, B):
22 dt = 0.0001
23 N = int(5/dt)+1
24
25 x, y, z = xp, yp, zp = [60, 59.9, 10]
26 for i in range(N):
27 x += dt * S*(yp - xp)
28 y += dt * (R*xp - yp - xp*zp)
29 z += dt * (xp*yp - B*zp)
30 xp, yp, zp = x, y, z
31




36 t = np.arange(t0, tf, dt)
37 dt_obs_int = int(dt_obs / dt)
38 dt_par_int = int(dt_par / dt)
39
40 N = t.size
41 sol = np.empty((N, 3))
42 ndg = np.empty((N, 3))
43 par = np.empty(N)
44
45 sol[0] = get_ic(S, R, B)
46 ndg[0] = [0.1, 0.1, 0.1]
47 par[0] = s0
46
48
49 s = s0 # initialize parameter estimate
50 for i in range(1, N):
51 u = sol[i-1]
52 v = ndg[i-1]
53
54 if i % dt_par_int == 0: # update
55 if abs(v[1] - u[0]) > p_tol:
56 new_s = s * (v[1] - v[0]) / (v[1] - u[0])
57 if new_s > 0: s = new_s
58
59 if i % dt_obs_int == 0: # observe data
60 v[0] = u[0] # direct insertion
61
62 u_ = np.array([S*(u[1] - u[0]), R*u[0] - u[1] - u[0]*u[2], u[0]*u[1] - B*u[2]])
63 v_ = np.array([s*(v[1] - v[0]), R*v[0] - v[1] - v[0]*v[2], v[0]*v[1] - B*v[2]])
64
65 sol[i] = u + dt*u_
66 ndg[i] = v + dt*v_
67 par[i] = s
68
69 return t, par, sol, ndg
70
71 # perform parameter estimation from discrete-in-time observations
72 t, par, sol, ndg = solve_lorenz(s0)
73
74 plt.figure(figsize=(8,3))
75 idx = np.arange(0, t.size, 1000) # plot every 1000 timesteps
76 plt.plot(t[idx], abs(ndg[idx,0]-sol[idx,0]), lw=1, label=r'$|u|$')
77 plt.plot(t[idx], abs(ndg[idx,1]-sol[idx,1]), lw=1, label=r'$|v|$')
78 plt.plot(t[idx], abs(ndg[idx,2]-sol[idx,2]), lw=1, label=r'$|w|$')
79 plt.plot(t, abs(par - S), 'k', lw=1, label=r'$|\tilde{\sigma}-\sigma|$')
80 plt.title('Evolution of absolute errors'); plt.xlabel('t'); plt.yscale('log')
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