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COMPARING THE COMMUTATIVE AND NON-COMMUTATIVE
RESOLUTIONS FOR DETERMINANTAL VARIETIES OF SKEW
SYMMETRIC AND SYMMETRIC MATRICES
SˇPELA SˇPENKO AND MICHEL VAN DEN BERGH
Abstract. Let Y be the variety of (skew) symmetric n× n-matrices of rank
≤ r. In paper we construct a full faithful embedding between the derived
category of a non-commutative resolution of Y , constructed earlier by the
authors, and the derived category of the classical Springer resolution of Y .
1. Introduction
Throughout k is an algebraically closed field of characteristic zero. If Λ is a
right noetherian ring then we write D(Λ) for Dbf (Λ), the bounded derived category
of right Λ-modules with finitely generated cohomology. Similarly for a noetherian
scheme/stack X we write D(X) := Dbcoh(X).
If Y is the determinantal variety of n× n-matrices of rank ≤ r then in [2] (and
independently in [5]) a “non-commutative crepant resolution” [14, 18] Λ for k[Y ] was
constructed. Such an NCCR is a k[Y ]-algebra which has in particular the property
that D(Λ) is a “strongly crepant categorical resolution” of Perf(Y ) (the derived
category of perfect complexes on Y ) in the sense of [12, Def. 3.5]. This NCCR was
constructed starting from a tilting bundle on the standard Springer type resolution
of singularities Z → Y where Z is a vector bundle over a Grassmannian. Indeed
the main properties of Λ were derived from the existence of a derived equivalence
between D(Λ) and D(Z).
In this paper we discuss suitably adapted versions of these results for determi-
nantal varieties of symmetric matrices and skew symmetric matrices. It turns out
that both settings are very similar but notationally cumbersome to treat together.
So we present our main results and arguments in the skew symmetric case. The
modifications needed for the symmetric case will be discussed briefly in Section 6.
Let n > r > 0 with 2|r and now let Y be the variety of skew symmetric n× n-
matrices of rank ≤ r. If n is odd then in [19] we constructed an NCCR Λ for
k[Y ] (the existence of the resulting strongly crepant categorical resolution of Y was
conjectured in [10, Conj. 4.9]). The construction of Λ also works when n is even but
then Λ is not an NCCR, albeit very close to one. In particular one may show that
D(Λ) is a “weakly crepant categorical resolution” of Perf(Y ), again in the sense of
[12] (see [1] for an entirely different construction of such resolutions).
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In contrast to [2, 5] the construction of the NCCR Λ is based on invariant theory
and does not use geometry. Nonetheless it is well known that also in this case Y
has a canonical (commutative) Springer type resolution of singularities Z → Y and
our main concern below will be the relationship between the resolutions Λ and Z.
In particular we will construct a k[Y ]-linear embedding
(1.1) D(Λ) →֒ D(Z).
For n odd such an inclusion is expected by the fact that NCCRs are conjectured to
yield minimal categorical resolutions. Note that the embedding (1.1) turns out to
be somewhat non-trivial. The image of Λ is a coherent sheaf of OZ -modules, but
it is not a vector bundle.
As already mentioned, the construction of Λ uses invariant theory. We explain
this next. Let H , V be vector spaces of dimension n, r with V being in addition
equipped with a symplectic bilinear form 〈−,−〉. The corresponding symplectic
group is denoted by Sp(V ).
If χ is a partition with l(χ) ≤ r/2 then we let S〈χ〉V be the irreducible repre-
sentation of Sp(V ) with highest weight χ. If χ = (χ1, . . . , χr) ∈ Zr is a dominant
GL(V )-weight then we let SχV be the irreducible GL(V )-representation with high-
est weight χ.
Put X = Hom(H,V ) and let T be the coordinate ring of X :
T = Symk(H ⊗k V
∨).
Put
(1.2) M(χ) := (S〈χ〉V ⊗k T )
Sp(V ) .
Thus M(χ) is a “module of covariants” in the sense of [17]. Let Bm,n be the set of
partitions contained in a box with m rows and n columns. Put
(1.3) M =
⊕
χ∈Br/2,⌊n/2⌋−r/2
M(χ)
and Λ = EndR(M). In [19] the following result (which improves on [22]) was proved:
Theorem 1.1. One has gl dimΛ < ∞. Moreover if n is odd then Λ is a Cohen-
Macaulay R := T Sp(V )-module. In other words, in the terminology of [14, 18], when
n is odd Λ is a non-commutative crepant resolution (NCCR) of R.
By the first fundamental theorem for the symplectic group R is a quotient of
Symk(∧
2H) so that dually SpecR →֒ ∧2H∨ ⊂ Homk(H,H∨). The second funda-
mental theorem for the symplectic group yields
SpecR = {ψ | ψ ∈ Homk(H,H
∨), ψ + ψ∨ = 0, rkψ ≤ r} .
so that SpecR ∼= Y with Y as introduced above. Below we identify R with k[Y ].
We now discuss the Springer resolution p : Z → Y as well as the inclusion
D(Λ) →֒ D(Z) announced in (1.1). Let F = Gr(r,H) be the Grassmannian of
r-dimensional quotients H ։ Q of H and put
Z = {(φ,Q) | Q ∈ F, φ ∈ Homk(Q,Q
∨), φ+ φ∨ = 0} .
The Springer resolution p : Z → Y →֒ Homk(H,H∨) of Y sends (φ,Q) to the
composition
[H ։ Q
φ
−→ Q∨ →֒ H∨] ∈ Homk(H,H
∨) .
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Using again the fundamental theorems for the symplectic group we have
(1.4) Symk(Q⊗k V
∨)Sp(V ) ∼= Symk(∧
2Q)
(since dimQ = dimV , there are no relations on the righthand side). For a parti-
tion χ with l(χ) ≤ r/2 we put
(1.5) MQ(χ) = (detQ)
⊗r−n ⊗k (S
〈χ〉V ⊗k Symk(Q ⊗k V
∨))Sp(V )
where we consider MQ(χ) as a GL(Q)-equivariant Symk(∧
2Q)-module via (1.4).
Choose a specific (H ։ Q) ∈ F . One has F = GL(H)/PQ where PQ is the
parabolic subgroup of GL(H) that stabilizes the kernel of H ։ Q. We regard
GL(Q)-equivariant objects tacitly as PQ-equivariant objects through the canonical
morphism PQ ։ GL(Q). Taking the fiber in Q defines an equivalence between
coh(GL(H), Z) and mod(PQ,ZQ) where ZQ := Symk(∧
2Q), whose inverse will be
denoted by ?˜. Put
MZ(χ) = M˜Q(χ) ∈ coh(GL(H), Z) .
Theorem 1.2. (see §5.2) Let µ, λ ∈ Br/2,n−r.
(1) We have for i > 0.
ExtiZ(MZ(λ),MZ(µ)) = 0.
(2) There are isomorphisms as R-modules
(1.6) RΓ(Z,MZ(λ)) ∼=M(λ) .
(3) Applying p∗ induces an isomorphism
HomZ(MZ(λ),MZ(µ))
p∗
∼= HomY (p∗MZ(λ), p∗MZ(µ))
(1.7)
∼= HomR(Γ(Z,MZ(λ)),Γ(Z,MZ (µ))) (Y is affine)
∼= HomR(M(λ),M(µ)) (by (1.6))
From this theorem it follows in particular that
MZ :=
⊕
χ∈Br/2,⌊n/2⌋−r/2
MZ(χ)
satisfies
ExtiZ(MZ ,MZ) =
{
Λ if i = 0
0 if i > 0
and we obtain the following more precise version of (1.1):
Corollary 1.3. There is a full exact embedding
−
L
⊗ΛMZ : D(Λ) →֒ D(Z) .
Remark 1.4. Put
M ′ :=
⊕
χ∈Br/2,n−r
M(χ)
and Γ = EndR(M
′). It follows from [19, Thm 1.5.1] (applied with ∆ = ǫΣ¯ for a
sufficiently small ǫ > 0) that gl dimΓ < ∞. See the computation in §6 in loc. cit..
We have Λ = eΓe for a suitable idempotent e. The fact that gl dimΛ <∞ implies
that Γ cannot be an NCCR by [20, Ex. 4.34] (see also [19, Remark 3.6]). In the
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terminology of [19] Γ is a (non-crepant) non-commutative resolution of R. As in
Corollary 1.3 we still have an embedding D(Γ) ⊂ D(Z).
2. Acknowledgement
This paper owes a great deal to Sasha Kuznetsov who made the initial conjecture
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of this manuscript, Kuznetsov suggested that the embedding we had constructed at
that time might be coming from a “splitting functor” [11, §3]D(Z)→ D(X/ Sp(V )).
This observation turned out to be correct and has allowed us to simplify our proofs
and moreover to clarify our statements. See §5.
After this paper was posted on the arXiv Steven Sam informed us that one of
our auxiliary results concerning the MQ(χ) introduced above can be generalized
using more sophisticated machinery (see Remark 3.5 below). We are grateful for
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3. A GL(Q)-equivariant free resolution of MQ(λ)
In this section we discuss some of the properties of the Symk(∧
2Q)-modules
MQ(λ) introduced in the introduction. We basically restate some results from [16]
in our current language. To do this it will be convenient to consider
NQ(χ) := (S
〈χ〉V ⊗k Symk(Q ⊗k V
∨))Sp(V )
so that MQ(χ) = (detQ)
⊗r−n ⊗k NQ(χ). Since detQ is one-dimensional, MQ(λ)
and NQ(λ) have identical properties.
The following fact will not be used although it seems interesting to know
Lemma 3.1. NQ(λ) is a reflexive Symk(∧
2Q)-module.
Proof. This follows for example from the fact that Spec Symk(Q⊗kV
∨)→ Spec Symk(∧
2Q)
contracts no divisor. 
Recall that a border strip is a connected skew Young diagram not containing
any 2× 2 square. The size of a border strip is the number of boxes it contains. We
follow [16] and associate to some partitions λ a partition τr(λ) and a number ir(λ).
The definition of (τr(λ), ir(λ)) is inductive. If l(λ) ≤ r/2 then τr(λ) = λ, ir(λ) = 0.
Suppose now that l(λ) > r/2. If there exists a non empty border strip Rλ of size
2l(λ)− r − 2 starting at the first box in the bottom row of λ such that λ \Rλ is a
partition then τr(λ) := τr(λ \Rλ), and ir(λ) := c(Rλ) + ir(λ \Rλ), where c(Rλ) is
the number of columns of Rλ. Otherwise τr(λ) is undefined and ir(λ) =∞.
From [16, Corollary 3.16] we extract the following result (the role of Sym(∧2Q)
is played by the ring A in loc. cit. and our Symk(Q⊗k V
∨) is denoted by B).
Proposition 3.2. Assume χ is a partition with l(χ) ≤ r/2. Then NQ(χ) has
a GL(Q)-equivariant free resolution as a Sym(∧2Q)-module which in homological
degree t ≥ 0 is the direct sum of SλQ⊗kSymk(∧
2Q) for λ satisfying (τr(λ), ir(λ)) =
(χ, t).
Example 3.3. Write [µ1, µ2, . . .] for S
µQ ⊗k Symk(∧
2Q). Assume r = 4. Then
the above resolution of NQ(a, b) has the form
0→ [a, b, 1, 1]→ [a, b]
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if b ≥ 1. If b = 0 then the resolution has only one term given by [a].
Example 3.4. Assume r = 6. Now the resolution of NQ(a, b, c) is
0→ [a, b, c, 2, 2, 2]→ [a, b, c, 2, 1, 1]→ [a, b, c, 1, 1]→ [a, b, c]
if c ≥ 2. If c = 1 then we have
0→ [a, b, 1, 1, 1]→ [a, b, 1]
If c = 0, b ≥ 1 we get
0→ [a, b, 1, 1, 1, 1]→ [a, b]
Finally for c = b = 0 the resolution has again only a single term given by [a].
Remark 3.5. For χr/2 ≥ r/2 − 1 we give an explict description the resolution of
NQ(χ) (including the differentials) in Appendix A.
Steven Sam informed us of an alternative (and more general) approach as follows.
There is an action of so(Q + Q∗) on Sym(Q ⊗k V ∗), which commutes with the
Sp(V )-action. Therefore so(Q + Q∗) acts on NQ(χ). The resolution of NQ(χ) in
Proposition 3.2 can be upgraded to an so(Q + Q∗)-equivariant resolution, which
is a BGG-resolution by parabolic Verma modules of the irreducible highest weight
representation NQ(χ). This follows by [6, Lemma 5.14, Theorem 5.15, Corollary
6.8] since NQ(χ) is unitary [4, Proposition 4.1].
In this way, using [6, Section 5.3] and [13, Proposition 3.7], one may in fact give
an explicit description of the resolution of NQ(χ) also for general χ. However an
analogue of the uniqueness claim of Proposition A.1 is apparently not yet available
in the literature.
Looking at the Examples 3.3, 3.4 suggests the following easy consequence of
Proposition 3.2 which is crucial for what follows:
Corollary 3.6. The summands of the resolution of NQ(χ) given in Proposition
3.2 are all of the form SδQ⊗k Sym(∧2Q) with δ1 = χ1.
Proof. Note first of all that l(δ) ≤ r (otherwise SδQ = 0). A border strip R of size
≤ 2l(λ) − r − 2 starting at the first box in the bottom row of a partition λ with
r ≥ l(λ) > r/2 has at most 2l(λ) − r − 2 rows. So if we remove R then the first
l(λ)− (2l(λ)− r − 2) = −l(λ) + r + 2 ≥ 2 rows of λ are unaffected.
If SδQ ⊗k Sym(∧2Q), δ 6= χ, appears in the resolution of NQ(χ) then χ is by
Proposition 3.2 obtained from δ by a sequence of border strip removals as in the
previous paragraph. Thus δ1 = χ1 (and also δ2 = χ2). 
4. The Springer resolution
Let σ : V → V ∨, σ+σ∨ = 0 be the isomorphism corresponding to the symplectic
form on V . Consider the following diagram.
(4.1) E
p˜
//
q˜

X
q

Z p
//
π

Y


// ∧2H∨
F
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where X = Hom(H,V ) is as above and
(4.2) Y = {ψ ∈ Hom(H,H∨) | ψ + ψ∨ = 0, rkψ ≤ r} ⊂ ∧2H∨ ,
F = Gr(r,H) := {r-dimensional quotients of H} ,
(4.3) Z = {(φ,Q) | Q ∈ F, φ ∈ Hom(Q,Q∨), φ+ φ∨ = 0} ,
(4.4) E = {(ǫ,Q) | Q ∈ F, ǫ ∈ Hom(Q, V )} .
If θ : H → V ∈ X then q(θ) ∈ Y is the composition
q(θ) = [H
θ
−→ V
σ
−→ V ∨
θ∨
−−→ H∨] .
If (φ,Q) ∈ Z then p(φ,Q) ∈ Y is the composition
p(φ,Q) = [H ։ Q
φ
−→ Q∨ →֒ H∨] .
The map π : Z → F is the projection (φ,Q) 7→ Q. If (ǫ,Q) ∈ E then p˜(ǫ,Q) is the
composition
[H ։ Q
ǫ
−→ V ]
and q˜(ǫ,Q) is (φ,Q) where φ is the composition
[Q
ǫ
−→ V
σ
−→ V ∨
ǫ∨
−→ Q∨] .
In the diagram (4.2), X , Z, E are smooth, p is a resolution of singularities and π
and πq˜ are vector bundles. The coordinate ring of X is T = Symk(H ⊗k V
∨). For
the other schemes in (4.1) we have
Y = SpecT Sp(V )
Z = Spec
F
Z
E = Spec
F
E
with Z, E being the sheaves of OF -algebras given by
(4.5)
Z = SymF (∧
2Q)
E = SymF (Q⊗k V
∨)
where Q is the tautological quotient bundle on F . From (4.5) obtain in particular
Lemma 4.1. If U ⊂ F is an affine open then π−1(U) and (πq˜)−1(U) are affine
and moreover k[π−1(U)] = k[(πq˜)−1(U)]Sp(V ).
Now let Y0 be the open subscheme of Y of those ψ ∈ Y (see (4.2)) which have rank
exactly r and put X0 = q
−1(Y0), Z0 = p
−1(Y0), E0 = p˜
−1(X0) = q˜
−1(Z0). Then it
is easy to see that X0 ⊂ X = Hom(H,V ) is the open subscheme of those θ : H → V
which are surjective and that Z0 ⊂ Z is the open subscheme of those (φ,Q) ∈ Z
(see (4.3)) where φ is an isomorphism. Finally E0 is the open subscheme of E of
those (ǫ,Q) where ǫ is an isomorphism. The restricted morphisms q˜0 : E0 → Z0,
q0 : X0 → Y0 are Sp(V )-torsors and the restricted morphisms p˜0 : E0 → X0,
p0 : Z0 → Y0 are isomorphisms.
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5. A splitting functor
5.1. Preliminaries. The idea of using splitting functors was suggested to us by
Sasha Kuznetsov. Recall that a (full) triangulated subcategory of a triangulated
category is right admissible if the inclusion functor has a right adjoint. Following
[11, Def. 3.1] we say that a functor Φ : B → A is right splitting if kerΦ is right ad-
missible in B, Φ restricted to (kerΦ)⊥ is fully faithful and finally imΦ = Φ(kerΦ⊥)
is right admissible in A. Left splitting functors are defined in a similar way. We see
that splitting functors are categorical versions of partial isometries between Hilbert
space.
According to [11, Lem. 3.2, Cor. 3.4] a right splitting functor Φ has a right
adjoint Φ! which is a left splitting functor. According to [11, Thm 3.3(3r)] if Φ is
right splitting then Φ and Φ! induce inverse equivalences between imΦ ⊂ A and
imΦ! ⊂ B. Below we will use the following criterion to verify that a certain functor
is splitting.
Lemma 5.1.1. Assume that Φ : B → A is an exact functor between triangulated
categories. Assume that Φ has a right adjoint Φ! such that the composition of the
counit map ΦΦ! → idA with Φ yields a natural isomorphism ΦΦ!Φ → Φ. Then Φ
is a right splitting functor.
Proof. This is equivalent to the criterion [11, Thm 3.3(4r)]. In the latter case we
start from the unit map idA → ΦΦ! and we require that the resulting Φ → ΦΦ!Φ
is an isomorphism. As the composition Φ → ΦΦ!Φ → Φ is the identity, it follows
that if one of these maps is an isomorphism then so is the other. 
5.2. The functor. The diagram (4.1) may be transformed into a diagram of quo-
tient stacks
E/ Sp(V )
p˜s
//
q˜s

X/ Sp(V )
qs

Z p
//
π

Y


// ∧2H∨
F
which is compatible with the natural maps E → E/ Sp(V ), X → X/ Sp(V ). This
means in particular that Lq˜∗s , Lq
∗
s , Rp˜s,∗, Lp˜
∗
s, p˜
!
s,∗ may be computed like their
non-stacky counterparts. We will use this without further comment.
We define the functor Φ as the composition
Φ : D(Z)
Lq˜∗s−−→ D(E/ Sp(V ))
Rp˜s,∗
−−−→ D(X/ Sp(V ))
The functor Φ has a right adjoint Φ! given by the composition
Φ! : D(X/ Sp(V ))
p˜!s−→ D(E/ Sp(V ))
Rq˜s∗
−−−→ D(Z)
where p˜!s = ωE/X ⊗E Lp˜
∗
s(−) and q˜s∗ is given by taking Sp(V )-invariants. From
Lemma 4.1 and the fact that Sp(V ) is reductive it follows that q˜s∗ is an exact
functor.
Theorem 5.2.1. (1) Φ is a right splitting functor.
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(2) imΦ is the smallest triangulated subcategory of D(X/ Sp(V )) containing
S〈λ〉V ⊗k OX for λ ∈ Br/2,n−r.
(3) imΦ! is the smallest triangulated subcategory of D(Z) containing MZ(λ)
for λ ∈ Br/2,n−r.
(4) For λ ∈ Br,n−r we have
Φ(π∗((detQ)⊗r−n ⊗F S
λQ)) ∼= SλV ⊗k OX .
(5) For λ ∈ Br/2,n−r we have
Φ(MZ(λ)) ∼= S
〈λ〉V ⊗k OX .
(6) For λ ∈ Br/2,n−r we have
Φ!(S〈λ〉V ⊗k OX) ∼=MZ(λ).
The proof is based on a series of lemmas. Most arguments are quite standard.
See [2, 21].
Lemma 5.2.2. (1) We have
(5.1) ωE/X = (πq˜)
∗(detQ)⊗r−n
as GL(H)× Sp(V )-equivariant coherent sheaves.
(2) Moreover
(5.2) Rp˜s,∗ωE/X = OX .
Proof. (1) For clarity we will work GL(H) × GL(V )-equivariantly. Using the
identification E = SpecE with E = SymF (Q ⊗k V
∨) (see (4.5)) we find
that ωE corresponds to the sheaf of graded E-modules given by
ωE = ωF ⊗F det(Q⊗k V
∨)⊗F E .
From the fact that ΩF = HomF (Q,R) where R = ker(H ⊗kOF → Q) one
computes
ωF = (detH)
⊗r ⊗F (detQ)
⊗−n .
We also have
det(Q⊗k V
∨) = (detQ)⊗r ⊗k (detV )
⊗−r
so that ultimately we get
ωE = (detH)
⊗r ⊗k (detV )
⊗−r ⊗k (detQ)
⊗r−n ⊗F E
and hence
ωE = (detH)
⊗r ⊗k (det V )
⊗−r ⊗k (πq˜)
∗(detQ)⊗r−n.
One also has ωX = (detH)
⊗r ⊗k (det V )
⊗−n ⊗k OX which yields
ωE/X = (detV )
⊗n−r ⊗k (πq˜)
∗(detQ)⊗r−n.
It now suffices to note that det V is a trivial Sp(V )-representation.
(2) It is easy to show this directly from (5.1) but one may also argue that X ,
being smooth, has rational singularities and hence Rp˜s,∗(ωE) = ωX . Ten-
soring with ω−1X yields the desired result. 
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On E there is a tautological map
ǫ : (πq˜)∗(Q)→ V ⊗k OE
whose fiber in a point (ǫ,Q) ∈ E is simply ǫ : Q → V . From this description it is
clear that ǫ|E0 is an isomorphism.
Lemma 5.2.3. Assume λ ∈ Br,n−r. The map Sλǫ becomes an isomorphism after
applying the functor Rp˜∗(ωE/X ⊗E −).
Proof. By (5.2) we have
(5.3) Rp˜∗(ωE/X ⊗E (S
λV ⊗k OE)) = S
λV ⊗k Rp˜∗(ωE/X) = S
λV ⊗k OX .
When viewed as Symk(H ⊗k V
∨)-module Rip˜∗(ωE/X ⊗E S
λ((πq˜s)
∗(Q))) is given
by
(5.4) Hi(F, SλQ⊗F (detQ)
⊗r−n ⊗F E)
(using (5.1)). It follows from [3, Prop. 1.4] that (5.4) is zero for i > 0. So
Rip˜∗(ωE/X ⊗E S
λ((πq˜s)
∗(Q))) = 0 for i > 0. We now consider i = 0. We claim
that p˜∗(ωE/X ⊗E S
λ((πq˜s)
∗(Q)) is maximal Cohen-Macaulay. To this end we have
to show that RHomX(p˜∗(ωE/X ⊗E S
λ((πq˜s)
∗(Q)),OX) has no higher cohomology
or equivalently ExtiE(S
λ((πq˜)∗(Q)),OE) = 0 for i > 0. In other words we should
have
Hi(F, (SλQ)∨ ⊗F E) = 0
for i > 0. This follows again from [3, Prop. 1.4].
Combining this with (5.3) we see that Rp˜∗(ωE/X ⊗X S
λǫ) is a map between
maximal Cohen-Macaulay OX -modules. Since this map is an isomorphism on X0
and codim(X −X0) ≥ 2 we conclude that Rp˜∗(ωE/X ⊗X S
λǫ) is indeed an isomor-
phism. 
Put NZ(λ) := N˜Q(λ) where the notation ?˜ was introduced in the introduction
and NQ(λ) was introduced in §3. From Lemma 4.1 we deduce
(5.5) NZ(λ) ∼= Rq˜s,∗(S
〈λ〉V ⊗k OE)
so that by adjunction we get a map
(5.6) Lq˜∗sNZ(λ)→ S
〈λ〉V ⊗k OE .
Lemma 5.2.4. Assume λ ∈ Br/2,n−r. The map (5.6) becomes an isomorphism
after applying the functor Rp˜s,∗(ωE/X ⊗E −).
Proof. Note that (5.6) is an isomorphism on E0 since E0 → Z0 is an Sp(V )-torsor
and so Lq˜∗s and Rq˜s,∗ define inverse equivalences between D(E0/ Sp(V )) and D(Z0).
By Corollary 3.6 we have a GL(H)-equivariant resolution
· · · → P1(π
∗Q)→ P0(π
∗Q)→ NZ(λ)→ 0
where the Pi are polynomial functors which are finite sums of Schur functors S
χ
with χ ∈ Br,n−r. It follows that the cone of (5.6) is described by a GL(H)×Sp(V )-
equivariant complex of the form
(5.7) · · · → P1((πq˜)
∗Q)→ P0((πq˜)
∗Q)→ S〈λ〉V ⊗k OE → 0
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and moreover this complex is exact when restricted to E0. Using Lemma 5.2.3
and (5.2) applying Rp˜∗(ωE/X ⊗X −) to (5.7) yields a GL(H) × Sp(V )-equivariant
complex on X
(5.8) · · · → P1(V )⊗k OX → P0(V )⊗k OX → S
〈λ〉V ⊗k OX → 0
This complex is exact on X0 (since X0 ∼= E0) but we must prove it is exact on X .
The morphisms in (5.8) are determined by GL(H)× Sp(V )-equivariant maps
Pi+1(V )→ Pi(V )⊗k Symk(H ⊗k V
∨)
P0(V )→ S
〈λ〉(V )⊗k Symk(H ⊗k V
∨)
which by GL(H)-equivariance must necessarily be obtained from Sp(V )-equivariant
maps
Pi+1(V )→ Pi(V )
P0(V )→ S
〈λ〉(V )
We conclude that (5.8) is of the form
(5.9) (· · · → P2(V )→ P1(V )→ P0(V )→ S
〈λ〉V → 0)⊗k OX
in a way which is compatible with GL(H) × Sp(V )-actions. Restricting to X0 we
see that
· · · → P2(V )→ P1(V )→ P0(V )→ S
〈λ〉V → 0
must be exact. But then (5.9) is also exact and hence so is (5.8). 
Lemma 5.2.5. Let λ ∈ Br/2,n−r. The counit map
ΦΦ!(S〈λ〉V ⊗k OX)→ S
〈λ〉V ⊗k OX
is an isomorphism.
Proof. We have
p˜!s(S
〈λ〉V ⊗k OX) = S
〈λ〉V ⊗k ωE/X .
Hence we have to show that the counit map
Lq˜∗sRq˜s,∗(S
〈λ〉V ⊗k ωE/X)→ S
〈λ〉V ⊗k ωE/X
becomes an isomorphism after applying Rp˜s,∗.
Using (5.1) we see that it is sufficient to prove that
Lq˜∗sRq˜s,∗(S
〈λ〉V ⊗k OE)→ S
〈λ〉V ⊗k OE
becomes an isomorphism after applyingRp˜s,∗(ωE/X⊗X−). This is precisely Lemma
5.2.4. 
Proof of Theorem 5.2.1. (6) We have by (5.1) and (5.5)
Φ!(S〈λ〉V ⊗k OX) = Rq˜s,∗(ωE/X ⊗E (S
〈λ〉V ⊗k OE))
= π∗(detQ)⊗r−n ⊗Z NZ(λ)
=MZ(λ).
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(5) Using (5.1)(5.2) and Lemma 5.2.4 we have
Φ(MZ(λ)) = Rp˜s,∗(ωE/X ⊗E Lq˜
∗
sNZ(λ))
= S〈λ〉V ⊗k Rp˜s,∗ωE/X
= S〈λ〉V ⊗k OX .
(4) Using (5.1)(5.2) and Lemma 5.2.3 we have
Φ(π∗((detQ)⊗r−n ⊗F S
λQ)) = Rp˜s,∗(ωE/X ⊗E L(πq˜s)
∗(SλQ))
= SλV ⊗k Rp˜s,∗(ωE/X)
= SλV ⊗k OX .
(1) We use Lemma 5.1.1. So we have to prove that the counit map ΦΦ!(A)→ A
is an isomorphism for every object of the form A = Φ(B) with B ∈ D(Z). It
is clearly sufficient to check this for B running through a set of generators of
D(Z). The sheaves (detQ)⊗r−n⊗F SλQ for λ ∈ Br,n−r generate D(F ) [9].
Hence since Z → F is affine it follows that the sheaves π∗((detQ)⊗r−n ⊗F
SλQ) generate D(Z). By (4) we have Φ(π∗((detQ)⊗r−n ⊗F SλQ)) ∼=
SλV ⊗kOX and SλV is a sum of S〈µ〉V with µ1 ≤ λ1, for example by care-
ful inspection of the formula [8, §2.4.2]. It now suffices to invoke Lemma
5.2.5 (or, with a bit of handwaving, (5)(6)).
(2) This has been proved as part of (1).
(3) By [11, Thm 3.3(3r)] it follows that imΦ! = Φ!(imΦ). It now suffices to
invoke (2)(6). 
Proof of Theorem 1.2. (1) Since by Theorem 5.2.1(6) MZ(λ),MZ(µ) ∈ imΦ!
we have by Theorem 5.2.1(5)
ExtiZ(MZ(λ),MZ(µ)) = Ext
i
X/ Sp(V )(Φ(MZ(λ)),Φ(MZ (µ)))
= ExtiX/ Sp(V )(S
〈λ〉V ⊗k OX , S
〈µ〉V ⊗k OX)
which is zero for i > 0 (since Sp(V ) is reductive). Note that we also find
(5.10)
HomZ(MZ(λ),MZ(µ)) = HomX(S
〈λ〉V ⊗k OX , S
〈µ〉V ⊗k OX)
Sp(V )
∼= HomR(M(λ),M(µ))
by [19, Lemma 4.1.3].
(2) We have by (5.1)(5.2)
Rp∗MZ(λ) = Rp∗Rq˜s,∗(ωE/X ⊗k S
〈λ〉V )
= Rqs,∗Rp˜s,∗(ωE/X ⊗k S
〈λ〉V )
= Rqs,∗(S
〈λ〉V ⊗k Rp˜s,∗(ωE/X))
= Rqs,∗(S
〈λ〉V ⊗k OX)
= (S〈λ〉V ⊗k OX)
Sp(V )
Taking global sections yields what we want.
(3) By (5.10) and (1.6) both sides of (1.7) are reflexive R-modules. Since p∗ in-
duces an isomorphism on Y0 between both sides of (1.7) (viewed as sheaves
on Y ) and codim(Y − Y0) ≥ 2 (1.7) must be an isomorphism. 
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6. Symmetric matrices
In this section we present modification needed to treat determinantal varieties
of symmetric matrices.
We keep the same notation as in the introduction, but now we equip V with
a symmetric bilinear form so that r = dimV does not need to be even, Y is the
variety of n×n symmetric matrices of rank ≤ r, G = O(V ), while X = Hom(H,V ),
T = Symk(H⊗V
∨) remain the same, put R = TO(V ). By the fundamental theorems
for the orthogonal group we have Y ∼= SpecR.
If χ is a partition with χt1+χ
t
2 ≤ r, where χ
t denotes the transpose partition, we
write S[χ]V for the corresponding irreducible representation of O(V ) (see [7, §19.5]),
and call such a partition admissible. By χσ we denote the conjugate partition of
χ; i.e., (χσ)t1 = r − χ
t
1, (χ
σ)tk = χ
t
k for k > 1. Note that either l(χ) ≤ r/2 or
l(χσ) ≤ r/2. We have S[λ
σ]V = detV ⊗k S[λ]V [15, §6.6, Lemma 2].
In [19] a non-commutative resolution of R has been constructed, which is crepant
in case n and r have opposite parity. Let Bak,l denote the set admissible partitions
in Bk,l. We put
(6.1) M =
⊕
χ∈Ba
r,⌊(n−r)/2⌋+1
M(χ),
where M(χ) = (S[χ]V ⊗k T )O(V ) and write Λ = EndR(M).
Theorem 6.1. One has gl dimΛ <∞. Λ is a non-commutative crepant resolution
of R if n and r have opposite parity.1
In the symmetric case we also have an analogous Springer resolution where we
adapt the definitions in the obvious way. The fundamental theorems for the orthog-
onal group yield Symk(Q ⊗ V )
O(V ) ∼= Symk(Sym
2(Q)). We only slightly change
the definition of MQ(χ), now
MQ(χ) = det(V )
γr,n ⊗ (detQ)⊗r−n ⊗k (S
[χ]V ⊗k Symk(Q⊗k V
∨))O(V ),
where γr,n = 0 (resp. γr,n = 1) if r and n have the same (resp. opposite) parity.
As in the skew symmetric case MZ(χ) = M˜Q(χ) ∈ coh(GL(H), Z).
To give an analogue of Proposition 3.2 we need to adapt the definitions of τr(λ),
ir(λ) following [16, §4.4]. The differences (denoted by D1, D2, D3 in loc. cit.) are
that we remove border strips Rλ of size 2l(λ)− r instead of 2l(λ)− r− 2 and in the
definition of ir(λ) we use c(Rλ) − 1 instead of c(Rλ). Finally if the total number
of border strips removed is odd, then we replace the end result µ with µσ.
With these modifications and replacing Br/2,n−r by B
a
r,n−r Proposition 3.2 re-
mains true also in the symmetric case by [16, Corollary 4.23] in the case r is odd,
and by [16, (4.2), Theorem 4.4] in the case r is even. Also Corollary 3.6 remains
valid. In its proof we only need to additionally note that one can also remove a
border strip of size l(λ) (which affects the first row) but this can only happen in
the case λ = (1r) and in this case, since the number of borders strips removed is
odd, τr(λ) = (0)
σ = λ. In particular, τr(λ)1 = λ1 still holds.
We now present modifications needed in statements of other results.
• In Theorem 1.2 we replace Br/2,n−r by B
a
r,n−r.
1In case n, r have the same parity then there is a twisted non-commutative crepant resolution.
We do not consider such resolutions in this paper.
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• In Theorem 5.2.1 we replace S〈λ〉V by S[λ]V , and Br/2,n−r by B
a
r,n−r. Item
(4) needs to be modified as
Φ(π∗((detQ)⊗r−n ⊗F S
λQ)) ∼= SλV ⊗k (detV )
γr,n ⊗k OX .
• In Lemma 5.2.2 we have
ωE/X = (detV )
γr,n ⊗ (πq˜)∗(detQ)⊗r−n
as GL(H)×O(V )-equivariant coherent sheaves.
One can easily check that the proofs obtained in the skew symmetric case also
apply almost verbatim in the symmetric case.
Appendix A. More on the resolution of NQ(χ) in the symplectic case
We refer to Remark 3.5 for an alternative approach, suggested to us by Steven
Sam, towards the results in this Appendix. We believe that our elementary argu-
ments are still of independent interest.
Recall that a partition has Frobenius coordinates (a1, . . . , au; b1, . . . , bu), a1 >
· · · > au ≥ 1, b1 > · · · > bu ≥ 1 if for all i the box (i, i) has arm length ai − 1
and leg length bi − 1. Let Q−1(m) be the set of partitions χ with |χ| = m whose
Frobenius coordinates are of the form (a1, . . . , au;a1+1, . . . , au+1).
For partitions δ, χ such that l(δ), l(χ) ≤ r/2 put (δ|χ) := (δ1, . . . , δr/2, χ1, . . . , χr/2)
with the latter being viewed as a weight for GL(Q). For α ∈ Q−1(2k), β ∈
Q−1(2(k − 1)), l(α), l(β) ≤ r/2 we put β ⊂2 α if β ⊂ α and α/β does not consist
of two boxes next to each other.
For χ a partition with l(χ) ≤ r/2 and χr/2 ≥ r/2 − 1 put
Sχ,k = {(χ|µ) | µ ∈ Q−1(2k), l(µ) ≤ r/2} .
Note that if µ ∈ Q−1(2k) and l(µ) ≤ r/2 then µ1 ≤ r/2 − 1. Hence all elements
of Sχ,k are dominant. For π = (χ|α) ∈ Sχ,k, τ = (χ|β) ∈ Sχ,k−1 put τ ⊂2 π if
β ⊂2 α. If τ ⊂2 π then by the Pieri rule SτQ is a summand with multiplicity one
of ∧2Q⊗k SπQ. We call any non-zero GL(Q)-equivariant map
φπ,τ : S
πQ→ ∧2Q⊗k S
τQ
a Pieri map. Needless to say that a Pieri map is only determined up to a non-zero
scalar. By analogy of [2, §7] we call a collection of Pieri-maps φπ,τ such that τ ⊂2 π
a Pieri system. We say that two Pieri systems φπ,τ , φ
′
π,τ are equivalent if there
exist non-zero scalars (cσ)σ such that
φ′π,τ =
cτ
cπ
φπ,τ
for all π, τ . We will now make Proposition 3.2 more explicit for partitions with
χr/2 ≥ r/2− 1.
Proposition A.1. Assume χ is a partition with l(χ) ≤ r/2 and χr/2 ≥ r/2 − 1.
Then NQ(χ) has a GL(Q)-equivariant resolution P• as a Sym(∧2Q)-module such
that
Pk =
⊕
π∈Sχ,k
SπQ⊗k Symk(∧
2Q)
and such that the differential Pk → Pk−1 is the sum of maps for τ ⊂2 π:
(A.1) SπQ⊗kSym(∧
2Q)
φpi,τ⊗1
−−−−−→ SτQ⊗k∧
2Q⊗kSym(∧
2Q)→ SτQ⊗kSym(∧
2Q)
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where the (φπ,τ )π,τ are Pieri maps and the last map is obtained from the multipli-
cation ∧2Q⊗k Sym(∧2Q)→ Sym(∧2Q). Moreover every choice of Pieri maps such
that the compositions Pk → Pk−1 → Pk−2 are zero yields isomorphic resolutions,
and the isomorphism is given by scalar multiplication.
Proof. We will first discuss uniqueness up to scalar multiplication of maps in the
resolutions. The condition that (A.1) forms a complex may be expressed as follows.
For π ∈ Sχ,k, σ ∈ Sχ,k−2 put
(A.2) {(τi)i ∈ I} := {τ ∈ Sχ,k−1 | σ ⊂2 τ ⊂2 π} .
Then (A.1) forms a complex if and only if the compositions
(A.3)
SπQ
(φpi,τi )i−−−−−→
⊕
i
∧2Q⊗ SτiQ
(1⊗φτi,σ)i−−−−−−−→ ∧2Q⊗ ∧2Q⊗ SσQ→ S2(∧2Q)⊗ SσQ
are zero. We must show that any two Pieri-systems satisfying (A.3) are equivalent.
Let α ∈ Q−1(2k), β ∈ Q−1(2(k − 1)). We may express the relation β ⊂2 α
in terms of Frobenius coordinates. If α = (a1, . . . , au;a1 + 1, . . . , au + 1) and β =
(b1, . . . , bv;b1 + 1, . . . , bv + 1) then β ⊂2 α if and only if u = v and (a1, . . . , au) =
(b1, . . . , bt+1, . . . , bv) for some t, or else u = v+1 and (a1, . . . , au) = (b1, . . . , bv, 1).
From this it follows in particular that (A.2) contains at most two elements.
Like in the proof of [2, Prop. 7.1(iv)] we can now build a contractible cubical
complex P with vertices ∪kSχ,k and edges the pairs τ ⊂2 π such that if φπ,τ , φ′π,τ
are two Pieri-systems satisfying (A.1) then φ′π,τ/φπ,τ is a 1-cocycle for P. Since P
is contractible this 1-cocycle is a coboundary which turns out to express exactly
that φ′π,τ and φπ,τ are equivalent.
We now discuss the existence of P•. To this end we introduce some notation.
Let G be the Grassmannian of r/2 dimensional quotients of Q and let P , S be
respectively the universal quotient and subbundle on G. The resolution of NQ(χ)
constructed in [16, Lemma 3.11, Lemma 3.12, Prop. 3.13] (denoted by Mχ in loc.
cit.) using the “geometric method” is now obtained by applying Γ(G,− ⊗G SχP)
to the Koszul complex
∧•(∧2S)⊗k Sym(∧
2Q)
obtained from the inclusion ∧2S ⊂ OG ⊗k ∧2Q. So the resulting complex is
(A.4) Γ(G,∧•(∧2S)⊗G S
χP)⊗k Sym(∧
2Q) .
Using the decomposition
(A.5) ∧k(∧2S) ∼=
⊕
µ∈Q−1(2k)
SµS
we obtain from Lemma A.2 below that the differential in (A.4) is given by the
composition
(A.6) Γ(G,SχP ⊗G S
αS)
φα,β,S
−−−−→ Γ(G,SχP ⊗G ∧
2S ⊗G S
βS) →֒
Γ(G,SχP ⊗G (∧
2Q⊗k S
βS)) = Γ(G,SχP ⊗G S
βS)⊗k ∧
2Q
where φα,β,S is a Pieri map. Now for each pair (χ, α) ∈ Sχ,k choose an isomorphism
Γ(G,SχP⊗GSαS) ∼= S(χ|α)Q. Then (A.6) becomes a GL(Q)-equivariant morphism
φχ,α,β : S
(χ|α)Q→ S(χ|β)Q ⊗k ∧
2Q .
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Sublemma. If β ⊂2 α then φχ,α,β is not zero and hence it is a Pieri map.
Proof. In (A.6) φα,β,S is a monomorphism. So it induces a monomorphism on
global sections. The compositions of two monomorphisms is again monomorphism.
This can only be zero if its source is zero, which is not the case since (χ|α) ∈ Sχ,k
is dominant. 
It follows that (A.4) becomes a complex of the shape asserted in the statement
of the proposition, finishing the proof. 
A version for vector bundles of the following lemma was used.
Lemma A.2. Let R be a vector space of dimension n. Let α ∈ Q−1(2k), β ∈
Q−1(2(k − 1)) with β ⊂2 α and l(α) ≤ n. Then following composition is non-zero
φα,β : S
αR →֒ ∧k(∧2R)
φ
−→ ∧2R⊗k ∧
k−1(∧2R)։ ∧2R ⊗l S
βR
where the first and last map are obtained from the GL(R)-equivariant decomposition
∧k(∧2R) ∼=
⊕
α∈Q−1(2k)
SαR, ∧k−1(∧2R) ∼=
⊕
β∈Q−1(2(k−1))
SβR and the middle
map is the canonical one.
Proof. Choose a basis {e1, . . . , en} for R and let U be the unipotent subgroup of
GL(R) given by upper triangular matrices with 1’s on the diagonal, written in the
basis {e1, . . . , en}. In other words u ∈ U if and only if u · ei = ei +
∑
j<i λjej for
i = 1, . . . , r.
The U -invariant vectors in ∧k(∧2R) corresponding to the decomposition
(A.7) ∧k(∧2R) ∼=
⊕
α∈Q−1(2k)
SαR
were explicitly written down in [21, Prop. 2.3.9]. To explain this let α ∈ Q−1(2k)
and write it in Frobenius coordinates as (a1, . . . , au;a1 + 1, . . . , au + 1). Then the
highest weight vector of the SαR-component in (A.7) is given by uα :=
∧
i<j≤i+ai
vij
for vij = ei∧ ej (we do not care about the sign of uα so the ordering of the product
is unimportant). If we represent α by a Young diagram then the index set of the
exterior product corresponds to the boxes strictly below the diagonal which makes
it easy to visualize why uα is U -invariant and why it has weight α for the maximal
torus corresponding of the diagonal matrices in GL(R).
We have φ(uα) =
∑
ij ±vij ⊗ uˆα,ij where uˆα,ij is obtained from uα by removing
the factor vij . Thus φα,β(uα) =
∑
ij ±vij ⊗ prβ(uˆα,ij) where prβ : ∧
k−1(∧2Q) →
SβR is the projection. Since the vij are linearly independent in ∧2R it follows that
φα,β(uα) can only be zero if prβ(uˆα,ij) is zero for all i, j. Now if β ⊂2 α then there
exist i, j such that uˆα,ij = ±uβ. Since by definition prβ(uβ) = uβ 6= 0 we obtain
prβ(uˆα,ij) 6= 0 and thus also φα,β(uα) 6= 0. 
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