. The growing role of data-driven approaches to scientific discovery has unveiled a large class of models that involve latent transformations with a rigid algebraic constraint. Among them, multi-reference alignment (MRA) is a simple model that captures fundamental aspects of the statistical and algorithmic challenges arising from this new paradigm. In this model, an unknown signal is subject to two types of corruption: a latent cyclic shift and the more traditional additive white noise. The goal is to recover the signal at a certain precision from independent samples. While at high signal-to-noise ratio (SNR), the number of observations needed to recover a generic signal is proportional 1/SNR, we show that it rises to 1/SNR 3 in the more realistic low SNR regime. We propose an algorithm that achieves this optimal dependence on the SNR. Furthermore, we extend our results to cover heterogeneous MRA model where the samples come from a mixture of signals, as is often the case in applications such as Cryo-Electron Microscopy, where molecules may have different conformations. We provide the first known procedure that provably achieves signal recovery in the low SNR regime for heterogeneous MRA.
INTRODUCTION
More and more scientific and engineering disciplines rely on data collection and analysis to guide scientific discovery. This is the case for example in Cryo-Electron Microscopy (Cryo-EM), which was selected by the journal Nature Methods as Method of the Year 2015 "for its newfound ability to solve protein structures at near-atomic resolution" [Edi16, Nog16] . This promising imaging method comes with new challenges that resist known signal processing techniques. In Cryo-EM, a molecule is imaged from different, unknown viewing directions, which can be thought of as latent three-dimensional rotations acting on each molecule sample before the image is captured. As we shall see, the presence of the latent rotation has a singular effect not only on the computational but also on the statistical complexity of this problem. This feature is shared by various other examples of the same kind in areas such as robotics [RCBL16] , structural biology [Dia92, TS12, PMMC11, PC14]; radar [ZvdHGG03, PZAF05] ; crystalline simulations [SSK13] ; and image registration problems in a number of important contexts, such as in geology, medicine, and paleontology [DM98, FZB02] .
Multi-reference alignment (MRA) [BCSZ14] is one of the simplest models that is able to capture fundamental aspects of this class of problems, rendering it ideal for theoretical study. In this model one observes n independent copies y 1 , . . . , y n of y ∈ R d given by
(1)
where R is a cyclic shift by an unknown number of coordinates: the jth coordinate of R θ ∈ R d is given by R θ) j = θ j+ (mod d) . We assume Gaussian noise ξ ∼ N (0, I d ). The goal is to estimate the unknown vector θ ∈ R d . The MRA model is illustrated in Figure 1 . The unknown vector θ ∈ R d can be thought of as a discretization of a continuous one-dimensional signal; in each observation y i , it is subject to two types of corruption: the latent cyclic shift R i and the additive Gaussian noise σξ i .
We refer to θ 2 /σ 2 as the signal-to-noise ratio (SNR); without loss of generality we assume in the sequel that θ = 1, implying SNR = 1/σ 2 . In practice, the SNR is completely determined by the experimental setup.
In this paper, we study the sample complexity of MRA, that is the number of observations needed to recover a generic signal with a given accuracy as a function of the SNR. Our results reveal a striking difference between the high and low SNR regimes. On the one hand, the picture at a high SNR is fairly standard in signal processing: the sample complexity scales proportionally to 1/SNR. On the other hand, using information theoretic arguments, we show that the presence of the latent cyclic shifts has a profound effect on the sample complexity at low SNR, where the optimal sample complexity becomes proportional to 1/SNR 3 . We propose an algorithm based on the estimated bispectrum coupled with a tensor decomposition to achieve this sample complexity efficiently and provably. This draws the first complete picture for the sample complexity of the MRA model. We complement the results with the first algorithm for the heterogeneous case where θ in (1) is randomly drawn from a finite family of linearly independent vectors. Instances of the multi-reference alignment problem, at low (σ = .5, left column) and high (σ = 5, right column) noise levels. The true underlying signal appears in gray, and the noisy sample appears in red. When the noise level is low, features of the signal are still visible despite the noise; in the presence of large noise, however, the signals cannot reliably be aligned.
OVERVIEW
In this section, we give an overview of our contributions and how they fit in the existing literature.
Existing methods
The difficulty of the multi-reference alignment problem resides in the fact that both the signal θ ∈ R d and the shifts 1 , . . . , n ∈ Z d are unknown. If the shifts were known, one could easily estimate θ by taking the average of R −1 i y i , i = 1, . . . , n. In fact, this simple observation is the basis of the so-called "synchronization" approach [Sin11, BCSZ14, BCS15]: first estimate the shifts bỹ 1 , . . . ,˜ n ∈ Z d and then estimate θ by averaging the R −1 i y i 's. While the synchronization approach can be employed at high SNR, it is limited by the fact that at low SNR, even alignment of observations to the true signal yields inaccurate shift estimates [ADBS16] . Alternative approaches estimate distributions over possible cyclic shifts instead. This relaxation is reminiscent of relaxation employed in replacing the hard labelling of k-means with the soft labelling of mixture modelling in clustering. This approach leads naturally to an estimate of the underlying signal via Expectation-Maximization algorithms or analogous Bayesian approaches [Sch12b, LBTG13] . Nevertheless, these procedures lack theoretical guarantees, and may get stuck in local minima.
The method of invariants
Throughout this paper, we take a radically different approach called the method of invariants, which bypasses the estimation of the shifts altogether. This method exploits features of the signal that are invariant under cyclic shifts, or more generally under the action of a group of transformations of the signal. The norm θ of θ is an example of an invariant feature: it is clearly invariant under cyclic shifts of θ and can therefore be estimated consistently in the MRA model without difficulty, assuming σ is known.
More generally, the method of invariants leverages invariant polynomials in the coordinates of θ. These are captured by moment tensors T r (θ) defined by
For example, the first moment tensor reduces to the entrywise mean of the signal and the second to its autocorrelation matrix, a circulant matrix containing the d autocorrelations of θ. In what follows we regard r as a constant-in the context of this paper we always have r ≤ 5. It is worth noting that the autocorrelation matrix carries the same information as the power spectrum-the square of the absolute value of the Fourier coefficients of the signal-which is oftentimes used as an invariant feature in signal processing. As a result, it does not carry enough information to allow for estimation of θ, since it provides only the magnitudes of the Fourier coefficients, but not their phases.
In particular, the third moment tensor corresponds to the triple autocorrelation of the signal. The triple autocorrelation has a Fourier-analytic analogue called the bispectrum, which is used in signal processing. The bispectrum of a signal θ is given by
whereθ is the Fourier transform of θ, k 1 , k 2 ∈ [d], and the indices are taken modulo d. It was originally introduced in a statistical context [Bri91, Tuk84] and is known to uniquely determine generic signals up to cyclic shift [Kak09] . It is not difficult to see, for example, that it uniquely determines signals that have nonvanishing spectrum. This fact has been exploited to obtain estimates for alignment problems [SG92, Gia89, BBM + 17]. An apparent drawback of this approach is that the sample average based estimator for T 3 has a variance of order σ 6 /n when σ is large. It suggests that in the low SNR regime, any approach relying on the bispectrum requires at least order 1/SNR 3 samples. In fact, we show that this number of samples is actually a fundamental requirement of the problem when the shifts are sampled from the uniform distribution, independent of the approach taken (following ideas developed in [BRW17] ). Note that the dependency on the SNR is very different from that observed in more classical problems in signal processing, for which order 1/SNR samples usually suffice. This shows that the cyclic transformations fundamentally change the difficulty of the problem. A similar phenomenon has been demonstrated for a Boolean version of MRA [APS17] .
To complement our lower bound, we also propose an algorithm capable of provably estimating generic signals θ with a number of samples that is optimal in the SNR, but potentially not in the dimension d. It operates by decomposing the third moment tensor. For this reason our algorithm can be viewed as a procedure that provably inverts the bispectrum for generic signals in a stable form, an important problem in signal processing and the imaging sciences. A detailed description can be found later in the paper.
Non-generic signals
The tensor-based methods for the multi-reference alignment problem we present work only for signals that are suitably generic, for instance, signals with nonvanishing power spectrum. In fact, non-generic signals can exhibit significantly worse behavior with a sample complexity of order 1/SNR √ d rather than 1/SNR
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[BRW17] but this pessimistic scenario does not seem to be representative of signals encountered in practice. In fact, signals that cannot be estimated with 1/SNR 3 samples exhibit power spectra satisfying algebraic relations and form a set of zero Lebesgue measure. The optimal sample complexity for non-generic signals is sensitive to specific properties of the power spectrum, and even apparently benign signal processing techniques such as low-pass filtering may produce signals that are harder to estimate than the original one.
The heterogeneity problem
One of the main challenges in Cryo-EM reconstruction is the heterogeneity problem, where one observes noisy projection images of multiple unknown conformations of the same molecule. The MRA model can be extended to accommodate heterogeneity by assuming that in (1), the vector θ ∈ R d is also a latent variable drawn from a finite set of unknown vectors C = {θ (1) , . . . , θ (K) }. The goal here is to recover the set C up to a cyclic shift and the distribution of θ on this set.
Most approaches to the heterogeneity problem attempt to cluster the samples in K clusters, corresponding to each conformation or different signal. For Cryo-EM, the prevailing method is marginalized maximum likelihood as implemented for example in RELION [Sch12a, Sch12b, Sch16] . Semidefinite relaxations [BCS15, LS16] can also address heterogeneity but none of these methods comes with theoretical guarantees at low SNR.
Our approach based on the method of invariants coupled with tensor decomposition techniques extends to the heterogeneous setup. It yields the first algorithm capable of provably solving the heterogeneous MRA at arbitrarily low SNR, albeit at a potentially suboptimal sample complexity of 1/SNR 5 .
Connections to Cryo-EM
One of the main motivations to study the multi-reference alignment problem is that it serves as a simpler surrogate for Cryo-EM. This paper indicates potentially fruitful directions for work on the Cryo-EM problem. We offer theoretical vindication for the use of invariant methods in Cryo-EM, a proposal which dates back to Zvi Kam [Kam80] . In addition, Cryo-EM has the potential to analyze heterogeneous mixtures and thereby determine the structures of complexes in different functional states. Our analysis of the properties of an anaologous model for heterogenous multi-reference alignment serves as a first step towards a complete statistical theory of heterogenous Cryo-EM.
Notation
We use [d] to represent the set {1, . . . , d} and I d to represent the d × d identity matrix. The smallest and largest singular values of a matrix are denoted σ min and σ max , respectively. The symbol poly(·) refers to an unspecified polynomial with constant coefficients. C d is used to refer to a constant that may depend on d but not on other parameters, and it may refer to a different constant in different appearances throughout the text. The expression f (n) = O(g(n)) means that there exists a constant C such that f (n) ≤ Cg(n) for all n, and we write O d (g(n)) when the constant may depend on d. We write
FUNDAMENTAL LIMITATIONS
In this section, we establish the fundamental limits of MRA and point to shortcomings of existing strategies to achieve optimal sample complexity.
Lower bounds for sample complexity
Since observations in the MRA model (1) are invariant under a global cyclic shift, one may only identify θ up to such a global shift. To account for this fact, it is natural to employ the following shift-invariant distance between vectors θ, τ ∈ R d : ρ(θ, τ ) = min
By applying an independent and uniform random cyclic shift to each observation, we can always reduce the MRA model to the case where 1 , . . . , n are drawn i.i.d. uniformly from [d] . In this case, the distribution of y in (1) is a uniform mixture of the d Gaussian distributions N (θ, σ 2 I), . . . , N (R d−1 θ, σ 2 I). If y is generated according to this distribution, we call it a "sample from MRA with signal θ." The statistical properties of this Gaussian mixture are analyzed in [BRW17] .
If σ is small-that is, if the SNR is sufficiently large-then the signals can be aligned (for example, via the synchronization approach [Sin11] ), and therefore θ can be estimated accurately on the basis of n samples from MRA with signal θ as long as n ≥ C d /SNR for some constant C d . This is the same dependence that would be expected in the absence of shifts. Strikingly, the situation in the highnoise regime (when the SNR is low) is very different: estimation is impossible unless n ≥ C d /SNR 3 for some constant C d that depends on d.
Theorem 1. Fix d > 2 and ε ∈ (0, 1). There exists a constant C d such that the following holds with constant probability: for any estimatorθ based on n samples from (1) there exists θ ∈ R d with θ 2 = 1, such that ρ(θ, θ) ≥ ε whenever n ≤ C d σ 6 ε −2 .
This result is established using a standard two-point testing reduction [LeC73] by exhibiting two signals θ and τ such that ρ(θ, τ ) ≥ 2ε but the distributions of n samples arising from MRA with signal θ and from MRA with signal τ are statistically indistinguishable, a fact which we prove using the tight informationtheoretic bounds developed in [BRW17] .
Note that this lower bound is limited to the case of uniform shifts. In general, it may be possible to leverage departure from uniformity to obtain a better sample complexity.
The importance of high frequencies
As we will see in the next section, the lower bound C d /SNR 3 is in fact tight for generic signals. In general, the optimal number of samples depend on specific properties of the support of the Fourier transform of the original signal. This dependence is often counter-intuitive, as the following example shows.
Many approaches to the alignment problem implicitly rely on the strategy of first estimating low frequencies of a signal, and then using this initial estimate to estimate higher frequencies (see [BGPS16] ). In other words, these strategies assume that estimating a low-pass version of a signal is no harder than estimating the original signal. Surprisingly, this is not the case in general: high-frequency information is sometimes necessary to estimate information at lower frequencies.
Let us take d ≥ 14 congruent to 2 (mod 4) and θ ∈ R d a signal whose Fourier transformθ satisfiesθ 1 =θ −1 = 0 but otherwise has full support. We show in the appendix that we can estimate θ with O d 1/SNR 3 samples. Surprisingly, if we low-pass θ by settingθ j = 0 for all |j| > 4, then Ω d 1/SNR 4 samples are needed to estimate it. An illustration of this phenomenon appears in Figure 2 .
The difficulty in recovering the low-pass version arises from the following simple observation: ifθ j = 0 for all j / ∈ {±2, ±3, ±4}, then the only nonzero entry of the bispectrum is B(2, 2). This implies that the bispectrum carries no information about the phase ofθ 3 , and as a result, [BRW17, Theorem 3] implies that any two such signals which agree on their second and fourth Fourier coefficient are statistically indistinguishable unless n ≥ C d σ 8 . 
EFFICIENT RECOVERY VIA TENSOR METHODS
In this section, we describe an efficient algorithm that matches the sample complexity of Theorem 1. Namely it outputs an estimatorθ of θ such that ρ(θ, θ) ≤ ε whenever n ≥ C d σ 6 ε −2 , for some constant C d not necessarily matching the constant appearing in Theorem 1.
Our approach uses the method of invariants by estimating invariant features in the third moment tensor T 3 defined in (2). To estimate this tensor, we use the following empirical version that removes spurious symmetries:
where
The following lemma characterizes the bias and variance of this estimator.
Lemma 1. The estimatorT 3 is an unbiased estimator of T 3 . Moreover, each entry ofT 3 has a variance of order σ 6 /n so long as σ is bounded below by a positive constant.
Jennrich's Algorithm for Tensor Decomposition
In this section, we discuss an efficient algorithm that provably solves the multireference alignment problem for a generic signal θ ∈ R d . It involves the spectral decomposition of the tensor of empirical third moments. While using tensor decomposition in the context of multi-reference alignment is one of the contributions of this paper, such decompositions have been long studied and a sophisticated machinery has been developed over the years; for a survey see, for example, [Moi14, Chapter 3] .
The specific algorithm that we will use to estimate θ from T 3 (see (2)) is a standard tensor decomposition algorithm known as Jennrich's algorithm (proposed in [Har70] and credited to Robert Jennrich). The version described below allows the recovery of vectors u 1 , . . . , u r (up to simple transformations) from a noisy version of the tensor
We call a tensor T satisfying (5) for some r ≤ m a low rank tensor. While Jennrich's algorithm provably solves the problem in polynomial time for generic signals, we note that this algorithm may fail for worst-case choices of signals. Indeed, the statistical rates of estimation for worst-case signals are provably very different and can require exponentially many samples (on the dimensional of the signal) [BRW17] . Our results do not simply hold with high probability on an input distribution of the signal, but instead hold for almost every signal, akin to the smooth analysis framework of Spielman and Teng [ST04] .
Jennrich's Algorithm ([Har70, LRA93]).
Input: Low rank tensor T = r j=1 u j ⊗ u j ⊗ v j ∈ R m×m×p . Output: Matrix U = [u j , . . . , u r ] ∈ R m×r (up to permutation and scaling of columns).
Choose random unit vectors a, b ∈ R p , and form matrices A, B ∈ R m×m with entries:
Let W be the matrix whose columns are the first r left singular vectors of A. Compute M = W AW (W BW ) −1 . Output U = W P , where M = P DP −1 is the eigendecomposition of M .
Jennrich's algorithm requires two eigendecompositions and can therefore be implemented very efficiently even on large scale problems. It also enjoys robustness guarantees as illustrated by the following theorem.
Theorem 2 ([GVX14], Theorem 5.2).
Let T be a tensor of the form (5) with all u j linearly independent, and define κ = σ max (U )/σ min (U ). Moreover, fix ε > 0 and letT satisfy T − T F ≤ ε. Then Jennrich's algorithm applied toT returns unit vectorsũ j , j = 1, . . . , r such that there exists a permutation π and scalars β j such that
with high probability.
We show in the appendix that T 3 is indeed a low rank tensor of the form (5), with m = p = d, u j = v j = R j−1 θ (for j = 1, . . . , r), and U = [θ, R 1 θ, . . . , R d−1 θ]. Moreover, it can be shown that κ(U ) = max j,k {|θ j |/|θ k ||} =: κ(θ). This quantity is generically finite, and is bounded by poly(d) with high probability if, for example θ ∼ N (0, d −1 I d ). Under these assumptions Jennrich's algorithm applied tõ T 3 outputs in particularũ 1 , such that
with high probability for some j ∈ [d] and some β j ∈ R. The scaling factor β 1 can be easily removed as follows. Estimate β 1 byβ 1 :
We call this procedure homoJen for "homogeneous MRA via Jennrich". It outputsθ =ũ 1 /β 1 . It enjoys the following theoretical guarantees.
Theorem 3. Fix σ > .1 and δ ∈ (0, 1) and assume .1 ≤ θ 2 ≤ 10. Then, for any ε > 0, the homoJen algorithm based on n samples from (1) outputsθ such that ρ(θ, θ) ≤ ε with probability at least 1 − δ whenever
Note that the constants .1 and 10 are arbitrary and may be replaced by any other constants.
Note that in view of the lower bound appearing in Theorem 1, the sample complexity of the modified Jennrich algorithm is optimal apart possibly for factors depending polynomially in d. In fact, the left half of Figure 3 illustrates the practical effectiveness of the class of methods proposed here: Given samples in the multi-reference alignment problem (1) for d = 5, this plot shows the performance of our estimator based on Jennrich's algorithm for various values of number of samples n and signal to noise ratio SNR (inversely proportional to σ 2 ). For each value of n and SNR, 500 trials were performed and the mean squared error plotted in color, with blue representing low estimation error (good performance) and red representing high estimation error (bad performance, recovering only noise). The black lines are lines of constant n/SNR 3 , representing the theoretical prediction of Theorem 3.
Several other bispectrum-based algorithms appear in the literature; see [BBM + 17] for a recent empirical study. These may perform better in practice, but they largely do not come with the theoretical guarantees of the algorithm proposed here, and they do not extend to the heterogeneous case discussed below.
HETEROGENEITY
This section describes one of the main contributions of our paper, an algorithm provably able to solve the heterogeneous multi-reference alignment problem. We recall this model here for completeness. Recall that in this model, we observe
where Z 1 , . . . , Z n ∈ {1, . . . , K} are i.i.d. latent variables such that Pr(
that are independent of all other variables and
are unknown vectors. The other variables are specified as in the homogeneous model (1). The goal here is to recover the set of vectors θ (k) ∈ R d , k = 1, . . . , K up to a cyclic shift and the probability mass function {π k } k∈ [K] . The method of invariants described above can be extended to handle the heterogeneous model (7). In this case our method proceeds by estimating the mixtures of signals from an unbiased estimatorT 5 for the 5-tensor
Using manipulations similar to the ones arsing in the proof of Lemma 1, it is not hard to show that T 5 can be rewritten as where T 1 = E[y i ] and T 3 is defined in (2). Therefore an unbiased estimator of T 5 is given bỹ
whereT 3 is given in (3). Moreover, each entry ofT 5 has variance of order σ 10 /n so long as σ is bounded below by a positive constant. We propose a method that consists in applying Jennrich's algorithm to an appropriate flattening ofT 5 . We call it heteroJen. This algorithm hinges on the following observation: the 5-tensor T 5 can be flattened into a 3-tensor of shape
The algorithm heteroJen then proceeds by pluggingT 5 into the above flattening operation and then applying Jennrich's algorithm to the resulting 3-tensor of shape
with high probability. We computeṽ i as the leading eigenvector of the d × d matrixũ i . LettingṼ 3 be the d 3 × dK matrix with columnsṽ ⊗3 i , we estimateα ∈ R dK as the least-squares solution toṼ 3α = vec(T 3 ). The vectorsw i :=α 1/3ṽ
i (with entrywise exponentiation) now comprise dK redundant estimates to the K original signals θ k ; we remove this redundancy via a clustering procedure. These steps are rigorously described and justified in the appendix.
This method succeeds when K ≤ d/2 as illustrated by the following theorem. It involves the condition number of the matrix [vec((
Theorem 4. Fix σ > .1 and δ ∈ (0, 1). Assume that .1 ≤ θ (k) 2 ≤ 10 for all k ∈ [K] and that K ≤ d/2 . Then, for any ε > 0, the heteroJen algorithm based on n samples from (7) outputs {θ 1 , . . . ,θ K } such that
with probability at least 1 − δ whenever
We prove this result in the appendix, along with the following lemma.
Lemma 2. The condition number κ = κ({θ (1) , . . . , θ (K) }) is generically finite.
To the best of our knowledge, heteroJen is the first efficient method shown to solve the heterogeneous MRA problem with arbitrarily large noise variance (and enough samples). We conjecture, however, that the σ 10 dependence is not optimal, and that generic heterogeneous mixtures (perhaps with only a constant number of components) should have sample complexity C K σ 6 ε −2 poly(d) in well conditionned cases, akin to the homegeneous case. Figure 3 illustrates the effectiveness of the class of methods proposed here: Given samples in the heterogeneous multi-reference alignment problem (7), this plot shows the performance of our estimator based on Jennrich's algorithm for various values of n and SNR. The black lines represent the theoretical prediction of Theorem 4.
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APPENDIX A: TECHNICAL PROOFS

A.1 Proof of Theorem 1
In what follows, let c d and C d be constants depending on d whose value may change from line to line. Let θ be any zero-mean signal such that θ 2 = 1, and letθ be its Fourier transform. There exists a coefficientθ j with j = 0 such that |θ j | ≥ c d . Define τ by settinĝ
On the other hand, since θ and τ have the same mean and power spectrum, [BRW17, Theorem 3] implies that if P θ and P τ are the Gaussian mixtures corresponding to MRA with signals θ and τ respectively, then the Kullback-Leibler divergence D(P θ P τ ) is at most C d σ −6 ε 2 . The chain rule for divergence implies D(P n θ P n τ ) ≤ C d σ −6 ε 2 n, so Pinsker's inequality implies that if C d σ −6 ε 2 n ≤ .01, then no statistical procedure can distinguish between n samples from MRA with signals θ and τ with probability better than 2/3.
A.2 Analysis of Low-pass example
To show that θ can be recovered with O d (1/SNR 3 ) samples, it suffices to show that the phases of the Fourier coefficients of θ can be reconstructed uniquely from its bispectrum. Given a complex number z, denote by arg(z) its phase. By applying a circular shift, we can assume without loss of generality that arg(θ 2 ) ∈ [0, 4π/d) and that arg(θ 3 ) ∈ [0, π). It is easy to check that the identity 2
2 arg(θ 2 ) holds modulo 2π, and the assumption that arg(θ 2 ) ∈ [0, 4π/d) implies that the choice of arg(θ 2 ) is unique. This implies that all even-indexed phases can be recovered. We also have the simple identity arg(θ 6 ) + arg(B(3, 3)) = 2 arg(θ 3 ) modulo 2π, and the assumption that arg(θ 3 ) ∈ [0, π) implies that the choice is unique. Combined with the knowledge of arg(θ 2 ), this implies recoverability of all odd-indexed phases.
A.3 Proof of Lemma 1
soT 3 is an unbiased estimator of T 3 . Each entry of y i is a Gaussian with variance σ 2 , so the entries of sym(y i ⊗ I d ) have variance of order σ 2 , and the entries of y ⊗3 i have variance of order σ 6 ; the latter dominates for σ bounded away from 0. The claim follows.
A.4 Proof of Theorem 3
We construct an algorithm as follows. Following Lemma 1, we use some number n of samples to construct an estimateT 3 of T 3 . We apply Jennrich's algorithm to produce unit vectorsũ i such that, for some permutation π and some scalars β i , ũ π(i) − β i R i θ ∞ ≤ α, following the guarantee of Theorem 2. To recover this unknown scaling, we compute the sample meanμ = 1 d 1 /μ, and outputθ =β −1 u 1 . Here 1 denotes the all-ones vector in R d .
As we are only concerned with polynomial dependence and not detailed bounds, we write A ≈ B if we can bound
so long as 1 α ≤ 1 and σ/ √ n ≤ 1; we apply this also to vectors in 2-norm or (equivalently) most other common norms.
Theorem 2 guarantees us thatũ ≈ β i R i θ. Taking norms, we have 1 ≈ |β i | θ 2 ; as θ 2 is bounded above and below by constants, we have that |β i | ≈ 1/ θ 2 is also of constant order. Note also that by Chebyshev we have that |μ − µ| ≤ σ √ δ/ √ 2nd with probability 1 − δ/2, so that µ ≈μ. Fromũ ≈ β i R i θ we also derive that
We know that θ 2 ≤ σ max (U ) and that
we are thus justified in dividing (8) byμ to obtainβ ≈ β i , and β i /β ≈ 1. We now bound the total estimation error as follows:
Thus in order to bound this estimation error to within ε, it suffices to require bounds of the form σ/ √ n ≤ ε/ poly(d, κ(θ), δ −1 ) and α ≤ ε/ poly(d, κ(θ), δ −1 ). By Theorem 2, we achieve this bound on α from Jennrich's algorithm so long as T 3 −T 3 F ≤ ε/ poly(d, κ, δ −1 ). This estimation error is achieved with probability 1 − δ/2 so long as n ≥ σ 6 poly(d, κ, δ −1 ), which also subsumes the explicit bound on σ/ √ n. By a union bound over the two probabilistic steps in this argument, the desired accuracy guarantee holds with probability 1 − δ.
A.5 Proof of Theorem 4
As in the proof of Theorem 3, we write A ≈ B if we can bound |A − B| ≤ α poly(d, κ(U ), δ −1 ) + σ 3 / √ n poly(d, κ(U ), δ −1 ) given that 2 α ≤ 1 and σ 3 / √ n ≤ 1; we apply this also to vectors in 2-norm or (equivalently) most other common norms.
From Theorem 2, we are guaranteed thatũ i ≈ β i (R a(i) θ b(i) ) ⊗2 ; taking norms, we have 1
−1 is of constant order. Now by the Davis-Kahan theorem, if v max (M ) denotes either choice of unit-length eigenvector of M corresponding to the eigenvalue of largest magnitude, we havẽ
for some sign ε i = ±1. Then we haveṼ 3 ≈ V 3 , where as above,Ṽ 3 is the d 3 × dK matrix whose columns areṽ ⊗3 i , and V 3 has columns ε i (R a(i) θ b(i) ) ⊗3 / θ b(i) 3 2 . Estimating T 3 byT 3 according to Lemma 1, we haveT 3 ≈ T 3 by Chebyshev, with probability 1 − δ/2. Note then that V 3 α = vec(T 3 ), where α i = ε i θ b(i) 3 2 /dK. By the perturbation theory of linear systems, we are now guaranteed that, lettingα be the least squares solution toṼ 3α = vec(T 3 ), we haveα ≈ α, so long as the system is well-conditioned, which we defer to the following lemma:
Lemma 3. κ(V 3 ) ≤ κ(U ) poly(d).
As α i is of constant order, it follows thatw i :=α where e b, ∈ R dK is the standard basis vector corresponding to signal b and rotation . It follows that, provided α and σ 6 /n are inverse-polynomially small in d, κ(U ), δ −1 , we exactly recover the clusters of estimatesw i corresponding to the same signal θ k , simply by comparing on the metric ρ 2 and thresholding. Drawing one estimatew i from each cluster, we obtain one estimate of each signal. To conclude, in order to bound this estimation error to within ε, it suffices to require bounds of the form σ 3 / √ n ≤ ε/ poly(d, κ(θ), δ −1 ) and α ≤ ε/ poly(d, κ(θ), δ −1 ). By Theorem 2, we achieve this bound on α from Jennrich's algorithm so long as T 5 − T 5 F ≤ ε/ poly(d, κ, δ −1 ). This estimation error is achieved with probability 1 − δ/2 so long as n ≥ σ 10 poly(d, κ, δ −1 ), which also subsumes the explicit bound on σ 3 / √ n. By a union bound over the two probabilistic steps in this argument, the desired accuracy guarantee holds with probability 1 − δ.
A.6 Proof of Lemma 3
We apply the following transformations which do not alter the condition number: we transform the rows by the third tensor power of a DFT, we permute the columns to sort by signal and rotation, and we negate columns according to the signs ε i . It thus suffices to control the condition number of the d 3 × dK matrix V 3 whose columns are (R jθk ) ⊗3 / θ k 3 2 , whereR i = diag({ω ij } j ) is the Fourier representation of a rotation action (ω = e 2π/d ), and θ k is the Fourier transform of θ k . Meanwhile, let V 2 be the d 2 × dK matrix with columns (R jθk ) ⊗ 2, the Fourier transform of U , so that κ(V 2 ) = κ(U ). Let v ∈ dK; then we have
