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Abstract— Nowadays, the number of Thai elders is rapidly 
increasing among world elderly population, how to keep their 
health is a major concern. Cardiovascular Diseases (CVDs) 
which are severe disease for Thai have higher mortality than 
cancers, and elderly people have a higher possibility to 
predispose CVDs. Hence, the risk factors of CVDs should be 
addressed. Obesity, as one of risk factors of CVDs, seriously 
affects Thai elders’ wellbeing; excessive sugar consumption is a 
way leading to overweight and obesity. The amount of consumed 
sugar by Thai is much higher than the standard sugar 
consumption, and it also could cause many other diseases. 
Therefore, this paper proposes a classification method for 
elderly group who have the potential to control their blood sugar 
in order to prevent them from sugar overconsumption. This 
paper explored machine learning algorithms to find an 
appropriate classification method for elderly data. Artificial 
neuron network and K-nearest neighbors are applied for 
classifying elderly groups. Glycated hemoglobin (HbA1c) and 
fasting plasma glucose (FPG) are the noninvasive measurements 
of evaluating blood sugar, based on the two measurements, the 
242 data from 121 elderly people are divided into two groups 
which are controllable group and uncontrollable group. The 
result indicates that artificial neuron network is more suitable 
for the dataset with 70.59% accuracy as compared to the 
accuracy of K-nearest neighbors. 
Keywords— Classification method, Thai senior, 
Cardiovascular Disease, Sugar consumption, Artificial Neuron 
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I. INTRODUCTION  
Thailand, considered as a developing country with a 
potent economic growth, is now seriously facing the problem 
of an aging society. According to its demographic, the 
number of senior populations (aged 60 and older) 
dramatically increased from 1.2 million as 4.6% of Thai 
population in 1960 to 8 million as 11.9% in 2010 and is 
projected to reach 12 million within 2020 [1]. Their well-
being thus becomes a major concern for preventing diseases 
such as Cardiovascular Diseases (CVDs), Respiratory 
Diseases, Blood Disorders, Renal, and Lower Urinary Tract 
Disorders [2]. 
CVDs are a list of disorders related to the heart and blood 
vessels which can lead to coronary heart disease, 
cerebrovascular disease, peripheral arterial disease, 
rheumatic heart disease, congenital heart disease, and deep 
vein thrombosis and pulmonary embolism. Importantly, 
CVDs are remarked as the leading cause of death worldwide 
with approximate 17.9 million deaths in 2016 [3]. In 
Thailand, CVDs accounted for 23% of mortality which is 
higher than cancers [4]. About estimated 54,000 people who 
died from CVDs accounted for 17% of the total deaths in 
1998 [5]. Moreover, Thailand population with increasing age 
accompanies high probability of predisposing CVDs, which 
means the older Thai people become, the higher possibility of 
developing CVDs increases [6]. Therefore, it is important to 
focus on the risk factors of CVDs. 
Many manageable risk factors of CVDs have been 
potentially addressed, for instance, blood pressure, blood 
cholesterol, smoking, obesity, and diabetes [5]. According to 
the World Health Organization (WHO), the projected obesity 
for Thailand is higher than the global target [4], and Thailand 
has the highest prevalence of overweight and obese adults 
among Asian countries [7]. Approximate one-third of elder 
Thais (age ≥ 60) are obese (BMI ≥ 25 kg/m2) [8], older Thai 
have more frequent glucose and obesity than younger Thai 
[5], which considered as a significant risk factor of CVDs for 
Thai senior. Excessive sugar consumption results in 
superfluous discretionary calories which conduce to 
overweight and obesity [9].  
Consuming in large quantities of sugar has increased 
yearly by Thai people, sugar consumption rose almost trebly 
from 12.7 kilograms per person in 1983 to 31.2 kilograms in 
2009 [10]. 6 teaspoons of sugar per day are recommended for 
individuals while Thai people consume about 26 teaspoons 
per day that are more than quadruple than the suggested sugar 
intake [11]. Sugar overconsumption not only influences on 
increasing calories which could lead to overweight and 
obesity, but also rises blood sugar causing many diseases 
related to metabolic syndrome, which involves hypertension, 
diabetes mellitus, myocardial infarction, dyslipidemia, 
pancreatitis, and hepatic dysfunction [12]. Hence, excessive 
sugar intake is a serious concern for the Thai government at 
present. Group classification for elderly people based on their 
sugar consumption may be useful for their health. 
Classification is beneficial to making decisions and 
widely used for solving decision problems embracing a 
specific object into a suitable group [13]. There are many 
classification methods nowadays, artificial neuron network 
(ANN) and K-nearest neighbors (KNN) are broadly used in 
plenty of scientific fields for classifying and predicting 
problems, for example, business, education, health, and 
physiological signals, etc. Using two of these classifiers has 
obtained great performance with high accuracy on each filed. 
Therefore, in this paper, ANN and KNN are used for 
classifying groups particularly for senior citizens who have a 
high potential of controlling blood sugar based on sugar 
consumption in order to avoid excessive sugar intake. 
II. LITERATURE REVIEW 
As mentioned previously, normal sugar consumption is 
acceptable for daily intake, but excessive sugar consumption 
can raise blood glucose level that causes many chronic 
diseases.  In order to classify elderly groups who can possibly 
control their blood sugar based on sugar consumption, the 
measurements of blood sugar should be focused on. First is 
the measurement of glucose in the blood, plasma glucose is 
measured after filtration from the red blood cells; the amount 
of all blood glucose is called fasting plasma glucose (FPG). 
FPG is recommended for checking blood sugar level for 
diabetes by both WHO and American Diabetes Association 
(ADA), because FPG is easy to use and lower cost, and it also 
can substantially differentiate a group that possibly increases 
early mortality and risk of microvascular and CVDs [14][15]. 
Normal FPG should be less than 110 mg/dl (6.1 mmol/l), and 
the FPG boundary between diabetes and non-diabetes is 
126mg/dl (7.0 mmol/l) [16]. Another measurement is 
glycated hemoglobin (HbA1c). Since blood sugar changes 
frequently within a day, HbA1c measures average blood 
glucose concentration during 2-3 months. Using HbA1c is 
convenient and quick for monitoring glycemic because 
patient’s blood sample can be drawn any time and patients do 
not need any preparation such as fasting. Moreover, HbA1c 
is important in glycemic management for identifying people 
whose blood sugar is at higher risk for predisposing diabetes. 
Hence it was recommended to use for diagnosing blood sugar 
by ADA in 2009. The cutoff point of HbA1c is 6.5%, which 
means a person with HbA1c over 6.5% is deemed to a 
diabetes patient whose glycemic is quite high [14][16]. 
Moreover, FPG and HbA1c are non-invasive methods to 
measure blood sugar.  
Machine learning-based grouping of elderly people can 
help health care professionals to convincingly recognize 
patients who can or cannot control their blood glucose based 
on sugar consumption. The classification methods should 
also be paid attention to as there are many classification 
methods. ANN and KNN are widely used in many domains, 
especially for physiological signals. ANN has been 
prevalently used in classifying pattern recognition, especially 
for bio-signals. For instance, Galvanic Skin Response (GSR) 
and Photoplethysmography (PPG) are used for analyzing 
stress pattern of automotive drivers in order to prevent road 
accidents, and ANN performs well with 94.92% specificity 
rate [17]. ANN classifies heart diseases that are pulmonary 
edema and respiratory failure with high accuracy by using 
seven physiological signals including Mean Arterial Blood 
Pressure (MABP), Systolic Blood Pressure (SBP), Diastolic 
Blood Pressure (DBP), Heart Rate (HR), Pulse Rate (Pulse), 
Respiration Rate (RESP), and Oxygen Saturation (SpO2) 
[18]. Classifying cardiac abnormalities attains excellent 
performance by using Heart Rate Variability (HRV) signals 
as a non-invasive measurement for diagnosis [19]. ANN 
provides 100% accuracy for the classification of 
Electrocardiogram (ECG) signals to check cardiac health 
[20]. Recognizing hand gesture using Electromyography 
(EMG) signal to measure the electrical activity of muscles is 
classified effectively by ANN [21]. KNN is a simple and 
powerful classification method helping classify diseases with 
physiological signals. For examples, Personal system of 
detecting stress level is developed using physiological signals 
such as ECG, Chest Expansion, SpO2 and Electrodermal 
Activity (EDA) [22]. Using ANN classifier to analyze 
stockwell transform based on Electroencephalographic (EEG) 
signal as a non-invasive measurement in classifying mental 
diseases performs the best among other classifiers [23]. 
Researches of emotion recognition particularly likely to use 
physiological signals such as Masseter Muscle (EMG), Blood 
Volume Pressure (BVP), GSR, RESP, and Respiration 
Change (RSP) to analysis human emotion [24][25]. 
Classifying Obstructive Sleep Apnea (OSA) using ECG and 
SpO2 obtains good accuracy [26]. 
From all previous studies, to the best of our knowledge, 
there is no similar study about classification of CVD patients 
based on sugar consumption to stress on the controllability. 
On the other hand, FPG and HbA1c as physiological signals 
are non-invasive ways to measure blood sugar. Therefore, 
this research is similar to the mentioned researches where 
they also used non-invasive physiological signals to classify 
or detect diseases using ANN and KNN that offered great 
results. ANN and KNN will be used in this paper as well for 
classifying elderly group based on sugar consumption using 
FPG and HbA1c measurements. 
III. METHODOLOGY 
This paper aims to classify elderly groups who have the 
potential to control their blood sugar based on sugar 
consumption. ANN and KNN classifiers are utilized for 
classifying in accordance with the physiological parameters 
comprising FPG and HbA1c. The groups of elderly people 
are separated into controllable group and uncontrollable 
group. The methodology sequentially discusses the following 
four steps consisting data collection, data classification, 
model construction and model verification, respectively. 
A. Data Collection  
The anonymized data is collected with approval from the 
university ethics committee. The data used for classification 
comes from an elderly group from one community in Chiang 
Rai, Thailand. The dataset includes 53 males and 68 females. 
The FPG and HbA1c are selected from their health reports. 
An example of collected data is shown in Table I. Each 
elderly people checked their health twice, T1 means first-time 
check, T2 means second-time check after six months. 
                            TABLE I.       COLLECTED DATA EXAMPLE 
Person. 
No 
Factors 
T1 T2 
HbA1c 
(%) 
FPG 
(mg/dl) 
HbA1c 
(%) 
FPG 
(mg/dl) 
1 11.7 189 10.4 175 
2 7.4 134 7 123 
3 6.9 187 6.9 187 
4 11.9 148 11.7 133 
5 7.4 133 7.4 111 
6 6.3 141 6.5 132 
… … … … … 
121 7.4 62 7 78 
 
B. Data classification  
Classifying the collected data into groups is the main goal 
of this step. As mentioned before, the data in T1 shows 
elderly people’s HbA1c and FPG for the first time, doctors  
provided some recommendations to each of them about sugar 
consumption after checking their physiological report, then 
they checked about HbA1c and FPG again at T2. The 
evaluating criteria are that as long as HbA1c(T1) is greater 
than HbA1c(T2) and FPG(T2) is smaller than FPG(T1), then 
the person will be considered into controllable group (C), 
otherwise uncontrollable group (U). The data classification 
example is presented in Table II. 
                          TABLE II.        CLASSIFIED DATA EXAMPLE 
Person. 
No 
Factor Group 
T1 T2 
HbA1c 
(%) 
FPG 
(mg/dl) 
HbA1c 
(%) 
FPG 
(mg/dl) 
1 11.7 189 10.4 175 C 
2 7.4 134 7 123 C 
3 6.9 187 6.9 187 C 
4 11.9 148 11.7 133 C 
5 7.4 133 7.4 111 C 
6 6.3 141 6.5 132 U 
… … … … …  
121 7.4 62 7 78 U 
 
C. Model Construction  
ANN and KNN classifier are used for constructing a 
model after finished classifying collected data into two 
groups. All data in ANN model will use the cross-validation 
technique by 70% training data and 30% testing data, while 
KNN does not need training since KNN just calculates the 
distance between variables. The description of the two 
classifiers are shown below: 
1) ANN Classifier  
ANN as a practical and useful classification method 
learned from biological learning system and used for solving 
real-world problems. Its components include interconnected 
neurons involved in three parts which are an input layer, one 
or multiple hidden layers and an output layer [27]. As Figure 
I shows, inputs are known variables, after connecting weight 
between input layer(n) and one or more hidden layers(m), the 
bias (b) is followed [27], the two outputs are the classification 
groups for this paper. 
 
Fig. 1. Artificial Neural Network Conpectual framework. 
 
2) KNN Classifier  
KNN was introduced by Fix and Hodges in 1951, it is a 
nonparametric and supervised learning algorithm, which is 
one of the most widely used classification methods. K 
representing the limited number of nearest neighbors plays an 
important role in the majority vote [28]. The object of KNN 
is to collect the nearest data with K number restraint. It uses 
the Euclidean distance formula to calculate between a test 
sample and specified training samples as presented in 
equation (1) , xi is the input sample data, p represents the total 
features of xj, and n is the total number of xi [28]. 
d൫𝑥௜ , 𝑥௝൯ = ට(𝑥௜ଵ − 𝑥௝ଵ)ଶ + (𝑥௜ଶ − 𝑥௝ଶ)ଶ + ⋯ + (𝑥௜௡ − 𝑥௝௣)ଶ (1) 
 
D. Model Verification 
The final step of the methodology is to verify the 
accuracies of ANN and KNN classifier. The verification of 
accuracy is shown in equation (2). By using all correct 
classifications (TP+TN) to divide by all example data 
(TP+TN+EP+FN) forms the verified accuracy. TP presents 
True Positive, TN presents Ture Negative, FP presents False 
Positive and FN presents False Negative [29]. And the 
equation of precision and recall for the model are shown in 
equation (3) and equation (4) respectively.   
                      Accuracy =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
          (2) 
 
                             Precision =
𝑇𝑃
(𝑇𝑃 + 𝐹𝑃)
                       (3) 
Recall =
𝑇𝑃
(𝑇𝑃 + 𝐹𝑁)
                         (4) 
IV. RESULTS AND DISCUSSION 
This part demonstrates the classification results using 
ANN and KNN classifiers on elderly people’s data. The 
accuracy of ANN and KNN with class precision and class 
recall is presented in Table III and Table IV, they are the 
matrix of predicted (Pred.) uncontrollable group and true 
uncontrollable group. 
TABLE III. ANN CLASSIFICATION RESULT  
 True 
Uncontrollabl
e Group 
True 
Controllabl
e Group 
Class 
precision 
Pred. 
Uncontrollabl
e Group 
120 50 70.59% 
Pred. 
Controllable 
Group 
0 0 0.00% 
Class recall 100.00% 0.00% Accuracy
: 
70.59% 
TABLE IV. KNN CLASSIFICATION RESULT 
 True 
Uncontrollabl
e Group 
True 
Controllabl
e Group 
Class 
precision 
Pred. 
Uncontrollabl
e Group 
39 16 70.91% 
Pred. 
Controllable 
Group 
12 5 29.41% 
Class recall 76.47% 23.81% Accuracy
: 
61.11% 
 Both accuracies of ANN and KNN did not achieve good 
performance. Table III is the result of ANN classification 
method. The classification accuracy was 70.59% and its class 
precision and class recall for uncontrollable group showed 
70.59% and 100.00% respectively, but its class precision and 
class recall for controllable group both displayed 0.00%. 
Table VI shows the classification result of KNN classification 
method. The KNN accuracy was 61.11% which was lower 
than ANN classifier. The class precision and class recall of 
KNN for uncontrollable group were 70.91% and 76.47% 
respectively, and the class precision and class recall of KNN 
for controllable group were 29.41% and 23.81% respectively. 
It can be seen that KNN performed poorly.   
Due to the low accuracies of ANN and KNN, the reasons 
of this phenomenon should be investigated. Firstly, the elderly 
data is relatively low since the sample size was 242, that could 
make ANN and KNN predict incorrectly, thus only 4 factors 
were considered in data classification. Secondly, from the 
elderly data, the levels of HbA1c and FPG of most senior 
citizens were already higher than the standard level as 
mentioned previously, hence their data may be classified 
wrongly. 
Anyhow, from the classification results of ANN and KNN, 
ANN obtains higher accuracy than KNN, because ANN 
performed good result on uncontrollable group with relatively 
high accuracy compared to ANN. As for KNN, K takes the 
main role in gathering the nearest neighbors, it could affect the 
accuracy a lot based on determining K, and K has lower 
accuracy on class precision and class recall. Although KNN 
performed better on controllable group, the overall accuracy 
of ANN is higher. Therefore, ANN can be more suitable for 
classifying elderly group based on sugar consumption.   
V. CONCLUSION  
To the best of our knowledge, there is no existing research 
about classification of elderly group based on sugar 
consumption to reflect on the controllability of blood sugar. 
This is a relatively new topic in physiological signals studies. 
This paper suggests elderly people to control blood sugar 
based on sugar consumption, and it presents a classification of 
group involving senior citizens using ANN and KNN 
classification method. The gathered data of senior citizens was 
total of 242 from 121 elderly people. It included two variables 
which are HbA1c and FPG for measuring blood glucose, and 
it was composed of first-time check and second- time from 
elderly people. Based on the two variables for two times 
check, elderly people separated into controllable group and 
uncontrollable group, which means a person can or cannot 
control their blood sugar in accordance with classification 
rules. From the classification result of ANN and KNN 
classifier, ANN can provide better result for classifying 
elderly group. The future work will focus on how to improve 
the accuracy of ANN for elderly people in order to prevent 
them from excessive sugar consumption. 
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