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Abstract
For any graph G, the k-improper chromatic number k(G) is the smallest number of colours used in a colouring of G such that
each colour class induces a subgraph of maximum degree k. We investigate k for unit disk graphs and random unit disk graphs
to generalise results of McDiarmid and Reed [Colouring proximity graphs in the plane, Discrete Math. 199(1–3) (1999) 123–137],
McDiarmid [Random channel assignment in the plane, Random StructuresAlgorithms 22(2) (2003) 187–212], and McDiarmid and
Müller [On the chromatic number of random geometric graphs, submitted for publication].
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Given a set V of points in the plane and a distance threshold r > 0, we let G(V, r) denote the following graph. The
vertex set is V and distinct vertices are joined by an edge whenever the Euclidean distance between them is less than
r. Any graph isomorphic to such a graph is called a unit disk graph. The study of the class of unit disk graphs stems
partly from applications in communication networks. In particular, the problem of ﬁnding a proper vertex colouring—in
which the vertices of a graph are coloured so that adjacent vertices do not receive the same colour—of a given unit disk
graph is closely associated with the so-called frequency allocation problem [11]. Consult Leese and Hurley [20] for a
more general treatment of this important problem.
The authors McDiarmid, Reed, and Müller [22–24] investigated the chromatic number  for unit disk graphs in
two related cases. The ﬁrst case is the asymptotic limit of  where V is countably inﬁnite and the distance threshold r
approaches inﬁnity: for countable sets V with ﬁnite upper density (to be deﬁned below), the ratio of chromatic number
over clique number approaches 2
√
3
 as r → ∞ [24]. The second case is the asymptotic behaviour of  for unit disk
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graphs based on randomly chosen points in the plane (where the distance threshold r approaches 0 as the number of
points n approaches inﬁnity). The papers [22,23] establish almost sure (and in probability) convergence results for
these random instances of unit disk graphs. (Recall that a sequence of random variables (Xn)n converges towards X
in probability if limn→∞ P(|Xn − X|) = 0 for every ﬁxed > 0 and (Xn)n converges towards X almost surely if
P (limn→∞ Xn = X) = 1.)
In this paper, we are also interested in vertex colourings of unit disk graphs; however, we partially relax the condition
that any two vertices with the same colour may not be adjacent. Recall that, given an arbitrary colouring, a colour
class is a set of vertices all assigned the same colour. Given k0, we say that a graph is k-improperly colourable if
there is a colouring in which each colour class induces a subgraph with maximum degree at most k. We wish to ﬁnd
the k-improper chromatic number k , i.e. the minimum number of colours used in such a colouring. Note that proper
colouring is just 0-improper colouring and hence = 0. Our aim, in this paper, is to determine k for unit disk graphs
in the two cases mentioned above.
The k-improper chromatic number has been studied under various guises since the mid-1980s. The concept was
introduced independently by Andrews and Jacobson [1], Harary and Fraughnaugh (née Jones) [12,13], and Cowen
et al. [6]. The ﬁrst paper established several general lower bounds for the k-improper chromatic number; the second
studied k within the overall setting of generalised chromatic numbers (cf. [4] and references cited therein); while
the third provided the best upper bounds on k-improper chromatic numbers for planar graphs to generalise the Four
Colour Theorem. Several related papers have appeared since then and these include (but are by no means limited to)
[2,9,7,8,32,3].
The problem of k-improperly colouring unit disk graphs arises in practice, for instance, when modelling certain
satellite communications problems. More precisely, Alcatel Industries has proposed the following problem: a satellite
sends information to receivers on earth. Because it is technically difﬁcult to precisely focus the satellite’s signal upon a
receiver, part of the signal spills over into the surrounding area creating noise for nearby receivers listening on the same
frequency. A receiver is able to distinguish its particular signal from the noise if the sum of total noise does not exceed
a certain threshold. The problem is to optimally assign frequencies to the receivers in such a way that each receiver
can obtain its intended signal properly. In the simplest model of this problem, we assume that each receiver’s signal
contributes noise to other receivers within a disk-shaped area surrounding it, and that the radii of the noise disks and the
intensity of the noise created by the signals are independent of the frequency and the receiver. Hence, to distinguish its
signal from the noise, a receiver must be in the noise disks of at most k receivers (where k is a ﬁxed integer depending
on the noise threshold and the intensity of the signals) listening on the same frequency. It is clear that, under this model,
we are precisely asking to ﬁnd k for a given unit disk graph. The reader can refer to [15,16] for further study of this
problem.
Before going further, we must review and introduce some basic terminology and properties.We denote the maximum
degree of G by(G).A clique is a set of pairwise adjacent vertices; the clique number(G) is the maximum number of
vertices in a clique of G. An independent set is a set of pairwise non-adjacent vertices; the independence number (G)
is the maximum number of vertices in an independent set of G. A k-dependent set is a set of vertices whose induced
subgraph has maximum degree at most k; the k-dependence number k(G) is the maximum number of vertices in a
k-dependent set of G. Recall that |V (G)|(G) (G). An analogous lower bound on k(G) is as follows.
Proposition 1. For any graph G and k0, k(G) |V (G)|k(G) .
We leave the straightforward proof to the reader. Also recall that (G)(G)(G) + 1 for any graph G. The
following proposition shows that these bounds generalise to k(G) in an appropriate sense—recalling that(G)(G).
Proposition 2. For any graph G and k0,
⌈
(G)
k+1
⌉
k(G)
⌈
(G)+1
k+1
⌉
.
The second inequality is a corollary of a result due to Lovász [21]. To see that the ﬁrst inequality holds, note that any
colour class in a k-improper colouring induces a subgraph of maximum degree at most k and hence can be partitioned
into k + 1 independent sets.
Under the asymptotic models of unit disk graphs considered in this paper the lower bound in Proposition 2 more or
less gives the right answer. We will see that in both models (k+ 1)k approaches  (in an appropriate sense, with some
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small exceptions). We mention here that under the standard asymptotic model for general graphs, i.e. the Erdo˝s–Rényi
G(n, p) random graph model, there is qualitatively different behaviour. The perhaps rather counterintuitive result that,
if k = o(ln(np)) and np → ∞ then k(G(n, p))/(G(n, p)) → 1 in probability, has been proved in [19].
We note that the clique number of a unit disk graph can be found in polynomial time by means of an O(n4.5)
algorithm [5] and even when an explicit representation in the plane is not available [30]. In contrast, the problem of
ﬁnding the chromatic number of unit disk graphs is NP-complete [5]. Recent work [14] shows that the same holds for the
k-improper chromatic number k , for any ﬁxed k. Furthermore, by the above two propositions and since (G)6−6
for any unit disk graph G (to see this, consider that the vertices in each /3-sector of a unit disk induce a clique), we
have a heuristic for k with approximation ratio 6. Except for the case k = 0 (where [27] gives a 3-approximation), 6
is the best known approximation ratio for k .
The paper is divided as follows. In Sections 2 and 3, we consider the extensions of [24], stating deﬁnitions and
results, then later giving proofs. Similarly, in Sections 4 and 5, we analyse improper colouring for random geometric
graphs to extend results of [22,23].
2. Asymptotically, improperly colouring unit disk graphs
This section discusses our extensions of McDiarmid and Reed [24]. Let V be any countable set of points in the plane.
For x > 0, let f (x) be the supremum of the ratio |V∩S|
x2
over all open (x × x) squares S with sides aligned with the axes.
The upper density of V is +(V ) = infx>0 f (x).
Theorem 1 (McDiarmid and Reed [24]). Let V be a countable non-empty set of points in the plane with upper density
+(V ) = .
(i) (G(V, r))
r2

4
and
(G(V, r))
r2

√
3
2
for any r > 0;
(ii) (G(V, r))
r2
→ , (G(V, r))
r2
→ 
4
and
(G(V, r))
r2
→ 
√
3
2
as r → ∞.
We extend this theorem as follows.
Theorem 2. Let V be a countable non-empty set of points in the plane with upper density +(V )=, and let 	=
√
3
2 .
Then
(i) 
k(G(V, r))
r2
 	
k + 1 for any r > 0; and
(ii) as k → ∞, (k + 1)
k(G(V, r))
r2
→ 	 if k = o(r).
In particular, the following holds.
Corollary 1. Let V ⊆ R2 be a set with upper density  ∈ (0,∞) and suppose that k satisﬁes k = o(r). Then
(k + 1)k(G(V, r))
(G(V, r))
→ 1,
as r → ∞.
It also holds that, for any countable set V of points in the plane with ﬁnite positive upper density, the ratio of
k(G(V, r)) to (G(V,r))
(k+1) tends to
2
√
3
 as r approaches inﬁnity. When k is zero, this result was proved in [24] and
conjectured for the triangular lattice (deﬁned below) in [10]. We have allowed k to vary as a function of r, but this does
not detriment our results.
McDiarmid and Reed also tighten the upper bounds in Theorem 1 for the case where the points are approximately
uniformly spread over the plane. Given a set V of points in the plane, a cell structure of V with density  and radius 

R.J. Kang et al. / Discrete Mathematics 308 (2008) 1438–1454 1441
is a family (Cv : v ∈ V ) of sets that partition the plane and such that each Cv has area 1 and is contained in a ball of
radius 
 about v.
Theorem 3 (McDiarmid and Reed [24]). Let the set V of points in the plane have a cell structure with density  and
radius 
, and let 	= 
√
3
2 . Then, for any r > 0,
(G(V, r)) 
4
(r + 2
)2 and (G(V, r))<
(
	1/2(r + 2
) + 2√
3
+ 1
)2
.
Thus, combined with Theorem 1,
(G(V, r)) = 
4
r2 + O(r) and (G(V, r)) = 	r2 + O(r) as r → ∞.
We extend this theorem as follows.
Theorem 4. Let the set V of points in the plane have a cell structure with density  and radius 
, and let 	 = 
√
3
2 .
Then, if r 3k2 ,
k(G(V, r))<
(
	1/2(r + 2
) + 2√
3
+ 2k + 1
) (
	1/2(r + 2
) + 2√
3
+ k2 + 1
)
(k + 1) .
Thus, if r 3k2 , then (k + 1)k(G(V, r)) = 	r2 + O(kr) as r → ∞.
The key to all of the above theorems is the special case when V is the triangular lattice T, which is deﬁned as the
integer linear combinations of the vectors a = (1, 0) and b = ( 12 ,
√
3
2 ). In what follows, we will frequently make use of
the observation that for x, y ∈ R,
‖ax + by‖ =
√
x2 + xy + y2. (1)
Note that the Dirichlet–Voronoı¨ cells of the set T constitute a cell structure with density 2√
3
and radius 1√
3
, and hence
Theorem 4 above gives good bounds on k(G(V, r)). However, better results hold and indeed there is an exact result
for k = 0.
For any r > 0, let rˆ be the minimum distance between two points in T subject to that distance being at least r. From
(1) it can be seen that rˆ is the least value of
√
x2 + xy + y2 greater than or equal to r so that x and y are integers. Note
that r rˆ	r
, and the value of rˆ2 can be computed in O(r) arithmetic operations.
Theorem 5 (McDiarmid and Reed [24]). For any r > 0, (G(T , r)) = rˆ2.
Consult [24] for the origin of this result. Unfortunately, when we consider k-improper colouring, we do not obtain
an exact result such as Theorem 5, but we give a good bound in the following theorem.
Theorem 6. Suppose k0. If r 3k2 , then
k(G(T , r))
⌈
r − 1
k + 1 + 1
⌉⌈
r + k
2
⌉
<
(r + 2k + 1) (r + k2 + 1)
k + 1 ;
furthermore, if r < ⌈ k+12 ⌉, then k(G(T , r)) ⌈ 2r√3
⌉
.
3. Proofs for Section 2
As mentioned in Section 2, the main results rest on the special case when V is the set of points on the triangular
lattice T so we will ﬁrst focus our attention here. Theorem 6 follows from the following slightly more general result.
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Theorem 7. Suppose k0 and 1
√
k + 1. Let x0 :=
⌊
k+1

⌋
. If r 32 (x0 − 1), then
k(G(T , r))
⌈
1
x0
(
r + − 1
2
+ x0 − 1
)⌉⌈
1

(
r + x0 − 1
2
+ − 1
)⌉
;
furthermore, if r < ⌈ k+12 ⌉, then k(G(T , r)) ⌈ 2r√3
⌉
.
Proof. We just need to exhibit a k-improper colouring of T that satisﬁes the bound. It turns out that a strict tiling of
T—a colouring such that each colour class is a translate v + T ′ of some sublattice T ′ of T—sufﬁces. We can describe
such a colouring succinctly by using one of its “tiles”, i.e. a ﬁnite subset V ′ ⊆ T such that V ′ + T ′ both covers and
packs T.
Let us ﬁrst deﬁne the tile V ′ and the sublattice T ′. Set
x1 := x0 and y1 := ,
where  := 	 1
x0
(r + −12 + x0 − 1)
 and  := 	 1 (r + x0−12 + − 1)
. We deﬁne V ′ to be all points xa + yb such that
0x <x1 and 0y <y1. We let T ′ be all integer linear combinations of x1a and y1b. Clearly, V ′ + T ′ both covers
and packs T.
Deﬁne
V ′i,j := {ai′ + bj ′ : ix0 i′(i + 1)x0 − 1 and jj ′(j + 1)− 1}
for 0 i <  and 0j < , and assign each set V ′i,j + T ′ a distinct colour. Observe that this colouring uses  colours,
as required. To prove that it is a k-improper colouring, it sufﬁces to show that the distance between any point in V ′0,0
and any point in V ′0,0 + ax1, V ′0,0 + by1 or V ′0,0 + ax1 + by1 is at least r and that the distance between any point in
V ′0,0 + ax1 and any point in V ′0,0 + by1 is at least r (see Fig. 1).
As can be easily seen from Fig. 1, the distance between any point in V ′0,0 + ax1 and any point in V ′0,0 + by1 is at
least r2.
The rightmost point of V ′0,0 has Cartesian x-coordinate x0 − 1 + 12 (− 1) and the leftmost point of V ′0,0 + y1b has
Cartesian x-coordinate 12y1 = 12 12 (r + x0−12 +− 1)x0 − 1+ 12 (− 1), using that r 32 (x0 − 1) by assumption.
Fig. 1. Illustration of the tiling of Theorem 7.
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Thus, V ′0,0+by1 lies completely to the right of V ′0,0, and the distance between a point in V ′0,0 and any point in V ′0,0+by1
is therefore at least r1 as shown in Fig. 1.
If we consider the projections ontoL({b}) (or alternatively, if we rotate the picture clockwise by 60◦ and consider
the Cartesian x-coordinates), then an analogous argument applies to V ′0,0 and V ′0,0 + ax1, showing that the distance
between these sets is at least r3 if r 32 (−1) (and this condition is satisﬁed as x0 and r 32 (x0−1) by assumption).
Clearly V ′0,0 + ax1 + by1 lies completely to the right of V ′0,0 so that the distance between these two sets is also at
least r1.
Thus, it sufﬁces to show that r1, r2, r3r . Using formula (1) we see that
r1 =
√
l21 − (x0 − 1)l1 + (x0 − 1)2,
where l1 is as shown in Fig. 1. Thus r1r if and only if l21 − (x0 − 1)l1 + (x0 − 1)2 − r20 and by the quadratic
formula this holds if
l1 12
(
(x0 − 1) +
√
(x0 − 1)2 + 4(r2 − (x0 − 1)2)
)
= x0 − 1
2
+
√
r2 − 3
4
(x0 − 1)2.
Now notice that l1 = − (− 1)r + x0−12  x0−12 +
√
r2 − 34 (x0 − 1)2 by the choice of , so that indeed r1r .
Analogous computations yield r3r . Finally notice that l1r1r (this can be seen by noting that l1 is the distance
between some point in V ′0,0 and some point in V ′0,0 + by1) and similarly l2r3r . Thus, r2 =
√
l21 − l1l2 + l22r and
we see that the colouring deﬁned by the tiling is indeed a k-improper colouring.
The “furthermore” condition implies that we may use one colour per row of T, and hence we need no more that
	2r/√3
 colours in total. 
Theorem 6 is just Theorem 7 for = 1. Note that other choices of will give better bounds when k+ 1 is composite.
Indeed, the best bound is when k + 1 is a square.
Corollary 2. Suppose k0 and k + 1 = 2 is a square. If r 32 (− 1), then
k(G(T , r))
⌈
1

(
r + 3− 3
2
)⌉2
<
(
r + (5√k + 1 − 3)/2)2
k + 1 .
Although Theorem 6 sufﬁces for the remaining proofs of this section, it would also be interesting to know what is
the value of k(G(T , r)) for all choices of k and r.
Let us continue with the proofs for Section 2. One way to prove the lower bound of Theorem 2 (and hence of
Theorem 4) would be to mimic the approach given in [24], by establishing a lower bound on a k-improper analogue
of the stability quotient (i.e. the maximum over all induced subgraphs H ⊆ G of |V (H)|(H) ). However, it is sufﬁcient to
apply the lower bound of Proposition 2 to Theorem 1. Therefore, we just need to prove upper bounds, for which we
shall generalise the arguments of [24].
Let us recall a deﬁnition from [24]. Given two sets A and B of points in the plane, and w> 0, we say that a function
 : A → B is w-wobbling if the Euclidean distance ‖a − (a)‖ is at most w for each a ∈ A. Observe that, if there is
a w-wobbling injection from A into B, then k(G(A, r))k(G(B, r + 2w)) for any r > 0.
Proof of Theorem 2. Part (i) follows immediately from part (i) of Theorem 1 together with the lower bound in
Proposition 2.
For the proof of part (ii), we shall adapt the proof of Lemma 11 in [24]. Let > 0. We wish to show that k(G)
r2
(+
)
√
3
2(k+1) . First, we set T
′ to be T scaled so that its density is (+ /2), i.e. let T ′ := −1T where  is ( (+/2)
√
3
2 )
1/2
.
Let S denote the half-open unit square S = [0, 1)2. For any x sufﬁciently large, every translate of the square xS
contains at least (+ /4)x2 points of T ′ and at most this number of points of V. If we partition the plane into a square
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grid with side length x, then for each grid square X there is a w-wobbling injection from V ∩ X into T ′ ∩ X where
w = √2x. We may patch these injections together to obtain a w-wobbling injection  : V → T ′.
Now, using Theorem 6, we obtain
k(G(V, r))k(G(T ′, r + 2w))
= k(G(T , (r + 2w)))
<
((r + 2w) + 2k + 1) ((r + 2w) + k2 + 1)
(k + 1)
< r2(+ )
√
3
2(k + 1)
if r is sufﬁciently large. 
The following lemma, proved by McDiarmid and Reed [24], will be used in the proof of Theorem 4. For all w> 0,
two sets A and B are w-close if there exists a w-wobbling bijection between A and B.
Lemma 1 (McDiarmid and Reed [24]). Let A (respectively, B) be a set with a cell structure of density  and radius
rA (respectively, rB ). The sets A and B are (rA + rB)-close.
Proof of Theorem 4. We apply the proof of (3) in Theorem 2 in [24]. We ﬁrst recall that the cells of the triangular
lattice T constitute a cell structure with density 2√
3
and radius 1√
3
. Let  = √	 = (
√
3
2 )
1/2
. Observe that V has the
same density 2√
3
, but has radius 
. By Lemma 1, V and T are w-close where w= 1√
3
+ 
 and hence, for any r > 0,
k(G(V, r)) = k (G (V, r)) k(G(T ,D)),
where D = r + 2w = (r + 2
) + 2√
3
, whence,
k(G(V, r))k(G(T ,D))<
(D + 2k + 1) (D + k2 + 1)
k + 1
for r sufﬁciently large by Theorem 6. 
4. Improper colouring of random unit disk graphs
This section discusses our generalisations of [22,23]. We consider a sequence of graphs (Gn)n obtained as follows.
We pick points X1, X2, . . . of R2 at random (i.i.d. according to some probability distribution  on R2) and we set
Gn = G({X1, . . . , Xn}, r(n)), where we assume we are given a sequence of distances r(n) that satisﬁes r(n) → 0 as
n → ∞ and we will allow any choice of  that has a bounded probability density function. We are interested in the
behaviour of the clique number, the chromatic number, and the k-improper chromatic number of Gn as n grows large.
In this model, the distance r(n) plays a role similar to that of p(n) in the Erdo˝s–Rényi G(n, p) model. Depending on
the choice of r(n), qualitatively different types of behaviour can be observed. We prefer to describe the various cases
in terms of the quantity nr2, because nr2 can be considered a measure of the average degree of the graph similar to np
in the Erdo˝s–Rényi G(n, p) model. Intuitively, this should be obvious (consider for instance the case  is uniform on
[0, 1]2, so that the probability of an edge between X1 and X2 is ≈ r2 when r is small and the expected degree of X1
is therefore ≈ (n − 1)r2). For a somewhat more rigorous treatment of the relationship between nr2 and the average
degree, see [25].
In this section we will only consider the case when the parameter k is ﬁxed. It is, however, possible to generalise
Theorem 8 below to growing k as long as k does not grow too quickly. The results fully extend to arbitrary norm and
dimension, i.e. the case when points are drawn from some distribution on Rd (replacing 2 by d appropriately in what
follows) and an arbitrary norm is used to measure the distance between points. However, the scope of this paper is unit
disk graphs on the plane.
We alluded to the following result in the Introduction.
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Theorem 8. For k0 ﬁxed and Gn as before the following holds.
(i) If nr2?n− for all > 0 then
(k + 1)k(Gn)
(Gn)
→ 1 almost surely.
(ii) If nr2>n− for some > 0 then
P
(
k(Gn) ∈
{⌈
(Gn)
k + 1
⌉
,
⌈
(Gn)
k + 1
⌉
+ 1
}
for all but ﬁnitely many n
)
= 1.
This following proposition shows that the two point range for k(Gn) in item (ii) cannot be reduced in general.
Proposition 3. If k1 is ﬁxed and r is chosen so that nr2 = 	n−1/m(k+1) for some 	> 0,m ∈ N∗, then there exists a
c = c(	,m) ∈ (0, 1) such that
P
(
k(Gn) =
⌈
(Gn)
k + 1
⌉
+ 1
)
→ c.
When nr2>n− for some > 0 then it can be shown that k(Gn) will remain bounded in the sense that
P(k(Gn)m for all but ﬁnitely many n) = 1 for some m = m(). Thus, Proposition 3 shows that when nr2>n−,
almost sure convergence of the ratio (k + 1)k(Gn)/(Gn) to 1 does not hold in general.
In contrast itwas shown in [23] that for proper colouring it holds thatP((Gn)=(Gn) for all but ﬁnitely many n)=1
whenever nr2>n− for some > 0.
It follows from the proof of Theorem 8 that when nr2>n− for some > 0 then there exists a sequence m(n) such
that
P(k(Gn) ∈ {m(n),m(n) + 1} for all but ﬁnitely many n) = 1.
Thus, the probability distribution of k becomes concentrated on two consecutive integers as n grows large in the sense
that P(k(Gn) ∈ {m(n),m(n) + 1}) → 1.
This phenomenon (of the probability measure becoming concentrated on two consecutive integers) is called focusing
in [28,29] and is well known to occur for various graph parameters in Erdo˝s–Rényi random graphs. Recently, one of
the authors proved a conjecture of Penrose stating that when nr2> ln n then the clique number of Gn becomes focused
and the same was shown to hold for the chromatic number [25]. It is a straightforward exercise to adapt the proof in
[25] to yield the analogous result for improper colouring as well: if nr2> ln n then there exists a sequence m(n) such
that P(k(Gn) ∈ {m(n),m(n) + 1}) → 1.
5. Proofs for Section 4
We shall use the following result from [23]. Note that item (i) is indeed an observation made in the proof of item (ii).
Theorem 9 (McDiarmid and Müller [23]). If nr2>n− for some > 0 then the following holds.
(i) There exists a sequence m(n) such that P((Gn) ∈ {m(n),m(n) + 1} and (Gn) ∈ {m(n),m(n) − 1}
for all but ﬁnitely many n) = 1.
(ii) P((Gn) = (Gn) for all but ﬁnitely many n) = 1.
Item (ii) of Theorem 8 is an easy consequence of this last theorem.
Proof of Theorem 8 (Item (ii)). It follows from item (i) of Theorem 9 that, when nr2>n−,
P((Gn) ∈ {(Gn),(Gn) − 1} for all but ﬁnitely many n) = 1.
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Combining this with part (ii) of Theorem 9, we see that also
P((Gn) = (Gn) and (Gn)(Gn) for all but ﬁnitely many n) = 1.
Now note that if (Gn) = (Gn) and (Gn)(Gn) then Proposition 2 gives⌈
(Gn)
k + 1
⌉
k(Gn)
⌈
(Gn) + 1
k + 1
⌉

⌈
(Gn)
k + 1
⌉
+ 1,
which concludes the proof. 
For the proof of Proposition 3 we will rely on some results from Chapter 3 of [29]. Recall that ifZ,Z′ are two integer
valued random variables then their total variational distance is deﬁned as
dT V (Z,Z
′) := sup
A⊆Z
|P(Z ∈ A) − P(Z′ ∈ A)|.
Proposition 4 (Penrose [29]). Let H be a connected unit disk graph with l2 vertices, let N denote the number of
induced subgraphs of Gn isomorphic to H and let Z be a Poisson variable with mean EN . The following hold.
(i) There exists a constant = (H)> 0 such that EN ∼ nlr2(l−1).
(ii) There exists a constant c = c(H) such that dT V (N,Z)cnr2.
Proposition 5 (Penrose [29]). Let H1, . . . , Hs be non-isomorphic connected unit disk graphs with l2 vertices. Let
Ni denote the number of induced subgraphs of Gn isomorphic to Hi . Let 1 = (H1), . . . , s = (Hs) be as given by
part (i) of Proposition 4. Suppose that nr2 ∼ 	n−1/(l−1) with 	> 0. Let Z1, . . . , Zs be independent Poisson variables
with EZi = 	l−1i . Then
(N1, . . . , Ns)
d−→ (Z1, . . . , Zs).
Proof of Proposition 3. According to part (ii) of Theorem 9 it sufﬁces to consider P(k(Gn) = 	(Gn)k+1 
 + 1), as
P((Gn) = (Gn)) → 0. Set l := m(k + 1) + 1. By the choice of r(n), we have nlr2(l−1) = 	l−1, and nl+1r2l →
0, nl−1r2(l−2) → ∞. If we denote the order of the largest component of Gn by L(Gn) then Proposition 4 implies that
P((Gn) l − 1, L(Gn) l) → 1.
To see this, let N be the number of induced subgraphs of Gn isomorphic to Kl−1 and let N ′ be the number of connected
subgraphs of order l + 1. Part (i) of Proposition 4 gives EN ′ = O(nl+1r2l ) = o(1). Clearly, the largest component has
size greater than l if and only if there exists a connected subgraph of order l + 1. Therefore,
P(L(Gn)> l) = P(N ′ > 0)EN ′ = o(1).
On the other hand EN = (nl−1r2(l−2)) → ∞, and using part (ii) of Proposition 4 we get
P((Gn)< l − 1) = P(N = 0) = exp[−EN ] + o(1) = o(1).
Let H1, . . . , Hs be all non-isomorphic connected unit disk graphs of order l that satisfy k(Hi)=m+1 yet Hi is not
(isomorphic to) Kl . There exists at least one such graph, the unit disk graph H := G({( il−1 , 0) : i = 0, . . . , l − 1}, 1),
as depicted in Fig. 2. This is simply the complete graph on l vertices with one edge removed. To see that there is no
k-improper colouring of H with m colours, note that its vertices can be partitioned into a clique of size l−1=m(k+1)
and a vertex v0 which is adjacent to all but one of the other nodes. If there were a k-improper colouring with m colours
then every colour would have to occur k + 12 times amongst the vertices of the clique. Hence whichever of the m
colours we assign to v0 there will be a node in the clique adjacent to k + 1 nodes of the same colour.
Let N0 be the number of induced subgraphs of Gn isomorphic to Kl and let Ni be the number of induced subgraphs
isomorphic to Hi . Observe that if both (Gn) l − 1 and L(Gn) l hold then k(Gn)=	 (Gn)k+1 
+ 1 holds if and only
if N0 = 0 and Ni > 0 for some 1 is. Thus, we infer that the probability that k(Gn) equals 	 (Gn)k+1 
 + 1 is
P (N0 = 0 and Ni > 0 for some 1 is) + o(1).
R.J. Kang et al. / Discrete Mathematics 308 (2008) 1438–1454 1447
Fig. 2. For Proposition 3, H = Km(k+1)+1 − e satisﬁes (H) = m(k + 1) and k(H) = m + 1.
Using Proposition 5, we may therefore conclude that
P
(
k(Gn) =
⌈
(Gn)
k + 1
⌉
+ 1
)
→ e−0	l−1(1 − e−(1+···+s )	l−1),
for some 0, . . . , s > 0. 
It should be noted that although the use of part (ii) of Proposition 4 is not crucial to show thatP((Gn)< l−1)=o(1),
since Proposition 5 will sufﬁce instead, its use shortens the proof of Proposition 3.
The proof of item (i) of Theorem 8 relies on some results from [23] that were developed to study the behaviour
of (Gn).
One important ingredient to the proof is the connection between graph colouring and integer linear programming.
Recall that the chromatic number of a graph G is the optimum value of the following integer linear program (ILP for
short):
min 1Tx
s.t. Ax1,
x0, x integers,
where A is the vertex-independent set incidence matrix of G. This is a (0, 1)-matrix whose rows are indexed by the
vertices of G and whose columns correspond to all possible independent sets in G. It has aij = 1 if vertex vi is in
the independent set corresponding to the jth column and aij = 0 otherwise. Now, given a non-negative integer vector
b= (b1, . . . , bn), let the graph G′ be obtained from G by replacing vertex vi ∈ G by a clique of size bi and the vertices
in the cliques corresponding to vi and vj are joined in G′ if and only if vi and vj are joined in G. Then (G′) is the
objective value of the following ILP:
min 1Tx
s.t. Axb,
x0, x integers.
Furthermore, k(G′) does not exceed the objective value of the following ILP:
min 1Tx
s.t. (k + 1)Axb,
x0, x integers.
This is because taking k + 1 copies of each node in a stable set in G gives a k-dependent set in G′ (but not every
k-dependent set can be constructed in this way of course).
As mentioned in Section 4 we assume that the probability measure  on the plane used to generate the Xi has a
bounded density function f. Let us denote the essential supremum of f by fmax, i.e.
fmax := sup{t : vol({x : f (x)> t})> 0},
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where vol denotes the Lebesgue measure. We say that a measurable set A ⊆ R2 has a small neighbourhood if
lim→0 vol(A) = vol(A) where A denotes A + B(0, ).
We shall denote by F the collection of all bounded, non-negative functions  : R2 → R with bounded support
that satisfy the regularity condition that {x : (x)> t} has a small neighbourhood for all t, and that are not almost
everywhere zero—i.e. their support has non-zero area. For  ∈F, let us deﬁne the random variable M as
M := sup
x∈R2
n∑
i=1

(
Xi − x
r
)
.
It turns out that the random variables M play an important role when studying the (k-improper) chromatic number of
Gn, see [23].
Proposition 6 (McDiarmid and Müller [23]). Let =1W for some bounded set W ⊂ R2 with a small neighbourhood
and non-empty interior. For every > 0 there exists a = ()> 0 such that if n−nr2 ln n then
P((1 − )mM(1 + )m for all but ﬁnitely many n) = 1,
where m = m(n) := (ln n)/ ln( ln n
nr2
).
Proposition 7 (McDiarmid and Müller [23]). Pick  ∈ F. For every > 0 there exists a T = T () such that if
nr2T ln n then
P((1 − )mM(1 + )m for all but ﬁnitely many n) = 1,
where m = m(n) = fmax nr2
∫
R2 (x) dx.
Proposition 8 (McDiarmid and Müller [23]). Pick  ∈F. If nr2 ∼ t ln n for some t ∈ (0,∞) then
M
nr2
→ fmax
∫
R2
(x) e(x)s dx almost surely,
where s = s(, t)0 solves∫
R2
(s(x) e(x)s − e(x)s + 1) dx = 1
tfmax
. (2)
For  ∈F, 0< t <∞, we shall set
(, t) :=
∫
R2
(x) e(x)s(,t) dx,
where s(, t) is the unique non-negative solution of (2) above. To see that (2) indeed has a unique non-negative solution
(unless  is almost everywhere 0, in which case there is no solution to (2)), notice that the left-hand side of (2) is ﬁnite
for all s > 0 (as  ∈ F is bounded and has bounded support), and is increasing with s for s0 (as the integrand
s(x) e(x)s − e(x)s + 1 = H(e(x)s) with H(x) := x ln x − x + 1 is strictly increasing in s for any ﬁxed x with
(x)> 0). We will need the following observation from [23].
Lemma 2 (McDiarmid and Müller [23]). For  ∈F and  ∈ (0, 1), let  be given by (x) := (x). Then
(, t)−2(, t).
Proof of Theorem 8 (Item (i)). We adapt a proof from [23]. We will ﬁrst derive an upper bound on k(Gn). To this
end, let us ﬁx > 0 and consider the graphs G′n constructed as follows. For x ∈ R2 let Sx denote the square x+[0, r)2
of side r and lower left hand corner x. So the squares Sp, p ∈ rZ2 form a dissection of R2. Let  be the graph with
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vertex set rZ2 and an edge pq ∈ E() if ‖p − q‖<r(1 + √2). For W ⊆ R2, we denote by N(W) the number of
points in W, i.e.
N(W) := |{X1, . . . , Xn} ∩ W |.
We will now consider the graph G′n, constructed by replacing each point p of  by a clique of size N(Sp). Note that
Gn is a subgraph of G′n, so in particular k(Gn)k(G′n). Let us ﬁx K > 0 (large) such that  divides K. For p ∈ rZ2,
denote byHp the subgraph ofGn induced by the points of insidep+[0,Kr)2, and byH ′p the corresponding subgraph
of G′n. By remarks made before the start of the proof we know that (H ′p) is no more than the objective value of the
following ILP:
min 1Tx
s.t. Ax 1
k + 1b(p),
x0, x integers,
where A is the vertex-independent set incidence matrix of the subgraph K of  induced by the points of  inside
p + [0,Kr)2, and b(p) = (N(Sp+p1), . . . , N(Sp+pl )) is the (random) vector whose entries are the number of points
in each of the squares Sp+pi for pi ∈ [0,Kr)2 ∩ rZ2. We now consider the LP-relaxation of this program (we drop
the condition that the variables need to be integers), and denote by M(p) the optimum value of this LP-relaxation. As
A depends only on  and K, there is a constant c = c(K, ) such that
k(H ′p)M(p) + c(K, ), (3)
because rounding up all the variables of a feasible point of the LP-relaxation gives a feasible point of the ILP. So, in
particular, we may take c(K, ) equal to the number of columns of A, which equals the number of stable sets in K .
This upper bound on the difference (H ′p) − M(p) can be further improved, but it does not concern us here as for the
proof it is only relevant that c(K, ) is a constant that does not depend on n. By LP-duality, M(p) is also equal to the
value of the program
max
1
k + 1b
Ty
s.t. ATy1,
y0.
This formulation has the advantage that the polytope deﬁned by ATy1 depends only on ,K . Given ,K we can
therefore list the vertices of this polytope, which we will denote by y1, . . . , ym. Because the optimum of the LP will
be attained in one of the vertices, we can write
M(p) = 1
k + 1 maxi y
T
i b(p). (4)
We now remark that the yi corresponds to functions in a natural way. Let i : R2 → [0, 1] be the function which is
given by
i (x) :=
{
(yi)j if x ∈ Spj for 1j l,
0 if x /∈ [0,Kr)2.
Here we used the same enumeration p1, . . . , pl of [0,Kr)2 ∩ Z2 used earlier in the construction of the ILP. It is not
hard to see that
bT(p)yi =
l∑
j=1
(yi)jN(Sp+pj ) =
n∑
k=1
i (Xk − p).
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Fig. 3. Artists impression of the sets Wp .
Let us now set i (x) := i (rx). The functions 1, . . . ,m in fact do not depend on r (or n) anymore, but merely on
,K . Furthermore i ∈F for all i and
bT(p)yi =
n∑
j=1
i
(
Xj − p
r
)
.
Together with (3) and (4) this shows that for all p we have
k(H ′p)
1
k + 1 maxi=1,...,m Mi + c(K, ).
We now remark that not only H ′p can be coloured with this many colours for any p ∈ rZ2, but also the subgraph of
Gn induced by the points in the set Wp := p + [0,Kr)2 + (K + 1)rZ2, as depicted in Fig. 3.
To see this note that if x ∈ p + [0,Kr)2 + (K + 1)rz, y ∈ p + [0,Kr)2 + (K + 1)rz′ for z = z′ ∈ Z2, then
‖x − y‖r .
We may assume without loss of generality that K ∈ N. Now consider the collection of all W := {Wp : p ∈
r{0, . . . , K}2} and note that each small square Sq , (q ∈ rZ2), is covered by exactly K2 of the (K + 1)2 sets Wp ∈W
considered.
Let us now consider the graphs G′n,p which are obtained by replacing each point q of  ∩ Wp by a clique of size
	N(Sq)
K2

 rather than N(Sq). The subgraph G′n,p can be k-improperly coloured with no more than
max
p
1
k + 1 maxi
(⌈
N(Sp+p1)
K2
⌉
, . . . ,
⌈
N(Sp+pl )
K2
⌉)
· yi + c(K, )
 1
(k + 1)K2 maxi Mi + c(K, ) + l
colours (as (yi)j 1 for all i, j , so that the difference due to rounding is at most l). The colourings of the G′n,p can be
combined to give a colouring of Gn with a total of at most
1
k + 1
(
K + 1
K
)2
max
i=1,...,m Mi + (K + 1)
2(c(K, ) + l)
colours.
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Next we wish to lower bound (Gn). For convenience let us set r ′ := r 1−
√
2
1+√2 and S
′
y := y + [0, r ′)2 for y ∈ R2.
For x ∈ R2 consider the subgraph Hx of Gn induced by the points in the square x + [0, r ′K)2.
Let ′K be the graph with vertices x + p′i , with p′i running through [0,Kr ′)2 ∩ r ′Z2 and an edge yz ∈ E(′K) if
‖y − z‖<r ′(1 + √2) = r(1 − √2). Then ′K is in fact isomorphic to K and in particular has the same vertex-
independent set incidence matrix A. Let H ′x be the graph we get by replacing a vertex x + p′i of ′K by a clique of size
N(S′
x+p′i ). We remark that H
′
x is a subgraph of Gn and (H ′x) is at least the objective value of the linear program
max b′(x)Ty
s.t. ATy1,
y0,
where b′(x) := (N(S′
x+p′1), . . . , N(S
′
x+p′l )). The vertices y1, . . . , ym of the polytope are still the same. However, they
now correspond to the sums
b′(x)Tyi =
n∑
j=1
′i
(
Xj − x
r
)
,
where we ′i (x) := i ( 1+
√
2
1−√2x). Maximising over all choices of x ∈ R2 we get
(Gn) max
i=1,...,m M
′
i
. (5)
It follows that
1 (k + 1)
k(Gn)
(Gn)

(
K + 1
K
)2 maxi Mi
maxi M′i
+ 
maxiM′i
, (6)
where = (K, ) := (K + 1)2(c(K, ) + l).
Let us pick t0 < t1 < · · ·< ta with ti+1(1 + )ti , t0 small and ta large (to be made precise later) and let us “split”
the sequence r into subsequences r0, . . . , ra+1:
r0(n) :=
{
r(n) if nr2 t0 ln n,√
t0 ln n
n
otherwise,
ra+1(n) :=
{
r(n) if nr2 ta ln n,√
ta ln n
n
otherwise,
ri(n) :=
{
r(n) if ti−1 ln nnr2 ti ln n√
ti ln n
n
otherwise
for 1 ia
and let us set Gin := G({X1, . . . , Xn}, ri(n)). We claim that for all i,
P
(
1 (k + 1)
k(Gin)
(Gin)
	(K, ) for all but ﬁnitely many n
)
= 1, (7)
where 	(K, ) := (1+)21− ( 1+
√
2
1−√2 )
2(K+1
K
)2 + . From this it will immediately follow that also
P
(
1 (k + 1)
k(Gn)
(Gn)
	(K, ) for all but ﬁnitely many n
)
= 1,
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asGn always coincides with one of theGin and the intersection of ﬁnitely many events of probability one has probability
one. Taking K → ∞,  → 0 will then show that
(k + 1)k(Gn)
(Gn)
→ 1 almost surely,
as required. Thus it remains to establish (7) for all i (for a suitable choice of t0, . . . , ta).
We ﬁrst consider G0n. Let us set 1 := 1B(0, 12 ),2 := 1B(0,1) and notice that M1 ,M2 are, respectively, the
maximum number of points of Gn in a disk of radius r2 and r. Notice that we must have
M1(Gn)(Gn)(Gn) + 1M2 .
Applying Proposition 6 and the upper bound from Proposition 2, we get
P((G0n)(1 − )b for all but ﬁnitely many n) = 1,
P
(
k(G0n)
1
k + 1 (1 + )b + 1 for all but ﬁnitely many n
)
= 1,
where b = b(n) := (ln n)/ ln( ln n
nr20
). Now notice that b → ∞, since nr20n− implies that b 1 + o(1). We see that
P
(
(k + 1)k(G0n)
(G0n)
 1 + 
1 −  +  for all but ﬁnitely many n
)
= 1.
Let us now consider Ga+1n . Provided ta was chosen large enough we have by Proposition 7
P(Mi (1 + )bi for all but ﬁnitely many n) = 1,
P(M′i (1 − )b′i for all but ﬁnitely many n) = 1,
for i ∈ {1, . . . , m}, where
bi := fmaxnr2i
∫
Rd
i (x) dx,
and
b′i := fmaxnr2i
∫
R2
′i (x) dx =
(
1 − √2
1 + √2
)2
bi .
We have used the substitution y = ( 1+
√
2
1−√2 )x for the last identity. By (6) and the fact that b
′
i → ∞, we deduce that, with
probability one,
(k + 1)k(Ga+1n )
(Ga+1n )
 1 + 
1 − 
(
1 + √2
1 − √2
)2(
K + 1
K
)2
+  for all but ﬁnitely many n.
Now let us consider Gin for 1 ik. We may assume that the ti have been chosen in such a way that ti(1 + )ti−1.
Let us set r−i :=
√
ti−1 ln n
n
, r+i :=
√
ti ln n
n
. Because k(G(V, 
)), (G(V, 
)) are both increasing in 
,
(Gin)(G({X1, . . . , Xn}, r−i )), k(Gin)k(G({X1, . . . , Xn}, r+i )).
Applying Proposition 8 and (5) we see that (with probability one, for all but ﬁnitely many n)
(Gin)(1 − )fmax n(r−i )2 max
j
(′j , ti−1),
k(Gin)
1
k + 1
(
K + 1
K
)2
(1 + )fmax n(r+i )2 max
j
(j , ti−1) + .
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In the language of Lemma 2 we have i = (′i ) with  := ( 1−
√
2
1+√2 ). So we see that (with probability one, for all but
ﬁnitely many n)
(k + 1)k(Gin)
(Gin)

(
1 + 
1 − 
)
ti
ti−1
(
1 + √2
1 − √2
)2(
K + 1
K
)2
+ 
 (1 + )
2
1 − 
(
1 + √2
1 − √2
)2(
K + 1
K
)2
+ ,
which concludes the proof. 
As pointed out by one of the referees, the method used in our proof of colouring subgraphs induced by the points
inside the sets Wp, which are unions of squares of side Kr with a space of r between the different squares (see Fig. 3),
and then shifting this pattern (K + 1)2 times and overlaying the colourings obtained, is similar to the shifting strategy
developed in [17], see also [18].
6. Conclusion
In Sections 2 and 3, we studied the asymptotic behaviour of k when r → ∞ and V is countably inﬁnite to extend
results of [24]. For these results, the bound for the k-improper chromatic number of the generalised triangular lattice
given in Theorem 6 sufﬁces; however, we would be interested to know an exact expression for k(G(T , r)) for any k
and r. In Sections 4 and 5, we studied the k-improper chromatic number of random unit disk graphs to extend results in
[22,23]. An essential element of one of the proofs was an LP-formulation of the problem and an appropriate partition
of the space. An issue that we have not studied for random unit disk graphs, but that might be of practical importance,
is the rates of convergence of our results.
In both cases, with minor exceptions, we have seen that k is well approximated by the lower bound of Proposition
2, in other words (k + 1)k approaches  in some appropriately deﬁned manner. This behaviour differs notably from
that of Erdo˝s–Rényi random graphs, where k/ → 1 in probability if k(n) = o(ln(np)) and np → ∞ [19].
Due to the motivating application in satellite communications, we have focused upon the case with Euclidean norm
and dimension two (i.e. unit disk graphs); however, we note here that our results naturally generalise to arbitrary norm
and higher dimensions (see [26,31]).
A major purpose of this study was to gain insight into the problem of ﬁnding the k-improper chromatic number of
unit disk graphs.As mentioned in the Introduction, the best polynomial approximation for k is 6 (and 3 for k=0). The
results of this paper suggest that, for ﬁxed k, given randomly generated instancesGn, the polynomially computable value
(Gn)/(k+ 1) multiplied by the factor 2
√
3/ ≈ 1.103 (which is much smaller than 6) is a reasonable approximation
for the k-improper chromatic number when n is large enough.
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