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Abstract
A generalized linear point process is specified in terms of an intensity that
depends upon a linear predictor process through a fixed non-linear function.
We present a framework where the linear predictor is parametrized by a Ba-
nach space and give results on Gaˆteaux differentiability of the log-likelihood.
Of particular interest is when the intensity is expressed in terms of a linear
filter parametrized by a Sobolev space. Using that the Sobolev spaces are re-
producing kernel Hilbert spaces we derive results on the representation of the
penalized maximum likelihood estimator in a special case and the gradient of
the negative log-likelihood in general. The latter is used to develop a descent
algorithm in the Sobolev space. We conclude the paper by extensions to mul-
tivariate and additive model specifications. The methods are implemented in
the R-package ppstat.
Keywords:
1. Introduction
In this paper we aim at combining likelihood based inference for stochastic
processes with non-parametric regression methods. In particular, we discuss
estimation of smooth functional components in linear filters that enter in the
specification of a point process model. The results were inspired by applica-
tions of multivariate point process models to the modeling of the occurrences
of transcription regulatory elements along the genome and the activity of col-
lections of neurons.
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There are many important applications of one-dimensional point process
models such as models of queuing and telecommunication systems, [2], in-
surance claims, [21], earthquakes, [23], [24], neuronal activity, [7], [25], high-
frequency financial activity, [15], and occurrences of DNA motifs, [13], [28],
just to mention some. Andersen et al., [1], give a general treatment of statis-
tics for point process model – with a focus on applications in event history
analysis. See also [10] or [19] for general introductions to statistics for point
processes. Some recent applications of multivariate point processes, a.k.a.
marked point processes, include our integrated analysis of ChIP-seq data,
[8], the modeling of multivariate neuron spike data, [26], [20], and stochastic
kinetic modeling, [4].
In our work on genomic organization of transcription regulatory elements
based on ChIP-chip and ChIP-seq data, [8], we were inspired by the use of
linear Hawkes processes in [13], and the general class of multivariate, non-
linear Hawkes processes, as treated in [6]. We developed a first version of the
R-package ppstat for the likelihood based analysis using non-linear Hawkes
processes. The Hawkes models share a structural similarity with generalized
linear models, and it is possible to carry out the practical computations us-
ing Poisson regression methods. The terminology of a generalized linear point
process model has, furthermore, been used recently for various Hawkes-like
models of spike trains for neurons, [25], [26], [30]. The models considered
in [26] for multivariate spike trains share many similarities with our models
of the occurrences of multiple transcription regulatory elements. In partic-
ular, the use of basis expansions for estimation of functional components,
which may be combined with regularization in terms of penalized maximum-
likelihood estimation. In [26] the basis functions chosen were raised cosines
with a log-time transformation, whereas we used B-splines in [8].
We found it useful to give a general definition of a generalized linear point
process model as a process where the intensity is linked to a predictor process,
which is linear in the unknown parameters, and where this linear predictor
process potentially depends on the internal history of the point process as
well as additional covariate processes. The R-package ppstat has been devel-
oped for likelihood based analysis of data from multivariate point processes.
The package handles, in particular, the non-linear Hawkes processes where
intensities are given in terms of a non-linear function of linear filters with
filter functions given via basis expansions. Its usage is documented in detail
elsewhere, see http://www.math.ku.dk/~richard/ppstat/. See also [14] for
computational details.
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The focus of the present paper is on the theoretical framework for the
computation of penalized maximum-likelihood estimators of functional pa-
rameters in a one-dimensional point process setup. For a treatment of sam-
pling properties of penalized maximum-likelihood estimators see [9]. We show
how a particular set of basis functions appears as the solution of a more
abstractly formulated problem. We have the classical result on smoothing
splines in mind, which says that the solution of a roughness-penalized least
squares problem is a spline, see Theorem 2.4 in [12]. We first introduce the
framework of generalized linear point process models parametrized by a Ba-
nach space, and we give general results on derivatives of the log-likelihood
function. Then we restrict attention to a particular class of linear filters
parametrized by Sobolev spaces that includes the non-linear Hawkes pro-
cesses as a special case. We show two main results for this class of models.
The first result we show is similar to the result on smoothing splines, and it
states that the penalized maximum-likelihood estimator in a special case is
found in a finite-dimensional space spanned by an explicit set of basis func-
tions. For the linear Hawkes process the solution is a spline. The second result
is different. For the general model class considered we do not find an explicit
finite-dimensional basis. Instead we derive an infinite-dimensional gradient,
which suggests an iterative algorithm, and we establish a convergence re-
sult for this algorithm. The algorithm can be interpreted as a sequence of
finite-dimensional subspace approximations. We exploit that Sobolev spaces
are reproducing kernel Hilbert spaces, and that the likelihood in the special
case and the gradient of the log-likelihood in general are given in terms of
continuous linear functionals. These functionals are expressed as stochastic
integrals of integrands from a Sobolev space. In a regression context the lin-
ear functionals considered are typically simple point evaluations, which are
trivially continuous. In the context of the present paper it is more involved
to establish continuity, and we use specific properties of Sobolev spaces as
well as their general properties as reproducing kernel Hilbert spaces.
2. Setup
We let (Ω,F , (Ft)t≥0, P ) be a filtered probability space – a stochastic
basis – where the filtration is assumed to be right continuous. We will, in
addition, assume that (Nt)t≥0 is an adapted counting process, which, under
P , is a homogeneous Poisson process with rate 1.
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If (λt)t≥0 is a positive, predictable process we define the likelihood process
Lt = exp
(
t+
∫ t
0
log λsdNs − Λt
)
, Λt =
∫ t
0
λsds. (1)
We will assume that Λt < ∞ P -a.s., in which case (Lt)t≥0 is a P -local mar-
tingale and a P -supermartingale with EP (Lt) ≤ 1 for all t ≥ 0, see Theorem
VI.T2, [5]. If EP (Lt) = 1 we can define a probability measure Qt on F by
taking Lt to be the Radon-Nikodym derivative of Qt w.r.t. P . That is,
Qt = Lt · P. (2)
We note that EP (Lt) = 1 if and only if (Ls)0≤s≤t is a true P -martingale. If
EP (Lt) < 1 we cannot define a probability measure Qt on the abstract space
(Ω,F) by (2). With a canonical choice of Ω it is always possible to construct
a measure Qt such that
Qt = Lt · P +Q⊥t (3)
where Q⊥t (Nt < ∞) = 0, see [17] or Theorem 5.2.1(ii), [16]. General condi-
tions assuring that EP (Lt) = 1 can be found in [29]. Though it is important
to be able to decide if the likelihood process is a true martingale, it plays no
role for the results and computations in the present paper.
Throughout we will fix an observation window [0, t] and assume that we
have observed a non-exploding realization of (Ns)0≤s≤t under a Qt-measure
fulfilling (3). The process (λs)0≤s≤t is called the (predictable) intensity pro-
cess for the counting process (Ns)0≤s≤t under Qt. The integrated intensity,
(Λs)0≤s≤t, is the compensator, and if EP (Lt) = 1 the process Ms = Ns − Λs
for s ∈ [0, t] is a Qt-martingale, see Theorem VI.T3, [5].
We will study models where the intensity is parametrized by a Banach
space valued parameter. Let V denote a Banach space with V ∗ its dual space
of continuous linear functionals. We equip V ∗ with the σ-algebra1 generated
by the linear functionals
x 7→ xβ
for β ∈ V . We observe that if X(ω) is a linear functional on V it belongs
to V ∗ if and only if β 7→ X(ω)β is continuous, and if X(ω) ∈ V ∗ for all ω
then X is measurable as a map X : Ω → V ∗ if and only if ω 7→ X(ω)β is
1If V is separable the dual space V ∗ is separable and second countable in the weak∗-
topology in which case the σ-algebra coincides with the weak∗ Borel σ-algebra.
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measureable for all β ∈ V . A stochastic process (Xs)0≤s≤t with values in V ∗
is thus adapted if and only if (Xsβ)0≤s≤t is adapted.
We say that a stochastic process (Xs)0≤s≤t with values in V
∗ is continuous
from the left (right) and has limits from the right (left) if this holds for
(Xsβ)0≤s≤t for all β ∈ V . Thus these continuity properties of s 7→ Xs from
[0, t] into V ∗ are with respect to the weak∗-topology on V ∗.
Definition 2.1. Let (Xs)0≤s≤t be an adapted process with values in V
∗, con-
tinuous from the left and with right limits. Let ϕ : D → [0,∞) for D ⊆ R be
continuous and let
Θ(D) = {β ∈ V | Xsβ ∈ D for all s ∈ [0, t]}.
A generalized linear point process model on [0, t] is a point process on [0, t]
parametrized by Θ(D) such that for β ∈ Θ(D) the point process has intensity
λs = ϕ(Xsβ)
for s ∈ [0, t].
Continuity from the left and adaptedness ensures predictability of the in-
tensity, cf. Definition 2.1 in [18]. Requiring finite limits from the right ensures
boundedness (ω-wise) of s 7→ ϕ(Xsβ) on [0, t] and thus that
∫ t
0
ϕ(Xsβ)ds <
∞.
We call (Xsβ)0≤s≤t the linear predictor process, which can be be inter-
preted as a predictable filter of the Banach space valued process (Xs)0≤s≤t.
The possible filters are parametrized by β ∈ Θ(D), and the objective, from
a statistical point of view, is the estimation of β. The definition includes
the possibility of V = Cb(R), the space of bounded continuous functions
equipped with the uniform norm, and Xsβ = β(Xs) for a real valued pre-
dictable process X . This evaluation filter is a non-linear filter in Xs but linear
in β. A particular example is the inhomogeneous Poisson process obtained
by taking Xs = s.
Our main focus, as presented in Section 3.1, is to the case where V is a
reproducing kernel Hilbert space, and where Xs is given in terms of stochastic
integration w.r.t. an ordinary real valued stochastic process. These filters will
be linear filters in the stochastic process.
Note that if ϕ is one-to-one with inverse m = ϕ−1 : ϕ(D)→ D then
Xsβ = m(λs).
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Drawing an analogy to ordinary generalized linear models it seems natural
at this point to call m the link function – it transforms the intensity process
into a process that is linear in the parameter β. With this terminology we
would call ϕ the inverse link function. However, there is no reason to require
ϕ to be one-to-one in general, and we will not use the terminology.
When the likelihood process is a martingale it is evident from (1) that as a
statistical model with parameter space Θ(D) ⊆ V the negative log-likelihood
function for observing (Ns)0≤s≤t is
ℓt(β) =
∫ t
0
ϕ(Xsβ)ds−
∫ t
0
log(ϕ(Xsβ))dNs (4)
for β ∈ Θ(D). Strictly speaking, ℓt is only a true negative log-likelihood
if EP (Lt) = 1, but for non-exploding data ℓt actually encodes all pairwise
likelihood comparisons even if the measures are not equivalent. Anyway, the
concerns of the present paper are representations and computations of the
penalized maximum-likelihood estimator based on ℓt, in which case it plays
no role whether ℓt is a true negative log-likelihood. As a final remark we note
that the negative log-likelihood function is convex as a function of β if ϕ is
convex and log-concave.
3. Results
Before turning to more concrete models we give general results on differ-
entiation of the negative log-likelihood. First under the assumption that ϕ
is suitably differentiable, but subsequently illustrating that the time-integral
in the negative log-likelihood can smooth out non-differentiabilities in ϕ. All
proofs are postponed to Section 6.
Proposition 3.1. If ϕ is C1 on D, and lt(β) <∞ for β ∈ Θ(D)◦ then lt is
Gaˆteaux differentiable in β with
Dℓt(β) =
∫ t
0
ϕ′(Xsβ)Xsds−
∫ t
0
ϕ′(Xsβ)
ϕ(Xsβ)
XsdNs. (5)
Moreover, if ϕ is C2 the second Gaˆteaux derivative is
D2ℓt(β) =
∫ t
0
ϕ′′(Xsβ)Xs ⊗Xsds
−
∫ t
0
ϕ′′(Xsβ)ϕ(Xsβ)− ϕ′(XTs−β)2
ϕ(Xsβ)2
Xs ⊗XsdNs. (6)
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The integrals above are to be interpreted as weak, or Pettis, integrals.
From the formulas it follows that Dℓt(β) is linear and D
2ℓt(β) is bilinear.
However, without further assumptions on Xs neither needs to be continuous.
Continuity follows if ||Xs|| can be bounded (ω-wise) as a function of s. This
is one of the main questions we deal with in the context of Section 3.1 –
specifically we derive a gradient representation of the derivative in a repro-
ducing kernel Hilbert space by proving continuity of Dℓt(β). Knowledge of
the second derivative is used for quadratic approximations of the negative
log-likelihood, in particular in relation to Algorithm 3.7 and the iterative
optimization over finite dimensional subspaces.
Simple formulas are obtained with ϕ(x) = x, but this choice of ϕ puts
an often inconvenient restriction on the parameter space to ensure that the
intensity stays positive. This can be circumvented by taking ϕ(x) = x+, but
then the formulas above break down – in particular for the second derivative.
A possible workaround is to modify ϕ locally around 0 to make it twice con-
tinuously differentiable. It is, however, not obvious that the resulting formulas
for the derivative are numerically stable and play together with the time dis-
cretization that eventually must be used for computing the time integral. We
show that if s 7→ Xsβ has a finite number of roots and is locally smooth
around the roots then the time integral smoothes the negative log-likelihood
to make it twice differentiable.
Proposition 3.2. Take ϕ(x) = x+ and assume that β ∈ Θ(D)◦ is such that
lt(β) < ∞ and s 7→ Xsβ has a finite number of roots in [0, t]. Then ℓt is
Gaˆteaux differentiable with
Dℓt(β) =
∫ t
0
1(Xsβ > 0)Xsds−
∫ t
0
1
Xsβ
XsdNs.
Moreover, if there are neighborhoods of the roots s1, . . . , sn in which the sam-
ple paths of Xsβ and Xsγ are C
1, and ∂sXsiβ 6= 0 for i = 1, . . . , n, then the
second Gaˆteaux derivative in (ρ, γ) is
D2ℓt(β)(ρ, γ) =
n∑
i=1
1
|∂sXsiβ|
XsiρXsiγ +
∫ t
0
1
(Xsβ)2
XsρXsγdNs.
3.1. Linear filters from stochastic integration
Let g : [0,∞) → R be a measurable function and (Zs)0≤s≤t a ca`dla`g
process. If g is locally bounded and Z is a semi-martingale the stochastic
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process ∫ s−
0
g(s− u)dZu
is a well defined process. The process is sometimes called a homogeneous
linear filter or a moving average.
We will need to interpret the stochastic integral above as a stochastic
process with values in a dual space. Since stochastic integrals are usually not
defined pathwisely, it is, in fact, not obvious that
g 7→ Xsg :=
∫ s−
0
g(s− u)dZu (7)
for a fixed sample path is even a well defined linear functional – let alone
continuous. If we take the parameter space for g to be V =Wm,2, that is, V is
the Sobolev space of functions on [0, t] that are m times weakly differentiable
with the m’th derivative in L2([0, t]), then g is weakly differentiable with L2-
derivative for m ≥ 1. Hence, for Z a semi-martingale, we have by integration
by parts that∫ s−
0
h(u)dZu = h(s)Zs− − h(0)Z0 −
∫ s
0
Zuh
′(u)du (8)
for h ∈ Wm,2. This equality is in general valid up to evanescence. The right
hand side is pathwisely well defined, and we use this as the pathwise defi-
nition of the stochastic integral of h ∈ Wm,2 w.r.t. a ca`dla`g process Z. The
integral then becomes a linear functional in h for a concrete realization of
the Z-process, and by Corollary 6.3 Xs is a continuous linear functional.
Thus (Xs)0≤s≤t is a stochastic process with values in V
∗. Lemma 6.6 shows,
moreover, that (Xs)0≤s≤t is continuous from the left with limits from the
right.
If the function ϕ : D → [0,∞) is given we find that Θ(D) consists of
those g such that ∫ s−
0
g(s− u)dZu ∈ D for all s ∈ [0, t]. (9)
The particular case of interest with D 6= R is D = [0,∞) and Z an increasing
process, e.g. a counting process. In this case g ∈ Θ([0,∞)) if g ≥ 0.
The Sobolev spaceWm,2 can be equipped with several inner products that
give rise to equivalent norms and turn the space into a reproducing kernel
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Hilbert space, [31], [3]. For each inner product there is an associated kernel,
the reproducing kernel, and we assume here that one inner product is chosen
with the corresponding norm denoted || · || and corresponding kernel denoted
R : [0, t]× [0, t]→ R. Moreover, we fix γ1, . . . , γl ∈ Wm,2 and denote by P the
orthogonal projection onto span{γ1, . . . , γl}⊥. One of the defining properties
of the kernel R is that for fixed s ∈ [0, t], R(s, ·) ∈ Wm,2, hence PR(s, ·) is a
well defined function. This give rise to the projected kernel, which we denote
R1 = PR. The penalized negative log-likelihood function we consider is
lt(g) + λ||Pg||2 (10)
for g ∈ Θ(D) and λ > 0 where
ℓt(g) =
∫ t
0
ϕ
(∫ s−
0
g(s− u)dZu
)
ds−
∫ t
0
log(ϕ
(∫ s−
0
g(s− u)dZu
)
)dNs.
With τ1, . . . , τNt denoting the jump times for the counting process (Ns)0≤s≤t
we can state one of the main theorems.
Theorem 3.3. If ϕ(x) = x+ d with domain D = [−d,∞) then a minimizer
of (10) over Θ(D) ⊆Wm,2, m ≥ 1, belongs to the finite dimensional subspace
of Wm,2 spanned by the functions γ1, . . . , γl, the functions
hi(r) =
∫ τi−
0
R1(τi − u, r)dZu
for i = 1, . . . , Nt together with the function
f(r) =
∫ t
0
∫ s−
0
R1(s− u, r) dZuds.
Remark 3.4. A practical consequence of Theorem 3.3 is that the estimation
problem reduces to a finite dimensional optimization problem over the space
spanned by the l+1+Nt dimensional vector formed by combining γ1, . . . , γl,
f and hi, i = 1, . . . , Nt. For the concrete realization we may of course choose
whichever basis that is most convenient for this function space. For the prac-
tical computation of f we note that by Lemma 6.8 we can interchange the
order of the integrations so that
f(r) =
∫ t
0
∫ t
u
R1(s− u, r) dsdZu. (11)
A detailed example is worked out in Section 4.
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Remark 3.5. It is a common trick to construct a model conditionally on the
entire outcome of a process (Zs)0≤s≤t by assuring that Zs is F0-measurable
for all s ∈ [0, t]. In this case the process∫ t
0
g(|s− u|)dZu
for s ∈ [0, t] becomes predictable. Theorem 3.3 still holds with the modifica-
tion that
hi(r) =
∫ t
0
R1(|τi − u|, r)dZu
for i = 1, . . . , Nt and
f(r) =
∫ t
0
∫ t
0
R1(|s− u|, r)dZuds.
When we model events that happen in time it is most natural that the
intensity at a given time t only depends on the behavior of the Z-process
up to just before t. This corresponds to the formulation chosen in Theorem
3.3. However, if we model events in a one-dimensional space it is often more
natural to take the approach in this remark.
If ϕ is not an affine function, we cannot compute an explicit finite di-
mensional subspace. Instead, we compute the gradient of the negative log-
likelihood function.
Proposition 3.6. If ϕ is continuously differentiable and g ∈ Θ(D)◦ we define
ηi for i = 1, . . . , Nt as
ηi(r) =
∫ τi−
0
R(τi − u, r)dZu
and
fg(r) =
∫ t
0
ϕ′
(∫ s−
0
g(s− v)dZv
)∫ s−
0
R(s− u, r)dZuds.
Then the gradient of lt in g is
∇lt(g) = fg −
Nt∑
i=1
ϕ′
(∫ τi−
0
g(τi − u)dZu
)
ϕ
(∫ τi−
0
g(τi − u)dZu
) ηi.
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The explicit derivation of the gradient above has several interesting conse-
quences. First, a necessary condition for g ∈ Θ(D)◦ to be a minimizer of the
penalized negative log-likelihood function is that g solves ∇lt(g)+2λPg = 0,
which yields an integral equation in g. The integral equation is hardly solvable
in any generality, but for ϕ(x) = x+ d it does provide the same information
as Theorem 3.3 for interior minimizers – that is, a minimizer must belong to
the given finite dimensional subspace of Wm2 . The gradient can be used for
descent algorithms. Inspired by the gradient expression we propose a generic
algorithm, Algorithm 3.7, for subspace approximations. We consider here
only the case where D = R so that Θ(D) = Wm,2. The objective function
that we attempt to minimize with Algorithm 3.7 is
Λ(g) = lt(g) + λ||Pg||2
with gradient ∇Λ(g) = ∇lt(g)+2λPg.We assume here that ϕ is continuously
differentiable. To show a convergence result we need to introduce a condition
on the steps of the algorithm, and for this purpose we introduce for 0 < c1 <
c2 < 1 and δ ∈ (0, 1) fixed and g ∈ Wm,2 the subset
W (g) =

g˜ ∈Wm,2\{g}
∣∣∣∣∣∣
Λ(g˜)− Λ(g) ≤ c1〈∇Λ(g), g˜ − g〉
〈∇Λ(g˜), g˜ − g〉 ≥ c2〈∇Λ(g), g˜ − g〉
−〈∇Λ(g), g˜ − g〉 ≥ δ||∇Λ(g)|| ||g˜ − g||


The two first conditions determining W (g) above are known as the Wolfe
conditions in the literature on numerical optimization, see [22]. The third is
an angle condition, which is automatically fulfilled if g˜ − g = −α∇Λ(g) for
α > 0. In Algorithm 3.7 we need to iteratively choose gˆh, and we show that
if ∇Λ(gˆh−1) 6= 0 then under the assumptions in Theorem 3.8 below
W (gˆh−1) ∩ span{gˆh−1,∇Λ(gˆh−1)} 6= ∅, (12)
which makes the iterative choices possible.
Theorem 3.8. If D = R, if ϕ is strictly positive, twice continuously differ-
entiable and if the sublevel set
S = {g ∈ Θ(D) | Λ(g) ≤ Λ(gˆ0)}
is bounded then Algorithm 3.7 is globally convergent in the sense that
||∇Λ(gˆh)|| → 0
for h→∞.
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Algorithm 3.7. Initialize; fix c1, c2 with 0 < c1 < c2 < 1 and δ ∈
(0, 1), set
f0(r) =
∫ t
0
∫ t
u
R(s− u, r)dsdZu,
let gˆ0 ∈ span{η1, . . . , ηNt , f0} and set h = 1.
1. Stop if ∇Λ(gˆh−1) = 0. Otherwise choose
gˆh ∈ W (gˆh−1) ∩ span{η1, . . . , ηNt , f0, . . . , fh−1}
where W (gh−1) as defined above depends on c1, c2 and δ.
2. Compute
fh(r) =
∫ t
0
ϕ′
(∫ s−
0
gˆh(s− v)dZv
)∫ s−
0
R(s− u, r)dZuds.
3. Set h = h+ 1 and return to 1.
If we, for instance, have strict convexity of Λ then under the assumptions
in Theorem 3.8 we have a unique minimizer in S. Then we can strengthen
the conclusion about convergence and get weak convergence of gˆh towards
the minimizer. In particular, we have the following corollary.
Corollary 3.9. If there is a unique minimizer, gˆ, of Λ in S then under the
assumptions in Theorem 3.8
gˆh(s)→ gˆ(s)
for h→∞ for all s ∈ [0, t].
3.2. Multivariate and additive models
We give in this section a brief treatment of how the setup in the previous
section extends to multivariate point processes and to intensities given in
terms of sums of linear filters.
First we extend the models by considering additive intensities. We restrict
the discussion to the situation where V = (Wm,2)d and (Zs)0≤s≤t is a d-
dimensional process. Perceiving g ∈ V as a function g : [0, t] → Rd with
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coordinate functions in Wm,2 we write∫ s
0
g(s− u)dZu =
d∑
j=1
∫ s
0
gj(s− u)dZj,u
and just as above, by Corollary 6.3,
g 7→ Xsg :=
∫ s
0
g(s− u)dZu
is a continuous linear functional on V when equipped with the product
topology. The inner product 〈g, h〉 =∑dj=1〈gj, hj〉 with corresponding norm
||g||2 =∑dj=1 ||gj||2 turns V into a Hilbert space.
The negative log-likelihood function is given just as in the previous sec-
tion, but we will consider the more general penalization term
J(g) = λr(||Pg1||2, . . . , ||Pgd||2)
where λ > 0, P is the orthogonal projection on span{γ1, . . . , γl}⊥ and r :
[0,∞)d → [0,∞) is coordinate-wise increasing. Theorem 3.3 easily generalizes
with the following modification. If ϕ(x) = x+ d then with
hi,j(r) =
∫ τi−
0
R1(τi − u, r)dZj,u
for i = 1, . . . , Nt and j = 1, . . . , d a minimizer of the penalized negative log-
likelihood function has j’th coordinate in the space spanned by γ1, . . . , γl,
h1,j, . . . , hNt,j and fj given by
fj(r) =
∫ t
0
∫ s−
0
R1(s− u, r)dZj,uds =
∫ t
0
∫ t
u
R1(s− u, r)dsdZj,u.
Proposition 3.6 also generalizes similarly and if r is smooth, for instance if
r(x1, . . . , xd) =
∑d
j=1 xj , Algorithm 3.7 generalizes as well.
In the alternative, we can choose r(x1, . . . , xd) =
∑d
j=1
√
xj leading to the
penalty term
J(g) = λ
d∑
j=1
||Pgj||,
which gives an infinite dimensional version of lasso. Since r is not differ-
entiable, Algorithm 3.7 does not work directly. However, a cyclical descent
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algorithm, as investigated thoroughly in [11] for the ordinary lasso, is imple-
mented in ppstat. Details can be found in [14].
The other direction of generalization is to the modeling of multivariate
point processes a.k.a. marked point processes with a discrete mark space.
The observation process is thus a multivariate counting process (Ni,s)s∈[0,t]
for i = 1, . . . , p and we need to specify separate intensities for each coordinate
λis = ϕi(X
i
sβi)
for βi ∈ Θ(Di). With the coordinates being independent homogeneous Pois-
son processes each with rate 1 under P , the negative log-likelihood becomes
p∑
i=1
∫ t
0
ϕi(X
i
sβi)ds−
∫ t
0
log(ϕi(X
i
sβi))dNi,s
for β = (β1, . . . , βp) ∈ Θ(D1) × . . . ,×Θ(Dp), see Theorem T.10, [5]. Since
the βi-parameters are variation independent the negative log-likelihood is
minimized by minimizing each term separately. This caries over to the pe-
nalized negative log-likelihood if the penalization function is of the form
J(β) =
∑p
i=1 Ji(βi), in which case the joint minimization reduces to p sepa-
rate minimization problems – one for each of the p point processes. A typical
example is that Xs = (N1,s, . . . , Np,s), that
βi = (gi1, . . . , gip) ∈ (Wm,2)p
and
X isβi =
p∑
j=1
∫ s−
0
gij(s− u)dNj,u.
Thus, the intensity for the i’th process has an additive specification, as
treated above, in terms of linear filters of the p point processes.
4. Example
In this section we work out some details for a more specific example of
Theorem 3.3. For this we need a explicit choice of inner product on Wm,2.
Take
H1 = {f ∈ Wm,2 | f(0) = Df(0) = . . . = Dm−1f(0) = 0},
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which we equip with the inner product
〈f, g〉 =
∫ t
0
Dmf(s)Dmg(s)ds.
This turns H1 into a reproducing kernel Hilbert space for m ≥ 1 with repro-
ducing kernel R1 : [0, t]× [0, t]→ R given as
R1(s, r) =
∫ s∧r
0
(s− u)m−1(r − u)m−1
((m− 1)!)2 du,
see [31]. Furthermore, define γk(s) = s
k−1/(k − 1)! for k = 1, . . . , m and
H0 = span{γ1, . . . , γm},
which we equip with the inner product
〈
∑
i
aiγi,
∑
j
bjγj〉 =
∑
i
aibi,
so that γ1, . . . , γm form an orthonormal basis for H0. Then H0 is also a
reproducing kernel Hilbert space with reproducing kernel R0 : [0, t]× [0, t]→
R defined by
R0(s, r) =
m∑
k=1
γk(s)γk(r).
Then the Sobolev space Wm,2 = H0 ⊕ H1 is a reproducing kernel Hilbert
space with reproducing kernel R(s, r) = R0(s, r) + R1(s, r), H0 ⊥ H1, and
with P the orthogonal projection onto H1, PR = R1 and
J(g) =
∫ t
0
(Dmg(s))2ds.
It follows by the definition of R that R1(s, ·) for fixed s is a piecewise poly-
nomial of degree 2m − 1 with continuous derivatives of order 2m − 2, that
is, R(s, ·) is an order 2m spline. We find that the hi-functions for the basis
in Theorem 3.3 are given as stochastic integrals of order 2m splines.
If (Zs)0≤s≤t itself is a counting process and ϕ(x) = x + d as in Theorem
3.3 we can give a more detailed description of the minimizer of (10) over
Θ(D). If σ1, . . . , σZt denote the jump times for (Zs)0≤s≤t we find that
hi(r) =
∑
j:σj<τi
R1(τi − σj , r).
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Collectively, the hi basis functions are order 2m splines with knots in
{τi − σj | i = 1, . . . , Nt, j : σj < τi}.
Due to (11) the last basis function, f , is seen to be an order 2m + 1 spline
with knots in
{t− σj | i = 1, . . . , Zt}.
The cubic splines, m = 2, are the splines mostly used in practice. Here
R1(s, r) =
∫ s∧r
0
(s− u)(r − u)du = sr(s ∧ r)− (s+ r)(s ∧ r)
2
2
+
(s ∧ r)3
3
and we can compute the integrated functions that enter in f as follows. If
t− u < r∫ t
u
R1(s− u, r)ds =
∫ t−u
0
R1(s, r)ds =
r(t− u)3
6
− (t− u)
4
24
and if t− u ≥ s∫ t
u
R1(s− u, r)ds =
∫ t−u
0
R1(s, r)ds =
3r4
24
+
∫ t−u
r
R1(s, r)dr
=
r4
24
+
r2(t− u)2
4
− r
3(t− u)
6
.
Thus the function f is a sum of functions, the j’th function being a degree 4
polynomial on [0, t− σj ] and an affine function on (t− σj , t].
If Zs = Ns the process (Ns)0≤s≤t is under Qt known as a linear Hawkes
process, in which case the set of knots for the hi-functions is the collection of
interdistances between the points.
5. Discussion
The problem that initially motivated this paper was the estimation of
the linear filter functions entering in the specification of a non-linear Hawkes
model with an intensity specified as
ϕ
(
p∑
j=1
∫ s−
0
gj(s− u)dNj,u
)
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where Nj for j = 1, . . . , p are counting processes, see [6]. We have provided
structural and algorithmic results for the penalized maximum-likelihood es-
timator of gj in a Sobolev space, and we have showed that these results can
be established in a generality where the stochastic integrals are with respect
to any ca`dla`g process. The representations of basis functions and the gradi-
ent are useful for specific examples such as counting processes, but perhaps
of limited analytic value for general processess. In practice we can also only
expect to observe a general process discretely and numerical approximations
to the integral representations and thus the negative log-likelihood function
must be used. If the process is coarsely observed it is unknown how reliable
the resulting approximation of the penalized negative log-likelihood function
is.
In this paper we relied on specific properties of Sobolev spaces to define
stochastic integrals pathwisely and to establish continuity of certain linear
functionals for general integrators. If we restrict attention to pure jump pro-
cess integrators the integrals are trivially pathwisely defined and the required
continuity properties follow by elementary arguments for general reproduc-
ing kernel Hilbert spaces with the minimal requirement that the reproducing
kernel is continuous. See [14] for further details.
6. Proofs
Proof: (Proposition 3.1). If β ∈ Θ(D)◦ and ρ ∈ V then β + qρ ∈ Θ(D)◦
for q sufficiently small and
∂qϕ(Xsβ + qXsρ) = ϕ
′(Xsβ + qXsρ)Xsρ.
Since Xsβ and Xsρ are bounded as functions of s ∈ [0, t] we have that
(s, q) 7→ Xsβ + qXsρ
is bounded on [0, t]×[−ε, ε] and since ϕ′ is assumed continuous we can bound
∂qϕ(Xsβ+qXsρ) uniformly by a constant on [0, t]× [−ε, ε]. This implies that
we can interchange differentiation w.r.t. q and integration, thus
∂q
∫ t
0
ϕ(Xsβ + qXsρ)ds|q=0 =
∫ t
0
∂qϕ(Xsβ + qXsρ)|q=0ds
=
∫ t
0
ϕ′(Xsβ)Xsρds.
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This gives the Gaˆteaux derivative of the first term in ℓt.
For the second term note that ℓt(β) <∞ implies that ϕ(Xτi−β) > 0, thus
ϕ(Xτi−β + qXτi−ρ) > 0, by continuity of ϕ, for q sufficiently small, and
∂q logϕ(Xτi−β + qXτi−ρ)|q=0 =
ϕ′(Xτi−β)
ϕ(Xτi−β)
Xτi−ρ.
This implies that the Gaˆteaux derivative of the second term in ℓt is
−
Nt∑
i=1
ϕ′(Xτi−β)
ϕ(Xτi−β)
Xτi− = −
∫ t
0
ϕ′(Xsβ)
ϕ(Xsβ)
XsdNs.
The second derivative is obtained similarly. 
Proof: (Proposition 3.2). The first derivative is found as above by decom-
posing the integration interval [0, t] into a finite number of closed intervals
with the roots of Xsβ as the end points.
For the second derivative note that the function
H(s, q) = Xs1+sβ + qXs1+sρ
is C1 by assumption in (−δ, δ)× (−ε, ε) for suitably small δ and ε and s1 a
root. Its derivative w.r.t. s in (0, 0) is
∂sH(0, 0) = ∂sXs1β,
which is non-zero by assumption. Choosing δ small enough there is, by the
implicit function theorem, a C1 function s : (−δ, δ) → (−ε, ε) such that
H(s(q), q) = 0. Assuming ∂sXs1β > 0 and Xs1ρ ≥ 0 then s(q) ≥ 0 for q ≥ 0
and
1(H(s, q) > 0)− 1(H(s, 0) > 0) = −1(0,s(q))(s).
In particular, for an integrable function h on [−δ, δ] continuous in 0
1
q
(∫ δ
−δ
h(s)1(H(s, q) > 0)ds−
∫ δ
−δ
h(s)1(H(s, 0) > 0)ds
)
= −1
q
∫ s(q)
0
h(s)ds→ −s′(0)h(0) = Xs1ρ
∂Xs1β
h(0),
from which the result follows. 
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The Sobolev space Wm,2 was equipped with one particular inner product
denoted 〈·, ·〉 and corresponding norm || · || in Section 4. An alternative useful
inner product on Wm,2 is
〈f, g〉m =
m∑
k=0
∫ t
0
Dkf(s)Dkg(s)ds
and the corresponding norm is given by
||f ||2m,2 = 〈f, f〉m =
m∑
k=0
∫ t
0
Dkf(s)2ds.
It is straight forward to show that || · || and || · ||m,2 are equivalent norms,
though the inner products give rise to different reproducing kernels. For the
theoretical arguments in this paper we will use whichever norm is most con-
venient. Note that the embedding Wm,2 →֒ W k,2 for k < m is continuous,
which is straight forward using the norms || · ||m,2 and || · ||k,2. The continuity
of the embedding holds even when k = 0 where W 0,2 = L2, which is not a
reproducing kernel Hilbert space.
We note that the characterizing property of a reproducing kernel Hilbert
space is that the function evaluations are continuous linear functionals. If δs
denotes the evaluation in s, that is, δsf = f(s), then R(s, ·) as a function in
Wm,2 represents δs by
f(s) = 〈f, R(s, ·)〉.
By Cauchy-Schwarz’ inequality ||δs|| = R(s, s) and since R is a continuous
function of both variables, R(s, s) is bounded for s in a compact set.
We have already argued that stochastic integration of deterministic func-
tions from Wm,2 w.r.t. the a ca`dla`g process can be defined by (8) as a path-
wisely well defined linear functional on Wm,2 for m ≥ 1. We show that this
functional is continuous and subsequently that Xs defined (7) is continuous.
Lemma 6.1. Let 0 ≤ s ≤ t. Then the linear functional Is : W 1,2 → R
defined by
Ish =
∫ s−
0
h(u)dZu
is continuous. More precisely, we have the bound
||Is|| ≤ |Zs−|(1 + s) + |Z0|+
(∫ s
0
Z2udu
)1/2
<∞.
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Proof: Note that for h ∈ W 1,2 we have
||h||2 = |h(0)|2 + ||h′||22
and in particular
||h′1[0,s]||2 ≤ ||h′||2 ≤ ||h||.
Using (8) and Cauchy-Schwarz’ inequality
|Ish| ≤ |h(s)Zs−|+ |h(0)Z0|+
∫ s
0
|Zuh′(u)|du
≤ |Zs−| |h(s)|+ |Z0| |h(0)|+
(∫ s
0
Z2udu
)1/2
||h′1[0,s]||2
≤
(
|Zs−| ||δs||+ |Z0| ||δ0||+
(∫ s
0
Z2udu
)1/2)
||h||
≤
(
|Zs−|(1 + s) + |Z0|+
(∫ s
0
Z2udu
)1/2)
||h||,
which shows the bound. Here we have used that for m = 1 we have R(s, s) =
1 + s and that Z is ca`dla`g, hence bounded (ω-wise) and hence in L2([0, s])
for any s. 
In the following any function defined on [0, t] is extended to be 0 outside
of [0, t]. Defining τs : W
1,2 → W 1,2 by
τsg(u) = g(s)−
∫ u
0
g′(s− v)dv =
{
g(s− u) for u ∈ [0, s]
g(0) for u ∈ (s, t]
then τs is clearly linear and the linear functional Xs defined by (7) can be
expressed as Xs = Is ◦ τs.
Lemma 6.2. The linear operator τs :W
1,2 →W 1,2 is continuous with
||τs|| ≤
√
(1 + s)2 + 1.
Proof: We have that
||τs(g)||2 = |τs(g)(0)|2 +
∫ t
0
g′(s− v)2dv
= |g(s)|2 + ||g′1[0,s]||22
≤ ||δs||2||g||2 + ||g||2 = ((1 + s)2 + 1)||g||2
where we have used that ||δs|| = R(s, s) = 1 + s. Taking square roots com-
pletes the proof. 
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Corollary 6.3. The linear functional Xs : W
m,2 → R is continuous. More-
over, there is a real valued random variable Cm,t such that
||Xs|| ≤ Cm,t.
Proof: First consider Xs = Is ◦ τs : W 1,2 → R. Combining Lemma 6.1
and Lemma 6.2 we find that
||Xs|| ≤ ||Is||||τs|| ≤ ||Is||
√
(1 + s)2 + 1
≤
√
(1 + t)2 + 1
(
sup
s∈[0,t]
|Zs|(1 + t) + |Z0|+
(∫ t
0
Z2udu
)1/2)
<∞
so the requested continuity of Xs and the bound on ||Xs|| follow. As the
embedding Wm,2 →֒ W 1,2 is continuous for m ≥ 1 the Wm,2-norm of Xs is
bounded by a constant times the W 1,2-norm of Xs, and this completes the
proof. 
We then turn to proving that (Xs)0≤s≤t is continuous from the left with
right limits.
Lemma 6.4. The map s 7→ τs is strongly continuous from [0, t] into the set
of continuous linear operators on W 1,2, that is
lim
ε→0
||τs(g)− τs+ε(g)|| = 0
for all g ∈ W 1,2.
Proof: Recall that even though g′ is initially defined on [0, t], it is ex-
tended to be 0 outside of [0, t], as mentioned above. We then have that
||τs+ε(g)− τs(g)||2 = |g(s+ ε)− g(s)|2 +
∫ t
0
(g′(s+ ε− u)− g′(s− u))2du
≤ |g(s+ ε)− g(s)|2 + ||g′(·+ ε)− g′||22
with || · ||2 denoting the 2-norm on L2(R) and with g′(· + ε) denoting the
ε-translation of g′. Since translation acts as a strongly continuous (unitary)
group on L2(R) we have that
||g′(·+ ε)− g′||22 → 0
for ε → 0 and continuity of g ensures that also |g(s + ε) − g(s)|2 → 0. For
s = 0 or s = t we only consider limits from the right and from the left,
respectively. 
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Lemma 6.5. The process (Is)0≤s≤t is continuous from the left with right
limits in norm.
Proof: Using (8) we have for s ∈ (0, t] and s ≥ ε > 0 that
|Ish− Is−εh| =
∣∣∣∣h(s)Zs− − h(s− ε)Z(s−ε)− +
∫ s
s−ε
Zuh
′(u)du
∣∣∣∣ ,
and as in the proof of Lemma 6.1 we get that
|Ish− Is−εh| ≤
(
||Zs−δs − Z(s−ε)−δs−ε||+
(∫ s
s−ε
Z2udu
)1/2)
||h||.
This shows that
||Is − Is−ε|| ≤ ||Zs−δs − Z(s−ε)−δs−ε||+
(∫ s
s−ε
Z2udu
)1/2
and letting ε → 0 the right hand side tends to 0 by an application of domi-
nated convergence and because Z(s−ε)− → Zs− and δs−ε → δs in norm. This
proves that the process is continuous from the left in norm.
A similar argument shows that for s ∈ [0, t) and t− s ≥ ε > 0
Is+ε → Is + (∆Zs)δs
for ε→ 0 in norm where ∆Zs = Zs − Zs−. Thus the process has limits from
the right in norm. 
Corollary 6.6. The process (Xs)0≤s≤t defined by (7) is continous from the
left and has limits from the right.
Proof: We have for g ∈ W 1,2, s ∈ (0, t] and s ≥ ε > 0 that
|Xsg −Xs−εg| = |Is(τs(g))− Is−ε(τs−ε(g))|
≤ |Is(τs(g))− Is(τs−ε(g))|+ |Is(τs−ε(g))− Is−ε(τs−ε(g))|
≤ ||Is||||τs(g)− τs−ε(g)||+ ||Is − Is−ε||||τs−ε(g)||.
It follows from Lemma 6.4 that ||τs(g) − τs−ε(g)|| → 0 and from Lemma
6.5 that ||Is − Is−ε|| → 0 for ε → 0. Using the bounds in Lemma 6.2 and
Corollary 6.3 on ||τs−ε|| and ||Is||, respectively, we conclude that the right
hand side above converges to 0 for ε→ 0 and thus that Xs−εg → Xsg. This
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proves the left continuity. A similar argument shows that Xs has right limits.

We may observe that
∆Xsg = Xs+g −Xsg = ∆Zsg(0),
which shows that s 7→ Xs is (weak∗) continuous on the subspace of W 1,2
where g(0) = 0. The map is in general continuous in s if and only if Zs is
continuous in s.
We turn to the proof of Theorem 3.3 and for this purpose, as well as for
proving Proposition 3.6, we will need the following result.
Lemma 6.7. Let (Ht)t≥0 be a stochastic process with values in V
∗, continu-
ous from the left with right limits, and with ||Hs|| ≤ Ct for s ∈ [0, t] and Ct
a real valued random variable. Then the integral
∫ t
0
Hsds defined by
β 7→
∫ t
0
Hsβds (13)
is in V ∗ with ∣∣∣∣
∣∣∣∣
∫ t
0
Hsds
∣∣∣∣
∣∣∣∣ ≤ tCt.
Proof: The continuity requirements onHs implies that (13) is well defined
and clearly defines for a fixed t ≥ 0 a linear functional on V . Moreover, since
|Hsβ| ≤ ||Hs|| ||β|| ≤ Ct||β||∣∣∣∣
∫ t
0
Hsβds
∣∣∣∣ ≤
∫ t
0
|Hsβ| ds
≤
∫ t
0
Ctds ||β|| = tCt||β||.

Proof: (Theorem 3.3) When ϕ(x) = x+ d we have that
ℓt(g) =
∫ t
0
∫ s−
0
g(s− u)dZu + dds−
∫ t
0
log
(∫ s−
0
g(s− u)dZu + d
)
dNs
=
∫ t
0
∫ s−
0
g(s− u)dZuds+ td−
Nt∑
i=1
log
(∫ τi−
0
g(τi − u)dZu + d
)
.
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It follows from Corollary 6.3 that
g 7→
∫ τi−
0
g(τi − u)dZu
for i = 1, . . . , Nt are continuous, linear functionals onW
m,2. The i’th of these
continuous linear functionals is represented by ηi ∈ Wm,2 given as
ηi(s) =
∫ τi−
0
R(τi − u, s)dZu
such that
〈ηi, g〉 =
∫ τi−
0
g(τi − u)dZu.
Hence hi = Pηi.
By combining Lemma 6.6 and Lemma 6.7 we conclude that
g 7→
∫ t
0
∫ s−
0
g(s− u)dZuds
is a continuous linear functional and η is the representer given by
η(r) =
∫ t
0
∫ s−
0
R(s− u, r)dZuds.
Hence f = Pη.
Thus ℓt(g) is a function of a finite number of continuous, linear functionals
on Wm,2,
ℓt(g) = 〈η, g〉 −
Nt∑
i=1
log(〈ηi, g〉) + td.
For g ∈ Θ(D) ⊆Wm,2, g = g0 + ρ with ρ ∈ span{γ1, . . . , γl, h1, . . . , hNt , f}⊥,
then ρ ⊥ ηi for i = 1, . . . , Nt, ρ ⊥ η, Pρ = ρ and
ℓt(g) + λ||Pg||2 = 〈η, g〉 −
Nt∑
i=1
log(〈ηi, g〉) + td+ λ||Pg||2
= 〈η, g0〉 −
Nt∑
i=1
log(〈ηi, g0〉) + td+ λ||Pg0||2 + λ||ρ||2
≥ ℓt(g0) + λ||Pg0||2
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with equality if and only if ρ = 0. Thus a minimizer of ℓt(g) + λ||Pg||2 over
Θ(D) must be in span{γ1, . . . , γl, h1, . . . , hNt , f}. 
We have used the Fubini theorem below to give an alternative representa-
tion of the basis function f from Theorem 3.3. The result is a consequence of
Theorem 45 in [27] when the integrator is a semi-martingale. With the path-
wise definition of stochastic integrals, as given by (8), we give an elementary
proof.
Lemma 6.8. With (Zs)0≤s≤t a ca`dla`g process, (Ys)0≤s≤t a ca`gla`d process and
g ∈ W 1,2 then∫ t
0
Ys
∫ s−
0
g(s− u)dZuds =
∫ t
0
∫ t
u
Ysg(s− u)dsdZu.
Proof: Using (8) and Fubini∫ t
0
Ys
∫ s−
0
g(s− u)dZuds = g(0)
∫ t
0
ZsYsds− Z0
∫ t
0
g(s)Ysds
+
∫ t
0
Ys
∫ s
0
Zug
′(s− u)duds
= g(0)
∫ t
0
ZsYsds− Z0
∫ t
0
g(s)Ysds
+
∫ t
0
Zu
∫ t
u
Ysg
′(s− u)dsdu.
To use (8) on the right hand side above we need to verify that the inte-
grand is sufficiently regular. Defining
G(u) =
∫ t
u
Ysg(s− u)ds
for g ∈ W 1,2 then G is weakly differentiable with derivative
G′(u) = −
∫ t
u
Ysg
′(s− u)ds− Yug(0),
which is verified simply by checking that G(u) = − ∫ t
u
G′(v)dv. Using this,
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we get for the right hand side above that∫ t
0
∫ t
u
Ysg(s− u)ds︸ ︷︷ ︸
G(u)
dZu = G(t)Zt −G(0)Z0 −
∫ t
0
ZuG
′(u)du
= −G(0)Z0 +
∫ t
0
Zu
[∫ t
u
Ysg
′(s− u)ds+ Yug(0)
]
du
= g(0)
∫ t
0
ZsYsds− Z0
∫ t
0
g(s)Ysds
+
∫ t
0
Zu
∫ t
u
Ysg
′(s− u)dsdu.

Proof: (Proposition 3.6) The Gaˆteaux derivative of lt in the direction of
h ∈ Wm,2 for g ∈ Θ(D)◦ is by Proposition 3.1
Dlt(g)h =
∫ t
0
ϕ′
(∫ s−
0
g(s− u)dZu
)∫ s−
0
h(s− u)dZuds
−
∫ t
0
ϕ′
(∫ s−
0
g(s− u)dZu
)
ϕ
(∫ s−
0
g(s− u)dZu
) ∫ s−
0
h(s− u)dZudNs.
Now just as in the proof of Theorem 3.3, using Lemma 6.6 and Lemma 6.7
with
Hsh = ϕ
′
(∫ s−
0
g(s− u)dZu
)∫ s−
0
h(s− u)dZu,
the first term is a continuous linear functional on Wm,2 with representer fg.
Moreover, with ηi as defined in Proposition 3.6 the second term above is seen
to be a continuous linear functional on Wm,2 with representer
ζg =
Nt∑
i=1
ϕ′
(∫ τi−
0
g(τi − u)dZu
)
ϕ
(∫ τi−
0
g(τi − u)dZu
) ηi.
In conclusion, the gradient of lt in g is ∇lt(g) = fg − ζg. 
Lemma 6.9. If D = R and ϕ is strictly positive, twice continuously differ-
entiable then the gradient ∇Λ : Wm,2 → Wm,2 is Lipschitz continuous on
any bounded set.
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Proof: Let B(0, L) denote the ball with radius L in Wm,2. Corollary 6.3
shows that |Xsg| ≤ Cm,t||g||. This means that there is an M > 0 such that
Xsg ∈ [−M,M ] for all g ∈ B(0, L) and s ∈ [0, t]. Since ϕ is twice continu-
ously differentiable we have that ϕ′ is Lipschitz continuous on [−M,M ] with
Lipschitz constant K, say. With fg for g ∈ Wm,2 as in Theorem 3.8 we find
that for g, g′ ∈ Wm,2
fg − fg′ =
∫ t
0
ϕ′(Xsg)− ϕ′(Xsg′)
∫ s−
0
R1(s− u, ·)dZuds
and as above, by the isometric isomorphism that identifies Wm,2 with its
dual, we get by Lemma 6.7 that if also g, g′ ∈ B(0, L) then
||fg − fg′ || ≤ Cm,t
∫ t
0
|ϕ′(Xsg)− ϕ′(Xsg′)|ds
≤ KtC2m,t︸ ︷︷ ︸
C1
||g − g′||.
Since ϕ is strictly positive and twice continuously differentiable, the function
x 7→ ϕ′(x)/ϕ(x) is Lipschitz continuous on [−M,M ] with Lipschitz constant
K ′, say. Then for g, g′ ∈ B(0, L)∣∣∣∣∣
∣∣∣∣∣
Nt∑
i=1
ϕ′ (Xτig)
ϕ (Xτig)
ηi −
Nt∑
i=1
ϕ′ (Xτig
′)
ϕ (Xτig
′)
ηi
∣∣∣∣∣
∣∣∣∣∣ ≤
Nt∑
i=1
∣∣∣∣ϕ′ (Xτig)ϕ (Xτig) − ϕ
′ (Xτig
′)
ϕ (Xτig
′)
∣∣∣∣ ||ηi||
≤ K ′
Nt∑
i=1
||Xτi|| ||g − g′|| ||ηi||
≤ K ′
(
Nt∑
i=1
||Xτi|| ||ηi||
)
︸ ︷︷ ︸
C2
||g − g′||.
By Proposition 3.6 we have showed that the gradient ∇lt is Lipschitz con-
tinuous on the bounded set B(0, L) with Lipschitz constant C = C1 + C2.
Since ∇Λ = ∇lt + 2λP and 2λP is linear this proves that ∇Λ is Lipschitz
continuous on bounded sets. 
Proof: (Theorem 3.8) We prove first by induction that it is possible to
iteratively choose gˆh as prescribed in Algorithm 3.7. The induction start is
given by assumption.
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Assume that gˆh is chosen as in Algorithm 3.7. Since Λ : W
m,2 → R is
continuous and
Sh := {g ∈ Wm,2 | Λ(g) ≤ Λ(gˆh)} ⊆ S
is bounded by assumption we find that Λ is bounded below along the ray
gˆh − α∇Λ(gˆh) for α > 0. If ∇Λ(gˆh) 6= 0 we can proceed exactly as in the
proof of Lemma 3.1 in [22], and there exists α > 0 such that
g˜h+1 = gˆh − α∇Λ(gˆh) ∈ Sh
fulfills the two Wolfe conditions:
Λ(g˜h+1) ≤ Λ(gˆh)− c1α||∇Λ(gˆh)||2
〈∇Λ(g˜h+1),∇Λ(gˆh)〉 ≤ c2||∇Λ(gˆh)||2.
Since g˜h+1−gˆh = −α∇Λ(gˆh) 6= 0, and since gˆh ∈ span{η1, . . . , ηNt , f0, . . . , fh−1}
and ∇Λ(gˆh) ∈ span{η1, . . . , ηNt , f0, . . . , fh} we find that
g˜h+1 ∈ W (gˆh) ∩ span{η1, . . . , ηNt , f0, . . . , fh}
and the set on the right hand side is, in particular, non-empty. This proves
that it is possible to iteratively choose gˆh as in Algorithm 3.7.
For the entire sequence (gˆh)h≥0 we get from the second Wolfe condition
together with the Cauchy-Schwarz inequality and Lipschitz continuity of ∇Λ
on S that
(c2 − 1)〈∇Λ(gˆh), gˆh+1 − gˆh〉 ≤ 〈∇Λ(gˆh+1)−∇Λ(gˆh), gˆh+1 − gˆh〉
≤ C||gˆh+1 − gˆh||2,
which implies that
||gˆh+1 − gˆh|| ≥ (c2 − 1)
C
〈∇Λ(gˆh), gˆh+1 − gˆh〉
||gˆh+1 − gˆh|| .
Note that, by the angle condition, the inner product above is strictly negative
when ∇Λ(gˆn) 6= 0, and since c2 < 1 this lower bound is actually always non-
trivial. Combining the angle condition with the first Wolfe condition gives
that
Λ(gˆh+1) ≤ Λ(gˆh) + c1||gˆh+1 − gˆh|| 〈∇Λ(gˆh), gˆh+1 − gˆh〉||gˆh+1 − gˆh||
≤ Λ(gˆh)− c1(1− c2)
C
〈∇Λ(gˆh), gˆh+1 − gˆh〉2
||∇Λ(gˆh)||2||gˆh+1 − gˆh||2 ||∇Λ(gˆh)||
2
≤ Λ(gˆh)− c1(1− c2)δ
2
C
||∇Λ(gˆh)||2.
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By induction
Λ(gˆh+1) ≤ Λ(gˆ0)− c1(1− c2)δ
2
C
h∑
k=0
||∇Λ(gˆk)||2.
To finish the proof we need to show that Λ is bounded below on S, because
then the inequality above implies that
||∇Λ(gˆh)|| → 0
for h→∞. To show that Λ is bounded below we observe that
Λ(g) ≥ −
∫ t
0
log(ϕ
(∫ s−
0
g(s− u)dZu
)
)dNs
= −
Nt∑
i=1
log(ϕ
(∫ s−
0
g(τi − u)dZu
)
)
= −
Nt∑
i=1
log(ϕ(〈ηi, g〉)).
Since this lower bound as a function of g is weakly continuous, and since a
bounded set is weakly compact by reflexivity of a Hilbert space and Banach-
Alaoglu’s theorem, we have proved that Λ is bounded below on the bounded
set S. 
For the proof of Corollary 3.9 we need the following lemma.
Lemma 6.10. If ϕ is strictly positive and continuously differentiable the map
g 7→ ∇Λ(g) is sequentially weak-weak continuous.
Proof: By definition of the weak topology we need to show that
g 7→ 〈∇Λ(g), h〉 = 〈∇lt(g), h〉+ 2λ〈Pg, h〉 = Dlt(g)h+ 2λ〈Pg, h〉
is weakly continuous for all h ∈ W 1,2. Clearly g 7→ 〈Pg, h〉 = 〈g, Ph〉 is
weakly continuous so we can restrict our attention to g 7→ Dlt(g)h. We use
Proposition 3.1, and observe that the continuous linear functional
g 7→ Xsg =
∫ s−
0
g(s− u)dZu
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for fixed s is weakly continuous by the definition of the weak topology. We
conclude directly from this that
g 7→
Nt∑
i=1
ϕ′ (Xτig)
ϕ (Xτig)
Xτih
is weakly continuous as ϕ is assumed strictly positive and continuously dif-
ferentiable. To handle the second term in the derivative assume that gn
w→ g
for n→∞, in which case
Xsgn → Xsg
for all s ∈ [0, t]. By the uniform boundedness principle (the Banach-Steinhaus
theorem) the weakly convergent sequence (gn)n≥1 is bounded in W
m,2. Then
it follows from the bound on ||Xs|| in Corollary 6.3 that
sup
n
sup
s∈[0,t]
|Xsgn| ≤ Cm,t sup
n
||gn|| <∞.
Since ϕ′ is continuous the pointwise convergence of
ϕ′ (Xsgn)Xsh→ ϕ′ (Xsg)Xsh
for s ∈ [0, t] is dominated by a constant, which is integrable over [0, t]. Hence∫ t
0
ϕ′ (Xsgn)Xshds →
∫ t
0
ϕ′ (Xsg)Xshds
for n→∞. 
Whether ∇Λ is actually weak-weak continuous on Wm,2 and not just
sequentially weak-weak continuous is not of our concern. Since bounded sets
in the Hilbert space Wm,2 are metrizable in the weak topology, ∇Λ is weak-
weak continuous on every bounded set. In the following proof weak-weak
continuity on a bounded set suffices.
Proof: (Corollary 3.9) By assumption, gˆ ∈ S is the unique solution to
∇Λ(g) = 0. The bounded set S is weakly compact as argued above and the
weak topology is, moreover, metrizable on S since Wm,2 is separable. There-
fore any subsequence of (gˆh)h≥0 has a subsequence that converges weakly
in S, necessarily towards a limit with vanishing gradient by Lemma 6.10.
Uniqueness of gˆ implies that (gˆh)h≥0 itself is weakly convergent with limit gˆ.
The proof is completed by noting that weak convergence in a reproducing
kernel Hilbert space implies pointwise convergence. 
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