Let Ω be a bounded domain of R N (N ≥ 2). We obtain a necessary and a sufficient condition, expressed in terms of capacities, for existence of a solution to the porous medium equation with absorption
Introduction and main results
Let Ω be a bounded domain of R N , N ≥ 2 and T > 0, and Ω T = Ω × (0, T ). In this paper we study the existence of solutions to the following two types of evolution problems: the porous medium problem with absorption    u t − ∆(|u| m−1 u) + |u| q−1 u = µ in Ω T , u = 0 on ∂Ω × (0, T ), u(0) = σ, When m = 1, p = 2 and q > 1 the problem has been studied by Brezis and Friedman [12] with µ = 0. It is shown that in the subcritical case q < 1 + 2/N , the problem can be solved for any σ ∈ M b (Ω), and it has no solution when q ≥ 1 + 2/N and σ is a Dirac mass. The general case has been solved by Baras and Pierre [5] and their results are expressed in terms of capacities. For s > 1, α > 0, the capacity Cap Gα,s of a Borel set E ⊂ R N , defined by
where G α is the Bessel kernel of order α and the capacity Cap 2,1,s of a compact set K ⊂ R N +1 is defined by : ϕ ∈ S(R N +1 ), ϕ ≥ 1 in a neighborhood of K ,
The capacity Cap 2,1,s is extended to Borel sets by the usual method. Note the relation between the two capacities:
for any Borel set E ⊂ R N , see [34, Corollary 4.21] . In particular, for any ω ∈ M b (R N ) and a ∈ R, the measure ω ⊗ δ {t=a} in R N +1 is absolutely continuous with respect to the capacity Cap 2,1,s ( in R N +1 ) if and only if ω is absolutely continuous with respect to the capacity Cap G 2− 2 s ,s (in R N ).
From [5] , the problem    u t − ∆u + |u| q−1 u = µ in Ω T , u = 0 on ∂Ω × (0, T ), u(0) = σ, has a solution if and only if the measures µ and σ are absolutely continuous with respect to the capacities Cap 2,1,q ′ in Ω T and Cap G 2 q ,q ′ in Ω respectively, where q ′ =−1 .
In Section 2 we study problem (1.1).
For m > 1, Chasseigne [14] has extended the results of [12] for µ = 0 in the new subcritical range m < q < m + 2 N . The supercritical case q ≥ m + 2 N with µ = 0 and σ is positive is studied in [13] . He has essentially proved that if problem (1.1) has a solution, then σ ⊗ δ {t=0} is absolutely continuous with respect to the capacity Cap 2,1, .
In this Section, we first give necessary conditions on the measures µ and σ for existence, which cover the results mentioned above. . Therefore µ and σ ⊗ δ {t=0} are absolutely continuous with respect to the capacities Cap 2,1,
.In particular σ is absolutely continuous with respect to the capacity Cap G 2 max{m,1}
The main result of this Section is the following sufficient condition for existence, where we use the notion of R-truncated Riesz parabolic potential
i. in Ω, then there exists a very weak solution u of (1.1), satisfying for a.e.(x, t)
where C = C(N, m) > 0 and
ii. If
N < m ≤ 1, and µ and σ are absolutely continuous with respect to the capacities Cap 2,1,
in Ω, there exists a very weak solution u of (1.1), such that
.
Remark 1.4
These estimates are not homogeneous in u. In particular if µ ≡ 0, u satisfies the decay estimates, for a.e. . We also give other types of sufficient conditions for measures which are good in time, that means such that
see Theorem 2.10. The proof is based on estimates for the stationary problem in terms of elliptic Riesz potential.
In Section 3, we consider problem (1.2). Let us recall some former results about it.
For q > p − 1 > 0, Pettitta, Ponce and Porretta [36] have proved that it admits a (unique renormalized) solution provided σ ∈ L 1 (Ω) and µ ∈ M b (Ω T ) is a diffuse measure, i.e. absolutely continuous with respect to C p -capacity in Ω T , defined on a compact set K ⊂ Ω T by
where
In the recent work [7] , we have proved a stability result for the p-Laplace parabolic equation, see Theorem 3.5, for p > 2N +1 N +1 . As a first consequence, in the new subcritical range
2) admits a renormalized solution for any measures µ ∈ M b (Ω T ) and σ ∈ L 1 (Ω). Moreover, we have obtained sufficient conditions for existence, for measures that have a good behavior in time, of the form (1.5). It is shown that (1.2) has a renormalized solution if ω ∈ M + b (Ω) is absolutely continuous with respect to Cap Gp,
. The proof is based on estimates of [8] for the stationary problem which involve Wolff potentials.
Here we give new sufficient conditions when p > 2. The next Theorem is our second main result: 
for a.e (x, t) ∈ Ω T with C = C(N, p) and
2 Porous medium equation
For k > 0 and s ∈ R we set T k (s) = max{min{s, k}, −k}. The solutions of (1.1) are considered in a weak sense:
, and for any
First we give a priori estimates for the problem without perturbation term: 5) where
Proof of Proposition 2.2. For any τ ∈ (0, T ), and k > 0 we have
Since H k (a) ≥ k(|a| − k) for any a and k > 0, we find
Letting k → 0, we get (2.3).
Next we prove (2.4). By the Gagliardo-Nirenberg embedding theorem, there holds
Thus, from (2.6) and (2.3) we get
which implies (2.4). Finally, we prove (2.5). Thanks to (2.6) and (2.4) we have for k, k 0 > 0
, we get (2.5).
Next we show the necessary conditions given at Theorem 1.1.
Proof of Theorem 1.1. As in [5, Proof of Proposition 3.1], it is enough to claim that for any compact
Note that
This implies
Letting the limit we get µ
Next we look for sufficient conditions of existence. The crucial result used to establish Theorem 1.3 is the following a priori estimates, due to of Liskevich and Skrypnik [31] for m ≥ 1 and Bogelein, Duzaar and Gianazza [11] for m ≤ 1.
Then there exists C = C(N, m) such that, for almost all (y, τ ) ∈ Ω T and any cylinderQ r (y, τ ) ⊂⊂ Ω T , there holds
As a consequence we get a new a priori estimate for the porous medium equation:
ii. if m ≤ 1, Proof. Let x 0 ∈ Ω, and
From Theorem 2.3, we get, for a.e (y,
Thus, for any ℓ 0 > 0,
Thus, for a.e (y, τ ) ∈ Ω T ,
if m > 1. Similarly, we also obtain for a.e (y, τ ) ∈ Ω T ,
. if m ≤ 1. By the comparison principle we get |u| ≤ U in Ω T , and (2.7)-(2.8) follow.
Lemma 2.5 Let g ∈ C b (R) be nondecreasing with g(0) = 0, and µ ∈ C b (Ω T ). There exists a weak solution
Moreover, the comparison principle holds for these solutions: if u 1 , u 2 are weak solutions of (2.10) when (µ, g) is replaced by (µ 1 , g 1 ) and (µ 2 , g 2 ), where µ 1 , µ 2 ∈ C b (Ω T ) with µ 1 ≥ µ 2 and g 1 , g 2 have the same properties as g with
As a consequence, if µ ≥ 0 then u ≥ 0.
Proof of Lemma 2.5. Set a n (s) = m|s|
0 a n (s)ds. Then one can find u n being a weak solution to the following equation
It is easy to see that
Hence,
Combining this with (2.12) and the estimate
On the other hand, since
So, for every n 1 , n 2 ≥ n and
Hence, for any ε > 0,
Thus, up to a subsequence {u n } converges a.e in Ω T to a function u. From (2.11) we can write
c (Ω T ). Thanks to the dominated convergence Theorem we deduce that
By Fatou's lemma and (2.12) we also get |u| m ∈ L 2 ((0, T ); H 1 0 (Ω)). Furthermore, by the classic maximum principle, see [29, Theorem 9.7] , if {ũ n } is a sequence of solutions to equations (2.11) where (g, µ) is replaced by (h, ν) such that ν ∈ C b (Ω T ) with ν ≥ µ and h has the same properties as g satisfying h ≤ g in R, then, u n ≤ũ n . As n → ∞, we get u ≤ũ. This achieves the proof.
Lemma 2.6 Let m >
N −2 N and g : R → R be a nondecreasing function, such that g ∈ C b (R), g(0) = 0, and let µ ∈ M b (Ω T ). There exists a very weak solution u of equation (2.10) which satisfies (2.7)-(2.8) and
where C = C(m, N ) > 0. Moreover, the comparison principle holds for these solutions: if u 1 , u 2 are very weak solutions of (2.10) when (µ, g) is replaced by (µ 1 , g 1 ) and (µ 2 , g 2 ), where µ 1 , µ 2 ∈ M b (Ω T ) with µ 1 ≥ µ 2 and g 1 , g 2 have the same properties as g with
, such that |µ n | ≤ ϕ n * |µ| and |µ n |(Ω T ) ≤ |µ|(Ω T ) for any n ∈ N where {ϕ n } is a sequence of mollifiers in R N +1 . By Lemma 2.5 there exists a very weak solution u n of problem
14)
For l > 0, we consider S l ∈ C 2 c (R) such that S l (a) = |a| m a, for |a| ≤ l, and S l (a) = (2l) m+1 sign(a), for |a| ≥ 2l.
Then we find the relation in D ′ (Ω T ) :
It leads to
So from (2.14) we deduce that
) and for any n ∈ N,
for any l > 0. Thanks to (2.15) we find
Thus, up to a subsequence {u n } converges a.e in Ω T to a function u. Consequently, u is a very weak solution of equation ( Now we recall the important property of Radon measures which was proved in [6] and [34] . 
Next we prove Theorem 1.3 in several steps of approximation:
Proof of Theorem 1.3. First suppose m > 1. Assume that µ, σ are absolutely continuous with respect to the capacities Cap 2,1,q ′ in Ω T and Cap
absolutely continuous with respect to the capacities Cap 2,1,q ′ in Ω × (−T, T ). Applying Proposition 2.8 to
there exist two nondecreasing sequences {υ 1,n } and {υ 2,n } of positive bounded measures with compact support in Ω × (−T, T ) which converge respectively to σ + ⊗ δ {t=0} + µ
) for all n ∈ N. By Lemma 2.6, there exists a sequence {u n1,n2,k1,k2 } of of weak solution of the problems
in Ω × (−T, T ), u n1,n2,k1,k2 = 0 on ∂Ω × (−T, T ), u n1,n2,k1,k2 (−T ) = 0 in Ω, which satisfy
and
Moreover, for any n 1 ∈ N, k 2 > 0, {u n1,n2,k1,k2 } n2,k1 is non-increasing and for any n 2 ∈ N, k 1 > 0, {u n1,n2,k1,k2 } n1,k2 is non-decreasing. Therefore, thanks to the fact that
(Ω × (−T, T )) and from (2.16) and the dominated convergence Theorem, we deduce that u n1,n2 = lim
is a very weak solution of
And (2.16) is true when u n1,n2,k1,k2 is replaced by u n1,n2 . Note that {u n1,n2 } n1 is non-increasing, {u n1,n2 } n2 is non-decreasing and
From the monotone convergence Theorem we obtain that u = lim n2→∞ lim n1→∞ u n1,n2 is a very weak solution of We also obtain the subcritical case. Proof. As the proof of Theorem 1.3, we can reduce to the case σ = 0. By Lemma 2.6, there exists a very weak solution u k1,k2 of
such that {u k1,k2 } k1 and {u k1,k2 } k2 are monotone sequences and
In particular, {u k1,k2 } is a uniformly bounded in L s (Ω T ) for any 0 < s < m + 2 N . Therefore, we get that u = lim k2→∞ lim k1→∞ u k1,k2 is a very weak solution of (1.1). This completes the proof.
Next, from an idea of [7, Theorem 2.3], we obtain an existence result for measures which present a good behaviour in time:
If ω is absolutely continuous with respect to the capacity Cap G2,
in Ω, then there exists a very weak solution to problem [ω n ] ∈ L q/m (Ω) for any n ∈ N. We can write
and µ + , µ − ≦ ω ⊗ F. We set
Then {µ 1,n } , {µ 2,n } are nondecreasing sequences converging to µ 1 , µ 2 respectively in M b (Ω T ) and µ 1,n , µ 2,n ≤ ω n ⊗ χ (0,T ) , withω n = n(χ Ω + ω n ) and I
As in the proof of Theorem 1.3, there exists a sequence of weak solution {u n1,n2,k1,k2 } of equations
Using the comparison principle as in [7] , we can assume that
where for any n ∈ N, v n is a nonnegative weak solution of
Hence, utilizing the arguments in the proof of Theorem 1.3, it is easy to obtain the result as desired.
It is easy to show that ω ⊗ χ 
p−Laplacian evolution equation
Here we consider solutions in the week sense of distributions, or in the renormalized sense,.
Distribution solutions
Let u is a distribution solution to problem (3.1) with data ω and σ = 0, such that supp
with data µ and σ ′ .
Renormalized solutions
The notion of renormalized solution is stronger. It was first introduced by Blanchard and Murat [10] to obtain uniqueness results for the p-Laplace evolution problem for L 1 data µ and σ, and developed by Petitta [35] for measure data µ. It requires a decomposition of the measure µ, that we recall now.
Let M 0 (Ω T ) be the space of Radon measures in Ω T which are absolutely continuous with respect to the C p -capacity, defined at (1.6), and M s (Ω T ) be the space of measures in Ω T with support on a set of zero C p -capacity. Classically, any µ ∈ M b (Ω T ) can be written in a unique way under the form µ = µ 0 + µ s where µ 0 ∈ M 0 (Ω T ) ∩ M b (Ω T ) and µ s ∈ M s (Ω T ). In turn µ 0 can be decomposed under the form [20] ; and we say that (f, g, h) is a decomposition of µ 0 . We say that a sequence of
We recall that if u is a measurable function defined and finite a.e. in Ω T , such that
in Ω T and for all k > 0. We define the gradient ∇u of u by v = ∇u. 
if there exists a decomposition (f, g, h) of µ 0 such that
and:
(i) for any S ∈ W 2,∞ (R) such that S ′ has compact support on R, and S(0) = 0,
(ii) for any φ ∈ C(Ω T ),
We first mention a convergence result of [7] .
Proposition 3.4 Let {µ n } be bounded in M b (Ω T ) and {σ n } be bounded in L 1 (Ω), and B ≡ 0. Let u n be a renormalized solution of (3.1) with data µ n = µ n,0 + µ n,s relative to a decomposition (f n , g n , h n ) of µ n,0 and initial data σ n . If
Next we recall the fundamental stability result of [7] .
Theorem 3.5 Suppose that p >
2N +1
N +1 and B ≡ 0. Let σ ∈ L 1 (Ω) and 
Then up to a subsequence, {u n } converges a.e. in Ω T to a renormalized solution u of (3.1), and {v n } converges a.e. in Ω T to v = u − h. Moreover, {∇v n } converge to ∇v a.e in Ω T , and
In order to apply this Theorem, we need some the following properties concerning approximate measures of µ ∈ M + b (Ω T ), see also [7] .
Proposition 3.6 Let
, and µ n = µ n,0 + µ n,s converges to µ, in the narrow topology, and satisfying 0 ≤ µ n ≤ (ϕ 1,n ϕ 2,n ) * µ, and
such that {µ n } is nondecreasing and converges to µ in M b (Ω T ). Then, {µ n,s } is nondecreasing and converging to µ s in M b (Ω T ); and there exist decompositions
3.3 Proof of Theorem 1.5
Here the crucial point is a result of Liskevich, Skrypnik and Sobol [30] for the p-Laplace evolution problem without absorption:
then there exists C = C(N, p) such that, for every Lebesgue point (x, t) ∈ Ω T of u and any ρ > 0 such that
where λ = min{1/(p − 1), 1/N } and
As a consequence, we deduce the following estimate:
Proposition 3.9 If u is a distribution solution of problem 8) where m 3 and D are defined at (1.8).
Proof. Let x 0 ∈ Ω and Q = B 2D (x 0 )×(−(2D)
where for x 0 ∈ Ω. Thus, by Theorem 3.8 we have, for any (x, t) ∈ Ω T , 10) where
According to Proposition 4.8 and Remark 4.9 of [7] , there exists a constant C 2 > 0 such that
Indeed, we have
So from (3.11), (3.12) and (3.10) we get, for any (x, t) ∈ Ω T ,
By the comparison principle we get |u| ≤ U in Ω T , thus (3.8) follows.
Proposition 3.10 Let p > 2, and
which satisfies for any (
Proof. Let {ϕ 1,n }, {ϕ 2,n } be sequences of standard mollifiers in R N and R.
. By Lemma 3.6, there exist sequences of nonnegative measures µ n,0,i = (f n,i , g n,i , h n,i ) and µ n,s,i such that f n,i , g n,i , h n,i ∈ C ∞ c (Ω T ) and strongly converge to some
s in the narrow topology, with µ n,i = µ n,0,i + µ n,s,i , for i = 1, 2, and satisfying
Let σ 1,n , σ 2,n ∈ C ∞ c (Ω), converging to σ + and σ − in the narrow topology, and in
Set µ n = µ n,1 − µ n,2 and σ n = σ 1,n − σ 2,n . Let u n be solution of the approximate problem
As in proof of Theorem 2.1 in [34] , by Theorem 3.5, there exists a sequence {u n,m } m of solutions of the problem (3.16) which converges to u n in Ω × (0, T ). By Proposition 3.9, there holds, for any (x, t) ∈ Ω T ,
Letting m → ∞, we get
Therefore, by Proposition 3.4 and Theorem 3.5 , up to a subsequence, {u n } converges to a distribution solution u of (3.13) (a renormalized solution if σ ∈ L 1 (Ω)), and satisfying (3.14).
Proof of Theorem 1.5.
Step 1. First, assume that σ ∈ L 1 (Ω). Because µ is absolutely continuous with respect to the capacity Cap 2,1,q ′ , so are µ + and µ − . Applying Proposition 2.8 to µ + , µ − , there exist two nondecreasing sequences {µ 1,n } and {µ 2,n } of positive bounded measures with compact support in Ω T which converge to µ + and µ − in M b (Ω T ) respectively and such that I
Let {ϕ m } be a sequence of mollifiers in R N +1 . As in the proof of Proposition 3.10, for any j ∈ N and i = 1, 2, there exist sequences of nonnegative measuresμ m,i,
(Ω T ) converge toμ i,j ,μ i,j,s in the narrow topology withμ m,i,j =μ m,i,j,0 +μ m,i,j,s , which satisfyμ i,j,0 = (f i,j , g i,j , h i,j ), and
(3.17)
Note that, for any n, m ∈ N, n j=1 (μ m,1,j +μ m,2,j ) ≤ ϕ m * (µ 1,n + µ 2,n ) and
For any n, k, m ∈ N, let u n,k,m , v n,k,m ∈ W be solutions of problems
and Observe that I 2D 2 [µ 1,n + µ 2,n ] ∈ L q (Ω T ) for any n ∈ N. Then, as in [7, Proof of Lemma 6.5], thanks to Proposition 3.4 and Theorem 3.5, up to a subsequence, {u n,k } k {v n,k } k converge to renormalized solutions u n , v n of problems    (u n ) t − ∆ p u n + |u n | q−1 u n = µ 1,n − µ 2,n in Ω T , u n = 0 on ∂Ω × (0, T ), u n (0) = T n (σ + ) − T n (σ − ) in Ω, Step 2. We consider any σ ∈ M b (Ω) such that σ is absolutely continuous with respect to the capacity Cap G 2 q ,q ′ in Ω. So, µ+σ⊗δ {t=0} is absolutely continuous with respect to the capacity Cap 2,1,q ′ in Ω×(−T, T ). As above, we verify that there exists a renormalized solution u of    u t − ∆ p u + |u| q−1 u = χ ΩT µ + σ ⊗ δ {t=0} in Ω × (−T, T ) u = 0 on ∂Ω × (−T, T ), u(−T ) = 0 on Ω, satisfying u = 0 in Ω × (−T, 0) and (1.7). Finally, from Remark 3.2 we get the result. This completes the proof of the Theorem.
