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Abstract
We provide an algorithm to PAC learn multivariate polynomials with real coeﬃcients. The instance
space from which labeled samples are drawn is RN but the coordinates of such samples are known only
approximately. The algorithm is iterative and the main ingredient of its complexity, the number of itera-
tions it performs, is estimated using the condition number of a linear programming problem associated to
the sample. To the best of our knowledge, this is the ﬁrst study of PAC learning concepts parameterized by
real numbers from approximate data.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
In the PAC model of learning one often ﬁnds concepts parameterized by real numbers. Ex-
amples of such concepts appear in the ﬁrst pages of well-known textbooks such as [7]. Among
others, a standard method to obtain PAC algorithms, both in the boolean and the real case, is as
follows. One randomly selects a number of elements x1; . . . ; xm in the instance space X . Then, with
the help of an oracle, one decides which of them satisfy the target concept c. Finally, one
computes a hypothesis ch which is consistent with the sample, i.e. a concept ch which is satisﬁed by
exactly those xi which satisfy c.
A main result from Blumer et al. [3] provides a bound for the size m of the sample above in
order to guarantee that the error of ch is less than e with probability at least 1 d, namely
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where C0 is a universal constant and VCdimðCÞ is the Vapnick–Chervonenkis dimension of the
concept class at hand. This result is specially useful when concepts are not discrete entities (i.e. not
representable using words over a ﬁnite alphabet) since in this case one can bound the size of the
sample without using the VC dimension.
A particularly important case of concepts parameterized by real numbers is the one in which
the membership test of an instance x 2 X to a concept c in the concept class C can be expressed by
a quantiﬁer-free ﬁrst-order formula. In the discrete case, concepts in Cn;N are parameterized by
elements in Rn, the instance space X is the Euclidean space RN , and the membership of x 2 X to
c 2 C is given by the truth of Wn;Nðx; cÞ where Wn;N is a quantiﬁer-free ﬁrst-order formula of the
theory of the reals with nþ N free variables. In this case, a result of Goldberg and Jerrum [5]
bounds the VC-dimension of Cn;N by
VCdimðCn;NÞ6 2n logð8edsÞ: ð2Þ
Here d is a bound for the degrees of the polynomials appearing in Wn;N , s is a bound for the
number of distinct atomic predicates in Wn;N , and e is the basis of natural logarithms (the ex-
pression log in all this paper denotes logarithm in base 2).
One may say that, at this stage, the problem of PAC learning a concept c 2 Cn;N is solved.
Given e; d > 0 we simply compute m satisfying (1) with the VC-dimension replaced by the bound
in (2). Then we randomly draw xð1Þ; . . . ; xðmÞ 2 X and ﬁnally we compute a hypothesis ch 2 Cn;N
consistent with the membership of xðiÞ to c, i ¼ 1; . . . ;m (which we obtain from some oracle). To
obtain ch we may use any of the algorithms proposed recently to solve the ﬁrst-order theory of the
reals (cf. [1,6,8]). We remark here that these algorithms are not polynomial time algorithms.
It is however at this stage that our research has its starting point by remarking that, from a
practical viewpoint, we cannot exactly read the elements xðiÞ. Instead, we obtain rational ap-
proximations fxðiÞ . As an example, imagine that we want to learn how to classify some kind of
stones according as to whether a stone satisﬁes a certain concept c or not. For each stone we
measure N parameters – e.g. radioactivity, weight, etc. – and we have access to a collection of such
stones already classiﬁed. That is, for each stone in the collection, we know whether the stone
satisﬁes c. When we measure one of the parameters xi of a stone, say the weight, we do not obtain
the exact weight but an approximation exi. The membership of this stone to c depends never-
theless on x ¼ ðx1; . . . ; xNÞ and not on ex. Our problem thus, becomes that of learning c from
approximate data. A key feature is that we know the precision q of these approximations and that
we can actually modify q in our algorithm to obtain better approximations. In our example this
corresponds to ﬁxing the number of digits appearing on the display of our measuring instrument.
In this paper we give an algorithm to learn from approximate data for a particular learning
problem namely, PAC learning the coeﬃcients of a multivariate polynomial from the signs (P 0
or < 0) the polynomial takes over a sample of points. Since evaluating monomials for a given
example can be considered a feature extraction process, and error bounds in the examples co-
ordiantes yield error bounds in these monomials, our problem reduces to learning a linear
threshold function in the presence of round-oﬀ errors. To the best of our knowledge, the con-
sideration of rounded-oﬀ real data in learning theory is new.
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In studying the complexity of our algorithm we will naturally deal with a classical theme in
numerical analysis, that of conditioning, and we will ﬁnd the common dependence of running time
on the condition number of the input (cf. [4]).
2. The problem
Consider the class PO of real polynomials of degree d in N variables which have a certain ﬁxed
monomial structure. That is, ﬁx a subset O 
 NN such that for all a ¼ ða1; . . . ; aNÞ 2 O,
a1 þ    þ aN 6 d. Thus, the elements in PO have the form
f ¼
X
a2O
caya
with ca 2 R, and ya ¼ ya11 . . . yaNN . Let n be the cardinality of O. We will denote by c the vector of
coeﬃcients of f and assume an ordering of the elements in O so that c ¼ ðc1; . . . ; cnÞ. Also, to
emphasize the dependance of f on its coeﬃcient vector we will write the polynomial above as fc.
Our goal is to PAC learn a target polynomial fc with coeﬃcients c. The instance space is R
N
and we assume a probability distribution D over it. For an instance y 2 RN , we say that y satisﬁes
c when fcðyÞP 0. This makes PO into a concept class by associating to each f 2 PO the concept
set fy 2 RN j f ðyÞP 0g.
The error of a hypothesis fch is given by
ErrorðchÞ ¼ Probðsign ðfcðyÞÞ 6¼ sign ðfchðyÞÞÞ;
where the probability is taken according to D and the sign function is deﬁned by
sign ðzÞ ¼ 1 if zP 0;
0 otherwise:

As usual, we will suppose that an oracle EXc : R
N ! f0; 1g is available computing EXcðyÞ ¼
sign ðfcðyÞÞ. We ﬁnally recall that a randomized algorithm PAC learns fc with error e and con-
ﬁdence d when it returns a concept ch satisfying ErrorðchÞ6 e with probability at least 1 d.
Should we be able to deal with arbitrary real numbers (as assumed, for instance, in the BSS
model of computation [2]), the following algorithm would PAC learn fc .
Algorithm 1
Input: N ; d;  and d
1. Compute m using (1) and (2)
2. Draw m random points yðiÞ 2 RN
3. Use the function EXc to obtain sign ðfcðyðiÞÞÞ for i ¼ 1; . . . ;m
4. From step 3, we obtain a number of linear inequalities in c and these inequalities can be writen
in matrix form
B1c< 0;
B2c6 0:

5. Find any vector ch satisfying the system in step 4
6. Output: ch
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Note that, to execute step 5, we do not need the general algorithms for solving the ﬁrst-order
theory over the reals mentioned in the preceding section but only an algorithm to ﬁnd a
feasible point of a linear programming instance whose feasible set is non-empty (since c be-
longs to it).
If real data cannot be dealt with exactly, we need to proceed diﬀerently. We begin to do so in
the next section, by discussing our model of round-oﬀ.
3. Round-oﬀ and errors
Let y 2 RN . We say that ey 2 QN approximates y with precision q, 0 < q < 1 (or that ey is a
measure of y with such precision) when
jyj  eyjj6 qjyjj for j ¼ 1; . . . ;N :
In particular, eyj ¼ 0 when yj ¼ 0.
Remark 1. The deﬁnition above is the usual deﬁnition of relative precision found in numerical
analysis. Numbers here are represented in the form
z ¼ a 10e;
where e 2 Z, a ¼ 0 or a 2 ½1; 10Þ, and a is written with j log10 qj digits. The number a is called the
mantissa of z and the number e its exponent. For instance,
3:14159 100
approximates p with precision 106.
In our learning problem, we ﬁx a precision q and we measure each instance yðiÞ in our sample to
obtain ey ðiÞ. Consequently, when we compute B1 and B2 we do not obtain those matrices but rather
some approximations eB1 and eB2. Our ﬁrst result bounds the relative error (the precision) for the
entries of eB1 and eB2.
Theorem 1. Let b be any entry of B1 or B2. If jyðiÞj  ey ðiÞj j6 qjyðiÞj j for i ¼ 1; . . . ;m and j ¼ 1; . . . ;N
then
jb ebj
jbj 6 ð1þ qÞ
d  1:
For the rest of the paper we will denote r ¼ ð1þ qÞd  1.
Since each entry of B1 or B2 is a product of at most d values among the y
ðiÞ
j (or minus such a
product) Theorem 1 follows from the next lemma.
Lemma 1. Let zi;ezi 2 R for i ¼ 1; . . . ; d. Let z ¼Qdi¼1 zi and ez ¼Qdi¼1 ezi. If
jzi  ezij
jzij 6 q for i ¼ 1; . . . ; d
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then
jz ezj
jzj 6 r:
Proof. By hypothesis ezi ¼ zið1þ qiÞ with jqij6 q for i ¼ 1; . . . ; d. Then
ez ¼Yd
i¼1
ezi ¼Yd
i¼1
zið1þ qiÞ ¼ z
Yd
i¼1
ð1þ qiÞ:
Subtracting z in both sides we get
ez  z ¼ z Yd
i¼1
ð1
 
þ qiÞ  1
!
and taking absolute values
jez  zj ¼ jzj Yd
i¼1
ð1
 þ qiÞ  1
6 jzj½ð1þ qÞd  1:
The result follows dividing both sides above by jzj. 
A crucial remark at this stage is that if the feasible set of the system
B1c<0;
B2c60

has empty interior (or, equivalently, has dimension smaller than n), no matter how small is q, the
system eB1c<0;eB2c60

may have not solutions at all. In this case, our problem – ﬁnding a solution of the ﬁrst system
knowing only eB1 and eB2 – does not appear to be solvable. Therefore, in the sequel, we will search
only for interior solutions of the system. That is, we will search for solutions of the system
ðLP1Þ Bc < 0 with B ¼ B1
B2
 
:
Our problem is thus to ﬁnd a solution of Bc < 0 knowing only eB. In the next section we will
propose an algorithm doing so by iteratively reﬁning the precision q while necessary. As we shall
see, in the case that our original system has no interior solutions (i.e. (LP1) has no solutions at all)
the algorithm will run forever.
4. Narrowing the feasible set
The goal of this section is to associate to eB and r a new linear system of inequalities A in 2n
positive variables such that any solution of A will yield a solution of eB < 0 (the convenience to
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consider positive variables will become apparent soon, see Remark 2). Certainly, A may have no
solutions at all, but the intuitive idea is that for r small enough this is not the case.
Consider the system
ðLP2Þ eBc < 0:
Let A ¼ ðB;BÞ and
ðLP3Þ Ax < 0;
xP 0:

with x 2 R2n. Similarly, let eA ¼ ðeB;eBÞ andeAx < 0
xP 0

The following two lemmas are immediate.
Lemma 2. If x is a solution of (LP3), and x ¼ ðu; vÞwith u; v 2 Rn, then c ¼ u v is a solution of (LP1).
Lemma 3. For i ¼ 1; . . . ;m and j ¼ 1; . . . ; 2n,
jaij  eaijj
jaijj 6 r ¼ ð1þ qÞ
d  1:
Deﬁne A as follows. For i ¼ 1; . . . ;m and j ¼ 1; . . . ; 2n let
aij ¼
eaij
1r if eaij P 0;eaij
1þr if eaij < 0:
8<:
Now consider the system
ðLP4Þ Ax < 0;
xP 0:

Lemma 4. If r < 1 and x is a solution of (LP4) then x is also a solution of (LP3).
Proof. If aij P 0 so is eaij and then,
aij ¼ eaij
1 r P aij:
If aij < 0 one proves similarly that aij P aij.
Since xP 0, aijxj6 aijxj for i ¼ 1; . . . ;m and j ¼ 1; . . . ; 2n. Therefore, if ai and ai denote the ith
rows of A and A, respectively,
aix6 aix < 0
for i ¼ 1; . . . ;m. This proves the lemma. 
Remark 2. Note the crucial use of the positiveness of x in the proof of Lemma 4.
Combining Lemmas 2 and 4 we obtain the following.
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Theorem 2. If x is a solution of (LP4) and x ¼ ðu; vÞwith u; v 2 Rn then c ¼ u v is a solution of (LP1).
Theorem 2 inspires the following algorithm.
Algorithm 2
Input: N ; d; e and d
1. Compute m using (1) and (2)
2. Get m random points yðiÞ 2 RN
3. Use the function EXc to obtain sign ðfcðyðiÞÞÞ for i ¼ 1; . . . ;m
4. q :¼ ð3=2Þ1=d  1
5. Measure yðiÞ with precision q to obtain ey ðiÞ, i ¼ 1; . . . ;m
6. Write down the system (LP2), i.e., eBc < 0
7. Construct system (LP4) as described above
8. If there is any vector xh satisfying (LP4)
return ch :¼ uh  vh and HALT
else
q :¼ q2
go to step 5
Remark 3. The initial value q0 for the precision is set to ð3=2Þ1=d  1 since this implies r ¼ 1=2.
We actually can take the largest power of 2 smaller than ð3=2Þ1=d  1.
At each iteration of the algorithm q is squared. This corresponds to doubling the number of
bits of the mantissas in the measures ey ðiÞj .
Before stepping into the analysis of Algorithm 2, we derive an upper bound for the relative
error of A as an approximation of A.
Lemma 5. If q6 ð3=2Þ1=d  1, then for i ¼ 1; . . . ;m and j ¼ 1; . . . ; 2n
jaij  aijj
jaijj 6 4r:
Proof. If aij P 0, then
jaij  aijj ¼ eaij
1 r
  aij
¼ aij 1þ r
0
1 r
  aij with jr0j6 r
6 jaijj 1þ r
0
1 r
  1
6 jaijj 1þ r
1 r
  1
6 jaijj 2r
1 r :
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If aij < 0 one can prove in the same way that
jaij  aijj6 jaijj 2r
1þ r :
Consequently, for both positive and negative eaij,
jaij  aijj
jaijj 6
2r
1 r 6 4r
the last inequality since r6 1=2. 
In the next statement, and in the rest of this paper, k k denotes the 2-norm in Euclidean
space.
Corollary 1. If q6 ð3=2Þ1=d  1, then for i ¼ 1; . . . ;m
kai  aik
kaik 6 4r:
Proof.
ðkai  aikÞ2 ¼
X
j
ðaij  aijÞ2
6
X
j
16r2ðaijÞ2
¼ 16r2
X
j
a2ij
¼ 16r2ðkaikÞ2:
The result follows taking square roots. 
5. Complexity and condition
Algorithm 2 can be implemented on a Turing machine (modulo the oracle EXc). Its running
time its determined by two quantities:
1. the number of iterations performed by the algorithm and
2. the bit-size of the rational numbers involved in the intermediate computations.
Notice that the cost of each iteration is dominated by step 8 and, more precisely, by checking
the existence of a solution of (LP4). This is a linear programming problem over the rationals and,
as such, it can be solved in polynomial time by either the ellipsoid method or the interior point
method (see, e.g., [10]).
These methods work in time bounded by a polynomial of low degree in the dimension of the
input system and linear in the largest bit-size of its entries. In our problem, the dimension of the
input system is ﬁxed (m 2n) through all the iterations and is itself polynomial in n; d; e and
j log dj.
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The bit-size of the entries of (LP4) presents a more complicated issue. It depends, on the one
hand, on the largest and smaller (in absolute value) quantities among the yðiÞj and, on the other
hand, on the precision q with which these quantities are measured. The ﬁrst number,
L ¼ max yðiÞj
 ; 1
yðiÞj
 
i6m; j6 2n; yðiÞj 6¼ 0
8<:
9=;
is not controlled by Algorithm 2. It is actually a random variable dependent on the distribution D.
The second number, the precision q, aﬀects the bit-size of ey ðiÞj as observed in Remark 1.
In the rest of this paper we will focus on estimating the number of iterations performed by
Algorithm 2. In doing so, it will be necessary to traverse the territory of linear programming and
numerical analysis.
Let bi 2 Rn be the ith row of B and b?i be the hyperplane perpendicular to bi and passing
through the origin. Note that b?i is the boundary of the half-space deﬁned by the inequality
bic < 0.
Deﬁnition 1. For every c 2 Rn let hiðB; cÞ be the minimal acute angle, i.e. 06 hiðB; cÞ6 p2, between
c and the hyperplane b?i . Also, let
hðB; cÞ ¼ min
i¼1;...;m
hiðB; cÞ:
Finally, let the condition number of B be
CðBÞ ¼ min
c2SolðBÞ
1
sin hðB; cÞ :
Here SolðBÞ denotes the set of points c 2 Rn such that Bc < 0. We will denote by c any point in
SolðBÞ for which this minimum is attained.
Remark 4. Note that c actually maximizes hðB; cÞ. Also, for c 2 SolðBÞ, let di be the distance
between c and b?i . Then, di ¼ kck sin hiðB; cÞ. So, we can rewrite CðBÞ as
CðBÞ ¼ min
c2SolðBÞ
kck
mini6m di
:
The expression min di=kck can be seen as the (normalized) distance from c to the boundary of
SolðBÞ. So, c is a solution of (LP1) having a maximal distance to this boundary and CðBÞ is the
inverse of this distance.
Intuitively, if CðBÞ is small, i.e. if hðB; cÞ is large a greater error can be allowed in the coeﬃcients
of B and we may need less iterations in Algorithm 2. The next result quantiﬁes this fact.
Denote by SolþðBÞ the set of c 2 Rn such that cP 0 and Bc < 0.
Theorem 3. Let B;B0 be m n real matrices and c 2 SolðBÞ. If the ith rows of B and B0 satisfy
kbi  b0ik
kbik < sin hðB; cÞ
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for i ¼ 1; . . . ;m, then c 2 SolðB0Þ.
If c 2 SolþðBÞ then c 2 SolþðB0Þ.
Proof. It is enough to prove that if kbi  b0ik=kbik < sin hiðB; cÞ then b0i  c < 0. Since bi  c < 0, bi
and c are not on the same half-space with respect to the plane c?.
If kbi  b0ik6 kbik sin hiðB; cÞ then b0i is on the same half-space as bi and thus b0i  c < 0.
The second assertion is immediate. 
We now want to study the relationship between the condition of B and that of A. We begin with
an elementary lemma.
Lemma 6. For i ¼ 1; . . . ;m,
sin hiðB; cÞ ¼ jc  bijkckkbik :
Proof. The angle between c and b?i is
p
2
þ hiðB; cÞ. Then
jc  bij
kckkbik ¼ cosðangle between c and biÞj j ¼ cos
p
2
 þ hiðB; cÞ ¼ sin hiðB; cÞ: 
Let u; v 2 Rn be deﬁned as follows:
ui ¼ ci if ci P 0;0 otherwise:

vi ¼ 0 if ci P 0;ci otherwise:

Deﬁne x ¼ ðu; vÞ 2 R2n. By Lemma 2, and since c is a solution of (LP1), x is a solution of (LP3). In
addition, there is a precise relation between hðA; xÞ and hðB; cÞ.
Lemma 7. For i ¼ 1; . . . ;m, sin hiðB; cÞ ¼
ﬃﬃﬃ
2
p
sin hiðA; xÞ.
Proof. Using Lemma 6, we have
sin hiðA; xÞ ¼ jx  aijkxkkaik
and
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sin hiðB; cÞ ¼ jc  bijkckkbik :
By deﬁnition, c ¼ u v where x ¼ ðu; vÞ and A ¼ ðB;BÞ.
Therefore,
x  ai ¼ u  bi  v  bi ¼ ðu vÞ  bi ¼ c  bi:
Besides,
kxk2 ¼ kuk2 þ kvk2 ¼
X
i
½ðuiÞ2 þ ðviÞ2 ¼
X
i
½ci2 ¼ kck2
and thus, kxk ¼ kck. Similarly one proves kaik ¼
ﬃﬃﬃ
2
p kbik. The conclusion now follows. 
Corollary 2.
sin hðB; cÞ ¼
ﬃﬃﬃ
2
p
sin hðA; xÞ:
At this point we are able to obtain complexity bounds depending on the condition number of B.
Proposition 1. If
q < 1
 
þ 1
4
ﬃﬃﬃ
2
p
CðBÞ
!ð1=dÞ
 1
then (LP4) will have solutions and the algorithm will halt in step 8.
Proof.
q < 1
 
þ 1
4
ﬃﬃﬃ
2
p
CðBÞ
!ð1=dÞ
 1) q < 1

þ sin hðB; cÞ
4
ﬃﬃﬃ
2
p
ð1=dÞ
 1
) q < 1

þ sin hðA; xÞ
4
ð1=dÞ
 1 by Corollary 2
) ð1þ qÞd  1 < sin hðA; xÞ
4
) 4r < sin hðA; xÞ
) kai  aikkaik < sin hðA; xÞ by Corollary 1:
By Theorem 3, x is a solution of (LP4). Therefore the algorithm will ﬁnd a solution in step 8 and
halt. 
Theorem 4. If CðBÞ < 1 then the algorithm will halt and return a solution ch. Furthermore, the
number of iterations is bounded by the smallest integer greater than
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log2
log2 1þ 14 ﬃﬃ2p CðBÞ ð1=dÞ  1 
log2ðq0Þ
0BB@
1CCA
where q0 is the value of q set in step 4.
Proof. At the ‘th iteration, q ¼ q2‘0 . If
‘ > log2
log2 1þ 14 ﬃﬃ2p CðBÞ ð1=dÞ  1 
log2ðq0Þ
0BB@
1CCA;
then
2‘ >
log2 1þ 14 ﬃﬃ2p CðBÞ ð1=dÞ  1 
log2ðq0Þ
and
q ¼ q2‘0 < 1
 
þ 1
4
ﬃﬃﬃ
2
p
CðBÞ
!ð1=dÞ
 1:
The result now follows from Proposition 1. 
Remark 5. Theorem 4 bounds the number of iterations in Algorithm 2 as a function of CðBÞ.
We end this section by noting that CðBÞ is actually a random variable since B depends on the
random sample yð1Þ; . . . ; yðmÞ. The number of iterations in Algorithm 2 is a random variable as
well. Its expected value can be bounded by replacing CðBÞ by its expected value in the bound of
Theorem 4.
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