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Abstract
We introduce an almost analytical method to simulate 2D electronic spectra as a double
Fourier transform of the the non-linear response function (NRF) corresponding to a particular
optical pulse sequence. We employ a unitary transformation to represent the total system
Hamiltonian in a stationary basis that allows us to separate contributions from decoherence
and phonon-mediated population relaxation to the NRF. Previously, one of us demonstrated
the use of an analytic, cumulant expansion approach to calculate the decoherence term. Here,
we extend this idea to obtain an accurate expression for the population relaxation term, a
significant improvement over standard quantum master equation-based approximations. We
numerically demonstrate the accuracy of our method by computing the photon echo spectrum
of a two-level system coupled to a thermal bath, and we highlight the mechanistic insights
obtained from our simulation.
1 Introduction
2D Electronic Spectroscopy is a four wave mix-
ing technique1–12 that can, uniquely, report on
excitonic transitions, couplings and relaxation
pathways. These measurements provide in-
valuable insights into the mechanisms of en-
ergy transport in biological processes includ-
ing, most notably, photosynthetic light harvest-
ing complexes. However, theoretical simula-
tions are essential to correctly interpret mea-
sured 2D electronic spectra by disentangling the
contributions from different mechanistic path-
ways.13–17
Existing theoretical approaches can be
broadly classified into two categories. The first
includes methods developed to calculate net
nonlinear polarization using either nonpertur-
bative approaches15,18,19 or time-nonlocal quan-
tum master equation based approaches.16,20
However, nonperturbative methods provide
limited molecular insights and in general, the
calculated nonlinear polarization must be sub-
jected to significant post-processing to extract
the signal due to a particular pulse sequence.21
The second category of methods directly cal-
culate nonlinear response functions (NRFs)
that correspond to a particular pulse sequence.
Existing approaches include analytic perturba-
tive methods based on early work,22,23 however
they rely on adhoc approximations including
an artificial separation of decoherence and pop-
ulation relaxation contributions to the NRF
making them inaccurate descriptors of dynam-
ics particularly at short times.13 Liouville space
heirarchical equations of motion have also been
used to calculate NRFs numerically,17 however,
these methods are computationally expensive
and scale poorly with system dimensionality.
In this paper, we introduce a novel, near
analytic, computationally efficient method for
the theoretical calculation of NRFs. We focus
on the simulation of a 2D Photon Echo spec-
trum14,24–26 but our approach is general and
can be trivially extended to other types of mea-
surements. Our method is derived through a
series of well defined approximations and has
several key features: a) First, we use a uni-
tary transformation, introduced previously,27,28
to map adiabatic states to a stationary basis,
that allows us to rigorously decouple decoher-
ence from the exciton relaxation dynamics, b)
Second, we treat dynamics during the coherence
and rephasing times (t1 and t3, respectively),
and the population time (t2) with the same level
of approximation making our approach accu-
rate at both short and long times, c) Third, the
decoherence contribution to the NRF is eval-
uated analytically for systems where the bath
is well described by either an Ohmic or a De-
bye spectral distribution. The population re-
laxation term is evaluated through a series of
simple numerical integrations. d) Finally, we
treat doubly excited states populated in the
Excited State Absorption (ESA) pathway13 on
an even footing with singly excited states with
no additional approximations. Taken together,
these features render this approach very pow-
erful and the near analytic formulation makes
it computationally inexpensive and easy to im-
plement. By properly separating contributions
to the spectrum from decoherence and popula-
2
tion relaxation pathways, we are able to provide
necessary mechanistic insights.
The paper is organized as follows. First, in
Section 2, we introduce the stationary basis
and the unitary mapping transformation em-
ployed to represent the total Hamiltonian for
an n-level system coupled to a thermal bath in
this framework. Next, in Section 3, we briefly
review NRF and the computation of 2D pho-
ton echo electronic spectrum. We then intro-
duce our approach for the Stimulated Emission
(SE) pathway in Section 4 outlining the calcula-
tion of both the decoherence contribution and
our new approach to evaluate the population
relaxation contribution. In Section 5, we pro-
vide similar outlines for both the Ground State
Bleaching (GSB) and Excited State Absorption
(ESA) pathways both of which contribute to
the 2D photon echo spectrum. We then demon-
strate the results of our simulation for a model
two-level system and discuss the key insights
obtained in Section 6.
2 Stationary Basis
The quantum mechanical Hamiltonian for an n-
level system where each state is linearly coupled
to a thermal bath of harmonic oscillators can be
written as
H¯ = g|g〉〈g|+Had(Q) +Hph, (1)
where
Had(Q) =
∑
j
j|j〉〈j|+
∑
i,j;i 6=j
Jij|i〉〈j|
+
∑
j
Qj|j〉〈j|, (2)
and
Hph =
∑
j,b
1
2
(
p2jb
mjb
+mjbω
2
jbq
2
jb
)
. (3)
In Eq. 2, i and j label the local first excited
states, j is the energy of the j
th state, Jij is
the electronic coupling between the ith and jth
states, and g is the ground state energy of
the full system. Further, in Eq. 2 and Eq. 3,
Qj =
∑
bmjbνjbqjb, where mjb, qjb, pjb, and ωjb
are, respectively, the mass, position, momen-
tum, and angular frequency associated with the
bth harmonic bath mode coupled to the jth state
of the system.
We now define a set of adiabatic eigenfunc-
tions27,28 such that
Had(Q)|m(Q)〉 = εm(Q)|m(Q)〉, (4)
where we introduce the notation Q = {Qj}.
We recognize that the Q-dependent adiabatic
eigenfunctions do not commute with momen-
tum operators in Hph. Therefore, we introduce
a new stationary basis, |m(Q = 0)〉, that is Q-
independent and that we will denote simply as
|m〉 in the remainder of this manuscript. We
then define a unitary transformation from the
adiabatic basis to our stationary basis,27,28
|m(Q)〉 = U(Q)|m〉. (5)
Defining H = U †(Q)H¯U(Q), the unitary
transformation of the Hamiltonian in Eq. 1, and
introducing two physically reasonable approxi-
mations, we obtain
H = H0 +Hna, (6)
where
H0 = g|g〉〈g|+
∑
m
εm(Q)|m〉〈m|+Hph (7)
is a diagonal matrix in the stationary state ba-
sis and Hph is defined previously in Eq. 3. The
part of the Hamiltonian that drives nonadia-
batic transitions in Eq. 6 is defined as
Hna =
1
2
∑
j
(PjA
j(0) + Aj(0)Pj), (8)
where Pj =
∑
b νjbpjb and the matrix elements
of the nonadiabatic coupling vector are defined
as
Ajn,m(0) = −i
〈n(0)|j〉〈j|m(0)〉
εn(0)− εm(0) . (9)
The two approximations mentioned above are
both used to derive the nonadiabatic Hamilto-
nian in Eq. 8. Applying an exact unitary trans-
3
formation to the Hamiltonian in Eq. 1, we ob-
tain a nonadiabatic coupling vector where the
jth component is defined as
Aj(Q) =
∑
n,m
Ajn,m(Q)|n〉〈m|, (10)
with matrix elements,
Ajn,m(Q) = −i〈n(Q)|
∂
∂Qj
m(Q)〉
= −i〈n(Q)|j〉〈j|m(Q)〉
εn(Q)− εm(Q) , (11)
where we use the Hellmann-Feynman theorem
to obtain the second equality. Since both the
numerator, involving overlaps between station-
ary states and local excited states, and the de-
nominator, the energy gap term, are likely to be
robust with respect to phonon-induced fluctu-
ations, we first approximate the nonadiabatic
coupling vector by its value at Q = 0, i.e.
Aj(Q) ≈ Aj(0). Second, treating the nonadia-
batic coupling term perturbatively, we assume
that terms which are second order in Aj(Q) are
negligible.
3 Simulating the Photon
Echo Spectrum
Stimulated photon echo electronic spectroscopy
is a three pulse UV-vis experiment, with phase
matching direction kS = −k1 + k2 + k3. Here,
we provide a concise definition for the 2D Pho-
ton Echo spectrum in terms of the relevant re-
sponse functions. A more detailed description
is available in the literature.13,16,25
We calculate the 2D photon echo spectrum
from the expression25
S˜PE(ω1, t2, ω3) =
∫ ∞
0
dt3e
iω3t3
∫ ∞
−∞
dt1e
−iω1t1
× SPE(t3, t2, t1), (12)
where ω1 and ω3 are fourier transform frequen-
cies. The time-domain photon echo signal in
Eq. 12 is defined in terms of response functions,
SPE(t3, t2, t1) = K[RSE(t3, t2, t1)
+RGSB(t3, t2, t1)−R∗ESA(t3, t2, t1)],
(13)
where K is a common prefactor containing
the dot products of the transition dipole mo-
ment unit vectors with the electric fields.1 The
three response functions in Eq. 13 correspond
to three different pathways – (i) Stimulated
Emission (SE), RSE (ii) Ground State Bleaching
(GSB), RGSB, and (iii) Excited State Absorp-
tion (ESA), R∗ESA. The polarization contribu-
tion from each pathway has sign (−1)n, where
n is the number of bra-side field-matter inter-
actions. In this case, the contribution from the
ESA pathway is negative whereas the other two
are positive.
4 The SE Pathway
We introduce our formulation in the context of
the SE pathway, diagrammatically represented
in Fig. 1. The response function corresponding
to this pathway can be written as13
RSE(t3, t2, t1) = 〈µ(0)µ(t1 + t2)µ(t1 + t2 + t3)
× µ(t1)ρ(0)〉, (14)
where ρ(0) = |g〉〈g|ρph(0). Writing the time
evolved transition dipole moment operator as
µ(t) = eiH¯tµe−iH¯t, we obtain,
RSE(t3, t2, t1) = Trph
{〈g|µeiH¯t1eiH¯t2µeiH¯t3µ
× e−iH¯t3e−iH¯t2µe−iH¯t1 |g〉ρph(0)
}
.
(15)
Introducing a complete set of adiabatic states
and then unitary transforming to the stationary
basis, |m〉, as defined in Eq. 5, we obtain
RSE(t3, t2, t1) =
∑
{m}
Trph
{〈g|µ|m1〉〈m1|eiHt1|m2〉
× 〈m2|eiHt2|m3〉〈m3|µ|g〉〈g|eiHt3|g〉〈g|µ|m4〉
× 〈m4|e−iHt3|m5〉〈m5|e−iHt2|m6〉〈m6|µ|g〉
× 〈g|e−iHt1|g〉ρph(0)
}
, (16)
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where we use the index {m} in the summa-
tion to denote a full sum over the set of states
{m1, m2, m3, m4, m5, m6}. Furthermore,
in Eq. 16, since the transition dipole matrix
element between the ground and an adiabatic
excited electronic state can be reasonably as-
sumed to be independent of Q, we make the
approximation, 〈g|µ|m1(Q)〉 ≈ 〈g|µ|m1〉. Ex-
tracting the transition dipole matrix elements
from the phonon trace in Eq. 16, we can write
RSE(t3, t2, t1) =
∑
{m}
µgm1µm3gµgm4µm6g
× eig(t3−t1)Trph
{〈m1|eiHt1|m2〉〈m2|eiHt2|m3〉
× 〈m4|e−iHt3|m5〉〈m5|e−iHt2|m6〉eiHpht3
× e−iHpht1ρph(0)
}
, (17)
and we have used 〈g|eiHt|g〉 = eigteiHpht.
Figure 1: Stimulated Emission (SE) pathway
where the system-field interactions are shown
with red arrows.
To evaluate individual matrix elements in
Eq. 17, we introduce a complete set of states
in the stationary adiabatic basis and the iden-
tity operator, 1ˆ = e−iH0teiH0t, to obtain
〈m1|eiHt1|m2〉 = 〈m1|eiHt1e−iH0t1|m2〉
× 〈m2|eiH0t1|m2〉. (18)
Using the definition of the time evolution oper-
ator in the interaction picture,
UI(t) = e
iH0te−iHt, (19)
and evaluating time evolution under the zeroth
order Hamiltonian we obtain,
e−iH0t|m〉 =
(
Tˆ e−i
∫ t
0 dt
′ε(Q(t′))
)
e−iHpht|m〉,
(20)
where Q(t′) = eiHpht
′
Qe−iHpht
′
and Tˆ is the
time-ordering operator.27 This allows us to
write Eq. 18 as
〈m1|eiHt1 |m2〉 = 〈m1|U †I (t1)|m2〉
×
(
Tˆ †ei
∫ t1
0 dt
′εm2 (Q(t
′))
)
eiHpht1 .
(21)
Further, recognizing that the matrix elements
of the time-evolution operator in the interaction
picture are29
〈m|UI(t)|n〉 = (Tˆ e−i
∫ t
0 dt
′Hna(t′))m,n, (22)
allows us to re-write the expression in Eq. 21 as
〈m1|eiHt1|m2〉 =
(
Tˆ †ei
∫ t1
0 dt
′Hna(t′)
)
m1,m2
×
(
Tˆ †ei
∫ t1
0 dt
′εm2 (Q(t
′))
)
eiHpht1 ,
(23)
where Hna is previously defined in Eq. 8, and
Hna(t) = e
iH0(t)Hnae
−iH0(t).
The terms in Eq. 23 yield significant physi-
cal insight. Terms in the exponent that con-
tain Hna depend on momenta and give rise to
nonadiabatic transitions that cause population
relaxation. The remaining terms in the ex-
ponent depend on bath position coordinates,
εm(Q(t
′))), and account for environment driven
fluctuations in the energies of the stationary
states and cause decoherence.
Taylor expanding εm(Q) about Q = 0 to first
order, we obtain
Tˆ e−i
∫ t
0 dt
′εm(Q(t′)) = e−iεmt
×
(
Tˆ e−i
∫ t
0 dt
′∇Qεm(Q(t′))·Q(t′)
)
,
(24)
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where ∇Qεm(Q(t′)) is the gradient. Substitut-
ing Eq. 23 and Eq. 24 into the product of matrix
elements in Eq. 17, we obtain
RSE(t3, t2, t1) =
∑
{m}
µgm1µm3gµgm4µm6g
× ei(εm2−g)t1ei(εm3−εm5 )t2e−i(εm4−g)t3
× FSE(t1, t2, t3), (25)
where the pre-exponential factor is defined as
FSE(t1, t2, t3) =
〈
(1−DSE(t1, t2, t3))
× (δm1,m2δm2,m3δm4,m5δm5,m6 − PSE(t1, t2, t3))
〉
,
(26)
and we use 〈·〉 as short-hand for the phonon
trace Tr{. . . ρph(0)}. In Eq. 26, the decoherence
term is defined as
DSE(t1,t2, t3) = 1−
(
(Tˆ †ei
∫ t1
0 dt
′∇Qεm2 (Q(t′))·Q(t′))
× (Tˆ †ei
∫ t2
0 dt
′∇Qεm3 (Q(t′))·Q(t′))
× (Tˆ e−i
∫ t3
0 dt
′∇Qεm4 (Q(t′))·Q(t′))
×(Tˆ e−i
∫ t2
0 dt
′∇Qεm5 (Q(t′))·Q(t′))
)
, (27)
and the population relaxation term is defined
as
PSE(t1, t2, t3) = δm1,m2δm2,m3δm4,m5δm5,m6
−
((
Tˆ †ei
∫ t1
0 dt
′Hna(t′)
)
m1,m2
×
(
Tˆ †ei
∫ t2
0 dt
′Hna(t′)
)
m2,m3
×
(
Tˆ e−i
∫ t3
0 dt
′Hna(t′)
)
m4,m5
×
(
Tˆ e−i
∫ t2
0 dt
′Hna(t′)
)
m5,m6
)
.
(28)
It is worth noting that the expressions for
DSE(t1, t2, t3) and PSE(t1, t2, t3) are dependent
on the values of m1, m2, m3, m4, m5 and m6,
respectively but the dependence is not explic-
itly stated in DSE(t1, t2, t3) and PSE(t1, t2, t3) to
avoid cluttering.
4.1 Cumulant Expansion
The decoherence and population relaxation
terms in Eq. 27 and Eq. 28 respectively are
evaluated using a second order cumulant expan-
sion.1 While one of us has previously used this
approach to evaluate the decoherence term,27,28
here we propose a cumulant expansion ap-
proach to treat the population relaxation term
as well, eliminating the need for master equa-
tion based methods. A significant benefit of this
approach is its computational efficiency: the
decoherence term can be evaluated analytically
for Ohmic and Debye spectral density functions
and the population relaxation term can be cal-
culated using simple numerical integration.
We consider two cases in evaluating Eq. 26:
Case 1: δm1,m2δm2,m3δm4,m5δm5,m6 = 1, where
the conditions m1 = m2 = m3 and m4 = m5 =
m6 are both satisfied. Neglecting the coupling
between the decoherence and population relax-
ation term and using a second order cumulant
expansion we obtain,
FSE(t1, t2, t3)
≈ 1− 〈DSE(t1, t2, t3)〉− 〈PSE(t1, t2, t3)〉
≈ e−
(〈
D¯SE(t1,t2,t3)
〉
+
〈
P¯SE(t1,t2,t3)
〉)
, (29)
where D¯SE(t1, t2, t3) and P¯SE(t1, t2, t3)) involve
a series of single and double time integrals de-
tailed in the appendix A and B respectively.
We note that D¯SE is analytically determined
for thermal baths described by Ohmic or De-
bye spectral densities and can be numerically
evaluated for a general spectral density func-
tion.
Case 2: δm1,m2δm2,m3δm4,m5δm5,m6 = 0. As in
the previous case, neglecting the coupling be-
tween decoherence and population relaxation
FSE(t1, t2, t3) ≈
〈−PSE〉 = 〈1−(1 + PSE) 〉.
(30)
Using a second order cumulant expansion, we
obtain
FSE(t1, t2, t3) ≈ 1 − e
〈
P¯SE(t1,t2,t3)
〉
, (31)
where P¯SE is defined in the Appendix B.
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5 GSB and ESA Pathways
Figure 2: The GSB pathway where system field
interactions are indicated by red arrows
The response function for the Ground State
Bleaching (GSB) pathway shown in Fig. 2 is13
RGSB(t3, t2, t1) = 〈µ(0)µ(t1)µ(t1 + t2 + t3)
× µ(t1 + t2)ρ0〉. (32)
Extracting the transition dipole matrix ele-
ments and introducing complete sets of station-
ary states, we obtain
RGSB(t3, t2, t1) =
∑
{m}
µgm1µm2gµgm3µm4g
× Trph
{
ρph(0)〈m1|eiH¯t1|m2〉〈g|eiH¯(t2+t3)|g〉
× 〈m3|e−iH¯t3 |m4〉〈g|e−iH¯(t1+t2)|g〉
}
. (33)
Evaluating the matrix elements in Eq. 33, and
using a second order cumulant expansion to ap-
proximate the decoherence and population re-
laxation terms, we arrive at an easily evaluated
expression for the response function. The final
expression along with the derivation details are
provided in Appendix C.
The Excited State Absorption (ESA) path-
way involves both the singly and doubly excited
states. Local doubly excited state are repre-
sented as |i, j〉, with the condition i < j to avoid
double counting of states. The electronic cou-
pling between a pair of doubly excited states
is given as 〈i, j|H¯|i1, j2〉 = Ji,j2 if j = i1 and
Figure 3: The ESA pathway where system field
interactions are indicated by red arrows
〈i, j|H¯|i1, j2〉 = Jj,j2 if i = i1 and zero other-
wise. The response function for the ESA path-
way shown in Fig. 3 is then given as13
R∗ESA(t3, t2, t1) = 〈µ(0)µ(t1 + t2 + t3)
× µ(t1 + t2)µ(t1)ρ0〉. (34)
As before, we extract the transition dipole ma-
trix elements from the trace and introduce the
|m〉 stationary states obtained by unitary trans-
forming singly excited adiabatic states and |n〉
stationary states obtained by unitary trans-
forming doubly excited adiabatic states.
R∗ESA(t3, t2, t1) =
∑
{m,n}
µgm1µm4n1µn2m5µm6g
× Trph
{
ρph(0)〈m1|eiH¯t1 |m2〉〈m2|eiH¯t2|m3〉
× 〈m3|eiH¯t3|m4〉〈n1|e−iH¯t3|n2〉〈m5|e−iH¯t2|m6〉
× 〈g|e−iH¯t1 |g〉}. (35)
We note that transitions from the singly ex-
cited states, |mi〉, to the doubly excited states,
|ni〉, are only induced by the applied electric
field and not via phonon-mediated population
relaxation. The final expression for the ESA
response function and derivation details for the
same are provided in Appendix D.
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6 Results and Discussion
We calculate the 2D electronic spectrum for a
two-level system where the Hamiltonian H¯ (see
Eq. 1) is given as,
H¯ = g|g〉〈g|+ 1|1〉〈1|+ 2|2〉〈2|+ J12|1〉〈2|
+ J21|2〉〈1|+Q1|1〉〈1|+Q2|2〉〈2|+Hph,
(36)
where g = −12000 cm−1, 1 = −50 cm−1, 2 =
50 cm−1 and J12 = J21 = 100 cm−1. Trans-
forming to the stationary basis (see Eq. 7), we
have states a and b with energies εa(Q = 0) =
111.803 cm−1 and εb(Q = 0) = −111.803 cm−1.
The thermal bath (environment) is modeled by
an Ohmic spectral density, given as
S(ω) =
λ
ωc
ωe−ω/ωc , (37)
where λ is the reorganization energy and ωc is
the phonon relaxation frequency. We use the
values λ
ωc
= 1.2, ωc = 53 cm
−1, and tempera-
ture T = 77 K. We further assume that the
transition dipole µga = µgb.
The three pathways contribute different spec-
tral features to the overall 2D spectrum at dif-
ferent times. The diagonal peaks in the spec-
trum are labeled, aa centered at ω1 = ω3 = ωa
and bb centered at ω1 = ω3 = ωb, and the
off-diagonal peaks are labeled, ab centered at
ω1 = ωa , ω3 = ωb and ba centered at ω1 =
ωb , ω3 = ωa.
For the SE pathway, at t2 = 0, the popula-
tions are centered at the diagonal peaks aa and
bb, respectively and the coherences are cen-
tered at the off-diagonal peaks ab and ba, re-
spectively. Fig. 4(a) shows the contributions
from the populations (peaks aa and bb) and
coherences (peaks ab and ba) at a short time
t2 = 10 fs. It is to be noted that at short
times, phonon-mediated population transfer is
insignificant as phonons are not thermally acti-
vated yet. However, at longer times, the ther-
mally activated phonons result in a population
transfer from a to b, resulting in an emerg-
ing off-diagonal peak at ab and decreasing in-
tensity at aa. Similarly, we will have popula-
tion relaxation from b to a, leading to an off-
diagonal peak at ba and decreasing intensity
at bb. Again, the rate of downhill relaxation
(a → b) is greater than that of the uphill re-
laxation pathway (b→ a), resulting in a larger
intensity at ab compared to ba. Decoherence,
on the other hand, leads to decreasing contri-
butions from coherences at the peaks ab and
ba with increasing t2. Fig. 4(b) shows the SE
pathway contributions from both populations
and coherences at t2 = 625 fs. Decoherence is
effectively complete and population relaxation,
as discussed above, leads to large intensities at
the peaks bb and ab, respectively and a de-
crease in intensity at aa. At 77 K, thermal
energy is insufficient to access the uphill path-
way b → a, hence there is effectively no peak
due to population relaxation at ba.
The ESA pathway, at t2 = 0, results in off-
diagonal peaks, ab and ba for populations at a
and at b, respectively and coherences at peaks
bb and aa, respectively. As discussed before,
the intensity contributions from the ESA path-
way are negative. Fig. 4(c) shows the popu-
lations at off-diagonal peaks and coherences at
diagonal peaks at t2 = 10 fs. At longer times,
decoherence will result in decreasing contribu-
tions from coherences and downhill population
relaxation (a → b) will result in a decreased
contribution at ab and a rise in negative in-
tensity at aa. The negative intensity at ba,
on the other hand, does not change much since
uphill population relaxation is insignificant at
T = 77 K. These features are seen in Fig. 4(d),
which shows the ESA pathway contributions at
t2 = 625 fs.
In the GSB pathway, there is only ground
state dynamics during t2. Hence, the excited
state populations at the diagonal peaks and co-
herences at the off-diagonal peaks do not evolve
with t2 (see Fig. 5).
The overall spectrum arising from the contri-
butions of the SE, GSB and ESA pathways are
shown for different times in Figs. 6(a)-(d). Im-
mediate and marked differences could be spot-
ted at short and long t2, respectively. At short
t2 (see Fig. 6(a), t2 = 10 fs), we have posi-
tive intensities arising mostly from populations
at the peaks aa and bb and coherences at the
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c.
b.
d.
aa
abbb
ba
Figure 4: Contribution to the response function from the SE and ESA pathways at different t2:
(a) SE contribution at t2 = 10 fs, (b) SE contribution at t2 = 625 fs, (c) ESA contribution at
t2 = 10 fs, and (d) ESA contribution at t2 = 625 fs.
aa
bb ab
ba
Figure 5: Contribution to the response function
from the GSB pathway at t2 = 10 fs.
off-diagonal peaks ab and ba. Fig. 6(b) shows
the spectrum at t2 = 100 fs. Decoherence is
complete and a small peak is seen emerging at
ab, due to the downhill population relaxation
a→ b in SE pathway. Fig. 6(c) shows the spec-
trum at t2 = 300 fs. The crosspeak at ab has
increased in intensity, with a concomitant de-
crease in intensity at aa. A negative intensity
is also seen at ba, arising from the ESA path-
way due to population at b. Fig. 6(d) shows
the spectrum at t2 = 625 fs. The intensities at
bb and ab (due to population relaxation from
a to b) are large and positive, whereas nega-
tive intensities, arising from the ESA pathway
are seen at peaks ba (large negative intensity
due to population at b) and aa (due to a → b
relaxation). Also, decoherence is complete.
7 Conclusions
We introduce a new method for simulating elec-
tronic 2DPES (2D Photon Echo Spectroscopy).
We transform to a stationary basis and em-
9
a. b.
c. d.
Figure 6: 2D photon echo electronic spectra at different t2: (a) 10 fs, (b) 100 fs, (c) 300 fs and
(d) 625 fs.
ploy the cumulant expansion approach to evalu-
ate decoherence and population relaxation. We
demonstrate the efficiency of our new approach
for a model two level system. We capture all the
features expected from 2DPES, the most promi-
nent of them being an emerging off-diagonal
peak (at ab) at long t2 from the SE pathway
due to population relaxation from the higher to
the lower energy exciton, as well as a negative
off-diagonal peak (at ba) arising from the ESA
pathway. The coherences decay with time and
have oscillatory behavior, in contrast to exciton
population relaxation, which is reflected by a
steady decrease/increase in the relevant peaks.
We will leverage the computational efficiency
of our approach to simulate energy transfer in
higher dimensional systems.
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Appendices
Appendix A: Decoherence
in the Stimulated Emission
Pathway
D¯SE(t1, t2, t3), when written out in full, contains
several second order time-ordered terms. These
involve integration with respect to two differ-
ent time arguments, t and s, over an integrand,
which, when traced over, has the general form,
dm,n(t, s) =
〈
(∇Qεm(Q(t)) ·Q(t))
× (∇Qεn(Q(s)) ·Q(s))
〉
. (S1)
We neglect the minimal contribution from the
higher order derivatives ∂
nεm
∂Qnj
, where n > 1 and
j labels the site/chromophore.28 For an uncor-
related bath, this gives
dm,n(t, s) =
∑
j
(∂εm
∂Qj
)( ∂εn
∂Qj
)〈
Qj(t)Qj(s)
〉
.
(S2)
Noting that Qj =
∑
bmjbνjbqjb, Eq. S2 can be
written as
dm,n(t, s) =
∫ ∞
0
dωS(ω)
(
coth(
βω
2
)
× cos(ω(t− s))− i sin(ω(t− s))).
(S3)
Here, S(ω) is the spectral density modeling
the environment and is defined as S(ω) =∑
b
mjbν
2
jb
2ωjb
δ(ω − ωjb). D¯SE(t1, t2, t3) is obtained
analytically for the Ohmic and Debye spectral
densities. For other specific spectral densities,
this needs to be obtained numerically and in-
volves at most 10 numerical integrations which
are easily evaluated (see Eq. S8).
The SE pathway decoherence, D¯SE(t1, t2, t3),
contains 4 types of terms:
(a) a first order term,∫ t
0
dt′(∇Qεm(Q(t′)) ·Q(t′)), (S4)
which when traced over, gives zero as
1
〈
Qj(t)
〉
= 0,
(b) a time-ordered second order term
Xm(t) =
∫ t
0
dt′
∫ t′
0
dt′′(∇Qεm(Q(t′)) ·Q(t′))
(∇Qεm(Q(t′′)) ·Q(t′′)), (S5)
(c) a second order term given by a product of
two first order terms with different time argu-
ments t and s
Ym,n(t, s) =
∫ t
0
dt′
∫ s
0
dt′′(∇Qεm(Q(t′))·Q(t′))
(∇Qεn(Q(t′′)) ·Q(t′′)), (S6)
(d) a second order term given by a product of
two first order terms with the same time argu-
ment t
Zm,n(t) =
∫ t
0
dt′
∫ t
0
dt′′(∇Qεm(Q(t′)) ·Q(t′))
(∇Qεn(Q(t′′)) ·Q(t′′)). (S7)
The second order terms are evaluated ana-
lytically for the Ohmic spectral density (Eq.
37).27,28
D¯SE(t1, t2, t3) is given as,
D¯SE(t1, t2, t3) = X
†
m2
(t1) +X
†
m3
(t2) +Xm4(t3)
+Xm5(t2) + Ym2,m3(t1, t2)
− Ym2,m4(t1, t3)− Ym2,m5(t1, t2)
− Ym3,m4(t2, t3)− Zm3,m5(t2)
+ Ym4,m5(t3, t2). (S8)
In Eq. 29, the quantity
〈
D¯SE(t1, t2, t3)
〉
is the
decoherence term D¯SE(t1, t2, t3) traced with re-
spect to the bath degrees of freedom, given as〈
D¯SE(t1, t2, t3)
〉
=
〈
X†m2(t1) +X
†
m3
(t2) +Xm4(t3)
+Xm5(t2) + Ym2,m3(t1, t2)
− Ym2,m4(t1, t3)− Ym2,m5(t1, t2)
− Ym3,m4(t2, t3)− Zm3,m5(t2)
+ Ym4,m5(t3, t2)
〉
. (S9)
Appendix B: Population Re-
laxation in the Stimulated
Emission Pathway
P¯SE(t1, t2, t3), when written out in full, contains
several second order time-ordered terms. These
involve integration, with respect to two differ-
ent time arguments, t and s, over an integrand,
which, when traced over, has the general form〈
Hna,kl(t)Hna,mn(s)
〉 ≈∑
j
Ajk,l(0)A
j
m,n(0)
ei4εkltei4εmns
〈
Pˆj(t)Pˆj(s)
〉
.
(S10)
Here, Hna(t) is defined in the interaction pic-
ture, where H0 is given in Eq. 7, Hna in
Eq. 8 and 4εkl = εk − εl. The approximation
in Eq. S10 arises because we use eiH0t|m〉 ≈
eiεmt|m〉. 〈Pj(t)Pj(s)〉 can be easily evaluated
to give〈
Pj(t)Pj(s)
〉
=
∫ ∞
0
dωS(ω)ω2
×
(
e−iω(t−s)
1− e−βω +
eiω(t−s)
eβω − 1
)
. (S11)
Therefore, we have〈
Hna,kl(t)Hna,mn(s)
〉 ≈∑
j
Ajk,l(0)A
j
m,n(0)
×
∫ ∞
0
dωS(ω)ω2
(
ei(4εkl−ω)tei(4εmn+ω)s
1− e−βω
+
ei(4εkl+ω)tei(4εmn−ω)s
eβω − 1
)
. (S12)
The integration in Eq. S12 is easily performed
numerically. The population relaxation term
for the SE pathway, P¯SE(t1, t2, t3), again, con-
tains four types of terms:
(a) a first order term,
∫ t
0
dt′Hna,mn(t′), which,
when traced over, gives zero as 〈Pˆj(t)〉 = 0,
(b) a time-ordered second order term
Lm,n(t) =
∫ t
0
dt′
∫ t′
0
dt′′(Hna(t′)Hna(t′′))mn,
(S13)
2
(c) a second order term given by a product of
two first order terms with different time argu-
ments t and s
Nk,l,m,n(t, s) =
∫ t
0
dt′
∫ s
0
dt′′(Hna,kl(t′)
×Hna,mn(t′′)), (S14)
(d) a second order term given by a product of
two first order terms with the same time argu-
ment t
Ok,l,m,n(t) =
∫ t
0
dt′
∫ t
0
dt′′(Hna,kl(t′)
×Hna,mn(t′′)). (S15)
The second order terms are easily evaluated
numerically, using Mathematica. P¯SE(t1, t2, t3)
is given as,
P¯SE(t1, t2, t3) = δm1,m2δm2,m3δm4,m5Lm5,m6(t2)
+ δm1,m2δm2,m3δm5,m6Lm4,m5(t3)
+ δm1,m2δm4,m5δm5,m6L
†
m2,m3
(t2)
+ δm2,m3δm4,m5δm5,m6L
†
m1,m2
(t1)
+ δm1,m2δm2,m3Nm4,m5,m5,m6(t3, t2)
− δm1,m2δm4,m5Om2,m3,m5,m6(t2)
− δm2,m3δm4,m5Nm1,m2,m5,m6(t1, t2)
− δm1,m2δm5,m6Nm2,m3,m4,m5(t2, t3)
− δm2,m3δm5,m6Nm1,m2,m4,m5(t1, t3)
+ δm4,m5δm5,m6Nm1,m2,m2,m3(t1, t2).
(S16)
Solving Eq. S16 is easy but can be expensive as
the number of levels increases. However, it is
worth noting that we have already incorporated
memory/coherence effects in the expression for
decoherence and Eq. S16 contains only the inco-
herent population relaxation effects. Therefore,
we make the approximation of neglecting the
coupling of population relaxation effects during
various time intervals (the N terms) and use
only the terms which contain population relax-
ation happening during one time interval (the
L and O terms). Eq. S16, therefore, reduces to
P¯SE(t1, t2, t3) ≈ δm1,m2δm2,m3δm4,m5Lm5,m6(t2)
+ δm1,m2δm2,m3δm5,m6Lm4,m5(t3)
+ δm1,m2δm4,m5δm5,m6L
†
m2,m3
(t2)
+ δm2,m3δm4,m5δm5,m6L
†
m1,m2
(t1)
− δm1,m2δm4,m5Om2,m3,m5,m6(t2).
(S17)
In Eq. 29, the quantity
〈
P¯SE(t1, t2, t3)
〉
is the
population relaxation term P¯SE(t1, t2, t3) traced
with respect to the bath degrees of freedom,
given as〈
P¯SE(t1, t2, t3)
〉 ≈ 〈δm1,m2δm2,m3δm4,m5Lm5,m6(t2)
+ δm1,m2δm2,m3δm5,m6Lm4,m5(t3)
+ δm1,m2δm4,m5δm5,m6L
†
m2,m3
(t2)
+ δm2,m3δm4,m5δm5,m6L
†
m1,m2
(t1)
− δm1,m2δm4,m5Om2,m3,m5,m6(t2)
〉
.
(S18)
Evaluating P¯SE(t1, t2, t3), thus, requires at most
5 numerical integrations (see Eq. S17).
Appendix C: Ground State
Bleaching Response Func-
tion
We provide a brief derivation of the GSB re-
sponse function here. We have, from Eq. 32,
RGSB(t3, t2, t1) =
∑
{m}
µgm1µm2gµgm3µm4g
ei(εm2−g)t1e−i(εm3−g)t3
FGSB(t1, t2, t3), (S19)
where
FGSB(t1, t2, t3) =
〈
(1−DGSB(t1, t2, t3))
(δm1,m2δm3m4 − PGSB(t1, t2, t3))
〉
,
(S20)
3
where
DGSB(t1, t2, t3) = 1− (Tˆ †ei
∫ t1
0 dt
′∇Qεm2 (Q(t′))·Q(t′))
× (Tˆ e−i
∫ t3
0 dt
′∇Qεm3 (Q(t′))·Q(t′)),
(S21)
and
PGSB(t1, t2, t3) = δm1,m2δm3m4
− (Tˆ †ei
∫ t1
0 dt
′Hna(t′))m1,m2
(Tˆ e−i
∫ t3
0 dt
′Hna(t′))m3,m4 . (S22)
Again, there could be two cases:
1. δm1,m2δm3,m4 = 1. We neglect the coupling
between decoherence and population relaxation
and then use the second order cumulant expan-
sion to obtain
FGSB(t1, t2, t3) =
〈
(1−DGSB(t1, t2, t3))
× (1− PGSB(t1, t2, t3))
〉
≈ e−
(〈
D¯GSB(t1,t2,t3)
〉
+
〈
P¯GSB(t1,t2,t3)
〉)
.
(S23)
D¯GSB(t1, t2, t3) and P¯GSB(t1, t2, t3) are defined
below.
2. δm1,m2δm3,m4 = 0. In a way similar to the
SE pathway, after decoupling decoherence and
population relaxation and using the second or-
der cumulant expansion, we have
FGSB(t1, t2, t3) =
(
1− e
〈
P¯GSB(t1,t2,t3)
〉)
. (S24)
Here,
D¯GSB(t1, t2, t3) = X
†
m2
(t1) +Xm3(t3)
− Ym2,m3(t1, t3), (S25)
where Xm(t) and Ym,n(t, s) have been defined
in Eqs. S5-S6 before. Also,
P¯GSB(t1, t2, t3) = δm1,m2Lm3,m4(t3)
+ δm3,m4L
†
m1,m2
(t1)
−Nm1,m2,m3,m4(t1, t3), (S26)
where Lm,n(t) and Nk,l,m,n(t, s) are defined in
Eqs. S13-S14. We could neglect the coupling
between population relaxations during different
time intervals to obtain
P¯GSB(t1, t2, t3) ≈ δm1,m2Lm3,m4(t3)
+ δm3,m4L
†
m1,m2
(t1). (S27)
Appendix D: Excited State
Absorption Response Func-
tion
We provide a brief derivation of the ESA re-
sponse function here. We have from Eq. 35,
R∗ESA(t3, t2, t1) =
∑
{m,n}
µgm1µm4n1µn2m5µm6g
ei(εm2−g)t1ei(εm3−εm5 )t2
ei(εm4−εn1 )t3FESA(t1, t2, t3),
(S28)
where
FESA(t1, t2, t3) =
〈
(1−DESA(t1, t2, t3))
× (δm1,m2δm2,m3δm3m4δn1,n2δm5,m6
− PESA(t1, t2, t3))
〉
. (S29)
Here,
DESA(t1, t2, t3) = 1− (Tˆ †ei
∫ t1
0 dt
′∇Qεm2 (Q(t′))·Q(t′))
× (Tˆ †ei
∫ t2
0 dt
′∇Qεm3 (Q(t′))·Q(t′))
× (Tˆ †ei
∫ t3
0 dt
′∇Qεm4 (Q(t′))·Q(t′))
× (Tˆ e−i
∫ t3
0 dt
′∇Qεn1 (Q(t′))·Q(t′))
× (Tˆ e−i
∫ t2
0 dt
′∇Qεm5 (Q(t′))·Q(t′)),
(S30)
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and
PESA(t1, t2, t3) = δm1,m2δm2,m3δm3m4δn1,n2δm5,m6
− (Tˆ †ei
∫ t1
0 dt
′Hna(t′))m1,m2
× (Tˆ †ei
∫ t2
0 dt
′Hna(t′))m2,m3
× (Tˆ †ei
∫ t3
0 dt
′Hna(t′))m3,m4
× (Tˆ e−i
∫ t3
0 dt
′Hna(t′))n1,n2
× (Tˆ e−i
∫ t2
0 dt
′Hna(t′))m5,m6 .
(S31)
The Kronecker-delta constraints give us two
cases, as before.
1. δm1,m2δm2,m3δm3m4δn1,n2δm5,m6 = 1. This
gives
FESA(t1, t2, t3)) =
〈
(1−DESA(t1, t2, t3))
× (1− PESA(t1, t2, t3))
〉
≈ e−
(〈
D¯ESA(t1,t2,t3)
〉
+
〈
P¯ESA(t1,t2,t3)
〉)
.
(S32)
D¯ESA(t1, t2, t3), P¯ESA(t1, t2, t3) are defined be-
low.
2. δm1,m2δm2,m3δm3m4δn1,n2δm5,m6 = 0. Using
second order cumulant expansion for decoher-
ence and population relaxation and neglecting
the coupling between decoherence and popula-
tion relaxation, we have
FESA(t1, t2, t3)) ≈
(
1− e
〈
P¯ESA(t1,t2,t3)
〉)
. (S33)
Here,
D¯ESA(t1, t2, t3) = X
†
m2
(t1) +X
†
m3
(t2)+
X†m4(t3) +Xn1(t3) +Xm5(t2) + Ym2,m3(t1, t2)
+ Ym2,m4(t1, t3)− Ym2,n1(t1, t3)− Ym2,m5(t1, t2)
+ Ym3,m4(t2, t3)− Ym3,n1(t2, t3)− Zm3,m5(t2)
− Zm4,n1(t3)− Ym4,m5(t3, t2) + Yn1,m5(t3, t2),
(S34)
where Xm,n(t), Ym,n(t, s) and Zm,n(t) are de-
fined in Eqs. S5-S7. The second order popula-
tion relaxation term, after neglecting the cou-
plings during different time intervals, is given
as
P¯ESA(t1, t2, t3) =
δm2,m3δm3,m4δm5,m6δn1,n2L
†
m1,m2
(t1)
+ δm1,m2δm3,m4δm5,m6δn1,n2L
†
m2,m3
(t2)
+ δm1,m2δm2,m3δm5,m6δn1,n2L
†
m3,m4
(t3)
+ δm1,m2δm2,m3δm3,m4δn1,n2Lm5,m6(t2)
+ δm1,m2δm2,m3δm3,m4δm5,m6Ln1,n2(t3)
− δm1,m2δm3,m4δn1,n2Om2,m3,m5,m6(t2)
− δm1,m2δm2,m3δm5,m6Om3,m4,n1,n2(t3),
(S35)
where Lm,n(t) and Ok,l,m,n(t) are defined in
Eqns. (S13)-(S15).
5
