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We consider a two-band spinless model describing an excitonic insulator (EI) on the two-
dimensional square lattice with anisotropic hopping parameters and electron-phonon (el-ph) cou-
pling, inspired by the EI candidate Ta2NiSe5. We systematically study the nature of the collective
excitations in the ordered phase which originates from the interband Coulomb interaction and the
el-ph coupling. When the ordered phase is stabilized only by the Coulomb interaction (pure EI
phase), its collective response exhibits a massless phase mode in addition to the amplitude mode.
We show that in the BEC regime, the signal of the amplitude mode becomes less prominent and
that the anisotropy in the phase mode velocities is relaxed compared to the model bandstructure.
Through coupling to the lattice, the phase mode acquires a mass and the signal of the amplitude
mode becomes less prominent. Importantly, character of the softening mode at the boundary be-
tween the normal semiconductor phase and the ordered phase depends on the parameter condition.
In particular, we point out that even for el-ph coupling smaller than the Coulomb interaction the
mode that softens to zero at the boundary can have a phonon character. We also discuss how the
collective modes can be observed in the optical conductivity. Furthermore, we study the effects of
nonlocal interactions on the collective modes and show the possibility of realizing a coexistence of
an in-gap mode and an above-gap mode split off from the single amplitude mode in the system with
the local interaction only.
I. INTRODUCTION
The spontaneous condensation of composite fermions
triggers intriguing macroscopic phenomena and collective
motions. One typical example is the superconducting
phase, which has been studied for a long time. This phase
is characterized by supercurrents and exhibits a charac-
teristic collective mode, the Higgs amplitude mode.1–12
A closely related example is the excitonic insulating (EI)
phase.13–17 It was proposed more than 50 years ago that
the weakly screened Coulomb interaction in semicon-
ductors (semimetals) with small bandgaps (band over-
laps) could lead to the spontaneous formation of sta-
ble electron-hole bound states below a critical tempera-
ture Tc. This excitonic ordered state can potentially show
superfluid-like transport and collective motions. Exciton
condensation has been realized in semiconductor double-
layer systems,18–20 where the spatial separation between
the electrons and holes provides stability and enables a
rather straightforward measurement of perfect Coulomb
drag.21
On the other hand, the EI phase in bulk materials
has been elusive for decades. Recently, several transi-
tion metal chalcogenides (TMCs) are attracting interest
as EI candidates.22–28 The low dimensionality of TMCs
results in a weak screening of the Coulomb interaction
and a large exciton binding energy.29–32 A remarkable
property of these materials is that they may exhibit con-
densation at non-cryogenic temperatures. The potential
to study intriguing collective phenomena originating from
the macroscopic condensation at elevated temperatures
makes TMCs a unique platform.
A well-studied EI candidate is the quasi one-
dimensional layered chalcogenide Ta2NiSe5 (TNS),
33,34
which exhibits a small direct gap.35,36 It shows a
phase transition at 328 K accompanied by a structural
distortion.34 Experimental indications of the existence of
an EI phase in TNS have been obtained, for instance, us-
ing equilibrium and time-resolved angle-resolved photoe-
mission spectroscopy (ARPES),37–39 as well as anoma-
lies in the temperature dependence of transport40,41
and phonon properties of the material.42–44 Another
indication is the BCS-BEC (semimetal-semiconductor)
crossover driven by physical or chemical pressure.40
A strict definition of the EI phase relies on the con-
servation of charges within each of the involved bands
(continuous U(1) symmetries). The breaking of the
U(1) symmetry leads to a massless Goldstone mode,
which can bring interesting coherent phenomena such
as super-transport. However, the crucial issue regard-
ing the EI phase in real materials is that the system may
weakly break the U(1) symmetry, either by coupling to
phonons36,45,46 or by a direct hybridization term.47,48 In
particular, such electron-phonon (el-ph) coupling can co-
operate with the Coulomb interaction to stabilize the
ordered phase. These terms breaking the continuous
symmetry make the phase mode massive and suppress
the potential super-transport from the exciton conden-
sate.45,46,49 Therefore, practically important questions
are (i) whether the excitonic or el-ph mechanism is dom-
inant in these materials, and (ii) how the properties of
the ordered phase in realistic materials differ from the
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2pure EI phase. In order to address these questions, it is
useful to study the nature of the collective excitations.
In this work, we present a systematic analysis of the
properties of the collective excitations for the ordered
phase driven by the excitonic mechanism (interband
Coulomb interaction) and the el-ph coupling, using a
two-band model with strongly anisotropic dispersion in
two dimensions which is inspired by TNS. The collective
modes are studied by evaluating linear response functions
within the random-phase approximation (RPA) or equiv-
alently solving the time-dependent mean-field (tdMF)
theory under small perturbations.
We start by considering collective excitations in the
pure EI phase driven by the local Coulomb interac-
tion. We demonstrate the existence of the massless phase
mode and reveal the different properties of the amplitude
modes in the BCS and BEC regimes [Fig. 3]. While the
band dispersion is strongly anisotropic, we will point out
the anisotropy in terms of the velocity of the phase mode
is suppressed in the BEC regime [Fig. 5]. Then we dis-
cuss the effects of the el-ph coupling on the collective
modes. We show that the el-ph coupling cooperates with
the Coulomb interaction to stabilize the ordered phase.
Moreover, it makes the phase mode massive, and sup-
presses the peak structure in the response functions asso-
ciated with the amplitude mode even in the BCS regime
[Fig. 7]. We discuss the origin of this suppression and
argue that it can be used as a measure of the relative
contribution of the el-ph coupling and Coulomb interac-
tion to the ordered phase. Importantly, we identify the
parameter regime, where even if the strength of the el-
ph coupling is weaker than the Coulomb interaction, the
character of the mode that softens to zero at the bound-
ary between the ordered phase and the normal semicon-
ductor phase can be phonon-like [Fig. 8]. This poses a
question on how to determine the dominant mechanism
in this regime.
We furthermore discuss the manifestation of the collec-
tive excitations in the optical conductivity under the as-
sumption of a finite dipolar moment between the bands.
We show that a massive phase mode can be observed in
this case and that it can serve as a direct experimental
measure of the U(1) symmetry breaking of the Hamilto-
nian [Fig. 9]. We also study the potential effects of the
non-local interactions and show that a new in-gap mode
can emerge, which is reminiscent of the multiple bound
states in the hydrogen atom [Fig. 11].
The paper is organized as follows. In Sec. II, we in-
troduce our two-band model with local Coulomb interac-
tions and el-ph coupling, the tdMF theory and the corre-
sponding response functions. In Sec. III A, we study the
collective modes in the pure EI, while Sec. III B presents
a systematic study of the effects of the el-ph coupling on
the collective modes, and a discussion of their observabil-
ity in the optical conductivity. The effects of longer-range
interactions are studied in Sec. III D. The conclusions are
presented in Sec. IV.
II. FORMULATION
A. Models
In this paper, we consider a two-band spinless fermion
model coupled to phonons on the two-dimensional square
lattice with anisotropic hopping parameters,
Hˆ = Hˆkin + Hˆint + Hˆel−ph + Hˆph. (1)
The first term includes the kinetic term and the band
energies
Hˆkin = −
∑
〈i,j〉,a=0,1
Ja(rij)cˆ
†
i,acˆj,a +
∑
i,a
Dacˆ
†
i,acˆi,a , (2)
where, 〈i, j〉 indicates a pair of nearest-neighbor sites,
and a = 0, 1 refers to the conduction band and valence
band, respectively. cˆ† is the creation operator of elec-
trons, Ja(rij) is the hopping parameter, rij = ri − rj is
the spatial vector connecting site j to site i, and Da is
the energy of band a. The dispersion of the free electron
is given by a(k) ≡ −
∑
l Ja(rl)e
−ik·rl . For simplicity, we
first consider the case where the electrons interact with
local interactions
Hˆint = U
∑
i
nˆi,0nˆi,1, (3)
where U is the local interband Coulomb interaction
and nˆi,a = cˆ
†
i,acˆi,a. Without el-ph coupling the sys-
tem has U(1) symmetries and the number of particles
in the valence band and the conduction band are sepa-
rately conserved. At low enough temperatures, the sys-
tem can break the U(1) symmetry (the symmetry about
the relative phase between two bands), realizing an EI
phase.50–52 When the maximum (minimum) of the va-
lence band (conduction band) in the normal state is at
the Gamma point (k = 0), the system keeps the transla-
tional invariance in the EI phase, and we can introduce
the order parameter of the phase as φ = 〈cˆ†i,0cˆi,1〉. In
the following, we consider this case, which is relevant for
TNS.
We furthermore introduce an el-ph coupling of the form
Hˆel−ph = g
∑
i
(bˆ†i + bˆi)(cˆ
†
i,1cˆi,0 + cˆ
†
i,0cˆi,1),
Hˆph = ω0
∑
i
bˆ†i bˆi,
(4)
where ω0 is the phonon frequency, g is the el-ph cou-
pling constant, and bˆ† is the phonon creation operator.
This phonon reduces the U(1) symmetries down to a Z2
symmetry and cooperates with the Coulomb interaction
to trigger the phase transition, where a real value of or-
der parameter φ is favored46. We will use λ ≡ 2g2ω0 as a
measure of the strength of the el-ph coupling.
For the following analysis, we introduce the single-
3particle density matrix as
ρˆia,jb ≡ cˆ†jbcˆia, (5)
and we use the symbol ρˆ when we regard the density
matrix as a matrix with indices (i, a) and (j, b). In the
two-band model, a useful parametrization of the local
density matrix is
ρˆνj ≡ Ψˆ†jσνΨˆj , (6)
with ν = 0, 1, 2, 3. Here, Ψˆ†j = [cˆ
†
j,0, cˆ
†
j,1] and σν (ν =
1, 2, 3) is a Pauli matrix, while σ0 is the identity matrix.
We also introduce the coordinate X and momentum P
of the phonons as
Xˆi = bˆi + bˆ
†
i , Pˆi =
1
i
(bˆi − bˆ†i ), (7)
where their commutator is [Xˆi, Pˆi] = 2i. In the fol-
lowing, we express all operators with a hat (e.g. ρˆνj)
and the time-dependent expectation values without a hat
(e.g. ρνj).
B. Mean-field theory
In this section we introduce the time-dependent mean-
field theory (tdMF) for the model (1). We consider the
situation where the system is initially in equilibrium and
it is excited by Hˆex(t). Within the tdMF theory, the time
evolution of the system is described by the MF Hamilto-
nian,
HˆMFtot [ρ, X](t) = Hˆ
MF
el [ρ, X](t) + Hˆ
MF
ph [ρ](t) + Hˆex(t).
(8)
Here, we use the arguments [ρ, X] and [ρ] to explicitly
show the dependency of the MF Hamiltonian on the ex-
pectation value of the density matrix and the phonon dis-
placements. HˆMFel [ρ, X](t) and Hˆ
MF
ph [ρ](t) are obtained
by decoupling the el-el interaction term and the el-ph
coupling in the original Hamiltonian as
HˆMFel [ρ, X](t) = Hˆkin + Hˆ
H(t) + HˆF(t) + HˆMF,elel−ph(t),
HˆMFph [ρ](t) = ω0
∑
i
bˆ†i bˆi +
∑
l,ν
gνρνl(t)Xˆl, (9)
where gν = δ1,νg. The MF terms in Hˆ
MF
el can be ex-
pressed as
HˆH[ρ](t) = U
∑
l,a
ρla¯,la¯(t)nˆla,
HˆF[ρ](t) = −U
∑
l,a
ρla¯,la(t)cˆ
†
la¯cˆla,
HˆMF,elel−ph [X](t) =
∑
l,ν
gνXl(t)ρˆνl.
(10)
Here, HˆH and HˆF correspond to the Hartree and the
Fock contributions, respectively. We also note that
HˆH(t)+HˆF(t) =
∑
l,ν Uνρνl(t)ρˆνl with [U0, U1, U2, U3] ≡
[U2 ,−U2 ,−U2 ,−U2 ].
The equilibrium state is determined as follows. The
equilibrium MF Hamiltonians become
HˆMFel =
1
2
∑
k
Ψˆ†k
[
Ck +B
z
k B
x
k − iByk
Bxk + iB
y
k Ck −Bzk
]
Ψˆk, (11a)
HˆMFph = ω0
∑
i
bˆ†i bˆi + g(φ+ φ
∗)
∑
i
Xˆi, (11b)
with Ψˆ†k =
1√
N
∑
k e
ik·riΨˆ†i and
Ck = (0(k) + 1(k)) + (D0 +D1) + Untot. (12)
Here, ntot ≡ n0 + n1. From Eq. (11b), we obtain the
expectation values
Pi = 0, Xi = −4g
ω0
Reφ. (13)
Using these values, B
(x,y,z)
k in Eq. (11a) is expressed as
Bxk = −2(U + 2λ)Reφ, (14a)
Byk = −2U Imφ, (14b)
Bzk = (0(k)− 1(k)) +D01 − U∆n, (14c)
with D01 ≡ D0 − D1 and ∆n ≡ n0 − n1. The eigen-
values of HˆMFel are given by E±(k) =
1
2 (±Bk + Ck)
with Bk =
√
(Bxk)
2 + (Byk)
2 + (Bzk)
2. This provides the
single-particle dispersion in the MF theory. Thus, the
MF self-consistency relation becomes
φ =
1
N
∑
k
Bxk + iB
y
k
2Bk
[f(E+(k), T )− f(E−(k), T )],
∆n =
1
N
∑
k
Bzk
Bk
[f(E+(k), T )− f(E−(k), T )],
ntot =
1
N
∑
k
[f(E+(k), T ) + f(E−(k), T )],
(15)
and we solve these equations to obtain the equilibrium
MF values, φ, ∆n and ntot. Here, T is the temperature
and f(, T ) is the corresponding Fermi distribution func-
tion. The phase of φ can be arbitrary when λ = 0, but
φ ∈ R is favored for nonzero λ. Therefore, we assume
that φ ∈ R in the following. Note that Equation (14a)
tells that U +2λ can be regarded as the effective interac-
tion that drives the system into the ordered phase. Thus,
one measure of the relative contribution of the el-ph cou-
pling and the Coulomb interaction to the order phase is
the relative strength of U and 2λ.
When we discuss the effects of the el-ph coupling on
the collective modes, we should compare the systems with
4the same single-particle properties. From Eqs. (14) and
(15), if two sets of parameters (D01, U, λ,D0 + D1) and
(D′01, U
′, λ′, D′0 +D
′
1) satisfy
U + 2λ = U ′ + 2λ′,
D01 − U∆n = D′01 − U ′∆n,
(D0 +D1) + Untot = (D
′
0 +D
′
1) + U
′ntot,
(16)
these sets yield the same single-particle dispersions
(E±(k)) and MF parameters, φ, ∆n and ntot. In
other words, for a given reference set of parameters
(D01,ref , Uref , λ = 0, D0,ref +D1,ref) and arbitrary choice
of λ′, one can always find (D′01, U
′, D′0 + D
′
1) such that
Bk, Ck and E±(k) are identical for these two sets. We
will use this to discuss the effects of the el-ph coupling
on the collective modes. Note that this means that the
single-particle spectra in the MF level is irrelevant to the
origin of the ordered phase.
For the evaluation of the linear response functions
in the next section, we introduce the single-particle
Green’s function in equilibrium. The lesser and greater
components of the Green’s functions are defined as
G<a,b(t, t
′; k) ≡ i〈cˆ†k,b(t′)cˆk,a(t)〉 and G>a,b(t, t′; k) ≡
−i〈cˆk,a(t)cˆ†k,b(t′)〉 and we can regard them as 2 × 2 ma-
trices in the band index space. Assuming an equilibrium
condition and a real order parameter, they can be ex-
pressed as
G<(t; k) = i
∑
α=±
f(Eα(k), T )e
−iEα(k)tWα(k),
G>(t; k) = −i
∑
α=±
f(−Eα(k), T )e−iEα(k)tWα(k),
(17)
where
W±(k) =
1
2
[
± B
x
k
Bk
σ1 ± B
z
k
Bk
σ3 + σ0
]
. (18)
As for the time evolution, in general, one can write
down the equations of motion of ρ(t), X(t) and P (t)
with respect to HˆMFtot [ρ, X].
46,53 However, in the linear
response regime, we do not need to explicitly compute the
time evolution. We can derive the expression of the linear
response function consistent with the tdMF by regarding
the deviation of the MF terms (9) from the equilibrium
MF Hamiltonian HˆMFeq as an additional external field [see
the next section and Appendix. A].
C. Linear response functions
In this section, we present the expressions for the linear
response functions evaluated by the tdMF theory intro-
duced above. In particular, we are interested in the linear
response functions
χRµν(t− t′; rij) ≡ −iθ(t− t′)〈[ρˆµi(t), ρˆνj(t′)]〉. (19)
χR11
χR22
Reφ
Imφ
FIG. 1. Schematic picture of the dynamics of the order pa-
rameter corresponding to χR11 and χ
R
22 at q = 0 in the complex
plane of the order parameter φ.
We assume translational invariance in space and time as
the system is in equilibrium in the absence of the external
perturbation. The response function (19) is obtained by
exciting the system with a small perturbation Hˆex(t) =
δF elex,νj(t)ρˆνj and measuring the evolution of ρˆµi. Since
we take the order parameter φ to be real, χR11 corresponds
to the dynamics in the amplitude direction, while χR22
corresponds to the dynamics in the phase direction [see
Fig. 1]. We can also introduce the Fourier transformation
of χ as χR(ω; q) ≡∑l ∫ dtχR(t; rl)eiωt−iq·rl .
Considering the time evolution induced by a weak ex-
citation within the tdMF and focusing on the linear com-
ponents (see Appendix A for details), we obtain
χR(ω; q) = χR0 (ω; q) + χ
R
0 (ω; q)Θ(ω; q)χ
R(ω; q), (20)
with Θ = Θel + Θph and
Θel(ω; q) = Diag[
U
2
,−U
2
,−U
2
,−U
2
],
Θph(ω; q) = Diag[0, g2DR0 (ω), 0, 0].
(21)
Here, χR0 is the response evaluated by keeping the MF
Hamiltonian the same as in equilibrium (without updat-
ing the mean fields in the time evolution), and Diag[]
indicates a diagonal matrix. In terms of the Feynman
diagrams, χR0 corresponds to a bubble diagram (χ
R
0 (t) =
θ(t)[G<(−t)G>(t) − G>(−t)G<(t)])), whose specific ex-
pression is
χR0,µν(ω; q) =
1
N
∑
k
{ ∑
α,β=±
Tr[Wα(k− q)σµWβ(k)σν ]
× f(Eα(k− q), T )− f(Eβ(k), T )
ω + 0+ − (Eβ(k)− Eα(k− q))
}
. (22)
Here, 0+ is an infinitesimally small positive value. DR0 (ω)
is the free phonon Green’s functions,
DR0 (ω) =
2ω0
(ω + i0+)2 − ω20
. (23)
5In terms of Feynman diagrams, the expression of the lin-
ear response function Eq. (20) consists of the ring dia-
grams and the ladder diagrams for the Coulomb inter-
action and the ring diagrams for the el-ph coupling (the
random phase approximation (RPA)), cf. Ref. 45. The
detailed derivations of the susceptibilities are presented
in a more general form in Appendix A [see also Ref. 53
for the case of normal states].
D. Optical conductivity
In this section, we introduce the expression for the op-
tical conductivity and explain how it is related to the re-
sponse functions of the order parameters discussed above.
The optical response represents one of the most versa-
tile experimental probes for equilibrium54 and nonequi-
librium55 materials properties. For instance, detailed
insights into the collective response of superconductors
have been obtained from the non-linear terahertz optical
response.5,11,56–59 In order to study the optical conduc-
tivity (linear response) of our two band model, we need
to define how the system is coupled to the external field.
Here, we consider a minimal gauge-invariant description
in the restricted two-band space, which includes the in-
terband acceleration (Peierls term) and dipolar excita-
tion,60
Hˆ(t) =−
∑
〈i,j〉,a=0,1
Ja(rij , t)cˆ
†
iacˆja −E(t) · Pˆ. (24)
Here, E(t) is the electric field, Ja(rij , t) =
Ja(rij) exp[iqrij · A(t)], A(t) is the vector potential
with E(t) = −∂tA(t), and q is the electron charge. The
polarization operator Pˆ is defined as Pˆ =
∑
i,a dacˆ
†
iacˆia¯,
where da is a dipole matrix and, for simplicity, we
assume that it is local (momentum independent). Then,
the current of the system with the coupling (24) to the
field consists of the intraband current (Jintra) and the
interband current (Jinter),
Jintra(t) = iq
∑
〈i,j〉,a
rijJa(rij , t)ρja,ia(t),
Jinter(t) = ∂t〈Pˆ(t)〉 = ∂t
∑
i,a
daρia¯,ia(t).
(25)
In particular, we note that, in the linear response regime,
the intraband current consists of the paramagnetic cur-
rent and the diamagnetic current, which is proportional
to the vector potential, and the operator for the param-
agnetic current is Jˆ ≡ iq∑〈i,j〉,a rijJa(rij)cˆ†iacˆja.
By considering the linear response of these currents to
the applied electromagnetic fields A and E, we obtain
the expression of the optical conductivity;
σ(ω) =
[
iωχRPP (ω)− χRJP (ω) + χRPJ(ω) +
−χRJJ(ω) + C
iω
]
(26)
with
[χRPP (t)]αβ = −iθ(t)〈[Pˆα(t), Pˆβ(0)]〉,
[χRJP (t)]αβ = −iθ(t)〈[Jˆα(t), Pˆβ(0)]〉,
[χRPJ(t)]αβ = −iθ(t)〈[Pˆα(t), Jˆβ(0)]〉,
[χRJJ(t)]αβ = −iθ(t)〈[Jˆα(t), Jˆβ(0)]〉,
(27)
and the diamagnetic term
Cαβ = −q2
∑
〈i,j〉,a
(rij)α(rij)βJa(rij)ρja,ia. (28)
Here, α, β = x, y indicate the spatial directions. These
quantities can be evaluated in such a way that they are
consistent with the tdMF theory [see Appendix A and
B].
With this simple coupling to the external field, one
can make several exact statements on the optical con-
ductivity without explicit calculations. First, χRPP is
up to a constant the same as χR(ω; q = 0) discussed
in the previous section. For example, if da = dex
with d ∈ R and ex is the unit vector in the x direc-
tion, [χRPP ]xx = d
2χR11(ω; q = 0). Second, χ
R
JP and χ
R
PJ
turn out to be zero, because of the inversion symmetry
(ri ↔ −ri) of the Hamiltonian (1). Finally, the vertex
correction to χRJJ is zero due to the inversion symmetry
and the local self-energy of the MF theory of the Hamilto-
nian (1), as in the dynamical mean-field theory.61 There-
fore, χRJJ can simply be expressed as a bubble diagram
with MF Green’s functions, and it is fully determined by
the single-particle properties. Therefore, it does not pro-
vide any information on whether the EI state originates
from the Coulomb interaction or the el-ph coupling.
III. RESULTS
We investigate a two-dimensional system with strongly
anisotropic hopping parameters: J0(ax) = −J1(ax) =
1.0 and J0(ay) = −J1(ay) = 0.2. Here, aα is the lattice
vector along the α direction, whose length aα is set to 1
for both directions. This model is inspired by TNS, which
is a material composed of weakly coupled chains. Here,
the x direction corresponds to the chain direction and the
y direction corresponds to the perpendicular direction of
the chain. We focus on T = 0 and half-filling (n0 + n1 =
1) and fix the phonon frequency to ω0 = 0.1. For the
numerical evaluation of χR0 (22), we use 0
+ = 0.005 in
this work.
6BECBCS
FIG. 2. (a) The order parameter φ (∈ R) and the difference of
the band occupation ∆n (= n0−n1) as a function of the local
interaction U for a fixed energy difference between the bands
D01 = 2.2. The red dash-dotted line indicates the boundary
between the Bz0 < 0 and B
z
0 > 0 regimes (USS), and the gray
dash-dotted line indicates the maximum of φ for each D01
(UBB). Panels (b)(c) show φ and ∆n in the plane of D01 and
U , respectively. The black solid line indicates the boundary
of the EI phase (Uc), the gray dot-dashed line indicates UBB,
the red dot-dashed line indicates USS (the B
z
0 < 0 regime is
below and the Bz0 > 0 regime is above the line). The vertical
dashed line is D01 = 2.2. Here, the system is half filled, and
we use J0(ax) = −J1(ax) = 1.0, J0(ay) = −J1(ay) = 0.2 and
λ = 0.
A. Pure Excitonic Insulator
We first revisit the properties of the collective excita-
tions in the pure EI phase (λ = 0). It is known that
a BCS-BEC crossover occurs in the EI phase.52 In this
paper, we define the BCS-BEC crossover point as the
maximum of the order parameter for each D01, and we
denote it by UBB.
62 In addition, we will demonstrate
that the value of Bz0 in Eq. (11a) defines the charac-
ter of the amplitude mode. For Bz0 < 0 the disordered
system (neglecting the off-diagonal terms in Eq. (11a))
is semi-metallic, while for Bz0 > 0 the disordered sys-
tem is semiconducting. We denote this semiconductor-
semimetal crossover by USS.
1. Phase digram and single-particle dispersion
In this section, we clarify the properties of the ground
states obtained within the MF theory to set the stage for
the investigation of the collective modes. In Fig. 2(a), we
show the dependence of φ and ∆n on the local interaction
U for fixed energy levels of the bands D01 = 2.2, as a typ-
ical example. When the interaction is weak, the system
is in the ordered phase as in the BCS theory even for in-
finitesimally small interactions, and the order parameter
gradually grows with increasing U . On the other hand,
the interaction also contributes to the Hartree shift of
the bands, so that the effective band splitting increases
with increasing U [see Eq. (14c)]. Thus, the order pa-
rameter shows a maximum at UBB(= 2.07) for fixed D01
along U and there is a BCS-BEC crossover. The number
of electrons in the conduction band decreases with in-
creasing U and it becomes close to 0 in the BEC regime.
For large enough U , the system turns into a normal
semiconductor, via a second order phase transition at
Uc(= 3.04). By performing similar calculations for dif-
ferent D01, we obtain the order parameter (φ) and the
difference in the number of electrons between the bands
(∆n) in the ground state in the plane of D01 and U [see
Fig. 2(b)(c)]. The BEC regimes are located on the large
U and large D01 side, and B
z
0 > 0 is always located
in the BEC regime. For large enough U and D01, the
ground state becomes a normal semiconductor, which is
characterized by φ = 0 and ∆n = −1. In the following
analysis we will focus on D01 = 2.2, where UBB = 2.07,
USS = 2.78 and the phase boundary with the semicon-
ductor is at Uc = 3.04.
To clarify the situation further, we show the cor-
responding MF single-particle spectra for ky = 0 in
Figs. 3(a-d) for fixed D01 = 2.2. For U < UBB, the
dispersion shows a characteristic minimum at the Γ-point
and the band-gap minimum(Egap) is located at finite mo-
mentum [Fig. 3(a)]. For UBB ≤ U < Uc, the dispersion is
characterized by the flattening of the band at the Γ-point
[Figs. 3(b,c)], while for Uc < U the cosine dispersion of
the free system is recovered [Fig. 3(d)]. These single-
particle spectra determine the single-particle contribu-
tions in the response functions as will be shown below.
2. Linear response functions
Now we present the linear response functions of the
order parameter to see how the collective modes man-
ifest themselves there. Remember that χR11(ω; q) and
χR22(ω; q) correspond to the dynamics of the order pa-
rameter along the amplitude and the phase directions,
respectively, in the limit of q → 0. In Fig. 3(e-l), we
plot − 1pi ImχR11(ω; qx, 0) and − 1pi ImχR22(ω; qx, 0) for the
pure EI in the different regimes for fixed D01 = 2.2.
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FIG. 3. (a-d) The MF single-particle spectra along kx (ky = 0). (e-l) Linear response functions for the order parameter in
the amplitude direction − 1
pi
ImχR11(ω; qx, qy = 0) (e-h) and in the phase direction − 1pi ImχR22(ω; qx, qy = 0) (i-l) for different
values of U . The first column corresponds to the BCS regime (U = 1.8), the second column to the semiconductor-semimetal
crossover (U = USS = 2.78), the third column to the BEC regime (U = 2.9), and the last column to the normal semiconduc-
tor (U = 3.5). All figures are for purely electronic systems and the band-level difference is D01 = 2.2. The orange dash-dotted
lines indicate the bandgap energies (Egap).
For U < Uc the system is in the EI state and we ob-
serve a massless mode (ω → 0 at q → 0) both in
− 1pi ImχR11(ω; qx, 0) [Fig. 3(e-g)] and in − 1pi ImχR22(ω; qx, 0)
[Fig. 3(i-k)]. This mode is nothing but the phase mode
(the Nambu-Goldstone mode), which is characterized
by a much stronger signal in − 1pi ImχR22 compared to
− 1pi ImχR11. Moreover, its weight in − 1pi ImχR11 completely
disappears at q → 0. We note that the appearance of
the phase mode both in − 1pi ImχR11 and − 1pi ImχR22 means
that the dynamics along the phase and amplitude di-
rection of the order parameter is not completely sepa-
rated at nonzero momenta. The phase mode shows a
linear dispersion around q = 0 for all U , but the velocity
vx = ∂qxω(q)|q=0 gets suppressed as U increases and the
system approaches the BEC regime. When the interac-
tion becomes large (U > Uc), the system is in the normal
semiconducting phase. There one can observe an in-gap
state, which corresponds to an exciton [see Figs. 3(h)
and (l)]. Now, when we reduce U from the normal semi-
conductor phase, this mode at q = 0 softens to zero at
the boundary to the EI phase [see Fig. 4(b) for details],
while at finite momenta, it is continuously connected to
the phase mode branch.
In addition to the phase mode, there exists the am-
plitude mode at the bandgap energy (Egap), which is
analogous to the amplitude Higgs mode in the supercon-
ducting phase.3,9,58,63 In the BCS regime, the signature
of the amplitude mode is a prominent peak at q = 0 at
ω = Egap in Imχ
R
11(ω) [see Fig. 3(e)]. This mode gets sup-
pressed with increasing q because of the Landau damp-
ing of the amplitude mode into particle-hole excitations.3
To see the signal of the amplitude mode in detail, we
show ImχR11(ω; q = 0) and the single-particle contribu-
tion ImχR0,11(ω; q = 0) for U = 1.8 (BCS), U = 2.78
(USS) and U = 2.9 (BEC) in Fig. 4(a) and we show
ImχR11(ω; q = 0) as a function of U and ω in Fig. 4(b).
First, we note that the peak cannot be explained by the
single particle excitations ImχR0,11(ω) and it appears only
after we take account of the vertex correction (Θ) and
sum up an infinite number of diagrams [see Fig. 4(a)].
This means that this peak originates from the collec-
tive motion. Furthermore, as the system approaches the
BEC regime, the peak structure at the gap energy in
ImχR11(ω) becomes less clear and it completely disappears
for U & USS [see Fig. 4(a)(b)]. This can be associated
with the lifetime of the amplitude mode.46,63–66 In the
previous studies of the amplitude mode dynamics in real
time,46,63–65 it has been shown that χR11(t; 0) oscillates
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FIG. 4. Linear response functions for the order param-
eter in the amplitude direction for the long-wavelength
limit. (a) Specific examples for the linear response func-
tion − 1
pi
ImχR11(ω; q = 0) (solid lines) and the corresponding
single-particle bubble diagram − 1
pi
ImχR0,11(ω; q = 0) (dashed
lines) for the specified U values at fixed band-level difference
D01 = 2.2. The vertical dot-dashed lines indicate Egap for
each U . (b) − 1
pi
ImχR11(ω; q = 0) in the plane of ω and U at
D01 = 2.2. The dot-dashed red line indicates U = USS, and
the dashed orange line indicates the bandgap Egap.
with a frequency of ωH = Egap and its amplitude damps
with t−
1
2 (t−
3
2 ) in the BCS (BEC) regime. The corre-
sponding frequency dependence is (ω − ωH)− 12 ((ω −
ωH)
1
2 ) in the BCS (BEC) regime, which leads to a
peak (dip) structure at ωH = Egap [see Fig. 4(a)].
3. Anisotropy in velocity of phase mode
In this section, we study the velocity of the phase
mode. If the hopping parameters are isotropic (Ja(ax) =
Ja(ay)), the velocities of the phase mode along the x and
y directions are also identical. On the other hand, in
the present setup with |Ja(ax)| > |Ja(ay)|, these veloc-
ities are not equivalent (anisotropy in the phase mode
velocity). We demonstrate that the ratio of the phase
mode velocities along the x and y directions depends on
whether the system is in the BCS or BEC regime. The
velocities of the phase mode (ωphase(q)) along the α di-
rection is defined as
vα(q)|q=0 = aα~
∂ωphase(q)
∂qα
∣∣∣
q=0
. (29)
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FIG. 5. (a) Velocity of the phase mode along the x direction
(vx) and (b) the ratio between vy and vx. The velocities are
obtained by a linear fit of the peaks in −ImχR22(ω; qx, qy). For
vx(vy), we use qx(qy) ∈ [0.05, 0.15] with qy = 0 (qx = 0).
The black solid lines indicate Uc, the gray dot-dashed lines
indicate UBB, the red dot-dashed lines indicate USS [see the
text for detail].
Here, aα is the lattice constant along the α-direction. In
our study we set aα = ~ = 1 and the velocities are evalu-
ated by linear fitting of the peaks in ImχR22 in the range
qx, qy ∈ [0.05, 0.15]. In Fig. 5, we show the velocity along
the chain vx and the ratio between the velocity along the
x direction (vx) and the y direction (vy). As mentioned
previously, the velocity tends to be larger on the BCS
side, i.e. away from the BEC regime [see Fig. 5(a)]. As for
the anisotropy, the difference between vx and vy becomes
less prominent when D01 and/or U increase and the sys-
tem approaches the BEC regime [see Fig. 5(b)]. Thus, a
suppression of the anisotropy in the velocity compared to
the anisotropy in the hopping parameters is an indication
that the system is close to the BEC regime. This result
indicates that if one could observe the velocity of the
phase mode (if any), one can roughly judge whether the
system is close to the BCE regime or to the BEC regime.
We note that in evaluating the velocity above, we as-
sumed that the lattice constant is the same along the x
and y directions. In reality, an anisotropy in the hopping
parameter is usually accompanied by a difference in the
lattice constants, which should be taken into account in a
realistic estimate of the velocities. For instance, in TNS,
the distance between the chains is roughly twice longer
than the lattice constant along the chain, when we take
into account that two sets of chains are involved in one
unit-cell of TNS.
9FIG. 6. (a-d) Linear response functions for the order parameter in the amplitude direction − 1
pi
ImχR11(ω; qx, qy = 0) and (e-h)
in the phase direction − 1
pi
ImχR22(ω; qx, qy = 0) for different values of the electron-phonon coupling λ. For all plots we use a
bare phonon frequency ω0 = 0.1, the reference Coulomb interaction Uref = USS = 2.78 and the reference band-level difference
D01,ref = 2.2. The red dashed lines indicate ω = ω0.
B. Effects of electron-phonon coupling
In this section, we investigate the effects of the el-
ph coupling on the properties of the collective modes.
To this end we choose a reference set of parameters
(D01, U, λ,D0 + D1) = (D01,ref , Uref , λref = 0, D0,ref +
D1,ref). For nonzero el-ph coupling, we adjust D01, D0 +
D1 and U such that the order parameter and the mean-
field single-particle spectrum are the same as for the ref-
erence set, i.e., such that condition (16) is satisfied. Since
we focus on half-filling (D0 + D1 = −U), the parameter
set is specified by D01,ref , Uref , λ. In the following, we fix
D01,ref = 2.2 and consider some values of Uref that rep-
resents the BCS regime, semiconductor-semimetal (SS)
crossover (U = USS), and BEC regimes [see Fig. 2(a)].
In Fig. 6, we show ImχR11 and Imχ
R
22 for q = (qx, 0)
for different values of λ. Here, we show the results at
U = USS, but the main features are the same for the
BCS and BEC regimes. For nonzero el-ph coupling, the
phase mode becomes massive (acquires a finite gap)45,46
and also shows up in ImχR11 even at q = 0, although
its weight is still larger in ImχR22.
46 This means that in
this case the dynamics of the amplitude and the phase of
the order parameter is weakly coupled. When the el-ph
coupling is weak, the gap of the phase mode is small and
the phase mode can hybridize with the phonon mode at
finite momentum [see Figs. 6(a) and 6(e)]. As we increase
the el-ph coupling, the gap is increased and the band
corresponding to the phase mode is lifted up. By further
increasing λ, the massive phase mode gradually merges
into the particle-hole continuum [see Figs. 6(d) and 6(h)].
Now we focus on the signatures of the collective modes
at q = 0 as imprinted in the linear response function of
the order parameter in the amplitude direction χR11(ω; 0).
First, we study how the collective modes change as the
relative contribution between the el-ph coupling and the
el-el interaction to the order is changed. Remember that
Uref = U + 2λ is the effective interaction that drives
the system into the ordered phase [see Eq. (14)]. In
Fig. 7, we show ImχR11(ω; 0) as a function of λ with
Uref fixed to the BCS regime [Figs. 7(a) and 7(d)], the
SS crossover regime [Figs. 7(b) and 7(e)] and the BEC
regime [Figs. 7(c) and 7(f)]. At λ = 0 (λ = Uref/2) the
order is purely driven by the excitonic scenario (the el-
ph coupling). In all cases, one can see the signature of a
massive mode arising from ω = 0 at λ = 0, which corre-
sponds to the massive phase mode. At the same time, the
phonon frequency is renormalized and reduced from the
bare value and the two modes cross at some λ. The de-
tailed dependence of the frequencies of the massive phase
mode and the phonon mode is shown in Fig. 7(g-i) as a
function of
√
λ (∝ g) for small λ. The gap of the phase
mode scales linearly with
√
λ. The gap is independent of
ω0 until the phase mode crosses with the phonon mode
(not shown). The hybridization of the two modes (the
size of the gap caused by the hybridization) is smaller
for smaller Uref and for smaller phonon frequencies (the
latter is not shown).
Furthermore, the el-ph coupling affects the feature
near the gap energy (Egap). In the BCS regime, the well-
defined peak at the gap edge in 1pi Imχ
R
11(ω; 0), which cor-
responds to the amplitude (Higgs) mode, disappears with
increasing λ [see Figs. 7(a)(d) and the discussion below].
In contrast, in the BEC regime, at some intermediate
coupling strengths λ, the signal above the gap is slightly
enhanced due to the merging of the massive phase mode
with the particle-hole continuum [see Figs. 7(c)(f)].
Now, we study the behavior of the collective modes
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FIG. 7. (a-f) Linear response functions for the order parameter in the amplitude direction − 1
pi
ImχR11(ω; 0) as a function of λ for
fixed Uref and D01,ref . (g-i) The frequency of the peaks in − 1pi ImχR11(ω; 0) against
√
λ for the specified Uref . The first column
corresponds to the BCS regime (Uref = 1.8), the second column to the semiconductor-semimetal crossover (Uref = USS = 2.78),
and the third column to the BEC regime (Uref = 2.9). We use D01,ref = 2.2 and ω0 = 0.1.
around the phase boundary and the BCS-BEC crossover
regime with nonzero el-ph coupling. In Fig. 8, we fix
λ to a small value (λ = 0.05) and to an intermediate
value (λ = 0.3) and change Uref = U + 2λ. For large
enough Uref , the system is in the normal semiconductor
state. In the semiconductor state, one can see an in-gap
mode below the bandgap energy but above the phonon
energy, which corresponds to the exciton mode. As Uref is
decreased and the system approaches the ordered phase,
the exciton mode as well as the phonon mode soften.
However, the nature of the mode that softens to zero
at the boundary to the ordered phase turns out to be
different for weak and intermediate couplings. For small
λ, the exciton mode softens, crosses the phonon mode
and hybridizes with the phonon mode [see Figs. 8(a) and
8(b)]. The situation becomes clear by looking at the
response function defined as
χRel(ω; q) = χ
R
0 (ω; q) + χ
R
0 (ω; q)Θ
el(ω; q)χRel(ω; q),
(30)
which only includes the contribution from the el-el in-
teraction to the vertex correction. The result is shown
in Fig. 8(c), where one can see the exciton mode (ωex,0)
but no specific signal at the phonon frequency. Around
the phase boundary, the exciton mode softens below the
phonon frequency. Since the full response function can
be expressed as
χR(ω; q) = χRel(ω; q) + χ
R
el(ω; q)Θ
ph(ω; q)χR(ω; q),
(31)
we can see that in the total response function χR(ω; 0),
the exciton mode at ωex,0 and the bare phonon mode with
frequency ω0 hybridize. (Note that Θ
ph(ω; q) is almost a
phonon propagator.) When ωex,0 < ω0, the hybridization
between the two bosonic modes pushes down the energy
level of the exciton mode and pushes up the energy of
the phonon mode. Therefore, we can interpret the data
for the el-ph coupling λ = 0.05 as an el-ph coupling as-
sisted softening of the exciton mode. However, what is
condensing at the EI phase boundary are still excitons.
On the other hand, for intermediate λ, the exciton en-
ergy stays above the phonon mode [see Figs. 8(d-f)]. In
this case, since ωex,0 > ω0, the hybridization pushes the
energy of the exciton mode up and pushes the energy
of the phonon mode down. Therefore, it is natural to
interpret the data as a softening of the phonon mode
to zero with the assistance of the coupling to the exci-
ton mode. We note that, with this intermediate value of
λ, the Coulomb interaction U is still larger than 2λ at
the boundary between the ordered phase and the normal
semiconductor. Thus, our analysis implies that there also
exists a criterion to judge whether the ordered phase is
more excitonic or el-ph driven, based on the nature of
the mode that softens to zero at the boundary, and not
by just comparing the size of the Coulomb interaction U
and the el-ph coupling 2λ. Although here we focus on
T = 0, we can expect that a similar behavior is found
in the phase transition at T > 0. The behavior at inter-
mediate λ is reminiscent of the collective mode behavior
observed in 1T − TiSe2 in Ref. 26, where the softening
of the electronic mode occurs above the phonon mode at
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FIG. 8. (a)(b)(d)(e) Linear response functions for the order parameter in the amplitude direction − 1
pi
ImχR11(ω; 0) as a function
of Uref with fixed electron-phonon interaction λ = 0.05 (0.3) are shown in the first (second) row. (b)(e) are a zoom around
the phase boundary with the normal semiconductor. (c)(f) Linear response functions − 1
pi
Imχ11,el(ω; 0), which include only the
el-el coupling contribution to the vertex correction Θ [see Eq. (20) and the corresponding discussion]. The band-level difference
is fixed to D01,ref = 2.2, and the bare phonon frequency is fixed to ω0 = 0.1. The horizontal line indicates the bare phonon
frequency, the vertical dashed red line indicates U = USS (i.e. B
z
0 = 0), and the dashed orange lines indicate the bandgap Egap.
the phase transition.
Another important point is the dependence of the am-
plitude mode signal on the el-ph interaction. On the BCS
side, there emerges a peak at the bandgap energy (Egap)
for weak el-ph coupling, which corresponds to the ampli-
tude mode. In contrast, at intermediate couplings this
peak disappears [see Figs. 8(a)(d) and Fig. 7(d)]. The
behavior can be understood by looking at the expression
for the vertex Θ, Eq. (21). As the el-ph coupling λ is
increased keeping Uref fixed, the size of Θ(ω) around the
bandgap energy Egap ' 0.6 is decreased as Uref/2 − λ
because of the small phonon frequency ω0  Egap. In
other words, the contribution from Θph(ω) in this en-
ergy range is small. (Around ω = 0, Θph(ω) becomes
sizable and Θ(ω) becomes approximately independent of
the el-ph coupling.) Mathematically, the suppression of
the vertex results in the suppression of the divergence
around ω = Egap in χ
R(ω; 0) [see Eq. (20)]. Physically,
this means that the effective el-el interaction mediated
by the phonons only applies to the low frequency range
and that it does not contribute to the collective motion
of the pairs of quasi-particles across the bandgap. Hence,
the amplitude mode, which is a collective motion of such
quasiparticles, is weakened. This is why the signature of
the amplitude mode is suppressed with increasing λ for
fixed Uref .
These results can be summarized as follows. When
the Coulomb interaction is the dominant mechanism for
the ordered phase and the el-ph coupling is very small,
the mass of the phase mode is comparable to the phonon
energy scale. In this regime, the phase mode and the
phonon can cross at finite momentum, and the mode that
softens to zero at the phase boundary with the semicon-
ductor is exciton-like. In addition, in the BCS regime,
the amplitude mode becomes well defined in the sense
that there is a sharp peak in the response function. In
the intermediate el-ph coupling regime, the mass of the
phase mode is of the same order as the single-particle
gap energy. This can occur even when the el-ph coupling
is still smaller than the Coulomb interaction, and the
mode that softens to zero at the phase boundary with
the semiconductor is now phonon-like. In addition, for
intermediate el-ph coupling, the amplitude mode is not
well defined and there is no peak at the corresponding
energy. These features of the collective modes can pro-
vide a useful guidance to judge the relative importance of
the contributions from the el-el interaction and the el-ph
interaction for the ordered phase.
Finally, let us comment on the effects of electronic
terms that explicitly break the symmetry, which have
been pointed out recently.47,48 We numerically confirmed
that these terms make the phase mode massive as well,
and the dependence of the mass depends sensitively on
the form of the term.
C. Signature of collective modes in optical response
Here, we show how the collective modes can manifest
themselves in the optical response, Eq. (26). As was
pointed out in Sec. II D, χRJP = 0 and χ
R
PJ = 0 in
the present model, while χRPP is essentially the same
as χR discussed above. Therefore, we first focus on
χRJJ . In Fig. 9(a)(b), we show the imaginary part of
[χRJJ(ω)]xx for D01,ref = 2.2, which contributes to the
real part of the optical conductivity. In the normal
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FIG. 9. (a)(b) The imaginary part of the response function
χJJ(ω) for the x direction for D01,ref = 2.2. (a) − 1piχJJ(ω) in
the plane of Uref and ω. (b) Specific examples for χJJ(ω) for
the specified Uref values. We note that the vertex correction
is zero for this quantity, so that it only depends on the MF
dispersion and it is independent of λ. (c)(d) The real part
of the total optical conductivity σxx(ω) for D01,ref = 2.2. (c)
Reσxx(ω) in the plane of Uref and ω. (d) Specific examples
for Reσxx(ω) for the specified Uref values. For (c)(d), we use
d0,x = d1,x = 1.0, λ = 0.3, and ω0 = 0.1.
semiconducting state, it vanishes. In the ordered phase,
the signal is weak in the BEC regime, while in the
BCS regime it exhibits a peak at the energy of the
bandgap. We note that this peak does not originate
from collective excitations since χRJJ has no contribution
from vertex corrections. This means that when we
see a peak structure in the optical conductivity at the
gap energy, it can originate from the single-particle
excitations and/or the amplitude mode. A related point
has been discussed in the context of the third harmonic
generation (THG) in superconductors, where both the
amplitude mode and the single-particle excitations can
contribute to THG and produce a resonant signal at
the gap energy.5,11,56–59 In the superconductor, the
two different contributions can be distinguished by the
polarization dependence,11 which may be also the case
for the EI and is an interesting topic for future studies.
We also note that χRJJ is the only contribution that was
considered in a previous DMRG study67 motivated by
the optical experiments for TNS.68 There, a peak in
the optical conductivity shows up at the gap because
of the strong fluctuations in the vicinity of the ordered
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FIG. 10. (a) Order parameter for a system with nonlocal
interactions φ = 〈cˆ†i,0cˆi,1〉 ∈ R in the plane of D01 and U .
(b) Difference of the occupation in the plane of D01 and U .
The black solid line indicates the boundary of the EI phase
(Uc), the gray dot-dashed line indicates UBB, the red dot-
dashed line indicates USS (the B
z
0 < 0 regime is below and
the Bz0 > 0 regime is above the line). The vertical dashed
line is D01 = 2.2. Here, the system is half filled, and we use
J0(ax) = −J1(ax) = 1.0, J0(ay) = −J1(ay) = 0.2, Vy = 0.4U
and λ = 0.
phase, which reconstructs the band structure and opens
a gap.24 How the peak structure in χRJJ is modified
by the feedback from collective excitations, which is
not taken into account in the present MF formalism,
and whether the peak observed in Ref. 67 originates
from the collective motion are interesting open questions.
Finally, in Fig. 9(c)(d), we show the real part of the
total optical conductivity σxx(ω) for d0,x = d1,x = 1.0 (
the dipole matrix along the x direction ) and λ = 0.3.
As in the previous section, the sharp peak appears at
the bandgap in the BCS regime, which mainly originates
from the single-particle excitation. In addition, the signal
of the massive phase mode appears below the band gap.
The signals in the lower energy regime becomes less clear
because of the factor ω to χRPP in the optical conductivity
Eq. (26).
D. Effects of nonlocal interactions
Although we focused on the local Coulomb interaction
so far, in realistic materials such as TNS, the interaction
can have nonlocal components. Thus, in this section, we
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FIG. 11. (a) Linear response functions in the amplitude di-
rection at the momentum cut qy = 0 for − 1pi ImχR11(ω; qx, qy =
0) for U = 1.8, Vy = 0.4U,D01 = 2.2. (b) − 1pi ImχR11(ω; q = 0)
and − 1
pi
ImχR0,11(ω; q = 0) for specified (U, Vy) at D01 = 2.2.
The solid lines correspond to − 1
pi
ImχR11(ω; q = 0), while the
dashed lines correspond to − 1
pi
ImχR0,11(ω; q = 0). The dashed
vertical lines indicate the bandgap energies extracted from the
MF single-particle spectrum.
study the effects of nonlocal interactions on the collective
modes. For simplicity, we choose a specific form of the
nonlocal interactions, and point out several potentially
interesting effects of it. In the following, we focus on the
case without el-ph coupling (λ = 0). We leave a system-
atic analysis of different types of nonlocal interactions
for a future study. Specifically, we consider a model with
nearest-neighbor (NN) interactions along the y direction,
Hˆint = U
∑
i
nˆi,0nˆi,1 + Vy
∑
〈i,j〉y
nˆinˆj , (32)
where 〈i, j〉y denotes the nearest neighbors along the y
axis and nˆi = nˆi,0 + nˆi,1. The reasons for this choice of
interaction are the following. First, the order parameter
and the phase digram turns out to be sensitive to nonlocal
interactions along the x direction, which makes it difficult
to compare the results with those of the local interaction
model. On the other hand, the interaction along the y
direction has small effects on the order parameter and
the phase diagram. In Fig. 10(a)(b), we show the order
parameter and the occupation difference as a function of
U and D01, which are similar to the previous results for
the local interaction (Fig. 2). Second, even with the NN
interaction along the x direction stronger than Vy, similar
effects as discussed here are observed. Therefore, it is
sufficient to consider Vy > 0 for the following issues. In
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FIG. 12. Linear response functions for the order parameter
in the amplitude direction − 1
pi
ImχR11(ω; q = 0) in the plane
of ω and U for D01 = 2.2 and Vy = 0.4U . Here, λ = 0.0.
The dot-dashed red line indicates U = USS, and the dashed
orange line indicates the bandgap Egap.
the following, we evaluate the response function (19) as in
the case of the local interaction. Although the expression
of the response function is not Eq. (20) anymore, one
can generalize the strategy based on mean-field dynamics
to the nonlocal interaction model [see Appendix A for
details].
One expected effect of non-local interactions is the ap-
pearance of multiple uncondensed exciton states (in-gap
states) in the EI phase, as was originally discussed for
semiconductors with long-range Coulomb interactions.17
We will demonstrate that reminiscent phenomena can be
observed with the NN interaction, and, in the intermedi-
ate coupling regime of U , the amplitude mode is split into
two modes, one of which becomes an in-gap mode. We
show the response function along the amplitude direction
(ImχR11(ω; q)) for Vy = 0.4U , U = 1.8 and D01 = 2.2 (the
BCS regime) in Fig. 11(a) as a function of ω and qx and
in Fig. 11(b) at q = 0, respectively. There, one can ob-
serve two peaks around the bandgap energy, one of which
is below the gap [ see Fig. 11(a)(b) and compare them
with Fig. 3(e)]. The new in-gap mode has a strong signal
since the decay into particle-hole excitations is now com-
pletely forbidden. As for the phase mode, it is massless
due to the U(1) symmetry. ImχR11(ω; q = 0) is shown in
Fig. 12 as a function of U for Vy = 0.4U and D01 = 2.2.
The two modes can only be clearly identified around the
intermediate interaction U = 1.8. By decreasing the in-
teraction, the in-gap mode gradually disappears and only
the above-gap mode survives, where the signal of the lat-
ter becomes sharp. On the other hand, by increasing the
interaction from U = 1.8, the above-gap mode disappears
first. By further increasing U , the in-gap mode also dis-
appears around UBB as in the case of local interactions
only. By comparing Fig. 12 and Fig. 4(b), one can see
that these two modes are continuously connected to the
amplitude mode observed in the case of local interactions
(Vy = 0.0). Thus, our results suggest that the ampli-
tude mode can become more prominent in the presence
of nonlocal interactions since the mode is pushed below
the particle-hole continuum.
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FIG. 13. (a) Velocity of the phase mode along the x direction
(vx) and (b) ratio between vx and vy for the system with non-
local interaction. The velocity vx(vy) is obtained from a linear
fit of the peaks in −ImχR22(ω; qx, qy) for qx(qy) ∈ [0.05, 0.15]
with qy = 0 (qx = 0). The black solid lines indicate Uc, the
gray dot-dashed lines indicate UBB, the red dot-dashed lines
indicate USS. Here, Vy = 0.4U and λ = 0.0.
Another potential effect of the non-local interaction
is a change of the velocity of the phase mode. Since
we only consider the interaction along the y direction,
the Fock term can strongly affect the dispersion of the
single-particle spectrum along the y direction, which may
change the velocity of the phase mode as well. The results
of the estimated velocity and the ratio of the velocities in
the x and y directions are shown in Fig. 13. One can find
that the velocity along the x direction is not sensitive to
the NN interaction [compare Fig. 13(a) and Fig. 5(a)]. As
for the ratio, again the anisotropy in the phase-mode ve-
locity is reduced when the system approaches the BEC
regime. One can see that the anisotropy is slightly re-
laxed with the NN interaction compared to the case with
the local interaction only [Fig. 13(b) and Fig. 5(b)] , as
is expected above.
IV. CONCLUSIONS
In this paper, we systematically studied the collective
excitations in the ordered phase of a spinless two band
model, which is driven by the local interband Coulomb
interaction (the excitonic scenario) and the electron-
phonon interaction. The TNS inspired model is defined
on the two-dimensional square lattice with anisotropic
hopping parameters. The linear response functions were
evaluated on the RPA level, which is consistent with the
nonequilibrium MF formalism.
For the pure EI, we showed that the massless phase
mode and the amplitude mode appear. The signal of the
amplitude mode is prominent in the BCS regime, while
in the BEC regime the signal is suppressed, as in the
superconducting phase. In addition, the anisotropy in
the phase-mode velocity originating from the anisotropic
hopping parameters is relaxed in the BEC regime. For
nonzero el-ph coupling, the phase mode acquires a finite
mass and the signal of the amplitude mode becomes less
clear even in the BCS regime. We argued that the lat-
ter originates from the fact that the el-ph coupling only
affects the collective motion in the low energy regime.
Furthermore, we pointed out that, even for moderate el-
ph coupling smaller than the Coulomb interaction, the
mode that softens to zero at the boundary between the
semiconductor phase and the ordered phase can be more
phonon-like and less exciton-like. These behaviors of the
collective modes discussed here can provide a useful guid-
ance to judge the relative importance of the contributions
from the el-el interaction and the el-ph interaction to the
ordered phase. We also discussed how these modes can
be observed in the optical conductivity within the present
model.
Another interesting point is the effect of the nonlocal
interactions, which can be important in transition metal
chalcogenides. We revealed that in the presence of non-
local interactions, the amplitude mode can be split into
two parts. One of them becomes an in-gap mode and ac-
quires a long life-time. In addition, we showed that the
NN interactions can further relax the anisotropy in the
phase mode velocity.
The collective modes can be experimentally observed
through optics or nonequilibrium setups. Indeed, strange
behaviors of the phonons in the pump-probe experiments
for TNS are already observed and it will be important
to theoretically clarify the origin of these behaviors and
their relation with the collective excitations.42 Further-
more, time- and space- resolved pump-probe experiments
should be a promising tool to observe the phase mode
of the ordered phase. Indeed, a recent experiment re-
ports a fast spatial propagation of the phonon oscilla-
tion in the optical response, which can originate from
the mixing between the phonon and the phase mode
in the ordered phase.69 Another important problem is
the effect of the electronic terms that break the con-
tinuous symmetry.47,48 While we have explicitly checked
that such terms also lead to the massive phase mode, the
mass sensitively depends on the functional form of the
hybridization. This calls for an ab-initio description of
TNS in order to describe the intriguing interplay of dif-
ferent microscopic terms and to quantitatively capture
the properties of collective modes.
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Appendix A: General expression for the RPA-type
susceptibility
In this Appendix, we derive the linear response func-
tions consistent with the tdMF theory for general models,
which can include long-range interactions. The Hamilto-
nian we consider is
Hˆ(t) = Hˆkin + Hˆint + Hˆel−ph + Hˆph + Hˆex(t), (A1)
where
Hˆkin = −
∑
α6=β
Jα,β cˆ
†
αcˆβ +
∑
α
Dαnˆα, (A2a)
Hˆint =
1
2
∑
α,β
Vαβnˆαnˆβ , (A2b)
and for the phonon part
Hˆel−ph =
∑
Y,α,β
gY,αβ(aˆ
†
Y + aˆY )cˆ
†
αcˆβ ,
Hˆph =
∑
Y
ωY aˆ
†
Y aˆY .
(A3)
Here, we assume Vαβ = Vβα and Vαα = 0. α and β
are composite indices consisting of the site-index, orbital-
index and spin-index, and Y is a composite index con-
sisting of the site-index and the phonon-band index. The
single-particle density matrix is defined as ρˆαβ = cˆ
†
β cˆα
and the phonon displacement is XˆY = aˆ
†
Y + aˆY .
The MF Hamiltonians for the electrons and phonons
become
HˆMFel (t) = Hˆkin + Hˆ
H(t) + HˆF(t) + HˆMF,elel−ph(t) + Hˆex(t),
HˆMFph (t) = Hˆph + Hˆ
MF,ph
el−ph (t), (A4)
with
HˆH(t) =
∑
α,β
Vαβραα(t)ρˆββ ,
HˆF(t) = −
∑
α,β
Vαβρβα(t)ρˆαβ ,
HˆMF,elel−ph(t) =
∑
Y,α,β
gY,αβXY (t)ρˆβα,
HˆMF,phel−ph (t) =
∑
Y,α,β
gY,αβXˆY ρβα(t).
(A5)
Now, we consider an excitation from a weak pulse
Hˆex(t) = δF
ex
α0β0
(t)cˆ†α0 cˆβ0 . Then, the response of cˆ
†
αcˆβ
to cˆ†α0 cˆβ0 is expressed as
χRβα;β0α0(t) ≡ −iθ(t)〈[ρˆβα(t), ρˆβ0α0(0)]〉. (A6)
With this, the response to Hˆex(t) becomes
δρβα(t) =
∫
d0 χRβα;β0α0(t− t0)δF exα0β0(t0). (A7)
Here, we use the notation
∫
d0 =
∑
α0β0
∫
dt0. On the
other hand, in the linear response regime, we can write
HˆMF,el(t) = HˆMF,eleq +
∑
α0β0
[
δFMF,elα0β0 (t) + δF
ex
α0β0(t)
]
ρˆβ0α0 ,
HˆMF,ph(t) = HˆMF,pheq +
∑
Y
δFMF,phY (t)XˆY , (A8)
with
δFMF,elα0β0 (t) =
∑
α2β2
Θelβ0α0;β2α2δρβ2α2(t) +
∑
Y
gY,α0β0δXY (t),
δFMF,phY (t) =
∑
α0β0
gY,α0β0δρβ0α0(t). (A9)
Here, HˆMF,eleq and Hˆ
MF,ph
eq indicate the equilibrium MF
Hamiltonians and δO indicates the deviation from the
equilibrium value of O. We furthermore introduced
Θelβ0α0;β2α2 = δα0β0δα2β2Vβ2β0 − δα0β2δβ0α2Vβ0α0 .
(A10)
Regarding Eq. (A9) as an extra external field to a free
system described by HˆMF,eleq and Hˆ
MF,ph
eq , we obtain
δρβα(t) =
∫
d0 χR0,βα;β0α0(t− t0)[δF exα0β0(t0) + δFMF,elα0β0 (t0)],
(A11a)
δXY (t) =
∫
dt0D
R
Y,0(t− t0)δFMF,phY (t), (A11b)
where χR0 is the susceptibility without updating the mean
fields and DRY,0(t) ≡ −iθ(t)〈[XˆY (t), XˆY (0)]〉Hˆph . Here,
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〈· · · 〉Hˆ denotes the thermal ensemble with respect to the
Hamiltonian Hˆ.
Using Eq. (A9), we express Eq. (A11a) in terms of
δF exα0β0(t0), and compare the results with Eq. (A7). Thus,
we obtain
χRβα;β0α0(t− t0) = χR0,βα;β0α0(t− t0)
+
∫
d2 d3 χR0,βα;β3α3(t− t3)Θβ3α3;β2α2(t3 − t2)
× χRβ2α2;β0α0(t2 − t0) (A12)
with Θβ3α3;β2α2(t3 − t2) = Θelβ3α3;β2α2δ(t3 − t2) +
Θphβ3α3;β2α2(t3 − t2) and
Θphβ3α3;β2α2(t3 − t2) =
∑
Y
gY,α3β3D
R
Y,0(t3 − t2)gY,α2β2 .
(A13)
We can simplify the expression by i) rewriting the re-
sponse function, ii) assuming translational invariance of
the Hamiltonian and the equilibrium state and iii) con-
sidering Holstein-type phonons. In the following, we as-
sume that α (β) consist of a site index “i” (“j”) and the
rest “a” (“b”), which represents orbitals and/or spins,
and that Y consists of a site index “m” and the band
index “ν”. We also assume a Holstein-type coupling,
g(m,ν),(i,a)(j,b) = gm,abδm,iδi,j and ω(m,ν) = ων . First, we
rewrite the response function as
χRb1a1l1;b0a0l0(t; i1, i0) ≡ χR(i1+l1,b1),(i1,a1);(i0+l0,b0)(i0,a0)(t).
(A14)
We also do the same rewriting for Θˆ. From ii) and
iii) above, χRb1a1l1;b0a0l0(t; i1, i0) = χ
R
b1a1l1;b0a0l0
(t; i1 −
i0) and Θb1a1l1;b0a0l0(t; i1, i0) = Θb1a1l1;b0a0l0(t; i1 −
i0). We then introduce the Fourier transformation as
χRb1a1l1;b0a0l0(ω; q) ≡
∑
i
∫
dt χRb1a1l1;b0a0l0(t; i)e
iωt−iq·ri .
Regarding χ and Θ as a matrix whose index is (b, a, l),
we can write Eq. (A12) as
χR(ω; q) = χR0 (ω; q) + χ
R
0 (ω; q)Θ(ω; q)χ
R(ω; q), (A15)
where Θ = Θel + Θph and
Θelb3a3l3;b2a2l2(ω; q) =δa3,b3δl3,0δa2,b2δl2,0Va3,a2(q)
− δa3,b2δb3,a2δl3,−l2eiq·rl3Vb3,a3(l3).
Θphb3a3l3;b2a2l2(ω; q) =δl3,0δl2,0
∑
ν
gν,a3b3D
R
ν (ω)gν,a2b2 .
(A16)
Now the remaining question is the expression of χR0 .
Using the Wick theorem we obtain
χR0,b1a1l1;b0a0l0(t; q) = −iθ(t)
1
N
∑
k
ei(k−q)·rl0 eik·rl1
×
{
g<0,b0a1(−t; k− q)g>0,b1a0(t; k)
− g>0,b0a1(−t; k− q)g<0,b1a0(t; k)
}
. (A17)
Here, g< and g> are the lesser and greater Green’s func-
tion of the MF theory in equilibrium. They can be writ-
ten in the following form using the eigenenergies Ec(k)
of HˆMF,eleq with c an index of the eigenstates
g<0,ba(t; k) = i〈cˆ†k,a(0)cˆk,b(t)〉HˆMFel,eq
= i
∑
c
W cba(k)e
−iEc(k)tf(Ec(k), T ),
g>0,ba(t; k) = −i〈cˆk,b(t)cˆ†k,a(0)〉HˆMFel,eq (A18)
= −i
∑
c
W cba(k)e
−iEc(k)t(1− f(Ec(k), T )).
Here, W cba(k) are some coefficients that satisfy the above
equations and they can be evaluated by expressing g0,ba
in terms of the Fermion operators that diagonalize HˆMFel,eq.
Using this we finally obtain
χR0,b1a1l1;b0a0l0(ω; q) =
1
N
∑
k
∑
c1,c2
ei(k−q)·rl0 eik·rl1
×W c1b0a1(k− q)W c2b1a0(k)
f(Ec1(k− q), T )− f(Ec2(k), T )
ω + 0+ − (Ec2(k)− Ec1(k− q))
.
(A19)
Let us comment on a technically important point to
solve Eq. (A15). In Eq. (A15), the summation over the
site index l runs over the whole system. However, in
Eq. (A16), Θ is zero if V (rl3) is zero and (l3, l2) 6= (0, 0).
We can use this fact to further simplify Eq. (A15). To
see this, we first introduce a T-matrix as
T ≡ Θ + Θχ0Θ + Θχ0Θχ0Θ + · · ·
= Θ + ΘχΘ. (A20)
With this matrix,
χR = χR0 + χ
R
0 Tχ
R
0 . (A21)
Then, we also introduce a set of ”l” as Λ ≡
{l | at least one component of V (rl) is not zero, or rl =
0}. Then Θb3a3l3;b2a2l2(q) can be potentially finite only
when l3 ∈ Λ and l2 ∈ Λ. The T-matrix T also possesses
the same structure as Θ. Now, we introduce new matri-
ces, whose indices are (b, a, ξ) with ξ ∈ Λ, for χ0,χ, Θ
and T and express them as χ0,χ, Θ and T, respectively.
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(A is a sub-matrix of A.) Then, we obtain
T ≡ Θ + Θχ
0
Θ + Θχ
0
Θχ
0
Θ + · · ·
= Θ + ΘχΘ, (A22a)
χR = χR
0
+ χR
0
TχR
0
= χR
0
+ χR
0
ΘχR. (A22b)
Note that for the product of the matrix, the space index ξ
runs over Λ and not over the whole range, hence the com-
putational cost is reduced. This is particularly relevant
for the case of a local interaction, where Λ = {0}. In this
case, we can focus on χR0,b1a10;b0a00 and the corresponding
RPA expression becomes Eq. (20) (after properly redefin-
ing the susceptibility as Eq. (19)). In order to obtain the
full χR, we use Eq. (A21) since the components of T
other than T are zero,
χRb1a1l1;b0a0l0 = χ
R
0,b1a1l1;b0a0l0
+
∑
b2,a2,b3,a3
∑
l2,l3∈Λ
χR0,b1a1l1;b2a2l2Tb2a2l2;b3a3l3χ
R
0,b3a3l3;b0a0l0 .
(A23)
Finally, we note that the same strategy can be used to
obtain the expression for the renormalized Green’s func-
tions of phonons. To evaluate them, we consider Hˆex
proportional to the phonon displacement Xˆ and calcu-
late the evolution of the phonon displacement within the
tdMF. In addition, to go beyond the MF theory, the re-
sponse functions obtained here can be used to evaluate
the feedbacks from the collective motions to the single-
particle properties24.
Appendix B: Optical Conductivity
Here, we explain the derivation of Eq. (26) and
show the explicit expression of Eq. (27) in terms of
χR0,b1a1l1;b0a0l0(t; q). In the linear response regime, the
linear components of the external field in Eq. (24) can be
written as
Hˆlin(t) = −A(t) · Jˆ−E(t) · Pˆ. (B1)
In addition, in this regime, the intraband current is ex-
pressed as
Jintra(t) = 〈Jˆ(t)〉 − q2
∑
〈i,j〉,a
rijJa(rij)(rij ·A(t))ρja,ia,eq.
(B2)
With these equations and the fact that E(ω) = iωA(ω)
and Jinter(ω) = −iωP(ω) we obtain Eq. (26). The ex-
plicit expression for Eq. (27) becomes
[χRJJ(t)]αβ = −Nq2
∑
a1,a2
∑
l1,l2
(rl1)α(rl2)β
× Ja1(−rl1)Ja2(−rl2)χa1a1l1;a2a2l2(t; 0),
[χRJP (t)]αβ = −iNq2
∑
a1,a2
∑
l1
(rl1)α(da2)β
× Ja1(−rl1)χa1a1l1;a¯2a20(t; 0),
[χRPJ(t)]αβ = −iNq2
∑
a1,a2
∑
l2
(da1)α(rl2)β
× Ja2(−rl2)χa¯1a10;a2a2l2(t; 0),
[χRPP (t)]αβ = Nq
2
∑
a1,a2
(da1)α(da2)βχa¯1a10;a¯2a20(t; 0)
(B3)
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