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Abstract—Non-Orthogonal Multiple Access (NOMA) has po-
tentials to improve the performance of multi-beam satellite sys-
tems. The performance optimization in satellite-NOMA systems
can be different from that in terrestrial-NOMA systems, e.g., con-
sidering distinctive channel models, performance metrics, power
constraints, and limited flexibility in resource management. In
this paper, we adopt a metric, Offered Capacity to requested
Traffic Ratio (OCTR), to measure the requested-offered data
(or rate) mismatch in multi-beam satellite systems. In the
considered system, NOMA is applied to mitigate intra-beam
interference while precoding is implemented to reduce inter-beam
interference. We jointly optimize power, decoding orders, and
terminal-timeslot assignment to improve the max-min fairness of
OCTR. The problem is inherently difficult due to the presence of
combinatorial and non-convex aspects. We first fix the terminal-
timeslot assignment, and develop an optimal fast-convergence
algorithmic framework based on Perron-Frobenius theory (PF)
for the remaining joint power-allocation and decoding-order
optimization problem. Under this framework, we propose a
heuristic algorithm for the original problem, which iteratively
updates the terminal-timeslot assignment and improves the over-
all OCTR performance. Numerical results verify that max-min
OCTR is a suitable metric to address the mismatch issue, and
is able to improve the fairness among terminals. In average, the
proposed algorithm improves the max-min OCTR by 40.2% over
Orthogonal Multiple Access (OMA).
Index Terms—Non-orthogonal multiple access, multi-beam
satellite systems, offered capacity to requested traffic ratio,
resource optimization, max-min fairness.
I. INTRODUCTION
A
Multi-beam satellite system provides wireless service to
wide-range areas. On the one hand, traffic distribution
is typically asymmetric among beams [1]. On the other hand,
satellite capacity is restricted by practical aspects, e.g., payload
design, limited flexibility in resource management, and tended
to be fixed before launch [2]. The asymmetric traffic and
the predesigned capacity could result in mismatches between
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requested traffic and offered capacity [3], i.e., hot beams with
unmet traffic demand or cold beams with unused capacity
[4]. Both cases are undesirable for satellite operators, which
motivates the investigation of flexible resource allocation to
reduce the mismatches for future multi-beam satellite systems.
In terrestrial systems, Non-Orthogonal Multiple Access
(NOMA) has demonstrated its superiority, e.g., in throughput,
energy, fairness, etc., [5], [6], over Orthogonal Multiple Access
(OMA). By performing superposition coding at the transmitter
side, more than one terminal’s signal can be superimposed
with different levels of transmit power and broadcast to co-
channel allocated terminals. At the receiver side, Successive
Interference Cancellation (SIC) is performed. In this way,
NOMA is capable of alleviating co-channel interference, ac-
commodating more terminals, and improving spectrum effi-
ciency [6]. In satellite systems, NOMA has attracted early
studies, e.g., [7]–[16]. The authors in [7]–[11] analyzed the
applicability of integrating NOMA to satellite systems. In [7],
NOMA was applied in satellite-terrestrial integrated systems
to improve capacity and fairness. NOMA was considered in
multi-beam satellite systems in [8] and [9], where precoding,
power allocation, and user grouping schemes were studied to
maximize the capacity. The authors in [10] investigated capac-
ity improvement by the technique of multi-user detection for
non-orthogonal transmission in multi-beam satellite systems.
In [11], the authors provided an overview for applying power-
domain NOMA to satellite networks.
In the literature, resource optimization for NOMA-enabled
multi-beam satellite systems is studied to a limited extent. For
instance, in [12] and [13], user pairing, precoding design, and
power allocation were investigated for NOMA-based satellite-
terrestrial integrated systems, where the satellite is functioned
as a supplemental component. In both works, NOMA was
implemented in the terrestrial part whereas OMA was adopted
in the satellite part. The authors in [14] proposed a NOMA
scheme at the beam level, via the cooperation of neighboring
beams to improve the capacity. For mathematical analysis, the
authors in [15] studied the outage performance of NOMA-
based satellite-terrestrial integrated systems. The above works
commonly adopted general metrics, e.g., capacity, fairness,
and outage probability. Nevertheless, the metrics capturing
the matches between requested traffic and offered capacity,
have not been fully discussed yet. The authors in [16] studied
power optimization for NOMA-based multi-beam satellite
2systems, with adopting a predefined and fixed decoding order,
thus simplifying the power allocation. In practical scenarios,
decoding orders may change when other beams’ power is
adjusted [17]. Therefore, it is important to optimize decod-
ing orders for multi-beam satellite-NOMA systems since an
inappropriate decoding order can result in unsuccessful SIC
and thus performance degradation. In this paper, we consider
a full frequency reuse system, where inter-beam interference
is mitigated via precoding while NOMA is applied to reduce
intra-beam interference within a beam.
In general, resource allocation schemes for terrestrial multi-
antenna NOMA systems may not be directly applied to multi-
beam satellite systems [2], [9]. For instance, terminals with
highly correlated channels and large channel gain difference
are favorable to be grouped to mitigate inter-beam and intra-
beam interference by precoding and NOMA, respectively
[18]–[20]. Such desired terminal groups or pairs can be
observed in terrestrial-NOMA systems but might not be easily
obtained in satellite scenarios. In addition, channel models,
payload design, and on-board limitations could render resource
optimization in satellite-NOMA systems more challenging
than terrestrial-NOMA systems [21].
In our previous work [22], we focus on power allocation
in multi-beam satellite-NOMA systems, and develop a heuris-
tic power-tune algorithm, without convergence guarantee, to
improve the performance of Offered Capacity to requested
Traffic Ratio (OCTR). In comparison, the major improvement
of this paper is that, first, we jointly optimize power, decoding
orders, and terminal-timeslot assignment, which brings more
performance gain of OCTR but is much more challenging than
the addressed problem in [22]. Second, we augment the power-
tune solution by deriving theoretical results such that fast
convergence can be guaranteed. Third, we provide a complete
algorithmic solution for the considered joint optimization
problem, instead of only power solution in [22]. The main
contributions are summarized as follows:
• We formulate a max-min resource allocation problem to
jointly optimize power allocation, decoding orders, and
terminal-timeslot assignment, such that the lowest OCTR
among terminals can be maximized. The problem falls
into the domain of combinatorial non-convex program-
ming.
• Power optimization in NOMA-based multi-beam/cell sys-
tems typically encounters the issues of undetermined
optimal decoding order, and undetermined rate-function
expressions. In this work, based on the derived theoretical
analysis, we circumvent these difficulties and provide a
simple approach to tackle the above issues.
• By fixing the terminal-timeslot assignment, we propose
a Perron-Frobenius theory (PF) based approach to solve
the remaining problem, i.e., Jointly Optimizing Power
allocation and Decoding orders (JOPD). The approach is
proven with guaranteed fast convergence to the optimum.
The fixed terminal-timeslot assignment is determined by
grouping the terminals with Maximum Channel Correla-
tion (MaxCC).
• Under the framework of JOPD, we develop a heuristic
algorithm to Jointly Optimizing Power allocation, Decod-
ing orders, and Terminal-timeslot scheduling (JOPDT),
which iteratively updates terminal-timeslot assignment,
precoding vectors, and improves the overall OCTR per-
formance.
• The numerical results, firstly, verify the fast convergence
of JOPD. Secondly, we show the OCTR performance
gain of NOMA over OMA in two NOMA-based schemes,
i.e., JOPD+MaxCC (with lower complexity) and JOPDT
(with higher complexity). Lastly, the results show that the
max-min OCTR can be an appropriate metric to address
the mismatch issue and enhance terminals’ fairness.
The remainder of the paper is organized as follows: Section
II introduces the system model of NOMA-enabled multi-beam
satellite systems. The max-min optimization problem is formu-
lated and the challenges of the problem solving are discussed
in Section III. We propose a PF-based algorithmic framework,
JOPD, to solve the problem with the fixed terminal-timeslot
scheduling in Section IV, where the convergence and optimal-
ity of JOPD are analyzed. Besides, we discuss the strategies of
assigning each timeslot to terminals. In Section V, the heuristic
algorithm JOPDT is put forward to solve the original problem.
The simulation settings are displayed and the numerical results
are analyzed in Section VI. Section VII concludes the paper.
The notations in this paper are as follows: The operators
[·]T and [·]H denote the transpose and conjugate transpose
operator, respectively. | · | represents the cardinality of a set
or the absolute value. ‖ · ‖ denotes the Euclidean norm of a
vector. [·]i,j represents the element in the i-th row and the j-th
column of a matrix.
II. SYSTEM MODEL
A. A Multi-Beam Satellite System
We consider forward-link transmission in a multi-beam
satellite system, where a Geostationary Earth Orbit (GEO)
satellite is equipped with an array-fed reflector antenna to
generate B spot beams. We denote B = {1, . . . , B} as the
set of the beams. One feed per beam is implemented in the
system and the index of a feed is assumed to be consistent with
that of the beam it serves. Let Ub be the set of all the terminals
located within the service area of the b-th beam. Time Division
Multiple Access (TDMA) mode is applied in the system.
We focus on resource allocation during a scheduling period
consisting of C timeslots. Let C = {1, . . . , C} be the set
of the timeslots. For each scheduling period, Kb terminals
are selected for transmission. Denote Kb = {1, . . . ,Kb} as
the set of the selected terminals in beam b, where Kb ⊆ Ub.
The satellite provides Fixed Satellite Services (FSS) to ground
terminals, where the channel gains vary over scheduling
periods but keep static during a scheduling period. Define
hbk = [h
1
bk, . . . , h
i
bk, . . . , h
B
bk]
T ∈ CB×1 as the channel vector
of the k-th terminal in beam b at timeslot c. The i-th element
of the vector, hibk, denotes the channel coefficient from the i-th
feed to the k-th terminal in beam b, where i ∈ B. The channel
coefficient can be expressed as hibk = G
Sat
ibkLbkG
Rx
bk , where
GSatibk is the transmit antenna gain corresponding to the off-axis
angle between the beam center and the terminal. Lbk is the
free-space propagation loss from the satellite to the terminal.
3GRxbk is the receiver antenna gain. By introducing NOMA and
precoding to mitigate interference, 1-color frequency-reuse
pattern is adopted in this work. In terms of payload, the
on-board payload is equipped with the module of Multi-Port
Amplifier (MPA) such that power can be flexibly distributed
across different beams.
B. Precoding and NOMA
To alleviate inter-beam interference, we adopt a linear pre-
coding scheme, Minimum Mean Square Error (MMSE), which
is considered with high efficiency and low computational com-
plexity [8]. Denote wbc = [w
1
bc, . . . , w
i
bc, . . . , w
B
bc]
T ∈ CB×1
as the precoding vector for the b-th beam at timeslot c. The i-th
element of the vector, wibc, represents the precoding coefficient
of the i-th feed for the b-th beam, where i ∈ B. The received
signal can be expressed as:
ybkc =h
H
bkwbc
√
pbkcsbkc︸ ︷︷ ︸
desired signal
+
∑
l∈Kb\{k}
hHbkwbc
√
pblcsblc
︸ ︷︷ ︸
intra-beam interference
+
∑
b
′∈B\{b}
∑
j∈K
b
′
hHbkwb′c
√
pb′jcsb′ jc
︸ ︷︷ ︸
inter-beam interference
+nbkc︸︷︷︸
noise
, (1)
where sbkc, pbkc, and nbkc ∼ CN (0, σ2) are the signal with
unit power, power scaling factor, and the complex circular
symmetric independent identically distributed Additive White
Gaussian Noise (AWGN) with zero mean and variance σ2,
respectively. The transmit power of the b-th beam (or feed)
is ρbc
∑
k∈Kb
pbkc, ∀c ∈ C, where ρbc = [
∑
i∈Bwicw
H
ic ]b,b
denotes the power radiated by the b-th feed for precoding [23].
To implement MMSE, we construct H ∈ CB×B as the
channel matrix, where the b-th row represents the channel vec-
tor of the terminal with maxk∈Kb ‖hbk‖ [20]. The precoding
matrix reads,
W = βHH(HHH + σ2IB)
−1, (2)
where IB is the identity matrix with the dimension B by B.
β is a scaling factor to normalize the precoding matrix as
[WWH ]b,b ≤ 1, ∀b ∈ B. The scaling factor can be determined
as β2 = 1max{diag((HHH)−1)} . Note that the regularization
factor before I is fixed to σ2 in this paper.
Within a beam, NOMA is applied to mitigate intra-beam
interference among terminals. We use φbklc ∈ {0, 1} to
indicate decoding orders, where k 6= l. If terminal k is able
to decode and remove the signals of l before decoding its
own signals, φbklc = 0, otherwise, φbklc = 1. The Signal-to-
Interference-plus-Noise Ratio (SINR) γbkc is expressed as in
(3).
γbkc =
|hHbkwbc|2pbkc∑
l∈Kb\{k}
φbklc|hHbkwbc|2pblc +
∑
b
′∈B\{b}
|hHbkwb′c|2
∑
j∈K
b
′
pb′ jc+ σ
2
.
(3)
According to a widely-adopted approach for determining
decoding orders [6], [17], [18], [22], [24], the SIC decoding
order is the descending order of the ratio between channel gain
and inter-beam interference plus noise. The ratio of terminal
k in beam b at timeslot c is denoted by,
gbkc =
|hHbkwbc|2∑
b
′∈B\{b}
|hHbkwb′c|2
∑
j∈K
b
′
pb′ jc + σ
2
. (4)
To ease the presentation, we assume the decoding order is
consistent with the terminal index, i.e., gb1c ≥ gb2c ≥ · · · ≥
gbKbc, unless otherwise stated.
The throughput of terminal k in beam b at timeslot c is,
Rbkc = BW log(1 + γbkc), (5)
whereBW is the bandwidth that is occupied. Hence the offered
capacity of that terminal is derived as,
Rbk =
∑
c∈C
Rbkc. (6)
III. PROBLEM FORMULATION
We formulate a max-min fairness problem to improve the
OCTR performance by power, decoding-order, and terminal-
timeslot optimization. We define the variables and formulate
the max-min fairness problem P0 as follows:
pbkc ≥ 0, allocated power for terminal k in beam b
at timeslot c,
φbklc =


0, in beam b, terminal k is able to decode the
signals of l at timeslot c,
1, otherwise,
αbkc =


1, terminal k in beam b is scheduled to time-
slot c,
0, otherwise,
P0 : max
pbkc,φbklc,αbkc
min
b∈B,k∈Kb
Rbk
Dbk
(7a)
s.t.
∑
b∈B
ρbc
∑
k∈Kb
pbkc ≤ Ptot, ∀c ∈ C, (7b)
ρbc
∑
k∈Kb
pbkc ≤ Pb,max, ∀b ∈ B, ∀c ∈ C, (7c)
ρbc
∑
k∈Kb
pbkc = ρbc′
∑
k∈Kb
pbkc′ ,
∀b ∈ B, ∀c, c′ ∈ C, c 6= c′ , (7d)∑
k∈Kb
αbkc ≤ K¯, ∀b ∈ B, ∀c ∈ C, (7e)
∑
c∈C
αbkc = 1, ∀b ∈ B, ∀k ∈ Kb, (7f)
pbkc ≤ Pˆαbkc, ∀b ∈ B, ∀c ∈ C, ∀k ∈ Kb, (7g)
gblc − gbkc ≤ Aφbklc,
∀b ∈ B, ∀c ∈ C, ∀k, l ∈ Kb, k 6= l, (7h)
φbklc + φblkc = 1,
∀b ∈ B, ∀c ∈ C, ∀k, l ∈ Kb, k 6= l. (7i)
In the objective, we focus on the OCTR improvement and
fairness enhancement at the terminal level [25]. The OCTR
metric for terminal k in beam b is defined as Rbk
Dbk
, where Rbk
4and Dbk are the offered capacity and requested traffic demand,
respectively. The optimization task is to maximize the worst
OCTR among terminals in Kb, such that the mismatch and
the fairness issues can be addressed. In (7b), the total power
is less than a budget Ptot, due to the limited on-board power
supply. Constraints (7c) state that the allocated power for each
beam should be restricted by the power constraint, Pb,max.
Constraints (7d) denote that, the power allocated to each beam
is identical across timeslots, considering the practical issues
in waveform design, dynamic range of the signal, and non-
linearities of the amplifier [2], [21], [26]. For each beam,
the number of terminals simultaneously accessing the same
timeslot is no more than K¯ in (7e). In (7f), each terminal
is limited to be scheduled once during a scheduling period
to avoid imbalanced timeslot assignment among terminals,
which is important for serving a large number of terminals.
Constraints (7g) connect two sets of variables, pbkc and αbkc,
where Pˆ is no smaller than the maximal pbkc, e.g., Pˆ = Ptot.
If αbkc = 0, pbkc is zero. If αbkc = 1, Pˆ ≥ pbkc > 0 since
the option αbkc = 1 and pbkc = 0 is clearly not optimal,
thus will be excluded from the optimum. Constraints (7h) and
(7i) confine variables φbklc to perform SIC by the descending
order defined in (4), where A is no smaller than the maximum
value of gbkc. In (7h), if gblc > gbkc, φbklc = 1, otherwise,
φbklc = 0. Constraints (7i) indicate that only one decoding
order exists for each timeslot, e.g., either k decoding l, or l
decoding k.
P0 is a Mixed-Integer Non-Convex Programming (MINCP)
due to the binary variables, αbkc and φbklc, and the non-
convexity of Rbkc. Solving MINCP is in general challenging.
A typical way to address a max-min problem is to check
whether it can be reformulated as a Monotonic Constrained
Max-min Utility (MCMU) problem, where the objective func-
tions and constraints are Competitive Utility Functions (CUFs)
and Monotonic Constraints (MCs), respectively [27]. If yes, PF
can be applied with fast convergence. The general MCMU is
expressed as:
PPF : max
Q
min
j=1,...,J
fj(Q) (8a)
s.t. Fm(Q) ≤ F¯m,m = 1, . . . ,M. (8b)
In PPF , Q = [Q1, . . . , Qj, . . . , QJ ] is the vector collecting
all the Q-variables. fj(Q) represents the objective function.
Fm(Q) and F¯m are the constraint functions and upper-bound
parameters, respectively. The properties of CUF and MC are
presented in Definition 1 and Definition 2, respectively.
Definition 1. The objective function fj(Q) in PPF is CUF
if the following properties are satisfied:
• Positivity: fj(Q) > 0 if Q ≻ 0; fj(Q) = 0 if and only
if Q = 0.
• Competitiveness: fj(Q) strictly monotonically increases
in Qj but decreases in Qj′ , where j
′ 6= j.
• Directional Monotonicity: For ζ > 1 and Q ≻ 0,
fj(ζQ) > fj(Q).
Definition 2. The constraints, Fm(Q) ≤ F¯m, ∀m =
1, . . . ,M , are MCs if the following properties are satisfied:
• Strict Monotonicity: Fm(Q1) > Fm(Q2) if Q1 ≻ Q2,
∀m.
• Validity: If Q ≻ 0, ∃ζ > 0 such that Fm(ζQ) ≥ F¯m for
some m.
MCMU and PF may not be directly applied to solve P0 due
to the following reasons:
• The solutions for MCMU (e.g., [27]–[29]) are derived for
a specific scenario, e.g., one terminal per cell or per beam.
When the scenario of multiple users per beam, along with
undetermined decoding orders and binary variables, is
considered in this paper, the satisfiability of Definition
1 and Definition 2 no longer holds for original P0.
• In P0, determining decoding orders is coupled with beam
power allocation. Optimizing beam power could result in
changes of decoding orders. As a consequence, the func-
tion of Rbk in P0 becomes undetermined (corresponding
to the objective function in PPF ), which is an obstacle
in analyzing the applicability of MCMU and PF.
• Precoding vectors are decided based on the terminal-
timeslot assignment. The coupling between precoding
vectors and terminal-timeslot assignment could result in
undetermined |hbkwbc|2 in the objective function (7a)
while optimizing αbkc.
To solve P0, the following issues should be tackled. First,
the applicability of MCMU and PF for different special cases
of P0 should be analyzed. Second, the challenges to deal
with the combinatorial and non-convex components in P0
need to be addressed. Towards these ends, we first discuss the
optimization of power allocation and decoding orders with the
fixed terminal-timeslot assignment. Then we focus on solving
the whole joint optimization problem.
IV. OPTIMAL JOINT OPTIMIZATION OF POWER
ALLOCATION AND DECODING ORDERS
With fixed αbkc in P0, we formulate the remaining power
and decoding-order optimization problem in P1.
P1 : max
pbkc>0,φbklc
min
b∈B,k∈Kb
Rbk
Dbk
(9a)
s.t. (7b), (7c), (7d), (7h), (7i). (9b)
Note that prior to optimization, we have pre-processed pbkc
according to the fixed variables αbkc. That is, only positive
p-variables, i.e., pbkc > 0 (resulted by αbkc = 1), retain in P1
and to be optimized. P1 is complicated due to the coupled
power and decoding-order optimization. From P1, we can
observe that if the decoding orders can be determined by tem-
porarily fixing the beam power, the remaining power allocation
problem resembles PPF . This enables us to take advantages of
the PF method in fast convergence and optimality guarantee. In
this section, we first discuss the strategy of fixing the terminal-
timeslot assignment. Next, we discuss the solution of P1, and
the applicability of MCMU and PF.
A. Terminal-Timeslot Scheduling
Terminal-timeslot scheduling or terminal grouping is signif-
icant for NOMA and precoding. In the literature, the grouping
strategies are either optimal or suboptimal. The former is
to find the optimal terminal groups but with prohibitively
5computational complexity, e.g., an optimal scheme for joint
precoding and terminal-subcarrier assignment in [30]. For the
latter, some heuristic approaches are developed for terrestrial-
NOMA systems but might not be directly applied to satellite
NOMA. For example, the strategy of grouping terminals with
highly correlated channels and large channel gain difference is
widely used in terrestrial-NOMA systems [18]–[20]. However,
in satellite systems, neighboring terminals may have highly
correlated channels but small channel gain difference [9],
whereas terminals far away from each other may have non-
correlated channels.
Considering the trade-off between interference reduction
and computational complexity, we apply MaxCC strategy to
select terminals with the largest correlation [23]. The reasoning
behind this strategy is that the precoder should be able to
mitigate inter-beam interference more effectively whenever the
terminals grouped with the same beam have highly corre-
lated channel vectors. The procedure is summarized in the
following. In a timeslot, we select one terminal, say k
′
,
randomly from Ub. Then we calculate its correlation factors
(or cosine similarity metric) with all the other terminals, i.e.,
θ =
|hH
bk
′hbj |
‖h
bk
′ ‖‖hbj‖
[8], where j ∈ Ub \ {k′}. The terminal with
the largest θ is scheduled with k
′
to the same timeslot. The
selected terminals are deleted from Ub and added to Kb. The
above procedure is performed for each timeslot one by one
until all the timeslots are processed or Ub becomes empty.
B. Terminal Power Optimization with Fixed Beam Power
We defineP = [P1, . . . , Pb, . . . , PB] as the vector collecting
all the beam power. With fixed αbkc and temporarily fixed P,
the terminal power allocation is independent among beams.
Thus P1 can be decomposed to B subproblems. The b-th sub-
problem, P1(b), corresponds to the terminal power optimiza-
tion in beam b. Let P¯b collect all the beam power except the
b-th beam’s power, i.e., P¯b = [P1, . . . , Pb−1, Pb+1, . . . , PB].
In (4), gbkc can be considered as a function of P¯b, which is
defined as,
gbkc = fˆbkc(P¯b). (10)
The decoding order variables φbklc are determined when P is
fixed. Thus, constraints (7h) and (7i) do not apply in P1(b).
P1(b) :max
pbkc
min
k∈Kb
Rbk
Dbk
(11a)
s.t. ρbc
∑
k∈Kb
pbkc = Pb, ∀c ∈ C, (11b)
where (7d) is equivalently converted to (11b) and denotes that
the sum of terminals’ power in each beam across timeslots is
equal to the beam power. By introducing an auxiliary variable
tb, P1(b) can be equivalently transformed to a maximization
problem:
P1(b) : max
pbkc,tb
tb (12a)
s.t. (11b), (12b)
tbDbk −Rbk ≤ 0, ∀k ∈ Kb. (12c)
To better reveal the convexity of P1(b), we express pbkc by a
function of Rbkc based on (5) [17]. Then the power variables
pb1c, . . . , pbKbc read:
pb1c =
e
Rb1c
BW − 1
gb1c
,
pb2c =
e
Rb2c
BW − 1
gb2c
(gb2cpb1c + 1),
...
pbKbc =
e
RbKbc
BW − 1
gbKbc

gbKbc Kb−1∑
j=1
pbjc + 1

 . (13)
The constraints in (11b) can be equivalently written as:
Kb∑
k=1
(
1
gbkc
− 1
gb(k−1)c
)
e
∑
j≥k
Rbjc
BW − 1
gbKbc
=
Pb
ρbc
, ∀c ∈ C,
(14)
where 1
gb0c
= 0. Then P1(b) is equivalently converted to P2(b)
by treating Rbkc as variables:
P2(b) : max
Rbkc,tb
tb (15a)
s.t. (14), (12c). (15b)
Note that constraints (14) are not affine. We further relax the
equality constraints in (14) to inequality in (16), leading to a
convex exponential-cone format,
Kb∑
k=1
(
1
gbkc
− 1
gb(k−1)c
)
e
∑
j≥k
Rbjc
BW − 1
gbKbc
≤ Pb
ρbc
, ∀c ∈ C.
(16)
We then conclude the equivalence between (14) and (16) at the
optimum, thus concluding the convexity of P2(b) and P1(b).
Proposition 1. The optimum of P2(b), i.e., t∗b , which is
located on timeslot c∗, can be obtained by the following
equation:
Kb∑
k=1
(
1
gbkc∗
− 1
gb(k−1)c∗
)
e
∑
j≥k
t∗
b
Dbj
BW − 1
gbKbc∗
=
Pb
ρbc∗
. (17)
Proof. We can obtain the optimum of the relaxed problem
based on Karush-Kuhn-Tucker (KKT) conditions. The corre-
sponding Lagrangian dual function is:
L(Rbkc, tb;λc, µk) = −tb
+
∑
c∈C
λc
(
Kb∑
k=1
(
1
gbkc
− 1
gb(k−1)c
)
e
∑
j≥k
Rbjc
BW − 1
gbKbc
− Pb
ρbc
)
+
Kb∑
k=1
µk(tDbk −Rbk), (18)
where λc ≥ 0 and µk ≥ 0 are Lagrangian multipliers for
constraints (14) and (12c), respectively. The KKT conditions
can be derived as
∂L
∂Rbkc
= λc
k∑
n=1
(
1
gbnc
− 1
gb(n−1)c
)
e
∑
j≥n
Rbjc
BW − µk = 0,
∀c ∈ C, k ∈ Kb, (19a)
6∂L
∂t
= −1 +
Kb∑
k=1
µkDbk = 0, (19b)
λc
(
Kb∑
k=1
(
1
gbkc
− 1
gb(k−1)c
)
e
∑
j≥k
Rbjc
BW − 1
gbKbc
− Pb
ρbc
)
= 0,
∀c ∈ C, (19c)
µk(tbDbk −Rbk) = 0, ∀k ∈ Kb. (19d)
At the optimum of P1(b), at least one constraint in (12c), say
the k∗-th constraint/terminal, will be active, i.e., the equality
holds, whereas the others keep inequalities [31]. The optimal
value t∗b is then achieved at the equality t
∗
bDbk∗ − Rbk∗ = 0
[29], [31]. In (19d), for the inequality terms t∗bDbk−Rbk < 0,
the corresponding µk must be zero, while for the equality term
t∗bDbk∗−Rbk∗ = 0, µk∗ > 0 instead of zero since (19b) cannot
hold for all-zero µk. Hence, the optimal t
∗
b is associated with
positive µ∗k. The positive µ
∗
k in (19a) results in positive λc
which leads to
∑Kb
k=1(
1
gbkc
− 1
gb(k−1)c
)e
∑
j≥k
Rbjc
BW − 1
gbKbc
−
Pb
ρbc
= 0 in (19c). Thus the conclusion.
Proposition 1 establishes the equivalence between (14) and
(16) at the optimum. The convexity of P1(b) and P2(b) is
concluded. We define a function t∗b = fb(P) in an inexplicit
way in (17) by moving t∗b to the left side of the equality and
the remaining to the right, where fb(P) denotes the function
of the optimal OCTR of the b-th beam when beam power is
P.
C. Beam Power Optimization
Given P, the optimal power allocation among terminals can
be obtained from KKT conditions. Next, we optimize the beam
power allocation. The problem is formulated in P3,
P3 : max
P
min
b∈B
fb(P) (20a)
s.t.
∑
b∈B
Pb ≤ Ptot, (20b)
Pb ≤ Pb,max, ∀b ∈ B, (20c)
where the objective fb(P) is the function of the optimal OCTR
of the b-th beam with P and can be equivalently converted
from (17). The expression of fb(P) depends on P and the
decoding order. Next, we prove P3 is an MCMU. Constraints
(20b) and (20c) are linear, which satisfy the MC conditions.
The CUF conditions of fb(P) are analyzed in Lemma 1 and
Lemma 2.
Lemma 1. The objective function fb(P) in P3 is a CUF
for any decoding orders.
Proof. Given any P and the corresponding decoding order,
according to Definition 1, we check the three conditions for
fb(P), ∀b ∈ B.
Positivity: Rewrite (17) equivalently as:
Kb−1∑
k=1
1
gbkc∗
e
∑
j>k
t∗
b
Dbj
BW
(e
t∗
b
Dbk
BW − 1)
+
1
gbKbc∗
(e
t∗
b
DbKb
BW − 1) = Pb
ρbc∗
. (21)
The right-hand side is positive, then the term e
t∗
b
Dbk
BW − 1 in
the left-hand side has to keep positive. Hence t∗b is positive.
Competitiveness: By deriving the partial derivatives of
fb(P), i.e.,
∂fb
∂Pb
and ∂fb
∂P
b
′
in (22) and (23), respectively, we
observe ∂fb
∂Pb
> 0 and ∂fb
∂P
b
′
< 0, which means that fb(P)
monotonically increases with beam b’s power Pb but decreases
with any other beam’s power Pb′ .
Directional Monotonicity: Let ζ > 1. We assume fb(ζP) =
τ1 and fb(P) = τ2. From equation (17), τ1 can be derived by
the following equation:
Kb−1∑
k=1
1
fˆbkc∗(ζP¯b)
e
∑
j>k
τ1Dbj
BW
(e
τ1Dbk
BW − 1)
+
1
fˆbKbc∗(ζP¯b)
(e
τ1DbKb
BW − 1)− ζPb
ρbc∗
= 0. (24)
By substituting fb(P) = τ2 into (17), both sides of the
equation multiply ζ, i.e.,
Kb−1∑
k=1
ζ
fˆbkc∗(P¯b)
e
∑
j>k
τ2Dbj
BW
(e
τ2Dbk
BW − 1)
+
ζ
fˆbKbc∗(P¯b)
(e
τ2DbKb
BW − 1)− ζPb
ρbc∗
= 0. (25)
Based on the equation in (4), we can derive 1
fˆbkc∗ (ζP¯)
<
ζ
fˆbkc∗ (P¯)
by:
1
fˆbkc∗(ζP¯)
=
∑
b
′ 6=b |hHbkwb′c∗ |2ζ
P
b
′
ρ
b
′
c∗
+ σ2
|hHbkwbc∗ |2
< ζ
∑
b
′ 6=b |hHbkwb′c∗ |2
P
b
′
ρ
b
′
c∗
+ σ2
|hHbkwbc∗ |2
=
ζ
fˆbkc∗(P¯b)
.
(26)
Based on (26), the terms 1
fˆbkc∗ (ζP¯)
and 1
fˆbKbc
∗(ζP¯)
in (24) are
smaller than ζ
fˆbkc∗ (P¯b)
and ζ
fˆbKbc
∗ (P¯b)
in (25), respectively.
Hence, the equalities in (24) and (25) cannot hold under both
cases τ1 = τ2 and τ1 < τ2. Thus τ1 > τ2 and fb(ζP) >
fb(P).
Based on Lemma 1, we can develop PF-based algorithms
to converge if the decoding order remains under the power ad-
justment. However, the expressions of fb(P) typically change
since the adjustment of P can result in new decoding orders.
As a consequence, it is not straightforward to observe the
satisfiability of CUF and the convergence when fb(P) varies.
Next, we conclude that the objective function in P3 is a CUF
even if the decoding order changes.
Lemma 2. fb(P) in P3 remains a CUF even if the decoding
order changes.
Proof. Positivity: The positivity of fb(P) holds whether the
decoding order changes or not according to (21).
Competitiveness: The decoding order in beam b depends on
P¯b. Given any two terminals k and k
′
in beam b, suppose
that in beam b
′
, there exist Pb′ and δ such that Pb′ leads to
gbkc = gbk′c; setting Pb′ − δ results in terminal k decoding
7∂fb
∂Pb
=
1∑Kb
k=1
(
1
gbkc∗
− 1
gb(k−1)c∗
)
e
∑
j≥k
t∗
b
Dbj
BW
∑
j≥k
Dbj
BW
, (22)
∂fb
∂Pb′
= −
∑Kb−1
k=1
|hHbkwb′ c∗ |
2
|hH
bk
wbc∗ |2ρbc∗
e
∑
j>k
t∗
b
Dbj
BW
(
e
t∗
b
Dbk
BW − 1
)
+
|hHbKb
w
b
′
c∗
|2
|hH
bKb
wbc∗ |2ρbc∗
(
e
t∗
b
DbKb
BW − 1
)
∑Kb
k=1
(
1
gbkc∗
− 1
gb(k−1)c∗
)
e
∑
j≥k
t∗
b
Dbj
BW
∑
j≥k
Dbj
BW
. (23)
Algorithm 1 JOPD
Input:
Initial beam power: P(0),
Iteration index: n = 0.
1: repeat
2: Update and sort gbkc with P
(n).
3: Determine decoding order φbklc based on the descend-
ing order of gbkc.
4: Calculate t
∗(n)
b = fb(P
(n)), ∀b ∈ B, by (17).
5: Update P by Pb =
P
(n)
b
t
∗(n)
b
, ∀b ∈ B.
6: Calculate ǫ = max
{
Pb
Pb,max
, ∀b ∈ B;∑b∈B PbPtot}.
7: Update P(n+1) = P
ǫ
, n = n+ 1.
8: until convergence
9: Calculate pbkc based on P
(n).
Output:
t∗b , pbkc.
k
′
(gbkc > gbk′c); and Pb′ + δ changes the decoding order to
k
′
decoding k (gbkc < gbk′c). fb(P) is competitive when the
decoding order stays unchanged. When gbkc = gbk′c, fb(P)
remains the same under both decoding orders. Thus fb(P) is
continuous, indicating that fb(P) monotonically decreases in
Pb′ even if the decoding order changes. The competitiveness
is concluded.
Directional monotonicity: Assume that the decoding order
changes from k decoding k
′
to k
′
decoding k as the beam
power increases from P to ζP, where ζ > 1. There exists ζ0,
where 1 < ζ0 < ζ, such that ζ0P corresponds to gbkc = gbk′c.
As proven in Lemma 1, fb(P) < fb(ζ0P) and fb(ζ0P) <
fb(ζP). Thus fb(P) < fb(ζP).
Based on Lemma 1 and Lemma 2, the objective function
fb(P) in P3 is a CUF. Constraints (20b) and (20c) are linear
and thus satisfy the MC conditions, which concludes P3 is an
MCMU.
D. A Fast-Convergence Approach Based on PF for Joint
Power and Decoding-Order Optimization
P3 is an MCMU where the objective function is CUF and
the constraints are MCs. We propose an iterative algorithm
based on PF, i.e., JOPD, in Alg. 1 to solve P3. Let P(n),
P
(n)
b and t
∗(n)
b represent the values of P, Pb and t
∗
b at the n-
th iteration, respectively. For each iteration, decoding orders
are updated according to the descending order of gbkc in line 2
and line 3. Then the optimal OCTR of each beam is calculated
in line 4. Beam power is adjusted inversely proportional to the
value of t∗b in line 5 [27], which suggests that power for the
beams with larger t∗b will be reduced in the next iteration, and
more power is allocated to the beams with worse OCTR. In
line 6 and line 7, we introduce a factor ǫ to confine beam
power in the domain of (20b) and (20c). The convergence and
optimality of JOPD are concluded in Theorem 1.
Theorem 1. With any initial vector P, JOPD converges
geometrically fast to the optimum of P3.
Proof. At the optimum, fb(P
∗) = t∗, ∀b ∈ B, where P∗ =
[P ∗1 , . . . , P
∗
b , . . . , P
∗
B] and t
∗ are the optimal beam power
and the optimal OCTR value, respectively. Define function
ηb(P) =
Pb
fb(P)
, ∀b ∈ B. At the convergence, P∗b
t∗
=
P∗b
fb(P∗)
,
∀b ∈ B.
The algorithm converges geometrically fast to t∗ with any
initial P if ηb(P) satisfies the following conditions [32]:
• There exist τ and τ , where 0 < τ ≤ τ , such that τ ≤
ηb(P) ≤ τ , ∀b ∈ B.
• For any beam powerP1 ≻ 0 andP2 ≻ 0, and 0 < ζ ≤ 1,
if ζP1  P2, then ζηb(P1) ≤ ηb(P2), ∀b ∈ B. For
0 < ζ < 1, if ζP1 ≺ P2, then ζηb(P1) < ηb(P2),
∀b ∈ B.
For the first condition, ηb(P) stays between τ and τ , which
means the function could not be zero or infinite with any P.
Due to the positivity of fb(P), ηb(P) =
Pb
fb(P)
> 0, i.e.,
ηb(P) ≥ τ > 0. Since P is bounded by Pb,max, ηb(P) is
finite. Thus the function is upper bounded, i.e., ηb(P) ≤ τ .
For the second condition, we prove ζηb(P1) ≤ ηb(P2) via
showing the inequality below.
ζηb(P1) ≤ ηb(ζP1) ≤ ηb(P2). (27)
The first inequality ζηb(P1) ≤ ηb(ζP1) reads,
ζPb
fb(P1)
≤ ζPb
fb(ζP1)
. (28)
Let ζP1 = P, then P1 =
1
ζ
P, where 1
ζ
≥ 1. According
to Lemma 1 and Lemma 2, fb(P) satisfies directional
monotonicity, thus fb(
1
ζ
P) ≥ fb(P) and ζηb(P1) ≤ ηb(ζP1)
holds. For the second inequality in (27), ηb(ζP1) ≤ ηb(P2).
Based on ∂fb
∂Pb
> 0 and ∂fb
∂P
b
′
< 0 in (22) and (23), we can
derive the partial derivatives of ηb(P) as:
∂ηb
∂Pb
=
fb(P)− Pb ∂fb∂Pb
f2b (P)
, (29)
∂ηb
∂Pb′
= −
Pb
∂fb
∂P
b
′
f2b (P)
, (30)
8where ∂ηb
∂P
b
′
is positive. We derive ∂
2fb
∂P 2
b
< 0 based on (22),
which indicates the concavity of fb(P) on Pb [31]. Let P0 =
[P1, . . . , 0, . . . , PB ]. According to the first-order condition of
concavity [31] and fb(P0) = 0, fb(P) − fb(P0) > (Pb −
0) ∂fb
∂Pb
, and thus ∂ηb
∂Pb
=
fb(P)−Pb
∂fb
∂Pb
f2
b
(P)
> 0. The monotonicity of
ηb(P) is concluded, i.e., ηb(P) is an increasing function of P.
Hence ηb(ζP1) ≤ ηb(P2) holds in (27), and thus ζηb(P1) ≤
ηb(P2). The result that ζηb(P1) < ηb(P2) if ζ0P1 ≺ P2
follows analogously.
Next, in Corollary 1, we conclude that although the op-
timal beam power, coupling with decoding orders, in P1 is
challenging to be directly obtained, the optimum of P1, in
fact, can be achieved by solving a simple problem, i.e., P3.
Corollary 1. The optimum of P1 is equal to that of P3.
The reasons can be explained as follows. P1 and P3 solves
de facto the same problem, i.e., with the fixed α-variables then
obtain the max-min OCTR along with the optimal beam and
terminal power allocation since in P3, when P is known, pbkc
is also known. Theorem 1 indicates that, under the same αbkc,
no better beam power allocation than P∗ can be found. Thus
P∗ is optimal for P1 and P3. Given P∗ to P1, the resulting
max-min OCTR and terminal power allocation are therefore
optimal, and thus the conclusion.
The difference between P1 and P3 is that, in P1, one
has to deal with the issue of unconfirmed convergence and
undetermined optimal Rbk expressions due to the decoding-
order variations and the undetermined optimal decoding order.
In P3, we circumvent these difficulties by using the established
analytical results in this section. By solving P3 via Alg. 1, we
update beam power associated with decoding order succes-
sively, instead of obtaining the optimum directly. Guaranteed
by Lemma 1, Lemma 2, and Theorem 1, this simple power-
adjustment approach eventually leads to the optimal beam
power and optimal decoding order for the given α-variables.
V. A HEURISTIC ALGORITHM FOR JOINT POWER,
DECODING-ORDER, AND TERMINAL-TIMESLOT
OPTIMIZATION
JOPD is limited by the one-off terminal-timeslot assign-
ment. Based on the framework of JOPD and taking its
fast-convergence advantages, we design a heuristic approach,
JOPDT, to iteratively update timeslot-terminal assignment
and improve the overall performance. The procedure of the
heuristic approach is presented in Alg. 2.
Line 3 to line 10 present the process of implementing the
JOPD framework. In line 2 and line 5, precoding vectors and
decoding orders are updated based on the terminal-timeslot
assignment and beam power allocation, respectively. In line 6,
a joint power-allocation, decoding-order, and terminal-timeslot
optimization problem is solved. The problem is constructed as
follows. Analogous to JOPD, by fixing P, P0 is decomposed
into B subproblems, each of which represents the optimization
of terminals’ power allocation and terminal-timeslot assign-
ment in the beam. The b-th subproblem is expressed as,
P4(b) : max
pbkc,αbkc
min
k∈Kb
Rbk
Dbk
(31a)
s.t. ρbc
∑
k∈Kb
pbkc = ρbc′
∑
k∈Kb
pbkc′ ,
∀c, c′ ∈ C, c 6= c′ , (31b)∑
k∈Kb
αbkc ≤ K¯, ∀c ∈ C, (31c)
∑
c∈C
αbkc = 1, ∀k ∈ Kb, (31d)
pbkc ≤ Pˆαbkc, ∀c ∈ C, ∀k ∈ Kb. (31e)
The decoding order indicators φbklc are determined based
on P and gbkc. Thus variables φbklc are therefore fixed and
constraints (7h) and (7i) are no longer needed in P4(b). By
expressing pbkc by Rbkc, P4(b) is reformulated as:
P5(b) : max
Rbkc,αbkc,tb
tb (32a)
s.t. (31c), (31e), (31d), (32b)
Kb∑
k=1
(
1
gbkc
− 1
gb(k−1)c
)
e
∑
j≥k
Rbjc
BW − 1
gbKbc
≤ Pb
ρbc
,
∀c ∈ C, (32c)
tbDbk −Rbk ≤ 0, ∀k ∈ Kb, (32d)
where the inequalities in (31b) are relaxed as the inequalities
in (32c) to convert the constraints into exponential cones.
Thus P5(b) is identified as Mixed-Integer Exponential Conic
Programming (MIECP) [31], whose optimum can be solved
by branch and bound or outer approximation approach.
Similar to fb(P) = t
∗
b in P2(b), the optimal objective t¯∗b
in P5(b) can be re-expressed by an inexplicit function of P,
say f¯b(P). Based on Lemma 1 and Lemma 2, the objective
function fb(P) in P2(b) is a CUF. We then conclude that
f¯b(P) is also a CUF in Corollary 2.
Corollary 2. f¯b(P) is a CUF.
Proof. The properties of positivity and competitiveness follow
analogously from Lemma 1 and Lemma 2. Regarding the
directional monotonicity, given ζP and P to P5(b), we can
obtain the optimal terminal-timeslot allocation α∗1 and α
∗
2,
respectively, where α∗1 and α
∗
2 collect all α-variables in beam
b. Note that the difference between P5(b) and P2(b) is that
αbkc is treated as fixed parameters in P2(b), whereas αbkc is
to be optimized in P5(b) as variables. Thus, under the same
α
∗
2 in P2(b), fb(ζP) > fb(P) can hold for ζ > 1 according
to Lemma 1 and Lemma 2. Since α∗2 is the optimal outcome
of using P in P5(b), then f¯b(P) = fb(P). Compared with
fb(ζP) and f¯b(ζP), fb(ζP) with a suboptimalα
∗
2 is no higher
than f¯b(ζP) with its optimal α
∗
1, thus f¯b(ζP) > fb(ζP), and
f¯b(ζP) > f¯b(P), then the conclusion.
Owing to the linearity, the constraints in the formulation of
P3 are MCs. With the properties of CUF and MC, the beam
power allocation problem is an MCMU and can be tackled
by the PF-based approach. By solving P5 in line 6, a new
terminal-timeslot assignment α
(n¯)
b is obtained (updated in line
12), and the optimal t¯∗b(n) is achieved, which is used to update
beam power in line 7. The algorithm terminates when the
number of iterations reaches N¯max.
9Algorithm 2 JOPDT
Input:
Initial beam power: P(0),
Iteration index in the JOPD framework, n = 0,
Iteration index: n¯ = 0,
Maximum iteration: N¯max,
Initial terminal-timeslot assignment: α
(0)
b , ∀b ∈ B.
1: repeat
2: Update precoding vectors wbc based on α
(n¯)
b .
3: repeat
4: Update and sort gbkc with P
(n).
5: Decide decoding orders φbklc based on the descend-
ing orders of gbkc.
6: Solve P5(b) and obtain t¯∗(n)b with P(n).
7: Update P by Pb :=
P
(n)
b
t¯
∗(n)
b
, ∀b ∈ B.
8: Calculate ǫ = max
{
Pb
Pb,max
, ∀b ∈ B;∑b∈B PbPtot}.
9: Update P(n+1) := P
(n+1)
ǫ
. n := n+ 1.
10: until convergence
11: n¯ := n¯+ 1.
12: Update timeslot assignment α
(n¯)
b .
13: until n¯ > N¯max
14: Calculate pbkc based on P
(n).
Output:
t¯∗b , pbkc, αb, wbc.
TABLE I: Simulation Parameters
Parameter Value
Frequency 20 GHz (Ka band)
BW 500 MHz
Satellite location 13◦ E
Satellite height 35,786 km
Satellite antenna gain between 49.60 and 54.63 dBi
Receive antenna gain 42.1 dBi
Output back off 5dB
Channel model LoS channel (path loss)
σ2 -126.47 dBW
B 4
C 5
Pb,max 120 W [21]
Ptot 400 W [21]
|Ub| 70
K¯ 2
Dbk
Uniformly distributed
between 0.5 and 3.5 Gbps
N¯max 5
VI. PERFORMANCE EVALUATION
A. Parameter Settings
We evaluate the performance of the proposed resource al-
location approaches in a NOMA-enabled multi-beam satellite
system. The key parameters are summarized in Table I. The
beam pattern provided by European Space Agency (ESA) [33]
is illustrated in Fig. 1. In the system, NOMA is applied in
a small cluster of beams (B = 4) which are served by an
MPA. Adjacent clusters occupy orthogonal frequencies such
that the inter-cluster interference can be neglected. Note that
the variation of transmit antenna gain is related to the off-axis
angle between the beam center and the terminal. In NOMA,
Fig. 1: Beam pattern covering Europe provided by ESA [33]. The
figure shows an instance of four beams (highlighted in red color)
served by an MPA.
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Fig. 2: Evolutions of t∗b and Pb over iterations in JOPD.
since the complexity of multi-user detection increases with the
number of signals to be detected by the receiver [9], K¯ = 2
is set in the simulation. The results are averaged over 1000
instances. For each instance, one terminal is randomly selected
from Ub and the other is paired via MaxCC for each timeslot.
Two NOMA-based schemes, i.e., JOPD+MaxCC with lower
complexity and JOPDT with higher complexity, are compared
to OMA and other benchmarks.
B. Numerical Results
1) Convergence performance of JOPD: We first verify
the convergence performance of JOPD. Fig. 2 shows the
evolutions of t∗b and Pb over iterations. From the figures, we
observe that beam power is adjusted based on the values of
t∗b . The power of the beams with smaller t
∗
b increases while
the power of the other beams decreases in each iteration. As
it is proven in Theorem 1, JOPD converges, e.g., in Fig.
2(a) within around 15 iterations. Besides, the results verify
the conclusion of Lemma 2, that is, the convergence of a
CUF is not affected by the variation of decoding orders.
2) Comparison of max-min OCTR between NOMA and
OMA: Next, we compare the max-min OCTR performance
among JOPDT, JOPD+MaxCC, and OMA in Fig. 3 to verify
the superiority of the proposed NOMA-based schemes. Dif-
ferent frequency-reuse patterns, i.e., 1-color, 2-color, and 4-
color frequency-reuse patterns, are implemented. In 1-color
frequency-reuse pattern, the entire bandwidth is shared by
all the spot beams. 2-color (or 4-color) pattern refers to the
scenarios that the bandwidth is equally divided into 2 (or
4) portions, each of which is occupied by one of the 2 (or
4) adjacent beams. In OMA, the available frequency band is
halved. Each half of the band is occupied by one terminal at
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Fig. 3: Max-min OCTR with respect to traffic demand among JOPDT,
JOPD+MaxCC, and OMA.
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Fig. 4: Max-min OCTR with respect to traffic demand among
different terminal-timeslot assignment approaches.
each timeslot. Note that terminals are paired and scheduled to
each timeslot by MaxCC in OMA.
In average, JOPD with MaxCC outperforms OMA with
MaxCC in max-min OCTR by 24.0%, 20.0%, and 17.5%
under 1-color, 2-color, and 4-color pattern, respectively. Par-
ticularly, with the implementation of 1-color pattern, the max-
min OCTR in JOPD is 30.1% higher than that in OMA when
the average requested demand is 0.5 Gbps. JOPD coordinated
with precoding and MaxCC benefits from both reduced inter-
beam and intra-beam interference compared to OMA. Remark
that in 2-color pattern, both JOPD+MaxCC and OMA are
worse than other frequency-reuse patterns. The reason is that
compared to 2-color pattern, precoding is more effective in
1-color to mitigate strong inter-beam interference to a large
extent, whereas 4-color pattern inherently receives much less
inter-beam interference than that of 2-color pattern. Besides,
the OCTR performance of JOPD+MaxCC is compared with
JOPDT. By taking into account optimizing the terminal-
timeslot assignment, JOPDT is able to improve the max-min
fairness by approximately 16.2%, 98.2%, and 12.7% under
1-color, 2-color, and 4-color reuse patterns, respectively. The
results validate the improvement of JOPDT over JOPD by
iteratively updating the terminal-timeslot assignment.
3) Comparison of max-min OCTR among different
terminal-timeslot allocation approaches: Different strategies
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Fig. 5: The example of the distribution of OCTRs among terminals
achieved by max-min OCTR and min
∑
b,k
|Rbk − Dbk|
2 (16
terminals with 2.5 Gbps demand in average).
of terminal-timeslot scheduling are compared in Fig. 4 in
order to illustrate the advantages of MaxCC with NOMA
in improving OCTR performance. The basis of MaxCC
is to allocate each timeslot to terminals with highest-
correlation channels without considering the gap of ‖hbk‖.
The benchmarks are listed as follows:
• MaxPi [8]: Allocate each timeslot to terminals with
highly correlated channels and the largest gap of ‖hbk‖,
• MinPi [8]: Allocate each timeslot to terminals with highly
correlated channels and the smallest gap of ‖hbk‖,
• Random: Allocate each timeslot to terminals randomly.
Note that in MaxPi and MinPi, terminals with the largest and
smallest gain difference, respectively, are selected from those
with correlation factor θ > 0.9.
From Fig. 4, JOPD+MaxCC brings the largest gain com-
pared to other benchmarks. In MaxCC, the terminals with
the highest channel correlation are selected. Hence MaxCC
can effectively reduce the inter-beam interference and exploit
the synergy of NOMA with precoding. Besides, the OCTR
performance is sensitive to inter-beam interference. The non-
highest correlated channels in MinPi and MaxPi introduce
a considerable amount of inter-beam interference and thus
degrade the performance to a certain extent.
4) Comparison between max-min OCTR metric and min∑
b,k |Rbk − Dbk|2 metric: Lastly, we discuss the necessity
of considering the max-min fairness of OCTR in multi-
beam satellite systems. Previous works, e.g., [34], focus
on reducing the sum of the gap between offered capacity
and requested traffic demand, i.e., min
∑
b,k |Rbk − Dbk|2.
Fig. 5 presents the distribution of OCTRs among terminals
achieved by JOPD+MaxCC, compared with NOMA to min-
imize
∑
b,k |Rbk − Dbk|2. The approach proposed in [24]
is adopted to solve the problem with the objective of min∑
b,k |Rbk−Dbk|2. We can observe that the max-min operator
compromises the performance of high-capacity terminals, e.g.,
terminals 9 to 12, to compensate terminals with low OCTRs,
e.g., terminals 2 and 6. The average mismatch in max-min
OCTR is relatively higher than min
∑
b,k |Rbk − Dbk|2, but
the terminals with worse channel conditions can get more
resource, e.g., the minimum OCTR increases by 18.4% than
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that in min
∑
b,k |Rbk −Dbk|2 at the cost of losing 8.82% of
the average OCTR.
VII. CONCLUSION
In this paper, we have introduced NOMA into multi-beam
satellite systems to enable aggressive frequency reuse and
enhance spectrum efficiency. A max-min problem of jointly
optimizing power, decoding orders, and terminal-timeslot as-
signment has been formulated to improve the worst OCTR
among terminals. We have proposed a PF-based algorith-
mic framework JOPD to jointly allocate power and decide
decoding orders by fixing terminal-timeslot assignment with
the guarantee of fast convergence. Based on the framework
of JOPD, a heuristic approach JOPDT has been developed
to iteratively update the terminal-timeslot assignment and
improve the overall OCTR performance. The superiority of the
proposed algorithms in max-min fairness over OMA has been
demonstrated. Besides, the numerical results have validated the
applicability of the max-min OCTR metric in tackling practical
issues in satellite scenarios.
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