The underpinnings of the notions of quantum criticality and Planckian dissipation are discussed. Although we anchor our discussion in the language of quantum antiferromagnets but the results may hold beyond this model, and certainly one of the focus is cuprate superconductors. There are two results in this note: the first is a derivation using Kubo formula as to how the so-called Planckian dissipation could arise. The second concerns a zero temperature problem with one of the spatial dimensions compactified. This compatification scale at the quantum critical point behaves similarly to the finite temperature problem but has little to say about Planckian dissipation, despite superficial resemblance.
This paper is an attempt to clarify the notion of Planckian dissipation and its relationship with quantum criticality [1] [2] [3] [4] [5] . The results discussed here have been scattered throughout in various places. Perhaps putting it together may be useful to some. While discussing quantum antiferromagnets, we [1, 2] came upon a result regarding quantum criticality; the critical point corresponded to the spin stiffness constant-the coupling constant-ρ s = 0. When tuned to the quantum critical point (QCP) at T = 0, we found a correlation length ξ = A Q c/k B T , where A Q is a universal number, k B the Boltzmann constant and T the temperature. The velocity c is the unrenormalized velocity for the Lorentz invariant theory of the O(3) non-linear-σ model with the dynamical exponent z = 1. At the quantum critical point, the correlation length is infinite. As we increase T , still tuned to the critical point, the correlations break up and cannot exceed the thickness of the finite thickness of the imaginary time direction restricted by T ; the result continues to temperature of the order of a microscopic scale [6] . The length scale implies a time scale τ = /k B T , but in general it cannot be interpreted as a transport relaxation time. Similar results obtain for a quantum critical system but with a different values of z.
One loop result The length scale at the QCP does not reflect a free particle or even a single quasiparticle, rather a scale invariant description of excitations made explicit by the Euclidean field theory. The full expression for the correlation length in one loop approximation [2] is,
Close to the quantum critical point,
Clearly ξ is a result of fluctuations at the quantum critical point. The correlation length gives rise to a quantum critical fan [2] within which the physics is largely dictated by the QCP until crossovers take place as a function of non-zero ρ s . There are also attempts to relate the problem to the uncertainity relation ∆E∆t ≥ and identifying ∆E = k B T , which is a misinterpretation because ∆t merely signifies a substantial change in a suitable value of an observable, not an inelastic scattering time scale.
Kubo formula How do we go from an Euclidean time scale to an inelastic scattering time? A straightforward procedure does not exist to my knowledge. I will consider a conductivity sum rule applied to cuprate superconductors. This is clearly special but an important illustration. The conductivity sum rule applies to both ab-plane and to c-direction perpendicular to the CuO-planes, The abplane conductivity was invoked previously [7] ; here we consider the c-axis sum rule [8] which is simpler to apply by comparison. One need not solve a strongly interacting correlated electron problem. Consider the full hamiltonian H = H rest + H c ; the c-axis kinetic energy is defined by
The remainder, H rest , contains no further inter-plane interaction terms, but it is otherwise arbitrary and may contain impurity interactions that couple to the charge density. The hopping matrix element t ⊥ (ij, l), where (i, j) refers to the sites of the two-dimensional lattice, and l to the layer index. The hopping matrix element can be random in the presence of impurities . The electron operators (c, c † ) are also labeled by a spin index s. We denote the magnitude of t ⊥ (ij, l) by t ⊥ . One can adapt a sum rule derived first by Kubo [9] to get a sum rule for the c-axis optical conductivity σ c (ω, T ), which is
Here the average refers to the quantum statistical average, A to the two-dimensional area, and d to the separation between the CuO-planes. effective hamiltonian valid only for low energy processes, ω < ω c that do not involve inter-band transitions.
Since H c is a low-energy effective hamiltonian, the upper limit in Eq. (4) can not exceed an inter-band cutoff ω c , of order of a few electron volts. Beyond this we need not be more specific, because our goal is to deduce results as T → 0. The average H c is to lowest order t 2 ⊥ /W in a perturbative expansion. The exact ground state,0, in terms of the expectation value of H c is given by
where E n and |n on the right are the eigenvalues and the eigenstates of H rest . Note that the first order term is zero, because of the absence of the absence of coherent tunneling between layers or the non-fermi liquid feature of the in-plane excitations. This result will also run into difficulty in a Fermi liquid because of vanishing energy denominators. In a gapped state, where the interlayer tunneling is largest, the expansion can be legitimate because of the absence of vanishing energy denominators. On the other hand, in a non-Fermi liquid state, the matrix elements should vanish for vanishing energy denominators, and the the sum is likely to be skewed at higher energies. Thus, the energy denominator can be approximated by W , and the sum can be collapsed using the completeness condition to 0|H Then, on dimensional grounds c-axis conductivity is
where a is a numerical constant weakly dependent on the band structure. The inelastic scattering rate is proportional to the unknown function Ω(T ). Then from a simple manipulation of the sum rule [8] the T = 0 c-axis penetration depth is given by
where u s,n is 0|(H c /t ⊥ ) 2 |0 s,n . The average here is with respect to the ground state of H rest . The subscripts s and n refer to the superconducting and the normal ground states. By normal state I mean a state in which superconductivity is destroyed entirely. Presently it can be achieved reasonably well by applying high magnetic field [10] . Only temperature dependencies are contained in the product σ c (T )Ω(T ).
To make progress, we note that the c-axis resistivity, ρ c (T ), can often be fitted to
We now rewrite Eq. 6 as,
This equation allows us to determine unknown Ω(T ) by the following argument. We express Eq. (7) in terms of the temperature T * (not the notation for the pseudogap) at which the c-axis resistivity takes its minimum value given the empirical behavior of the c-axis resistivity. We get
where
The expression in the curly brackets depends dominantly on b 2 , which describes the high temperature linear resistivity. The low temperature behavior enters only through the exponent p, but of course cuts off at T c . What could be the meaning of T * ? At a trivial level it is a lower bound to ρ c . I conjecture that it is also the boundary of the quantum critical region above which the linear behavior of the resistivity appears. Thus, provided the expression in curly brackets is a universal constant, a plot of ln λ c against ln[σ c (T * )T * ] should be a universal straight line, independent of material, and temperature T * , which is indeed the case, thus validating Eq. (10). Basov et al. [17] suggested a similar correlation by plotting ln λ c against σ c (T c ), shown as (I) in Fig. 1 (reproduced from [8] ). In comparison to Basov correlation, the correlation discussed here, shown as (II), is excellent. In Fig. 1 , we have taken T * ≈ T c for those doped materials that show simply a flattening of ρ(T ) close to T c . It is at least consistent therefore to assume on dimensional grounds that σ(T * ) ∝ /k B T * , indeed a signature of Planckian dissipation. Finally, if T * is any temperature T , which lies within the quantum critical fan, a stronger result σ(T ) ∝ /k B T is plausible. This follows from the fact that the properties in the fan is dictated by the T = 0 quantum critical point barring crossover scales. From the Basov plot, such a strong plausibility argument is not possible. The extra factor of temperature in the product σ(T )T , as theoretically predicted, is essential, and was empirically rediscovered by Homes et al [18] . Counter example We now turn to a simple example [19] where such a connection to dissipation cannot be made, but in all other respects the problem is similar to the O(3) non-linear σ model at finite temperature, at least insofar as the quantum critical fan is concerned. A QCP does not necessarily imply dissipation. Consider now a finite L x giving a compactification length, but β = ∞. This model has no dissipation but behaves in an analogous manner. There is a quantum critical point with scaie invariant quantum fluctuations, but no dissipation is involved in this problem, merely quantum fluctuations at the quantum critical point. In Fig. 2 (reproduced from [19] ), the Néel line is separated from a gapped spin liquid with an intervening region labeled as critical spin liquid. Originally, this model was used to predict a crossover and deduce the spin gaps in spin ladders, which agreed quite remarkably with numerical calculations.
Later the model was extended [20] to finite temperatures to deduce successive crossovers in temperatue, which can be analyzed in terms of Planckian dissipation scales, which we leave for future investigations. But to repeat, the T = 0 model has nothing to do with dissipation.
Discussion Recall that in order to discuss Planckian dissipation above we had to introduce a sum rule due to Kubo at T = 0. This sum rule applies for any direction. The reason I chose the c-axis sum rule is that I could combine a simple perturbative expansion with some empirical results concerning the c-axis resistivity. Of course an appeal to universality is implicit. I could have used the ab-plane sum rule but in that case a perturbative analysis would not have been applicable. Later we relied on quantum criticality to arrive at the dissipation scale. Is there any interpretation that we can give to the T = 0 problem above? A rigorous answer does not exist. Perhaps eigenstate thermalization hypothesis can provide a clue. I emphasize that the existence of quantum criticality does not always lead to time scales relevant for dissipation.
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