This paper discusses statistical methods for estimating complex correlation structure from large pharmacogenomic datasets. We selectively overview several prominent statistical methods for estimating large covariance matrix for understanding correlation structure, inverse covariance matrix for network modeling, large-scale simultaneous tests for selecting significantly differently expressed genes and proteins and genetic markers for complex diseases, and high dimensional variable selection for identify important molecules for understanding molecule mechanisms in pharmacogenomics. Their applications to gene network estimation and biomarker selection are used to illustrate the methodological power. Several new challenges of Big data analysis, including complex data distribution, missing data, measurement error, spurious correlation, endogeneity, and the need for robust statistical methods, are also discussed.
Introduction
The ultimate goal of pharmacogenomics is to improve health care based on individual genomic profiles [1, 2, 3, 4, 5, 6, 7] . Together with other factors that may affect drug responsesuch as diet, age, diseases, lifestyle, environment, and state of health -pharmacogenomics has the potential to facilitate the creation of individualized treatment plan for patients and leads to the overarching goal of personalized medicine. Similar to other areas of human genomics, pharmacogenomics is experiencing an explosion of data, specifically by overloads of omics information (genomes, transcriptomes and other data from cells, tissues and drug effects) [8] . The pharamacogenomics research is entering the era of "Big data" -a term that refers to the explosion of available information. The vast amount of data brings both opportunities and new challenges. Statistical analysis for Big data is becoming increasingly important [9, 10, 11, 12] . This paper selectively overviews several state of the art statistical methods for analyzing large pharmacogenomics data. In particular, we emphasize on the fundamental problems of estimating two types of correlation structures: marginal correlation and conditional correlation. The former represents the correlation between two variables by ignoring the remaining variables, while the latter represents the correlation between two variables by conditioning on the remaining ones. The marginal correlation can be estimated using the covariance matrix. The conditional correlation can be estimated using the inverse covariance matrix. We introduce several recently developed statistical methods for estimating high dimensional covariance and inverse covariance matrices. We also introduce cuttingedge methods to estimate false discovery proportions for largescale simultaneous tests, and to select important molecules or SNPs in high dimensional regression models. The former corresponds to finding molecules or SNPs that have significant marginal correlations with biological outcomes, while the latter finds conditional correlations with biomedical responses in presence of many other molecules or SNPs.
The rationale behind this paper is that we believe Big data provides new opportunities for estimating complex correlation structures among a large number of variables. These methods are new to the pharmacogenomics community and have the potential to play important roles in analyzing the next-generation Big data within the pharmacogenomics area.
A notable feature of most methods introduced in this paper is the exploitation of sparsity assumption, which is an essential concept for modern statistical methods applied to high dimensional data. For covariance estimation, we briefly introduce the thresholding approach [13] and its extension called POET (Principal Orthogonal complEment Thresholding) [14, 15] which provides a unified view of most previous methods. For inverse covariance estimation, we mainly focus on introducing two inverse covariance estimation methods named CLIME [16] and TIGER [17] , which stand respectively for "Constrained L 1 -Minimization for Inverse Matrix Estimation" and "Tuning-Insensitive Graph Estimation and Regression". Both methods estimate the inverse covariance matrix in a column-by-column fashion and achieve the minimax optimal rates of convergence under different norms. For applications, we discuss how the estimated covariance matrix and inverse covariance matrix can be exploited on gene network estimation and large-scale simultaneous tests. We introduce the principal factor approximation (PFA) in [18] for estimating and controlling false discovery proportions in large-scale simultaneous tests that are dependent. In addition, we introduce penalized likelihood [19] , variable screening [20] , and their iterated version of screening and selection for high dimensional variable selection. All these problems are important and widely applicable in different subareas of pharmacogenomics. Besides surveying existing methods, we also discuss new challenges and possible solutions of Big data analysis. Topics include modeling nonGaussianity, handling missing data, dealing with measurement error, spurious correlation, endogeneity, and developing robust methods.
The rest of this paper is organized as follows. In §2, we summarize some notations. In §3, we introduce statistical methods for estimating large covariance matrices. In §4, we introduce statistical methods for estimating large inverse covariance matrices. In §5, we apply the results of §3 and §4 to large-scale multiple tests. In §6, we introduce high dimensional variable selection. In §7, we provide case studies of several described methods. In §8, we discuss more on the future directions.
Notation
In this section, we summarize some notations. Let A = (a jk ) ∈ R jk . Notation A 0 means that A is positive definite and a n b n implies there are positive constants c 1 and c 2 independent of n such that c 1 b n ≤ a n ≤ c 2 b n .
Estimating Large Covariance Matrix
Estimating a large covariance or correlation matrix under a small sample size is a fundamental problem which has many applications in phamacogenomics.
For example, in functional genomics, an important problem is to cluster genes into different groups based on the similarities of their microarray expression profiles. One popular measure of the similarity between a pair of genes is the correlation of their expression profiles. Thus, if d genes are being analyzed (with d ranges from the order of ∼1,000 to ∼10,000), a correlation matrix of size d × d needs to be estimated. Note that 1, 000 × 1, 000 covariance matrices involve already over half a million elements. Yet, the sample size n is of order ∼100, which is significantly smaller than the dimensionality d. Thus, the sample covariance matrix degenerates and needs regularization.
As another example, many multivariate statistical methods that are useful in pharmacogenomics, including principal component analysis (PCA), linear discriminant analysis (LDA), multivariate regression analysis, the Hotelling T 2 -statistic, and multivariate likelihood ratio tests as in finding quantitative trait loci based on longitudinal data [21] request the estimation of the covariance matrix as their first step. Thus a reliable estimate of the covariance matrix is of paramount importance.
Moreover, the correlation matrix itself can be used to construct co-expression gene network, which is an undirected graph whose edges indicate marginal correlations among the d genes. The network is built by drawing edges between those pairs of genes whose magnitude of pairwise correlation coefficients exceed a certain threshold. More applications of large covariance matrix estimation will be discussed in §7.
A common key problem underlying all these examples is as follows: Let x 1 , . . . , x n ∈ R d be n independent observations of a d-dimensional random vector X = (X 1 , . . . , X d )
T . Without loss of generality, we assume EX = 0. We want to find a reliable estimate of the population covariance matrix Σ * = EXX T . At the first sight, this problem does not seem to be challenging. In the literature, Σ * was traditionally estimated by the sample covariance matrix
which has many good theoretical properties when the dimensionality d is small. However, in the more realistic settings where the dimensionality d is comparable or even larger than n (i.e., d/n goes to a nonzero constant or infinity), the sample covariance matrix in (3.1) is no longer a good estimate of the population covariance matrix Σ * . More details will be explained as follows.
Inconsistency of Sample Covariance in High Dimensions
We use a simple simulation to illustrate the inconsistency of the sample covariance matrix in high dimensions. Specifically, we sample n data points from a d-dimensional spherical Gaussian distribution X ∼ N(0, Σ * ) with Σ * = I d . Here I d is a ddimensional identity matrix. We consider different setups including d/n = 2, d/n = 1, d/n = 0.2, and d/n = 0.1. The results are summarized in Figure 1 . Figure 1 shows the sorted eigenvalues of the sample covariance matrix S (black curve) with the true eigenvalues (dashed red curve) for d = 1, 000. By examining these plots, we see that when the dimensionality d is large, the eigenvalues of S significantly deviate from their true values. In fact, even when n is reasonably large compared with d (d/n = 0.1), the result is still not accurate.
This phenomenon can be characterized by random matrix theory. Let d/n → γ with γ ∈ (0, 1) and λ max (S) be the largest eigenvalue of S. It has been shown that λ max (S) converges to (1 + √ γ) 2 almost surely [22, 23] , i.e.,
This result illustrates that, for large d, the largest eigenvalue of the sample covariance matrix S does not converge to that of the population covariance matrix Σ * .
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Sparse Covariance Matrix Estimation Methods
To handle the inconsistency issue of high dimensional sample covariance matrix, most existing methods assume the population covariance matrix is sparse, i.e., many off-diagonal entries of Σ * are zero. Such a sparsity assumption is reasonable in many pharmacogenomics applications. For example, in a longitudinal study where variables have a natural order, it is natural to assume that variables are weakly correlated when they are far apart [24] . Under the sparsity assumption, many regularization based statistical methods have been proposed to estimate large covariance matrix [25, 26, 27, 28, 29, 30, 31, 32, 33, 34] . These methods usually only require elementwise thresholding procedures and are computationally efficient. The simplest thresholding estimator is the hard-thresholding estimator [35, 13] 
where I(·) is the indicator function and s i j is the sample covariance between X i and X j . Here τ i j is a thresholding parameter. Another example is the adaptive thresholding [29] which takes
is the estimated standard error of s i j and τ is a user-specified parameter (e.g., (2 log d)/n). [15] suggests a simplified version τ i j = √ s ii s j j τ so that the correlation is thresholded at level τ (e.g., τ = 0.2). Estimator (3.2) is not necessarily positive definite. However, when τ is sufficiently large, it is positive definite with high probability.
One additional example is the soft-thresholding estimator [15] :
where (a) + = max{0, a} and sgn(s i j ) = I(s i j > 0) − I(s i j < 0). It makes the matrix (3.3) positive definite for a wider range of τ i j than the hard-thresholding estimator (3.2) [15] . Although estimators (3.2) and (3.3) suffice for many applications, more general sparse covariance estimation can be found via the following penalized least-squares [36] :
where the term S − Σ 2 F measures the goodness of fit and j k P λ,γ (σ jk ) is a sparsity-inducing penalty that encourages sparsity [19] . The tuning parameter λ controls the bias-variance tradeoff and γ is a possible fine-tune parameter which controls the concavity of the penalty. Popular choices of the penalty function P λ,γ (·) include the hard-thresholding, soft-thresholding [37, 38] , smoothly clipped absolution deviation (SCAD, [19] ), and minimax concavity penalties (MCP, [39] ). In the following we explain these penalties in more detail.
Penalized least-squares or more generally penalized likelihood is a generally applicable method for variable selection [19, 40] . We introduce it in the context of sparse covariance matrix estimation. First, it is easy to see that the optimization problem in (3.4) decomposes into many univariate subproblems:
whose solution is carefully studied in [41] . Each can be analytically solved for the following commonly used penalty functions:
(1) Complexity penalty:
(5) minimax concavity penalty (MCP): With γ > 1,
Note that for problem (3.5) both the complexity penalty and the hard-thresholding penalty produce the same solution, which is the hard-thresholding rule. 
(a) Hard-thresholding Penalty MCP converge to the L 1 -penalty. MCP is a generalization of the hard-thresholding penalty which corresponds to γ = 1.
With the aforementioned thresholding penalties, the closedform solution to the penalized least-squares (3.5) can be found. The complexity and hard-thresholding penalties give hardthresholding rule (3.2) , and the L 1 -penalty yields the softthresholding rule (3.3). The SCAD thresholding operator is given by
and the MCP thresholding rule is
When γ → ∞, the last two operators become the softthresholding operator. How shall we choose among these thresholding operators in applications? We provide rough insights and suggestions on this. From Figure 2(b) , we see that the hard-thresholding operator does not introduce extra bias for the large nonzero entries. However, it is highly discontinuous. Unlike the hardthresholding operator, the soft-thresholding operator in ), we see that the SCAD and MCP thresholding operators are both continuous and do not introduce extra bias for nonzero entries with large absolute values. In applications, we always recommend to use either SCAD or MCP thresholding since they combine the advantages of both hard-and soft-thresholding operators.
Positive Definite Sparse Covariance Matrix Estimation
The above thresholding methods, though simple, do not guarantee the positive definiteness of the estimated covariance matrix. This may cause trouble in downstream analysis such as evaluating the predictive likelihood or linear discriminant analysis. To handle this problem, we introduce a covariance estimation method named EC2 (Estimation of Covariance with Eigenvalue Constraints) which explicitly enforces the positive definiteness constraint [42] .
EC2 solves the following constrained optimization
where τ > 0 is a pre-specified tuning parameter that controls the smallest eigenvalue of the estimated covariance matrix Σ. Compared with (3.4), the optimization problem in (3.6) is not decomposable due to the constraint λ min (Σ) ≥ τ. [42] proves that the optimization problem in (3.6) is convex when the penalty function is convex and develops an efficient ISP (Iterative Softthresholding and Projection) algorithm to solve it. More details about ISP can be found in [42] . A similar algorithm is also proposed in [43] .
Other sparse covariance matrix estimation methods with positive definiteness constraints include [28] and [44] . Both use a log-determinant function to enforce the positive definiteness of the estimated covariance matrix. Their main difference is that [44] adopts a convex least square formulation, while [28] adopts the penalized Gaussian log-likelihood approach.
Theory of Sparse Covariance Matrix Estimation
Under the sparsity assumption, the above sparse covariance estimators have good theoretical properties. In particular, for the positive definite sparse covariance matrix estimator Σ defined in (3.6), it has been proven by various authors (For more details, see [42] ) that sup
where M k represents the model class
This rate of convergence is minimax optimal. Similar results also hold for different types of thresholding estimators [36] defined in (3.4) . Using the triangle inequality, we get
This result implies that lim n→∞ Eλ max ( Σ) = λ max (Σ * ). Thus the inconsistency issue of the sample covariance matrix discussed in §3.1 is avoided.
POET: New Insight on Large Covariance Matrix Estimation
All the aforementioned methods assume that Σ * is sparse. Though this assumption is reasonable for many pharmacogenomics applications, it is not always appropriate. For example, all the genes from the same pathway may be co-regulated by a small amount of regulatory factors, which makes the gene expression data highly correlated; when genes are stimulated by cytokines, their expressions are also highly correlated. The sparsity assumption is obviously unrealistic in these situations. To solve this problem, we introduce the POET method in recent paper with discussion [15] , which provides an integrated framework for combining latent factor analysis and sparse covariance matrix estimation.
The POET Method
The POET estimator is formed by directly running the singular value decomposition on the sample covariance matrix S. It keeps the covariance matrix formed by the first K principal components and applies the thresholding procedure to the residual covariance matrix. The final covariance matrix estimate is then obtained by combing these two components.
Let λ 1 ≥ λ 2 ≥ . . . ≥ λ d be the ordered eigenvalues of S and ξ 1 , . . . , ξ d be their corresponding eigenvectors. Then S has the following spectral decomposition:
where the first K principal components {ξ m } K m=1 estimate the latent factors that drive the common dependence. We now apply sparse thresholding on R K by solving
For example, one can apply the soft-thresholding (3.3) to R K . The POET estimator of Σ * is defined as:
It is a nonparametric estimator and can be positive definite when λ is large [15] . When K > 0 and we use the thresholding method in §3.2 with τ i j = r K,ii r K, j j , namely, τ = 1, where r K,ii is a diagonal element of R K . In this case, R λ K = diag( R K ), and our nonparametric estimator Σ K is positive definite even when d n. It is called the estimator based on the strict factor model [26] . The POET method is available in the R-package named POET. When K = 0, the POET estimator reduces to the thresholding estimator in §3.2.
Approximate Factor Model
POET exploits an approximate factor structure [14, 15] and works the best under such a model. The approximate factor model assumes
where B is a d × K loading matrix, U is a K × 1 latent factor vector, and is a d-dimensional random error term that is uncorrelated with U. The model implied covariance structure is 12) where Σ U = Var(U) and Σ = Var( ). We assume Σ is sparse. This can be interpreted as the conditional sparse covariance model: Given the latent factor U, the conditional (after taking the linear projection out) covariance matrix of X is sparse. Model (3.11) is not identifiable. The linear space spanned by the first K principal components of BΣ U B
T is the same as those spanned by the columns of B. Without loss of generality, we impose the identifiability condition that the columns of B are orthogonal and Σ U = I K .
Modeling Assumption
POET assumes that the factors U are pervasive and Σ is sparse. An example of pervasiveness is that the factor load-
are an independent realization from a certain population quantity b. In this case,
converges to a non-degenerate matrix Ebb T (as d → ∞). Therefore, the matrix BB T (recalling Σ U = I K ) in (3.12) has spiked eigenvalues. The sparseness is made so that d −1 Σ 2 → 0. The rationale of this assumption is that, after taking out the common factors, many residual pairs become weakly correlated. Therefore, the first term in (3.12) dominates and the principal component analysis is approximately the same as the factor analysis when d is large.
The spiked eigenvalues assumption still needs to be verified on more applications. Since POET works very well in the presence of spiked principal eigenvalues where most of the aforementioned sparse covariance matrix estimation methods may fail, it has many potential applications in pharmacogenomics.
Large Inverse Covariance Matrix Estimation
Estimating a large inverse covariance matrix
is another fundamental problem in Big data analysis. Unlike the covariance matrix Σ * which only captures the marginal correlations among X 1 , . . . , X d , the inverse covariance matrix Θ * captures the conditional correlations among these variables and is closely related to undirected graphs under a Gaussian model.
More specifically, we define an undirected graph G = (V, E), where V contains nodes corresponding to the d variables in X and the edge ( j, k) ∈ E if and only if Θ * jk 0. Let X −{ j,k} = {X : j, k}. Under a Gaussian model X ∼ N(0, Σ * ), X j is independent of X k given X −{ j,k} for all ( j, k) E. Therefore, the graph estimation problem is reduced to estimating the inverse covariance matrix Θ * [45] . Figure 3 illustrates the difference between the marginal and conditional uncorrelatedness. From Figure 3(b) , we see the inverse covariance matrix Θ * has many zero entries. Thus the undirected graph defined by Θ * is sparse. The covariance ma- 
It is a dense matrix, which implies that every pair of variables are marginally correlated. Thus the covariance matrix and inverse covariance matrix encode different relationships. For example, in Figure 3 (a), even though X 1 and X 5 are conditionally uncorrelated given the other variables, they are marginally correlated since both of them are correlated with X 2 .
In the following subsections, we first introduce the Gaussian graphical model which provides a general framework for inverse covariance matrix estimation. We then introduce several estimation methods which are computationally simple and suitable for Big data analysis. In particular, we highlight two methods named CLIME [16] and TIGER [17] , which have potential to be widely applied for different pharmacogenomics applications. We also briefly explain how to combine the ideas of POET with TIGER.
We first introduce some additional notations. Let A be a symmetric matrix and I and J be index sets. We denote A I,J to be the submatrix of A with rows and columns indexed by I and J. Let A * j be the j th column of A and A * − j be the submatrix of A with the j th column removed. We define the matrix norm:
It is easy to see that when q = ∞, A ∞ = A 1 .
Gaussian Graphical Model
where j ∼ N 0 , σ 2 j is independent of X − j = {X : j}. Using the block matrix inversion formula, we have
Therefore, we can recover Θ * by estimating the regression coefficient α j and the residual variance σ 2 j . Indeed, [46] estimates α j by solving the Lasso problem
where λ j is a tuning parameter. Once α j is given, we get the neighborhood edges by reading out its nonzero coefficients. The final graph estimate G is obtained by combining the neighborhoods for all the d nodes. However, this method only estimates the graph G but not the inverse covariance matrix Θ * .
Penalized Likelihood Estimation
When the penalized likelihood approach is applied to estimate Θ * , it becomes
log |Θ| + tr(SΘ)
negative Gaussian log-likelihood
where the first part is the negative Gaussian log-likelihood and P λ,γ (·) is defined the same way as in §3.2. It is a penalty term that encourages sparse solutions. The optimization in (4.5) can be computed by the graphical lasso [47] and the first-order method [48] and have also been studied in [27, 28] .
The CLIME Estimator
To estimate both the inverse covariance matrix Θ * and graph G, [16] proposes the CLIME estimator, which directly estimates the j th column of Θ * by solving
where e j is the j th canonical vector (i.e., the vector with the j th element being 1, while the remaining elements being 0) and δ j is a tuning parameter. The method borrows heavily the idea from the Dantzig selector [49] . [16] shows that this convex optimization can be formulated into a linear program and has the potential to scale to large problems. Once Θ is obtained, we use another tuning parameter τ to threshold it to estimate the graph G.
The TIGER Estimator
There are several ways to implement model (4.1). Examples include the graphical Dantzig selector [50] , the scaled-Lasso estimator [51] , and the SICO estimator [52] . Each of these involves d tuning parameters such as {λ j } in (4.6 ). Yet, model (4.1) is heteroscedastic, with noise variance depending on unknown σ 2 j . Therefore, these tuning parameters should depend on j, which is difficult to implement in practice.
TIGER method [17] overcomes these scale problems. Let D = diag(S) be a d-dimensional diagonal matrix with the diagonal elements being the same as those in S. Let
where s j j is the j th diagonal element of S. Therefore, model (4.1) can be standardized as
We define R = ( D) −1/2 S( D) −1/2 to be the sample correlation matrix and let Z ∈ R n×d be the normalized data matrix, i.e., Z * j = s −1/2 j j X * j for j = 1, . . . , d. Motivated by the model in (4.7), we propose the following inverse covariance matrix estimator. More specifically,
Once we have Θ, the estimated graph G = (V, E) is ( j, k) ∈ E if and only Θ jk 0. The formulation in (4.8) is called a SQRTLasso problem. [53] has shown that the SQRT-Lasso is tuninginsensitive. This explains the tuning-insensitive property of the TIGER method. The TIGER method is available in the R package flare.
An equivalent form to estimating the j th column of Θ * is to solve
In (4.9), λ is a tuning parameter. [17] shows that, by choosing λ = π log d 2n , the obtained estimator achieves the minimax optimal rates of convergence, thus this procedure is asymptotically tuning-free. For finite samples, [17] suggests to set
and ζ can be chosen from a grid in [
. Since the choice of ζ does not depend on any unknown quantities, we call the TIGER procedure tuning-insensitive. Empirically, we can simply set ζ = √ 2/π and the resulting estimator works well in many applications.
If a symmetric inverse covariance matrix estimate is preferred, we make the correction: Θ jk ← min Θ jk , Θ k j for all k j. Another correction method is
As has been shown by [16] , Θ achieves the same rate of convergence as Θ.
Combining POET with TIGER: Conditional Sparse Graphical Model
The TIGER estimator can be integrated into the POET framework. Recall that the main idea of the POET method is to exploit conditional sparsity. The common factors BU are extracted out from (3.11) via a principal component analysis, resulting in the residual matrix R K in (3.8). The thresholding rules are applied directly to R K due to the assumption of the conditional sparsity of the covariance matrix. If we assume (Σ ) −1 is sparse, namely, the genomics network is sparse conditioned on unobservable factors, it is inappropriate to apply POET. In this case, it is more appropriate to apply the TIGER method on R K to obtain the final estimate in (3.10). The graph induced by the TIGER method is a conditional graph after taking out the common dependence on latent factors.
Large-Scale Simultaneous Tests and False Discovery Control
Selection of differently expressed genes and proteins as well as finding SNPs that are associated with phenotypes or gene expressions give rise to large-scale simultaneous tests in pharmacogenomics [54, 55, 56] . They examine the marginal effects of the treatments and gain substantial popularity in the last decades [57, 58, 59, 60] . These procedures are designed predominately based on the assumption that test statistics are independent or weakly dependent [61, 62, 63 ]. Yet, biological outcomes such as gene expressions are often correlated, so do the statistical tests in the genomewide association studies (GWAS). It is very important to incorporate the dependence information in controlling the false discovery proportion (FDP) and to improve the power of the tests [64, 65, 66, 67] . In the recent paper [18] with discussions, it is convincingly demonstrated that FDP varies substantially from data to data, but can still be well estimated and controlled for each given data when the dependence information is properly used.
Rises of Large-Scale Hypothesis Tests
Suppose that gene or protein expression profiles
are collected for m and n individuals respectively from the treatment and control groups. The problem of selecting significantly expressed genes is the following large-scale twosample testing:
based on the assumption that
where µ X, j and µ Y, j are the mean expressions of the j th gene in the treatment and control groups, respectively. LettingX andȲ be the sample means, the two-sample Z-statistic is
Let D be the diagonal matrix with the pooled estimates of the marginal standard deviations on its diagonal. The vector of the two-sample t-test statistics has the approximate distribution as follows:
where µ = D −1 µ 1 , R is the correlation matrix of Σ * , and a ∼ means "distributed approximately". Our testing problem then reduces to
based on the vector of test statistics Z. In pharmacogenomics applications, the correlation matrix R represents the coexpressions of molecules and is in general unknown. Another concrete example is that in GWAS, we wish to associate the SNPs with phenotypes or gene expressions. For individual i, let X i j be the genotype of the j th SNP and Y i be its associated outcome. The association between the j th SNP and the response is measured through the marginal regression [18] :
Our simultaneous test in GWAS becomes testing 
In pharmacogenomics applications, the number of hypotheses d is large and the number of interested genes or proteins or SNPs are small so that most of {µ j } d j=1 are zero.
False Discovery Rate and Proportion
Let S 0 = { j : µ j = 0} be the set of true nulls and Φ(·) be the cumulative distribution function of the standard Gaussian random variable. We denote P j = 1 − 2Φ(|Z j |) to be the Pvalue for the j th test of problem (5.5) based on the dependent test statistics (5.2). Using a threshold t, we define
FDP(t) = V(t)/R(t)
and FDR(t) = E{FDP(t)} to be the false discovery proportion and false discovery rate, where V(t) = #{ j ∈ S 0 : P j ≤ t} and R(t) = #{ j : P j ≤ t} are the number of false rejections and total rejections, respectively. Our aim is to accurately estimate FDP(t) for a large class of Σ * . Clearly, FDP is more relevant, since it is related to the data at hand whereas FDR only controls the average FDP. To control FDP at a prescribed level α, we choose the smallest t 0 such that estimated FDP(t 0 ) ≤ α [56, 18] .
Note that R(t) is the number of rejected hypotheses or the number of discoveries. It is an observable random variable. Yet, V(t) is unknown to us and needs to be estimated. When test statistics are independent, V(t) is the number of success in a sequence of independent Bernoulli trials, with the number of trials d 0 = |S 0 | (the number of true nulls) and probability of success t. Therefore, by the law of large numbers, FDP and FDR are close, both approximately d 0 t/R(t) ≈ dt/R(t) due to sparsity.
For dependent test statistics, however, FDP varies substantially from one data to another, even when FDR is the same. We use a simple example in [18] to illustrate this point.
where U ∼ N(0, 1) is independent of j ∼ N(0, 1). Without loss of generality, we assume that S 0 is the first d 0 genes. Let z t/2 be the upper t/2-quantile of the standard normal distribution and |Y j | ≥ z t/2 be a critical region. Then, by the law of large numbers,
where P(t, η, ρ) = P(|Y j | ≥ z t/2 | U, µ j = 0) is given by 7) with η = ρU. It is clear that the result depends critically on the realization of U. For example, when ρ = 0.8, d 0 = 1, 000 and z t/2 = 2.5,
which are 0, 2.3, 66.8, 433.6 respectively for U = 0, 1, 2, and 3. Clearly, it depends on the realization of U. Yet, the realized factor U is estimable. For example, using sparsity,Ȳ ≈ ρU and thus U can be estimated byȲ/ρ. On the other hand, EV(t) = d 0 t = 12.4. Clearly, V(t) or FDP(t) is far more relevant than EV(t) or FDR(t). In summary, FDP is a quantity of the primary interest for tests that are dependent.
Principal Factor Approximation
When the correlation matrix Σ * is known as in GWAS, [18] gives a principal factor approach to approximate FDP(t) for arbitrary Σ * . It generalizes formula (5.6). Let {λ j } d j=1 be ordered eigenvalues of Σ * and {ξ j } d j=1 be their corresponding eigenvectors. We can decompose Σ * as 
Since principal factors U that drive the dependence are taken out, can be assumed to be weakly correlated and FDP(t) can be approximated by
under some mild conditions [18] , where b T j is the j th row of B and the function P(·) is given in (5.7). Note that the covariance matrix is used to calculate η j and b j 2 and that formula (5.9) is a generalization of (5.6). Thus, we need only to estimate the realized but unobserved factors U in order to use FDP A (t). [18] provides a penalized estimator as described below.
Since µ is sparse, by (5.8), a natural estimator is the minimizer of
which is equivalent [68] to minimizing the Huber's ψ-loss with respect to U: min U ψ(Y − BU). An alternative is to find the minimizer of the L 1 -loss:
The sampling property of the estimator based on (5.10) has been established in [68] .
Factor Adjustment: an Alternative Ranking of Molecules
With U estimated from (5.10), the common factors can be subtracted out from model (5.8), resulting in
The test statistics Z are more powerful than those based on Y since has marginal variances no larger than 1. In fact,
, after ignoring the approximation error. Hence, Z i has a larger signal-to-noise ratio than Y i ∼ N(µ i , 1). In addition, ranking of important genes/proteins based on the standardized test statistics
. This method is called dependent-adjusted procedure in [18] . It provides pharmacoscientists a chance to discover important genes, proteins, and SNPs that are not highly ranked by the conventional methods, based on ranking of
After common factors being taken out, the elements of are weakly correlated. There is no need to apply PFA to the test statistics Z in (5.12). In other words, FDP should be approximately the same as FDR. But application of PFA to
will not result in very different results from the case with K = 0.
Estimating FDP with Unknown Dependence
In many genomic applications such as selecting significant genes from microarray data, the covariance matrix Σ * is typically unknown. A natural approach is to estimate it from the data by POET as described in §3.5.1. Then proceed as if the correlation matrix is given. The resulting method is named POET-PFA. More details on the development of this method can be found in [69] . An R package, called PFA, implements this procedure.
High Dimensional Variable Selection
With proper coding of the treatment and control groups, it is easy to see that the two-sample test statistics in (5.2) are equivalent to the marginal correlations between the expressions of molecules and response [20] . To examine the conditional contribution of a molecule to the response Y given the rest of molecules, one often employs a sparse generalized linear model under canonical link: Up to a normalization constant, the conditional density of Y given X is log p(y|x,
Here, the sparsity means that a majority of regression coefficients in β 0 = (β 0,1 , . . . , β 0,d ) T are zero. The regression coefficient β 0, j is frequently regarded as a measure of conditional contribution of the molecule X j to the response Y given the rest of molecules, similar to the interpretation of the sparse inverse covariance matrix in §4.
When the response Y is a continuous measurement such as in eQTL studies, one takes b(θ) = θ 2 /2. For binary response, one often employs a sparse logistic regression in which b(θ) = − log(1 + exp(θ)). The latter is closely related to classification problems as will be described in §6. 4 .
Over the last decade, there is a surged interest in sparse regression. For an overview, see [40, 70, 71] . The basic principles are screening and penalization. We give only a brief summary due to the space limitation.
Penalized Likelihood Method
As has been shown in [19] , sparse vector β 0 in (6.1) can be estimated by penalized likelihood which minimizes
for a folded concave penalty function P λ,γ (·). It has been systematically studied by [72, 73] . There are many algorithms to compute the minimizer of (6.2). Examples include local quadratic approximation [19] , local linear approximation [74] , coordinate decent algorithm [75] , iterative shrinkage-thresholding algorithm [76, 77] . For example, given estimate
T at the k th iteration, by Taylor's expansion,
Thus, at the (k + 1) th iteration, we minimize
where w k, j = P λ,γ (|β
Note that problem (6.4) is convex so that a convex solver can be used. If one further approximates the likelihood part in (6.4) by a quadratic function via Taylor expansion, then the LARS algorithm [78] can be used.
Screening Method
The sure independent screening [20, 79] is another effective method to reduce the dimensionality in sparse regression problems. It utilizes the marginal contribution of a covariate to probe its importance in the joint regression model. For example, assuming each covariate has been standardized, the marginal contribution can be measured by the magnitude of β M j , which, along with α M j , minimizes the negative marginal likelihood:
The set of covariates that survive the marginal screening is
for a given threshold δ. One can also measure the importance of a covariate X j by using its deviance reduction. For the leastsquares problem, both methods reduce to ranking importance of predictors by using the magnitudes of their marginal correlations with the response Y. [20, 79] give conditions under which sure screening property can be established and false selection rate are controlled. The idea of sure screening is very effective in dramatically reducing the computational burden of Big data analysis. It has been extended in various directions. For example, generalized correlation screening was used in [80] and nonparametric screening was proposed by [81] . In addition, [82] utilizes the distance correlation to conduct screening and [83] employs rank correlation.
Iterative Sure Independence Screening
An iterative sure independence screening method was developed in [84] . The basic idea is to iteratively use the large-scale screening (6.6) and the moderate-scale selection, which applies the penalized likelihood method (6.2) to the survived variables (6.6). The software, ISIS, is available in R-package, which implements this idea. It also allows us to compute penalized likelihood (6.2) or (6.6) alone.
Sparse Classification
Classification, also known as supervised learning, is to predict the class label for a given covariate. In pharmacogenetic studies, one often wishes to not only predict well the class labels, but also understand the molecule mechanisms for the effectiveness of drugs. Therefore, it is desirable to select a small group of molecules that have a high classification power.
Sparse logistic regression (6.2) provides an effective approach to high dimensional classification. Other approaches include the support vector machine [85] and the AdaBoost algorithm [86, 87] . The former replaces the log-likelihood by the hinge loss L(θ, y) = (1 − θy) + and the latter replaces the loglikelihood by the exponential loss L(θ, y) = exp(−θy). In both cases, the response Y is recoded as ±1. When data from both classes follow normal distributions (5.1), the optimal classifier is the Fisher's discriminant rule, which classifies a new data point x to class "X" if
where Σ * is the common covariance matrix in (5.1). When the dimensionality d is large, we could estimate Σ * or its inverse (Σ * ) −1 by the regularized estimators introduced in §3 or §4, depending on the sparsity assumption. See, for example, [88, 89, 90, 91] .
Applications
In this section, we apply the aforementioned methods to estimate large gene networks and select significantly differently expressed genes when test statistics are dependent.
Network Estimation
As has been explained in §4, an important application of large inverse covariance matrix estimation is to reconstruct the undirected graph of a high dimensional distribution based on observational data. In this section, we apply the TIGER method on a microarray data to illustrate the main idea.
This dataset includes 118 gene expression arrays from Arabidopsis thaliana originally appeared in [92] . Our analysis focuses on expression profiles from 39 genes involved in two isoprenoid metabolic pathways: 16 from the mevalonate (MVA) pathway are located in the cytoplasm, 18 from the plastidial (MEP) pathway are located in the chloroplast, and 5 are located in the mitochondria. While the MVA and MEP pathways generally operate independently, crosstalk is known to happen [92] . Our goal is to reconstruct the gene network by estimating the undirected graph, with special interest in crosstalk.
We first examine whether the data actually satisfies the Gaussian distribution assumption. In Figure 4 (a) and Figure 4(b) , we plot the histogram and normal QQ plot of the expression levels of a gene named MECPS. From the histogram, we see that the distribution is left-skewed compared to the Gaussian distribution. From the normal QQ plot, we see that the empirical distribution has a heavier tail compared to Gaussian. To apply the TIGER method to analyze this data, we need to first transform the data so that its distribution is closer to Gaussian. For this, we Gaussianize the expression values of each gene by converting them to the corresponding normal-scores. This is automatically done by the huge.npn function in the R package huge [93] .
We apply the TIGER method on the transformed data using the default tuning parameter ζ = √ 2/π. The estimated network is shown in Figure 4(c) . We see the estimated network is very sparse with only 44 edges. We draw the within-pathway connections using solid lines and the between-pathway connections using dashed lines. Our result is consistent with previous investigations, which suggest that the connections from genes AACT1 and HMGR2 to gene MECPS indicate a primary sources of the crosstalk between the MEP and MVA pathways and these edges are presented in the estimated network. MECPS is clearly a hub gene for this pathway. For the MEP pathway, the genes DXPS2, DXR, MCT, CMK, HDR, and MECPS are connected as in the true metabolic pathway. Similarly, for the MVA pathway, the genes AACT2, HMGR2, MK, MPDC1, MPDC2, FPPS1 and FPP2 are closely connected. Our analysis suggests 11 cross-pathway links, which is consistent to previous investigation in [92] . This result suggests that there might exist rich inter-pathway crosstalks.
Select Significantly Expressed Genes under Dependency
We now apply the POET-PFA method in §5.5 and the dependence-adjusted method in §5.4 to analyze a microarray data. The data contains expression profiles from a well-known breast cancer study [94, 95] . This study involves 15 woman subjects with two genetic mutations: BRCA1 (7 subjects) and BRCA2 (8 subjects). These two genetic mutations are known to increase the lifetime risk of hereditary breast cancer. We want to find a set of genes that are associated with these genetic mutations. This allows us to identify cases of hereditary breast cancer on the basis of gene-expression profiles.
We make two assumptions: (i) A large proportion of the genes are not differently expressed; (ii) The gene expression follows an approximate k-factor model. Both assumptions have gained increasing popularity among biologists in the past decade, since it has been widely acknowledged that gene activities are usually driven by a small number of latent variables and the genetic mutations are only caused by a small amount of genes. See [65, 96] for more details.
We first apply the POET-PFA method to obtain a consistent FDP estimator FDP(t) for a given threshold value t and a fixed number of factors k.
Let V(t) be the estimated number of false rejections, which is the numerator of (5.9). The results of our analysis are summarized in Figure 5(a) , which has two subfigures that plot (R(t), FDP(t)) and (R(t), V(t)) for k = 2, 3, 4, 5. We see that FDP(t) is close to zero when R(t) is below 200, suggesting that the rejected hypotheses in this range have high accuracy to be the true discoveries. In addition, when 1,000 hypotheses, almost 1/3 of the total number, have been rejected, the estimated FDPs are still as low as 25%. Finally, it is worth noting that although our procedure seems robust under different choices of number of factors, the estimated FDP tends to be relatively small with larger number of factors.
We also apply the dependence-adjusted procedure to the data. The results are shown in Figure 5 The selected gene sets based on the conventional two-sample t tests and the factor-adjusted tests are different (not presented here). This provides pharmaco-scientists a chance to discover important genes, proteins, and SNPs that are not highly ranked by the conventional methods. In fact, the factor-adjusted method is more powerful than the conventional two-sample ttests when test statistics are dependent.
Discussion and Future Directions
The paper is written in the context that massive amounts of pharmacogenomic data combined with quantitative statistical approaches are beginning to shed lights towards personalized medicine. While the so-called Big data movement has received a lot of attention, and the pharmacogenomics applications are prime examples, we highlight three characteristics of modern pharmacogenomic data that worth equal attention. These include: (1) Complex Data -the data distribution can not be characterized by simple parametric models; (2) Noisy Data -the data are usually aggregated from numerous sources and we must deal with large biological and measurement heterogeneity with possible outliers, measurement errors, and missing data; (3) Dependent Data -the data exhibit complicated correlations with relatively weak signals. These problems are now so ubiquitous, with new variations accruing at such an alarming rate, one might refer to them as simply the Modern data problem. The large amount of data are usually obtained by using high-throughput technologies and they contain inevitably measurement errors. Measurement errors distort statistical conclusion, reducing correlation with clinical outcomes. Spurious correlations arise inevitably in high dimensional data. They induce the so-called endogenous covariates. When some collected variables are correlated with the residual noise of a response, namely, when the part of the response that can not be explained by relevant molecules are correlated with irrelevant molecules, endogeneity arises. Like measurement errors, endogeneity causes model selection inconsistency, leading to erroneous scientific conclusions.
To handle the challenges of modern pharmacogenomic data, we need statistical methods that are simultaneously robust to the main issues of scalability, complexity, noise, and dependence. However, general methodological development for pharmacogenomic data analysis, mirroring numerous other scientific settings, has lagged behind the rapid development of new technologies and new datasets. For example, most existing methods assume the data are independently sampled from a parametric distribution (e.g., Gaussian), and most of them use Pearson's sample covariance matrix as the sufficient statistic and thus are not robust to outliers and possible data contamination. To bridge these gaps, new statistical methodology is urgently needed. In the following sections, we discuss several recent efforts that aim at addressing these problems.
Handling Complex Data with Semiparametric Modeling
To deal with complex nonGaussian data, [97] has proposed a semiparametric modeling framework based on the transelliptical distribution family.
The transelliptical family is a semiparametric extension of the elliptical family. Let X ∈ R d be a random vector with mean µ and correlation matrix Σ. We say that X follows an elliptical distribution if its density can be written in the form of p(x) = |Σ| −1/2 g((x − µ) T Σ −1 (x − µ)). Elliptical family contains many multivariate distributions, including multivariate Gaussian, multivariate t-distribution, Cauchy, logistic and Kotz distributions. We define X = (X 1 , . . . , X d )
T follows a transelliptical distribution, denoted by X ∼ T E(Σ, g; f ), if there exists a set of increasing functions { f j } d j=1 such that f (X) = ( f 1 (X 1 ), . . . , f d (X d ))
T follows an elliptical distribution. Figure 6 (a) illustrates the relationships of the transelliptical, elliptical [98] , and nonparanormal families [99, 100, 101] . Both the nonparanormal and elliptical distributions are proper subsets of the transelliptical family. They share the Gaussian family as a common subset. Figure 6 (b) visualizes a 2-dimensional transelliptical density. Clearly the transelliptical family is much richer than the Gaussian family.
Similar to the Gaussian graphical model, we could also construct the transelliptical graphical model based on the transelliptical family (More details can be found in [97] ). To understand the semantics of a transelliptical graph, we have proved that a transelliptical distribution must admit a three-layer hierarchical latent variable representation as illustrated in Figure 6 (c):
The observed vector, denoted by X = (X 1 , . . . , X d )
T and presented in the first layer, has a transelliptical distribution, and a latent random vector, Z = (Z 1 , . . . , Z d )
T in the second-layer, is elliptically distributed. Variables in the first and second layers are related through the transformation Z j = f j (X j ) with f j being an unknown monotone function. The latent vector Z can be further represented by a third-layer latent random vector Y = (Y 1 , . . . , Y d ) T , which is multivariate Gaussian with a correlation matrix Σ (called latent correlation matrix) and an inverse correlation matrix Θ = Σ −1 (called latent inverse correlation matrix). We define the transelliptical graph G = (V, E) with the node set V = {1, . . . , d} and the edge set E encoding the nonzero entries of Θ. We provide interpretations of the graph G for the variables in different layers: (i) For the observed variables in the first layer, the absence of an edge between two variables means the absence of a certain rank-based association of the pair given other variables; (ii) For the latent variables in the second layer, the absence of an edge means the absence of the conditional Pearson's correlation of the pair; (iii) For the third layer variables, the absence of an edge means the conditional independence of the pair. Compared with the Gaussian graphical model, the transelliptical graphical model has richer structure with more relaxed modeling assumptions.
Handling Noisy and Dependent Data with Robust Methods
To handle noisy data, we need to develop robust statistical methods. We introduce a rank-based method using the aforementioned transelliptical graphical model as an illustrative example. Recall that estimating the transelliptical graph is equivalent to estimating the latent inverse correlation matrix, [97] develops a rank-based estimator using the Kendall's tau statistics. This estimator has been proved to have good theoretical property and is simultaneously robust to outliers, missing values, and data dependence.
More specifically, let X = ( X 1 , . . . , X d ) T be an independent copy of a random vector X ∈ R d . The population Kendall's tau statistic is τ jk = Corr(sgn(X j − X j ), sgn(X k − X k )). Let x 1 , . . . , x n ∈ R d be n observed data points with x i = (x i1 , . . . , x id )
T . The sample version Kendall's tau statistic is τ jk = 2 n(n − 1) 1≤s<t≤n sgn(x s j − x t j )(x sk − x tk ).
This is a monotone-transformation-invariant measure of association between the empirical realizations of two random variables X j and X k . Let S = ( s jk ) ∈ R d×d with s jk = sin( π 2 τ jk )·I( j k) + I( j = k), where I(·) is the indicator function. A rank-based estimator Θ can be obtained by plugging S into a sparse inverse covariance matrix estimation algorithm like CLIME [16] or TIGER [17] . Such a rank-based estimator is robust and easy to compute.
Besides the above rank-based method, there are many other ways we can develop robust estimators. In summary, statistical analysis of Big pharmacogenomics data is both promising and challenging. On one hand, significant progress has been made towards developing new statistical method and theory to explore and predict massive amounts of high dimensional data. On the other hand, there are many new challenges and open problems remain to be solved.
