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ABSTRACT 
The storage and retrieval of information are important functions of information systems (IS). These IS 
functions have been realized for decades, due to the maturity of the relational database technology. In 
recent years, the concept of Semantic Information System (SIS) has emerged as IS in which information 
is represented with explicit semantic based on its meaning rather than its syntax to enable its automatic 
and intelligent processing by computers. At present, there is a shortage of discussions on the topic of 
semantic data storage in IS as compared to the relational database storage counterpart. This study uses a 
combination of qualitative and quantitative methods to discuss semantic data storage in IS. The 
qualitative method is by means of literature review to learn the existing techniques for representing and 
storing semantic data. The quantitative method is done with experiments to empirically discuss these 
techniques. The empirical findings of the study shed light on the technologies and approaches utilised to 
store semantic data in relational databases. This may contribute to the understanding of semantic 
technologies in IS and foster the development of semantic information systems. 
Keywords 
Information Systems, Semantic Information Systems, Ontology, Semantic Data Storage 
 
INTRODUCTION 
An information system is defined by Fill (2009a) as an ensemble of interdependent components that 
assist organizations in decision making and control, through the collection or retrieval, processing, 
storage and distribution of information. This definition shows that the storage and retrieval of 
information are important functions of information systems. These IS functions have been achieved 
efficiently in the previous decades due to the maturity of the relational database technology. In fact, the 
relational database technology has existed for more than 30 years and enjoys widespread adoption 
through a multitude of books prescribed at academic institutions in various courses. The Relational 
Database Management Systems (RDBMS) provides sophisticated functionalities for data storage 
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management and retrieval such as query optimization, transaction processing, access control and data 
recovery for organisations and industries (Heymans, Ma, Anicic, Ma, Steinmetz, Pan, Mei, Fokoue, 
Kalyanpur, Kershenbaum, Schonberg, Srinivas, Feier, Hench, Westzstein, & Keller., 2008; Wilkes, 
Hoover, Keer, Mehra, & Veitch., 2006).  
The relational database technology prescribes the Entity Relationship Diagram (ERD) to capture the 
business logic of the IS and to represent the data that is to be stored. The ERD is further converted into 
relational database schemas that are used to create the database and store the IS data through RDBMS. 
Although the database schemas represent the relationships between the data based on the business 
requirements of the IS domain captured in the ERD, they do not represent any explicit semantic of the 
data. Furthermore, in today’s competitive business market, companies do not have to use information 
within their local IS but they also need to share and use information from the information systems of 
other companies (Guido & Paiano, 2010). The semantic representation of IS data would enable 
computers to interpret and automatically process these data, thereby, enabling the integration and 
interoperability between different information systems of organizations. Moreover, the semantic 
representation of IS data would enable computers to automatically reason these data and infer new 
knowledge from them to support decision making in the organisations.  
In recent years, the concept of Semantic Information System (SIS) has emerged as IS in which 
information is represented with explicit semantic based on its meaning rather than its syntax to enable its 
automatic and intelligent processing by computers (Fill, 2009b). In the SIS, the meaning of information 
is represented with ontology. An ontology is a simple view of a domain through its concepts, entities 
and objects, and the relationships between them; it provides a common representation of knowledge or 
data in a domain to facilitate information sharing and integration amongst heterogeneous information 
systems. The ontology of an IS domain needs to be further represented formally in a language that can 
be understood and processed by computers. The two most popular of these languages are Resource 
Description Framework (RDF) and Web Ontology Language (OWL). Further discussions of these 
languages are provided later in this study.  
In summary, the data in the SIS is represented with ontology. Ontology is referred to as semantic data, 
due to its formal representation in RDF/OWL for computer processing and reasoning (Fernandez, Arias, 
Martinez-Prieto, & Gutierrez, 2013). Therefore, hereinafter, the terms ontology and semantic data are 
used interchangeably. Furthermore, the task of building ontology is out of the scope of this paper; some 
methodologies for building ontologies that capture the semantic relationships between the data of the IS 
domains can be found in Pinto, Staab and Tempich (2004), Sure, Staab and Studer (2002) and Suarez-
Figueroa (2010). Instead, this study uses ontologies downloaded from the internet to empirically discuss 
the existing techniques for representing and storing semantic data. 
Over the past few years, different techniques have been developed to store semantic data in computer 
memory, in file systems and relational databases (Lili, Lee, & Kim, 2010; Ramanujam, Gupta, Khan, 
Seida, & Thuraisingham, 2009). However, there is a shortage of discussions of these techniques for 
storing semantic data in IS as compared to the relational database storage techniques; this may 
undermine the development of SIS. This study discusses the topic of semantic data storage in IS. A 
combination of qualitative and quantitative methods is used. The qualitative method is by means of a 
literature review to learn about the existing techniques for representing and storing semantic data. The 
quantitative method is done with the design research method to conceptualize, design and conduct 
experiments to empirically discuss these techniques. The empirical findings of the study shed light on 
the technologies and approaches utilised to store semantic data in relational databases. This may 
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contribute to the understanding of semantic technologies in IS and foster the development of semantic 
information systems.    
The rest of the paper is organized as follows. Section 2 discusses the related studies. The methodology 
of the study is explained in Section 3. The existing technologies and approaches for storing semantic 
data are presented in Section 4. Section 5 describes the experimental results of the study and a 
conclusion ends the paper in the last section.  
 
RELATED WORK 
The topic of semantic technologies adoption in IS has been of interest to many researchers in recent 
years (Fill, 2009b; Guido & Paiano, 2010; Nalepa & Furmanska, 2009; Rajbhandari,  Gosai, Shah, & 
Pramod, 2012; Ricca, Grasso, Liritano, Dimasi, Lelpa, Manna, & Leone, 2010; Soualah-Alila, Faucher, 
Bertrand, Coustaty, & Doucet, 2015; Yadagiri & Ramesh, 2013).  
Guido and Paiano (2010) proposed the use of ontology to integrate information systems of various 
domains. A shared global ontology is built to represent the data in the information system domains; the 
global ontology provides a shared and common representation of the semantic of the data in these 
information systems, thereby, enabling one information system to access information from another 
without any prior agreement. This idea was extended in Medical Information Systems (MIS) by 
Rajbhandari et al. (2012) who proposed a solution for the integrated access to patients’ information in 
heterogeneous MIS of hospitals based on semantic technologies. The authors proposed the use of 
ontology to provide a shared and common representation of patients’ information and the storage of the 
resulting ontology in a central server where clients and medical doctors can seamlessly access patients’ 
records remotely from any hospital.  
Solutions for adopting semantic technologies in the tourism domain are also addressed (Ricca et al., 
2010; Soualah-Alila et al., 2015). Ricca et al. (2010) developed a tourism ontology to model the process 
of organizing and selling holiday packages to clients. The tourism ontology represents data related to the 
geographic, travel agent knowledge, user preferences, and tourism offer information. The resulting 
tourism ontology was further implemented in a logic based programming language; this enabled 
reasoning of the ontology to select suitable holiday packages for customers. An ontology-based solution 
is proposed by Soualah-Alila et al. (2015) to facilitate the task of finding and publishing tourism data on 
the Web. The concepts and relations for the tourist resources are modelled with an ontology, namely, 
TIFSem. The TIFSem ontology was further implemented and queried to provide answers to tourist 
requests.   
Other experiences of using semantic technologies in Geography Information Systems (GIS) and the 
library are presented in Nalepa and Furmanska (2009) and Yadagiri and Ramesh (2013), respectively. 
Nalepa and Furmanska (2009) present existing metadata and ontologies of the GIS domain and 
explained how they can be integrated to provide a distributed and collaborative environment for secure 
access to GIS data. Semantic technologies are discussed in Yadagiri and Ramesh (2013) and they show 
how it can be utilised to improve services and access to the Library collection.  
The concept of Semantic Information System (SIS) is the focus of research in Fill (2009b). The author 
defined SIS as an IS in which information is pre-encoded with semantics, enabling both humans and 
machines to interact and process it. The author went on to propose an approach for modelling SIS; the 
approach consists of extending an e-business modelling framework, namely, E-BPMS by integrating 
ontologies and semantic description of social interaction of users and machines. 
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Although some of the related studies discussed above (Guido & Paiano, 2010; Rajbhandari et al., 2012) 
have mentioned the storage of ontology, none of these studies has addressed the technologies and 
approaches required to store the resulting ontologies in IS. This research overcomes this shortcoming of 
the previous work and conducts an empirical discussion of existing technologies and approaches for 
storing semantic data in IS. The methodology of the study is presented in the next section. 
 
METHODOLOGY 
A combination of qualitative and quantitative methods is used in this study. The qualitative method is by 
means of a literature review to identify relevant publications pertaining to existing approaches for 
storing and querying semantic data as well as the platforms and storage media for implementing these 
approaches. Thereafter, the quantitative research is carried out with experiments using the Design 
research method. 
The design research method consists of a set of predefined steps that enables the solving of a problem or 
the creation of new knowledge (Hevner & Chatterjee, 2015). These steps consist of five activities 
namely: awareness, suggestion, development, evaluation, and conclusion (Vaishnavi & Kuechler, 2004). 
In this study, the awareness stage identifies the need for a framework to empirically discuss semantic 
data storage in IS. In the suggestion stage, the framework is designed and specified. The required 
platforms are identified to implement the framework in the development stage. The evaluation stage 
analyses the results of the implementation of the framework and the conclusion stage discusses the 
underlying approaches and structures used to store semantic data.  
Figure 1 presents the framework developed in the suggestion phase of the Design research method to 
empirically analyse the semantic data storage approaches.  
 
 
Figure 1. Framework for Semantic Data/Ontology Storage  
 
The first layer of the framework is the Semantic Data Acquisition layer. The purpose of this layer is to 
acquire the ontologies or semantic data that will be used by the other layers. As mentioned earlier, the 
development of ontology is out of the scope of this research. The Semantic Data Acquisition layer of the 
Framework in Figure 1 acquires existing ontologies that have been developed and made available 
publicly on the internet. The second layer is the Application Programming Interface (API) layer; it is 
used to create, edit, browse and delete ontology or semantic data. It is also used to load existing 
semantic data. The third layer which is the Storage Media, is used to physically store the semantic data 
in the computer memory. Evaluation is the last layer; it analyses and discusses the underlying structures 
used to store semantic data.  
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SEMANTIC DATA STORAGE 
This section presents the literature related to semantic data storage in terms of the languages used to 
encode the semantic data, the approaches that are utilised to store semantic data and the existing 
software platforms for storing and querying semantic data.   
 
Languages for Representing Semantic Data 
In today’s competitive business environments, most IS data of organisations is accessible by customers 
via the internet.  However, information in the current internet is only interpreted and understood by 
human beings; this makes a large amount of information on the internet inaccessible and does not permit 
the automatic exploitation of internet content. In SIS, data is represented with explicit semantic in logic-
based syntaxes to facilitate its interpretation and processing by both humans and computers (Dieter, 
Frank, Michel, & Hans, 2000). The logic-based description of semantic data in SIS is carried out with 
languages such as RDF, RDF Schema (RDFS) and OWL (Yuang, Li, & Wang, 2013; Zhou & 
Yongkang, 2013). 
• RDF(S) - RDF and RDFS are standard languages for representing semantic data on the internet 
(Dieter et al., 2000; Lu, Lei , Jean-Sébastien, Chen, Yue, & Yong, 2007). Anything on the 
internet is called a resource; examples of resources are web pages, emails, information retrieved 
from databases, web services and so forth. RDF is a data model used to describe resources on the 
internet, whereas, RDFS is an improved version of RDF which provides facilities for the 
definition of basic semantic of the data.  
• OWL - OWL was developed to overcome the weak expressive power of RDF(S) (Yuang et al., 
2013; Zhou & Yongkang, 2013). The expressivity of RDF(S) is enhanced by OWL with tools for 
describing semantic relations between data as well as constraints or restrictions on the data 
(Dieter et al., 2000; Lu et al., 2007).  
In practice, one does not have to write semantic data in RDF(S) or OWL by hand; several software 
platforms exist for the automatic encoding of semantic data in RDF(S) and OWL languages.  The next 
subsection presents the existing approaches for storing semantic data. 
 
Approaches for Storing Semantic Data 
Three approaches are used to store ontology or semantic data, namely, in-memory, native or file systems 
and databases (Dieter et al., 2000; HuiJun, WenGuo, & Jian, 2011). In the in-memory approach, the 
computer’s central memory is used to store semantic data. The advantage of this approach is that it 
provides quick query response times with small scale semantic data. The main drawbacks of this 
approach are that larger semantic data are difficult to process and the stored data are not kept 
permanently. In fact, in this approach, the semantic data need to be loaded in the computer memory on 
demand; which is inefficient and time consuming.  
The native storage approach uses files to store semantic data; this enables fast loading and query of 
semantic data (Heymans et al., 2008). Processing large scale semantic data is one of the main drawbacks 
of the native storage approach. Furthermore, functionalities such as query optimisation, data recovery, 
transaction processing, and controlled access need to be implemented separately (Heymans et al., 2008); 
fortunately, these drawbacks are addressed with the database storage approach. In fact, relational 
databases (RDB) remain the appropriate media for storying semantic data due to the maturity of the 
relational database technology. Therefore, the empirical part of this study focuses on storying semantic 
data in relational databases.  
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The database storage of semantic data offers many functionalities including the storage, query, 
reasoning and scalability (Lu et al., 2007; Yuang et al., 2013; Zhou & Yongkang, 2013). Two 
approaches are used to store semantic data in databases: generic and specific schema (Zhou & 
Yongkang, 2013). In the generic schema approach, a table is used to store semantic data in RDB (Dieter 
et al., 2000); the columns of the table are the elements of RDF statements of the ontology. An improved 
version of the generic schema approach is called normalized triple store; it uses two more tables to store 
semantic data with the purpose of making join queries less expensive (Hertel, Broekstra, & 
Stuckenschmidt, 2009).  
The specific schema approach uses many tables to store semantic data; the number of tables utilized is 
guided by the content of the semantic data. The specific schema approach is further divided into 3 
categories, namely, horizontal, vertical partitioning and hybrid approaches (Dieter et al., 2000; Zhou & 
Yongkang, 2013). These components of the specific schema approach use various combinations of 
tables to store semantic data in databases. The hybrid approach combines both vertical and horizontal 
approaches to store semantic data. The software platforms required to store and query semantic data are 
presented in the next subsection. 
 
Software Platforms for Semantic Data Storage 
To enable the storage and query of semantic data, several platforms have been developed. The most 
popular of these platforms are: AllegroGraph, Jena, Open Anzo, Minerva (Zhou, Ma, Liu, Zhang, Yu, & 
Pan, 2006) and Sesame (Fensel, Hendler,  Lieberman,  Wahlster,  & Berners-Lee, 2005).  
AllegroGaph is a server application that is accessed remotely by client applications. It enables the 
storage and query of semantic data and provides an API for the direct access to these data without any 
use of queries. Minerva is a component of the Integrated Ontology Development Toolkit; it is used as a 
library in Eclipse Integrated Development Environment (IDE) to store semantic data (Zhou et al., 2006). 
Open Anzo was developed by IBM; it can be used in three different modes to store and query semantic 
data: (1) embedded in an application, (2) installed as a server application and accessed remotely by 
clients or (3) run locally (Stegmaier, Gröbner, Döller, Kosch, & Baese, 2009). Jena API is integrated 
into Eclipse IDE as a library; it enables the creation and storage of semantic data in different formats 
(Stegmaier et al., 2009; Alamri, 2012). Sesame is a Software Development Kit (SDK) that was 
developed in the European IST project On-to-Knowledge (Fensel et al., 2005). It enables semantic data 
to be queried or exported. The abovementioned platforms for storing and querying semantic data are 
summarized in Table 1.  
 
Platform License Operating system Type of Storage 
AllegroGraph Commercial/Free Linux Native 
Jena Free/Open Source Windows/Linux Memory, Native, RDB 
Sesame Free/ Open Source Windows/Linux Memory, Native, RDB 
Open Anzo Free/ Open Source Windows Linux RDB 
Minerva Free Windows/Linux RDB 
Table 1. Platforms for Storing and querying Semantic Data 
 
The second column of Table 1 indicates whether the platform is commercial or open source. Jena API 
and Sesame are used in the experiments in this study as they both enable the creation/import and loading 
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of RDF and OWL ontologies into MySQL RDBMS. Furthermore, Sesame, Jena API and MySQL are all 




The dataset in this study is constituted of two ontologies of the e-government domain, namely, Ontology 
of Development Project Monitoring (OntoDPM), and Central Government ontology (CGOV). The 
OntoDPM ontology is a knowledge-based model for e-government monitoring of development projects 
in developing countries (Fonou-Dombeu & Huisman, 2011). In fact, governments in developing 
countries receive aids from donors/international organizations to improve the wellbeing of their citizens 
through the implementation of development projects that focus on building hospitals, improving 
healthcare, providing education, water, electricity and so forth to the population. OntoDPM was created 
as a semantic data model for potential e-government applications that may be used to interface those 
projects for better monitoring, transparency and efficiency (Fonou-Dombeu & Huisman, 2011).   
The CGOV is an ontology of the UK central government (Cgov, nd). The Friend of a Friend (FOAF) 
ontology (Challenger, 2012) is part of CGOV. The FOAF ontology describes the social relationships 
amongst people and their activities. CGOV adds the professional relationships on top of FOAF thus 
enabling CGOV to describe the social and professional relationships amongst government officials. In 
simple terms, CGOV is used to model people and the relationships between them as well as their 
activities in the UK central government. 
 
Computer and Software Environment 
The experiments in this study were carried out on a computer with the following characteristics: 64-bit 
Genuine Intel processor, Windows 8 release preview, 4 GB RAM and 160 GB hard drive. Protégé 
version 4.3 was installed in the computer and used to create the OWL code of OntoDPM ontology. The 
Apache tomcat server version 6.0 was installed to deploy the Sesame server. Jena API was configured in 
the Eclipse IDE version 4.2. Finally, the Wamp server was installed to enable access to MySQL backend 
DBMS via Sesame and Jena API.  
 
Experimental Results 
This section presents the experimental results of the storage of semantic data in RDB within Sesame and 
Jena API platforms. The underlying database structures used by the two platforms to store semantic data 
are reported. In both platforms, various tables are created to stored semantic data in relational databases; 
it is worth noting that the tables are created based on the content of the ontology rather than the database 
schemas as in the relational database technology.  
 
Storage of Semantic Data in Sesame 
Let us recall that Sesame is an application that enables to store and query ontologies in relational 
databases. In this study, the RDBMS utilised is MySQL. For every new ontology loaded into MySQL by 
Sesame, 12 tables are created. Thereafter, additional tables are created based on the content of the 
ontology. Figure 2 shows the 24 and 36 tables that were created by Sesame to store the OntoDPM 
(Figure 2 (a)) and CGOV (Figure 2(b)) ontologies in MySQL databases, respectively. 
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The 12 default tables used by Sesame to store ontology in MySQL are listed in Table 2 along with short 
descriptions of their functionalities. The 12 default tables store general information on the ontology such 
as the data types, language, dates, access status, literals, resources, namespace and so forth. One notices 
that the 12 default tables listed in Table 2 are part of the tables created to store the OnDPM (Figure 2(a)) 
and CGOV (Figure 2(b)) ontologies in MySQL. This indicates that apart from the 12 default tables, 
other tables were created as well by Sesame to store the ontologies in RDB.  
 
 




Table Name Description 
uri_values stores resources and literals 
long_uri_values stores resources and literals longer than 255 characters  
namespace_prefixes stores all namespaces found in the ontology 
datetime_values stores all dates and time used as values  
numeric_values stores numeric value found in the ontology. 
label_values store labels found in the ontology 
long_label_values store labels found in the ontology, longer than 255 characters 
language_values stores the languages found in the ontology 
datatype_values stores the different datatypes found in the ontology 
hash_values stores hash values generated for the uri_values data 
bnode_values stores blank nodes 
Table 2. Default Tables Created by Sesame to Store Semantic Data in RDB 
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The extra tables were created to accommodate other constituents of the ontology. In fact, the semantic of 
the data is created in an ontology using concepts/classes, relationships/properties between classes and 
instances/literals. In Figure 2, for instance, the tables with the prefixes such as subclassof, onproperty, 
isdefinedby, etc. represent the relationships in the ontology. Furthermore, there are also restrictions on 
the elements of an ontology. A restriction is a specific condition on an element of the ontology. For 
instance, in Figure 2, the tables with the prefixes minqualifiedcard, qualifiedcardina, numeric, etc. are 
restrictions on the elements of the ontologies.  
 
 
Figure 3. Partial View of the Records of the uri_values Table for CGOV Ontology 
 
The classes and instances are the actual data in an ontology. They are represented as resources and 
literals in the ontology. In Sesame, a table called uri_values (see bottom of Figure 2 (a) and second table 
from the bottom of Figure 2 (b)) is used to store the literals and resources in the OntoDPM and CGOV 
ontologies. A partial view of the records in the uri_values table for the CGOV ontology database is 
depicted in Figure 3. The records of the uri_values table in Figure 3 are mainly the Uniform Resource 
Identifiers (URIs) of the literals and resources in the ontology. The resources and literals in the 
uri_values table are indexed with numbers to improve the efficiency of queries. Some examples of 
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resources in Figure 3 include the records indexed/numbered 47, 53, 54, 56, 59 and 60. These records 
correspond to the concepts/classes of the CGOV ontology including organization, Corporation Sole, 
Formal Organization, Parliamentary Counsel and Department of the United Kingdom Government in the 
ontology. Also in Figure 3, some examples of literals are all URIs that contain the concepts central-
government; these literals constitute the instances or branches of the UK central government.  
In a nutshell, if an input ontology includes many relationships and restrictions, Sesame will create more 
tables in the database to store them (Figure 2). Therefore, it can be concluded that Sesame uses the 
specific schema approach in which the number of tables created depends on the content of the ontologies 
to store semantic data in RDB (Dieter et al., 2000; Lu et al., 2007; Zhou et al., 2013). The next 
subsection reports on the experimental results on Jena.  
 
Storage of Semantic Data in Jena 
Contrary to Sesame, Jena uses 7 tables to store an ontology in MySQL database. The number of tables 
do not increase after the ontology has been loaded in the RDB as in Sesame. The screenshot in Figure 4 
depicts the 7 tables created by Jena to store semantic data; these tables are labelled with a Jena prefixes 
(left side of Figure 4).  
 
Figure 4. Tables Created in Jena to Store the OntoDPM Ontology in RDB 
 
Short descriptions of these seven tables are provided in Table 3. The tables jena_long_uri and 
jena_long_lit store the long URIs and literals in the ontology, respectively. The remaining (short) URIs 
and literals are kept in the jena_glt1_stmt table.  
 
Table Name Description 
Jena_g1t0_reif stores reified data 
Jena_long_uri stores all long URIs in the ontology 
Jena_long_lit stores literals longer than 255 characters 
Jena_prefix stores all prefixes in the ontologies 
Jena_graph stores data about all the ontologies loaded in the database 
Jena_sys_stmt stores system information on the database 
Jena_g1t1_stmt Stores all statements in the ontology  
Table 3: Tables Created in Jena to Store Semantic Data in RDB 
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The screenshot in Figure 5 depicts a partial view of the jena_glt1_stmt table for the OntoDPM ontology 
stored in MySQL. The records of the tables are short URIs of the OntoDPM ontology content including 
resources, literals and restrictions. Furthermore, each record of the jena_glt1_stmt table has 3 columns; 
these columns correspond to the elements of the RDF statements in the OntoDPM ontology. 
After analysing the tables of the databases of the OntoDPM and CGOV ontologies created with Jena in 
MySQL, it appeared that these databases have the same number of tables (Figure 4 and Table 3). 
Therefore, it can be concluded that Jena uses the specific schema approach in which all the databases 
used to store semantic data have the same number of tables. This is contrary to Sesame where the 
number of tables of ontology databases depend on the content of the ontologies (Zhou et al., 2013).   
 
CONCLUSION  
This study has addressed the topic of semantic data storage in IS. It involved a review of the existing 
approaches, languages and software platforms for storing ontology or semantic data. Thereafter, the 
design research was applied to conduct experiments with two ontologies of the e-government domain on 
two popular platforms for storing and querying semantic data, namely, Sesame and Jena API. The 
analysis of the experimental results revealed the underlying structures used by the two platforms to store 
semantic data in relational databases. Precisely, the results showed that Sesame uses the specific schema 
approach in which the number of database tables created to store the semantic data depends on its 
content, whereas, Jena utilises the specific schema approach in which all the databases of ontologies 
have the same number of tables. The empirical findings of the study shed light on the technologies and 
approaches utilised to store semantic data in relational databases. This may contribute to the 
understanding of semantic technologies in IS and foster the development of semantic information 
systems.   
 
 
Figure 5. Partial View of jena_g1t1_stmt Table for the OntoDPM Ontology 
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