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Robust H 2 control in the presence of stochastic uncertainty
VALERY A. UGRINOVSKII²
This paper considers a robust H¥ state feedback control problem for linear uncer-
tain systems with stochastic uncertainty. The uncertainty class considered in the
paper involves uncertain multiplicative white noise perturbations which satisfy a
certain variance constraint. A state feedback controller is presented which guaran-
tees a prescribed level of disturbance attenuation for all admissible stochastic
uncertainties.
1. Introduction
The standard H¥ state feedback control problem (see e.g. Francis 1987, Doyle
et al. 1989) is concerned with the following points. Given a linear time-invariant
system
Çx = Ax+ B1u+ B2x
z = Cx+ Du
ü
ý
þ
(1)
where xÎ R
n is the state, uÎ R
n1 is the control input, x Î R
n2 is the disturbance
input, zÎ R
m is the controlled output and A, B1, B2, C and D are real constant
matrices of appropriate dimensions. In the H¥ state feedback control problem, one
seeks to ® nd necessary and su￿ cient conditions for the existence of a state feedback
controller u = K(s)x such that the closed-loop system corresponding to this control-
ler is internally stable and satis® es a prescribed H¥ -norm constraint
i Wx z(s)i ¥ £ g (2)
Here Wx z(s) denotes the transfer function from the input x to the output z of the
closed-loop system. Equivalently, the inequality in equation (2) can be written as
ò
+¥
0
(i z(t)i
2- g
2i x (t)i
2) dt£ - e ò
+¥
0
i x (t)i
2dt, ($ e > 0) (3)
(see Limebeer et al. 1992).
A solution to this problem can be obtained by solving a certain algebraic Riccati
equation (see e.g. Basar and Bernhard 1995). However, in the case when there is
parameter uncertainty in a plant, no robustness on H¥ performance can be guar-
anteed by this method. In recent years, much attention has been paid to designing
robust H¥ controllers for systems with time-varying uncertainties. The problem
considered was to design a feedback controller such that the closed-loop system
was robustly stable and achieved a prescribed level of disturbance attenuation for
all admissible uncertainties. For example, Xie and de Souza (1992) and Xie et al.
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systems with norm-bounded uncertainty. Savkin and Petersen (1996) have recently
considered a similar problem for a more general class of uncertain systems in which
the uncertainty satis® es a certain integral quadratic constraint.
The problem addressed in this paper is also a problem of robust stabilizationwith
disturbance attenuation. However, the class of uncertain systems considered in this
paper is di￿ erent from those considered by Xie and de Souza (1992), Xie et al. (1992)
and Savkin and Petersen (1996). In contrast to those papers, our approach involves
Brownian motions to model the dynamics driven by uncertain noise signals. This
leads us to considering stochastic control systems with multiplicative noise. Stoch-
astic systems with multiplicative noise perturbations arise naturally in many control
problems and are considered extensively in the literature (see e.g. Wonham 1970, El
Ghaoui 1995, Hinrichsen and Pritchard 1996).
Consider a stochastic control system described by the stochastic di￿ erential
equation
dx = (Ax + B1u+ B2x ) dt+å
k
j=1
qjAjxdwj(t)
z = Cx+ Du
ü ïï
ýïïþ
(4)
Here w(t) =[ w1(t) ...wk(t)] Â is a vector Wiener process. Without loss of generality,
we assume that the entries wi, wj are mutually independent for all i, j = 1,...,k, and
hence Ew(t)wÂ (t) = I, where E denotes the expectation. In equation (4),
A1,...,Ak Î R
n´ n are known constant matrices, and q1,...,qk are uncertain par-
ameters satisfying the following constraints
|qj|£ 1, j = 1,...,k (5)
It is also assumed that DÂ C = 0, DÂ D > 0.
Remark: The interest in this model of stochastic uncertainty may be motivated
by the following important practical problem. Consider the system
Çx =[ A0 + B2¢(x)C] x+ B1u(t) + B2x 0(t)
where ¢(x) Î R
1 is an uncertain non-linear bounded parameter. Assume that the
precise bounds on this parameter are unavailable, and one must rely on a statistical
estimate for these bounds. In this way, we can assume that uncertainty ranges within
the estimated bounds with a probability as close to one as the statistical estimate of
the bound allows, but not equal to one. Hence, the uncertainty may exceed the
estimated bounds with non-zero probability. Let us scale the uncertainty to have
the estimated bounds equal to one. Then one can write ¢(x) = ¢0(x) + qz (x), where
¢0(x) is a scalar deterministic function corresponding to the part of the uncertainty
ranging within the assumed bounds, |¢0(x)|£ 1, z (x) is a scalar function
corresponding to the estimation errors in the uncertainty bound and q is a scaling
parameter. Assuming that for all xÎ R
n, z (x) is a normally distributed random
variable with zero mean and identity variance, this formally leads to the Langevin
equation
Çx =[ A0 + qB2Cz (t)] x(t) + B1u(t) + B2x (t)
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identity variance. The corresponding Ito Ã equation² for this uncertain system will be
of the form of equation (4), with A = A0 + 1/2q
2(B2C)
2, A1 = B2C (Khas’minskii
1980). h
Given the system in equation (4) and a constant g > 0, the associated robust
stochastic H¥ control problem is to ® nd a matrix KÎ R
n1´ n such that the state
feedback controller u = Kx satis® es the following conditions.
(i) The system
dx = (A+ B1K)xdt+å
k
j=1
qjAjxdwj(t) (6)
is exponentially mean-square stable, i.e. solutions of equation (6) satisfy the
condition
Ei x(t)i
2 £ q e- a (t- s)Ei x(s)i
2, $ q ,a > 0 (7)
(ii) The closed-loop system
dx = ((A+ B1K)x+ B2x ) dt+å
k
j=1
qjAjxdwj(t)
z = (C + DK)x
ü ïï
ýïïþ
(8)
corresponding to the system in equation (4) with feedback control u = Kx,
satis® es the following stochastic H¥ -norm bound condition. There exists a
constant e > 0 such that
Eò
+¥
0
(i z(t)i
2- g
2i x (t)i
2) dt £ - e Eò
+¥
0
i x (t)i
2dt forx(0) = 0 (9)
for each x Î L2(0; R
n2) and for all qj satisfying the constraint in equation (5).
A solution to this problem given in this paper exploits the well-known relation-
ship between H¥ optimization and di￿ erential games (Tadmor 1990, Limebeer et al.
1992, Basar and Bernhard 1995). We ® rst consider a `worst-case’ system
dx = (Ax + B1u+ B2x ) dt+å
k
j=1
Ajxdwj(t)
z = Cx + Du
ü ïï
ýïïþ
(10)
and solve the above stochastic H¥ control problem for this system. The method that
we use is closely related to that of Ichikawa (1991). As in Ichikawa 1991, we consider
an associated linear quadratic di￿ erential game, which is stochastic in our case. In
order to characterize a saddle point of this game, a convexity± concavity property of
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² Conditions under which a Langevin equation can be transformed to a Stratonovich
equation and subsequently, to an Ito Ã equation, are given in Sussmann 1978. Since in this
example we deal with a scalar noise z (´), these conditions are satis® ed if the functions D (x),
D 0(x) are of class C
1, and their partial derivatives satisfy the Lipschitz condition.a payo￿ functional is used. This leads us to necessary and su￿ cient conditions for
the existence of a stabilizing state feedback controller for the worst-case problem in
equations (10) and (9). These conditions are given in terms of a generalized game-
type algebraic Riccati equation. We then prove that the controller obtained by solv-
ing this Riccati equation guarantees that the overall family in equations (4) and (5)
satis® es the same bound on disturbance attenuation. That is, the proposed controller
is robust with respect to stochastic parametric perturbations satisfying the constraint
in equaiton (5). An example illustrating this result is given in section 5.
Note that due to the stochastic nature of the problem, we meet speci® c di￿ culties
similar to those of stochastic linear± quadratic optimal control (Bismut 1976, Brusin
and Ugrinovskii 1987, 1995), where the problem of establishing a matrix structure of
an optimal cost operator arose.
Throughout the paper, Ito Ã stochastic di￿ erential equations are considered over a
complete probability space (X ,P,F ), and their solutions are adapted to the sequence
of Borel s -® elds { F t,t ‡ 0}generated by the Wiener process w(t). For an integer p
and any T £ +¥ , let L2([ s,T]´ X ; R
p) be the Lebesgue-type Hilbert space gener-
ated by (t,x )-measurable F t-adapted processes mapping [ s,T]´ X into R
p. The
norm in this space is i ´i 2 = (ò
T
s Ei ´i
2dt)
1/2. It is supposed that control inputs
u(´) and disturbance inputs x (´) are elements of L2([ 0,T]´ X ; R
n1) and
L 2([ 0,T]´ X ; R
n2), respectively, with T £ +¥ . The product-space L2([ s,T]´
X ; R
n1) ´ L 2([ s,T]´ X ; R
n2) is denoted by U(s,T). We shall write U(s) for
U(s,+¥ ). All systems and processes in this paper are considered with respect to
the starting instant s‡ 0. In this case, the initial condition is an F s-measurable
random vector h with values in R
n, which is independent of w(t) - w(s), t > s, and
such that Ei hi
2 <¥ . Let L 2(s) denotes the Hilbert space of such vectors.
2. Stochastic di￿ erential game
In this section we consider a stochastic linear quadratic di￿ erential game associ-
ated with equation (10). We shall suppose that the system in equation (10) satis® es
the following assumption.
Assumption 1: The linear system
dx(t) = Ax(t) dt+å
k
j=1
Ajxdwj(t), x(s) = h (11)
that corresponds to the system in equation (10), driven by the control input u(´) = 0 and
the uncertainty input x (´) = 0, is exponentially mean-square stable, i.e. there exist
constants C > 0, a > 0 such that
Ei x(t)i
2 £ Ce- a (t- s)Ei hi
2 (12)
As a consequence, A is a stable matrix.
Remark: In the scalar case of stochastic di￿ erential equation (11) when n = 1,
the necessary and su￿ cient condition for the linear system in equation (11) to be
exponentially mean-square stable is that 2A+ å
k
j=1A
2
j < 0 (Khas’minskii 1980).
This inequality shows the trade-o￿ between the matrix A and the variance of the
disturbance. In the multivariable case when n ‡ 2, in order to check Assumption
1, one can use Lyapunov arguments reducing the stability test to ® nding a feasible
solution Y to the linear matrix inequality
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k
j=1
AÂj YAj £ - e I, YÂ = Y > 0
for a certain constant e > 0. h
Now consider a stochastic di￿ erential game de® ned by equation (10) and the cost
functional
J
s,h(u,x ) =ò
+¥
s
E{ F(x(t),u(t)) - g
2i x (t)i
2}dt
F(x,u) := k x,Rx+ Qul +k u,QÂ x+ Gul
ü ï
ýïþ
(13)
where R= RÂ Î R
n´ n, Q Î R
n´ n1, G = GÂ Î R
n1´ n1, G > 0 and x(´) denotes a sol-
ution to equation (10) satisfying the initial condition x(s) = h and driven by the
pair of inputs (u(´), x (´)). Note that Assumption 1 ensures that any pair of inputs
(u(´), x (´) Î U(s) results in a square-integrable solution on [ s,¥ ) for any initial
condition (see e.g. Brusin 1981). This observation implies that the cost functional
equation (13) is well de® ned on U(s). In the stochastic di￿ erential game, we seek to
® nd
V := inf
u(´)Î L 2([ s,+¥ )´ X ;Rn1) sup
x Î L 2([ s,+¥ )´ X ;Rn2)
J
s,h(u,x ) (14)
Theorem 1: Suppose that Assumption 1 is satis® ed. Also, assume that there exist
constants e 1 > 0, e 2 > 0 such that
F(x,u) > e 1i ui
2 " xÎ R
n, uÎ R
n1 (15a)
J
0,0(0,x ) £ - e 2i x i
2
2 " x Î L 2([ 0,¥ ]´ V ; R
n2) (15b)
Then the following conditions hold:
(a) For each s ‡ 0, hÎ L 2(s), there exists a unique saddle point (minimax pair) of
the cost function in equation (13) in U(s).
(b) There exists a unique symmetric non-negative de® nite solution MÎ R
n´ n to
the generalized game-type algebraic Riccati equation
AÂ M+ MA+å
k
j=1
AÂj MAj + R
- (MB1 + Q)G- 1(MB1 + Q)Â +
1
g
2 MB2BÂ2M= 0 (16)
such that
V = Ek h,Mhl (17)
(c) The minimax pair can be expressed in the feedback form
u = F1x := - G- 1(MB1 + Q)Â x (18a)
x = F2x :=
1
g
2BÂ2Mx (18b)
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(d) The stochastic system
dx = (A+ B1F1 + B2F2)x+å
k
j=1
Aj xdwj(t) (19)
is exponentially mean-square stable; i.e.
Ei x(t)i
2 £ Ce- a (t- s)Ei x(s)i
2, ($ C,a > 0) (20)
As a consequence, A+ B1F1 + B2F2 is a stable matrix.
Proof: Note that condition (15a) of the theorem implies that
J
0,0(u,0) ‡ e 1i ui
2
2, " uÎ L 2([ 0,+¥ ) ´ X ; R
n1) (21)
Equations (21) and (15b) are convexity± concavity conditions which guarantee the
existence of a unique minimax pair for the cost function equaiton (13) (see Bensous-
san 1971). Indeed, as in Brusin and Ugrinovskii 1987, 1995, using the Riesz repre-
sentation theorem, we obtain the following representation for the cost functional:
J
s,h(u,x ) =
u
x ( ) ,G
u
x ( ) á ñ á ñ + 2
u
x ( ) ,
g1sh
- g2sh ( ) á ñ á ñ + J
s,h(0,0)
Herekk ´,´l l denotes the inner product in U(s). Furthermore, it follows from the Riesz
representation theorem that G is a linear, bounded self-adjoint operator U(s) ® U(s)
which has the following structure:
G =
~ G ~
W
~
W * -
~
C ( )
The block components ~ G, ~
C , ~
W of this operator are linear bounded operators
L 2([ s,+¥ ) ´ X ; R
n1) ® L2([ s,+¥ ) ´ X ; R
n1), L 2([ s,+¥ ) ´ X ; R
n2) ® L2([ s,+¥ )´
X ; R
n2) and L2([ s,+¥ ) ´ X ; R
n2) ® L2([ s,+¥ ) ´ X ; R
n1), respectively. Also, ~ G, ~
C
are self-adjoint operators, and g1s, g2s are linear bounded operators
L 2(s) ® L 2([ s,+¥ ) ´ X ; R
n1) and L2(s) ® L2([ s,+¥ ) ´ X ; R
n2), respectively.
Furthermore, equations (21), (15b) imply that the operators ~ G, ~
C are strictly positive
de® nite. It then follows from the results of Bensoussan 1971, that there exists a
unique saddle point of the game in equation (14).
To prove the existence of an operator M satisfying equation (17), we ® rst note
that the conditions ~ G > 0, ~
C > 0 imply that the operators ~ G+ ~
W ~
C - 1~
W *,
~
C + ~
W *~ G- 1~
W are boundedly invertible. Now, letting
^ u
s = (~ G+ ~
W ~ C - 1~ C *)- 1(~
W ~ C - 1g2s- g1s)h
~ x
s = - (~ C + ~
W *~ G- 1~
W )- 1(~
W *~ G- 1g1s + g2s)h
and observing that this de® nition implies (^ u
s,
^ x
s) Î U(s), it is straightforward to
verify, by completing the square, that
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s,h(u,x ) =
u- ^ u
s
x -
^ x
s ( ) ,G
u- ^ u
s
x -
^ x
s ( ) á ñ á ñ -
^ u
s
^ x
s ( ) ,G
^ u
s
^ x
s ( ) á ñ á ñ + J
s,h(0,0)
Then, the saddle point is given by the following equations:
u
s = u
s(h) = ^ u
s, x
s = x
s(h) =
^ x
s (22)
The further proof of equation (17) follows using similar arguments as were used
in proving the corresponding result of linearquadratic stochastic control (Brusin and
Ugrinovskii 1987, 1995). We ® rst have from equation (22) that there exists a self-
adjoint operator M s Î L (L 2(s),L 2(s)) such that for all hÎ L 2(s), V = Ek h,M shl .
This operator is de® ned as follows:
k g,M shl = E{ò
+¥
s
(k x
s(g),Rx
s(h) + Qu
s(h)l +k u
s(g),QÂ x
s(h) + Gu
s(h)l
- g
2k x
s(g),x
s(h)l ) dt| F s}
where x
s(h), x
s(g) are the solutions to (10) corresponding to the minimax pairs
(u
s(h), x
s(h)), (u
s(g), x
s(g)) and satisfying the initial conditions x(s) = h, x(s) = g,
respectively. By the Lebesgue± Nikodym theorem (Yosida 1965), it is then proved
that there exists a weakly measurable mapping Ms = Ms(x ) : X ® R
n´ n such that
k g(x ),Ms(x )h(x )l = k g(x ),(M sh)(x )l (a.s.)
Next, we establish that Ms(x ) = M0(C sx ) a.s., where { C s,s‡ 0} is a translation
semi-group, generated by the Wiener process w(t) (see Doob 1953). Since M0 is
weakly F 0-measurable, then this operator is weakly invariant with respect to C s.
This results in the existence of M satisfying equation (17).
The proof of the claim that the operator M satisfying equation (17) also satis® es
equation (16), and the minimax pair can be given in the feedback form follows the
same arguments as those proving Theorem 3.4 in Ichikawa (1991). This proof is
based on certain facts from stochastic linear quadratic control theory. For any
T > 0, consider the following control problems:
inf
uÎ L 2([ s,T] ´ X ;Rn1) J
s,h
T (u,0) (23a)
sup
x Î L 2([ s,T] ´ X ;Rn2)
J
s,h
T (0,x ) (23b)
In the particular case where Q = 0, a solution to the control problem in equation
(23a) has been given, e.g. by Wonham (1968) and Bismut (1976). Note that under
the condition in equation (15a) of the theorem, the results of Bismut (1976) are
readily extended to the case where Q / = 0.
The control problem in equation (23b) can be solved by the same method as that
of Ichikawa 1991, section 2. Indeed, let U s,T denote a linear bounded operator
L 2([ s1,T1]´ X ; R
n2) ® L 2([ s1,T1]´ X ; R
n) such that U s,Tx (´) is the solution to equa-
tion (10) corresponding to the uncertainty input x (´), control input u(´) = 0 and the
initial condition x(s) = 0. Then from equation (15b), it follows that
i R
1/2U s,Ti
2- g
2 £ - e 2 (24)
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prove that this fact implies the existence of a unique non-negative de® nite solution to
the Riccati di￿ erential equation
dX2T
dt
+ AÂ X2T + X2TA+å
k
j=1
AÂjX2TAj + R+
1
g
2 X 2TB2BÂ2X2T = 0
X2T(T) = 0
ü ïï
ýïïþ
(25)
Moreover, using Theorem 1 of Brusin and Ugrinovskii 1987, 1995, we see that there
exists a symmetric matrix X2 such that
sup
x Î L 2([ s,+¥ )´ X ;Rn2)
J
s,h(0,x ) = Ek h,X2hl (26)
and there also exists a unique input x ¥ (´) Î L 2([ s,+¥ ) ´ X ; R
n2) which attains the
supremum in equation (26). Since in our case J
s,h(0,0) ‡ J
s,h
T (0,0) ‡ 0, then
X2 ‡ X 2T(s) ‡ 0.
Now let us consider the stochastic di￿ erential game associated with equation (10)
and the cost functional
J
s,h
T (u,x ) =ò
T
s
E{ F(x(t),u(t)) - g
2i x (t)i
2}dt (27)
In this game, one seeks to ® nd
VT := inf
u(´)Î L 2([ s,T] ´ X ;Rn1) sup
x Î L 2([ s,T] ´ X ;Rn2)
J
s,h
T (u,x ) (28)
Under the conditions in equations (15a) and (24), stochastic counterparts to
Theorems 3.1 and 3.2 of Ichikawa (1991) can be established. That is, if conditions
(15a) and (24) are satis® ed, then the game in equation (28) has a unique saddle point
(uT,x T). Furthermore, there exists a unique non-negative de® nite solution to the
Riccati di￿ erential equation
dMT(s)
ds
+ AÂ MT + MTA+å
k
j=1
AÂj MTAj + R
- (MTB1 + Q)G- 1(MTB1 + Q)Â +
1
g
2 MTB2BÂ2MT = 0
MT(T) = 0
ü ïïïïïïïï
ýïïïïïïïïþ
(29)
such that VT = Ek h,MThl . The saddle point of the game in equation (28) is char-
acterized by the feedback law
uT = F1Tx := - G- 1(MTB1 + Q)Â x (30a)
x T = F2Tx :=
1
g
2 BÂ2MTx (30b)
Consider the pair of inputs in equations (30a) and (30b) extended to[ T,+¥ ) by
zero. This pair is denoted again by (uT,x T). By optimality, we have
J
s,h
T (uT,x
s) £ J
s,h
T (uT,x T) £ J
s,h
T (u
s,x T) £ J
s,h(u
s,x
s) (31)
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MT(s) is monotone increasing in T. Hence, for all s ‡ 0 there exists a limit of MT(s),
and consequently limits of F1T(s), F2T(s) as T ® ¥ . Let M(s), F1(s) and F2(s)
denote these limits, respectively. Also from equation (29), it follows that
dMT(s) /ds ® dM(s) /ds. This implies that MT(s) ® M(s), F1T (s) ® F1(s),
F2T(s) ® F2(s) uniformly in each interval[ 0,T0] . It can be shown, using this fact,
that xT(´) ® x(´) in C([ s,T0] , L 2(X ,P,R
n)), where x(´) is a solution to the equation
dx = (A+ B1F1(t) + B2F2(t))xdt+å
k
j=1
Ajxdwj(t), x(s) = h
Hence, uT(´) ® u(´) = F1(´)x(´), and x T(´) ® x (´) = F2(´)x(´) in C([ s,T0] ,
L 2(X ,P,R
n1)), C([ s,T0] ,L 2(X ,P,R
n2)), respectively, for any T0 > 0.
As in Ichikawa (1991), we also have that the sequence {(uT,x T)}is bounded in
U(s). Thus, one can extract a subsequence denoted again by {(uT,x T)}such that
(uT,x T) ® (u,x ) Î U(s) weakly as T ® ¥ . This leads to the conclusion that
u(´) = ~ u(´), x (´) = ~ x (´), which implies that (u,x ) Î U(s).
Passing T ® ¥ in equation (31), we obtain
J
s,h(u,x
s) £ Ek h,M(s)hl £ J
s,h(u
s,x ) £ J
s,h(u
s,x
s) £ J
s,h(u,x
s)
Thus, Ek h,M(s)hl = J
s,h(u
s,x
s) = Ek h,Mhl and consequently, dM(s) /ds = 0, and
(u
s,x
s) = (u,x ) = (uF,x F), where the pair (uF,x F) is de® ned by equations (18a)
and (18b). Also, we see that M is a unique solution to equation (16) satisfying
condition (17).
The claim that the system in equation (19) is stable follows from the fact that for
linear stochastic systems, the properties of stochastic L 2-stability and exponential
mean-square stability are equivalent (see e.g. Ichikawa 1979). h
3. Stochastic H¥ control with complete state measurement
In this section we address to the problem mentioned in the introduction as a
`worst-case’ H¥ control problem. Given a constant g > 0, we wish to ® nd a matrix
KÎ R
n1´ n satisfying the following conditions:
(ia) The system
dx = (A+ B1K)xdt+å
k
j=1
Ajxdwj(t) (32)
is exponentially mean-square stable, i.e. it satis® es equation (7).
(iia) The closed-loop system
dx = ((A+ B1K)x+ B2x ) dt+å
k
j=1
Ajxdwj(t)
z = (C + DK)x
ü ïï
ýïïþ
(33)
corresponding to the system in equation (10) with feedback control u = Kx,
satis® es condition (9).
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equation (10) is assumed to satisfy the following condition (cf. Ichikawa 1979).
Assumption 2: There exists a matrix NÎ R
n´ m such that A- NC is a stable
matrix with i exp ((A- NC)t)i £ ae- b t, $ a,b > 0, and a
2/b å
k
j=1i Aji
2 < 1.
Assumption 2 implies that the system
dy = (A- NC)ydt+å
k
j=1
Ajydwj(t), y(s) = y0 Î L2(s) (34)
is exponentially mean-square stable. Indeed, using the representation of the solution
of equation (34) in the form
y(t) = exp((A- NC)(t- s))y0 +å
k
j=1ò
t
s
exp ((A- NC)(t- ¿))Ajy(¿) dwj(¿)
and the independence of the Wiener processes wj, we obtain
Ei y(t)i
2 £ 2i exp((A- NC)(t- s))i
2Ei y0i
2
+ 2å
k
j=1ò
t
s
i exp ((A- NC)(t- ¿))Aji
2Ei y(¿)i
2d¿
Then the conditions i exp ((A- NC)(t- ¿))i £ ae- b (t- ¿),a
2/b å
k
j=1i Aji
2 £ t < 1
imply that
e
2b (t- s)Ei y(t)i
2 £ 2a
2Ei y0i
2 + 2b t ò
t
s
e
2b (¿- s)Ei y(¿)i
2d¿
From the Gronwall inequality, it follows that
Ei y(t)i
2 £ 2a
2Ei y0i
2 e
2b (t - 1)(t- s)
Since t has been chosen such that t < 1, then equation (34) is exponentially mean-
square stable.
Note that in the particular case where Aj = 0, j = 1,...,k, Assumption 2
is equivalent to the pair (C,A) is detectable (see e.g. Lancaster and Rodman
1995).
Theorem 2: Suppose that Assumption 2 is satis® ed. Let DÂ
D > 0 and CÂ
D = 0.
The above stochastic H¥ state-feedback control problem has a solution if and only if
there exists a symmetric non-negative de® nite solution M to the generalized game-
type algebraic Riccati equation
AÂ M+ MA+å
k
j=1
AÂj MAj + CÂ C- MB1(DÂ D)- 1BÂ1M+
1
g
2 MB2BÂ2M= 0 (35)
such that the system
dx = (A- B1(DÂ D)- 1BÂ1M+
1
g
2 B2BÂ2M)xdt+å
k
j=1
Ajxdwj(t) (36)
is exponentially mean-square stable, i.e.
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2 £ Ce- a (t- s)Ei x(s)i
2, ($ C,a > 0) (37)
The controller solving this H¥ problem is given by the state feedback law
K =- (DÂ D)- 1BÂ1M (38)
Proof: The proof follows the same lines as Theorem 4.3 in Ichikawa (1991).
Necessity: Given a matrix K satisfying conditions (ia) and (iia), we need to prove
that there exists a solution to equation (35) satisfying (37).
Let d Î (0,d ]be a constant. Let AK = A + B1K, CK = C + DK. Consider a
stochastic di￿ erential game of the form in equation (14) associated with the system
dx = (AKx+ B1u+ B2x ) dt+å
k
j=1
Ajxdwj(t)
z = CKx+ Du
ü ïï
ýïïþ
(39)
and cost functional
J
s,h
d (u,x ) =ò
+¥
s
E{i CKx(t) + Du(t)i
2 + d i u(t)i
2- g
2i x (t)i
2}dt (40)
By the condition of the theorem, equation (32) is stable. It follows from (iia) that the
closed-loop system in equation (33) satis® es condition (15b) of Theorem 1 with
e 2 = e . Condition (21) is also satis® ed with e 1 = d . Thus, the conditions of Theorem
1 are satis® ed. By this theorem, for each d Î (0,d ] , the Riccati equation of the form
given in equation (16)
AÂ
KM+ MAK +å
k
j=1
AÂ
j MAj - (MB1 + CÂ
KD)(DÂ D + d I)- 1(BÂ
1M+ DÂ CK)
+
1
g
2 MB2BÂ2M+ CÂKCK = 0
has a symmetric non-negative solution M
d such that the system
dx = (AK + B1F1,d + B2F2,d )xdt+å
k
j=1
Ajxdwj(t) (41)
is exponentially mean square-stable. In equation (41), F1,d =
- (DÂ D + d I)- 1(BÂ1M
d + CÂKD), F2,d = (1/g
2)BÂ2M
d . As in Ichikawa 1991, conse-
quently, there exists M := limd ¯ 0 M
d , M= MÂ ‡ 0, which satis® es equation (35).
Also, there exist F1,K = limd ¯ 0F1,d =- K- (DÂ D)- 1BÂ1M, F2,K = limd ¯ 0 F2,d =
(1/g
2)BÂ2M. Consider solutions xd (´) and x(´) to equations (41) and (36), respect-
ively, corresponding to the initial condition xd (s) = x(s) = h. As in Ichikawa (1991),
one can show that Cxd (´), (K+ F1,d )xd (´) and F2d xd (´), d Î (0,d ]are bounded in
L 2([ s,¥ ) ´ X ; R
n). Hence, one can extract subsequences which have weak limit
points in corresponding L 2-spaces. These limits are L 2-summable functions on
[ s,+¥ ) ´ X . On the other hand, as in Theorem 1, for any T0 > s, xd (´) ® x(´) in
C([ s,T0] , L 2(X ,P,R
n)). Therefore, for any T0 > s, the restrictions of functions Cx(´),
(K+ F1,K)x(´) = F1x(´) and F2,Kx(´) = F2x(´) to the interval[ s,T0]are equal to the
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are square-integrable functions on[ s,+¥ ) ´ X .
Let us re-write equation (36) in the following form:
dx = ((A- NC)x+ B1F1x(t) + B2F2x(t) + NCx(t)) dt+å
k
j=1
Ajx(t) dwj(t)
where N is the matrix from Assumption 2. Since equation (34) is stable, and
inputs F1x(´), F2x(´) and Cx(´) are square-integrable on [ s,¥ ) ´ X , then
xÎ L 2([ s,¥ ) ´ X ; R
n). Hence, equation (36) is exponentially mean-square stable.
Su￿ ciency: Let M be a symmetric non-negative solution to equation (35) such
that equation (36) is exponentially mean-square stable. Let K be given by equation
(38). We wish to establish that M and K satisfy conditions (ia) and (iia).
Note that equation (35) can be transformed as follows:
AÂKM+ MAK +å
k
j=1
AÂj MAj + CÂ C + KÂ (DÂ D)K+
1
g
2 MB2BÂ2M= 0 (42)
This implies that AÂKM+ MAK +å
k
j=1AÂj MAj + CÂ C + KÂ (DÂ D)K£ 0. Combining
this fact with Assumption 2, we conclude by Lemma 4.6 of Ichikawa (1979) that (ia)
holds.
Now let us prove that condition (iia) is also satis® ed. From equation (42), we
have that
Ek x(t),Mx(t)l + Eò
t
0{i CKx(t)i
2- g
2i x i
2}dt = - g
2Eò
t
0
i x - g - 2BÂ2Mxi
2dt (43)
where x(´) is the solution to equation (33) corresponding to the initial condition
x(0) = 0.
Note that the substitution of x = z + g - 2BÂ2Mx into equation (33) leads to the
following equation:
dx = AK +
1
g
2 B2BÂ2M ( )
x+ B2z (t) ( )
dt+å
k
j=1
Ajxdwj(t), x(0) = 0 (44)
In particular, the input z (t) = 0 corresponds to the stable system in equation (36).
This implies (see Brusin 1981) that solutions of equation (44) satisfy the condition
i xi 2 £ c0i z i 2, where c0 > 0 is a constant independent of z . That is, the mapping
z (´) ® x(´), and, consequently, the mapping z (´) ® x (´) = z (´) + g - 2BÂ2Mx(´) are
bounded. Thus,
i x (´)i 2 £ ci z (´)i 2 " z Î L2([ 0,+¥ ) ´ X ; R
n2), ($ c > 0)
Note that the restriction of a solution of equation (44) to any interval[ 0,t]is equal to
the restriction of a corresponding solution of equation (33). Since M‡ 0, then
equation (43) implies that
Eò
¥
0 {i (C + DK)x(t)i
2- g
2i x i
2}dt£ - g
2Eò
¥
0
i z i
2dt £ -
g
2
c2 Eò
¥
0
i x i
2dt h
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In this section we establish that the worst-case controller proposed in Section 3
solves the problem of robust H¥ control in the presence of parametric stochastic
perturbations.
Theorem 3: Suppose that Assumption 2 is satis® ed. Let M be a symmetric non-ne-
gative de® nite solution to equation (35) such that equation (36) is exponentially
mean-square stable, i.e. equation (37) holds. Then the system of equations (6) and
(38) is also exponentially mean-square stable for all qj satisfying condition (5).
Moreover, the closed-loop system in equations (8) and (38) satis® es the stochastic
H¥ -norm bound condition (9) for all qj satisfying condition (5).
Proof: It is easy to see that for any vector q satisfying condition (5) we have,
from equation (35)
AÂKM+ MAK +å
k
j=1
q
2
jAÂj MAj + CÂ C + KÂ (DÂ D)K£ 0 (45)
Hence, as in Theorem 2, the system in equation (6) is exponentially stable.
Furthermore, standard Lyapunov arguments show that the fact of the exponen-
tial mean-square stability of equation (36) implies the same stability property for the
system
dxq = (A- B1(DÂ D)- 1BÂ1M+
1
g
2 B2BÂ2M)xqdt+å
k
j=1
qjAjxq dwj(t)
Also, for all qj satisfying condition (5),
Ek x(t),Mx(t)l + Eò
t
0{i CKx(t)i
2- g
2i x i
2}dt£ - g
2Eò
t
0
i x - g - 2BÂ2Mxi
2dt (46)
where x(´) is the solution to equation (8), with the initial condition x(0) = 0.
Then, the theorem follows from equation (46) in the same way as the su￿ ciency
of Theorem 2. h
5. Example
In this section, we present an example illustrating the results of the paper. The
system to be controlled consists of two carts connected by a spring, as shown in
® gure 1. There is an external disturbance x on the ® rst cart that varies with time. A
control force u drives the second cart. The spring constant k has a speci® c nominal
value k0 = 1.25, but this can vary and is considered uncertain; k Î [ 0.5,2] . Assume
that the masses of the carts are m1 = m2 = 1. Then the system is described by the
equation
Çx = (A + H(k(t) - k0)S)x+ B1u+ B2x
z = Cx + Du
ü
ý
þ
(47)
where x =[ x1 x2 Çx1 Çx2] Â Î R
4, and
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0 0 1 0
0 0 0 1
- 1.25 1.25 0 0
1.25 - 1.25 0 0
é
êêêêêêë
ùúúúúúú
û
, B1 =
0
0
0
1
é
êêêêêêë
ùúúúúúú
û
, B2 =
0
0
1
0
é
êêêêêêë
ùúúúúúú
û
C =
1 0 0 0
0 1 0 0
0 0 0 0
é
êêêë
ùúúú
û
, D =
0
0
1
é
êêêë
ùúúú
û
, H =
0
0
- 1
1
é
êêêêêêë
ùúúúúúú
û
, S =[ 1 - 1 0 0]
ü ïïïïïïïïïïïïïïïïïïïï
ýïïïïïïïïïïïïïïïïïïïïþ
(48)
A controller corresponding to the nominal value k = k0 can be found that guaran-
tees i Wx z(s)i ¥ £ 2.5. However, this H¥ norm bound is not robust with respect to
variations in k. Suppose it is satisfactory to have a controller that guarantees the
disturbance attenuation bound g
2 = 4 for the whole range of k.
Let ¢(t) = k(t) - k0. In order to apply the results of this paper we assume that
for all t‡ 0, ¢(t) is the Gaussian white noise process with zero mean and
E¢
2(t) = s
2. We can then choose the value of parameter s such that k obeys the
bound 0.5 £ k £ 2 with a su￿ ciently high probability. For example, for
s = s = 0.25, we have P(|k(t) - k0|£ 0.75) ‡ 0.997. This probability is increasing
as s
2 ¯ 0. This model of spring rate variations leads to an uncertain stochastic system
of the form of equation (4)
dx = (Ax+ B1u+ B2x ) dt+ qA1xdw1(t)
z = Cx+ Du
ü
ý
þ
(49)
with the uncertain parameter q = s /s such that|q|£ 1. In equation (49), A, B1, B2,
C and D are givenby equation (48), and A1 = s HS. We now apply Theorem 3 to this
system. Note that equation (49) satis® es Assumption 2 with
N =
317.2223 0.0039 0
0.0039 317.2223 0
314.9827 1.2451 0
1.2451 314.9827 0
é
êêêêêë
ùúúúúú
û
For this value of N, we have a = e
0.4, b = 1 and (a
2/b )i A1i
2 = 0.5561 < 1.
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Figure 1. Two-mass spring system.A design based on Theorem 3 involves solving equation (35). In a general case,
Riccati equations of the form of equation (35) can be solved using homotopy
methods (see Richter et al. 1993). For this particular example, we found the follow-
ing procedure to work well. Consider an auxiliary equation
AÂ M+ MA+ ¹AÂ1MA1 + CÂ C- M B1(DÂ D)- 1B1-
1
g
2B2BÂ2 ( )
M= 0 (50)
In the particular case where ¹ = 1, this equation corresponds to equation (35). Also
consider a series of the form M(¹) = å
¥
j=0 ¹
jMj. The formal substitution of this
series into equation (50) results in the standard game-type Riccati algebraic equation
for M0
AÂ M0 + M0A+ CÂ C- M0 B1(DÂ D)- 1BÂ1-
1
g
2B2BÂ2 ( )
M0 = 0 (51)
and the in® nite system of Lyapunov algebraic equations
~ AÂ M1 + M1
~ A + AÂ1M0A1 = 0
~ AMj + Mj
~ A+ AÂ1Mj- 1A1- å
j- 1
t =1
Mt B1(DÂ D)- 1BÂ1-
1
g
2B2BÂ2 ( )
Mj- t = 0,
j = 2,3,...
ü ïïïïïï
ýïïïïïïþ
(52)
Here ~ A = A- B1(DÂ D)- 1BÂ1M0 + (1/g
2)B2BÂ2M0. Note that in our case, the pair
(A,B1) is controllable and the pair (C,A) is observable. Hence, equation (51) has
a unique solution M0 > 0 such that the matrix ~ A is stable. This implies that the
Lyapunov equations (52) have unique solutions for each j = 2,3.... If the sequence
of truncationså
m
j=0 ¹
jMj has a non-negative de® nite limit as m ® ¥ , then this limit
must satisfy equation (50). Although we do not have a justi® cation of the above
algorithm, we found it to work well in practice.
Using the above algorithm, we found that the matrix
^ M=
2.8456 - 2.0816 - 0.6195 - 0.8547
- 2.0816 7.1554 5.6625 3.7458
- 0.6195 5.6625 6.9848 3.3103
- 0.8547 3.7458 3.3103 3.1986
é
êêêêêë
ùúúúúú
û
obtained by summing the ® rst 20 terms of the series, satis® es equation (35) with
absolute accuracy ~ 10- 7. Moreover, it can readily be checked that
^ AÂ H + H
^ A+ AÂ1HA1 < 0, where H is a symmetric positive de® nite solution to the
Lyapunov equation
^ AÂ H + H
^ A = - I,
^ A := A- B1(DÂ D)- 1BÂ1
^ M+
1
g
2B2BÂ2
^ M
Hence the Lyapunov function W (x) = xÂ Hx establishes that the system of the form
of equation (36), with M=
^ M, is exponentially stable. Thus, we can rely on the
approximate solution found. The corresponding controller is
u = Kx, K =[ 0.8547 - 3.7458 - 3.3103 - 3.1986] (53)
H ¥ control with stochastic uncertainty 233To verify properties of this controller, the closed-loop system in equations (47) and
(53) was simulated with
x (t) =
1, t £ 2
0, t ‡ 2 {
(54)
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Figure 2. Outputs of the closed-loop system versus time for three samples of D (t)Plots of the output variables corresponding to three sample values of ¢(t) are shown
in ® gure 2. It is interesting to note that we obtained ò
¥
0 i z(t)i
2 dt/
ò
¥
0 i x (t)i
2 dt < 8.77 > g
2 in the case ¢(t) º - 0.75. This in no way contradicts
Theorem 3, since this theorem guarantees the bound g
2 = 4 on the ratio of expected
values of the above L 2-norms.
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Figure 3. Outputs of closed-loop systems corresponding to controllers K s and Kd versus
time, in the presence of a white noise perturbation.It is also of interest to compare a controller from Theorem 3 with controllers
designed using a deterministic approach. Designing based on the results of Xie and
de Souza (1992) involves solving a certain game-type Riccati algebraic equation for a
series of values of design parameters e and d . This Riccati equation was found to
have a positive-de® nite solution for g
2 = 30, e = 0.11, d = 10- 5. The corresponding
robust H¥ controller is
u = Kdx, Kd =[ 77.5580 - 136.3083 - 144.0074 - 40.2825] (55)
For this value of g
2, Theorem 3 gives the controller
u = Ksx, Ks =[ - 0.0299 - 1.4431 - 1.1170 - 1.7109] (56)
For these controllers and the uncertainty input in equation (54), plots of the output
variables of the corresponding closed-loop systems in the presence of white noise
perturbations are shown in ® gure 3. We may observe that the controller in equation
(56) is less sensitive to fast time-varying perturbations of the spring rate. However,
the closed-loop system corresponding to the controller in equation (55) has a shorter
settling time.
6. Conclusions
In this paper we have analysed a certain H¥ -type control problem for stochastic
linear systems with multiplicative state-dependent noise. One result of the paper is a
necessary and su￿ cient condition under which there exists a state feedback stabiliz-
ing controller which guarantees a pre-speci® ed bound on disturbance attenuation.
This condition is given in terms of a generalized game-type algebraic Riccati equa-
tion arising from a special stochastic linear quadratic di￿ erential game.
Another result shows that the proposed controller provides the same bound on
disturbance attenuation for all variance-bounded stochastic perturbations in the
plant. This means that this controller is robust with respect to the class of stochastic
parametric uncertainty considered.
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