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Abstract
In this paper, we show that if S is an n-dimensional subspace of L(V ) such that every nonzero
transformation of S has rank greater than or equal to 2n− 1 then S is algebraically reflexive. If S
is an n-dimensional subspace of B(H) such that every nonzero transformation of S has rank greater
than or equal to 2n− 1 then S is hyperreflexive. We also consider how to construct some new hyper-
reflexive subspaces.
 2003 Elsevier Science (USA). All rights reserved.
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Let V be a vector space over the complex field C and L(V ) be the set of all linear trans-
formations on V . If S is a subspace of L(V ) we use SF to denote the subspace of finite-
rank transformations in S . For any subspace S we write refa(S)= {T ∈ L(V ): T x ∈ Sx,
for x ∈ V }. A subspace S is called algebraically reflexive if refa(S)= S . The well-known
theorem of Larson [11] states that if dimS is finite then refa(S) = S + refa(SF ). This
shows that the only obstruction to algebraic reflexivity for a finite-dimensional subspace S
comes from the finite-rank operators in S . In [4,5], Ding generalized the above result by
showing the obstruction in fact comes from transformations with small ranks.
Suppose S is a subspace of B(H), where B(H) denotes the set of all bounded linear
operators on a complex Hilbert spaceH . Let ref(S)= {T ∈ B(H): T x ∈ [Sx], for x ∈H },
where [·] denotes norm-closed linear span. A subspace S of B(H) is called reflexive if
ref(S) = S . For T ∈ B(H), let α(T ,S) = sup{‖QTP‖: QSP = 0,P,Q projections in
B(H)}. If A is an unital algebra, then α(T ,A) = sup{‖P⊥T P‖: P ∈ LatA}. If there
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hyperreflexive. In the case S is a unital algebra, this definition is the same as that of [1].
It is well known and easily checked that S is reflexive (hyperreflexive, respectively) if
and only if S∗ is reflexive (hyperreflexive, respectively). When H is finite-dimensional,
L(H)= B(H) and refa(S)= ref(S). A subspace S of B(H) is called transitive if for any
x = 0, [Sx] =H .
A subspace M of V is called a separating subspace of S if the only member S of S
satisfying SM = {0} is S = 0. A vector x ∈ V is called a separating vector of S if the
one-dimensional subspace generated by x is a separating subspace of S . If dimS is finite,
it is shown in [5] that S is algebraically reflexive if there exist a separating vector x and a
separating subspace M for S such that Sx ∩SM = {0}. When S is a subspace of B(H), it
is shown in [7] that the above “disjointness hypothesis” implies S is hyperreflexive.
In this note, we demonstrate two simple ideas which can be quite useful dealing with
the reflexivity and hyperreflexivity of a finite-dimensional subspace of operators. The first
idea is the following embedding: If S ⊆ L(V ) (or S ⊆ B(H), respectively), define
Sˆ =
{(
0 S
0 0
)
∈L(V ⊕ V ): S ∈ S
}
(or
Sˆ =
{(
0 S
0 0
)
∈B(H ⊕H): S ∈ S
}
,
respectively).
While much attention in the literature has been given to embedding S into identity-
containing algebras, the above embedding has the advantage of being a bijection (even
though Sˆ is an algebra without identity), in particular, it preserves the dimension of S . It
is not hard to show that if S ⊆ L(V ) then Sˆ is algebraically reflexive if and only if S is
algebraically reflexive; if S is a subspace of B(H) then Sˆ is hyperreflexive if and only if
S is hyperreflexive.
Our second idea is to look at the disjointness of Sx and SM , from the viewpoint of
quotient spaces as follows: For any fixed invariant subspace N of S , we define the cor-
responding quotient space V˜ = {v + N : v ∈ V }. For each S ∈ S , define S˜ : V˜ → V˜ by
S˜(v +N) = Sv +N . Clearly, each S˜ is well defined. Let S˜ = {S˜: S ∈ S˜}. It can be veri-
fied easily that x1 +N is a separating vector of S˜ if and only if x1 is a separating vector
of S and Sx1 ∩ N = {0}. Because of the embedding in the previous paragraph, we can
always assume that S is an algebra. Therefore, SM is an invariant subspace of S . If we
replace N with SM in the quotient space above, the “disjointness hypothesis” in [5,7] can
be formulated as the existence of a separating vector x + SM for S˜ .
Using the above ideas, we can give an improvement of [5, Theorem 2.3] with a very
simple proof.
Theorem 1. Let S be linear subspace of L(V ) with dimS = n. If every nonzero operator
in S has rank greater than or equal to 2n then S is reflexive.
Proof. Because of the embedding mentioned before, we may assume S is an algebra. Since
dimS = n and every nonzero operator in S has rank greater than or equal to 2n, S has a
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S is an algebra, N is an invariant subspace of S . Suppose V˜ and S˜ are defined as above
with N = Sx0. Since dimSx0 = n and every nonzero operator in S has rank greater than
or equal to 2n, every nonzero operator in S˜ has rank greater than or equal to n. Clearly,
dim S˜  dimS = n. By [2, Theorem 2] again, we have that S˜ has a separating vector
x1 + Sx0. It follows that x0 and x1 are separating vectors of S such that Sx1 ∩ Sx0 = {0}.
By [4, Theorem 2.1], S is reflexive. ✷
With a little more work, we can improve the above theorem to the following:
Theorem 2. Let S be a linear subspace of L(V ) with dimS = n. If every nonzero operator
in S has rank greater than or equal to 2n− 1 then S is reflexive.
Proof. If n = 1 then S is reflexive by [9, Lemma 10]. Suppose n > 1. By [11, Corol-
lary 2.8], we can assume all operators in S are of finite rank on a finite-dimensional
Hilbert space H . Let kerS = {x ∈ H : Sx = {0}} and ranS = span{Sx: ∀x ∈ H }. Note
that dim(kerS)⊥ = dim(ranS∗). Since S is reflexive if and only if S∗ is reflexive, taking
the adjoint S∗ if necessary, we can assume that dim(ranS) dim(ranS∗)= dim(kerS)⊥.
Claim. dim(ranS) 2n.
Proof of the claim. Let k = dim(ranS), K be any k-dimensional Hilbert space containing
(kerS)⊥, and U be any invertible transformation from ranS to K . Then US is an
n-dimensional subspace of B(K) such that every nonzero operator in US has rank greater
than or equal to 2n − 1. Writing in matrix forms, we have US ⊆Mk(C). This implies
k  2n−1. In fact, we must have dim(ranS) 2n. Suppose k = 2n−1; since n > 1, there
exist linearly independent T1, T2 ∈ US so that rank(T1)= rank(T2)= 2n− 1. Choose λ0
so that the determinant det(λ0T1 + T2)= 0. This gives rank(λ0T1 + T2) < 2n− 1, which
contradicts to the fact that every nonzero operator in US has rank greater than or equal to
2n− 1.
Now, we will show that S is reflexive. If every nonzero operator in S has rank greater
than or equal to 2n then S is reflexive by Theorem 1. Suppose there exists S0 ∈ S
with rank(S0) = 2n − 1. Since dim(ranS)  2n, there exist S1 ∈ S and x1 ∈ H so that
S1x1 /∈ ran(S0). The hypothesis on the rank of operators in S implies there exists a
separating vector for S . In fact, we can assume that there exists a separating vector v0
so that Sv0  ran(S0). If Sv0 ⊆ ran(S0), by [6, Proposition 3], there exists a scalar t0
such that t0v0 + x1 is a separating vector of S . In this case, S(t0v0 + x1)  ran(S0), we
can then replace v0 by t0v0 + x1. The fact that v0 is a separating vector of S implies
dimSv0 = dimS = n.
Now look at the quotient subspace S˜ on V˜ = {v + Sv0: v ∈ V }. Since every nonzero
operator in S has rank greater than or equal to 2n − 1 and dimSv0 = n, every nonzero
operator in S˜ has rank greater than or equal to n − 1. Since rank(S0) = 2n − 1 and
Sv0  ran(S0), rank(S˜0)= n. By [13, Theorem 2.4], S˜ has a separating vector u0 + Sv0.
This yields u0 is a separating vector of S and Su0 ∩ Sv0 = {0}. Therefore, S is reflexive
by [4, Theorem 2.1]. ✷
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in S has rank greater than or equal to 2n− 1 then either
(1) S has separating vectors x0 and x1 such that Sx0 ∩ Sx1 = {0}, or
(2) S∗ has separating vectors x0 and x1 such that S∗x0 ∩ S∗x1 = {0}.
Proof. Applying [6, Theorem 8], we can reduce it to the case that S consists of only finite-
rank operators. The rest of the argument is similar to that of Theorem 2. ✷
Remark. The proof for Theorem 1 holds for any field F with cardinality greater than dimS
and our proofs for Theorem 2 and Corollary 3 only work for the complex field C.
Theorem 4. Let S be a linear subspace of B(H) with dimS = n, where H is a complex
Hilbert space. If every nonzero operator in S has rank greater than or equal to 2n−1 then
S is hyperreflexive.
Proof. It follows from Corollary 3 together with [7, Theorem 4.10]. ✷
Let S be a subspace of B(H) and let M be a subspace of S . We say that M is hyper-
reflexive relative to S if there exists a constant K such that d(T ,M)Kα(T ,M) for any
T ∈ S .
Theorem 5. Let S be a subspace of B(H) and let A be the algebra of all operators on
H ⊕H which admit a matrix representation(
λI S
0 λI
)
for λ ∈ C, S ∈ S . Then A is hyperreflexive if and only if S is both hyperreflexive and
intransitive.
Proof. One direction being straight forward, we suppose S is hyperreflexive and intransi-
tive. Let
B =
{(
λI S
0 µI
)
: S ∈ S, λ,µ ∈C
}
.
It follows from [10, Theorem 1.2] that B is hyperreflexive.
To show that A is hyperreflexive, using [8, Theorem 2.6], we only need to show that A
is hyperreflexive relative to B.
Let
T =
(
aI S
0 bI
)
∈ B.
We have that
d(T ,A)= inf
{∥∥∥∥
(
aI S
0 bI
)
−A
∥∥∥∥: A ∈A
}
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{∥∥∥∥
(
aI 0
0 bI
)
−
(
λI 0
0 λI
)∥∥∥∥: λ ∈C
}
 |a − b|
√
2
2
.
Since S is intransitive, we can choose x, y ∈H such that ‖x‖ = ‖y‖ = 1 and y ∈ [Sx]⊥.
Let
u=
(
y
x
)
and v =
(
y
−x
)
.
We have that [Au]⊥ v. Let P be the projection on [Au]. Then P ∈ LatA.
Since
‖P⊥T P‖ 1√
2
∥∥∥∥P⊥T P
(
y
x
)∥∥∥∥= 1√2
∥∥∥∥P⊥
(
ay + Sx
bx
)∥∥∥∥
 1√
2
∣∣∣∣∣
〈(
ay + Sx
bx
)
,
(
y
−x
)〉∣∣∣∣∣ 1√2 =
1
2
∣∣a〈y, y〉 − b〈x, x〉∣∣= 1
2
|a − b|,
we have that
α(T ,A) 1
2
|a − b| and d(T ,A)√2α(T ,A).
Hence A is hyperreflexive. ✷
Remarks. (1) Let S and A be as in Theorem 5. In [3], Azoff proves that A is reflexive if
and only if S is both intransitive and reflexive.
(2) Let S be a subspace of B(H). Similar to Theorem 5, we may consider the subalgebra
of B(H(n)) defined by
A=




λI 0 . . . 0 S
0 λI . . . 0 0
...
...
. . .
...
...
0 0 . . . λI 0
0 0 . . . 0 λI

 : λ ∈C, S ∈ S


.
In [12] it is shown that if n 3 and S is hyperreflexive then A is hyperreflexive.
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