ABSTRACT Online movies' recommender systems aim to address the information explosion of movies and make the personalized recommendation for users. Recently, knowledge graphs have been proven to be highly effective to recommender systems, because they are able to fuse various recommendation models and can handle the issues of data sparsity and cold start to improve recommendation performance. However, less consideration is given to the information about the user's properties than the item's properties in the existing knowledge graph recommendation methods, which leads to some limitations in the recommendation results. In this paper, we propose HI2Rec, which integrates multiple information to learn the user's and item's vector representations for top-N recommendation to address the above-mentioned issues. We extract the movie-related information from the Linked Open Data and then leverage the knowledge representation learning approach to embed this information as well as real-world datasets' information of recommender systems to a unified vector space. These vector representations are further calculated to generate a preliminary recommendation list. Finally, we utilize a collaborative filter approach to generate a precision recommendation list. The experimental results on the real-world datasets demonstrate that HI2Rec gives substantial performance improvements against the state-of-the-art recommendation models.
I. INTRODUCTION
In recent years, recommender systems have played an increasingly significant role in helping users discover items of interest from a numerous resource collection in various online services. Among different recommendation methods, collaborative filtering(CF) based approaches, especially matrix factorization [24] , [25] , which leverage user's historical interactions or preference, have made great success [26] . Besides, the content-based approaches also achieve an excellent recommendation performance. They recommend items which are similar to those a user has been interested in the past [10] . In addition, some latent factor analysis-based models also acquire higher efficiency [20] - [23] . The latent factor analysis-based methods need to classify all the items in advance according to the latent factor, and then recommend the items according to the user's interest.
However, the CF approaches are always faced with issues of data sparsity or cold start, and the recommended results are low in diversity. While the content-based approaches usually give similar recommended results and have low
The associate editor coordinating the review of this manuscript and approving it for publication was Varuna De Silva. popularity, the latent factor model can't make real-time online recommendation. So a series of hybrid models are generated [29] , [30] .
Over the past years, with the constant emergence of knowledge graph, a growing number of researchers have leveraged the knowledge base such as YAGO, NELL, DBpedia, and DeepDive with rich knowledge to improve the recommendation performance. Noia et al. [11] and Ostuni et al. [12] utilize a mixed graph-based data model using Linked Open Data to extract metapath-based feature which are fed into a learning to rank algorithms. Yu et al. [17] represent items, users, item properties, and the interlinked relationships utilizing a heterogeneous information network in a knowledge base. They extract meta-path based potential features from the network structure and address the entity recommendation problem adopting Bayesian ranking optimization based collaborative filtering.
Catherine and Cohen [4] start from a graph-based data model encompassing both item relations and user feedback to generate personalized entity recommendations. Zhao et al. [19] develop a heterogeneous SMR network for movie recommendation and present a novel multimodal learning framework for ranking metric learning and multimodal movie content representation. Zhang et al. [18] propose a CKE model, where the semantic representations of items from the knowledge base as well as the latent representations in collaborative filtering are jointly learned. However, less consideration is given to the information about the user's properties in the Knowledge base than the items properties in previous studies, which may lead to some limitations in the recommendation results. To the best of our knowledge, different people have different interests, which may be influenced by the user's gender, age, occupation and so on. As shown in Fig. 1 , people of different gender and age may like different genres of movies. People who belong to the same category may share similar interest, while they may have different interests if they have different attributes. In this paper, we propose HI2Rec, which uses heterogeneous information including users, items, both of their attributes and the interaction information to a unified vector space for the top-N recommendation. The key contributions of this paper are as follows: 1) We leverage rich heterogeneous information to the recommender system including the item information from the external knowledge in the knowledge base, collaborative information from user implicit feedback, and the user's demographic information. To the best of our knowledge, this is the first work that project users, items, their attributes and the interlinked relationships to the unified low dimension vector space. 2) We link the items from recommender system's dataset with the entities from the public large-scale knowledge graph. Additionally,in order to improve the recommendation performance, we further construct triplets by using more user information from recommender system's datasets to enrich the knowledge graph. 3) We learn the user's and item's vector representations from knowledge graph via knowledge representation learning method named TransD [7] .
4)
Extensive experiments verify that our method consistently outperform many state-of-the-art baselines on the real-world datasets. The rest of this paper is organized as follows: In Section 2, we introduce the knowledge representation learning approach, information embedding and recommendation approach of our work. Section 3 describes the details of our experiment, including datasets description, experimental setting, evaluation metrics, baselines and experimental results. We draw a conclusion of our work and show some directions for future work in Section 4.
II. PROPOSED APPROACH A. KNOWLEDGE REPRESENTATION LEARNING
Knowledge representation learning is designed to learn a low-dimensional vector for each entity and relation in the knowledge base, while maintaining the original structure of the graph. A typical knowledge graph consists of millions of entity-relation-entity triplets (h,r,t), in which h, r and t represent the vector of the head, the relation, and the tail in a triplet, respectively. In addition to translation-based methods [2] , [7] , [9] , [14] used in HI2Rec, researchers have also proposed many other models such as Structured Embedding [3] , Latent Factor Model [8] , Neural Tensor Network [13] and Semantic Matching Energy [1] . Recently, translation-based knowledge representation learning methods have received great attention due to their concise models and superior performance. To be self-contained, we briefly review these translation-based methods as follows. 1) TransE [2] wants h + r ≈ t when (h,r,t) holds. Accordingly, if (h,r,t) holds TransE assumes the score function:
is low, and high otherwise. 2) TransH [14] permits entities to have different representations when it comes to different relations by embedding the entities into relation hyperplanes:
where h ⊥ = h − w r hw r and t ⊥ = t − w r tw r are the projections of h and t to the hyperplane w r , respectively, and w r = 1. 3) TransR [9] introduces a projection matrix M r for each relation r to project entity embeddings to the corresponding relation space. The score function in TransR is defined as:
4) TransD [7] replaces the projection matrix in TransR with the product of two projection vectors of an entity and a relation:
where h ⊥ = (r p h p + I )h, t ⊥ = (r p t p + I )t, h p , r p and t p are another set of vectors for entities and relations, and I is the identity matrix. VOLUME 7, 2019 In order to better distinguish the correct triples and incorrect triples, for all the methods above, the following margin-based ranking loss is used for training:
where are the set of correct triplets, are the set of incorrect triplets, and γ is the margin. We use the stochastic gradient descent (SGD) method to minimize the above objective.
B. USER-ITEM SIDE INFORMATION EMBEDDING
In the context of movie recommendation system, the useritem knowledge graph is composed of entities and relations. And the knowledge graph is usually represented by triplets (h,r,t). Each triplet (h,r,t) consists of a head entity h, a tail entity t, and the relation r from h to t. The semantics for a triplet (h,r,t) is that h has a (directed) relation r with t. We first process the information in the recommender system dataset. All items attributes and users attributes, as well as the interaction behavior attributes between users and items are uniquely numbered, and these values are taken as relationships. All users and items and their attribute values are uniquely numbered and these values are treated as entities. Then, the information in the recommender system dataset is matched according to the number information, expressed in the form of triplet, and the movie knowledge graph is constructed. The recommender system dataset information is uses to construct the movie knowledghe graph include the user's id, user's properties (gender, age, occupation), the movie id, movie properties (genres), and the positive interaction (the rate larger than 3) between the users and items. Then we import the external knowledge from the public knowledge graph to enrich the movie knowledge graph. Since the public knowledge graph contains a various of domain knowledge, we extract the heterogeneous information about the movies to enrich the movie knowledge graph from the public knowledge graph. Then we embed this information to the unified vector space. In our method, we treat the users as the entities of the heterogeneous knowledge graph, the user's properties such as gender, occupations, age, category and so on as the relations of the heterogeneous knowledge graph. Similarly, we treat the items as the entities, the item's properties such as starring, genres, writer and so on as the relations of the heterogeneous knowledge graph. In addition, we treat the rate of the users and items as the relations of the heterogeneous knowledge graph. The heterogeneous information comes from two dataset: the public dataset of recommender systems and the common dataset of knowledge graph. In this way we can embed all the heterogeneous information for the format of triplets. For example, (userA, rate, itemB) means that userA has rated itemB before, and (itemB, starring, actorC) means that the starring of itemB is actorC.
Zhang et al. [18] use a network embedding method to extract the structural representations of an item via considering the heterogeneity of both nodes and relations. The network embedding of his method is TransR. Different from his method, we use TransD to get the user's and item's vector representation. Compared with TransR, TransD has no matrix vector multiplication and fewer parameters, and it is the most complicated model among the four embedding methods in Section 2.1. TransD model as shown in Fig. 2 is able to better capture non-linear relationships among the knowledge graph for movies recommendation. We use this model to map users and their demographic information to the unified low-dimension vector space. We embed heterogeneous information about items and users including both collaborative and content information to the vector space to improve the recommendation accuracy.
The partial embedding information described in Fig. 3 , which is a sub-knowledge graph of our model. Our model projects each item and user into a low-dimension vector in a unified vector space that encodes all the information describing the item's characteristics or the user's preference. The locations of items and users in the space reveal their relationships. Two items are considered to be similar if they are close together in the vector space. Furthermore, a certain user is considered to like a certain item if that user and that item are close in the vector space. For instance, in Fig. 3 we can see the age of userA and userC is between 50 and 55, so the vector representations of userA and userC should be located close to each other in the vector space. In addition, the starring of movieA and movieC is actorA, so the vector representations of MovieA and MovieC should be located close to each other in the vector space.
The embedding procedure is described in Algorithm 1. We use big O notation to denote the time complexity and N to denote the scale of the problems. The training set S of triplets (h, r, t) are composed of a head entities h ∈ E, a relation r ∈ R and a tail entities t ∈ E. Our model learns the vector representation of users, users' properties, items and items' properties. The dimension of entity and relation embedding is n and m respectively. The vectors for each entity and relation are composed of two parts. The first one represents the meaning of a relation or an entity which denotes as h, r, or t, the other one is projection vector which denote as h p , r p , and t p . The projection vector is used to construct the mapping matrices. The way of constructing corrupted triplets is the same as [14] . Two mapping matrices M rh , M rt ∈ R m×n are used to project entities from entity space to relation space. I m×n is an identity matrix. We first initialize entities and relationships utilizing the random procedure. For each iteration in the algorithm, we first normalize the embedding vectors of the entities. Then, we sample a small set of triplets from the training set, and construct the mapping matrices. Then we get the projected vectors and use them to construct the training triplets of the minibatch. We then sample a single corrupted triplet for each such triplet. Finally, we leverage a gradient step with constant learning rate to update the parameters, where [x] + denotes the positive part of x, γ > 0 is a margin hyperparameter.
C. RECOMMENDATION APPROACH
In this paper, we combine traditional item-based collaborative filtering methods with knowledge graph representation learning methods for recommendation. For our recommendation approach, we first leverage the knowledge representation learning approach to acquire the users' and items' vector representation and then calculate the similarity of the items to get the raw recommendation list, for which we further leverage ItemCF method to generates the precise top-N recommendation lists.
Currently, the item-based collaborative filtering (ItemCF) is the most widely utilized algorithm in the industry. The recommended algorithm used by Hulu, YouTube, Amazon, or Netflix are based on this method. The ItemCF algorithm recommends to users items which are similar to the items they liked before. It mainly calculates the similarity between the items by analyzing the historical behavior record of a user, thereby recommending the appropriate item to the user [27] , [28] . It doesn't utilize the content attributes of the items to calculate their similarity of the items.
The basic assumption of ItemCF is that if similar ratings to n items is given from users X and Y or user X and user Y have similar behaviors(e.g., listening, watching, buying), then they will give similar ratings or action on other items. The whole recommendation process of ItemCF is formalized as follows: suppose there is a list of m users U 1 , U 2 , . . . , U m and a list of n items I 1 , I 2 , . . . , I n , and the input dataset is an user-item rating matrix R m×n which the dimension is m × n:
where R ij denotes the rating value of user i for item j. We calculate the similarity between matrix elements using cosine similarity, that is, to calculate the similarity between them through calculating the cosine of the angle between two vectors. The ratings can either be explicit feedbacks, on a 1-5 scale, or implicit feedbacks, such as click-throughs or purchases and so on. It is necessary that CF algorithms VOLUME 7, 2019
Algorithm 1 Learnig User_Item Side Information Embedding

Require:
Training set S = (h, r, t), entity set E, relation set R, margin γ , the dimension of entity embedding n, the dimension of relation embedding m.
Ensure:
Embeddings of the entities and relations. 1 
T batch ← ∅ //initialize the set pairs of triplet O (1) 15: 
22:
end for 23 :
end for 27: Update embeddings
28: end loop
are able to address the data sparsity issue, to extend as the number of items and users increasing, to make satisfactory recommendations in a short time, and to address other issues like synonymy (similar or same items tend to have different names), data noise, privacy protection, and shilling attacks problems. In fact, many recommendation systems are used to evaluate very large scale product sets. Therefore, the user-item matrix used for ItemCF will be highly sparse and the performances of the recommendations or predictions of the ItemCF systems are challenged. Several situations are faced with the data sparsity challenge. Moreover, the cold start problem happens when a new item or user has just entered the system, and it is difficult to find similar ones due to the fact that there is not enough information. New items can't be recommended until they are rated by some users, and new users are less likely to give good recommendations due to the lack of their purchase history or rating.
Previously, we have studied how to extract and represent useful information for recommendation to mitigate the data sparsity problem. With TransD embedding, we can obtain the embeddings of both items and users, which can further calculate the similarity values of the items and users for the recommender system. These embedding information are beneficial to address the problems of data sparsity and cold start. For the TransD embedding, we can acquire the vector representations of each user and item, then calculate the similarity between users, between items and between users and items. The calculation method of item similarity we use is cosine similarity. For the previous CF method, due to the lack of the user-item interaction information, the new item fails to find similar items. In our method, we can use the rich side information of items for the recommendation even without the user's behavior of the new item. In this way we can handle the problem of cold start. For the knowledge representation learning method, we acquire a raw recommendation list including M items for each user, then we use ItemCF algorithm to generate the final N items of recommendation results.
III. EXPERIMENTS
In this section, we evaluate our model on real-world scenarios: movie recommendations. We first introduce the datasets, experiment setting, and then introduce the evaluation metrics, baselines. Finally, we present the experiment results.
A. DATASET DESCRIPTION
To thoroughly evaluate our proposed method, a dataset containing both content-based and collaborative information is necessary. Our proposed method is evaluated on MovieLens-1M, 1 which is a widely used dataset for evaluating movie recommender systems. Unlike the MovieLens-100k dataset, the MovieLens-1M dataset includes both item and user attributes and explicit rating values (ranging from 1 to 5). It includes 1,000,209 anonymous ratings for approximately 3,900 movies produced by 6,040 MovieLens users. It also contains age category, gender, ZIP code and occupation as user properties and list of genres and year of release as item properties. Wikipedia, a collaborative encyclopedia, which is a source of both human readable knowledge and semi-structured knowledge used by various applications. This semi-structured data is called wikilinks that users add to Wikipedia articles. For instance, the wikilinks on the Albert Einstein 2 Wikipedia page contains an infobox with information such as date of birth, occupation, date of death, and awards. The semi-structured information on Wikipedia has been extracted and converted to a structured RDF format, such as DBpedia, one of the most popular datasets on Linked Open Data. 3 Therefore, DBpedia can be considered as a highly structured form of Wikipedia. It has been principally leveraged to infuse knowledge for tasks such as recommendations and semantic similarity.
Since our algorithm is based on DBpedia, it is necessary to have a corresponding entity/resource in DBpedia for each movie in the Movielens dataset. MovieLens-1M items have been mapped to the corresponding DBpedia entities in a previous work [12] . We use these publicly available mappings to build the knowledge graph taking advantage of Linked Open Data. Due to the fact that not every item in the MovieLens dataset has a corresponding DBpedia entity, we have 948978 ratings for 6040 users of 3226 items after this mapping. For the items that are not matched to the DBpedia entity, we previously construct the genre information in the movieLens to the triple form into the knowledge graph (e.g., ''movie-genre-Comedy''). Additionally, we utilize the information of user's ID, gender, age and occupation from movieLens to construct the triple for our recommendation dataset (e.g., ''userA-gender-woman''). Finally, we also leverage the user-item interaction information which contains rates larger than 3 to construct the triple format (e.g., ''userArate-itemC''). Basic embedding statistics of movie dataset are reported in Table 1 . 
B. EXPERIMENTAL SETTING
We select TransD [7] to process the knowledge graph and learn entity embeddings. We choose the dimension of entity vectors m and the dimension of relation vectors n among 20, 50, 80, 100, the margin γ among 0.1, 0.5, 1, 2, and the mini-batch size b among 100, 200, 500, 1000. The optimal configuration obtained by valid set are: γ = 1, m, n = 100, B = 200 and choosing L 2 as dissimilarity. For the dataset, we traverse to training for 1000 rounds, and then we update them by conducting stochastic gradient descent (SGD). Other parameters in the baselines are set as default. Each experiment is repeated five times, and we report the average and maximum deviation as results.
C. EVALUATION METRICS
This subsection presents the performance metrics utilized in the experiments. In our experiments, we define the generated recommendation list for user u as I u = i 1 u , i 2 u , . . . , i N u , where N denotes the number of recommended items in the recommendation system, i m u is ranked at the m-th position in I u . 
2) Recall. This metric indicates the percentage of relevant items that were returned, defined as:
3) F1 score. This score is the harmonic mean of recall and precision, defined as:
4) NDCG. This score is the normalized discounted cumulative gain, which evaluates ranking performance by taking the positions of correct items into consideration, defined as:
where Z is a normalization, which is the maximum possible value of DCG@N, and H(x) is the indicator function as above.
D. BASELINES
We use the following state-of-the-art methods as baselines in our experiments: 1) CKE [18] combines CF with textual knowledge, structural knowledge, and visual knowledge in a unified recommendation framework. In this paper, we implement CKE as CF plus structural knowledge module. 2) SHINE [15] uses deep autoencoders to embed a social network, sentiment network, and profile (knowledge) network for celebrity recommendation. In this paper, we utilize autoencoders for item profile and the interaction of user and item to predict click probability. 3) DKN [16] is a deep recommendation knowledge-aware convolution neural network for CTR prediction. We utilize movie names as textual input for DKN in this paper. 4) PER [17] treats the structural knowledge as a heterogeneous information network and extracts meta-path based latent features to represent the connections between items and users. In this paper, we leverage all the item-attribute-items features for PER(e.g., ''moviegenre-movie''). 5) Wide&Deep [5] is a general deep model for recommendation which combine wide linear channel with deep nonlinear channel. In this paper, we utilize the embeddings of items, users, and their attributes to feed Wide&Deep.
E. RESULTS
In this subsection, we present the results of comparison of different models and the comparison of HI2Rec. The results for Precison@N , Recall@N , F1@N and NDCG@N of all methods in top-N recommendation are presented in Fig. 4 , Fig. 5 and Fig. 6 respectively. Several observations stand out: 1) CKE performs comparatively poorer than other baselines, which is probably because we only use structural knowledge without using visual and textual knowledge. 2) SHINE performs not as efficient as other baselines. This is probably because the multiple deep autoencoders methods to map each user into a low-dimension are poorer than the knowledge representation methods. 3) DKN performs the worst in movie recommendation. This is due to the fact that movie names are too ambiguous and short to provide useful information. 4) PER performs well on movie recommendation, which demonstrates that making use of different types of entity relationships in heterogeneous information is helpful to improve the recommendation performance. 5) Wide&Deep achieves satisfactory performance, illustrating that they can make good use of knowledge from KG into their algorithms. 6) HI2Rec achieves excellent performances in top-N recommendation as shown in Figures 4, 5 , and 6. The results mean that the extra usage of user's demographic information can improve the recommendation performance and leverage of the heterogeneous information to the recommender system can remarkably improve the performance of recommendation. HI2Rec indicates that network embedding can capture the semantic representation more reasonably to improve the recommendation performance rather than direct utilization of structural knowledge in a feature-engineering way.
The performance improvement of our approach may lie in two potential reasons: the first reason is that we use more information sources, and the second reason is that we use a better structure (i.e., structured knowledge graph) to model heterogeneous information.
F. COLD START CASE
Making recommendations for newly entered items or users which don't have enough interaction information of users and items is a common problem in recommender systems, which is called the cold start problem. The cold start problems can be divided into item cold start and user cold start.
However, HI2Rec is free of the cold start problem, as it makes full use of side information and incorporates it into the unified vector space when learning users and items representations. In this section, we present some cold start cases in our experiments to illustrate the effectiveness of our method. calculates similar item by the content information in the knowledge graph including genre, director, writer, starring and so forth to generate the top similar candidates.
FIGURE 9.
Cold start user and the top candidates. When a new user entered, HI2Rec according to the user's demographic information in the knowledge graph including occupation, gender and age to find the neighbor user and recommend the items which the neighbor user like to the user.
1) ITEM COLD START
The item cold start mainly solves the problem of how to recommend new items to users who may be interested in them. One of the results of item cold start case in our experiments is shown in Fig. 8 . One movie may belong to many genres. For instance, the Lady and the Tramp belongs to the genre of both animation and children's. Our method calculates similar item by the content information in the knowledge graph including genre, director, writer, starring and so forth to generate the top similar candidates. In this way our method addresses the problem of item cold start.
2) USER COLD START
The user cold start mainly solves the problem of how to make personalized recommendations for new users. One of the results of user cold start case in our experiments is shown in Fig. 9 . When a new user enters, our method tries to find the neighbor user and recommend favorite items of the neighbor user to the user according to the user's demographic information in the knowledge graph including occupation, gender and age. In this way our method addresses the problem of user cold start.
IV. CONCLUSIONS
In this paper, we propose HI2Rec, a new measurement of leveraging both user's and item's attributes and their relation for top-N recommendation. Extensive offline experiments are conducted on MovieLens-1M datasets to demonstrate the effectiveness of this information in improving recommendation quality. Our method addresses the problems of data sparsity and cold start in the recommender system and can provide intuitive recommendation explanations to the users. Compared with the published results of the state-ofthe-art methods that use knowledge graphs in generating recommendations, our method is able to achieve a significant improvement in performance.
In the future, we will combine knowledge graph with other auxiliary information into recommendation system effectively, such as social network, user's comment information and so forth. In addition, we will combine knowledge graph with reinforcement learning based recommender system. We also will use our method in other areas, such as music, e-commerce, news and so on.
