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Re´sume´
Nous proposons dans cet article une nouvelle approche
base´e sur la CP pour l’aide a` la localisation des erreurs
dans un programme pour lequel un contre-exemple est dis-
ponible, c’est a` dire que l’on dispose d’une instanciation
des variables d’entre´e qui viole la post-condition. Pour ai-
der a` localiser les erreurs, nous ge´ne´rons un syste`me de
contraintes pour les chemins du CFG (Graphe de Flot de
Controˆle) ou` au plus k instructions conditionnelles sont
susceptibles de contenir des erreurs. Puis, nous calculons
pour chacun de ces chemins des ensembles minima de cor-
rection (ou MCS - Minimal Correction Set) de taille borne´e.
Le retrait d’un de ces ensembles de contraintes produit un
MSS (Maximal Satisfiable Subset) qui ne viole plus la post
condition. Nous adaptons pour cela un algorithme propose´
par Liffiton et Sakallah [22] afin de pouvoir traiter plus ef-
ficacement des programmes avec des calculs nume´riques.
Nous pre´sentons les re´sultats des premie`res expe´rimenta-
tions qui sont encourageants.
Abstract
We introduce in this paper a new CP-based approach
to support errors location in a program for which a counter-
example is available, i.e. an instantiation of the input va-
riables that violates the post-condition. To provide helpful
information for error location, we generate a constraint
system for the paths of the CFG (Control Flow Graph)
for which at most k conditional statements may be erro-
neous. Then, we calculate Minimal Correction Sets (MCS)
of bounded size for each of these paths. The removal of
one of these sets of constraints yields a maximal satisfiable
subset, in other words, a maximal subset of constraints sa-
tisfying the post condition. We extend the algorithm pro-
posed by Liffiton and Sakallah [22] to handle programs with
numerical statements more efficiently. We present prelimi-
nary experimental results that are quite encouraging.
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1 Introduction
L’aide a` la localisation d’erreur a` partir de contre-
exemples ou de traces d’exe´cution est une question cru-
ciale lors de la mise au point de logiciels critiques. En
effet, quand un programme P contient des erreurs, un
model-checker fournit un contre-exemple ou une trace
d’exe´cution qui est souvent longue et difficile a` com-
prendre, et de ce fait d’un inte´reˆt tre`s limite´ pour le pro-
grammeur qui doit de´bugger son programme. La locali-
sation des portions de code qui contiennent des erreurs
est donc souvent un processus difficile et couˆteux, meˆme
pour des programmeurs expe´rimente´s. C’est pourquoi
nous proposons dans cet article une nouvelle approche
base´e sur la CP pour l’aide a` la localisation des erreurs
dans un programme pour lequel un contre-exemple a e´te´
trouve´ ; c’est a` dire pour lequel on dispose d’une instan-
ciation des variables d’entre´e qui viole la post-condition.
Pour aider a` localiser les erreurs, nous ge´ne´rons un sys-
te`me de contraintes pour les chemins du CFG (Graphe
de Flot de Controˆle) ou` au plus k instructions condi-
tionnelles sont susceptibles de contenir des erreurs. Puis,
nous calculons pour chacun de ces chemins des ensembles
minima de correction (ou MCS - Minimal Correction
Set) de taille borne´e. Le retrait d’un de ces ensembles
des contraintes initiales produit un MSS (Maximal Sa-
tisfiable Subset) qui ne viole plus la post condition. Nous
adaptons pour cela un algorithme propose´ par Liffiton
et Sakallah afin de pouvoir traiter plus efficacement des
programmes avec des calculs nume´riques. Nous pre´sen-
tons les re´sultats des premie`res expe´rimentations qui
sont encourageants.
La prochaine section est consacre´e a` un positionne-
ment de notre approche par rapport aux principales me´-
thodes qui ont e´te´ propose´es pour ce re´soudre ce pro-
ble`me. La section suivante est de´die´e a` la description
de notre approche et des algorithmes utilise´s. Puis, nous
pre´sentons les re´sultats des premie`res expe´rimentations
avant de conclure.
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2 E´tat de l’art
Dans cette section, nous positionnons notre approche
par rapport aux principales me´thodes existantes. Nous
parlerons d’abord des me´thodes utilise´es pour l’aide a`
la localisation des erreurs dans le cadre du test et de
la ve´rification de programmes. Comme l’approche que
nous proposons consiste essentiellement a` rechercher des
sous-ensembles de contraintes spe´cifiques dans un sys-
te`me de contraintes inconsistant, nous parlerons aussi
dans un second temps des algorithmes qui ont e´te´ uti-
lise´s en recherche ope´rationnelle et en programmation
par contraintes pour aider l’utilisateur a` debugger un
syste`me de contraintes inconsistant.
2.1 Me´thodes d’aide a` la localisation des erreurs uti-
lise´es en test et en ve´rification de programmes
Diffe´rentes approches ont e´te´ propose´es pour aider le
programmeur dans l’aide a` la localisation d’erreurs dans
la communaute´ test et ve´rification.
Le proble`me de la localisation des erreurs a d’abord
e´te´ aborde´ dans le cadre du test ou` de nombreux sys-
te`mes ont e´te´ de´veloppe´s. Le plus ce´le`bre est Tarantula
[16, 15] qui utilise diffe´rentes me´triques pour e´tablir un
classement des instructions suspectes de´tecte´es lors de
l’exe´cution d’une batterie de tests. Le point critique de
cette approche re´side dans le fait qu’elle requiert un
oracle qui permet de de´cider si le re´sultat du test est
juste ou non. Nous nous plac¸ons ici dans un cadre moins
exigeant (et plus re´aliste) qui est celui du Bounded-
Model Checking (BMC), c’est a` dire un cadre ou` les
seuls pre´requis sont un programme, une post-condition
ou une assertion qui doit eˆtre ve´rifie´e, et e´ventuellement
une pre´-condition.
C’est aussi dans ce cadre que se placent Bal et al[1]
qui utilisent plusieurs appels a` un Model Checker et
comparent les contre-exemples obtenus avec une trace
d’exe´cution correcte. Les transitions qui ne figurent pas
dans la trace correcte sont signale´es comme une possible
cause de l’erreur. Ils ont implante´ leur algorithme dans
le contexte de SLAM, un model checker qui ve´rifie les
proprie´te´s de se´curite´ temporelles de programmes C.
Plus re´cemment, des approches base´es sur la de´riva-
tion de traces correctes ont e´te´ introduites dans un sys-
te`me nomme´ Explain[14, 13] et qui fonctionne en trois
e´tapes :
1. Appel de CBMC 1 pour trouver une exe´cution qui
viole la post-condition ;
2. Utilisation d’un solveur pseudo-boole´en pour re-
chercher l’exe´cution correcte la plus proche ;
3. Calcul de la diffe´rence entre les traces.
Explain produit ensuite une formule propositionnelle S
associe´e a` P mais dont les affectations ne violent pas la
spe´cification. Enfin Explain e´tend S avec des contraintes
1. http://www.cprover.org/cbmc/
repre´sentant un proble`me d’optimisation : trouver une
affectation satisfaisante qui soit aussi proche que pos-
sible du contre-exemple ; la proximite´ e´tant mesure´e par
une distance sur les exe´cutions de P.
Une approche similaire a` Explain a e´te´ introduite
dans [25] mais elle est base´e sur le test plutoˆt que sur
la ve´rification de mode`les : les auteurs utilisent des se´-
ries de tests correctes et des se´ries errone´es. Ils utilisent
aussi des me´triques de distance pour se´lectionner un test
correct a` partir d’un ensemble donne´ de tests. Cette ap-
proche suppose qu’un oracle soit disponible.
Dans [11, 12], les auteurs partent aussi de la trace d’un
contre-exemple, mais ils utilisent la spe´cification pour
de´river un programme correct pour les meˆmes donne´es
d’entre´e. Chaque instruction identifie´e est un candidat
potentiel de faute et elle peut eˆtre utilise´e pour corri-
ger les erreurs. Cette approche garantit que les erreurs
sont effectivement parmi les instructions identifie´es (en
supposant que l’erreur est dans le mode`le errone´ consi-
de´re´). En d’autres termes, leur approche identifie un
sur-ensemble des instructions errone´es. Pour re´duire le
nombre d’erreurs potentielles, le processus est rede´marre´
pour diffe´rents contre-exemples et les auteurs calculent
l’intersection des ensembles d’instructions suspectes. Ce-
pendant, cette approche souffre de deux proble`mes ma-
jeurs :
– Elle permet de modifier n’importe quelle expression,
l’espace de recherche peut ainsi eˆtre tre`s grand ;
– Elle peut renvoyer beaucoup de faux diagnostics to-
talement absurdes car toute modification d’expres-
sion est possible (par exemple, changer la dernie`re
affectation d’une fonction pour renvoyer le re´sultat
attendu).
Pour reme´dier a` ces inconve´nients, Zhang et al [28]
proposent de modifier uniquement les pre´dicats de flux
de controˆle. L’intuition de cette approche est qu’a` tra-
vers un switch des re´sultats d’un pre´dicat et la modifi-
cation du flot de controˆle, l’e´tat de programme peut non
seulement eˆtre modifie´ a` peu de frais, mais qu’en plus, il
est souvent possible d’arriver a` un e´tat succe`s. Liu et al
[23] ge´ne´ralisent cette approche en permettant la modi-
fication de plusieurs pre´dicats. Ils proposent e´galement
une e´tude the´orique d’un algorithme de de´bogage pour
les erreurs RHS, c’est a` dire les erreurs dans les pre´dicats
de controˆle et la partie droite des affectations.
Dans [3], les auteurs abordent le proble`me de l’analyse
de la trace d’un contre-exemple et de l’identification de
l’erreur dans le cadre des syste`mes de ve´rification for-
melle du hardware. Ils utilisent pour cela la notion de
causalite´ introduite par Halpern et Pearl pour de´finir
formellement une se´rie de causes de la violation de la
spe´cification par un contre-exemple.
Re´cemment, Manu Jose et Rupak Majumdar [17, 18]
ont aborde´ ce proble`me diffe´remment : ils ont introduit
un nouvel algorithme qui utilise un solveur MAX-SAT
pour calculer le nombre maximum des clauses d’une for-
mule boole´enne qui peut eˆtre satisfaite par une affecta-
tion. Leur algorithme fonctionne en trois e´tapes :
1. ils encodent une trace d’un programme par une for-
mule boole´enne F qui est satisfiable si et seulement
si la trace est satisfiable ;
2. ils construisent une formule fausse F ′ en imposant
que la post-condition soit vraie (la formule F ′ est
insatisfiable car la trace correspond a` un contre-
exemple qui viole la post-condition) ;
3. Ils utilisent MAXSAT pour calculer le nombre maxi-
mum de clauses pouvant eˆtre satisfaites dans F ′ et
affichent le comple´ment de cet ensemble comme une
cause potentielle des erreurs. En d’autres termes, ils
calculent le comple´ment d’un MSS (Maximal Satis-
fiable Subset).
Manu Jose et Rupak Majumdar [17, 18] ont implante´
leur algorithme dans un outil appele´ BugAssist qui uti-
lise CBMC.
Si-Mohamed Lamraoui et Shin Nakajima [20] ont aussi
de´veloppe´ re´cemment un outil nomme´ SNIPER qui cal-
cule les MSS d’une formule ψ = EI ∧ TF ∧ AS ou` EI
encode les valeurs d’entre´e errone´es, TF est une formule
qui repre´sente tous les chemins du programme, et AS
correspond a` l’assertion qui est viole´e. Les MCS sont
obtenus en prenant le comple´ment des MSS calcule´s.
L’imple´mentation est base´e sur la repre´sentation inter-
me´diaire LLVM et le solveur SMT Yices. L’imple´menta-
tion actuelle est toutefois beaucoup plus lente que Bug-
Assist.
L’approche que nous proposons ici est inspire´e des tra-
vaux de Manu Jose et Rupak Majumdar. Les principales
diffe´rences sont :
1. Nous ne transformons pas tout le programme en un
syste`me de contraintes mais nous utilisons le graphe
de flot de controˆle pour collecter les contraintes du
chemin du contre exemple et des chemins de´rive´s
de ce dernier en supposant qu’au plus k instruc-
tions conditionnelles sont susceptibles de contenir
des erreurs.
2. Nous n’utilisons pas des algorithmes base´s sur MAX-
SAT mais des algorithmes plus ge´ne´raux qui per-
mettent plus facilement de traiter des contraintes
nume´riques.
2.2 Me´thodes pour de´bugger un syste`me de
contraintes inconsistant
En recherche ope´rationnelle et en programmation par
contraintes, diffe´rents algorithmes ont e´te´ propose´s pour
aider l’utilisateur a` debugger un syste`me de contraintes
inconsistant. Lorsqu’on recherche des informations utiles
pour la localisation des erreurs sur les syste`mes de
contraintes nume´riques, on peut s’inte´resser a` deux types
d’informations :
1. Combien de contraintes dans un ensemble de
contraintes insatisfiables peuvent eˆtre satisfaites ?
2. Ou` se situe le proble`me dans le syste`me de
contraintes ?
Avant de pre´senter rapidement les algorithmes 2 qui
cherchent a` re´pondre a` ces questions, nous allons de´-
finir plus formellement les notion de MUS, MSS et MCS
a` l’aide des de´finitions introduites dans [22].
Un MUS (Minimal Unsatisfiable Subsets) est un en-
semble de contraintes qui est inconsistant mais qui de-
vient consistant si une contrainte quelconque est retire´e
de cet ensemble. Plus formellement, soit C un ensemble
de contraintes :
M ⊆ C est un MUS ⇔ M est UNSAT
et ∀c ∈M : M \ {c} est SAT.
La notion de MSS (Maximal Satisfiable Subset) est une
ge´ne´ralisation de MaxSAT / MaxCSP ou` l’on conside`re
la maximalite´ au lieu de la cardinalite´ maximale :
M ⊆ C est un MSS ⇔ M est SAT
et ∀c ∈ C \M : M ∪ {c} est UNSAT.
Cette de´finition est tre`s proche de celle des IIS (Irredu-
cible Inconsistent Subsystem) utilise´s en recherche ope´-
rationnelle [5, 6, 7].
Les MCS (Minimal Correction Set) sont des comple´-
ments des MSS (le retrait d’un MCS a` C produit un
MSS car on “corrige” l’infaisabilite´) :
M ⊆ C est un MCS ⇔ C \M est SAT
et ∀c ∈M : (C \M) ∪ {c} est UNSAT.
Il existe donc une dualite´ entre l’ensemble des MUS et
des MCS [4, 22] : informellement, l’ensemble des MCS
est e´quivalent aux ensembles couvrants irre´ductibles 3
des MUS ; et l’ensemble des MUS est e´quivalent aux en-
sembles couvrants irre´ductibles des MCS. Soit un en-
semble de contraintes C :
1. Un sous-ensemble M de C est un MCS ssi M est un
ensemble couvrant minimal des MUS de C ;
2. Un sous-ensemble M de C est un MUS ssi M est un
ensemble couvrant minimal des MCS de C ;
Au niveau intuitif, il est aise´ de comprendre qu’un MCS
doit au moins retirer une contrainte de chaque MUS. Et
comme un MUS peut eˆtre rendu satisfiable en retirant
n’importe laquelle de ses contraintes, chaque MCS doit
au moins contenir une contrainte de chaque MUS. Cette
dualite´ est aussi inte´ressante pour notre proble´matique
car elle montre que les re´ponses aux deux questions po-
se´es ci-dessus sont e´troitement lie´es.
Diffe´rents algorithmes ont e´te´ propose´s pour le cal-
cul des IIS/MUS et MCS. Parmi les premiers travaux,
ont peut mentionner les algorithmes Deletion Filter,
Additive Method, Additive Deletion Method, Elas-
tic Filter qui ont e´te´ de´veloppe´s dans la communaute´
de recherche ope´rationnelle [5, 27, 6, 7]. Les trois pre-
miers algorithmes sont des algorithmes ite´ratifs alors que
2. Pour une pre´sentation plus de´taille´e voir http://users.
polytech.unice.fr/~rueher/Publis/Talk_NII_2013-11-06.pdf
3. Soit Σ un ensemble d’ensemble et D l’union des e´lements de
Σ. On rappelle que H est un ensemble couvrant de Σ si H ⊆ D
et ∀S ∈ Σ : H ∪ S 6= ∅. H est irre´ductible (ou minimal) si aucun
e´le´ment ne peut eˆtre retire´ de H sans que celui-ci ne perde sa
proprie´te´ d’ensemble couvrant.
le quatrie`me utilise des variables d’e´cart pour identifier
dans la premie`re phase du Simplexe les contraintes sus-
ceptibles de figurer dans un IIS.
Junker [19] a propose´ un algorithme ge´ne´rique base´ sur
une strate´gie ”Divide-and-Conquer” pour calculer effica-
cement les IIS/MUS lorsque la taille des sous-ensembles
conflictuels est beaucoup plus petite que celle de l’en-
semble total des contraintes.
L’algorithme de Liffiton et Sakallah [22] qui calcule
d’abord l’ensemble des MCS par ordre de taille crois-
sante, puis l’ensemble des MUS est base´ sur la proprie´te´
mentionne´e ci-dessus. Cet algorithme, que nous avons
utilise´ dans notre imple´mentation est de´crit dans la sec-
tion suivante.
Diffe´rentes ame´liorations [10, 21, 24] de ces algo-
rithmes ont e´te´ propose´es ces dernie`res anne´es mais elles
sont assez e´troitement lie´es a` SAT et a priori assez diffi-
cilement transposables dans un contexte ou` nous avons
de nombreuses contraintes nume´riques.
3 Notre approche
Dans cette section nous allons d’abord pre´senter le
cadre ge´ne´ral de notre approche, a` savoir celui du“Boun-
ded Model Checking”(BMC) base´ sur la programmation
par contraintes, puis nous allons de´crire la me´thode pro-
pose´e et les algorithmes utilise´s pour calculer des MCS
de cardinalite´ borne´e.
3.1 Les principes : BMC et MCS
Notre approche se place dans le cadre du “Boun-
ded model Checking” (BMC) par programmation par
contraintes [8, 9]. En BMC, les programmes sont de´plie´s
en utilisant une borne b, c’est a` dire que les boucles sont
remplace´es par des imbrications de conditionnelles de
profondeur au plus b. Il s’agit ensuite de de´tecter des
non-conformite´s par rapport a` une spe´cification. E´tant
donne´ un triplet de Hoare {PRE,PROGb,POST}, ou`
PRE est la pre´-condition, PROGb est le programme
de´plie´ b fois et POST est la post-condition, le pro-
gramme est non conforme si la formule Φ = PRE ∧
PROGb ∧ ¬POST est satisfiable. Dans ce cas, une ins-
tanciation des variables de Φ est un contre-exemple, et
un cas de non conformite´, puisqu’il satisfait a` la fois la
pre´-condition et le programme, mais ne satisfait pas la
post-condition.
CPBPV [8] est un outil de BMC base´ sur la program-
mation par contraintes. CPBPV transforme PRE et
POST en contraintes, et transforme PROGb en un CFG
dans lequel les conditions et les affectations sont tra-
duites en contraintes 4. CPBPV construit le CSP de la for-
mule Φ a` la vole´e, par un parcours en profondeur du
graphe. A` l’e´tat initial, le CSP contient les contraintes
de PRE et ¬POST , puis les contraintes d’un chemin
4. Pour e´viter les proble`mes de re-de´finitions multiples des va-
riables, la forme DSA (Dynamic Single Assignment [2]) est utilise´e
sont ajoute´es au fur et a` mesure de l’exploration du
graphe. Quand le dernier noeud d’un chemin est at-
teint, la faisabilite´ du CSP est teste´e. S’il est consistant,
alors on a trouve´ un contre-exemple, sinon, un retour
arrie`re est effectue´ pour explorer une autre branche du
CFG. Si tous les chemins ont e´te´ explore´s sans trouver
de contre-exemple, alors le programme est conforme a`
sa spe´cification (sous re´serve de l’hypothe`se de de´pliage
des boucles).
Les travaux pre´sente´s dans cet article cherchent a`
localiser l’erreur de´tecte´e par la phase de BMC. Plus
pre´cisemment, soit CE une instanciation des variables
qui satisfait le CSP contenant les contraintes de PRE
et ¬POST , et les contraintes d’un chemin incorrect de
PROGb note´ PATH. Alors le CSP C = CE ∪ PRE ∪
PATH ∪ POST est inconsistant, puisque CE est un
contre-exemple et ne satisfait donc pas la post-condition.
Un ensemble minima de correction (ou MCS - Minimal
Correction Set) de C est un ensemble de contraintes qu’il
faut ne´cessairement enlever pour que C devienne consis-
tant. Un tel ensemble fournit donc une localisation de
l’erreur sur le chemin du contre-exemple. Comme l’er-
reur peut se trouver dans une affectation sur le che-
min du contre-exemple, mais peut aussi provenir d’un
mauvais branchement, notre approche (nomme´e Loc-
Faults) s’inte´resse e´galement aux MCS des syste`mes
de contraintes obtenus en de´viant des branchements par
rapport au comportement induit par le contre-exemple.
Plus pre´cise´ment, l’algorithme LocFaults effectue un
parcours en profondeur d’abord du CFG de PROGb,
en propageant le contre-exemple et en de´viant au plus
kmax conditions. Trois cas peuvent eˆtre distingue´s :
– Aucune condition n’a e´te´ de´vie´e : LocFaults a par-
couru le chemin du contre-exemple en collectant les
contraintes de ce chemin et il va calculer les MCS
sur cet ensemble de contraintes ;
– kmax conditions ont e´te´ de´vie´es sans qu’on arrive a`
trouver un chemin qui satisfasse la post-condition :
on abandonne l’exploration de ce chemin ;
– d conditions on de´ja e´te´ de´vie´es et on peut en-
core de´vier au moins une condition, c’est a` dire
kmax > 1. Alors la condition courante c est de´-
vie´e. Si le chemin re´sultant ne viole plus la post-
condition, l’erreur sur le chemin initial peut avoir
deux causes diffe´rentes :
(i) les conditions de´vie´es elles-meˆmes sont cause de
l’erreur,
(ii) une erreur dans une affectation a provoque´ une
mauvaise e´valuation de c, faisant prendre le mau-
vais branchement.
Dans le cas (ii), le CSP CE ∪PRE ∪PATHc ∪ {c},
ou` PATHc est l’ensemble des contraintes du chemin
courant, c’est a` dire le chemin du contre-exemple
dans lequel d de´viations ont de´ja` e´te´ prises, est satis-
fiable. Par conse´quent, le CSP CE∪PRE∪PATHc∪
{¬c} est insatisfiable. LocFaults calcule donc e´ga-
lement les MCS de ce CSP, afin de de´tecter les ins-
tructions suspecte´es d’avoir induit le mauvais bran-
Algorithm 3: correct
1 Fonction correct(n,P )
Entre´es:
– n : noeud du CFG,
– P : contraintes de propagation (issues du contre-exemple et du
chemin),
Sorties: true si le programme est correct sur le chemin
induit par P
2 de´but
3 si n est la postcondition alors
4 si P ∪ {cstr(POST )} est faisable alors
5 retourner true
6 fin
7 sinon
8 retourner false
9 fin
10 fin
11 sinon si n est un noeud conditionnel alors
12 si P ∪ {cstr(n.cond)} est faisable alors
13 % exploration de la branche If
14 retourner correct(n.left,P )
15 fin
16 sinon
17 retourner correct(n.right,P )
18 fin
19 fin
20 sinon si (n est un bloc d’affectations) alors
21 % on propage les affectations
22 pour chaque affectation ass ∈ n.assigns faire
23 P.add(propagate(ass,P ))
24 fin
25 % On continue l’exploration sur le noeud suivant
26 retourner
correct(n.next,P ,CSPd,CSPa,MCS,MCSb)
27 fin
28 fin
chement pour c.
Bien entendu, nous ne calculons pas les MCS des
chemins ayant le meˆme pre´fixe : si la de´viation d’une
condition permet de satisfaire la post-condition, il
est inutile de chercher a` modifier des conditions sup-
ple´mentaires dans la suite du chemin
3.2 Description de l’algorithme
L’algorithme LocFaults (cf. Algorithm 1) prend en
entre´e un programme de´plie´ non conforme vis-a`-vis de sa
spe´cification, un contre-exemple, et une borne maximum
de la taille des ensembles de correction. Il de´vie au plus
kmax conditions par rapport au contre-exemple fourni,
et renvoie une liste de corrections possibles.
LocFaults commence par construire le CFG du pro-
gramme puis appelle la fonction DFS sur le chemin du
contre-exemple (i.e. en de´viant 0 condition) puis en ac-
ceptant au plus kmax de´viations. La fonction DFS ge`re
trois ensembles de contraintes :
– CSPd : l’ensemble des contraintes des conditions
qui ont e´te´ de´vie´es a` partir du chemin du contre-
exemple,
– CSPa : l’ensemble des contraintes d’affectations du
chemin,
– P : l’ensemble des contraintes dites de propagation,
c’est a` dire les contraintes de la forme variable =
constante qui sont obtenues en propageant le contre
exemple sur les affectations du chemin.
Algorithm 4: MCS
1 Fonction MCS(C,MCSb)
Entre´es: C : Ensemble de contraintes infaisable,
MCSb : Entier
Sorties: MCS : Liste de MCS de C de cardinalite´
infe´rieure a` MCSb
2 de´but
3 C ′ ← AddYVars(C)
4 MCS ← ∅
5 k ← 1
6 tant que SAT(C ′) ∧ k<=MCSb faire
7 C ′k ← C ′ ∧ AtMost({¬y1,¬y2, ...,¬yn},k)
8 tant que SAT(C ′k) faire
9 MCS.add(newMCS).
10 C ′k ← C ′k ∧
BlockingClause(newMCS)
11 C ′ ← C ′ ∧
BlockingClause(newMCS).
12 fin
13 k ← k + 1.
14 fin
15 retourner MCS
16 fin
L’ensemble P est utilise´ pour propager les informations
et ve´rifier si une condition est satisfaite, les ensembles
CSPd et CSPa sont utilise´s pour calculer les MCS. Ces
trois ensembles sont collecte´s a` la vole´e lors du parcours
en profondeur. Les parame`tres de la fonction DFS sont
les ensembles CSPd, CSPa et P de´crits ci-dessus, n le
noeud courant du CFG, MCS la liste des corrections
en cours de construction, k le nombre de de´viations au-
torise´es et MCSb la borne de la taille des MCS. Nous
notons n.left (resp. n.right) la branche if (resp. else)
d’un noeud conditionnel, et n.next le noeud qui suit un
bloc d’affectation ; cstr est la fonction qui traduit une
condition ou affectation en contraintes.
Le parcours commence avec CSPd et CSPa vides et
P contenant les contraintes du contre-exemple. Il part
de la racine de l’arbre (CFG.root) qui contient la pre´-
condition, et se de´roule comme suit :
– Quand le dernier noeud est atteint (i.e. noeud de
la post-condition), on est sur le chemin du contre-
exemple. La post-condition est ajoute´e a` CSPa et
on cherche les MCS,
– Quand le noeud est un noeud conditionnel, alors on
utilise P pour savoir si la condition est satisfaite. Si
on peut encore prendre une de´viation (i.e. k > 0),
on essaie de de´vier la condition courante c et on ve´-
rifie si cette de´viation corrige le programme en ap-
pelant la fonction correct. Cette fonction propage
tout simplement le contre-exemple sur le graphe a`
partir du noeud courant et renvoie vrai si le pro-
gramme satisfait la postcondition pour ce chemin,
– Si de´vier c a corrige´ le programme, alors les condi-
tions qui ont e´te´ de´vie´es (i.e. CSPd ∪ c) sont des
corrections. De plus, on calcule aussi les correc-
Algorithm 1: LocFaults
1 Fonction LocFaults(PROGb,CE,kmax,MCSb)
Entre´es:
– PROGb : un programme de´plie´ b fois non conforme vis-a`-vis de sa spe´cification,
– CE : un contre-exemple de PROGb,
– kmax : le nombre maximum de conditions a` de´vier,
– MCSb : la borne du cardinal des MCS
Sorties: une liste de corrections possibles
2 de´but
3 CFG ← CFG build(PROGb) % construction du CFG
4 MCS = []
5 DFSdevie(CFG.root,CE,∅,∅,0,MCS,MCSb) % calcul des MCS sur le chemin du contre-exemple
6 DFSdevie(CFG.root,CE,∅,∅,kmax,MCS,MCSb) % calcul des MCS en prenant au plus kmax de´viations
7 retourner MCS
8 fin
Algorithm 2: DFSdevie
1 Fonction DFSdevie(n,P ,CSPd,CSPa,k,MCS,MCSb)
Entre´es:
– n : noeud du CFG,
– P : contraintes de propagation (issues du contre-exemple et du chemin),
– CSPd : contraintes des conditions de´vie´es,
– CSPa : contraintes des affectations,
– k : nombre de conditions a` de´vier,
– MCS : ensemble des MCS calcule´s,
– MCSb : la borne du cardinal des MCS
2 de´but
3 si n est la postcondition alors
4 % on est sur le chemin du CE, calcul des MCS
5 CSPa ← CSPa ∪ {cstr(POST )}
6 MCS.add(MCS(CSPa,MCSb))
7 fin
8 sinon si n est un noeud conditionnel alors
9 si P ∪ {cstr(n.cond)} est faisable alors
10 % next est le noeud ou` l’on doit aller, devie est la branche oppose´e
11 next = n.gauche
12 devie = n.droite
13 fin
14 sinon
15 next = n.droite
16 devie = n.gauche
17 fin
18 si k > 0 alors
19 % on essaie de de´vier la condition courante
20 corrige = correct(devie,P )
21 si corrige alors
22 % le chemin est corrige´, on met a` jour les MCS
23 CSPd ← CSPd ∪ {cstr(n.cond)}
24 MCS.addAll(CSPd) % ajout des conditions de´vie´es
25 % calcul des MCS sur le chemin qui me`ne a` la dernie`re condition de´vie´e
26 pour chaque c dans CSPd faire
27 CSPa ← CSPa ∪ {¬c}
28 fin
29 MCS.add(MCS(CSPa,MCSb))
30 fin
31 sinon si k>1 alors
32 % on essaie de de´vier la condition courante et des conditions en dessous
33 DFSdevie(devie,P ,CSPd ∪ {cstr(n.cond)},CSPa,k − 1,MCS,MCSb)
34 fin
35 % dans tous les cas, on essaie de de´vier les conditions en dessous du noeud courant
36 DFSdevie(next,P ,CSPd,CSPa,k,MCS,MCSb)
37 fin
38 sinon
39 % k=0, on est sur le chemin du contre-exemple, on suit le chemin
40 DFSdevie(next,P ,CSPd,CSPa,k,MCS,MCSb)
41 fin
42 fin
43 sinon si (n est un bloc d’affectations) alors
44 pour chaque affectation ass ∈ n.assigns faire
45 P.add(propagate(ass,P ))
46 CSPa ← CSPa ∪ {cstr(ass)}
47 fin
48 % On continue l’exploration sur le noeud suivant
49 DFSdevie(n.next,CE,P ,CSPd,CSPa,k,MCS,MCSb)
50 fin
51 fin
tions dans le chemin menant a` c,
– Si de´vier c n’a pas corrige´ le programme, si on
peut encore de´vier des conditions (i.e. k ≥ 1)
alors on de´vie c et on essaie de de´vier k−1 condi-
tions en dessous de c.
Dans les deux cas (de´vier c a corrige´ ou non le pro-
gramme), on essaie aussi de de´vier des conditions
en dessous de c, sans de´vier c.
– Quand le noeud est un bloc d’affectations, on pro-
page le contre-exemple sur ces affectations et on
ajoute les contraintes correspondantes dans P et
dans CSPa.
L’algorithme LocFaults appelle l’algorithme MCS (cf.
Algorithm 4) qui est une transcription directe de l’algo-
rithme propose´ par Liffiton et Sakallah [22]. Cet algo-
rithme associe a` chaque contrainte un se´lecteur de va-
riable yi qui peut prendre la valeur 0 ou 1 ; la contrainte
AtMost permet donc de retenir au plus k contraintes
du syste`me de contraintes initial dans le MCS. La pro-
ce´dure BlockingClause(newMCS) appele´e a` la ligne 10
(resp. ligne 11 ) permet d’exclure les sur-ensembles de
taille k (resp. de taille supe´rieure a` k).
Lors de l’imple´mentation de cet algorithme nous avons
utilise´ IBM ILOG CPLEX 5 qui permet a` la fois une imple´-
mentation aise´e de la fonction AtMost et la re´solution de
syste`mes de contraintes nume´riques. Il faut toutefois no-
ter que cette re´solution n’est correcte que sur les entiers
et que la prise en compte des nombres flottants ne´cessite
l’utilisation d’un solveur spe´cialise´ pour le traitement des
flottants.
4 Evaluation expe´rimentale
Pour e´valuer la me´thode que nous avons propose´e,
nous avons compare´ les performances de LocFaults et
de BugAssist [17, 18] sur un ensemble de programmes.
Comme LocFaults est base´ sur CPBPV[8] qui travaille
sur des programmes Java et que BugAssist travaille sur
des programmes C, nous avons construit pour chacun
des programmes :
– une version en Java annote´e par une spe´cification
JML ;
– une version en ANSI-C annote´e par la meˆme spe´ci-
fication mais en ACSL.
Les deux versions ont les meˆmes nume´ros de ligne et
les meˆmes instructions. La pre´condition est un contre-
exemple du programme, et la postcondition correspond
au re´sultat de la version correcte du programme pour les
donne´es du contre-exemple. Nous avons conside´re´ qu’au
plus trois conditions pouvaient eˆtre fausses sur un che-
min. Par ailleurs, nous n’avons pas cherche´ de MCS de
cardinalite´ supe´rieure a` 3. Les expe´rimentations ont e´te´
effectue´es avec un processeur Intel Core i7-3720QM 2.60
GHz avec 8 GO de RAM.
5. http://www-01.ibm.com/software/commerce/
optimization/cplex-optimizer/
Nous avons d’abord utilise´ un ensemble de pro-
grammes acade´miques de petite taille (entre 15 et 100
lignes). A savoir :
– AbsMinus. Ce programme prend en entre´e deux
entiers i et j et renvoie la valeur absolue de i− j.
– Minmax. Ce programme prend en entre´e trois en-
tiers : in1, in2 et in3, et permet d’affecter la plus
petite valeur a` la variable least et la plus grande
valeur a` la variable most.
– Tritype. Ce programme est un programme clas-
sique qui a e´te´ utilise´ tre`s souvent en test et ve´-
rification de programmes. Il prend en entre´e trois
entiers (les coˆte´s d’un triangle) et retourne 3 si les
entre´es correspondent a` un triangle e´quilate´ral, 2 si
elles correspondent a` un triangle isoce`le, 1 si elles
correspondent a` un autre type de triangle, 4 si elles
ne correspondent pas a` un triangle valide.
– TriPerimetre. Ce programme a exactement la
meˆme structure de controˆle que tritype. La diffe´-
rence est que TriPerimetre renvoie la somme des
coˆte´s du triangle si les entre´es correspondent a` un
triangle valide, et -1 dans le cas inverse.
Pour chacun de ces programmes, nous avons conside´re´
diffe´rentes versions e´rrone´es.
Nous avons aussi e´value´ notre approche sur les pro-
grammes TCAS (Traffic Collision Avoidance System)
de la suite de test Siemens[26]. Il s’agit la` aussi
d’un benchmark bien connu qui correspond a` un sys-
te`me d’alerte de trafic et d’e´vitement de collisions ae´-
riennes. Il y a 41 versions errone´es et 1608 cas de
tests. Nous avons utilise´ toutes les versions errone´es
sauf celles dont l’indice AltLayerV alue de´borde du ta-
bleau PositiveRAAltThresh car les de´bordements de
tableau ne sont pas traite´s dans CPBPV. A savoir, les ver-
sions TcasKO...TcasKO41. Les erreurs dans ces pro-
grammes sont provoque´es dans des endroits diffe´rents.
1608 cas de tests sont propose´s, chacun correspondant
a` contre-exemple. Pour chacun de ces cas de test Tj , on
construit un programme TcasViTj qui prend comme en-
tre´e le contre-exemple, et dont postcondition correspond
a` la sortie correcte attendue.
Le code source de l’ensemble des programmes
est disponible a` l’adresse http://www.i3s.unice.fr/
~bekkouch/Bench_Mohammed.html.
La table 1 contient les re´sultats pour le premier en-
semble de programmes :
– Pour LocFaults nous affichons la liste des MCS. La
premie`re ligne correspond aux MCS identifie´s sur le
chemin initial. Les lignes suivantes aux MCS iden-
tifie´s sur les chemins pour lesquels la postcondition
est satisfaite lorsqu’une condition est de´vie´e. Le nu-
me´ro de la ligne correspondant a` la condition est
souligne´.
– Pour BugAssist les re´sultats correspondent a` la fu-
sion de l’ensemble des comple´ments des MSS cal-
cule´s, fusion qui est ope´re´e par BugAssist avant
l’affichage des re´sultats.
Programme Contre-exemple Erreurs
LocFaults
BugAssist
= 0 ≤ 1 ≤ 2 ≤ 3
AbsMinusKO {i = 0, j = 1} 17 {17} {17} {17} {17} {17}
AbsMinusKO2 {i = 0, j = 1} 11 {11},{17} {11},{17} {11},{17} {11},{17} {17, 20, 16}
AbsMinusKO3 {i = 0, j = 1} 14 {20} {16},{14},{12}, {16},{14},{12}, {16},{14},{12}, {16, 20}{20} {20} {20}
MinmaxKO
{in1 = 2, in2 = 1, 19 {10},{19} {18},{10} {18},{10} {18},{10} {18, 19, 22}
in3 = 3} {10},{19} {10},{19} {10},{19}
MidKO {a = 2, b = 1, c = 3} 19 {19} {19} {19} {14, 23, 26} {14, 19, 30}{19}
Maxmin6varKO
{a = 1, b = −4, c = −3,
27 {28}
{15} {15} {15} {15, 12, 27,
d = −1, e = 0, f = −4} {27} {27} {27} 31, 166}{28} {28} {28}
Maxmin6varKO2
{a = 1, b = −3, c = 0,
12 {65} {12} {12} {12} {12, 64, 166}
d = −2, e = −1, f = −2} {65} {65} {65}
Maxmin6varKO3
{a = 1, b = −3, c = 0,
12,15 {65} {65} {12, 15} {12, 15} {12, 15, 64,
d = −2, e = −1, f = −2} {65} {65} 166}
Maxmin6varKO4
{a = 1, b = −3, c = −4, 12,15, {116} {116} {116} {12, 15, 19} {12, 166}
d = −2, e = −1, f = −2} 19 {116}
TritypeKO {i = 2, j = 3, k = 2} 54 {54}
{26} {26} {26}
{26, 27, 32,
{48} {30},{25} {29, 32} {29, 32}
33, 36, 48,
{54}
{48},{30},{25} {29, 35, 57},{25}
57, 68}
{53, 57},{25},{30} {32, 44, 57},{33},
{54}
{25},{30}
{48},{30},{25}
{53, 57},{25},{30}
{54}
TritypeKO2 {i = 2, j = 2, k = 4} 53 {54}
{21} {21} {21}
{21, 26, 27,
{26} {26} {26}
29, 30, 32,
{35},{27},{25} {29, 57},{30},{27}, {29, 57},{30},{27},
33, 35, 36,
{53},{25},{27} {25} {25}
53, 68}{54}
{32, 44},{33},{25}, {32, 44},{33},{25},
{27} {27}
{35},{27},{25} {35},{27},{25}
{53},{25},{27} {53},{25},{27}
{54} {54}
TritypeKO2V2 {i = 1, j = 2, k = 1} 31 {50}
{21} {21} {21}
{21, 26, 27,
{26} {26} {26}
29, 31, 33,
{29} {29} {29}
34, 36, 37,
{36},{31},{25} {33, 45},{34},{31}, {33, 45},{34},{31},
49, 68}
{49},{31},{25} {25} {25}
{50}
{36},{31},{25} {36},{31},{25}
{49},{31},{25} {49},{31},{25}
{50} {50}
TritypeKO3 {i = 1, j = 2, k = 1} 53 {54}
{21} {21} {21}
{21, 26, 27,
{29} {26, 57},{30},{25}, {26, 57},{30},{25},
29, 30, 32,
{35},{30},{25} {27} {27}
33, 35, 36,
{53},{30},{25} {29} {29}
48, 53, 68}{54}
{32, 44},{33},{30}, {32, 44},{33},{30},
{25} {25}
{35},{30},{25} {35},{30},{25}
{53},{30},{25} {53},{30},{25}
{54} {54}
TritypeKO4 {i = 2, j = 3, k = 3} 45 {46}
{45},{33},{25} {26, 32} {26, 32}
{26, 27, 29,
{46}
{29, 32} {29, 32}
30, 32, 33,
{45},{33},{25} {32, 35, 49},{25}
35, 45, 49,
{46}
{32, 35, 53},{25}
68}{32, 35, 57},{25}{45},{33},{25}
{46}
TritypeKO5 {i = 2, j = 3, k = 3} 32,45 {40}
{26} {26} {26}
{26, 27, 29,
{29} {29} {29}
30, 32, 33,
{40}
{32, 45},{33},{25} {32, 45},{33},{25}
35, 49, 68}
{35, 49},{25} {35, 49},{25}
{35, 53},{25} {35, 53},{25}
{35, 57},{25} {35, 57},{25}
{40} {40}
TritypeKO6 {i = 2, j = 3, k = 3} 32,33 {40}
{26} {26} {26}
{26, 27, 29,
{29} {29} {29}
30, 32, 33
{40}
{35, 49},{25} {32, 45, 49},{33},{25}
35, 49, 68}
{35, 53},{25} {32, 45, 53},{33},{25}
{35, 57},{25} {32, 45, 57},{33},{25}
{40}
{35, 49},{25}
{35, 53},{25}
{35, 57},{25}
{40}
TriPerimetreKO {i = 2, j = 1, k = 2} 58 {58}
{31} {31} {31} {28, 29, 31,
{37},{32},{27} {37},{32},{27} {37},{32},{27} 32, 35, 37,
{58} {58} {58} 65, 72}
TriPerimetreKOV2 {i = 2, j = 3, k = 2} 34 {60},{34}
{32} {32} {32} {28, 32, 33,
{40},{33},{27} {40},{33},{27} {40},{33},{27} 34, 36, 38,
{60}, {34} {60}, {34} {60}, {34}
40, 41, 52,
55, 56, 60,
64, 67, 74}
Table 1 – MCS identifie´s par LocFaults pour des programmes sans boucles
Sur ces benchmarks les re´sultats de LocFaults sont plus
concis et plus pre´cis que ceux de BugAssist.
La table 2 fournit les temps de calcul : dans les deux
cas, P correspond au temps de pre´traitement et L au
temps de calcul des MCS. Pour LocFaults, le temps
de pre´-traitement inclut la traduction du programme
Java en un arbre de syntaxe abstraite avec l’outil JDT
(Eclipse Java development tools), ainsi que la construc-
tion du CFG dont les noeuds sont des ensembles de
contraintes. C’est la traduction Java qui est la plus
longue. Pour BugAssist, le temps de pre´traitement est
celui la construction de la formule SAT. Globalement,
les performances de LocFaults et BugAssist sont simi-
laires bien que le processus d’e´valuation de nos syste`mes
de contraintes soit loin d’eˆtre optimise´.
La table 3 donne les re´sultats pour les programmes
de la suite TCAS. La colonne Nb E indique pour chaque
programme le nombre d’erreurs qui ont e´te´ introduites
dans le programme alors que la colonne Nb CE donne
le nombre de contre-exemples. Les colonnes LF et BA
indiquent respectivement le nombre de contre-exemples
pour lesquels LocFaults et BugAssist ont identifie´
l’instruction errone´e. On remarquera que LocFaults se
compare favorablement a` BugAssist sur ce benchmark
Programme
LocFaults BugAssist
P
L
P L
= 0 ≤ 1 ≤ 2 ≤ 3
AbsMinusKO 0, 487s 0, 044s 0, 073s 0, 074s 0, 062s 0, 02s 0, 03s
AbsMinusKO2 0, 484s 0, 085s 0, 065s 0, 085s 0, 078s 0, 01s 0, 06s
AbsMinusKO3 0, 479s 0, 076s 0, 113s 0, 357s 0, 336s 0, 02s 0, 04s
MinmaxKO 0, 528s 0, 243s 0, 318s 0, 965s 1, 016s 0, 01s 0, 09s
MidKO 0, 524s 0, 065s 0, 078s 0, 052s 0, 329s 0, 02s 0, 08s
Maxmin6varKO 0, 528s 0, 082s 0, 132s 0, 16s 0, 149s 0, 06s 1, 07s
Maxmin6varKO2 0, 536s 0, 064s 0, 072s 0, 097s 0, 126s 0, 06s 0, 66s
Maxmin6varKO3 0, 545s 0, 066s 0, 061s 0, 29s 0, 307s 0, 04s 1, 19s
Maxmin6varKO4 0, 538s 0, 06s 0, 07s 0, 075s 0, 56s 0, 04s 0, 78s
TritypeKO 0, 493s 0, 022s 0, 097s 0, 276s 2, 139s 0, 03s 0, 35s
TritypeKO2 0, 51s 0, 023s 0, 25s 2, 083 3, 864s 0, 02s 0, 69s
TritypeKO2V2 0, 514s 0, 034s 0, 28s 1, 178s 1, 31s 0, 02s 0, 77s
TritypeKO3 0, 493s 0, 022s 0, 26s 1, 928s 4, 535s 0, 02 0, 48s
TritypeKO4 0, 497s 0, 023s 0, 095s 0, 295 5, 127s 0, 02s 0, 21s
TritypeKO5 0, 492s 0, 021s 0, 099s 0, 787s 0, 8s 0, 01s 0, 25s
TritypeKO6 0, 492s 0, 025s 0, 078s 0, 283s 1, 841s 0, 03s 0, 24s
TriPerimetreKO 0, 518s 0, 047s 0, 126s 1, 096s 2, 389s 0, 03s 0, 64s
TriPerimetreKOV2 0, 503s 0, 043s 0, 271s 0, 639s 1, 958s 0, 03s 1, 20s
Table 2 – Temps de calcul
qui ne contient quasiment aucune instruction arithme´-
tique ; comme pre´ce´demment le nombre d’instructions
suspectes identifie´es par LocFaults est dans l’ensemble
nettement infe´rieur a` celui de BugAssist.
Les temps de calcul de BugAssist et LocFaults sont
tre`s similaires et infe´rieurs a` une seconde pour chacun
des benchmarks de la suite TCAS.
5 Discussion
Nous avons pre´sente´ dans cet article une nouvelle
approche pour l’aide a` la localisation d’erreurs qui
utilise quelques spe´cificite´s de la programmation par
contraintes. Les premiers re´sultats sont encourageants
mais doivent encore eˆtre confirme´s sur des programmes
plus importants et contenant plus d’ope´rations arithme´-
tiques.
Au niveau des re´sultats obtenus LocFaults est plus
pre´cis que BugAssist lorsque les erreurs sont sur le che-
min du contre exemple ou dans une des conditions du
chemin du contre-exemple. Ceci provient du fait que Bu-
gAssist et LocFaults ne calculent pas exactement la
meˆme chose :
BugAssist calcule les comple´ments des diffe´rents
sous-ensembles obtenus par MaxSat, c’est a` dire des
sous-ensembles de clauses satisfiables de cardinalite´
maximale. Certaines ”erreurs ” du programme ne vont
pas eˆtre identifie´es par BugAssist car les contraintes cor-
respondantes ne figurent pas dans le comple´ment d’un
sous ensemble de clauses satisfiables de cardinalite´ maxi-
male.
LocFaults calcule des MCS, c’est a` dire le comple´-
Programme Nb E Nb CE LF BA
TcasKO 1 131 131 131
TcasKO2 2 67 67 67
TcasKO3 1 23 2 23
TcasKO4 1 20 16 20
TcasKO5 1 10 10 10
TcasKO6 3 12 36 24
TcasKO7 1 36 23 0
TcasKO8 1 1 1 0
TcasKO9 1 7 7 7
TcasKO10 6 14 16 84
TcasKO11 6 14 16 46
TcasKO12 1 70 52 70
TcasKO13 1 4 3 4
TcasKO14 1 50 6 50
TcasKO16 1 70 22 0
TcasKO17 1 35 22 0
TcasKO18 1 29 21 0
TcasKO19 1 19 13 0
TcasKO20 1 18 18 18
TcasKO21 1 16 16 16
TcasKO22 1 11 11 11
TcasKO23 1 41 41 41
TcasKO24 1 7 7 7
TcasKO25 1 3 0 3
TcasKO26 1 11 11 11
TcasKO27 1 10 10 10
TcasKO28 2 75 74 121
TcasKO29 2 18 17 0
TcasKO30 2 57 57 0
TcasKO34 1 77 77 77
TcasKO35 4 75 74 115
TcasKO36 1 122 120 0
TcasKO37 4 94 110 236
TcasKO39 1 3 0 3
TcasKO40 2 122 0 120
TcasKO41 1 20 17 20
Table 3 – Nombre d’erreurs localise´s pour TCAS
ment d’un sous-ensemble de clauses maximal, c’est a`
dire auquel on ne peut pas ajouter d’autre clause sans
le rendre inconsistant, mais qui n’est pas ne´cessairement
de cardinalite´ maximale.
BugAssist identifie des instructions suspectes dans
l’ensemble du programme alors que LocFaults recherche
les instructions suspectes sur un seul chemin.
Les travaux futurs concernent a` la fois une re´flexion
sur le traitement des boucles (dans un cadre de bounded-
model checking) et l’optimisation de la re´solution pour
les contraintes nume´riques. On utilisera aussi les MCS
pour calculer d’autres informations, comme le MUS qui
apportent une information comple´mentaire a` l’utilisa-
teur.
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