Abstract. Let f be a C r (r > 1) diffeomorphism of a compact Riemannian manifold M , preserving an ergodic hyperbolic measure µ with positive entropy, and let A be a Hölder continuous cocycle of injective bounded linear operators acting on a Banach space X. We prove that there is a sequence of horseshoes for f and dominated splittings for A on the horseshoes, such that not only the measure theoretic entropy of f but also the Lyapunov exponents of A with respect to µ can be approximated by the topological entropy of f and the Lyapunov exponents of A on the horseshoes, respectively.
Introduction
Let f be a C r (r > 1) diffeomorphism of a compact Riemannian manifold M , preserving an ergodic hyperbolic measure µ with positive entropy, and let A be a Hölder continuous cocycle of injective bounded linear operators acting on a Banach space X. If the cocycle satisfies the so called quasi-compactness condition, then there is a sequence of horseshoes for f and dominated splittings for A on the horseshoes, such that not only the measure theoretic entropy of f but also the Lyapunov exponents of A with respect to µ can be approximated by the topological entropy of f and the Lyapunov exponents of A on the horseshoes, respectively. For an explicit statement, see section 2. This paper is inspired by Katok [10] (or Katok, Mendoza [11, Theorem S.5.9] ) and Cao, Pesin, Zhao [4] . The approximation of an ergodic hyperbolic measure by horseshoes was first proved by Katok [10] . In [15] , Mendoza showed that, for a C 2 surface diffeomorphism, an ergodic hyperbolic SRB measure can be approximated by a horseshoe with unstable dimension converging to 1. Avila, Crovisier and Wilkinson [1] stated that the horseshoe constructed by Katok [10] also has a dominated splitting( for Df ) and the Lyapunov exponents of the hyperbolic measure can be approximated by the exponents on the horseshoe.
In the C 1 setting, if a hyperbolic measure has positive entropy and whose support admits a dominated splitting, Gelfert [7] asserted the approximation of ergodic hyperbolic measures by horseshoes. Wang, Zou and Cao [20] furtherly studied the horseshoe approximation of Lyapunov exponents, which is used to show the arbitrarily large unstable dimension of the horseshoes.
The case of C r (r > 1) maps was considered by Chung [5] , Yang [21] and Gelfert [6] . Cao, Pesin and Zhao [4] constructed repellers such that both the entropy and the Lyapunov exponents can be approximated on the repellers. They also used this result to show the continuity of sub-additive topological pressure, and then give a lower bound estimate of the Hausdorff dimension of a non-conformal repeller.
For infinite-dimensional dynamical systems, Lian and Young [12] generalized Katok's results [10] to mapping of Hilbert spaces. They also proved analogous results for semiflows on Hilbert spaces [13] . Kalinin and Sadovskaya [8] consider the Holder continuous cocycle A for invertible bounded linear operates on Banach space of f as above, and prove that the upper and lower Lyapunov exponents of A with respect to µ can be approximated in term of the norms of the return values of A on hyperbolic periodic point of f .
The main result of this paper is stated in Section 2, together with some notations and preliminaries. In Section 3, we provide the proof of the main result.
Preliminaries

2.1.
Cocycles and Lyapunov exponents for cocycles. Let f be a C r (r > 1) diffeomorphism of a compact Riemannian manifold M , and L(X) be the space of bounded linear operators on a Banach space X. Assume A : M → L(X) is a Hölder continuous map. The cocycle over f generated by A is a map A : M × N → L(X) defined by A(x, 0) = Id, and A(x, n)
is not a map in general. To be more flexible, we also denote A n x := A(x, n). We now study some properties of Lyapunov exponents. The following version of multiplicative ergodic theorem was established by P. Thieullen [19] , based on the work of [16, 18, 14] . In order to state the multiplicative ergodic theorem, we introduce some definitions.
Denote by B 1 the unit ball of X. Then for any T ∈ L(X), We define the Hausdorff measure of noncompactness of T by T κ := inf{ε > 0 : T (B 1 ) can be covered by finite ε-balls}.
Then by the definition, we have T κ ≤ T , and · κ is sub-multiplicative, that is T 2 T 1 κ ≤ T 2 κ · T 1 κ for any T 1 , T 2 ∈ L(X). Let µ be an ergodic f -invariant measure on M, then by the sub-additive ergodic theorem, the limits
exist. We call the cocycle A is quasi-compact with respect to µ, if χ(A, µ) > κ(A, µ).
Given two topological spaces Y , Z and a Borel measure µ on Y , a map g : Y → Z is called µ-continuous, if there exists a sequence of pairwise disjoint compact subsets Y n ⊂ Y , such that µ(∪ n≥1 Y n ) = 1 and g| Yn is continuous for every n ≥ 1. We write N k := {1, 2, · · · , k} for 1 ≤ k < +∞ and N +∞ := N + .
For a given f -invariant set Λ, a splitting
We now state a version of multiplicative ergodic theorem used in this paper.
Theorem 2.1 ([19]
). Let f be a C r (r > 1) diffeomorphism of a compact Riemannian manifold M , preserving an ergodic measure µ , and let A : M → L(X) be a Hölder continuous map such that A(x) is injective for every x ∈ M . If A is quasi-compact with respect to µ, then there exists an f -invariant set R A ⊂ M with µ(R A ) = 1 such that for every x ∈ R A :
, there exists an A-invariant splitting on R A :
are Borel measurable µ-continuous and the norms of the projection operators
The numbers λ 1 > λ 2 > · · · indexed in N k0 are called the Lyapunov exponents of A with respect to µ, and the decomposition
Main result.
Recall that an ergodic f -invariant measure is called a hyperbolic measure if it has no zero Lyapunov exponents for Df . We now state the main result of this paper. Theorem 2.2. Let f be a C r (r > 1) diffeomorphism of a compact Riemannian manifold M , preserving an ergodic hyperbolic measure µ with h µ (f ) > 0. Assume A : M → L(X) be a Hölder continuous map such that A(x) is injective for every x ∈ M and the generated cocycle A is quasi-compact with respect to µ. Then for any i ∈ N k0 , there exists ε i > 0, such that for any 0 < ε < ε i , there exists a hyperbolic horseshoe Λ satisfying the following properties:
with dim(E j (x)) = d j , ∀1 ≤ j ≤ i, such that for any x ∈ Λ, we have
2.3. Lyapunov norm for cocycles. Fix any i ∈ N k0 , ε > 0 and x ∈ R A . We define the Lyapunov norm for A · x = · x,i,ε on X as follows: For any u = u 1 +· · ·+u i+1 ∈ X, where u j ∈ E j (x), ∀j = 1, · · · , i, and u i+1 ∈ F i (x), we define
where
Then the following lemma holds.
Lemma 2.3. Let f, µ and A be as in Theorem 2.2. Then for any i ∈ N k0 , ε > 0, the Lyapunov norm · x = · x,i,ε satisfies the following properties.
(i) For any x ∈ R A , we have
(ii) There exists an f -invariant subset of R A with µ-full measure (we may also denote it by R A ), and a measurable function K(x) = K ε,i (x) defined on R A such that for any x ∈ R A , u ∈ X, we have
Proof. (i) We will prove the inequality
the others can be proved analogously. By the definition, we have
(ii) For any u = u 1 + · · · + u i+1 ∈ X, by the definition,
This estimates the lower bound. To estimate the upper bound, we define 
is tempered on a subset of full measure by [14, Lemma III.8] . The result for 1 ≤ j ≤ i is obtained similarly.
then by [2, Lemma 3.5.7], K(x) satisfies (2.6) and (2.7). This completes the proof.
Fix any i ∈ N k0 . Then by Lusin's theorem, for any δ > 0, there exists a compact subset R
Since the Oseledets decomposition is µ-continuous, we may assume the Oseledets decomposition is continuous on R A δ . Let X be the collection of norms on X which are equivalent to · , then X is a metric space with respect to the metric
We claim that the function x → · x is continuous on R
then by (2.8),
that is,
preserving an ergodic hyperbolic measure µ. Then by Oseledets multiplicative ergodic theorem [16] , there exists an f -invariant set R Df with µ-full measure, a number χ > 0 and a Df -invariant
, and denote by B(0, r) the standard Euclidean r-ball in R d centered at 0. We now introduce some properties of regular neighborhoods, see [17] for the proofs.
Theorem 2.4 (Pesin)
. Let f be a C r (r > 1) diffeomorphism of a compact Riemannian manifold M , µ be an ergodic hyperbolic measure. Then for any ε > 0, the following properties hold.
(i) There exists a measurable function l
and the preimages
and
(iv) There exists a constant 0 < c 1 < 1 such that
So for any a, b ∈ B(0, l
) is called a regular neighborhood of x. Let r(x) be the radius of maximal ball contained in N (x), then Theorem 2.4 implies
Df , using chart Ψ x , we can trivialize the tangent bundle over
we can use the identification to translate the vector u to a corresponding vectorū
, we define a new splitting
x (y)(and similarly for E s (y)). Using the identification T N (x) M ≡ N (x)×R d , without confusion, we also identify
Similarly define an admissible s-rectangle in R(x).
Definition 2.5. Given f : M → M and Λ ⊂ M compact, we say that R(x) is a (ρ, β, γ)-rectangle of Λ for ρ > β > 0, γ > 0, if there exists λ = λ(ρ, β, γ) satisfying:
The following lemma is a simplified statement of [11, Theorem S.4.16] .
Lemma
Proof of Theorem 2.2
In this section, we will give the proof of Theorem 2.2. We begin with estimating the growth of vectors in certain invariant cones. 
3.1.
}. For any 0 < ε < ε i , x ∈ R A , let · x = · x,i,ε be the Lyapunov norm on X defined in (2.2). For any 1 ≤ j ≤ i, we have the Oseledets decomposition X = H j (x) ⊕ F j (x), where H j (x) = E 1 (x) ⊕ · · · ⊕ E j (x). For any u ∈ X, let u = u H + u F , where u H ∈ H j (x), u F ∈ F j (x), we consider two cones:
Let l = l δ be as in (2.9). We have the following lemma.
Lemma 3.1. For any 0 < ε < ε i , δ > 0, there exist ρ 0 > 0, θ 0 > 0 such that for any
, and
Proof. (i) For simplicity of notations, we prove A m y U j (x 0 , θ 0 ) ⊂ U j (x 1 , ηθ 0 ) and
For any fixed 0 < ε < ε i , δ > 0, denote θ 0 := e λi+1−λ1 (e ε − 1) < e ε − 1, and η 0 := max{e λj+1−λj +4ε : 1 ≤ j ≤ i}. We have the following claim.
Claim. There exist ρ 0 > 0, such that for any θ 0 ≤ θ ≤ η
min{k,m−k} for k = 0, · · · , m and 0 < ρ < ρ 0 , we have
Proof of the Claim. For any 0 ≤ k ≤ m − 1, u = u H + u F ∈ U j (f k x 0 , θ), by (2.4) and (2.5), we have
By (2.6), (2.7) and (2.9),
. Then by (3.2), (3.4) and (3.5), for any θ 0 ≤ θ ≤ η
if ρ is small enough. Similarly, by (3.3), (3.4) and (3.6),
if ρ is small enough. Thus
The Claim implies
Since, by subsection 2.3, the Lyapunov norm and the Oseledets decomposition are uniformly continuous on the compact set
0 , if ρ is small enough. Hence for any 1 ≤ j ≤ i, we have
Therefore, for any 1 ≤ j ≤ i, u ∈ U j (x 0 , θ 0 ), by (3.1) and (2.6), we conclude
Similar to (3.7), we can also get
Thus we obtain by using (3.8) that
Hence, for any u ∈ U j (x 0 , θ 0 ), by (3.1) and (2.6), we conclude
This proves the conclusion (i).
(ii) For simplicity, we only prove
Similar to the proof of (3.10), one has
Therefore, for any 0 ≤ k ≤ m − 1,
In particular,
It follows that
Similar to (3.5), we can obtain A(
This completes the proof.
We now consider the cones for diffeomorphisms. For any x ∈ R Df , by subsection 2.4, we consider the trivialization
Then we have the following Lemma, which comes from Katok [10] . We also give a proof here for the completeness. Lemma 3.2. For any 0 < ε < ε i , δ > 0, let θ = e ε − 1, then there exist
, and for any
for any n ∈ Z. Moreover, for any u ∈ U (f nm y, θ), v ∈ V (f nm y, θ), we have
Proof. We will only prove that y, θ) . the other conclusions can be proved analogously. Fix any 0 < ε < ε i , δ > 0, let η ′ = e −2χ+4ε . Then we have the following claim.
Claim. There exists 0 < ρ 1 < l ′ −2 , such that for any 0 < ρ < ρ 1 , for any
Proof of the Claim.
and u ∈ U (f k y, θ). Similarly,
Then by (2.10), (3.11) and (3.12)
if ρ is taken small enough. Similarly, by (3.11) and (3.13),
. This proves the claim.
The claim gives
By the definition of R 
if ρ is small enough. Therefore,
Thus by (2.13) and m ≥ log l ′ −log c1 ε , we conclude
This completes the proof of Lemma 3.2.
3.2. Construction of hyperbolic horseshoes. The aim of this subsection is to construct a hyperbolic horseshoe Λ satisfying the properties listed in Theorem 2.2.
We begin with producing a separated set with sufficiently large cardinality. For n ≥ 1, denote by d n (x, y) = max 0≤k≤n−1 d(f k x, f k y) the dynamical distance on M , and denote by B n (x, ρ) = {y ∈ M : d n (x, y) ≤ ρ} the d n -balls of radius ρ. Let N µ (n, ρ,δ) be the minimal numbers of d n -balls of radius ρ whose union has measure at leastδ. Then by [10, Theorem 1.1], for anyδ > 0,
, then for any given i ∈ N k0 , 0 < ε < ε i , there exist 0 < ρ 2 < ε/2, N > 1, such that for any 0 < ρ < ρ 2 , n ≥ N, one has
Fix a dense subset {ϕ j } ∞ j=1 of the unit sphere of C(M ), then it induces a metric on the set of f -invariant measures M f (M ):
Take J large enough such that
, and take ρ < min{ρ 0 , ρ 1 , ρ 2 /2} small enough (where ρ 0 , ρ 1 are given by 3.1 and 3.2 respectively), such that
Since Λ δ ⊂ R Df δ , by Lemma 2.6, there exists 0 < β < 1 3 ρ and finite (ρ, β,
We consider a partition P = {P 1 , · · · , P t } of Λ δ , where
Proof of the Claim. Let
and A n,j = {x ∈ P j : there exists
A n,j . Considering P 1 , we may assume µ(P 1 ) > 0. For any τ > 0, let
if n is taken large enough. Thus x ∈ A n,1 , that is A τ n,1 ⊂ A n,1 . Therefore, lim n→∞ µ(A n,1 ) = µ(P 1 ). Reproduce the proof above for every P j , then we conclude (3.17) lim
Together with (3.17),
This proves the Claim.
Choose n > max{
ε log t} large enough such that µ(Λ δ,n ) > 1 2 µ(Λ δ ) =δ, and nε + 1 < e εn . Denote by E an (n, 2ρ)-separated set of Λ δ,n of maximum cardinality. Then ∪ x∈E B n (x, 2ρ) ⊃ Λ δ,n . By (3.15),
By getting rid of some points in F m ∩ P , we may assume
By the definition of the partition P , there exists q ∈ {q 1 , · · · , q t }, such that
We claim that if x 1 , x 2 ∈ F m ∩ P with x 1 = x 2 , then C x 1 , R(q) ∩ f −m R(q) ∩ C x 2 , R(q) ∩ f −m R(q) = ∅. Indeed, if there is y ∈ C x 1 , R(q) ∩ f −m R(q) ∩ C x 2 , R(q) ∩ f −m R(q) , by Definition 2.5, one sees d(f k x j , f k y) ≤ ρ for any 0 ≤ k ≤ m and j = 1, 2. Thus d m (x 1 , x 2 ) ≤ 2ρ. However, since F m ∩ P is an (n, 2ρ)-separated set, we obtain d m (x 1 , x 2 ) ≥ d n (x 1 , x 2 ) > 2ρ, which is a contradiction.
If ν is not ergodic, by the ergodic decomposition theorem, ν-almost every ergodic component is supported on Λ. Hence
≤ ε.
3.3. Dominated splitting for cocycles. The conclusion (iv) of Theorem 2.2 is contained in the following Proposition. where S F = {v ∈ F : v = 1}, dist(u, S F ) = inf{ u − v : v ∈ S F }. Denote by G j (X), G j (X) the Grassmannian of j-dimensional and j-codimensional closed subspaces, respectively. Then by [9, chapter IV, §2.1 ], (G(X), d H ) is a complete metric space, and G j (X) , G j (X) are closed in G(X). In order to compute d H conveniently, we introduce the gapδ, defined bŷ δ(E, F ) = max{ sup u∈SE dist(u, F ), sup v∈SF dist(v, E)}, ∀E, F ∈ G(X).
Note that the gap is not a metric on G(X), but
See [9, chapter IV, §2.1 ] for a proof.
We now prove Proposition 3.3. This proves the claim.
Indeed, since X = A
