ABSTRACT: Electroosmotic slip flows in the Debye−Huckel regime were previously investigated using molecular dynamics and continuum transport perspectives (J. Phys. Chem. C 2018, 122, 9699). This continuing work focuses on distinct electrostatic coupling regimes, where the variations in electroosmotic flows are elucidated based on Poisson−Fermi and Stokes equations and molecular dynamics simulations. In particular, aqueous NaCl solution in silicon nanochannels are considered under realistic electrochemical conditions, exhibiting intermediate flow and flow reversal regimes with increased surface charge density. Electroosmotic flow exhibits plug flow behavior in the bulk region for channel heights as small as 5 nm. With increased surface charge density, constant bulk electroosmotic flow velocity first increases and then it begins to gradually decrease until flow reversal is observed. In order to capture the flow physics and discrete motions within electric double layer accurately, the continuum model includes overscreening and crowding effects as well as slip contribution and local variations of enhanced viscosity. After extraction of the continuum parameters based on molecular dynamics simulations, good agreement between simulation results and continuum predictions are obtained for surface charges as large as −0.37 C/m 2 .
INTRODUCTION
Electrokinetic effects are of great importance for precise control of liquid, ion, or (bio)particle transport in micro/nanoscale systems, and they exhibit a wide array of applications spanning from engineering to biology, chemistry, and geoscience. 1−4 Transport in such small scale systems can be established by external electric fields or pressure gradients. Electroosmotic flow (EOF) is the motion of ionic liquids by an externally applied electric field acting on the net charge within the electric double layer (EDL). When an ionic solution is in contact with static charges on a dielectric surface, the surface is rapidly charged due to its protonation/deprotonation reactions with ionic liquid, and EDL with a net charge is formed by the counterions. 5 An excess of dissolved ions in the diffuse part of the EDL flows with or against the applied electric field and drag surrounding the water molecules. In practical applications, EDL thicknesses typically range from 1 to 100 nm for high-conductivity solutions and deionized water, respectively. 6 This makes electroosmosis a nanoscale-induced transport phenomenon that can generate flows in micro/nanoscale applications. Clearly, electroosmosis and the double layer characteristics are greatly affected by the induced surface charge, which is an electrochemical property controlled by the ionic concentration, pH of the solution, and the surface chemistry. 7 Well-known continuum-based analytical models are employed to acquire an accurate and simple description of electroosmotic flows in micro/nanoscale channels. Recently, we showed that the solution of Poisson−Boltzmann and Stokes (PB-S) equations with slip correction can correctly predict the electroosmotic velocity profiles obtained from molecular dynamics (MD) simulations in nano-/microchannels. 8 Electrochemical conditions were specifically chosen within the validity region of Debye−Huckel (DH) approximation, so that welldefined analytical solutions were applicable. 8 As surface charge progressively increases, nonclassical phenomena are encountered in EDL, where conventional mean-field theories need to include new concepts like overscreening (charge inversion) and/or crowding. Overscreening was shown in experiments conducted using a high concentration of divalent and multivalent ionic solutions in silicon nanochannels, 9 ,10 while molecular origins of this intriguing phenomenon were elaborated using MD simulations. 11 Overscreening is induced by excessive adsorption of counterions at the Stern layer, where it exceeds the net charge of the surface. To reach a charge equilibrium, a larger number of co-ions assemble in the diffuse layer than the counterions, where overall effect changes the polarity of EDL. Crowding refers to more than one layer of counterions shielding the surface, which dominates over-screening and results in co-ion excess outside these layers. 12 These anomalies appearing in the double layer generically lead to variations in flow characteristics, where the PB-S model cannot accurately predict EOFs. For example, Qiao and Aluru 13 reported electroosmotic flow reversal of monovalent ionic solutions in slit-like nanopores at high surface charge densities using MD simulations. Due to sign inversion in EDL, co-ions induce the liquid flow in an opposite direction than the one obtained in classical continuum theory. Furthermore, charge inversion and flow reversal phenomena are also observed in simulation of divalent and multivalent ionic solutions in nanochannels. 11, 14 Using nonequilibrium MD simulations (NEMD), Prakash et al. 14 showed that addition of divalent ions to a monovalent electrolyte escalate the flow reversal. In an interesting study, Yoshida et al. 15 showed flow reversal both by use of velocity profiles from classical NEMD simulation and by means of transport coefficients obtained from Green−Kubo formulation. Hartkamp et al. 16 reported a study that flow reversal can be predicted using continuum theory by accounting for viscosity enhancement in Stern layer. Although this approach is suitable for predicting the influence of electric field strength at fixed surface charge density, this approach is not practical for predicting the influence of surface charge density. Rezaei et al. 17 studied electroosmotic flows of monovalent aqueous solution in silicon channels as a function of surface charge density and identified different electrostatic coupling regimes. Overall, EOF velocity monotonically increases with increased surface charge within Debye−Huckel region, and then it decreases despite the increasing surface charge density. This intermediate zone holds until the electroosmotic flow reversal occurs.
Modeling of electrokinetic effects has been relied on meanfield approximation, which can only capture the exponential nature (i.e., monotonic decrease) of the charge distribution and does not take into account discrete nature of ions and variations in dielectric permittivity. 18 Thus, classical PB theory cannot predict the anomalous nature of overscreening and/or crowding accurately. Nonetheless, these effects may be integrated into a model by relaxing the mean-field approximation with a local density approximation, so that a better estimation of ion distributions and charge densities can be made. 19 Bazant et al. 12 proposed a semiphenomenological model to modify PB equation and derived a Poisson−Fermi (PF) equation to take into account crowding and overscreening effects. In the literature, the oscillatory nature of ion and charge distributions were described using a multiscale quasi-continuum modeling, where weighted-density approximations were typically considered. 19, 20 However, even simple forms of such models require solutions of intricate nonlinear integrals and/or integro-partial differential equations. Developing a continuum model based on mean-field and local approximations can provide relatively simple mathematical descriptions, which can be treated with conventional methods enabling solutions of relatively simple partial differential equations.
Molecular and continuum transport perspectives on electroosmotic flows was well-described using the variations in viscosity and slip length enhancements within DH region in our previous work. 8 In this study, we present an improved picture on all electroosmotic flow regimes that encapsulate intermediate flow and flow reversal regions. Aqueous NaCl solution in silicon nanochannels are investigated considering equal ionic concentration at a fixed thermodynamic state. MD simulations are performed to obtain the EOF velocity profiles as well as ion velocity profiles. To predict the flow physics in the intermediate and flow reversal regimes, we have developed a continuum model based on Poisson−Fermi and Stokes (PF-S) equations together with overscreening, crowding effect, local variation of the viscosity, and slip lengths at various surface charge densities.
THEORY
Continuum models for EOFs require information on electrokinetic potential within EDL and the solution of flow equations under an applied electrical body force. The present study considers a steady EOFs of monovalent NaCl solution between parallel plates. This assumes that the EDL values from both walls do not overlap, such that a bulk flow in the center of the channel is obtained. For such systems, the Poisson−Boltzmann (PB) equation determines the electrokinetic potential (φ) within EDL. We start with classical Boltzmann distribution of the ions (n ± )
where Z is the valence, e is the electron charge, k B is the Boltzmann constant, T is the temperature, and N o is the bulk ion concentration at the surface. For a symmetric and monovalent electrolyte that is in equilibrium with the charged surface, the PB equation is given by
where ϵ is the relative permittivity and normalized electrokinetic potential is given by φ ̅ = Zeφ/k B T. This derivation requires the assumption of dilute solution of point ions together with meanfield approximation. 21, 22 For concentrated solutions, additional concerns must be taken into consideration that constitute crowding (steric) effect and specific adsorption and ion−ion correlations. In addition, a reduced mobility is expected for modeling of fluid flow at relatively high voltages at the wall (i.e., higher surface charge). The local viscosity at the vicinity of the wall may also increase with the presence of the finite-sized hydrated ions near the charged wall, which is referred to as the charge-induced thickening model. 19 Furthermore, inclusion of slip contribution in the momentum equation is essential to detect enhancement in electroosmotic flows. 2.1. Crowding Effect. The dilute solution approach (i.e., PB equation) inherently assumes point-like ions together with mean-field approximation. The validity of this approach is questionable as the size of ions becomes comparable with the screening length or when a large voltage (compared to thermal voltage, k B T/e = 25 mV at room temperature) is applied on a polarizable surface. This large voltage typically attracts excess amount of ions, and eventually this generates a concentrated solution in the diffuse layer even if the bulk solution is dilute. 19, 23 Moreover, the dilute solution approach also can permit unrealistic overcharging of the diffuse layer at high voltages. Inclusion of crowding of finite-size ions corrects this phenomenon and predicts the experimentally observed "camel-shaped curve" of the capacitance of the EDL with an increasing voltage. 19, 24 Although the discussion of steric effects is mainly for electrode surfaces at large voltages, it is also valid for surfaces with a large ζ potential. The crowding effect can be introduced using a modified PB equation (MPB) given by 21 
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The Journal of Physical Chemistry C Article where v = 2a 3 N o is the bulk volume fraction of the ions and a is the effective size of the ion. One can observe that the PB equation is recovered for v = 0.
2.2. Overscreening. Nonlocal Coulomb correlations (i.e., electrostatic interactions between discrete ions) are not included in dilute solution approach, which requires the relaxation of mean-field approximation. For ionic liquids, charges near the electrode surface are configured in the form of layers leading to overscreening of the electrode potential. Although this phenomenon was first observed for electrode surfaces, a similar behavior was also observed in the case of ionic liquids in a confinement with large surface charge rather than large applied voltage. 25 In addition, overscreening considers electrostatic correlations not only for ionic liquids but also for concentrated ionic solutions with multivalent ions. 26 Bazant et al.
12 proposed a semiphenomenological model to introduce overscreening effect, and derived a Poisson-Fermi (PF) equation as follows
where l c is the electrostatic correlation length. One can notice the resemblance between eqs 3 and 4, where the left-hand side of eq 4 introduces a modified form of dielectric coefficient, given by
This approach accounts for the variation of spatial dielectric permittivity due to excess ion polarizability. 27 Electrostatic correlation length (l c ) is a length scale to measure the strength of electrostatic interactions in case of overscreening. If the distance between charged species is below l c , ions experience a strong electrostatic interaction, whereas if the distance is larger than l c , thermal energy and many-body interactions dominate the electrostatic contribution. Therefore, for concentrated solutions (e.g., C o > 0.1 M) or ionic liquids, the correlation length can be taken as the ion size including the solvent shell if applicable. However, l c is on the order of the Bjerrum length that defines the separation distance for dilute solutions, such that the thermal energy dominates the electrostatic effects. 26 With the inclusion of the electrostatic interactions, the charge layering at the interface becomes segregated, meaning that there form alternating layers of cations and anions, which lead to decaying oscillations (i.e., nonmonotonic behavior) in charge density as opposed to the monotonic decrease predicted by PB. Storey and Bazant 26 reported that flow reversal for DC electro-osmotic flows may be explained using a continuum model that constitutes the overscreening effect.
2.3. Viscosity Variation near Charged Wall. At high surface charge density, ions experience reduced mobility due to strong electrostatic interactions, which manifest a local increase in liquid viscosity near the wall. Two common electrorheological models which account for viscosity variations are viscoelectric effect 28 and charge-induced thickening. 19 The former includes an electric field-squared viscosity (μ) correction in PB theory, given by
where μ b is the bulk viscosity, E is the electric field vector, and f is the viscoelectric coefficient. The viscoelectric effect attributes viscosity variation to the solvent and overlooks any potential dependence on charge density. To include the effect of charge density (ρ e ) on the local viscosity variation, a charge-induced thickening model is proposed together with the steric effects as follows 19 
where n and m are viscosity parameters. ρ e, max is the steric constraint coming from the MPB model and corresponds to net electrical charge density at the maximum ion concentration and is equal to Ze/a 3 , where a is the effective size parameter. Note that eq 7 postulates the dependence of permittivity and viscosity on the charge density. However, PF equation includes variation of dielectric permittivity via an operator. Since the variation of dielectric permittivity is included in the PF equation, the chargeinduced thickening model, eq 7, can be simplified assuming a pure viscosity variation by letting ϵ = ϵ b. 19 For an enhanced description, one can obtain a hybrid model by combining the viscoelectric effect and charge-induced thickening viscosity models as follows
Flow Model with Slip Contribution.
To obtain electroosmotic velocity profiles in nanochannels together with overscreening and steric effects, we need the solution of PF equation given in eq 4 for the EDL potential and Stokes equation for the velocity field. For a steady, incompressible, fully developed electroosmotic flow in absence of pressure gradients, 1D solution of the Navier−Stokes equations in the streamwise (x-) direction is reduced to
where u(x) and E x are the streaming velocity profile and applied electric field in the x-direction, respectively. Moreover, the Navier−Stokes equation without convection and pressure terms is reduced to Poisson's equation and can be written as follows
Note that, the viscosity term on the left-hand-side is kept within the divergence term to take into account its local variations. Assuming constant viscosity, eqs 9 and 10 can be further simplified, and an analytical solution for EOF can be obtained. 8 Next, steric and overscreening effects are embedded in the model. The equations are nondimensionalized using the following notations
where H is nanochannel height, ζ is the zeta potential, δ c is the nondimensional correlation length, κ is the electrokinetic separation distance, u ̅ is the velocity field normalized by wellknown Helmholtz-Smoluchowski velocity given as U E HS = − μ ϵ ζ , and finally λ D is the Debye-Length to determine the EDL thickness given by
By further pursuit of a 1D analysis using the charged-induced thickening viscosity model as given in eq 7, the nondimensional governing equations for EDL potential and fluid flow can be respectively written as
and
In this model, we include charge-induced thickening model to capture the flow physics with the increasing surface charge. A hybrid model in the form of eq 8 may be more accurate, but it introduces many fitting parameters, which defeats the purpose of an elegant and practical model. In the current approach, we have only n and m as free parameters for viscosity, and the latter is fixed for all cases. Solution of eqs 13 and 14 requires boundary conditions. For electrokinetic potential, four individual boundary conditions are needed since PF equation is a fourth-order equation. Two boundary conditions are assigned at the walls while the other two conditions are assigned at the bulk region. 
where σ and σ ̅ are the surface charge density and its nondimensional form. The third-order boundary condition was introduced as a consequence of the semiphenomenological model, and it implies that the mean-field charge density is flat near the surface. 12 The boundary conditions at the channel center imply zero potential and symmetry. Boundary conditions for EOF in a nanochannel consider velocity slip at the liquid− solid interface, which can be described by Navier-type slip conditions. 8 The nondimensional form is given by
where β is the slip length. Additionally, a symmetry condition at the channel center is imposed as du ̅ /dy ̅ = 0.
The solutions of electrokinetic potential and velocity profiles are obtained using the General Mathematics module of COMSOL Multiphysics commercial finite element package (COMSOL AB, Stockholm, Sweden). The PF equation is written in terms of two coupled second-order equations (following a transformation, ψ = d 2 φ ̅ /dy ̅ 2 29 ). Following the computation of the EDL potential, the equation for fluid flow is solved with the corresponding source term. After a convergence test for mesh independency, a total of 500 elements are used, which are densely distributed near the wall. To obtain convergence, fourth-order quartic Lagrange elements are employed for the PF equation while second-order quadratic Lagrange elements are employed for the fluid flow.
COMPUTATIONAL DETAILS
We consider a three-dimensional model system consisting of aqueous NaCl solution confined between two parallel silicon walls. A schematic representation is shown in Figure 1 . The lateral dimensions of the simulation domain are 4.61 and 4.66 nm in x-and z -directions, respectively, while the channel height is 5 nm in the y-direction. This channel height was carefully chosen to avoid any electric double layer (EDL) overlap at specified ionic and electrochemical conditions. Furthermore, water density profiles can exhibit a layering region near walls due to wall force-field and an apparent bulk region is observed at the channel center. This channel height is large enough to show a continuum-like behavior. Several earlier studies reported that continuum transport theory can hold up to channel sizes of 2−3 nm. 30−32 For smaller scales, the local thermodynamic equilibrium is inaccurate, and continuum variables like density, velocity and viscosity may become irrelevant.
Each solid wall is made up of four layers of silicon atoms oriented in a ⟨111⟩ lattice configuration. The silicon atoms are constrained at their initial positions to obtain a cold wall behavior, whereas the rest of the atomic species are free to move. Pure silicon in nature rapidly reacts with oxygen and forms silica. 33 MD simulations of silica are computationally expensive, and the simulation parameters for oxygen and hydrogen atoms in the silinol groups are not well-defined. To address this difficulty, we model silicon surfaces with realistic surface charges based on the protonation/deprotonation reactions of silanol groups for a silica surface at specified ionic condition, pH, and temperature. 34−36 The surface charges are induced by homogeneously distributing point charges on the silicon atoms at the innermost layer of each wall. 37, 38 Total negative charges on the walls are balanced with an excess of counterions to satisfy the electric neutrality of the MD simulations. The total The Journal of Physical Chemistry C Article number of ions is carefully selected to maintain a constant bulk ionic concentration of 1.0 M for all surface charge densities. Furthermore, the number of water molecules for each surface charge density is varied to ensure a constant bulk water density at 997 kg/m 3 at T = 300 K, which induce a fixed thermodynamic state.
Intermolecular forces between all atomic particles are modeled using Lennard-Jones (LJ) and Coulomb potentials given by 
where ε and σ ij are the well-depth and molecular diameter, respectively. ϵ 0 is the dielectric constant for vacuum, q i is the partial charge of atom i, and r ij is the distance between two particles. The extended simple point charge (SPC/E) water model is used to describe the interaction between water molecules. This water model exhibits good performance in predicting hydrodynamic properties of bulk water at various thermodynamic conditions, and it is a commonly for aqueous NaCl solution. 39, 40 Water molecules are kept rigid by maintaining constant bond lengths and angles using SHAKE algorithm. 41 The interaction parameters of silicon atoms are taken from Qiao and Aluru. 30 GROMACS force field is used for sodium (Na + ) and chloride (Cl − ) ions. 42 To describe the potential parameters between dissimilar atoms, we consider Lorentz−Berthelot combination. The interaction parameters of each atomic species are listed in Table 1. MD simulations are performed using large-scale atomic/ molecular massively parallel simulator (LAMMPS). 43 Periodic boundary conditions are applied in the lateral directions, while a slab modification is applied to calculate the electrostatic interactions for the reduced periodicity due to the confinement in z-direction. 44 Long-range electrostatic interactions are handled using particle−particle−particle−mesh (PPPM) algorithm with a root mean accuracy of 10 −5 . 45 This accuracy defines the relative root-mean-square error in per-atom force that is explicitly computed by the long-range algorithm. 43 A cutoff distance of 1.1 nm is considered in short-range contribution of LJ and Coulomb potentials. We integrate Newton's equation of motion using the Verlet algorithm with 1 fs timesteps. First, MD simulations are performed to reach thermal equilibrium without any external force for 2 ns. Initial velocities on each water molecule are randomly set using a Gaussian distribution at specified temperature.
Electroosmotic flow is induced by external electric field applied on the fluid in the x-direction. Solution temperature, volume, and total number of particles are maintained by using the canonical ensemble (NVT) to fix the temperature at 300 K. The Nose−Hoover thermostat is applied on the degrees of freedom perpendicular to the flow direction. The lectric field (0.25 V/nm) is specifically chosen to create maximum velocities lower than 20 m/s. This is important to avoid any nonlinear response on the transport properties due to the high-speed flows. 46, 47 It should be also noted that such high electric field strengths are experimentally difficult because of dielectical breakdown, but it is essential in MD research to obtain an enhanced velocity signal-to-noise ratio. 48 The time scale for momentum diffusion is t D = H 2 /v, where ν is the kinematic viscosity and H is channel height. 49 We first run 20 ns to ensure that a steady-state is reached, then an additional 100 ns was executed for collecting data and statistical averaging. This longer averaging time is particularly required to obtain better statistics in ionic velocities.
RESULTS
4.1. Parameter Selection. The continuum model for EOF at various surface charge densities requires knowledge of six independent parameters such as bulk volume fraction (v), nondimensional correlation length (δ c ), slip length (β), enhanced bulk viscosity (μ b ), and charge-induced thickening model parameters (n and m). The definitions of all these parameters rely on physical reasoning and observation. A list of these parameters as a function of surface charge densities is given in Table 2 . First, the slip length (β) and enhanced bulk viscosity (μ b ) are determined based on force-driven nanochannel flow simulations from our earlier studies. 8, 50, 51 Selection of the remaining parameters are as follows:
Bulk Volume Fraction (ν). v mainly controls the EDL potential near the wall and the locations of charge reversal at the intermediate and flow reversal regime. Bulk volume fraction is commonly calculated using the 2a 3 N o relation, where a is the effective size parameter correlated to spherical ion diameter d as a 3 = 0.83d 3 . 26 However, definition of the effective value of ion size is still debatable. 19 It is somewhere between the bare ion diameter and a value slightly larger than the hydrated ion diameter. 19 Considering the bare diameter of the Na + ion as 0.19 nm and the hydrated diameter as typically 0.72 nm, ν corresponds to a value in the range 0.007−0.35, respectively. Assessing the behavior of the charge density in the intermediate and flow reversal regimes, we set this parameter as 0.01. This parameter is a function of effective ion size and bulk ionic concentration. Our study considers a constant v, since we use a constant bulk ionic concentration (1.0 M) for all cases. The Journal of Physical Chemistry C Article Nondimensional Correlation Length (δ c = l c /λ D ). δ c controls the electrostatic correlation effect near the charged wall. In the DH region (i.e., for low surface charges), δ c is assumed to be zero so that the model reduces to the MPB model, while it increases from 0.76 to 1.13 with increasing surface charge beyond the DH regime. In the intermediate region, MD simulations predict a velocity overshoot in the vicinity of the wall followed by a valley which means the bulk solution has a lower velocity than the fluid molecules near the wall. This behavior is mainly due to overscreening (which means that the charge density goes below zero locally) with increased surface charge.
Viscosity Parameters (n and m). Through charged-induced thickening, the viscosity variations are controlled by charge density. Parameters of n and m are introduced to correctly approximate local nonlinear variation of the viscosity as a function of surface charge. Tuning these parameters can amplify The Journal of Physical Chemistry C Article or diminish the viscosity. Instead of varying the two parameters by considering all cases, we set parameter m as 4.0, and then, we vary the parameter n to match the velocity profiles obtained by MD simulations. We observed that the reduced velocity can be modeled accurately by decreasing parameter n with increased surface charge.
4.2. Electrochemical Conditions. Current study considers 13 different electrochemical condition cases (C1−C13), where different electrostatic coupling regimes are observed as illustrated in Figure 2 . Electrochemical conditions such as surface charge density and related wall potential cannot be chosen arbitrarily where they strongly depend on the ionic and thermodynamic conditions. 8 In a recent review paper by Hartkamp et al., 52 an advanced discussion on experimental characterization and molecular modeling of charged interfaces is provided, where a reliable characterization of surface charge is significant since it controls many static and dynamic properties of micro-/nanofluidic systems. This study considers a chargeregulation model to theoretically estimate the surface charge density and wall potential considering association/dissociation reactions of the surface at known ionic concentration, pH of the solution, and temperature. 5, 53 In Figure 2a , we show the variation of surface charge densities for 1.0 M of NaCl solution confined in planar silica channels using charge-regulation model. Note that the shape of nanostructure (i.e., planar or spherical) which is in contact with solution is important and it can alter the electrochemical properties. 7 In addition, surface charge densities used in the present study (shown with circle) consider a reasonable range of pH values. More importantly, as shown in Figure 2b , wall potentials calculated based on PF equation given in eq 14 of this study perfectly agree with those of calculated from charge-regulation model at various surface charge densities. It is imperative to know that charge-regulation model implicitly calculate wall potential considering surface reactions of silica (please see eqs 14 and 20 reported in Yeh et al. 53 ), while the PF equation is only based on the input surface charge density as given in eq 15 of the present study. In Figure 2 , we found that the DH region is valid up to case C4, where the surface charge is lower than −0.105 C/m 2 , which corresponds to a wall potential of −45 mV. This is the point that intermediate flow region starts, and it is still observable between cases C4 through C7, up to a surface charge density of −0.239 C/m 2 and wall potential of −89 mV. At this point, flow reversal regions are observed. Herein, one interesting outcome is that the flow reversal first increases (cases C8−C10), and then it saturates as the surface charge is further increased to more than −0.336 C/ m 2 . Beyond this value, flow reversal decreases with surface charge as shown in C12 and C13. For such cases, we do not present continuum predictions, since it is outside the validity region of the current PF-S model. It should be also noted that this study does not model any hydronium (H + ) or hydroxyl (OH − ) ions in the electrolyte solution. For given pH values (pH = −log([H + ]), the numbers of H + and OH− are very low compared with the other species in the solution in the nanosized channel. Furthermore, NaCl is a neutral salt, and it will not dissociate in water to result in H + or OH − to change the pH of the solution. 
Electroosmotic Flow Simulations and Continuum
Predictions. Water density profiles and ion concentrations exhibit layering near solid walls due to the governing interface phenomena and a constant density is obtained away from the solid walls. As surface charge increases, more ions are absorbed to the charged surface. This clearly alters the ion and water distributions near the wall. In Figure 3 , we show the ionic concentrations of Na + and Cl − for half channel height at different surface charge densities in each electrostatic coupling regime, and we compare MD predictions with the solution of continuum model based on eq 14. For clarity, only four cases are presented in the figure. MD simulations clearly show that first Na + ion peak increases approximately from 4 to 90 M for surface charges of −0.082 to −0.376 C/m 2 , respectively. In the DH regime, the counterion concentration is larger than that of coions within the double layer obeying the classical Gouy− Chapman theory. However, in intermediate and flow reversal regions, the population of Na + near surface becomes very large due to strong electrostatic interactions, and the cumulative charge exceeds the surface charge. For such cases, co-ions in double layer compensate for this excess charge by creating a larger Cl − distribution than that of Na + , as can be better seen in the inset of Figure 3b . This net charge difference become more observable from the intermediate flow region toward the flow reversal region. Continuum predictions of ion distributions exhibit a good agreement with MD results for cases C1 through C8 while it shows a reasonable agreement for cases C9−C11. It can be noticed that oscillatory behavior of ion distribution cannot be fully captured even with the presence of the overscreening correction. In addition, our model fails to predict ion distributions when the surface charge becomes larger than −0.376 C/m 2 , cases C12 and C13. This is mainly due to the net charge density peak showing drastic oscillations from positive to negative, which cannot be predicted by the current continuum modeling based on mean-field and local approximations. Furthermore, MD results show that Na + peaks get slightly closer to the wall with increased surface charge. Due to the hydration of ions, the location of the first water density peaks get closer to the walls. We define a slip plane at the location of first water density peak, and the wall is defined at this location for the continuum model. Figure 4 , the water density profiles predicted by MD simulations are shown for different regions. In the DH regime, Figure 4a , the density profiles are slightly different which exhibits the first peak around 2500 kg/m 3 . This is followed by a reduced second peak and saturation to the bulk value after a minute third peak. The density profile has a diffusive nature. In the intermediate flow region, Figure 4b , the first and second peaks gradually increase with the increasing surface charge, which indicates strong attraction of water molecules toward the wall. Although the location of the first peaks more or less is the same, the second peaks get closer to the wall with the increase in the surface charge. As we proceed to the flow reversal region, Figure  4c , the first peaks continue to increase and reach as high as 6000 kg/m 3 . The second peaks also increase with increased surface charge, and distinguishable third peaks are obtained. When the surface charge further increases, the first and second density peaks start to decrease as shown in Figure 4d . In conjunction with Figure 3d , this extended region of the flow reversal regime (which we call flow reversal region-II hereafter) shows distinct monolayers of Na + , water and Cl − . Unlike for the cases in parts Figure 6 . Velocity profiles at various surface charge densities illustrated in each electrostatic coupling region.
The Journal of Physical Chemistry C Article a−c of Figure 3 , a monolayer of Na + ion is formed at a location closer than the first water density peak, which is followed by a Cl − monolayer. Then, the Cl − peak is followed by two Na + peaks, and then, co-ions dominate the rest of the EDL as in the case of the intermediate region. Furthermore, one can notice very small density peaks near the charged wall, which is caused by the orientation of water molecules. Water molecules rotate their dipole moments toward the charged wall, creating hydrogen peaks here. With increased surface charge, the number of positively charged hydrogen atoms pointing toward negatively charged wall increases, and thus the magnitude of these density peaks slightly increases.
In Figure 5 , we show EOF velocity profiles obtained from MD simulations and compare them with predictions from continuum transport model at a wide range of surface charge densities. Independent from surface charge, each velocity profile exhibits a constant bulk flow region at the channel center. However, velocity profiles significantly vary near the wall at various charges mainly due to the overscreening ions. Flow domains are started from slip plane, which is defined at the first water density peak as explained earlier. Our continuum transport model yields a very good agreement with electroosmotic flow velocities of MD simulations at both near wall and bulk flow regions for surface charges up to −0.336 C/m 2 . This encapsulates predictions not only in DH but also in intermediate flow and flow reversal regions. First, electroosmotic flow monotonically increases with increased surface charge density within the validity of DH region (cases C1−C3). Afterward, water speed begins to decrease with increased surface charge, but the flow is still in the electric field direction (cases C4−C7). In the intermediate flow region, bulk velocities at the center of the channel exhibit depletion behavior, while a hook-like velocity profile was formed in the EDL with increased surface charge density due to ionic motion. In Figure 5 , we also show ionic velocity distributions at various surface charges that best explains the physics behind obtained electroosmotic flow profiles. In parts a and b of Figure 5 , Na + ions are dominant in the diffuse layer, moving in the applied electric field direction. Thus, they drag the electrically neutral water molecules with them. Meanwhile, negative Cl − ions tend to move opposite to the electric field, but their motion is slower than that of water flow. Thus, they move in the field direction with a slower speed. However, as surface charge increases beyond −0.105 C/m 2 , overscreening is observed. For such cases, Na + ions overshield charged surface, and co-ions (Cl − ) dominate the diffuse layer instead of counterions. As can be seen from parts c−g of Figure  5 , the bulk velocity of Cl − ions first gradually decreases and then it begins to move opposite to the direction of the electric field. However, the velocity of Na + ions decreases with surface charge in the electric field direction. In the intermediate flow region, the speed of counterions still overcome that of co-ions, which results in continuously decreasing water flow in the direction of the electric field until it becomes zero. Afterward, flow reversal occurs where negative water velocities are observed as shown in parts f−j of Figure 5 . Flow reversal starts at −0.239 C/m 2 and it increases with increased surface charges up to −0.336 C/m 2 (cases C8−C10). Any further increase in the surface charge decreases the bulk velocity and deteriorates the electroosmotic flow in the channel due to extreme overscreening. As can be seen in Figure 3d , the ion distribution shows very strong peaks and strong electrostatic interactions and herein leads to an immobile layer near the wall with a thickness of about 0.6 nm. Any further increase in the surface charge enhances the electrostatic interactions and does not further improve the velocity of the bulk solution. A similar behavior was also shown previously by Storey and Bazant. 26 With a simple model (neglecting viscosity variation and slip velocity), they presented that the bulk flow velocity first decreased and then reversed and was followed by an approach to zero bulk velocity with increased wall potential, which also corresponds to increased surface charge (see Figure  2f in ref 26 ).
The continuum model approximates oscillating ionic concentrations as monotonic distributions in the DH regime and approximates as nonmonotonic distributions for surface charge densities up to −0.336 C/m 2 as illustrated in Figure 3 . The ionic concentrations determine the net charge density, which is the driving mechanism for the fluid flow. Although net charge density in the nanochannel is an approximation, the velocity profile can be predicted quite accurately for the surface charges up to −0.336 C/m 2 (case C11). However, since our computational model relies on mean-field and local approximations, it cannot capture strong oscillations observed hereafter, which also leads to discrepancy in the velocity profiles. Actually, the discrepancy between the continuum model and MD simulations also starts at a surface charge of −0.336 C/m 2 (case C11), and we did not push our continuum model beyond this point. It is also worth mentioning that such high surface charge densities are also quite extreme for silica. 54 Therefore, our continuum transport model is limited, and it typically overpredicts the EOF velocity profiles beyond a surface charge of −0.336 C/m 2 . Therefore, this reversal region can be separately categorized. To clearly highlight all governing electrostatic coupling regions, we present electroosmotic flow velocity profiles for all 13 different surface charge densities in Figure 6 . The bulk flow velocities as a function of the surface charge are given in Figure 6e to quantify the relationship between the surface charge and different EOF regimes. A similar behavior was also reported in a recent study by Rezaei et al. 55 In Figure 7 , we show the variation of nondimensional correlation length (δ c ) and coefficient n as a function of surface charge density. In the DH region, we assume n = 1.6 and δ c = 0. This is reasonable since δ c is a parameter for defining overscreening. In the intermediate flow region, we observe a sharp decrease of coefficient of n, which also continues in the flow reversal region. δ c first increases with surface charge, and then it converges to a constant value in the flow reversal region. The Journal of Physical Chemistry C Article From a physical point of view, δ c increases with increased surface charge since the electrostatic interactions amplify. Around a surface charge of −0.336 C/m 2 (case C11), δ c reaches an asymptotic value, and this is considered as applicability limit of the current continuum model (therefore, the transition from C10 to C11 is shown with a dashed line). From this point on, the strong oscillations in ionic concentrations cannot be captured by the continuum model. The coefficient n reduces the increased surface charge to simulate the mobile layer. As n decreases, the slip plane effectively moves far away from the wall. These variations are essential to add the effect of overscreening and local viscosity variations on electroosmotic flow velocity.
In general, all the parameters listed in Table 2 account for physical phenomena occurring within EDL; therefore, these parameters do not depend on channel width as long as the channel is larger than the EDL thickness. Besides depending on the surface charge, δ c and ν have dependences on N o ; more specifically, δ c has a dependence on (N o ) 0.5 . 19 In addition, the crowding of a highly charged diffuse layer increases the local viscosity, and one could postulate that the viscosity variation depends on N o which can also be seen in eq 14 through dependence of ν on N o . However, since the bulk concentration is kept constant in this study, the dependence of coefficients of n and m on concentration cannot be predicted with the current results. Considering slip length, earlier works showed that it is independent of channel height 8, 49, 56 and applied electric field. 8, 57 However, the presence of salt ions has a distinctive effect on the dynamics of water in nanochannels, where significant variations in contact angle, slip length, and flow rate are observed at different ion concentrations. 58 
CONCLUSIONS
We provide an extended investigation for the intermediate flows and flow reversal regimes using MD simulations. To support the MD findings, we have developed a continuum EOF model based on PF-S equations which includes the effects of overscreening, crowding, local variation of the viscosity, and slip lengths. Six independent parameters are present in the continuum model. On the basis of physical reasoning and observation, these parameters are extracted from molecular dynamics simulations. Except for very large surface charge densities (higher than −0.299 C/m 2 ), we demonstrated an excellent agreement between MD and continuum results at various surface charge densities which corresponds to intermediate flow and flow reversal regimes. The apparent viscosity and slip lengths employed in our continuum model are obtained from forcedriven MD simulations. Thirteen cases with different surface charge densities with equal electric field strengths (0.25 V/nm) and bulk ionic concentrations (1.0 M) are presented. The selection process of the parameters used in the continuum model is discussed in detail. It is observed that electroosmotic flow monotonically increases with increased surface charge density in the DH regime, and then starts to decrease with increased surface charge in the intermediate region. In the flow reversal regime, the electroosmotic flow reverses its direction, and any further increase in the surface charge decreases the electroosmotic flow speed. We conclude that the cases with surface charges higher than −0.376 C/m 2 cannot be captured with the current continuum model. In this regime, the ions become immobile, and this regime requires more investigation which is left for future studies.
