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Introduction
It is known that linear matrix equations have been one of the main topics in matrix theory and its applications. The primary work in the investigation of a matrix equation (system) is to give solvability conditions and general solutions to the equation(s). Among other concerns with a matrix equation are the uniqueness of solution, minimal norm solutions, least-squares solutions, various symmetric solutions, the maximal and minimal ranks of solutions, etc. (see, e.g. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] ). This paper aims to study a general linear matrix equation system over the real quaternions, discussing solvability conditions and giving explicit expressions of the solutions when the matrix system is solvable.
Throughout this paper, let R, C and H m×n stand, respectively, for the real number field, the complex number field, and the set of all m × n matrices over the real quaternion algebra
For a matrix A ∈ H m×n , the symbols A * , R(A), N(A), and dim R(A) denote the conjugate transpose, the column right space, the left row space of A, and the dimension of R(A), respectively. By [15] , dim R(A) = dim N(A), which equals the rank of A and is denoted by r(A); we denote the reflexive inverse of A by A + , which satisfies both the conditions AA + A = A and A + AA + = A + . The matrices L A = I − A + A and R A = I − AA + are the orthogonal projectors induced by matrix A, where A + is any but fixed reflexive inverse of A, and I is the identity matrix of appropriate size. It is well known that H is an associative and noncommutative division algebra over R. Due to the noncommutativity, one cannot directly extend various results on complex numbers to quaternions. General properties of matrices over H can be found in [16] . Introduced by W.R. Hamilton in 1843, quaternions made further appearance ever since in associative algebras, analysis, topology, and physics. Nowadays quaternion matrices play an important role in computer science, quantum physics, signal and color image processing, and so on (e.g. [17] [18] [19] [20] ).
Let V n be the n × n backward identity, that is,
⎤ ⎦ (n by n).
A matrix A ∈ C m×n is centrosymmetric (or centroskew) if A = V m AV n (or A = −V m AV n ); A ∈ C n×n is bisymmetric if A is symmetric and centrosymmetric. Centrosymmetric and bisymmetric matrices have been widely discussed since 1939 and are very useful in engineering problems, information theory, linear system theory, linear estimation theory and numerical analysis theory, and others (e.g. [21] [22] [23] ). As a generalization of centrosymmetric and centroskew matrices, reflexive and antireflexive matrices were defined in [24, 25] : A matrix A over C is reflexive (antireflexive) if A = PAP(A = −PAP) with respect to a Hermitian involution P, i.e., P * = P and P 2 = I. In 1998, Chen [26] defined generalized reflexive and antireflexive matrices: A matrix A over C is called generalized reflexive if A = PAQ where P, Q are Hermitian involutory matrices. Chen also discussed applications that give rise to these matrices and considered least squares problems involving them. Motivated by generalized reflexive and antireflexive matrices, Trench in 2004 [27] defined (P, Q )-symmetric and (P, Q )-skewsymmetric matrices: A matrix A over
where P, Q are involutory matrices, i.e., P 2 = I, Q 2 = I. In particular, Tao, Yasuda also defined P-symmetric and P-skewsymmetric matrices in [28, 29] . Criteria for a matrix to be P-symmetric (or P-skewsymmetric) and (P, Q )-symmetric (or (P, Q )-skewsymmetric) were derived by Trench in [27, 30, 31] . Noting the applications of quaternion matrices and (P, Q )-symmetric matrices, we investigate (P, Q )-symmetric matrices over H.
In [32] , Peng and Hu considered the reflexive and antireflexive solutions to the complex matrix equation
(1.1)
Trench [27] in 2004 investigated the (P, Q )-symmetric solution to the inverse problem of the matrix equation (1.1), i.e., the matrix equation
In 2006, Cvetković-iliić [33] studied the reflexive solutions to the matrix equation
In 2008, Li et al. [34] discussed the generalized reflexive solution to the classical system of matrix equations
All the above studies are done over C. Moreover, Wang in [35] [36] [37] investigated the centrosymmetric solution and P-symmetric solution to the system of quaternion matrix equations
The matrix equations (1.1)-(1.5) are special cases of the following system of matrix equations 6) which was first investigated by Bhimasankaram [38] . To our knowledge, there has been little information on the (P, Q )-symmetric solution to the system (1.6). Motivated by the work mentioned above and keeping the interest and wide application of quaternion matrices, we consider the (P, Q )-symmetric solution to system (1.6) over H. Observe that the following system of linear quaternion matrix equations
can take a key role in investigating the (P, Q )-symmetric solution to (1.6). In 2006, Wang et al. [39] presented a necessary and sufficient condition for the solvability of system (1.7). However, the expression of the general solution to (1.7) over H was not available then.
This paper aims to present some new solvability conditions and to show expressions of the general solution to system (1.7). The paper is organized as follows. In Section 2, we establish some new necessary and sufficient conditions for the existence of a solution to system (1.7) over H and derive the explicit expression of the general solution to system (1.7). We also reveal some auxiliary results on certain related systems over H. In Section 3, as applications, we give necessary and sufficient conditions for the existence and an expression of the (P, Q )-symmetric solution to system (1.6) over H. In Section 4, we present an algorithm and a numerical example to illustrate our results. We conclude the paper by proposing further research problems in Section 5.
The general solution to system (1.7)
In this section, we consider the general solution of system (1.7). We begin with the following lemmas.
n×s be known and X 1 ∈ H n×r unknown. Then the system
is consistent if and only if
In this case, the general solution of (2.1) is
where Y 1 is an arbitrary matrix over H with appropriate size. Now we give the fundamental theorem of this paper.
Theorem 2.3. Let
Then the following statements are equivalent:
The equalities in (2.2) hold and
3) The equations in (2.2) and (2.6) hold, and
In this case, the general solution of system (1.7) can be expressed as
where U, V , W , Z are arbitrary matrices over H with appropriate sizes.
Proof. (2) ⇐⇒ (3) is obvious. We now show that (1) ⇒ (3) :
If system (1.7) has a solution (X 1 , X 2 ), then X 1 is a solution of system (2.1), and X 2 is a solution of the system
By Lemmas (2.1), (2.2) and (2.6) hold, and X 1 has the form of (2.3), and
where Y 2 is an arbitrary matrix over H with appropriate size. Substituting (2.3) and (2.12) into
by R A A = 0 and BL B = 0. Hence
i.e., (2.8) holds.
(2) ⇒ (1) : We show that a pair of matrices X 1 and X 2 having the form of (2.9) and (2.10), respectively, are a pair solution of system (1.7) under the hypotheses (2.2), (2.6) and (2.7). Note, by (2.2) and (2.6), that
It is easy to verify that X 1 having the form of (2.9) is a solution of (2.1), and X 2 having the form of (2.10) is a solution of (2.11). Now we show that (2.13) holds for X 1 and X 2 mentioned above. Because AL A = 0 and R D D = 0, we have
14)
It follows from R A S = R A CL M = ML M = 0 and
By the third equality of (2.7), i.e., EL B L N = 0,
In view of the definition of S,
Therefore by the last equation of (2.7), i.e., R C EL B = 0, we have the following
So it follows from AA + C = C − M and the first equality of (2.7), i.e., R M R A E = 0 that
It follows from (2.14), (2.15), (2.16), (2.18) , and the definition of E that
Now we show that if system (1.7) is consistent, i.e., (2) or (3) holds, then its general solution can be expressed by (2.9) and (2.10). In (2) ⇒ (1), we have shown that the pair of matrices X 1 and X 2 having the form of (2.9) and (2.10), respectively, forms a pair solution of (1.7). So it is sufficient to prove that for an arbitrary solution, say, (X 01 , X 02 ), of (1.7), X 01 and X 02 can be expressed in the form (2.9) and (2.10), respectively. For (2.9) and (2.10), let
19)
Then (2.9) and (2.10) become, respectively, the following
21)
Suppose that (X 01 , X 02 ) is an arbitrary solution of system (1.7), then it can be verified that
By (2.23),
Hence
In fact, by the last equality of (2.7) and (2.17),
Therefore, inserting (2.24) into (2.19) and (2.20), respectively, and using (2.23) and (2.25), we get
Clearly,
This implies that X 01 and X 02 can be expressed as (2.21) and (2.22), i.e., (2.9) and (2.10), respectively, where
Remark 2.1. By Wang [40] , the solvability conditions and the expression of the general solution of (1.7) can be generalized to a regular ring with identity. 
Lemma 2.4 (Theorem 3.1 in [39]). Under the conditions of Theorem 2.3, system (1.7) is consistent if and only if
The following equalities are satisfied
In this case, the general solution of system (1.6) can be expressed as
where U, V are arbitrary matrices over H with appropriate sizes.
Remark 2.2. Corollary 2.5 is the main result of [41].
The next corollary follows from letting A i , B i , C j (i = 1, 2; j = 1, 2, 3, 4) vanish in Theorem 2.3 and Lemma 2.4.
The following rank equalities are satisfied
In this case, the general solution of (2.33) can be expressed as
Remark 2.3. Corollary 2.6 revises a careless error of the expression (3.5) in [40] . Moreover, the expression (3.6) in [40] should be the following
(P, Q )-symmetric solution to system (1.6)
In this section, we first give a representation of a (P, Q )-symmetric matrix over H, then use Theorem 2.3 to consider the (P, Q )-symmetric solution to system (1.6). We begin with the following. Now we turn our attention to establishing the criteria for a (P, Q )-symmetric matrix and a (P, Q )-skewsymmetric matrix over H.
Definition 3.1. Let A ∈ H
n×m and P, Q be quaternionic involutions i.e., P 2 = I n , Q 2 = I m .
(
We use the symbol
Let P ∈ H n×n and Q ∈ H m×m be involutions. By Lemma 3.1, we assume P, Q to be decomposed as
where U and V are invertible. We have the following.
Theorem 3.2. Let A ∈ H
n×m and P, Q be defined by (3.2) . Then
n×m (P, Q ) if and only if A can be expressed as
where
and only if A can be expressed as
Proof.
(1) By the definition of A ∈ SH n×m (P, Q ) and (3.2), we have
i.e.,
. Substituting (3.7) into (3.6), we have
yielding A 12 = 0, A 21 = 0. Therefore, (3.5) becomes (3.3). Conversely, if (3.3) holds, it is easy to verify that A is (P, Q )-symmetric. Similarly, we can prove (2). Now we consider the (P, Q )-symmetric solution to system (1.6), where
l×u are known and X ∈ SH n×m (P, Q ) is unknown and
Assume that
10)
where 
An algorithm and a numerical example
We give an algorithm for finding the (P, Q )-symmetric solution to system (1.6). We also present a numerical example to illustrate our results.
Based on Lemma 3.1 and Theorems 2.3 and 3.3, we propose the following algorithm for solving the (P, Q )-symmetric solution to system (1.6).
Algorithm 4.1. (1) Input
C c ∈ H l×u and the involutions P ∈ H n×n and Q ∈ H Example 4.1. Given the involutions:
and the parameter matrices 
Eqs. (2.26)-(2.32) hold. Then system (1.7) with the above parametric matrices is consistent and the expression of the general solution is
where v 1 , v 2 , v 3 , v 4 are arbitrary quaternions. Hence the general expression of (P, Q )-symmetric solution to system (1.6) is X = (a ij ) 4×4 , where 
Conclusions
We have derived some new necessary and sufficient conditions for the existence and the expression of the general solution to system (1.7) over H. As special cases, the corresponding results on (1.6) and (2.33) over H are presented. Using the results on system (1.7), we have established necessary and sufficient conditions for the existence of a (P, Q )-symmetric solution to system (1.6) over H. The expression of such a solution to this system has also been given when its solvability conditions are satisfied. Moreover, we have given an algorithm and a numerical example to illustrate the main results of this paper. Note that our method presented in this paper overcomes the difficulty arising from the noncommutative multiplication of H. The approach and the results can also be generalized to any regular ring with identity by [40] . Finally, we give some further research topics related to this paper as follows:
(1) Find the maximal and minimal ranks of the general solution to system (1.7) over H.
(2) Investigate the independence of a pair solutions X 1 and X 2 to system (1.7) over H, where the independence means that for any two pairs of solutions X 1 , X 2 and X 3 , X 4 of (1.7), the two new pairs X 1 , X 4 and X 3 , X 2 are also solutions to (1.7). (3) Find the least-norm of the general solution of (1.7).
