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Introduction
This paper is devoted to studying the Cauchy problem for the following water wave equation
where α, β and γ are real constants, α = 0. In fact, (1) contains some wellknown equations. In (1.1), when α = β = 0 and γ = 1, we have the KdV equation which has been studied by numerous authors, e.g. [1, 5, 7, 8, 10, 14, 16, 15] . By using the Fourier restriction norm method, Kenig et al. [15] proved that the KdV equation is locally well-posed in H −3/4 (R). By using the I-method introduced in [7] , Colliander et al. [8] proved that the KdV equation is globally well-posed in H s (R) with − 3 4 < s < 0. Christ et al. [5] proved that the KdV equation is locally well-posed in H −3/4 (R). By using dyadic bilinear estimates and I-method, Guo [10] showed that the KdV equation is globally well-posed for the initial data in H s (R) with s = − 3 4 . In (1.1), when α = 0 and β = 0, we can get a shallow water equation called the Kawahara equation that has been studied in [3, 6, 9, 13] . The authors [19] proved that (1) is locally well-posed in H s (R) with s ≥ 2 13 and is globally well-posed with s ≥ 1. The authors [6] proved that the Kawahara equation is locally well-posed in H s (R) with s > −1 and globally well-posed in L 2 . By using the Fourier restriction norm method and I-method, the authors [21] proved that the Kawahara equation is locally well-posed in H s (R) with s > − 7 5 and is globally well-posed with s > − 1 2 . By using [k; Z] multiplier norm method introduced in [20] , the authors [3] proved that the Kawahara equation is locally well-posed for the initial data in H s (R) with s > − 7 4 . By using the Fourier restriction norm method and the Cauchy-Schwartz inequality, the authors [13] showed that the Kawahara equation is locally well-posed in H s (R) with s > − 7 4 . The authors [22] proved that the Kawahara equation is globally well-posed in H s (R) with s > − 63 58
. Recently, Chen and Guo [4] proved that the Kawahara equation is globally well-posed in H s (R) with s ≥ − 7 4 with the aid of the idea of I-method. Thus Chen and Guo [4] improved the result of [22] . Zhao [23] proved that the Cauchy problem associated with (1) is locally well-posed in H s (R) with s > − 5 8 with the aid of the Fourier restriction norm method, thus, Zhao improved the result of [19] .
In this paper, by using the Bourgain spaces and [k; Z]-multiplier norm method, we obtain the local well-posedness of (1) 
Definition. For s, b ∈ R, the space X s, b is defined to the completion of the Schwartz function space on R 2 endowed with the norm
Main results
Obviously, (1)(2) are equivalent to the following integral equation
The main results of this paper are as follows. 3 Preliminaries
Lemma 2.1 can be seen in [11, 12, 17] . In order to introduce Lemma 2.2, we fix some notations.
Following the idea of [k; Z] multiplier norm method in [20] , by dyadic decomposition of the variables ξ j , λ j as well as the function h(ξ), one is led to consider
By using the identities 3 j=1 ξ j = 0 and
and
Since
when N max ∼ N med ≥ 100max 1,
we know
When N max ∼ N med ≥ 100max 1,
, we may as-
max N min since the multiplier (6) vanishes otherwise. (7), (8) and (10) .
Similarly for permutations.
(iii) In all other cases, we have
Proof. From [20] , we know that
To estimate the right-hand side of the expression (14), we use the following identity
where
. By using (14) and (15), we have
We need only consider three cases: 
Bilinear estimate
In this section, we shall use [k; Z]-multiplier norm method introduced by T. Tao to prove a crucial bilinear estimate. 
Proof. By using Plancherel identity and the idea of [k; Z]-multiplier norm method, to prove (17) , it suffices to prove
By the translation invariance of the [k; Z]-multiplier norm, we can always restrict our estimate on L j ≥ C(j = 1, 2, 3) and max (N 1 , N 2 , N 3 ) ≥ C. By using the comparison principle and orthogonality of [20] , we reduce (18) to proving that
for all N ≥ 1. Fix N 1. Firstly, we prove (20) . By using (8) and (13), to prove (20) , it suffices to
We only need to consider two cases:
We reduce (21) to
Performing the L summations, we reduce the above inequality to
We reduce the above inequality to
which is true since s > − 9 2 + 7 . Thus we prove (21). Now we prove (19) which is the low modulation case. In this case, we have (11) holds, we have N max ∼ N min ≥ C, thus we reduce (19) to
Performing the L summations, we reduce to
≤ C which is truce since s > − 13 4 + 21 that yields s (12) holds, we only need to consider two cases
By using (12), we reduce (19) to
We define the left-hand side of (22) = I + II, where
Performing the N 3 summations in (23), we obtain
+ 4 that yields 2s + 5b − 6b > 0.
When
Performing the N 3 summations in (24), we have
Performing the L summations, we see that I 1 , I 2 ≤ C since s ≥ − 11 4 + 15 that yields 2s − 6b + > 0. Now we estimate II.
When s + 1 2
+ b < 0, performing the N 3 summation in (25) yields
+ 21 that yields 2s − 6b + Thus we complete the proof of (22) with the aid of the estimation of I and II.
Now we deal with the case 3 . In this case, by using (11), we reduce (19) to
We define the left hand side of (26) = K 1 + K 2 , where
med .
Performing the L summations yields
+ 14 . To obtain (19), we need to consider the case where (13) holds. This reduces to
To obtain (27), we need to consider two cases:
, in this case we reduce (27) to
performing the L summations, we reduce the above inequality to
which is true since s ≥ − 11 4 + 21 that yields 3 + 2s − 6b > 0 and 3 + 2s − 6b
Decomposing the left hand side of (28) into the following two terms: 
Proof of Theorem 1.1
In this section, we prove the Theorem 1.1, notice that (1)(2) are formally equivalent to the following integral equation
We define G(u) = ψ(t)W (t)u 0 − 
Similarly,
Then the mapping G is the contraction mapping from B(0, r) into itself. From the fixed point Theorem, we know that there exists a u such that G(u) = u. The rest of local well-posedness of Theorem 1.1 follow from a standard argument.
