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Linear system identification from ensemble snapshot observations
Atte Aalto and Jorge Gonçalves
Abstract—Developments in transcriptomics techniques have
caused a large demand in tailored computational methods for
modelling gene expression dynamics from experimental data.
Recently, so-called single-cell experiments have revolutionised
genetic studies. These experiments yield gene expression data
in single cell resolution for a large number of cells at a time.
However, the cells are destroyed in the measurement process,
and so the data consist of snapshots of an ensemble evolving
over time, instead of time series. The problem studied in
this article is how such data can be used in modelling gene
regulatory dynamics. Two different paradigms are studied for
linear system identification. The first is based on tracking the
evolution of the distribution of cells over time. The second
is based on the so-called pseudotime concept, identifying a
common trajectory through the state space, along which cells
propagate with different rates. Therefore, at any given time, the
population contains cells in different stages of the trajectory.
Resulting methods are compared in numerical experiments.
I. INTRODUCTION
Introduction of high–throughput sequencing technologies
has caused an increase in produced gene expression data,
and even time series data have become widely available. This
has raised computational modelling of genetic systems to the
pinnacle of today’s research in biology. The cost of collecting
data is still very high compared to mechanical or electrical
systems, for example, and so the gene expression time series
tend to be short in length and the sampling frequency low,
which has created a demand for tailored methods taking into
account the limitations in the data.
Recent years have witnessed another revolution in se-
quencing technologies. With so-called single-cell techniques,
it is possible to obtain gene expression measurements at the
level of one cell instead of a population average obtained
by traditional batch techniques. Unfortunately, the cell is
destroyed in the measurement process, and therefore it is
possible to get only one measurement per cell — albeit from
a large number of cells at a time. The amount of data is
orders of magnitude larger than with batch experiments, but
the obtained ensemble snapshot data call for new modelling
approaches. In this paper, we consider this problem from
the point of view of linear system identification. Although
simplistic, the goal of this work is to obtain evidence on the
suitability of the overall strategies for tackling the problem.
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A typical single-cell experiment is carried out as follows.
The considered cell population consisting of N =
∑m
j=0Nj
cells normally originates from a clonal population so that the
cells can be expected to behave similarly. At time T0 = 0,
a sub-population of N0 cells is measured. At the same time,
remaining cells are perturbed somehow, depending on the
experiment, for example by introducing a drug or some
other stimulant. At later times Tj , sub-populations consisting
of Nj cells are measured. In the end, the measurement
data consist of m + 1 snapshot observations of ensembles,
Y = {Y0, Y1, ..., Ym}, where Yj =
[
y
(j)
1 , ..., y
(j)
Nj
]
∈ Rn×Nj .
The vector y
(j)
k ∈ R
n consists of gene expression levels of
n (interesting) genes in the kth cell measured at time Tj .
For a review on single-cell experimental techniques and a
discussion on their potential, we refer to [1].
In this paper, we consider linear system identification from
data mimicking a single-cell experiment. Assume that the
gene expression dynamics of the cell k ∈ {1, ..., Nj} in the
sub-population j ∈ {0, ...,m} are governed by
dx
(j)
k = γ
(j)
k Ax
(j)
k dt+ du
(j)
k , x
(j)
k (0) ∼ P0 (1)
where A is a sparse matrix (since the dynamics of one gene
are known to be influenced by only few other genes), and
u
(j)
k is a noise process modelled as Brownian motion. The
time-scaling constant γ
(j)
k > 0 models the development rate
of the cell, which varies from cell to cell. The initial state
is a random variable with probability distribution P0. The
measurement obtained from this cell is
y
(j)
k = x
(j)
k (Tj) + v
(j)
k ,
where v
(j)
k is measurement noise, and Tj is the measurement
time. The assumption of a full-state measurement is of course
a simplification, but it is a rather typical one in genetic
applications, made to avoid overfitting.
The problem is to estimate the (sparse) matrix A from
the ensemble snapshot data Y . We introduce two different
paradigms for approaching the problem, and develop one
method within each paradigm. Firstly, we develop a method
based on tracking the propagation of the (probability) dis-
tributions of cells over time, and finding a sparse matrix
A that produces such propagation. The second paradigm
is based on the so-called pseudotime concept [2]–[4]. The
underlying idea in this concept is that cell dynamics are
not identical through the population, and in particular, some
cells develop faster than others. Therefore, the distribution of
measurements at time Tj contains information from different
developmental stages. Pseudotime refers to the stage of the
cell in the development process. In the example (1), the
pseudotime of the measurement of cell k measured at time
Tj roughly corresponds to γ
(j)
k Tj . Pseudotime methods infer
the developmental stage of each measured cell. In [5] we
developed a method for estimating the zero structure of
the dynamics matrix A from time series data. Here this
method is modified to include an additional estimator for
the pseudotime for each measurement, which is carried
out simultaneously with the zero structure inference. In the
context of gene expression modelling, the zero structure of
A can be interpreted as the gene regulatory network (GRN).
GRN inference is one of the cornerstone problems studied
in systems biology [5]–[10]. The two developed methods are
compared to the method presented in [5] applied on the time
series data consisting of the averages of sub-populations Yj .
This corresponds to a traditional gene expression measure-
ment producing a short time series.
Introduction of single-cell sequencing techniques has lead
to emergence of methods analysing the resulting data. Meth-
ods that infer cell dynamics from such data include [11]–
[13]. The first two works are concerned with estimating
the state distribution from incomplete measurements. The
article [13] introduces a method for obtaining distributions
of unknown parameters in a chosen dynamical model from
the measurement distributions. Optimal mass transport has
been applied to single-cell data in [14] for reconstructing cell
trajectories. GRN inference from single-cell data has been
discussed in [7], [8]. Inference is done, for example, using
gene expression correlations [9], or by considering stationary
distributions arising from a mechanistic model [10].
II. METHODS
The three methods in the comparison are presented in this
section. The first, distribution-based method is completely
new, and the second, pseudotime-based method is a modifica-
tion of our earlier method using time series data [5]. The third
method is our original method (without the modification)
applied on the population average, which corresponds to data
obtained from a classical batch experiment. The distribution-
based method is estimating the full matrix A, whereas the
method in [5] is developed for inferring the GRN, that is, the
zero structure of A. In Section III, the methods are compared
in the GRN inference task.
A. Distribution-based method
The dynamics equation (1) defines the cell trajectory as
a stochastic process (if also the development rate γ
(j)
k is a
random variable). At time Tj the cell state has a certain
probability distribution Pj (finite-dimensional distribution
of the stochastic process), and the measurements Yj are
regarded as samples drawn from this distribution. The idea
is to find a matrix A, such that the pushforward measure
eA(T1−T0)P0 would be close to P1, and similarly for all
j ∈ 1, ...,m, the pushforward measure eA(Tj−Tj−1)Pj−1
should be close to Pj . The “closeness" is measured by the
Jensen–Shannon divergence between the two distributions
[15] (see Remark 1). The Jensen–Shannon divergence is
defined through the Kullback–Leibler divergence as
JS(p || q) =
1
2
KL(p ||m) +
1
2
KL(q ||m)
where m = 12 (p + q). Recalling the definition of the
Kullback–Leibler divergence, the Jensen–Shannon diver-
gence can be expressed as
JS(p || q) =
1
2
∫
log(p(x))p(x)dx
+
1
2
∫
log(q(x))q(x)dx −
∫
log(m(x))m(x)dx. (2)
As opposed to the Kullback–Leibler divergence, the Jensen–
Shannon divergence is symmetric with respect to p and
q. In addition, there is no absolute continuity requirement
between the measures correponding to p and q. The conti-
nuity requirement for Kullback–Leibler divergence is always
satisfied, since m(x) = 0 implies p(x) = 0 and q(x) = 0.
The identification task can then be formulated as an
optimisation problem
min
A
C(A) +
m∑
j=1
JS
(
eA(Tj−Tj−1)Pj−1
∣∣∣∣Pj) (3)
where C(A) is some sparsity promoting regulariser, for ex-
ample C(A) = λ
∑
i,j |Ai,j | is used in our numerical experi-
ment, corresponding to the well-known Lasso approach [16].
The optimisation problem in (3) is defined for full distri-
butions Pj , but the data consist of samples from those distri-
butions. Therefore integrals of the form
∫
log(p(x))p(x)dx
have to be approximated using samples x1, ..., xL drawn
from p. Two different approximations for the distribution
p are used. The latter p(x) in the integral is approximated
by a sum of Dirac delta distributions at the sample points,
transforming the integral into a sum (see Remark 2)∫
log(p(x))p(x)dx ≈
1
L
L∑
j=1
log(p(xj)). (4)
The remaining p(x) is approximated with a Gaussian mixture
p(x) ≈
1
L(2πq)n/2
L∑
j=1
exp
(
−
|x− xj |
2
2q
)
(5)
where q is a design parameter. Inserting this into (4) gives∫
log(p(x))p(x)dx
≈
1
L
L∑
j=1
log
 L∑
k=1
k 6=j
exp
(
−
|xk − xj |
2
2q
)+ C (6)
where C = − log(L(2πq)n/2) and the k = j term has been
excluded from the sum, since otherwise the method seemed
to give too little weight to measurements on the outskirts of
the distribution.
Practical implementation of the method is sketched in
Algorithm 1, where the optimisation problem (3) with ap-
proximation (6) is solved using simulated annealing. The
approximated Jensen–Shannon divergence J˜S(X ||Y ) forX ∈
R
n×mX and Y ∈ Rn×mY is computed as follows. The first
term in (2) is computed by inserting X into (6), the second
term by inserting Y , and the last term by inserting [X,Y ].
The parameter q in (5) and (6) was chosen differently
when computing different terms of the sum in (3). For the
j th term in the sum, it was chosen as one tenth of the average
of the values |y
(j)
i − y
(j)
k |
2 for i, k ∈ {1, ..., Nj} and i 6= k.
for i = 1, ..., nits do
Draw Aˆ = A(i−1) + ǫi · randn(n, n);
Set J = C(Aˆ);
for j=1,...,m do
Compute Xj = eAˆ
(Tj−Tj−1)Yj−1;
Set J = J + J˜S(Xj ||Yj);
end
if exp
(
(Jold − J
)
/Tempi) > rand then
set Jold = J ;
set A(i) = Aˆ;
else
set A(i) = A(i−1);
end
end
Algorithm 1: The distribution-based method. The simu-
lated annealing temperature Tempi and step size ǫi decrease
as the iterations proceed. Here rand and randn denote
random variables from the uniform distribution U(0, 1) and
the normal distribution N(0, 1), respectively.
Remark 1. In our experiments, also KL(p||q) + KL(q||p)
was tried as a distance measure between distributions, but
the Jensen–Shannon divergence seemed to produce slightly
better results.
Remark 2. The approximation (4) can also be obtained by
immediately replacing p(x) by the Gaussian mixture (5),
and then approximating the integral using Gauss–Hermite
quadrature with only one sample point per one Gaussian
distribution in the mixture sum. A better result could perhaps
be obtained by using more quadrature sampling points,
but this would slow down the computations somewhat, in
particular if the dimension n is big.
B. Simultaneous estimation of pseudotime and the matrix A
A method for estimating the zero structure of the matrix
A from time series data was developed in [5]. The method
is based on Bayesian analysis and MCMC sampling. The
method also samples the continuous-time trajectory x under-
lying the sparsely sampled time series data. Similarly, in the
pseudotime concept, it is assumed that the measurements are
produced by a continuous trajectory x, along which the cells
propagate with different rates. In this section, a variant of
this method will be developed, where also the pseudotimes
related to the measurements are estimated simultaneously.
To put briefly, the modification made to the method in
[5] is that an additional MCMC sampler is constructed for
the pseudotime. In this case, the measurement distribution,
given the continuous trajectory x, is y
(j)
k ∼ N(x(τ
(j)
k ), R)
where τ
(j)
k is the pseudotime corresponding to the mea-
surement y
(j)
k . In [5] the measurement time was fixed and
the measurements readily formed a time series, and the
measurement distribution was yj ∼ N(x(tj), R) where tj
was the measurement time of yj .
In this method, an indicator variable is introduced for the
zero structure of the matrix A. That is, the element Ai,j
is represented as a product Ai,j = Si,jHi,j where Si,j ∈
{0, 1} is an indicator variable indicating whether the element
(i, j) is zero or not, and Hi,j ∈ R is the magnitude variable.
The object of interest is then the posterior distribution of the
indicator variable S, given the data Y = [Y0, ..., Ym], and
the corresponding measurement times T = {T0, ..., Tm}:
p(S|Y, T ) ∝ p(Y |S, T )p(S)
= p(S)
∫∫∫
p(Y, x,H, τ |S, T )dxdH dτ
= p(S)
∫∫∫
p(Y |x, τ)p(x|S,H)p(τ |T )p(H)dxdH dτ
where we have first used the Bayes’ law, then intro-
duced the latent variables x, τ , and H , where τ =
{τ
(0)
1 , ..., τ
(0)
N0
, ..., τ
(m)
1 , ..., τ
(m)
Nm
} is the pseudotime vector,H
is the magnitude variable, and x is the continuous trajectory.
Finally, the probability chain rule is applied to obtain known
distributions. The measurement model is
p(Y |x, τ) =
∏
j=0,...,m
k=1,...,Nj
N
(
y
(j)
k ;x(τ
(j)
k ), R
)
,
that is, it is assumed that the measurements are obtained from
the same trajectory at different developmental stages, which
is not the same as the true measurement time.
The integral with respect to the magnitude variable H ∈
R
n×n is possible to carry out analytically (it is done in
[5]), assuming that the rows of H are normally distributed
Hi ∼ N(0,Mi), and independent. A time interval [T , T ] is
defined for the continuous trajectory. The pseudotimes should
be contained in this interval. The integral is∫
p(x|S,H)p(H)dH
∝
n∏
i=1
exp(Φi(x))∣∣Mi[Si]−1 + 1qiX[Si]∣∣1/2∣∣Mi[Si]∣∣1/2WQ(dx)
where the functionals Φi(x) are
Φi(x) :=
1
2q2i
(∫ T
T
x[Si]
⊤dxi
)
·
(
Mi[Si]
−1 +
1
qi
X[Si]
)−1(∫ T
T
x[Si]dxi
)
,
WQ(dx) is the Wiener measure with incremental covariance
matrix Q = diag(q1, ..., qn) corresponding to noise process
u
(j)
k in (1), and X =
∫ T
T x(t)x(t)
⊤dt is the Gramian matrix.
The notation x[Si] where Si is the i
th row of S, means the
subvector of x in R|Si|0 that consists of those elements xj
for which Si,j = 1, and for a matrix K ∈ R
n×n, the notation
K[Si] stands for the |Si|0×|Si|0 submatrix of K consisting
of those rows and columns of K for which Si,j = 1.
The integrals with respect to x and τ are carried out by
MCMC sampling. The prior for the pseudotime is a normal
distribution. For measurement k done at time Tj , we set
p
(
τ
(j)
k |T
)
= N(Tj, στ ) (truncated so that τ
(j)
k ∈ [T , T ]).
Also the covariance parameters Q = diag(q1, ..., qn) and
R = diag(r1, ..., rn) are sampled, as well as the indicator
matrices S, for which the prior is p(S) ∝ ρ|S|0 where
ρ ∈ (0, 1) is a parameter controlling the sparsity of the
samples. For the average of these samples S(j), it holds that
1
L
L∑
j=1
S(j) → E(S|Y, T ), as L→∞
and this average is the output of the algorithm. Since S is a
Boolean variable, the elements of E(S|Y, T ) are actually the
posterior probabilities that the corresponding elements in A
are nonzero. The details on the practical implementation of
the MCMC sampler as well as details on the computation of
the above integrals can be found in [5].
C. Batch average tracking
As opposed to novel single-cell techniques, older batch se-
quencing techniques are only able to provide measurements
from population averages. Corresponding to such setup, the
method developed in [5] is also included in the comparison,
using time series data (with length m+1) obtained from the
population means
yj =
1
Nj
Nj∑
k=1
y
(j)
k
with measurement times Tj , for j = 0, ...,m.
III. NUMERICAL EXPERIMENTS
To generate the experimental data, equation (1) was
numerically simulated separately for each cell. The used
dynamics matrix was
A =
−1 0 0 0 0 0 1 0 0 1
1 −1 −2 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 −1 0 0 0 0 0 0
0 0 0 1 −1 0 0 0 0 0
0 0 1 0 1 −1 0 0 0 0
0 0 0 0 0 1 −2 0 −1 0
0 0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 −1

corresponding to the gene regulatory network shown in
Figure 1. The diagonal elements are chosen so that each
column sum is zero. The development rates were drawn
from a uniform distribution γ
(j)
k ∼ U(1, 1.2). The driving
Brownian motion u
(j)
k had incremental covariance 0.01I .
t ✲
✻
t
❄
t
❄
t ✲
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910
Fig. 1: The gene regulatory network corresponding to the
matrix A of the example. Arrows denote positive effects and
blunt arrows denote negative effects.
The methods were compared in the task corresponding
to gene regulatory network inference, that is, inference of
the zero structure of the matrix A. Well-known classifier
scores are used in the comparison, namely the area under
the receiver operating characteristic curve (AUROC) and the
area under the precision–recall curve (AUPR), excluding the
diagonal elements. For the computation of the AUROC and
AUPR scores, the methods need to rank the potential links
(elements in the A matrix) in the order of confidence. For the
distribution-based method, the confidence ranking is obtained
simply by ordering the elements of A in decreasing order of
their absolute values. This comparison is not entirely fair to
the distribution-based method, since it is actually estimating
the matrix A, rather than the probabilities for the entries
being nonzero like the other two methods.
A. Experiment 1
In the first experiment, altogether 445 measurements are
collected at eight different times, as described in Table I.
The initial distribution is a normal distribution, P0 =
N(m0,Γ) where m0 was also randomly chosen and Γ =
diag(.1, .05, .16, .2, .11, .19, .18, .07, .11, .09)2. The data are
visualised in Figure 2 (left) showing first two principal
components. From the figure it can be seen that the later
measurements are more spread in the direction of the main
propagation due to the different development rates.
The distribution-based method was tested with six differ-
ent values of λ, which is the cost function parameter penalis-
ing for the 1-norm of the A-matrix. Similarly, the two other
methods were tried with six different values of the sparsity
parameter ρ. The resulting AUROC and AUPR values (for
four interesting parameter values) are shown in Table II.
The pseudotime method shows a more solid performance
than the distribution-based method, even obtaining perfect
TABLE I: Measurement times Tj and sizes of measured sub-
populations Nj in the different experiments.
Exp. 1 j 0 1 2 3 4 5 6 7
Exp. 2–4a j 0 1 2 3 4
Tj 0 0.2 0.5 1.2 2.2 2.95 4 5.2
Nj 50 59 57 55 54 64 60 46
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Fig. 2: The first two principal components of the simulated data for experiments 1 and 2 (left), experiment 3 (center), and
experiment 4a (right). Each point corresponds to one measured cell. Different measurement times are indicated with different
symbols and colours.
reconstruction with ρ = 0.3. The batch-method C is clearly
the weakest, which is not surprising.
B. Experiment 2
In the second experiment, the amount of data was reduced
by using only five of the eight populations in Experiment 1
(see Table I and Figure 2 (left)) resulting in 272 measure-
ments. In this experiment, only the values λ = 0.005 and
ρ = 0.2 were used. The results are shown in Table II.
Again, the pseudotime method B was better than the
distribution-based method A. However, the pseudotime
method seemed to be sensitive to the initialisation of the
continuous trajectory x in the sampler, and sometimes the
MCMC sampler converged to the neighbourhood of a local
maximum of the posterior distribution, which did not yield as
good results as those reported in Table II. Since the batch-
method C only has five data points in this experiment, its
performance is clearly worse than in Experiment 1.
C. Experiment 3
In the third experiment, the initial distribution P0 was
a mixture of two Gaussians, so that with probability 0.7,
the initial state x
(j)
k (0) was drawn from normal distribution
N(m0,Γ), and with probability 0.3, the initial state was
drawn from N(m1,Γ), where m0 and m1 were close to
each other. This experiment is simulating heterogeneity in
the cell population. The measurement times and population
sizes are the same as in Experiment 2. The data are visu-
alised in Figure 2 (center). The resulting AUROC/AUPR
values are in Table II, and the entries of matrix A es-
timated with the distribution-based method are visualised
in Figure 3. This time the distribution-based method out-
performs the pseudotime-based method, and it even attains
higher AUROC/AUPR scores than in Experiment 2. This
result is expected, since the distribution-based method gets
more information from the heterogeneity in the distribution,
whereas the pseudotime method erroneously tries to fit the
heterogeneity by adjusting the pseudotimes.
D. Experiment 4
In the fourth experiment the cell variability was more
realistic. The initial distribution was again a mixture of two
Gaussian distributions, with the distance between their means
doubled compared to experiment 3, and their covariances
were 100Γ. In experiment 4a, the amount of data is as in
Table I, and these data are visualised in Figure 2 (right). In
experiment 4b, the amount of measured cells at each time
point was doubled, resulting in 544 measurements in total,
at five different times.
With smaller amount of data in experiment 4a, the best
results were surprisingly obtained by method C, implying
that the other methods were unable to obtain meaningful
information from the measurement distributions. Method B
suffered again of multimodality problems in MCMC sam-
pling and the results were gathered from five independent
sampling chains. On the other hand, when the number of
measurements was increased in experiment 4b, then the
distribution-based method was again the best performer.
It should be noted that with linear systems, the mean of
population j is propagated by eA(Tj+1−Tj) to the mean of
population j+1. This is not true with nonlinear systems, and
therefore a method tracking the averages of the measured
batches is likely to perform worse with nonlinear systems.
IV. CONCLUSIONS
Two different paradigms were introduced for identifying
linear systems from snapshot ensemble observation data. The
first paradigm is based on tracking the evolution of the
distributions of cells accross time. The second paradigm is
based on the pseudotime concept, where the idea is based
on the fact that the cells evolve with different rates and
therefore one snapshot contains information from different
development stages of the cell. The developed pseudotime-
method samples trajectories from which the measurements
are obtained at different (pseudo)times (since the cells de-
velop with different rates). On average, the pseudotime-
method gave slightly better results than the distribution-
based method, and when the data contained only moderate
noise (and no model class mismatch), its performance was
excellent. However, the distribution-based method seemed
to be more robust against disturbances. The pseudotime-
method tries to fit the trajectory and the pseudotimes into the
data. If the data contain some systemic heterogeneity which
TABLE II: AUROC/AUPR values for the methods A: the distribution-based method, B: the pseudotime method, and C: the
batch average method. Each method has some sparsity-enforcing parameter, and the results were established with different
values of these parameters. Note that higher λ promotes sparser solutions, whereas higher ρ promotes less sparse solutions.
Experiment 1 2 3 4a 4b
Parameter λ 0.0025 0.005 0.01 0.05 0.005 0.005 0.005 0.005
Method A 0.923 / 0.881 0.931 / 0.900 0.984 / 0.941 0.931 / 0.888 0.751 / 0.589 0.927 / 0.868 0.661 / 0.332 0.913 / 0.837
Parameter ρ 0.3 0.25 0.2 0.15 0.2 0.2 0.2 0.2
Method B 1.000 / 1.000 0.977 / 0.899 0.965 / 0.879 0.981 / 0.909 0.862 / 0.639 0.845 / 0.622 0.733 / 0.389 0.895 / 0.753
Method C 0.852 / 0.696 0.864 / 0.716 0.856 / 0.712 0.842 / 0.696 0.723 / 0.310 0.762 / 0.469 0.761 / 0.470 0.745 / 0.404
is not due to the varying developmental rates (such as in
Experiment 3), then the method will try to explain the hetero-
geneity by the pseudotimes, causing an error in the method.
Some pseudotime estimation methods are able do detect
branches in the biological processes [4]. In such approach,
one trajectory only takes into account data belonging to
one branch, thus avoiding overfitting. Obviously, the relative
performances of the methods may still vary depending on
the quality of the data. One observation is that when the cell
variability is high (Experiment 4), then sufficiently many
measurements are needed in order to obtain information
from the distribution of cells. On the other hand, single-cell
experimental techniques are developing fast, and the number
of measured cells in most experiments far exceeds what we
used in the numerical experiments.
Future work includes implementation of nonlinear dynam-
ics either using a mechanistic approach [10] or nonparametric
dynamics functions [6], development of a more efficient
optimisation scheme for solving (3), and experiments using
real data.
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Fig. 3: The elements of A estimated with the distribution-
based method in experiment 3 plotted against the true values.
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