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Abstract. A class of interior{point trust{region algorithms for in nite{dimensional nonlinear optimization subject to pointwise bounds in L p -Banach spaces, 2 p 1, is formulated and analyzed.
The problem formulation is motivated by optimal control problems with L p -controls and pointwise control constraints. The interior{point trust{region algorithms are generalizations of those recently introduced by Coleman and Li (SIAM J. Optim., 6 (1996) , pp. 418{445) for nite{dimensional problems. Many of the generalizations derived in this paper are also important in the nite{dimensional context. They lead to a better understanding of the method and to considerable improvements in their performance. All rst{ and second{order global convergence results known for trust{region methods in the nite{dimensional setting are extended to the in nite{dimensional framework of this paper.
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AMS subject classi cations. 49M37 x 2. The nonlinear system is then solved by an a ne{scaling interior{point method in which the trust{region is scaled by D ? 1 2 . These methods enjoy strong theoretical convergence properties as well as a good numerical behavior. The latter is documented in 2], 6], 10], 11] where these algorithms have been applied to various standard nite{dimensional test problems and to some discretized optimal control problems. The present work is motivated by the application of interior{point trust{region algorithms to optimal control problems with bounds on the controls. Even though the numerical solution of these problems requires a discretization and allows the application of the previously mentioned algorithms to the resulting nite{dimensional problems, it is known that the in nite{dimensional setting dominates the convergence behavior if the discretization becomes su ciently small. If the algorithm can be applied to the in nite{dimensional problem and convergence can be proven in the in nite{dimensional setting, asymptotically the same convergence behavior can be expected if the algorithm is applied to the nite{dimensional discretized problems. Otherwise, the convergence behavior might { and usually does { deteriorate fast as the discretization is re ned.
In the present context, the formulation of the interior{point trust{region algorithms for the solution of the in nite{dimensional problem (P) requires a careful statement of the problem and of the requirements on the function f. This will be done in x 3. The in nite{dimensional problem setting in this paper is similar to the ones in 12], 14], 15], 20]. The general structure of the interior{point trust{region algorithms presented here is closely related to the nite{dimensional algorithms in 6]. However, the statement and analysis of the algorithm in the in nite{dimensional context is more delicate and has motivated generalizations and extensions which are also relevant in the nite{dimensional context. The analysis performed in this paper allows for a greater variety of choices for the a ne scaling matrix and the scaling of the trust{region than those presented previously in 6], 11]. Our convergence analysis is more comprehensive than the ones in 5], 6], 11], 23]. In particular, we adapt techniques proposed in Shultz, Schnabel, and Byrd 18] to prove that under mild assumptions every accumulation point satis es the second{order necessary optimality conditions. Moreover, the convergence results proven in this paper extend all the nite{dimensional ones stated in 17], 18], 19] to our in nite{dimensional context with bound constraints. In the follow up paper 22] we present a local convergence analysis of a superlinearly convergent a ne{scaling interior{point Newton method 3 which is based on equation (13) and prove under appropriate assumptions that in a neighborhood of the solution the generated trial steps are accepted by our trust{region algorithms. There a projection onto the set B will be used in the computation of trial steps. This extension to the nite{dimensional method, which was originally motivated by the function space framework, has also led to signi cant improvements of the nite{dimensional algorithm applied to some standard test problems, not obtained from the discretization of optimal control problems. See 22] .
Trust{region methods for in nite{dimensional problems like (P) have also been investigated by Kelley, Sachs 15] and Toint 21] . In both papers the constraints are handled by projections. The paper 21] considers trust{region algorithms for minimization on closed convex bounded sets in Hilbert space. They are extensions of the nite{dimensional algorithms by Conn, Gould, Toint 7] . It is proven that the projected gradient converges to zero. A comprehensive nite{dimensional analysis of trust{region methods closely related to those introduced by Toint can be found in Burke, Mor e, Toraldo 4] . In contrast to the results in 21], our convergence analysis is also applicable to objective functions that are merely di erentiable on a Banach space L p ( ), p 2 (2; 1], which reduces the di erentiability requirements substantially compared to the L 2 -Hilbert space framework. Furthermore, for the problem class under consideration our convergence results are more comprehensive than the ones in 21]. The in nite{dimensional setting used in 15] ts into the framework of this paper, but is more restrictive. The formulation of their algorithm depends on the presence of a penalty term R u 2 (x)dx in the objective function f and they assume that IR is an interval. Their algorithm also includes a`post smoothing' step, which is performed after the trust{region step is computed. The presence of the post smoothing step ensures that existing local convergence results can be applied. Such a`post smoothing' is not needed in the global analysis of this paper.
We introduce the following notations. L(X; Y ) is the space of linear bounded operators from a Banach space X into a Banach space Y . By k k q we denote the norm of the Lebesgue space L q ( ), 1 q 1, and we write ( ; ) 2 for the inner product of the Hilbert space H def = L 2 ( ). For (v; w) 2 (L q ( ); L q ( ) ), with L q ( ) denoting the dual space of L q ( ), we use the canonical dual pairing hv; wi def = R v(x)w(x) dx, for which, if q < 1, the dual space L q ( ) is given by L q 0 ( ), 1=q + 1=q 0 = 1 (in the case q = 1 this means q 0 = 1). Especially, if q = 2, we have L 2 ( ) = L 2 ( ) and h ; i coincides with ( ; ) 2 .
Finally, we set U 0 def = L p 0 ( ), 1=p + 1=p 0 = 1, which is the same as U , if p < 1. Moreover, it is easily seen that w 7 ?! h ; wi de nes a linear norm-preserving injection from L 1 ( ) into L 1 ( ) . Therefore, we may always interpret U 0 as subspace of U .
As a consequence of Lemma 5.1 we get the following chain of continuous imbeddings:
Throughout we will work with di erentiability in the Fr echet{sense. We write g(u) def = rf(u) 2 U for the gradient and r 2 f(u) 2 L(U; U ) for the second derivative of f at u 2 B if they exist. The k k 1 -interior of B is denoted by B :
B def = >0 B ; B def = fu 2 U : a(x) + u(x) b(x) ? ; x 2 g :
We often write f k ; g k ; : : : for f(u k ); g(u k ); : : :
This paper is organized as follows. In the next section we review the basics of the nite{dimensional interior{point trust{region algorithms in 6] and use this to motivate the in nite{dimensional setting applied in this paper. In x 3 we formulate the necessary optimality conditions in the framework needed for the interior{point trust{region algorithms. The interior{point trust{region algorithms are introduced in x 4. Some basic technical results are collected in x 5. The main convergence results are given in x 6, which concerns the global convergence to points satisfying the rst{order necessary optimality conditions, and in x 7, which concerns the global convergence to points satisfying the second{order necessary optimality conditions. These convergence results extend all the known convergence results for trust{region methods in nite dimensions to the in nite{dimensional setting of this paper. The local convergence analysis of these algorithms is given in the follow up paper 22], which also contains numerical examples illustrating the theoretical ndings of this paper.
2. Review of the nite{dimensional algorithm and in nite{dimensional problem setting. We brie y review the main ingredients of the a ne{scaling interior{ point trust{region method introduced in 6]. We refer to that paper for more details. 
where the power r > 0 is applied to the diagonal elements. This form of the necessary optimality conditions { we choose r = 1 { can now be solved using Newton's method. 
One can show that the standard second{order necessary optimality conditions are equivalent to (2) and the positive semi{de niteness ofM( u). The standard second{ order su cient optimality conditions are equivalent to (2) and the positive de niteness ofM( u).
A point satisfying the necessary optimality conditions (2) 6] show that close to nondegenerate KKT{points one obtains trial stepsŝ k which meet these requirements if one rst computes an approximate solution of (5) ignoring the bound constraints and then satis es the interior{point condition a < u k + s k < b by a step-size rule. A careful analysis of the proofs in 6] unveils that the same holds true for nearly arbitrary trust{region scalings. It becomes apparent that the crucial role of the a ne scaling does not consist in the scaling of the trust{ region but rather in leading to the additional term diag(rf k )J k in the HessianM k of^ k . Near nondegenerate KKT{points this positive semi{de nite diagonal{matrix shapes the level sets of^ k in such a way that all 'bad' directionsŝ which allow only for small step-sizes to the boundary of the box cannot minimize^ k on any reasonable trust{region. The trust-region scaling in (5), (6) tends to equilibrate the distance of the origin to the bounding box constraints fŝ : u k + D 1=2 kŝ 2 B N g. However, for this feature the equivalence of 2-and 1-norm is indispensable and thus it does not carry over to our in nite{dimensional framework. In fact, in the in nite{dimensional setting the a ne{scaled trust{region fkŝk p k g no longer enjoys the property of re ecting the distance to the bounding box constraints. Therefore we will allow for a very general class of trust{region scalings in our analysis. See also 11]. Since, as mentioned above, the term diag(rf k )J k in the HessianM k plays the crucial role in this a ne{scaling interior{point all convergence results in 6] remain valid. It is also worth mentioning that in our context an approximate solutionŝ k of (5) satisfying (6) can be easily obtained by applying any descent method which starts minimization at s = 0 along the steepest descent direction ?ĝ k . Moreover, we show in 22] that near an optimizer satisfying suitable su ciency conditions admissible trial steps can be obtained from unconstrained minimizers of^ k by pointwise projection onto B. Here our exibility in the choice of the trust{region scaling will prove to be valuable. The nite{dimensional convergence analysis heavily relies on the equivalency of norms in IR N . This is for example used to obtain pointwise (k k 1 ) estimates from k k 2 estimates. In the in nite{dimensional context the formulation of the algorithm and the proof of its convergence is more delicate. We will make use of the following Assumptions: 
Hence, the candidate for the Cauchy step satis esŝ c = ?td(u) 1=2 g(u) 2 L p 0 ( ). Since p 0 6 = 1, one will in general not be able to nd a scaling > 0 so that a < u + d(u) 1=2ŝc < b. The assumption (A2) assures thatŝ c = ?td(u)g(u) 2 V . The uniform boundedness assumption (A3) is, e.g., used
to derive the important estimate (26). We point out that in (A3) the uniform bound on g(u) has to hold only for u 2 B which is a bounded set in L 1 ( ).
The conditions (A1){(A4) limit the optimal control problems that t into this framework. However, a large and important class of optimal control problems with L p -controls satisfy these conditions. For example, the conditions imposed in 12, 3. Necessary optimality conditions and a ne scaling. The problem under consideration belongs to the class of cone constrained optimization problems in Banach space for which optimality conditions are available (cf. 16]). But we believe that for our particular problem an elementary derivation of the necessary optimality conditions for problem (P) not only is simpler but also more transparent than the application of the general theory. This derivation also helps us to motivate the choice of the a ne scaling which is used to reformulate the optimality condition and which is the basis for the interior{point method.
3.1. First{order necessary conditions. The rst{order necessary optimality conditions in Theorem 3.1 are completely analogous to those for nite{dimensional problems with simple bounds (cf. x 2, 6]). We only have to replace coordinatewise by pointwise statements and to ensure that the gradient g( u) is a measurable function.
Theorem 3.1 (First{order necessary optimality conditions). Let u be a local minimizer of problem (P) and assume that f is di erentiable at u with g( u) 2 U 0 . 8) for all x 2 . The equivalence of (O2) and (7) will be stated and proved in Lemma 3.2. Before we do this, we give two examples of proper choices for d. The rst choice d = d I is motivated by the scaling matrices used in 6] (see (1)). Except for points x with g(u)(x) = 0 it equals those used in 6] and 11]:
The slight modi cation in comparison to (1) will enable us to establish the valuable relation (16) without a nondegeneracy assumption. While the global analysis could be carried out entirely with this choice, the dis- (8) .
Proof. Since d r , r > 0, also satis es (8), we may restrict ourselves to the case r = 1. First assume that (O2) holds. For all x 2 with g( u)(x) = 0 we also have
In both cases d( u)(x) = 0 and hence d( u)(x)g( u)(x) = 0. On the other hand, let d( u)g( u) = 0 hold. For all x 2 with a(x) < u(x) < b(x) we have d( u)(x) > 0 which implies g( u)(x) = 0. For all x 2 with u(x) = a(x) we obtain g( u)(x) 0 since g( u)(x) < 0 would yield the contradiction d( u)(x) > 0. Analogously, we see that g( u)(x) 0 for all x 2 with u(x) = b(x). Therefore, (O2) holds.
3.3. Second{order conditions. If assumption (A4) holds, we can derive second{ order conditions which are satis ed at all local solutions of (P). These are also analogous to the well known conditions for nite{dimensional problems. 
for u 2 B; x 2 seems to be the most natural.
For the general case this suggests the choice D(u)r 2 f(u) + E(u) ; where E(u) : v 7 ?! e(u)v is a multiplication operator, e(u) 2 V , which approximates d u (u)g(u). Properties of E will be speci ed below.
We are now able to formulate the following Newton-like iteration for the solution
Given u k 2 B , compute the new iterate u k+1 := u k +s k 2 B where s k 2 U solves (D k B k + E k )s k = ?d k g k ; (13) and B k denotes a symmetric approximation of (or replacement for) r 2 f(u k ), i.e. hv; B k wi = hw; B k vi for all v; w 2 U. We assume that B k satis es the following condition: (A5) The norms kB k k U;U 0 are uniformly bounded by a constant c 2 > 0.
In the following, we will not restrict our investigations to special choices of d and e.
Rather, we will develop an algorithm that is globally convergent for all a ne scalings d and corresponding e satisfying the assumptions (D1){(D5): 4.2. New coordinates and symmetrization. Since neither the well-de nedness nor the global convergence of the Newton-like iteration (13) can be ensured, we intend to safeguard and globalize it by means of a closely related trust{region method. To this end we have to transform (13) into an equivalent quadratic programming problem. While the iterates are required to stay strictly feasible with respect to the bound constraints, we want to use an a ne{scaling interior{point approach to reduce the e ect of the interfering bound constraints in the quadratic subproblem as far as possible. The a ne scaling can be expressed by a change of coordinates s ;ŝ and has to be performed in such a way that we get enough distance from the boundary of the box B to be able to impose a useful fraction of Cauchy decrease condition on the trial SinceM k is symmetric,ŝ k is a solution of (14) if and only if it is a stationary point of the quadratic function k (ŝ) def = hŝ;ĝ k i + 1 2 hŝ;M kŝ i:
We will return to this issue later. The proof requires the following two lemmas.
Lemma 4.3. Let (D1) be satis ed, let g( u) 2 U 0 , and suppose that (O1), (O2) hold at u. Then I def = fx 2 : d( u)(x) > 0g = fx 2 : a(x) < u(x) < b(x)g def = I: (16) Proof. The inclusion I I is obvious from (8) . Now let x 2 I be given. Then g( u)(x) = 0 by (O2) and Lemma 3.2. From (8) we conclude u(x) = 2 fa(x); b(x)g, i.e. x 2 I. Lemma 4.4. Let (D1) and (D4) be satis ed, let g( u) 2 U 0 , and suppose that (O1), (O2) hold at u. Moreover, assume that f is twice continuously di erentiable at u with r 2 f( u) 2 L(U; U 0 ). Then the statements (O3 0 ) and (O3 00 ) are equivalent. To prove the opposite direction, assume that there exist s 2 T(B; u) and " > 0 with hs; r 2 f( u)si < ?". As carried out in the proof of Theorem 3.3, we can nd l > 0 such that s l = I l s 2 T(B; u), I l as de ned in (11), satis es hs l ; r 2 f( u)s l i ?"=2. 
Trust{region globalization. The results on the second{order conditions
in the previous section indicate that the Newton{like iteration (14) can be used locally under appropriate conditions on B k . To globalize the iteration, we minimize^ k (ŝ) over the intersection of the ball kŵ kŝ k p k and the box B which leads to the following trust{region subproblem:
Compute an approximate solutionŝ k with u k + d r kŝ k 2 B of min^ k (ŝ) subject to kŵ kŝ k p k ; u k + d r kŝ 2 B (17) Hereŵ k 2 V is a positive scaling function for the trust{region, see assumption (W) below. As noted in x 2, the crucial contributions of the a ne scaling are the term E(u)D(u) 2r?1 in the HessianM(u) and the scalingĝ of the gradient. The trust{region serves as a tool for globalization. Therefore, more general trust{region scalings can be admitted, as long as they satisfy (W) below. This freedom in the scaling of the trust{region will be important for the in nite{dimensional local convergence analysis of this method. See 22] .
We will work with the original variables in terms of which the above problem reads (18) can be expected to converge to a local solution of (P) only if the trial steps s k produce a su ciently large decrease of k . A well established way to impose such a condition is the requirement that the decrease provided by s k should be at least a fraction of the Cauchy decrease.
Here
the boundary of B to allow the implementation of a useful Cauchy decrease strategy.
Unless in the Hilbert space case p = 2, the steepest descent direction of^ k at s = 0 is not given by the negative gradient ?ĝ k but rather by anyŝ d 6 = 0 satisfying hŝ d ;ĝ k i = kŝ d k p kĝ k k p 0. On the other hand, ifĝ k 2 H then ?r^ k (0) = ?ĝ k is the k k 2 -steepest descent direction of^ k atŝ = 0. This is a strong argument for choosing this direction as basis for the Cauchy decrease condition. Of course this approach is only useful if we ensure that u k ? d r kĝ k 2 B for all > 0 su ciently small which can be done by imposing condition (A2) on g which is not very restrictive. Assuming this, we may take ?d r kĝ k = ?d 2r k g k as Cauchy decrease direction of k , and therefore de ne the following fraction of Cauchy decrease condition:
There exist ; 0 > 0 ( xed for all k) such that s k is an approximate solution of (18) (20) should be a su ciently large fraction of the predicted decrease pred k (s k ) def = ? hs k ; g k i ? 1 2 hs k ; B k s k i = ? k (s k ) + 1 2 hs k ; C k s k i (21) promised by the quadratic model. Since the model error is at most O(ks k k 2 p ), the decrease ratio
will tend to one for s k ! 0. This suggests the following strategy for the update of the trust{region radius: Let 0 < 1 < 2 < 3 < 1, and 0 < 1 < 1 < 2 < 3 . 
Since the crucial estimates (25) and (38) also are true for pred 1 k (s k ), and under (D4) the relations
hold, all convergence results presented in this paper remain valid if k is replaced by 1 k . We restrict the presentation to the choice (20) , (21) .
The algorithm iteratively computes a trial step s k satisfying the fraction of Cauchy decrease condition. Depending on the decrease ratio k the trial step is accepted or rejected, and the trust{region radius is adjusted. 5. Norm estimates. In this section we collect several useful norm estimates for L q -spaces. The rst lemma states that k k q 1 is majorizable by a multiple of k k q 2 if q 2 q 1 . As a consequence of H older's inequality we obtain the following result, which allows us to apply the principle of boundedness in the high-and convergence in the low-norm. 
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The next lemma will be used in the proof of Lemma 7.1.
Lemma 5.3. For v 2 L q ( ), 1 q < 1 and all > 0 holds (fx 2 : jv(x)j g) ?q kvk:
Proof.
kvk= kjvj q k 1 k fjvj g jvj q k 1 (fjvj g) q :
6. Convergence to rst{order optimal points. 
Proof. Since C k is obviously positive by (D4), we have Therefore, using (D3), The rst inequality (24) now follows from these estimates and (19) 
19
Proof. Assume that there are K > 0 and " > 0 with kĝ k k p 0 " for all k K.
First we will show that this implies P 1 k=0 k < 1. If there is only a nite number of successful steps then k+1 1 k for large k and we are done. Otherwise, if the sequence (k i ) of successful steps does not terminate, we conclude from f k # and the boundedness of f that (see (28)) tend to zero, the rst factor in the last expression converges to zero, too. Lemma 6.1 garantees that jpred k (s k )j= k is uniformly bounded away from zero for k K, since by assumption kĝ k k p 0 ". This shows j k ?1j ! 0. But now Lemma 6.3 yields a contradiction to k ! 0. Therefore, the assumption is wrong and the rst part of the assertion holds.
The second part follows from Lemma 5.1 for 1 q p 0 and from (A3) and the interpolation inequality (23) for p 0 < q < 1. Now we will show that ifĝ is uniformly continuous the limites inferiores in Theorem 6.4 can be replaced by limites.
We introduce the following assumptions: however, we provide a very helpful tool to check the validity of (A6). Moreover, we show in Lemma 6.6 that (A6 0 ) implies (A6). 
The left hand side converges to zero, because (f k ) is nonincreasing and bounded from below, i.e. is a Cauchy sequence. We conclude that k tends to zero for successful steps m i k < l i and get with (28) This is a contradiction to the uniform continuity ofĝ. The second assertion follows as in the proof of Theorem 6.4.
7. Convergence to second{order optimal points. The rst{order convergence results in the previous section could be shown under rather weak conditions on the trust{region step s k and for arbitrary symmetric and bounded Hessian`approximations'. If stronger assumptions are imposed on B k and on s k , then it can be shown that every accumulation point of (u k ) satis es the second{order necessary optimality conditions. This will be done in this section. We need the following assumption on the Hessian approximation:
(A7) For all accumulation points u 2 U of (u k ) and all " > 0 there is = ( u; ") > 0 such that ku k ? uk p implies kB k ? r 2 f( u)k U;U 0 ". Obviously (A7) is satis ed if B k = r 2 f(u k ) and if (A4) holds. However, (A7) also applies in other important situations. For example, (A7) applies if f is a least squares functional, f( u) = 0, and B k is the Gauss{Newton approximation of the Hessian.
The fraction of Cauchy decrease condition does not take into account any properties of the quadratic part of k . Apparently, this condition is too weak to guarantee the positivity ofM( u) at accumulation points of (u k ). The decrease condition has to be strengthened in such a way that for u satisfying (O1) and (O2) 
In the next lemma we show that in a neighborhood of an accumulation point u of (u k ) at which (O1), (O2), but not (O3 00 ) hold, one can nd a direction of negative curvature h n of k such that u k h n 2 B. 
