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IRREGULAR HODGE NUMBERS FOR RIGID G2-CONNECTIONS
KONSTANTIN JAKOB AND STEFAN REITER
Abstract. Certain rigid irregular G2-connections constructed by the first-named author are related via
pullbacks along a finite covering and Fourier transform to rigid local systems on a punctured projective
line. This kind of property was first observed by Katz for hypergeometric connections and used by Sabbah
and Yu to compute irregular Hodge filtrations for hypergeometric connections. This strategy can also be
applied to the aforementioned G2-connections and we compute jumping indices and dimensions for their
irregular Hodge filtrations.
1. Introduction
Initiated by Deligne [Del07], the goal of irregular Hodge theory is to provide an analogue of the theory
of variations of Hodge structures in the context of irregular singular differential equations. These equations
are of interest in several areas of mathematics ranging from mirror symmetry to the geometric Langlands
program.
In analogy to the case of rigid local systems for which Simpson proves in [Sim90, Corollary 8.1] that they
underlie a complex variation of Hodge structure (provided their local monodromy has eigenvalues with
absolute value one), Sabbah proves in [Sab18, Theorem 0.7] that an irreducible rigid irregular connection
can be equipped with a canonical irregular Hodge filtration (if the eigenvalues of the formal monodromy
at every singularity have absolute value one).
Construction and classification of G2-connections goes back to the work of Dettweiler and the second-
named author [DR10] who classified tamely ramified rigid G2-local systems. The classification is carried
out explicitly and relies on the work of Katz on rigid local systems [Kat96]. He defines an operation called
middle convolution and proves that any rigid local system may be constructed from a local system of rank
one using twists with rank one local systems and middle convolution. The classification of [DR10] lead in
particular to the construction of a family of motives for motivated cycles with motivic Galois group G2.
The work of Katz was generalised by Arinkin [Ari10] (and Deligne) who proved that any rigid irregular
connection may be constructed from a rank one connection if one allows the additional operation of Fourier
transform. Using these results the classification of tamely ramified rigid G2-connections was generalised by
the first-named author in [Jak20] to irregular G2-connections with slope of the form 1/k for some positive
integer k.
In the case of rigid local systems the work of Dettweiler and Sabbah [DS13] provides an algorithmic
way to compute the Hodge data of a rigid local system provided one knows how to construct it from rank
one using middle convolution. Unfortunately, in general in the irregular case it is still unknown how the
irregular Hodge filtration changes under Fourier transform. Therefore one has to make use of other tools
to compute irregular Hodge filtrations for rigid connections.
First explicit results for Hodge filtrations of hypergeometric connections have been obtained by Seven-
heck and Domı´nguez in [CDS]. These results were extended by Sabbah and Yu to arbitrary non-resonant
hypergeometric connections in [SY19], using a result of Katz [Kat90, Theorem 6.2.1.] which relates irreg-
ular hypergeometric connections to regular singular hypergeometric connections via pullbacks and Fourier
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transform. Additionally in [FSY18] irregular Hodge numbers for symmetric powers of Kloosterman connec-
tions are computed. Apart from these results explicit computations of irregular Hodge filtrations remain
rare.
The goal of this article is to prove that a similar stability property holds for non-hypergeometric
rigid irregular G2-connections constructed in [Jak20] and to compute their irregular Hodge filtrations and
expand the list of computable examples of irregular Hodge filtrations.
1.1. Results. Consider the rigid irregular G2-connections with local data at 0 and ∞ given by
0 ∞
(J(3),J(3), 1)
El(2, 1, (α, α−1))
⊕El(2, 2, 1)⊕ (−1)
(−J(2),−J(2), E3)
El(2, 1, (α, α−1))
⊕El(2, 2, 1)⊕ (−1)
(−βE2,−β
−1E2, E3)
El(2, 1, (α, α−1))
⊕El(2, 2, 1)⊕ (−1)
(J(3),J(2),J(2))
El(2, 1, 1)⊕ El(2, t, 1)
⊕El(2, t+ 1, 1)⊕ (−1)
with t ∈ C×, α = exp(−2πia), β = exp(−2πib) and a, b ∈ (1/2, 1), constructed in [Jak20, Theorem 1.1.].
Here by xJ(s) we denote a Jordan block of size s with eigenvalue x and
El(2, 2, 1) = El(u2, 2/u, 1)
is an elementary module in the sense of [Sab08], Section 2.
Denote the above connections by E1, E2, E3 and E4, numbered from top to bottom. By [Sab18, Theorem
0.7] these connections are equipped with a canonical irregular Hodge filtration F βirr. This is a decreasing
filtration (indexed by real numbers) of the fiber
Hi = Ei|z=1
which is a finite dimensional C-vector space. It is only well-defined up to a global shift of the index. We
denote by
grβFirr(Hi) := F
β
irr/
∑
γ>β
F γirr
the associated graded. The set of indices β for which grβFirr(Hi) 6= 0 is finite and these indices are called
the jumping indices (or jumps) of the filtration. Our main result is the following.
1.2. Theorem. Denote by Firr the irregular Hodge filtration and let d
p
α(−) = dimgr
α+p
Firr
(−). We have the
following jumping indices and irregular Hodge numbers (up to a global shift) for E1, E2 and E4.
p dp1/2
0 2
1 3
2 2
For E3 we have the following cases.
p dp2b d
p
1
0 2 0
1 2 3
, 3/4 = b < a,
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p dp2b d
p
1
0 2 1
1 2 1
2 0 1
, 3/4 = b > a
p dp2b d
p
2(1−b)+1 d
p
1
0 1 1 1
1 1 1 1
2 0 0 1
, b > a, b 6= 3/4
p dp2b d
p
2(1−b)+1 d
p
1
0 2 0 0
1 0 2 3
, 1/2 < b < a, b 6= 3/4
The connections above are not all that appear in [Jak20, Theorem 1.1.]. There are six more rigid
G2-connections with the following local data
(iE2,−iE2,−E2, 1)
El(3, α, 1)
⊕El(3,−α, 1)⊕ (1)
J(7) El(6, α1, 1)⊕ (−1)
(εJ(3), ε−1J(3), 1) El(6, α, 1)⊕ (−1)
(zJ(2), z−1J(2), z2, z−2, 1) El(6, α, 1)⊕ (−1)
(xJ(2), x−1J(2),J(3)) El(6, α, 1)⊕ (−1)
(x, y, xy, (xy)−1, y−1, x−1, 1) El(6, α, 1)⊕ (−1)
where α ∈ C×. However it is easy to see that the last five connections are hypergeometric connections
(their Euler characteristic on Gm is −1) and that the first in the list is the pull-back of a hypergeometric
connection. Therefore Theorem 1 of [SY19] can be applied to compute their Hodge numbers.
1.3. Outlook. In [FSY18] the authors use irregular Hodge theory to prove meromorphic continuation for
L-functions associated to symmetric power moments of Kloosterman sums. This is done by computing the
Hodge numbers of symmetric powers of Kloosterman connections which turn out to be zero or one. The
same property for Hodge numbers is true for the G2-connection E3 in the case b > a and b 6= 3/4 in which
the irregular Hodge filtration is of maximal length with every graded quotient being one dimensional.
Already in the tame case Dettweiler and Sabbah [DS13] use explicit computations of Hodge numbers
to prove potential automorphy for a family of Galois representations attached to a tamely ramified rigid
G2-local system (which implies meromorphic continuation for the associated L-function). Both of these
approaches rely on a potential automorphy criterion of Patrikis and Taylor [PT15].
In the future we hope to relate the rigid irregular G2-connections above to exponential motives in a
similar fashion as done in [FSY18] for Kloosterman connections. Since the irregularG2-connection E3 arises
from a rigid local systems via pull-back and Fourier transform one may hope that one can furthermore
relate these exponential motives to classical motives and finally prove a similar result for L-functions
attached to those - using the maximality of the Hodge filtration.
Acknowledgement. Studying the irregular Hodge filtration of rigid connections was suggested to us by
Claude Sabbah and we thank him for that. We wish to thank him, Javier Fresa´n and Jeng-Daw Yu for
helpful conversations on irregular Hodge filtrations. In addition we wish to thank Claude Sabbah and
Michael Dettweiler for comments that helped improve a preliminary version of this article.
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1.4. Strategy. The crucial point for computing the irregular Hodge filtration is a certain stability that
was observed first by Katz in [Kat90, Section 6.2.] for hypergeometric differential equations. Let H be a
confluent hypergeometric connection of type (n,m), n > m on Gm. Let d = n−m and denote by [d] the
d-fold covering of P1. For sufficiently generic parameters there exists a regular singular hypergeometric
connection H′ such that the Fourier transform of [d]∗H is isomorphic to [d]∗H′. This property was used
in [SY19] by Sabbah and Yu to compute irregular Hodge filtrations for hypergeometric connections.
We will prove a similar stability for the above mentioned G2-systems and adopt the strategy of Sabbah
and Yu to compute the Hodge filtrations. More precisely we proceed in the following steps.
First we construct rigid local systems L for which the Fourier transform of a pullback along [k] for some
positive integer k will give the rigid irregular connections Ei. In the case of hypergeometrics in [SY19] the
authors used a result of Fedorov [Fed18] who computed the Hodge data for hypergeometric local systems
on P1 \ {0, 1,∞}. In our case no such result is available. We therefore have to explicitly compute the
Hodge data of [k]∗L using results from [DS13] and [DR20] and a result on pullbacks of variations of Hodge
structures in [SY19, Section 4]. The construction of L and computation of the Hodge data is carried out
in Section 2.
The next step is to prove that the aforementioned stability actually holds. We do this via an explicit
computation with differential operators in Section 3. The crucial point here is that we know an explicit
algorithmic construction of Ei in terms of the Katz-Arinkin algorithm [Ari10], i.e. via middle convolution
and Fourier transform.
Finally we want to apply the stationary phase formula [SY19, Section 5, (7)] to compute the irregular
Hodge filtrations. Unfortunately in all cases the local monodromy at infinity will have eigenvalue one and
stationary phase is not directly applicable. We can avoid this by applying a suitable middle convolution
to make all eigenvalues non-trivial. This is done directly and explicitly in terms of differential operators.
The Fourier transform will transform the middle convolution into a twist with a rank one local system.
By [SY19, Lemma 1] such a twist will only change the Hodge filtration by a global shift and we can
conclude.
1.5. Notations and preliminary results. Here we recall some notation from [DS13].
1.5.1. Local Hodge data. Let ∆ be a disc and j : ∆∗ →֒ ∆ the open punctured disc. Let (V, F •V,∇, k) be
a variation of polarized complex Hodge structure on ∆∗ defined as in [DS13], Section 2.1. We will often
denote this only by V .
For any real number a there is an extension V a of V to ∆ called the Deligne canonical lattice. It is
characterised by the property that the eigenvalues of the residue of ∇ lie in [a, a + 1). Letting V >a =⋃
a′>a V
a′ the residue of V >a has eigenvalues in (a, a + 1]. For a ∈ [0, 1) and λ = exp(−2πia) we define
the space of nearby cycles
ψa(V ) := V
a/V >a.
This space comes equipped with the nilpotent endomorphism N = −(t∂t−a) which induces a monodromy
filtration on it. For any ℓ ∈ Z≥0 there is the space of primitive vectors Pℓψa(V ) with respect to the
monodromy filtration. Its dimension is the number of Jordan blocks of size ℓ + 1 for the action of N on
ψa(V ).
Defining F pV a := j∗F
pV ∩ V a we get a Hodge filtration F pψa(V ) := F
pV a/F pV >a on ψa(V ). This
further induces a filtration on Pℓψa(V ) and we refer to [DS13], Section 2.2 for details.
We define the local Hodge numbers
νpa,l(V ) := dimgr
p
FPlψa(V ),
νpa,prim(V ) :=
∑
l≥0
νpa,l(V )
hp(V ) := νp(V ) :=
∑
a∈[0,1)
νpa(V ).
IRREGULAR HODGE NUMBERS FOR RIGID G2-CONNECTIONS 5
1.5.2. Hodge data on A1 \ S. Now let (V, F •V,∇, k) be a variation of polarized complex Hodge structure
on A1 \ S. To indicate the local Hodge data of V at the point x ∈ S ∪∞ we write νpx,a,l(V ) and so on.
As in [DS13], Section 2.3 we define global Hodge numbers
δp(V ) = deg grpFV
0
and we also make use of the following further local Hodge numbers defined in [DR20], Section 2,
ωpx(V ) := ν
p
x(V )− ν
p
x,0,prim(V )
ωp6=∞(V ) :=
∑
x∈S\∞
ωpx(V )
ωp(V ) :=
∑
x∈S
ωpx(V ).
By [Sim90, Corollary 8.1] any rigid local system L on P1 \S (for S finite) underlies a variation of polarized
complex Hodge structure (V, F •B,∇, k) on P1 \ S (provided their local monodromy has eigenvalues with
absolute value one). A general result of Deligne [Del87, Prop. 1.13] implies that any such local system
underlies at most one such variation (up to a shift of the Hodge filtration). When working with rigid
local systems we will often abuse notation and write for example νpx,a,l(L) instead of ν
p
x,a,l(V ) to denote
the corresponding Hodge invariant of the associated variation of Hodge structure. For readability we may
sometimes even drop the V completely if it is clear from the context.
To compute the global Hodge numbers for Kummer pullbacks we make use of the following Lemma.
1.6. Lemma. Let f : P1 → P1 be given by f(t) = tk, k ∈ Z≥1, and V a variation of polarized complex
Hodge structure on P1 \S for some finite set S. The pullback f∗V is again a variation of polarized complex
Hodge structure. Then
δp(f∗V ) = kδp(V ) +
∑
b∈[0,1)
⌊kb⌋(νp0,b + ν
p
∞,b).
Proof. Denote by V −j/k the extension to P1 of V given by the Deligne canonical lattices V −j/k at 0 and
at ∞ and by V 0 at the other singularities (see [DS13], Section 2.2). We have an exact sequence
0→ V 0 → V −j/k → V −j/k/V 0 → 0
where
V −j/k/V 0 ∼=
⊕
b∈[−j/k,0)
ψb,t(V )⊕ ψb,t−1(V )
and everything is compatible with the Hodge filtration. By [SY19, Lemma 2] we have
(f∗V )0 =
k−1⊕
j=1
yj ⊗ V −j/k
and hence
δp(f∗V ) = deg grpF (f
∗V )0 =
k−1∑
j=1

deg grpFV 0 +
∑
b∈[−j/k,0)
νp0,b(V ) + ν
p
∞,b(V )


= kδp(V ) +
k−1∑
j=1
∑
b∈[1−j/k,1)
(νp0,b(V ) + ν
p
∞,b(V )).
Let b ∈ [0, 1) such that νp0,b(V ) 6= 0 and assume that 1 −
j
k ≤ b < 1 −
j−1
k . This means that k − j ≤
kb < k − j − 1 and hence ⌊kb⌋ = k − j. This is precisely the number of intervals [1− j/k, 1) in which b is
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contained. The same discussion applies to νp∞,b(V ) 6= 0 and hence
kδp(V ) +
k−1∑
j=1
∑
b∈[1−j/k,1)
(νp0,b(V ) + ν
p
∞,b(V )) = kδ
p(V ) +
∑
b∈[0,1)
⌊kb⌋(νp0,b(V ) + ν
p
∞,b(V )),
proving the claim. 
2. Hodge data for rigid local systems
In this section we construct rigid local systems P13,P2 and P4 whose pullbacks are related to the
pullbacks of E1, E2, E3 and E4 via Fourier transform.
2.1. Proposition. Let a, b ∈ [1/2, 1) and α := exp(−2πia), β := exp(−2πib), where α 6= β±1. There
exists a regular singular connection P13 on P
1 \ {0, 1, 4,∞} with symplectic monodromy group and local
monodromy
0 1 4 ∞
(J(2), 1, 1) (α, α−1, 1, 1) (J(2), 1, 1) (β, β, β−1, β−1)
, α 6= −1, β 6= −1,
0 1 4 ∞
(J(2), 1, 1) (−J(2), 1, 1) (J(2), 1, 1) (β, β, β−1, β−1)
, α = −1, β 6= −1,
0 1 4 ∞
(J(2), 1, 1) (α, α−1, 1, 1) (J(2), 1, 1) (−J(2),−J(2))
, α 6= −1, β = −1
Furthermore P13 has the following Hodge data
p hp δp ωp νp∞,b,1
0 2 −2 5 0
1 2 −1 3 2
, b = 1/2,
p hp δp ωp νp∞,b,0 ν
p
∞,1−b,0
0 2 −2 5 2 0
1 2 −1 3 0 2
, 1/2 < b < a,
p hp δp ωp νp∞,b,0 ν
p
∞,1−b,0
0 2 −2 5 1 1
1 2 −1 3 1 1
, b > a.
Proof. Using the Katz algorithm [Kat96, Chapter 6] we construct P13 via the following sequence of middle
convolutions MCλ and tensor products with regular singular connections of rank 1 on P
1\{0, 1, 4,∞} from
a regular singular connection of rank 1 on P1 \ {0, 1, 4,∞}.
Let M be the regular singular connection of rank 1 on P1 \ {0, 1, 4,∞} with local monodromies
0 1 4 ∞
M α−1 αβ α−1 αβ−1
.
Then
MCβ(MCβ−1αM⊗M2) = P13,
where M2 is a regular singular connection of rank 1 on P
1 \ {0, 1, 4,∞} with local monodromies
0 1 4 ∞
M2 1 α
−1β−1 1 αβ
.
By the Katz algorithm [Kat96, Chapter 6] the local monodromy data is
0 1 4 ∞
M α−1 αβ α−1 αβ−1
MCβ−1αM (1, β
−1) (1, α2) (1, β−1) (α−1β, α−1β)
MCβ−1αM⊗M2 (1, β
−1) (α−1β−1, αβ−1) (1, β−1) (β2, β2)
MCβ(MCβ−1αM⊗M2) (J(2), 1, 1) (α, α
−1, 1, 1) (J(2), 1, 1) (β, β, β−1, β−1)
.
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Since the monodromy tuple of P13 is linearly rigid and the eigenvalues of its local monodromies are
invariant under taking inverses the monodromy group is selfdual. The transvection at 0 implies that the
monodromy group is contained in Sp4 and the Hodge length is even.
To compute the Hodge data of P13 one can now apply the Hodge theoretic version of the Katz algorithm
by Dettweiler and Sabbah in [DS13] and determine the Hodge data in each of the above steps.
However in this special situation one can shortcut the computations. From [DS13, Proposition 2.3.3]
one concludes that the Hodge length of P13 is at most the number of used middle convolutions which is 3.
Since the Hodge length is even it has to be 2. Thus h0(P13) = h
1(P13) = 2 by selfduality. Further, since
∑
s∈P1
rk(Ts − id)− 2rk(P13) = 0,
where Ts denotes the local monodromy of P13 at s, the parabolic cohomology group H
1
par(P13) vanishes
cf. [DR20, Section 2] , i.e. P13 is parabolically rigid. Therefore we get the following system of equations,
cf. [DR20, Proposition 2.7],
δi−1 − δi − hi−1 − hi + ωi−1 = 0.
The selfduality and the definition of ωp give ω0 = 5 and ω1 = 3, hence the claim on the δp follows.
It remains to determine the nearby cycle data at ∞. If b = 1/2 then the local monodromy at infinity
already determines ν1∞,1/2,1 = 2.
Let b > 1/2 and c ∈ {a, 1− a} such that ν0∞,c,0 = 1. Let further Lx, x ∈ (0, 1), be the rank 1 connection
with local monodromy
0 1 4 ∞
Lx 1 exp(−2πix) 1 exp(2πix)
.
Then
P13 ⊗ Lb, P13 ⊗ L1−b
are both parabolically rigid. Thus
−2 = −h0(P13) = −h
0(P13 ⊗ Lb) = δ
0(P13 ⊗ Lb)
−2 = −h0(P13) = δ
0(P13 ⊗ L1−b).
Hence if ν0∞,d,0(P13) = 2, d ∈ {b, 1− b}, then by [DS13, Proposition]
δ0(P13 ⊗ Lb) = δ
0(P13)− h
0(P13) + ⌊c+ b⌋+ 2⌊d+ 1− b⌋
and
δ0(P13 ⊗ L1−b) = δ
0(P13)− h
0(P13) + ⌊c+ 1− b⌋+ 2⌊d+ b⌋.
Thus
d+ 1− b ≥ 1, c+ b < 1, c+ 1− b < 1, d+ b ≥ 1.
This implies b = d and c < b < 1 − c = a. On the other hand, if ν0∞,b,0(P13) = ν
1
∞,b,0(P13) = 1 then by
[DS13, Proposition]
δ0(P13 ⊗ L1−b) = δ
0(P13)− h
0(P13) + ⌊c+ 1− b⌋+ 2
δ0(P13 ⊗ Lb) = δ
0(P13)− h
0(P13) + ⌊c+ b⌋+ 1.
Thus c+ 1− b < 1 and c+ b ≥ 1, that is a = max{c, 1− c} < b. This shows the claim. 
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2.2. Proposition. Let P213 := [2]
∗P13 and P
′ := MCχP
2
13 for χ = exp(−2πiµ), µ ∈ [0, 1), 1 − µ ∼ 0 by
which we mean that µ is generic and sufficiently close to 1. Then P ′ has the following Hodge data
p hp νp∞,1−µ,2 ν
p
∞,1−µ,0
0 2 0 0
1 3 0 1
2 2 2 0
, b = 1/2,
p hp νp∞,2b−µ,0 ν
p
∞,2(1−b)+1−µ,0 ν
p
∞,1−µ,0
0 2 2 0 0
1 5 0 2 3
, 1/2 < b < a, b 6= 3/4
p hp νp∞,2b−µ,0 ν
p
∞,1−µ,0
0 2 2 0
1 5 2 3
, 3/4 = b < a,
p hp νp∞,2b−µ,0 ν
p
∞,2(1−b)+1−µ,0 ν
p
∞,1−µ,0
0 3 1 1 1
1 3 1 1 1
2 1 0 0 1
, b > a, b 6= 3/4
p hp νp∞,2b−µ,0 ν
p
∞,1−µ,0
0 3 2 1
1 3 2 1
2 1 0 1
, 3/4 = b > a.
Proof. One has the following Hodge data for P213
p hp δp ωp ωp6=∞ ν
p
∞,0,1
0 2 −2 7 5 0
1 2 0 2 2 2
, b = 1/2,
p hp δp ωp ωp6=∞ ν
p
∞,2b−1,0 ν
p
∞,2(1−b),0
0 2 −2 7 5 2 0
1 2 −2 4 2 0 2
, 1/2 < b < a, b 6= 3/4
p hp δp ωp ωp6=∞ ν
p
∞,2b−1,0
0 2 −2 7 5 2
1 2 −2 4 2 2
, b < a, b = 3/4
p hp δp ωp ωp6=∞ ν
p
∞,2b−1,0 ν
p
∞,2(1−b),0
0 2 −3 7 5 1 1
1 2 −1 4 2 1 1
, b > a
p hp δp ωp ωp6=∞ ν
p
∞,2b−1,0
0 2 −3 7 5 2
1 2 −1 4 2 2
, 3/4 = b > a.
The claim on hp, δp, ωp, ωp6=∞, ν
p follows from the above propositions, [SY19, Lemma 2] and the local
monodromy data of P213 .
By [DR20, Proposition 5.3 (i)]
hp(P ′) = δp−1(P213)− δ
p(P213) + ω
p−1
6=∞(P
2
13).
The claim on νp∞,1−µ,0 follows from [DR20, Corollary 6.2] and [DR20, Proposition 2.7]
νp∞,1−µ,0(P
′) = hp(H1par(P
2
13)) =
δp−1(P213)− δ
p(P213)− h
p−1(P213)− h
p(P213) + ω
p−1(P213)
and the claim on νp∞,2b−µ,l(P
′), νp∞,2(1−b)+1−µ,l(P
′) from [DR20, Proposition 5.3 (ii)]. 
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2.3. Proposition. There is a rigid regular singular connection P2 of rank 2 with symplectic monodromy
group and local monodromy
0 1 4 ∞
J(2) (α, α−1) J(2) (1, 1)
.
Further, let P22 = [2]
∗P2. Then for the rank 7 connection MC−1P
2
2 we have the Hodge data
p hp νp∞,1/2,0 ν
p
∞,1/2,1
0 2 1 0
1 3 1 1
2 2 1 1
Proof. The connection P2 may be constructed using the Katz algorithm [Kat96, Chapter 6]. Since the
monodromy tuple of P2 is linearly rigid and the eigenvalues of its local monodromies are invariant under
taking inverses the monodromy group is selfdual. The transvection at 0 implies that the monodromy
group is contained in Sp2 and the Hodge length is two. The local monodromy gives ω
0 = 3, ω1 = 1 and
ν0∞,0,0 = ν
1
∞,0,0 = 1. From the parabolic rigidity of P2 we infer from [DS13, Proposition 2.3.3]
0 = −δ0 − h0, 0 = δ0 − δ1 − h0 − h1 − ω0.
Hence we have the following Hodge data
p hp δp ωp νp∞,0,0
0 1 −1 3 1
1 1 0 1 1
The global Hodge data of P22 can be determined from Proposition 1.6 which yields
p hp δp νp∞,0,0
0 1 −2 1
1 1 0 1
The Hodge data of P22⊗M, whereM is the regular singular connection of rank 1 with local monodromy
−1 both at ∞ and at t for any t ∈ P1 \ {0,±1,±2,∞} are
p hp δp ωp
0 1 −3 7
1 1 −1 4
by [DS13, Proposition 2.3.2]. Since the Hodge numbers of the parabolic cohomology of P22 ⊗M are the
Hodge numbers of MC−1P
2
2 , we get by [DR20, Theorem 4.3]
hp(MC−1P
2
2 ) = δ
p−1 − δp − hp−1 − hp + ωp−1.
Therefore the Hodge numbers hp, p = 0, 1, 2, of MC−1P
2
2 are 2, 3, 2.
Since the monodromy of MC−1P
2
2 is orthogonal by [DR00, Corollary 5.10] and the local monodromy
at infinity is (−J(2),−J(2),−1,−1,−1) by the Katz algorithm [Kat96, Chapter 6] we get ν1∞,1/2,1 =
ν2∞,1/2,1 = 1. Having h
p = νp∞,1/2 one concludes ν
p
∞,1/2,0 = 1.

2.4. Proposition. There is a rigid regular singular connection P4 of rank 4 with symplectic monodromy
group and local monodromy
0 1 t2 (t+ 1)2 ∞
(J(2), 1, 1) (J(2), 1, 1) (J(2), 1, 1) (J(2), 1, 1) (−J(2),−1,−1)
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Further, let P24 = [2]
∗P4. Then for the rank 7 connection MC−1P
2
4 we have the Hodge data
p hp νp∞,1/2,1 ν
p
∞,1/2,2
0 2 0 0
1 3 1 0
2 2 1 1
Proof. Since P4 = MC−1M, where M is the regular singular connection with local monodromy
0 1 t2 (t+ 1)2 ∞
−1 −1 −1 −1 1
the monodromy tuple of P4 is linearly rigid and the monodromy group is contained in Sp4 by [DR00,
Corollary 5.10]. Thus the monodromy group of MC−1P
2
4 is orthogonal by [DR00, Corollary 5.10]. From
[DS13, Proposition 2.3.3] one concludes that the Hodge length of MC−1P
2
4 is at most the number of used
middle convolutions which is 3. The local monodromy at infinity is (−J(2),−J(3),−J(2)) by [Kat96,
Chapter 6]. This implies that the Hodge length is 3 and ν2∞,1/2,2 = 1. By selfduality the Hodge numbers
hp, p = 0, 1, 2, are a, b, a with 2a+ b = 7. Thus the Hodge numbers are 2, 3, 2 and ν1∞,1/2,1 = ν
2
∞,1/2,1 = 1.

3. Operators and Fourier transform
In the following we construct explicit differential operators corresponding to the connections we consider.
Using these operators we can relate pullbacks of the irregular rigid G2-connections to pullbacks of rigid
local systems.
We use the following notation. Let δ denote the operator on C[x] that sends a polynomial f to its
derivative ddxf . Denote by D = C[x]〈δ〉 the ring of differential operators and let ϑ = xδ.
Consider the Fourier transform
FT : C[x]〈δ〉 → C[x]〈δ〉
defined by FT (x) = δ and FT (δ) = −x. For any holonomicD-module its Fourier transform is the pullback
along the map FT . In particular for any P ∈ C[x]〈δ〉 the module D/DP is holonomic and its Fourier
transform is the holonomic module D/DFT (P ).
Any differential operator P ∈ C[x]〈δ〉 has a finite singular locus S ⊂ P1. Assume that S = S′ ∪ {0,∞}.
We may consider P as an element of the localization C[x, x−1, (x− s)−1, s ∈ S′]〈ϑ〉. As such it determines
a linear homogeneous differential equation on P1 \ S. This in turn determines a connection on the trivial
vector bundle on P1\S. Given a connection E on P1\S we say that P is the operator for E if the connection
on P1 \ S determined by P is isomorphic to the connection E .
3.1. Proposition. The operator
L := L0(ϑ) + xL1(ϑ) + x
2L2(ϑ) + x
3L3(ϑ) ∈ C[x][ϑ],
where
L0(ϑ) = 4ϑ(ϑ− 1)(ϑ+ 1)(2ϑ+ 1− 2b)(−2b− 1 + 2ϑ)(2b+ 1 + 2ϑ)(2b− 1 + 2ϑ)
L1(ϑ) = −12ϑ(ϑ+ 1)(2ϑ+ 1)(2b+ 1 + 2ϑ)(2ϑ+ 1− 2b)
L2(ϑ) = (ϑ+ 1)(36ϑ
2 + 12a2 − 16b2 + 72ϑ− 12a+ 43)
L3(ϑ) = −6− 4ϑ
is the operator for
(1) E1 if b ∈ 1/2 + Z.
(2) E2 if b ∈ Z.
(3) E3 if b ∈ R \ {Z ∪ 1/2 + Z}.
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Proof. The construction of L follows from the construction of the Ei, i = 1, 2, 3, in [Jak20, Theorem 1.1]
and the translation to operators, cf. [BR12, Chapter 4], where one also uses
FT (ϑ) = (−1− ϑ), FT (x) = δ, xiδi = (ϑ− i+ 1) · · ·ϑ, (ϑ− 1)x = xϑ
and
xdegx L[1/x]∗L =
deg
x
L∑
i=0
xdegx L−iLi(−ϑ).

3.2. Proposition. The operator
L = L0(ϑ) + xL1(ϑ) + x
2L2(ϑ) + x
3L3(ϑ) ∈ C[x][ϑ],
where
L0(ϑ) = 128ϑ
2(ϑ− 2)2(ϑ− 1)3
L1(ϑ) = −32ϑ
2(t2 + t+ 1)(2ϑ− 1)(ϑ− 1)2
L2(ϑ) = 8(t
2 + t+ 1)2ϑ3
L3(ϑ) = −t
2(t+ 1)2(2ϑ+ 1)
is the operator for E4.
Proof. The construction of L follows from the construction of E4 in [Jak20, Theorem 1.1] and the translation
to operators as in Proposition 3.1. 
3.3. Proposition. Let
P := P0(ϑ) + xP1(ϑ) + x
2P2(ϑ) + x
3P3(ϑ) ∈ C[x][ϑ], b 6∈ Z,
P0(ϑ) = −4096ϑ
2(ϑ− 1)(ϑ+ 1)
P1(ϑ) = 1024ϑ(ϑ+ 1)(9ϑ
2 + 3a2 − 4b2 + 9ϑ− 3a+ 4)
P2(ϑ) = −6144(ϑ+ 1)
2(ϑ+ 1 + b)(ϑ+ 1− b)
P3(ϑ) = 1024(ϑ+ 1 + b)(ϑ+ 1− b)(ϑ+ 2 + b)(ϑ+ 2− b),
be the symplectic operator of degree 4 with Riemann scheme
0 1 4 ∞
−1 0 0 2− b
0 1 1 1− b
0 a 1 1 + b
1 1− a 2 2 + b
Then P is the operator for P13 in Proposition 2.1.
Proof. The construction of P follows from the construction of P13 in Proposition 2.1 and the translation
to operators, cf. [BR12, Chapter 4]. Hence the claim follows. 
3.4. Proposition. Let
P := P0(ϑ) + xP1(ϑ) + x
2P2(ϑ) + x
3P3(ϑ) ∈ C[x][ϑ], b ∈ Z
P0(ϑ) = −4ϑ
2
P1(ϑ) = 9ϑ
2 + 3a2 + 9ϑ− 3a+ 4
P2(ϑ) = −6(ϑ+ 1)
2
P3(ϑ) = (ϑ+ 2)(ϑ+ 1)
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with Riemann scheme
0 1 4 ∞
0 −a 0 1
0 a− 1 0 2
Then P is the operator for P2 in Proposition 2.3.
Proof. The construction of P follows from the construction of P2 in Proposition 2.3 and the translation
to operators, cf. [BR12, Chapter 4]. Hence the claim follows. 
3.5. Proposition. Let
P = P0(ϑ) + xP1(ϑ) + x
2P2(ϑ) + x
3P3(ϑ) ∈ C[x][ϑ],
P0(ϑ) = −16ϑ
2t2(t+ 1)2(ϑ− 1)(ϑ+ 1)
P1(ϑ) = 4ϑ(t
2 + t+ 1)2(ϑ+ 1)(2ϑ+ 1)2
P2(ϑ) = −8(t
2 + t+ 1)(2ϑ+ 3)(2ϑ+ 1)(ϑ+ 1)2
P3(ϑ) = (2ϑ+ 5)(2ϑ+ 1)(2ϑ+ 3)
2
be the symplectic operator of degree 4 with Riemann scheme
0 1 t2 (t+ 1)2 ∞
−1 0 0 0 1/2
0 1 1 1 3/2
0 1 1 1 3/2
1 2 2 2 5/2
Then P is the operator corresponding to P4 in Proposition 2.4.
Proof. The construction of P follows from the construction of P4 in Proposition 2.4 and the translation
to operators, cf. [BR12, Chapter 4]. Hence the claim follows. 
3.6. Remark. In the following we make use of the following transformations of operators. Let
P =
deg
x
(P )∑
i=0
xiPi(ϑ).
Then
[2]∗P =
deg
x
(P )∑
i=0
x2iPi(ϑ/2)
and
FT (P ) =
deg
x
(P )∑
i=0
δiPi(−1− ϑ),
xdegx PFT (P ) =
∑
xdegx(P )−i(ϑ− i+ 1) · · ·ϑ · Pi(−1− ϑ).
Here we have used that
FT (ϑ) = (−1− ϑ), FT (x) = δ, xiδi = (ϑ− i+ 1) · · ·ϑ, (ϑ− 1)x = xϑ.
3.7. Corollary. Let P ′ := MCχP
2
13 for χ = exp(−2πiµ), µ ∈ [0, 1), 1 − µ ∼ 0, be as in Proposition 2.2.
The corresponding operator is
P ′ =
3∑
i=0
x2iP2i(ϑ),
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where
P0(ϑ) = −4ϑ(ϑ− 5)(ϑ− 1)(ϑ− 2)(ϑ− 3)(ϑ− 4)(ϑ− µ)
P2(ϑ) = ϑ(ϑ− 1)(ϑ− 2)(ϑ− 3)(ϑ− µ+ 1)(9ϑ
2 − 18ϑµ+ 12a2 − 16b2 + 9µ2 + 18ϑ− 12a− 18µ+ 16)
P4(ϑ) = −6ϑ(ϑ− 1)(ϑ− µ+ 3)(ϑ− µ+ 2)(ϑ− µ+ 1)(−µ+ 2 + 2b+ ϑ)(−µ+ 2− 2b+ ϑ)
P6(ϑ) = (ϑ− µ+ 1)(−µ+ 5 + ϑ)(ϑ − µ+ 3)(−µ+ 2 + 2b+ ϑ)(−µ+ 2− 2b+ ϑ)(−µ+ 4 + 2b+ ϑ)(−µ+ 4− 2b+ ϑ).
Its Riemann scheme is
−2 −1 0 1 2 ∞
µ µ− a µ µ− a µ 2b+ 4− µ
5 µ+ a− 1 5 µ+ a− 1 5 2b+ 2− µ
4 4 4 4 4 5− µ
3 3 3 3 3 3− µ
2 2 2 2 2 1− µ
1 1 1 1 1 −2b+ 2− µ
0 0 0 0 0 −2b+ 4− µ
Moreover
FT (P ′) = ϑ(ϑ− 1)(ϑ− 2)(ϑ− 3)(ϑ− 4)(ϑ− 5)H,
H =
3∑
i=0
x2iH2i(ϑ),
where
H0(ϑ) = −(µ− 4 + ϑ)(µ+ ϑ)(µ− 2 + ϑ)(µ− 3− 2b+ ϑ)(µ− 3 + 2b+ ϑ)(µ− 1− 2b+ ϑ)(µ− 1 + 2b+ ϑ)
H2(ϑ) = 6(µ− 2 + ϑ)(µ+ ϑ)(µ− 1 + ϑ)(µ− 1− 2b+ ϑ)(µ− 1 + 2b+ ϑ)
H4(ϑ) = −(µ+ ϑ)(9ϑ
2 + 18ϑµ+ 12a2 − 16b2 + 9µ2 − 12a+ 7)
H6(ϑ) = 4(ϑ+ µ+ 1).
This is up to a twist with xµ+1 the operator [2∗]P in Proposition 3.1.
Proof. We start with the operator P in Proposition 3.3. The construction of P ′ follows from the construc-
tion of P ′ in Proposition 2.1 and the translation to operators, cf. [BR12, Chapter 4]. The claim follows
by a straightforward calculation using the above remark. 
3.8. Corollary. Let P ′ := MC−1P
2
2 be as in Proposition 2.3. Then the corresponding operator is
P ′ =
3∑
i=0
x2iP2i(ϑ),
where
P0(ϑ) = 256ϑ(ϑ− 1)(ϑ− 2)(ϑ− 3)(ϑ− 4)(ϑ− 5)(2ϑ− 1)
P2(ϑ) = −16ϑ(ϑ− 1)(ϑ− 2)(ϑ− 3)(2ϑ+ 1)(36ϑ
2 + 48a2 + 36ϑ− 48a+ 37)
P4(ϑ) = 24ϑ(2ϑ+ 5)(ϑ− 1)(2ϑ+ 1)(2ϑ+ 3)
3
P6(ϑ) = −(2ϑ+ 5)(2ϑ+ 1)(2ϑ+ 9)(2ϑ+ 7)
2(2ϑ+ 3)2.
Its Riemann scheme is
−2 −1 0 1 2 ∞
1/2 1/2 + a 1/2 1/2 + a 1/2 9/2
5 −1/2− a 5 −1/2− a 5 7/2
4 4 4 4 4 7/2
3 3 3 3 3 5/2
2 2 2 2 2 3/2
1 1 1 1 1 3/2
0 0 0 0 0 1/2
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Thus FT (P ′) is
FT (P ′) = ϑ(ϑ− 1)(ϑ− 2)(ϑ− 3)(ϑ− 4)(ϑ− 5)H,
H =
3∑
i=0
x2iH2i(ϑ),
where
H0(ϑ) = (2ϑ− 3)(2ϑ+ 1)(2ϑ− 7)(2ϑ− 5)
2(2ϑ− 1)2
H2(ϑ) = −24(2ϑ− 3)(2ϑ+ 1)(2ϑ− 1)
3
H4(ϑ) = 16(2ϑ+ 1)(36ϑ
2 + 48a2 + 36ϑ− 48a+ 37)
H6(ϑ) = −256(2ϑ+ 3).
This is up to a twist with x3/2 the operator [2∗]P in Proposition 3.1.
Proof. The proof is similar to the above one. 
3.9. Corollary. Let P ′ := MC−1P
2
4 be as in Proposition 2.4. Then the corresponding operator is
P ′ =
3∑
i=0
x2iP2i(ϑ),
where
P0(ϑ) = −64ϑt
2(t+ 1)2(ϑ− 1)(ϑ− 2)(ϑ− 3)(ϑ− 4)(ϑ− 5)(2ϑ− 5)
P2(ϑ) = 16ϑ(t
2 + t+ 1)2(ϑ− 1)(ϑ− 2)(ϑ− 3)(2ϑ− 3)3
P4(ϑ) = −8ϑ(t
2 + t+ 1)(2ϑ− 1)(ϑ− 1)(2ϑ+ 1)2(2ϑ− 3)2
P6(ϑ) = (2ϑ+ 5)
2(2ϑ− 3)2(2ϑ+ 1)3
Its Riemann scheme is
±(t+ 1) ±t ±1 0 ∞
5 5 5 5 5/2
4 4 4 4 5/2
3 3 3 3 1/2
5/2 5/2 5/2 5/2 1/2
2 2 2 2 1/2
1 1 1 1 −3/2
0 0 0 0 −3/2
Thus FT (P ′) is
FT (P ′) = ϑ(ϑ− 1)(ϑ− 2)(ϑ− 3)(ϑ− 4)(ϑ− 5)H,
H =
3∑
i=0
x2iH2i(ϑ),
where
H0(ϑ) = −(2ϑ+ 5)
2(2ϑ− 3)2(2ϑ+ 1)3
H2(ϑ) = 8(t
2 + t+ 1)(3 + 2ϑ)(2ϑ+ 1)2(2ϑ+ 5)2
H4(ϑ) = −16(t
2 + t+ 1)2(2ϑ+ 5)3
H6(ϑ) = 64t
2(t+ 1)2(7 + 2ϑ).
This is up to a twist with x5/2 the operator [2∗]P in Proposition 3.2.
Proof. The proof is again similar to the above one. 
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Denote by D the sheaf of differential operators on A1 and by DGm its restriction to Gm. Let M13 :=
DGm/DGmP
′ for P ′ the operator in Corollary 3.7. Similarly define M2 using Corollary 3.8 and M4 using
Corollary 3.9. Denoting by S the singular locus of P ′ the restriction of M13 to P
1 \ S is isomorphic to
MCχ(P
2
13) and similarly in the other cases.
3.10. Corollary. Let j : Gm →֒ A
1 be the open inclusion and denote by Kχ (and K−1) the Kummer
sheaves with monodromy χ at 0 (and −1 at 0). We have
FT (j!∗M13) ∼= j!∗([2]
∗E1 ⊗Kχ), b ∈ 1/2 + Z,
FT (j!∗M13) ∼= j!∗([2]
∗E3 ⊗Kχ), b ∈ R \ {Z ∪ 1/2 + Z}
FT (j!∗M2) ∼= j!∗([2]
∗E2 ⊗K−1),
FT (j!∗M4) ∼= j!∗([2]
∗E4 ⊗K−1).
Proof. Again the proof is similar to the proof of Theorem 6.2.1 in [Kat90]. We will only prove the first
case as the others are similar. None of the local exponents of P ′ are contained in Z<0. We may therefore
apply Lemma 2.9.5 in [Kat90] to find that
D/DP ′ ∼= j!DGm/DGmP
′.
Therefore we have a short exact sequence
0→ δ0 ⊗ Soln
∨
0 → D/DP
′ → j!∗DGm/DGmP
′ → 0
where Soln∨0 denotes dual space of the formal local solutions at 0 of D/DP . Applying Fourier transform
we obtain the short exact sequence
0→ FT (δ0 ⊗ Soln
∨
0 )→ D/DFT (P
′)→ FT (j!∗DGm/DGmP
′)→ 0.
By Corollary 3.7 we have FT (P ′) = ϑ(ϑ− 1)(ϑ− 2)(ϑ− 3)(ϑ− 4)(ϑ− 5)H . Note that
FT (δ0 ⊗ Soln
∨
0 ) = D/D(ϑ(ϑ − 1)(ϑ− 2)(ϑ− 3)(ϑ− 4)(ϑ− 5)).
Therefore we have
FT (j!∗DGm/DGmP
′) ∼= D/DH.
Recall from Corollary 3.7 that H =
∑3
i=0 x
2iH2i(θ). Then H0(X) considered as a polynomial in X is
the indicial polynomial of H at 0. Since it has no integer roots we may apply Lemma 2.9.4 in [Kat90] to
conclude that
D/DH ∼= j!∗j
∗DGm/DGmH
∼= j!∗([2]
∗E1 ⊗Kχ).

Combining Corollary 3.10 with the computations of Hodge data for MCχ(P
2
13), MCχ(P
2
2 ) and MCχ(P
2
4 )
we now compute the irregular Hodge filtration of the rigid irregular G2-connections.
Proof of Theorem 1.2. By [Sab18, Theorem 0.3] pullback by a smooth morphism does not change the
ranks and jumping indices of the irregular Hodge filtration. Additionally by [SY19, Lemma 2.3] twisting
with a local system of rank one only changes the indices of the Hodge filtration by a global shift. We
can therefore compute the irregular Hodge filtration of E1 by computing it for the twist of [2]
∗E11. Note
that we have arranged the local system MCχ(P
2
13) (where b ∈ 1/2+Z) such that the local monodromy at
∞ does not have an eigenvalue equal to 1. We can therefore apply the stationary phase formula [SY19,
Section 5, (7)] to conclude that
dim grα+pFirr (E1) = dimgr
α+p
Firr
([2]∗E1 ⊗Kχ)) = ν
p
∞,α(MCχ(P
2
13)) =
∑
ℓ≥0
ℓ∑
k=0
νp+k∞,α,ℓ(MCχ(P
2
13)).
The other cases work the same and a straightforward calculation proves Theorem 1.2. 
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