Abstract-In this paper, we discuss a novel method for channel estimation. The approach is based on the idea of modeling the complex channel gains by a Markov random field. This graphical model is used to capture the statistical dependencies between consecutive taps in time and delay. The sum-product algorithm is finally employed to infer a MAP channel estimate from given observations. Index Terms-Markov random field, channel estimation, channel modeling, gaussian message passing.
I. INTRODUCTION
Physical channels such as underwater acoustic channels and ionospheric radio channels which result in time-varying multipath propagation of the transmitted signal may be characterized mathematically as time-varying linear filters [1] . At the receiver, the incident signal is sampled and hence the effect of this time-varying channel on the transmitted sequence . Random processes of that kind can be well approximated by a Gaussian autoregressive (AR) process, i.e., a random process that is generated by an autoregressive filter when driven by white Gaussian noise. This channel model captures the dependencies of h[i, j] in time i but neglects any dependence of h[i, j] in delay j. data. A certain continuity in delay is observed but this kind of local dependency in delay is neglected in the channel model just described. The channel estimators proposed in [2] - [5] are built on this model and hence will suffer a performance loss whenever they face a channel exhibiting strong dependencies in delay.
The underwater acoustic communications channel is rapidly time-varying and often sparse. Experimental results such as the channel plot above, however, suggest that the statistics of this channel are substantially less fluctuating and the statistical dependencies between consecutive taps in time and delay are local and relatively strong. Drawing on theses observations we propose a new approach to channel modeling and channel estimation that is based on a Markov random field (MRF) model for the complex channel gains. This graphical model effectively captures the local statistical dependencies of the channel taps and can easily be embedded in iterative (turbo) receivers [6] . This is expected to improve the data estimation performance significantly as the MRF carries prior knowledge of the channel.
Markov random fields have been used successfully in the field of image processing and restoration for modeling spatial continuity [7] . MRFs are also used in the context of magnetic resonance (MR) imaging, where they help to unwrap MR phase images by imposing smoothness constraints on the true phase function [8] .
We elaborate on the theory behind MRFs in Section III. Basically, this concept allows us to carry the conditional independence property of a Markov Chain over to two dimensional random processes such as h[i, j] and to define the global behavior of h[i, j] by local constraints on the probability distribution of h [i, j] . A performance evaluation of the proposed MRF channel model is presented in Section VI. It will turn out that channel estimation based on our MRF model yields competitive results in case there is no correlation in delay and it clearly outperforms common channel estimation techniques if the channel is correlated in delay. . Due to the Gaussian assumption on the channel noise, the distribution of y given x and H then reads
where the notation ∼ means that the left-hand side and the right-hand side are proportional to each other.
III. MARKOV RANDOM FIELD THEORY
We use an MRF to model the time-varying channel H. By definition, an MRF is a set of random variables H with an associated undirected graph. The random variables h in H are assumed to satisfy the following two conditions:
where H \h is the entire set of random variables H without the element h and n(h) denotes the set of nodes k that neighbor h in the corresponding graph. 1 In other words, an MRF represents statistical dependencies of variables by an undirected graph. The vertices in an MRF stand for random variables and the edges impose statistical constraints on these random variables. A subset b of H is called a clique if it is a singleton or if every pair of elements h in b are neighbors in the corresponding graph.
The lattice shaped MRF considered in this paper is depicted in Figure 2 . Due to the geometric nature of lattices, we prefer to index the variables h by the two dimensional index pair [i, j]. So here the set H represents the set of channel gains h[i, j], and 
According to the Hammersley-Clifford theorem [9] , [10] H and its associated graph form an MRF if and only if the distribution on the variables in H is of the form
This form of joint distribution is known as a Gibbs distribution. The parameter K is a temperature parameter chosen to be unity here, and Z is a normalization constant. 
IV. CHANNEL MODELING
We take the potential of pairwise cliques as the square of adjacent differences: 
with the parameters μ[j b ] and α [j b ] . The other potentials are assumed to be zero. So we have
where the vector θ contains all the model parameters, i.e., the Figure 3 shows the factor graph representation of p(H|θ). 
and variance ⎛
The α [j] hence determines how likely it is that our concatenated Markov chains start with the mean μ[j].
V. MRF-BASED CHANNEL ESTIMATION

A. Problem setup
The channel estimation task is based on the following MAP estimation approach: For now, we assume the values of the parameters θ to be known.
B. Solution
The probabilities p(y|H, x) and p(H|θ) are both proportional to Gaussian densities in H and hence p(y|H, x)p(H) can be considered as proportional to a Gaussian density in H as well. Gaussian densities assume their maximum at their mean and therefore the optimization problem above amounts to calculating the means of H with respect to p(y|H, x)p(H). As p(y|H, x)p(H) factors nicely, the sum-product algorithm can be used for an efficient marginalization. The means of the marginals with respect to p(y|H, x)p(H) are easily identified as the means of H with respect to p(y|H, x)p(H). Figure  4 shows the factor graph representation of p(y|H, x)p(H). Because of the Gausianity of the distributions involved, the marginalized functions are completely characterized by their mean and variance. Our factor graph has many cycles and so we need to iterate the message passing until it converges [11] . Following the notation of [11] we denote messages sent from a variable node h[i, j] ∈ H to a local function node as m h→f (h). Here f represents either one of the functions T i or one of the potential functions V b (b). Furthermore we denote messages sent from a local function node to a variable node as m f →h (h). Also, let n(v) denote the set of nodes that neighbor a given node v in a factor graph.
Before we derive more specific message computation rules, let us focus again on the factor graph shown in Figure 4 .
We see that the messages that are sent along the edges of our factor graph are of three kinds. Messages of the first kind come from a variable node, messages of the second kind come from one of the potential functions and messages of the third kind come from one of the functions T i . These three types of messages are illustrated in Figure 5 . The type of the message is superscribed in each case. As mentioned above, the messages Figure 5 . A closer look at the factor graph from Figure 4 are completely characterized by their mean μ m and variance σ 2 m . The derivation of update rules for messages of the first two kinds is straightforward; the derivation of an update rule for messages of the third kind is more involved (see Appendix A for the derivation). We just summarize the results here.
Update rule for messages of the first kind
where μ g and σ 2 g are the mean and the variance of the message m g→h (h), respectively.
Update rule for messages of the second kind
where μ u and σ 
Update rule for messages of the third kind
The sum-product algorithm is guaranteed to converge to the correct marginals in singly connected graphs [11] . In a factor graph of arbitrary topology the marginals are in general not guaranteed to converge and even if they converge they might be incorrect. In this paper we consider the special case, where the graph features cycles and its nodes describe jointly Gaussian random variables, and in this case it can be shown that the means of the marginals are correct given that the algorithm converges [12] . As we are interested in finding the means of the marginals only, our algorithm yields a correct MAP estimate, given it converges.
VI. SIMULATION RESULTS
In order to evaluate the potential of the proposed channel model, we generate a channel (i.e., we draw the channel gains from the probability distribution that corresponds to our MRF model). In an attempt to mimic a real communications channel where the correlation in time is a lot stronger than that in delay, the parameters α A typical channel realization for these parameters is depicted in Figure 6 We then applied three different channel estimators to the given observations. The first is an RLS algorithm parameterized with a forgetting factor of 0.999 to account for the strong correlation in time. The second is based on our MRF model but we set all the α [i,j], [l,m] s between vertically adjacent gains to zero in the estimator. This way the channel estimator neglects correlations of the channel gains in delay and channel estimation is equivalent to Kalman filtering based on a diagonal state transition matrix as proposed in [2] . The third method we evaluate is also based on our MRF model but this time the method takes correlations over delay into account. The simulation results for these three methods are shown in Figure 7 . Here NMSE denotes the normalized mean 
VII. CONCLUSION
So far we have assumed the parameters θ to be known. In a real communication setup this is, however, not the case. There are two ways to approach this problem. Either we guess some reasonable values a priori and accept the performance loss that comes with the introduced model mismatch, or we do actually estimate the unknown parameters from available channel observations.
In simulations we experienced that the estimation performance degraded gracefully when moving the parameters used in MRF channel estimation from their real values. Similar observations were made in [13] . So the MRF setup described in this paper achieves competitive simulation results for channel estimation as long as the MRF parameters were set in the right range.
Simulations on synthetic data, however, also showed that the estimation quality improves if the MRF model parameters match the actual channel accurately. To estimate the parameters from real channel observations, we used an expectation maximization (EM) like algorithm. The precise calculation of the integrals involved in the conduction of EM is not computationally feasible [14] and so we bypassed this issue by approximating the maximization step in EM by a gradient ascent step and obtained an EM-based parameter estimator.
