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Error analysis is developed for a parameter expansionmethod of determining the corrosion
coefficient in a pipe. For the two approximate solutions proposed, the magnitude of their
errors is shown to be O(a) and O(a2), respectively, where a stands for the thickness of the
pipe.
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1. Introduction
Consider a corrosion detection problem governed by
∆u(x, y) = 0, (x, y) ∈ Ω, (1.1a)
u(x, y) = f (x, y), (x, y) ∈ Γ1, (1.1b)
un(x, y) = φ(x, y), (x, y) ∈ Γ1, (1.1c)
un(x, y)+ γ (x, y)u(x, y) = 0, (x, y) ∈ Γ2, (1.1d)
where a > 0 denotes the thickness of an annular domain
Ω := {(x, y) ∈ R2; 1 < x2 + y2 < (1+ a)2}
with the exterior and interior boundaries
Γ1 := {(x, y) ∈ R2; x2 + y2 = (1+ a)2}, Γ2 := {(x, y) ∈ R2; x2 + y2 = 1},
u is the electric potential (un means its unit outward normal derivative), φ(x, y) > 0 is the imposed flux density on Γ1,
f (x, y) is the measured data of u on Γ1 with accuracy, and γ (x, y) > 0 is the corrosion coefficient to be determined (see
Fig. 1). Such a problem is severely ill-posed [1,2] and often encountered in practical applications [3].
When the domain of interestΩ is a rectangle, several numerical methods, including a thin plate approximation method
(TPA), a Galerkin method, and a quasi-reversibility method, were proposed for solving the corrosion coefficient γ [3–5]. It
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Fig. 1. The cross section of the pipe.
is mentioned that TPA is essentially a parameter expansion method [6], which has satisfactory performance as the width of
the rectangle is small enough [3]. The corresponding error analysis was also discussed there. WhenΩ is an annular domain
as for the case considered here, a parameter expansion method was presented in [7] via the arguments similar to [3], and
an iterative method was developed in [8].
This paper is intended to study the error analysis for the parameter expansion method in [7], under the condition that
the thickness a of the annular domain is small enough. Following some ideas in [3] along with a series of estimates for
corresponding terms, we have established some useful error estimates for this method. It is important to point out that
there is an essential improvement for our approach, i.e. we need not use the technique of Fourier series any more in the
whole derivations (see the proof of Lemma 5.4 in [3]). So our results are obtained by only assuming that the function φ is
positive and continuous while it should be a positive constant in [3]. We also consider the error analysis of the zero order
approximation when the prescribed data u(1, θ) has measurement error. At last, a number of numerical experiments are
provided to validate our theoretical results.
2. The parameter expansion method
In this section, we review the parameter expansion method in [7] for completeness of presentation, but the derivations
here are carried out in a more clear way. At first, by the coordinate transformation{
x = (ar + 1) cos θ,
y = (ar + 1) sin θ, (2.1)
the problem (1.1) can be recast as
(ar + 1)2urr + a2uθθ + a(ar + 1)ur = 0, (r, θ) ∈ (0, 1)× (0, 2pi), (2.2a)
−ur(0, θ)+ aγ (θ)u(0, θ) = 0, θ ∈ [0, 2pi), (2.2b)
u(1, θ) = f (θ), θ ∈ [0, 2pi), (2.2c)
ur(1, θ) = aφ(θ), θ ∈ [0, 2pi), (2.2d)
u(r, θ) = u(r, θ + 2pi), (2.2e)
uθ (r, θ) = uθ (r, θ + 2pi), (2.2f)
where we simply write f (θ) and φ(θ) for f ((1+a) cos θ, (1+a) sin θ) and φ((1+a) cos θ, (1+a) sin θ), respectively. Since
φ(θ) is the imposed data and f (θ) the measured data for some fixed constant a = a0, both functions are independent of
the varied parameter a. With these data, we may find out the solutions u = u(r, θ, a) and γ = γ (θ, a) to the parameter-
dependent problem (2.2). It is easy to see that the corrosion coefficient γ (θ) is nothing but γ (θ, a0). Now, we expand the
solution functions to power series with respect to a,
u(r, θ, a) = u0(r, θ)+ au1(r, θ)+ a2u2(r, θ)+ · · · ,
γ (θ, a) = γ0(θ)+ aγ1(θ)+ a2γ2(θ)+ · · · .
It should be clarified that all the functions {uk, γk}∞k=0 are dependent on a0, but we suppress this in notation for simplicity.
Inserting the above expansions into (2.2) and collecting the terms of same order in a, we then obtain the following identities.
(1) The relations of a0 are
u0,rr(r, θ) = 0,
−u0,r(0, θ) = 0,
u0(1, θ) = f (θ),
u0,r(1, θ) = 0.
X. Huang et al. / Computers and Mathematics with Applications 56 (2008) 2539–2549 2541
(2) The relations of a1 are
u1,rr(r, θ)+ 2ru0,rr(r, θ)+ u0,r(r, θ) = 0, (2.3a)
−u1,r(0, θ)+ γ0(θ)u0(0, θ) = 0, (2.3b)
u1,r(1, θ) = φ(θ), (2.3c)
u1(1, θ) = 0. (2.3d)
(3) The relations of a2 are
r2u0,rr(r, θ)+ 2ru1,rr(r, θ)+ u2,rr(r, θ)+ u0,θθ (r, θ)+ ru0,r(r, θ)+ u1,r(r, θ) = 0,
−u2,r(0, θ)+ γ0(θ)u1(0, θ)+ γ1(θ)u0(0, θ) = 0,
u2,r(1, θ) = 0.
From relations of a0, we deduce that u0(r, θ) ≡ f (θ), which together with (2.3a), (2.3c) and (2.3d) implies that
u1(r, θ) = φ(θ)(r − 1). Therefore, from (2.3b) and (2.2c) we find
γ0(θ) = φ(θ)f (θ) =
φ(θ)
u(1, θ)
. (2.4)
By means of the representations of u0(r, θ) and u1(r, θ) just achieved, the relations of a2 become
u2,rr(r, θ)+ f ′′(θ)+ φ(θ) = 0, (2.5a)
−u2,r(0, θ)− γ0(θ)φ(θ)+ γ1(θ)f (θ) = 0, (2.5b)
u2,r(1, θ) = 0. (2.5c)
We have by (2.5a) and (2.5c) that u2,r(r, θ) = [f ′′(θ)+ φ(θ)](1− r), and with (2.5b) we then obtain
γ1(θ) = γ0(θ)φ(θ)+ f
′′(θ)+ φ(θ)
f (θ)
= φ
2(θ)+ [uθθ (1, θ)+ φ(θ)]u(1, θ)
u2(1, θ)
. (2.6)
Using (2.4), the above formulation can be rewritten as
γ1(θ) = f
′′(θ)
f (θ)
+ γ0(θ)(γ0(θ)+ 1) = uθθ (1, θ)u(1, θ) + γ0(θ)(γ0(θ)+ 1), (2.7)
from which much less computational cost is required to get γ1(θ)when the data of γ0(θ) are available.
Due to
γ (θ) = γ (θ, a0) = γ0(θ)+ a0γ1(θ)+ a20γ2(θ)+ · · · ,
whenever a0 is small enough, γ0 and γ0 + a0γ1 can be regarded as the zero and first order approximations of γ (θ),
respectively. In what follows, we simply write a for a0 in the former approximations, when there is no confusion caused.
Remark 2.1. It should be emphasized that, similar to the approximations in [3], the approximate solutions (2.4) and (2.6)
also depend locally on the measured data u on Γ1, that is, in order to reconstruct the corrosion coefficient on a portion
{(x, y) = (cos θ, sin θ); θ1 ≤ θ ≤ θ2} of Γ2, we only require the data of u on the portion {(x, y) = ((1 + a) cos θ, (1 +
a) sin θ); θ1 ≤ θ ≤ θ2} of Γ1 but not over the whole boundary. This might be very useful in practical applications.
Remark 2.2. The parameter expansionmethod discussed heremay also be extended to treat problems on some similar thin
domains, such as the thin elliptic annulus. Since the extension is straightforward, we omit the details.
3. Error analysis
Throughout this paper, we always assume that the functions γ and φ appearing in Eqs. (1.1b)–(1.1c) are at least positive
and continuous. For the error analysis of the approximations mentioned previously, we need some basic results for elliptic
equations, which can be obtained by the maximum principle in PDEs easily [3,9,10].
Lemma 3.1. Let Ω be a two-dimensional, open bounded domain with the boundary ∂Ω partitioned into Γd and Γf , whose unit
outward normal is denoted by n. Let u be a classical solution to the problem:
Lu = 0 inΩ; un + αu = g1 on Γd; u = g2 on Γf ,
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where L is a second order uniformly elliptic operator inΩ , α is a nonnegative continuous function on Γ2, and g1 and g2 are two
continuous functions on Γd and Γf respectively. Moreover, assume that each point of Γd lies on the boundary of a circle contained
inΩ . Then for any two functionsw(1) andw(2) satisfying the conditions:
Lw(1) 6 0 (Lw(2) > 0) inΩ,
w(1)n + αw(1) > g1 (w(2)n + αw(2) 6 g1) on Γd,
w(1) > g2 (w(2) 6 g2) on Γf ,
we have
w(2) 6 u 6 w(1).
Lemma 3.2. Let u be a classical solution to the problem:
∆u(x, y) = 0, (x, y) ∈ Ω,
un(x, y) = g1(x, y), (x, y) ∈ Γ1,
un(x, y)+ γ (x, y)u(x, y) = g2(x, y), (x, y) ∈ Γ2,
whereΩ ,Γ1, andΓ2 are given as in Section 1, γ is a positive continuous function onΓ2, and g1 and g2 are two continuous functions
on Γ1 and Γ2, respectively. Then it holds that
|u(x, y)| 6 max |g2|
min γ
+ (1+ a)
(
1
min γ
+ 1
2
ln(x2 + y2)
)
max |g1|. (3.1)
In what follows, the maximum or minimum of a function on Γ1 is taken over Γ1, and so is the function on Γ2.
Proof. Introduce two functions by
w(1) := max |g2|
min γ
+ (1+ a)
(
1
min γ
+ 1
2
ln(x2 + y2)
)
max |g1|
and
w(2) := −max |g2|
min γ
− (1+ a)
(
1
min γ
+ 1
2
ln(x2 + y2)
)
max |g1|.
It is easy to check by a direct computation that they satisfy the conditions:
∆w(1) = 0 (∆w(2) = 0) inΩ,
w(1)n > g1 (w
(2)
n 6 g1) on Γ1,
w(1)n + γw(1) > g2 (w(2)n + γw(2) 6 g2) on Γ2.
Thus, estimate (3.1) follows from Lemma 3.1 directly. 
Lemma 3.3. Let u be the classical solution to the problem (1.1). Then it holds that
(1+ a)
(
1
max γ
+ 1
2
ln(x2 + y2)
)
minφ 6 u(x, y) 6 (1+ a)
(
1
min γ
+ 1
2
ln(x2 + y2)
)
maxφ. (3.2)
Proof. The right-hand inequality of (3.2) follows readily from Lemma 3.2, and hence it suffices to verify the left-hand
inequality. Using a direct computation, we can find that the function
w = (1+ a)
(
1
max γ
+ 1
2
ln(x2 + y2)
)
minφ
satisfy the conditions:
∆w = 0 inΩ,
wn 6 φ on Γ1,
wn + γw 6 0 on Γ2,
and with Lemma 3.1 we then obtain the required result. 
X. Huang et al. / Computers and Mathematics with Applications 56 (2008) 2539–2549 2543
Lemma 3.4. Let u be the classical solution to the problem (1.1). Assume that γ ∈ C0(Γ2) and φ ∈ C0(Γ1) for (3.3), γ ∈ C1(Γ2)
and φ ∈ C1(Γ1) for (3.4), and γ ∈ C2(Γ2) and φ ∈ C2(Γ1) for (3.5)–(3.6). Then we have the following estimates:
|ur(r, θ)| 6 C1a(1+ a), (3.3)
|uθ (r, θ)| 6 (1+ a)
(
max |γ ′|maxφ+min γ max |φ′ |
(min γ )2
+max |φ′ | ln(ar + 1)
)
, (3.4)
|uθθ (r, θ)| 6 (1+ a) (C2 + C3 ln(ar + 1)) , (3.5)
|urr(r, θ)| 6 C4a2(1+ a), (3.6)
where
C1 := max γmin γ maxφ,
C2 := 1
(min γ )3
(
min γ max |γ ′′|maxφ+ 2(max |γ ′|)2 maxφ+ 2min γ max |γ ′|max |φ′ | + (min γ )2 max |φ′′ |) ,
C3 := max |φ′′ |, C4 := C1 + C2 + C3.
In addition, φ′ denotes the first-order tangent derivative of φ on Γ1, and the similar conventions are used for some other terms
involved.
Proof. Let v(x, y) = ur(r, θ). Owing to (1.1), it satisfies the boundary value problem:
∆v(x, y) = 0, (x, y) ∈ Ω,
v(x, y) = aφ(x, y), (x, y) ∈ Γ1,
v(x, y) = aγ (x, y)u(x, y), (x, y) ∈ Γ2.
So it follows from (3.2) and the maximum principle of Laplace’s equation that
|ur(r, θ)| 6 max{amaxφ(x, y), amax(γ (x, y)u(x, y))} 6 C1a(1+ a).
Let v(x, y) = uθ (r, θ). According to (1.1), it satisfies the boundary value problem:
∆v(x, y) = 0, (x, y) ∈ Ω,
vn(x, y)= φ′(x, y), (x, y) ∈ Γ1,
vn(x, y)+ γ (x, y)v(x, y) = −γ ′(x, y)u(x, y), (x, y) ∈ Γ2.
We have by Lemma 3.2 that
|uθ (r, θ)| 6 max |γ
′u|
min γ
+ (1+ a)
(
1
min γ
+ ln(ar + 1)
)
max |φ′ |
6
max |γ ′|
min γ
max
Γ2
|u| + (1+ a)
(
1
min γ
+ ln(ar + 1)
)
max |φ′ |,
from which and Lemma 3.3 we are led to the required result (3.4).
Now let v(x, y) = uθθ (r, θ). By a direct computation, we can find that v(x, y) satisfies the boundary value problem:
∆v = 0 inΩ,
vn = φ′′ on Γ1,
vn + γ v = −γ ′′u− 2γ ′uθ on Γ2.
Hence, by Lemma 3.2 we see that
|uθθ (r, θ)| 6 max |γ
′′u+ 2γ ′uθ |
min γ
+ (1+ a)
(
1
min γ
+ ln(ar + 1)
)
max |φ′′ |,
and with Lemma 3.3 and (3.4) we further have
|uθθ (r, θ)| 6 (1+ a)
[
max |γ ′′|maxφ
(min γ )2
+ 2max |γ ′|
(
max |γ ′|maxφ
(min γ )3
+ max |φ
′ |
(min γ )2
)
+
(
1
min γ
+ ln(ar + 1)
)
max |φ′′ |
]
,
as claimed.
The inequality (3.6) follows from (2.2a), (3.3) and (3.5) immediately. 
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After these preparations, we are now ready to present themain results in this paper. For this, we first introduce a notation
as follows. Given an open (or closed) bounded set A, and a functionψ ∈ Ck(A¯), |ψ |Ck stands for the sum of maximum norms
of all the derivatives of ψ from order zero to order k over A¯ [9].
Theorem 1. Let γ be the corrosion coefficient in (1.1) and γ0 the function determined by the formulation (2.4). Assume that
γ ∈ C2(Γ2) and φ ∈ C2(Γ1). Then it holds that
|γ (θ)− γ0(θ)| 6 Ca, ∀θ ∈ [0, 2pi) (3.7)
for a > 0, where
C := max γ
minφ
(
C4 + C1maxφmax γminφ
)
,
with the constants C1 and C4 given as in the above lemma.
Proof. According to (2.2b), we have
γ (θ) = ur(0, θ)
au(0, θ)
, (3.8)
which together with (2.2d) and (2.4) yields
γ (θ)− γ0(θ) = ur(0, θ)au(0, θ) −
φ(θ)
u(1, θ)
= ur(0, θ)u(1, θ)− au(0, θ)φ(θ)
au(0, θ)u(1, θ)
= (ur(0, θ)− ur(1, θ))u(1, θ)+ ur(1, θ)u(1, θ)− au(0, θ)φ(θ)
au(0, θ)u(1, θ)
= −u(1, θ)
∫ 1
0 urr(r, θ)dr + aφ(θ)
∫ 1
0 ur(r, θ)dr
au(0, θ)u(1, θ)
.
It follows from (3.3) and (3.6) that
|γ (θ)− γ0(θ)| 6 u(1, θ)
∫ 1
0 |urr(r, θ)|dr + aφ(θ)
∫ 1
0 |ur(r, θ)|dr
au(0, θ)u(1, θ)
6 a
1+ a
u(0, θ)
(
C4 + C1 φ(θ)u(1, θ)
)
. (3.9)
We have by (3.2) that
u(0, θ) > (1+ a)minφ
max γ
(3.10)
and
u(1, θ) > (1+ a)
(
1
max γ
+ ln(1+ a)
)
minφ
> (1+ a)minφ
max γ
. (3.11)
Therefore, the combination of (3.9)–(3.11) implies that
|γ (θ)− γ0(θ)| 6 amax γminφ
(
C4 + C1 φ(θ)max γ
(1+ a)minφ
)
6 a
max γ
minφ
(
C4 + C1maxφmax γminφ
)
,
which proves estimate (3.7). 
In practical applications, the prescribed data u(1, θ) is obtained frommeasurementwith noise, equal to u˜(1, θ) satisfying
that ∣∣∣∣ u˜(1, θ)− u(1, θ)u(1, θ)
∣∣∣∣ ≤ δ, (3.12)
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where 0 6 δ < 1denotes the noise level. It is noted the positivity of u(1, θ) is guaranteed by Lemma3.3.We then reconstruct
γ by
γ˜0(θ) = φ(θ)u˜(1, θ) . (3.13)
The corresponding error estimate can be derived from Theorem 1, described as follows.
Corollary 1. Let γ be the corrosion coefficient of (1.1) and γ˜0 the function determined by the formulation (3.13). Assume that
γ ∈ C2(Γ2), φ ∈ C2(Γ1), and the condition (3.12) holds true. Then it holds that
|γ (θ)− γ˜0(θ)| 6 Ca+ maxφmax γminφ
δ
1− δ , ∀θ ∈ [0, 2pi) (3.14)
for a > 0, where the constant C is the same as in Theorem 1.
Proof. Using (3.13), Theorem 1, and the triangle inequality, we see that
|γ (θ)− γ˜0(θ)| 6 |γ (θ)− γ0(θ)| + |γ0(θ)− γ˜0(θ)|
6 Ca+
∣∣∣∣ φ(θ)u(1, θ) − φ(θ)u˜(1, θ)
∣∣∣∣
6 Ca+
∣∣∣∣ φ(θ)u(1, θ)
∣∣∣∣ | u˜(1,θ)u(1,θ) − 1|| u˜(1,θ)u(1,θ) | . (3.15)
So the inequality (3.14) follows from (3.12) and (3.15) immediately. 
Remark 3.1. The generic constant C has a significant influence on the effectiveness of the two a priori error estimates (3.7)
and (3.14). If C is very large, then the two estimates deteriorate very much. From the definition of C , we know that it has
a complicated relationship with the functions φ and γ . However, when φ= φ0 is a positive constant, the most useful and
practical case, by a direct computation we have
C = |γ |
2
C0 + |γ |3C0
ε
+ |γ |C0 |γ
′′|C0
ε2
+ 2|γ |C0 |γ
′|2C0
ε3
,
where ε denotes theminimumof thepositive and continuous functionγ .We consider the case thatmin{|γ |C0 , |γ ′|C0 , |γ ′′|C0}≥ c , with c a constant independent of ε. Therefore, if ε tends to zero, C will explode rapidly and the estimates (3.7) and
(3.14) can not provide any sensible results. From the numerical experiment in the next section, we find that the parameter
expansion method discussed here may also fail in the similar case. Moreover, we will see from our numerical experiments
that one can get better computational results if φ is taken as a constant.
In order to get the error estimate for the first order approximation of γ (θ), we want to assume the parameter a varies in
some interval (0, a¯], with a¯ a suitable maximum for a (for example, a¯ = 1). Then we have
Lemma 3.5. Let u be the classical solution to the problem (1.1). Assume that γ ∈ C2(Γ2) and φ ∈ C2(Γ1). Then it holds that
|uθθr(r, θ)| 6 C5(min γ , |γ |C2 , |φ|C2 , a¯)a, (3.16)
|urrr(r, θ)| 6 C6(min γ , |γ |C2 , |φ|C2 , a¯)a3, (3.17)
for 0 < a ≤ a¯.
Proof. Results (3.16) and (3.17) can be obtained by the similar argument used for deriving estimates in Lemma 3.4. In fact,
let v(x, y) = uθθr(r, θ). Then it satisfies the boundary value problem:
∆v = 0 inΩ,
v = aφ′′ on Γ1,
v = a(γ uθθ + γ ′′u+ 2γ ′uθ ) on Γ2.
Hence, result (3.16) follows readily from the maximum principle for elliptic equations and Lemma 3.4. (3.17) is a direct
consequence of (3.16) and (2.2a). 
Theorem 2. Let γ be the corrosion coefficient of (1.1), and let γ0 and γ1 be two functions determined by the formulations (2.4)
and (2.6), respectively. Assume that γ ∈ C2(Γ2) and φ ∈ C2(Γ1). Then it holds that
|γ (θ)− γ0(θ)− aγ1(θ)| 6 C ′a2, ∀θ ∈ [0, 2pi) (3.18)
for 0 < a ≤ a¯, where C ′ = C ′(min γ , |γ |C2 ,minφ, |φ|C2 , a¯).
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Proof. Since u ∈ C3(Ω¯), we have by (2.2a) that
urr(0, θ) = −a2uθθ (0, θ)− aur(0, θ). (3.19)
Hence, from (3.8), (2.4), (2.6) and (2.2d), it follows that
γ (θ)− γ0(θ)− aγ1(θ) = ur(0, θ)au(0, θ) −
φ(θ)
u(1, θ)
− aφ
2(θ)+ [uθθ (1, θ)+ φ(θ)]u(1, θ)
u2(1, θ)
= 1
au(0, θ)u2(1, θ)
[ur(0, θ)u2(1, θ)− aφ(θ)u(0, θ)u(1, θ)
− a2u(0, θ)[φ2(θ)+ (uθθ (1, θ)+ φ(θ))u(1, θ)]]
= 1
au(0, θ)u2(1, θ)
[
−u2(1, θ)
∫ 1
0
urr(r, θ)dr + aφ(θ)u(1, θ)
∫ 1
0
ur(r, θ)dr
− a2[φ2(θ)u(0, θ)+ u(0, θ)u(1, θ)(φ(θ)+ uθθ (1, θ))]
]
= 1
au(0, θ)u2(1, θ)
[
−u2(1, θ)
∫ 1
0
urr(r, θ)dr + aφ(θ)u(1, θ)
∫ 1
0
dr
∫ r
1
urr(r, θ)dr
+ a2φ2(θ)u(1, θ)− a2φ2(θ)u(0, θ)− a2u(0, θ)u(1, θ)(φ(θ)+ uθθ (1, θ))
]
= −u(1, θ)
∫ 1
0 urr(r, θ)dr + a2u(0, θ)(φ(θ)+ uθθ (1, θ))
au(0, θ)u(1, θ)
+ aφ(θ)u(1, θ)
∫ 1
0 dr
∫ r
1 urr(r, θ)dr + a2φ2(θ)
∫ 1
0 ur(r, θ)dr
au(0, θ)u2(1, θ)
. (3.20)
We deduce from (3.19) and (2.2d) that
u(1, θ)
∫ 1
0
urr(r, θ)dr + a2u(0, θ)(φ(θ)+ uθθ (1, θ))
= u(1, θ)
∫ 1
0
dr
∫ r
0
urrr(r, θ)dr + urr(0, θ)u(1, θ)+ a2φ(θ)u(0, θ)+ a2u(0, θ)uθθ (1, θ)
= u(1, θ)
∫ 1
0
dr
∫ r
0
urrr(r, θ)dr − a2uθθ (0, θ)u(1, θ)− aur(0, θ)u(1, θ)+ a2φ(θ)u(0, θ)+ a2u(0, θ)uθθ (1, θ)
= u(1, θ)
∫ 1
0
dr
∫ r
0
urrr(r, θ)dr − a2uθθ (1, θ)
∫ 1
0
ur(r, θ)dr + a2u(1, θ)
∫ 1
0
uθθr(r, θ)dr
+ au(1, θ)
∫ 1
0
urr(r, θ)dr − aur(1, θ)u(1, θ)+ a2φ(θ)u(0, θ)
= u(1, θ)
∫ 1
0
dr
∫ r
0
urrr(r, θ)dr − a2uθθ (1, θ)
∫ 1
0
ur(r, θ)dr + a2u(1, θ)
∫ 1
0
uθθr(r, θ)dr
+ au(1, θ)
∫ 1
0
urr(r, θ)dr − a2φ(θ)u(1, θ)+ a2φ(θ)u(0, θ)
= u(1, θ)
∫ 1
0
dr
∫ r
0
urrr(r, θ)dr − a2uθθ (1, θ)
∫ 1
0
ur(r, θ)dr + a2u(1, θ)
∫ 1
0
uθθr(r, θ)dr
+ au(1, θ)
∫ 1
0
urr(r, θ)dr − a2φ(θ)
∫ 1
0
ur(r, θ)dr. (3.21)
Therefore, (3.18) comes readily from (3.20) and (3.21) and Lemmas 3.4 and 3.5. The proof is completed. 
Remark 3.2. If we can only obtain the measured data for u(1, θ), we should first get uθθ (1, θ) via some effective numerical
differentiation methods [11,12], and then reconstruct the corrosion coefficient γ by the relation γ ≈ γ0 + aγ1, with γ0 and
γ1 given by (2.4) and (2.6), respectively. We refer to [11] for details along this line.
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Fig. 2. Example 1: The solid line represents the convergence rate of ln ‖γ − γ0‖ in ln scale. The dashed line represents the convergence rate of
ln ‖γ − γ0 − aγ1‖ in ln scale.
Table 1
Example 1: The values of E0(γ ) and E1(γ ) for different a
a 0.5 0.1 0.05 0.01
E0(γ ) 0.63187 0.23646 0.13229 0.02922
E1(γ ) 0.20628 0.01814 0.00570 0.00028
4. Numerical examples
Wewill provide some numerical examples to illustrate computational performance of the two proposed approximation
methods for reconstructing γ . Throughout this section, we use the same notation as given in previous sections, and for a
function v ∈ C[0, 2pi ], denote by ‖v‖ the usual maximum norm over [0, 2pi ]. Hence,
E0(γ ) =
∥∥∥∥γ − γ0γ
∥∥∥∥ , E˜0(γ ) = ∥∥∥∥γ − γ˜0γ
∥∥∥∥ , E1(γ ) = ∥∥∥∥γ − γ0 − aγ1γ
∥∥∥∥
indicate the maximum relative errors of the corresponding approximations, respectively. In our numerical examples,
we all consider the corrosion detection problem in the form (2.2), which is derived from (1.1) under the coordinate
transformation (2.1).
Example 1. This example discusses computational performance of the reconstruction method when the current density φ
is a general function. We take φ(θ) = 2 + cos θ and γ (θ) = 1. By the method of separation of variables, we find that the
solution to the problem (2.2) (except for (2.2c)) is
u(r, θ) = 2(a+ 1) ln(ar + 1)+ (ar + 1) cos θ + 2(a+ 1),
or equivalently,
u(x, y) = (a+ 1) ln(x2 + y2)+ x+ 2(a+ 1)
in the x− y coordinate system. Hence,
u(1, θ) = 2(a+ 1) ln(a+ 1)+ (a+ 1) cos θ + 2(a+ 1),
uθθ (1, θ) = −(a+ 1) cos θ.
Plugging them into (2.4) and (2.6) we obtain
γ0(θ) = 2+ cos θ
(a+ 1)[2 ln(a+ 1)+ 2+ cos θ ] ,
γ1(θ) = (2+ cos θ)
2
(a+ 1)2[2 ln(a+ 1)+ 2+ cos θ ]2 +
2− a cos θ
(a+ 1)[2 ln(a+ 1)+ 2+ cos θ ] .
We use the above formulations to reconstruct γ for different a. In Fig. 2, the solid line represents the relation between
ln ‖γ −γ0‖ and ln(1/a), and the dashed line represents the relation between ln ‖γ −γ0−aγ1‖ and ln(1/a), fromwhich we
may conclude that the numerical results coincide with the theoretical estimates in Theorems 1 and 2. Moreover, the errors
for the two approximation methods are given in Table 1, which shows that the zero order approximation performs badly
when a is large enough (a = 0.1 or so) and well when a is thin enough (a = 0.01 or so), and the first order approximation
has better accuracy than the zero order approximation. We next consider the noise influence of the measured data u(1, θ)
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Table 2
Example 1: The values of E˜0(γ ) for different a and δ
a δ
0 0.01 0.05 0.1
0.1 0.23646 0.24387 0.27255 0.30584
0.05 0.13229 0.14074 0.17331 0.21074
0.01 0.02922 0.03874 0.07542 0.11684
Fig. 3. Example 2: The solid line represents the convergence rate of ln ‖γ − γ0‖ in ln scale. The dashed line represents the convergence rate of
ln ‖γ − γ0 − aγ1‖ in ln scale.
Table 3
Example 2: The values of E0(γ ) and E1(γ ) for different a
a 0.5 0.1 0.05 0.01
E0(γ ) 0.52566 0.17002 0.09192 0.01966
E1(γ ) 0.17599 0.01813 0.00529 0.00024
on the zero order approximation (see (3.12)–(3.13) for details). The values of E˜0(γ ) for different a and δ are presented in
Table 2, fromwhich wemay find that when a is small enough (a = 0.01 or so), even the error level δ is a little large (δ = 5%
or so), we can also reconstruct the corrosion coefficient very well.
Example 2. This example discusses computational performance of the reconstruction method when the current density φ
is a constant. We take φ(θ) = 2 and γ (θ) = 1. By the method of separation of variables, we find that the solution to the
problem (2.2) (except for (2.2c)) is
u(r, θ) = 2(a+ 1) ln(ar + 1)+ 2(a+ 1),
or equivalently,
u(x, y) = (a+ 1)(ln(x2 + y2)+ 2)
in the x − y coordinate system. Clearly it is a radial function. In this case, we see that uθθ (1, θ) = 0, from which and (2.7)
we get
γ1(θ) = γ0(θ)(γ0(θ)+ 1). (4.1)
We also have
u(1, θ) = 2(a+ 1) ln(a+ 1)+ 2(a+ 1),
and with (2.4) and (4.1) we deduce that
γ0(θ) = 1
(a+ 1)[ln(a+ 1)+ 1] ,
γ1(θ) = 1
(a+ 1)2[ln(a+ 1)+ 1]2 +
1
(a+ 1)[ln(a+ 1)+ 1] .
We use the above formulations and (3.13) to reconstruct γ for different a and δ. From the numerical results shown in
Fig. 3 and Tables 3 and 4, we may obtain the same conclusions as given in Example 1. Moreover, comparing Table 1 with
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Table 4
Example 2: The values of E˜0(γ ) for different a and δ
a δ
0 0.01 0.05 0.1
0.1 0.17002 0.17823 0.20953 0.24545
0.05 0.09192 0.10091 0.13514 0.17447
0.01 0.01966 0.02936 0.06634 0.10877
Table 5
Example 3: The values of E0(γ ) and E1(γ ) for different ε
ε 1× 100 1× 10−1 1× 10−2 1× 10−3 1× 10−4 1× 10−5 1× 10−6
E0(γ ) 0.04174 0.07196 0.47277 4.8401 48.512 485.23 4852.5
E1(γ ) 0.00134 0.00131 0.00285 0.02542 0.25368 2.5363 25.362
Table 3 and Table 2 with Table 4, we see that the approximation method mentioned here performs better in the case where
the current density φ is a constant.
Example 3. This example discusses computational performance of the reconstruction method when the minimum of the
corrosion coefficient γ (θ) is close to zero. We take a = 0.01,
φ(θ) = 200b1
101
+ (100
2 + 1012)(1004 + 1014)
10 1003
cos 2θ, γ (θ) = sin θ + 1+ ε,
with b1 = 40 402ε2+81 206ε+20 60310 000 . By the method of separation of variables again, we find that the solution to the problem
(2.2) (except for (2.2c)) is
u(r, θ) = 2b1 ln
( r
100
+ 1
)
− 101
2 + (r + 100)2
25(r + 100) sin θ +
20 201[(0.01r + 1)4 − 1]
2(r + 100)2 cos 2θ + b2,
or equivalently,
u(x, y) = b1 ln(x2 + y2)− 4y− 10 201y2005(x2 + y2) +
20 201
20 000
(x2 − y2)− 20 201(x
2 − y2)
20 000(x2 + y2)2 + b2
in the x− y coordinate system. Here b2 = 20 201ε+20 4022500 and 0 < ε ≤ 1. Therefore,
u(1, θ) = 2b1 ln 101100 −
202
25
sin θ + 20 201(1.01
4 − 1)
20 402
cos 2θ + b2,
uθθ (1, θ) = 20225 sin θ −
40 402(1.014 − 1)
10 201
cos 2θ.
Using these relations together with (2.4) and (2.7), we can derive γ0(θ) and γ1(θ) directly. Table 5 shows the dependence
of E0(γ ) and E1(γ ) on ε. From the numerical results, we may conclude that both methods perform well when ε is large
enough, as observed in Examples 1 and 2. However, when ε tends to zero, E0(γ ) and E1(γ ) tend to blow up rapidly.
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