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INTRODUCTION
Collaborations are formed in learning settings to 
meet instructional needs as well as to exploit the 
benefits (pedagogical, learning, and pragmatic) as-
sociated with collaborative learning (Stahl, 2006). 
This rationale is similar to that of organizations 
that rely on working collaborations to address dif-
ficult and challenging tasks (Salas & Fiore, 2004). 
In educational settings, collaborative learning 
environments (CLEs) have been used to promote 
participation and enhance learning. One of the main 
reasons for creating CLEs is to facilitate the devel-
AbSTRACT
The main focus of this chapter is the use of concept mapping, broadly defined to include both graphical 
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opment of professional skills that are promoted 
from group learning, such as communication, 
teamwork, decision making, leadership, valuing 
others, problem solving, negotiation, thinking 
creatively, and working as a member of a team 
(Carnevale, Gainer, & Meltzer, 1989).
Collaborative learning involves the interaction 
of two or more individuals and their environment 
with the goal of developing knowledge, skills, or 
attitudes. There is a need to assess the learning 
and interactions in order to provide feedback to 
the learners to improve collaborative interactions, 
thereby improving overall performance, and in 
order to evaluate the general efficacy of collabora-
tive learning given a specific context. Studies of 
collaboration processes have led to improved un-
derstanding about what teams do, and how and why 
they do what they do (Salas & Cannon-Bowers, 
2000). Another benefit in assessing collaborative 
learning processes is to understand the differences 
between highly successful collaboration process 
behaviors and unsuccessful process behaviors. 
From this understanding, a better collaboration 
framework can be used to inform the design, 
development, and deployment of collaborative 
learning strategies in contexts such as educational 
and workplace settings.
There is evidence that teams whose thinking is 
similar are likely to work more effectively together 
than teams whose thinking is not (Cannon-Bowers 
& Salas, 1998; Guzzo & Salas, 1995; Hackman, 
1990). The degree to which a team shares similar 
conceptualizations is seen as a key indicator of 
successful overall performance (Salas & Cannon-
Bowers, 2000). Developing learning activities 
that enhance a team’s development of shared un-
derstanding has the potential to improve a team’s 
learning and ultimately that of the individuals on 
the team. Methodologies that focus on a team 
cognition framework can provide an important 
view on collaborative processes and help guide the 
design of effective collaborative learning activi-
ties (interaction strategies) (Fiore & Salas, 2004; 
Langan-Fox, Anglim, & Wilson, 2004).
Several research studies have tried to establish 
the link between collaborative knowledge and 
collaborative processes. Research has shown that 
specific interactions, such as communication and 
coordination, mediate the development of team 
knowledge and thus mediate team performance 
(Mathieu, et al., 2000). Interactions among 
teammates coupled with shared knowledge are 
a predominate force in the construct of shared 
cognition. As teammates interact, they begin to 
share knowledge, thereby enabling them to create 
cues in a similar manner that in turn helps them 
make compatible decisions and take proper actions 
(Klimoski & Mohammed, 1994). Shared knowl-
edge can help team members in CLE by increasing 
understanding about what is occurring with the 
learning task, develop accurate expectations about 
collaborative actions, and communicate efficiently 
in the learning environment.
Collaborative learning environments are 
becoming more common in educational and 
workplace settings in order to meet the chal-
lenges created by technological and scientific 
progress. Technological advances impact how we 
do things as well as how we think. Knowledge 
used to be measured by the ability to repeat or 
recall information in many contexts. However, 
knowledge is increasingly being measured by the 
ability to efficiently find and make effective use of 
information (Simon, 1996). The former approach 
to knowledge and assessment is appropriate for 
declarative knowledge – knowing facts and the 
definitions of concepts. However, with regard to 
the ability to solve problems, especially complex, 
dynamic and ill-structured problems, the latter 
kind of knowledge is also required. The challenge 
addressed in this paper is to develop assessment 
methodologies appropriate for this latter type of 
knowledge.
Learners not only need to gain a basic under-
standing of foundational topics: they also need to 
acquire skills associated with asking meaningful 
questions that will help them develop general 
skills and attitudes. To be successful, educational 
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and training programs must focus on helping 
learners develop cognitive strategies and tools 
that will allow them to develop understanding 
and skills that will support productive thinking. 
These skills are essential to support the wide 
array of tasks such as problem solving, abstract 
reasoning, communication, and collaboration 
that learners will be required to perform to be 
successful in a workplace setting (Karoly & 
Panis, 2004).
Many individuals are trained to employ specific 
complex skills. However, there are cases in which 
the nature of certain tasks is too complicated and 
too great to be handled by an individual (Cooke, Sa-
las, Kiekel, & Bell, 2004; Stout, Cannon-Bowers, 
Salas, & Milanovich, 1999). Learning teams are 
formed not only because of the benefits of having 
collective resources (e.g., knowledge, skills, and 
diverse expertise) but also because the team ben-
efits from individual learning. Teams can provide 
the basis for improved performance, learning and 
motivation; however, developing effective teams 
is a challenge, and developing effective learning 
teams is even more challenging.
When considering activities and programs 
that focus on the development of knowledge and 
skills, it is critical to couple learning with assess-
ment (Bransford, Brown, & Cocking, 2000). As 
researchers study CLEs, it is important to study 
their effects on individuals and teams in order to 
ascertain the value of specific CLE techniques and 
approaches. Several meta-analyses have shown 
that inducing subject matter oriented discussions 
within teams is insufficient in order to success-
fully facilitate purposeful collaborative learning 
and problem solving (e.g. Johnson et al., 1981; 
Qin et al., 1995). More than simple team discus-
sions are required for effective teamwork in the 
context of solving complex problems; developing 
a shared understanding of the problem and solu-
tion approach is required. Accordingly, specific 
assessment techniques are needed to gather com-
prehensive data on the underlying processes of 
collaborative learning and problem solving, and 
consequently designing more successful instruc-
tional intervention.
In addition to measuring the products that 
are created by individuals and teams, there are 
various methods of studying the processes of 
individuals and teams (Johnson & O’Connor, 
2008a; and Savenye, Robinson, Niemczyk, & 
Atkinson, 2008). A few methods use concept maps 
to assess individuals and teams as they engage in 
collaborative learning environments.
In this chapter, we examine four method-
ologies, including: 1) Surface, Matching, and 
Deep Structure (SMD) Methodology, 2) Model 
Inspection Trace of Concepts and Relations (MI-
TOCAR) Methodology, 3) Dynamic Evaluation 
of Enhanced Problem-solving (DEEP) Methodol-
ogy, and 4) Analysis Constructed Shared Mental 
Models (ACSMM) Methodology. These methods 
capture conceptual representations of individual 
mental models and then use analytical methods 
to compare the externalized mental models in 
order to show relationships between individual 
and team knowledge representations. These four 
methods have recently been integrated into an 
online assessment toolset called HIMATT (Highly 
Interactive Model-based Assessment Tools and 
Technologies). These tools include analytical 
comparisons that are useful in representing differ-
ences and changes in cognitive problem-solving 
functions.
We present the strengths and applicability of 
each method in order to show how these tools 
are used for assessment and how they can be 
used to facilitate further mental model research 
and theory development. In this chapter we de-
scribe both knowledge and conceptual elicitation 
methods of individuals and teams, and present 
several data analysis methods that compare both 
individual and collaborative progress over time 
as well as quantitative knowledge structures at 
a given point in time. Each of these assessment 
methods employs concept maps as part of the 
conceptual system elicitation and/or part of the 
analysis results.
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bACKGROUND
Various fields of human science continually de-
velop new techniques to capture key latent vari-
ables associated with cognition. One specific area 
of interest is concerned with internal conceptual 
systems (mental models and schemata). These 
conceptual systems are theoretical constructs 
of science that are not observable. Therefore, 
individuals have to externalize their internal 
constructions, and changes in these externaliza-
tions are interpreted as changes in the underlying 
conceptual systems. In other words, researchers 
can only learn about internal conceptual systems 
if individuals communicate or externalize their 
systems (Seel, 1991). A key research interest is to 
capture and/or create conceptual representations 
of these internal conceptual systems.
The research foundation for this chapter is 
built upon: (a) a model-facilitated framework for 
developing system dynamics-based interactive 
learning environments (Milrad, Spector, & Da-
vidsen, 2002), (b) a tool to measure the structural 
and semantic similarity between concept maps 
(Ifenthaler, 2006), (c) a tool to develop a concept 
map from text and to measure structural and se-
mantic similarities (Pirnay-Dummer, 2006), (d) a 
tool to elicit annotated concept maps and problem 
conceptualizations (Spector & Koszalka, 2004), 
and (e) a method for assessing team concept maps 
and measuring shared mental models (O’Connor 
& Johnson, 2004, Johnson & O’Connor, 2008b). 
These tools address the design and the assessment 
of learning in complex problem-solving domains 
for which collaborative learning is generally well 
suited.
One analytical requirement is to compare con-
ceptual representations of one team or individual 
with the representations of another team or indi-
vidual or even with oneself at a later time. These 
analytical comparisons are made to represent 
differences and changes in cognitive functions. As 
new techniques and methods are being developed, 
the question of creating/finding a valid and reli-
able measurement of change is one of the central 
problems of conceptual systems research (Seel, 
1999). Two comparative situations merit consider-
ation: 1) a single comparison of different teams or 
individuals with another team or individual, and 2) 
the comparison of a team or individual with them-
selves over time. Accordingly, the psychological 
and educational diagnosis of internal conceptual 
systems presupposes repeated measurements of 
these systems over the course of a given process 
(Ifenthaler & Seel, 2005), both for individual and 
team performance.
Several assessment methods focus on an 
analysis of team knowledge. Most of them involve 
techniques for elicitation of conceptual models 
and also offer specific strategies on how to ana-
lyze the elicited models. To measure learning in 
a CLE, there are three measuring techniques for 
assessing individuals and teams: 1) direct process 
measures, which are the direct actions of a team; 
2) indirect process measures, which are measures 
at a specific point in time; and 3) indirect process 
measures, which are outcomes from team actions. 
(Johnson and O’Connor, 2008a).
Direct process measures directly capture the 
actions of a team. These measures are continuous, 
and the data are captured over time. Techniques 
include capturing spoken and written language, as 
well as actions taken during a collaborative learning 
activity. As the team interacts, the resultant data are 
in the form of a holistic collaborative data set.
Measuring collaborative learning processes 
indirectly involves capturing, at a specific point 
in time, team processes, as well as team char-
acteristics and team products. In other words, 
these measures are discrete, and capture a state 
or condition of the team processes at a particular 
point in time either during or after a team activ-
ity. These techniques do not directly measure 
team process but capture data that are indicative 
and linked to specific collaborative processes. 
There are two subcategories of indirect process 
measures: holistic and collective. These measures 
are focused on collecting team member responses 
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about the process and are specifically not a direct 
observation of the process.
There are three key techniques to eliciting 
knowledge related to collaborative learning pro-
cesses: (1) indirect process data, (2) characteristic 
data, and (3) product data. Indirect collaborative 
process data that describe collaborative processes 
can include factors such as communication (verbal/
non-verbal), collaborative actions, collabora-
tive behaviors, collaborative performance, and 
collaborative process. Team characteristic data 
include factors such as collaborative knowledge, 
collaborative skills, collaborative efficacy, col-
laborative attitudes, member roles, collaborative 
environment, and leadership. The elicitation tech-
niques for these types of indirect data typically 
include interviews, questionnaires, and conceptual 
modeling (Cooke, Salas, Cannon-Bowers, & 
Stout, 2000). Analyzing the quality of individual 
products can be facilitated by the use of specified 
criteria that make it possible to create a product 
rating scale that can include numerical scales, 
descriptive scales, or checklists.
Capturing conceptual models involves as-
sessing individual or team understanding about 
a given topic. Langan-Fox, Code, and Langfield-
Smith (2000) have summarized that knowledge in 
teams has been investigated by aggregate methods 
that use elicitation techniques such as cognitive 
interviewing, observation, card sorting, causal 
mapping, and pairwise ratings, along with rep-
resentation techniques such as multidimensional 
scaling and distance ratio formulas.
Use of concept maps is one of the most common 
methods for assessing collaborative knowledge 
(Herl et al., 1999; Ifenthaler, 2006; O’Connor & 
Johnson, 2004; O’ Neil et al., 2000). With con-
cept mapping, alignment of individual internal 
conceptualizations can be calculated in terms of 
the proportion of nodes and links shared between 
one concept map and another (Rowe & Cooke, 
1995). Concept maps can be used to derive patterns 
of change in shared conceptual models within a 
CLE (Johnson & O’Connor, 2008b).
In the next section, we focus on describing 
benefits of four assessment tools that use con-
cept maps to assess the progress of learning in a 
CLE. All of the methods described are intended 
to minimize the influence of the modeling tool 
or technique, although it is impossible to totally 
eliminate that influence. While the talk-aloud 
and think-aloud protocol analysis methods can 
be intended to minimize the influence of the 
method on capturing the representations, these 
older methodologies are also known to introduce 
some bias and influence. The advantage of the 
tools presented in this chapter is that, unlike think/
talk-aloud methods, the qualitative components 
have been automated and formalized. All of these 
methods are, therefore, scalable, and can be and 
have been applied to larger subject pools.
METHODOLOGY DESCRIPTIONS
The four methodologies that are described in this 
section include: 1) Surface, Matching, and Deep 
Structure (SMD) Methodology, 2) Model Inspec-
tion Trace of Concepts and Relations (MITOCAR) 
Methodology, 3) Dynamic Evaluation of Enhanced 
Problem-solving (DEEP) Methodology, and 4) 
Analysis Constructed Shared Mental Models 
(ACSMM) Methodology. While the initial need 
driving the development of each method was 
different, this section describes the methods as 
they relate to learning assessment. The methods 
employ various techniques (quantitative, qualita-
tive) but each uses concept maps as part of their 
methodological tasks.
Surface, Matching, and Deep 
Structure (SMD) Methodology
The question of a precise assessment of men-
tal models led to the development of the SMD 
Technology (Ifenthaler, 2006, 2007), which uses 
graphical representations or concept maps to assess 
individual or collaborative processes in persons 
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solving complex and ill-structured problems at 
single time points or at multiple intervals over 
time. As a basis for the assessment of models, 
SMD Technology uses graphical drawings (con-
cept maps) or natural language statements (which 
are then converted into a concept map) made by 
individuals or teams. Both the graphical drawings 
and natural language statements are transferred 
into a dataset for an automated analysis. The re-
lational (Surface Structure), structural (Matching 
Structure) and semantic (Deep Structure) analysis 
of graphical representations or concept maps use 
a computer-based and automated instrument. In 
three phases, the SMD Technology generates three 
numerical indicators for the Surface (θ), Match-
ing (μ) and Deep (δ) Structure and a standardized 
graphical re-representation of each individual or 
collaborative concept map. Additionally, various 
indicators derived from graph theory are applied to 
more precisely describe changes in individual and 
collaborative processes over time (e.g., Ifenthaler, 
Masduki, & Seel, 2008). Besides these quantita-
tive measures, SMD generates four standardized 
concept-map-like representations for qualitative 
analysis and as ready-to-use instructional ma-
terials: 1) individual or team representation, 2) 
reference or expert representation, 3) similarity 
representation (only including semantically simi-
lar propositions between individuals/teams and 
experts), and 4) contrast representation (including 
propositions which individuals/teams and experts 
do not share).
The surface structure is computed as the sum 
of all propositions (node-link-node) of an indi-
vidual or collaborative representation. θ is defined 
between 0 (no proposition) and n (n propositions 
of the representation). The matching structure is 
defined as the quantity of links of the shortest 
path between the most distant nodes of the span-
ning tree of the representation (see Harary, 1974; 
Ifenthaler et al., 2008). The complexity indicator 
μ is defined between 0 (no links) and n. The deep 
structure is computed as the semantic similarity of 
propositions (Tversky, 1977) between a domain-
specific expert representation and the individually 
or collaboratively constructed representation. The 
semantic indicator δ is defined between 0 (no 
similarity) and 1 (complete similarity). The auto-
mated analysis of the SMD Technology enables 
researchers and instructors to give immediate 
feedback during the learning process.
The basic technique involved in the SMD 
methodology involves eliciting concept maps from 
individuals at multiple intervals over time as they 
use a specific instructional intervention. SMD is 
then used to determine whether the concept maps 
for the individuals or teams changed over time and 
then to combine the concept maps of students in 
each treatment group and compare the findings 
between treatment groups and expert solutions in 
order to determine the effect (see Ifenthaler, 2006; 
Ifenthaler et al., 2008). The effects are determined 
by four analysis phases.
Phase 1: Surface Structure Analysis—The 
first level of SMD Technology is made up of the 
Surface Structure on which a rapid and economical 
assessment of the number of propositions (node-
link-node) is made possible. The Surface Structure 
θ is defined as the sum of all propositions P in an 
individual or team model.
q =
=
åPi
i
n
0
 (1)
Phase 2: Structural Properties Analysis—
The assessment of the structural properties of the 
externalized models is carried out on the Matching 
Structure. The Matching Structure μ is defined as 
the quantity of links L of the shortest path between 
the most distant nodes K of the spanning tree of 
an individual or team model.
m =max{ ( , )}
,i j
d i j  (2)
Phase 3: Deep Structure Analysis—The third 
SMD Technology level is defined as the Deep 
364
Using Concept Maps to Assess Individuals and Teams in Collaborative Learning Environments
Structure. This is the level on which the models 
are assessed in terms of their semantic structure. 
The Deep Structure δ is calculated as the similarity 
(Tversky, 1977) between an individual or shared 
team model Mgr and a domain-specific reference 
or expert model Mex .
d
a b
= Ç
Ç + × - + × -
f A B
f A B f A B f B A
( )
( ) ( ) ( )
 (3)
Phase 4: Construction of Standardized 
Representations (representative example)—For 
further qualitative analysis, SMD automatically 
constructs four standardized representations. The 
individual or team representation (see Figure 1) 
includes all nodes and links of the previously cre-
ated concept map; however, nodes and links are 
represented without overlaps and always have the 
same color and font size. The representations are 
automatically generated with the help of the open 
source graph visualization software GraphViz (see 
Ellson et al., 2003). Having a standardized repre-
sentation at hand helps researchers or instructors 
identify similarities and differences of individual 
or team representations.
The standardized reference/expert model can 
be created by one or more experts, instructors, 
or another team involved in the same problem-
solving task. The expert model is the basis for the 
semantic analysis of the SMD Technology and also 
provides a possible solution for the underlying 
problem-solving task (see Figure 2).
Figure 1. Standardized SMD representation of a team model
Figure 2. Standardized SMD representation of a reference/expert model
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In contrast to the reference model (Figure 2), 
the similarity model (Figure 3) only contains 
semantically correct nodes and links. The simi-
larity model can be used for individual or team 
self-assessment.
The contrast model includes only propositions 
that have no semantic similarity between the 
individual/team model and the reference/expert 
model (see Figure 4). Providing the contrast model 
to individuals or teams as instructional material 
can initiate or facilitate learning processes.
All four standardized representations are con-
structed “on the fly” and can be implemented in 
a learning environment.
Data Elicitation Representation: For SMD 
Cognitive structures (e.g., mental models or 
schemata) are elicited in the form of concept 
maps. The externalized models are stored pair-
wise (node-link-node) in a standardized list form 
(most concept mapping tools, (e.g., Cmap Tools, 
DEEP) support this function. Table 1 provides a 
representative example of the standardized list 
form that is used for the iterative calculations 
and detailed data analysis. The model number is 
a unique number for all pairwise stored proposi-
tions to be identified by the database and analysis 
technique.
Data Coding/Measurements: From each 
external representation (concept maps), SMD 
calculates: 1) the number of propositions in an 
individual model (Surface Structure) and 2) the 
‘diameter’ of the individually constructed con-
cept map (Matching Structure). These measures 
represent the structural complexity of the con-
cept maps. The diameter and further indicators 
(e.g., number of cycles, number of sub-models, 
Figure 3. Standardized SMD representation of a similarity model
Figure 4. Standardized SMD representation of a contrast model
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ruggedness) are derived from graph theory (see 
Harary, 1974; Ifenthaler et al., 2008). Addition-
ally, domain-dependent semantic measures are 
calculated with the help of the similarity measure 
between individual or team models and reference 
models (e.g., expert representations). SMD then 
calculates 3) the semantic similarity of single 
nodes – Vertex Matching (see Pirnay-Dummer, 
2006) and the semantic similarity of propositions 
– Deep Structure.
Data Analysis: The quantitative measures of 
the SMD Technology are generated automatically 
and stored on an SQL (structured query language) 
database. The core measures of the quantitative 
analysis include structural (number of proposi-
tions, complexity of representations) and semantic 
(correct nodes and propositions compared to a 
reference model) indicators. Further data analysis 
can be applied with standard statistical packages, 
and all stored data can also be exported into a 
spreadsheet. An in-depth qualitative analysis is 
made possible by the four standardized represen-
tations (individual/team model, expert/reference 
model, similarity model, and contrast model). 
Various validation studies have shown a high reli-
ability and validity for the SMD Technology (e.g., 
Ifenthaler, 2006, 2007; Pirnay-Dummer, 2006).
Model Inspection Trace of 
Concepts and Relations 
(MITOCAR) Methodology
Model Inspection Trace of Concepts and Relations 
(MITOCAR) (Pirnay-Dummer, 2006, 2007) is a 
tool based on mental model theory (Seel, 1991). 
One of the goals of MITOCAR is to dig deeper 
into the semantics of models, especially shared 
models within groups of experts. This is done 
during a phase of assessment and an inferential 
phase. During the assessment phase of MITOCAR, 
subjects usually go through two different rounds. 
In the first round they only provide a number of 
natural phrases (usually sentences) about their 
specific subject matter. Before the second round, 
the parser extracts the most frequent concepts from 
the text corpus of the team and connects them to 
pairs of concepts.
In the second round the subjects rate how close 
the concepts are and how sure they are about their 
assessment. The participants also cluster their 
concepts from a random list into a list of groups 
– a method that is sometimes used in knowledge 
tracking (Janetzko, 1996). Additionally, subjects 
rate the plausibility of their fellow team members’ 
source phrases.
Using the inferential modules, MITOCAR 
calculates a proximity vector that represents 
the whole model that is used to build the model 
representation (concept map). These data make 
it possible to create models, even graphical ones 
(Fruchterman & Reingold, 1991; Ganser & North, 
1999) that can then be compared in several ways 
as explained below. In addition MITOCAR 
provides a variety of analysis measures based 
on graph theory and Tversky-Similarity (Tver-
sky, 1977) to compare concept maps in general 
(not only the ones assessed by MITOCAR). For 
example, concept matching compares the use of 
terms between different models, and structural 
matching introduces an algorithm that compares 
Table 1. Raw data of the contrast model of Figure 4 stored pairwise (as propositions) 
Model number Node 1 Node 2 Link
004 nucleus animal cells contains
004 cytoplasma animal cells contains
004 plant cells cytoplasma contains
…
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concept maps in terms of structure only (provid-
ing a testing ground for hypotheses and theories 
about structure of expertise), and several density 
measures, such as the vertices-per-edge quotient 
γ (cf. Pirnay-Dummer, 2006).
The MITOCAR software tool uses natural 
language expressions as input data for model re-
representation instead of using graphical drawings 
by the subjects. This is made possible by parsing 
and corpus linguistics technologies that are similar 
to those used to implement automated learning of 
concept hierarchies from text corpora to construct 
ontology (Maedche et al, 2002). Parsing is a pro-
cess whereby text is sorted based on specific rules 
embedded in the parser. Whereas the semantic 
comparison of MITOCAR uses traditional mea-
sures of similarity (Tversky, 1977), the technol-
ogy of structural comparison, which is unique to 
MITOCAR, can compare models from different 
subject domains (Pirnay-Dummer, 2006). MITO-
CAR is able to re-represent the models graphically 
(concepts and structures) on non-directed graphs, 
and compare them by using conceptual, struc-
tural and combined similarity measures. These 
measures are controlled using different statistical 
tests and controls for homogeneity and reliability 
of the team consensus models, multidimensional 
scaling (MDS) of the proximity vectors to test for 
the representation in 2D and for the comparison 
and tracking of model complexity.
The final outputs of MITOCAR are the graphi-
cal representations to assess a team consensus 
model from any subject domain and the compari-
son between different groups of experts. For both 
outputs there are automated reports that compute, 
present and interpret all the above-mentioned 
measures. The methods of MITOCAR have been 
applied successfully to tracking user behavior in 
e-learning environments (Dummer & Ifentha-
ler, 2005) as well as supporting a needs assess-
ment (Pirnay-Dummer, 2006; Pirnay-Dummer, 
Nußbickel, in press).
Due to the modular design of MITOCAR, the 
assessment tools (re-representation of models by 
means of natural language, parsing and graph 
theory) can be separated from the inferential tools 
(comparing structures and semantics and both). 
This opens the MITOCAR technology for use on 
all kinds of model-related data.
Except of course for the interaction with the 
subjects, MITOCAR is a fully automated tool. 
Data collection, descriptors, and analysis are all 
handled on a web server. No manual effort is 
required.
The subjects write text as a number of state-
ments about a subject domain (identification). The 
statements of the whole team are rated, ranked and 
parsed for their most frequent nouns. The nouns 
are presented in a randomized list for an associa-
tion test (construction). Afterwards, the pairs of 
nouns are rated with different measures for their 
degree of association within a team (verification) 
and between teams (confrontation).
The measurements within MITOCAR are 
different ratings on relatedness and transition 
probabilities (between concepts). Models are 
stored and represented in a list form of pairwise 
concepts. The visual result is a graphical output 
of the model with no previous concept mapping 
by the subjects.
MITOCAR analyses the data to construct the 
model by generating a proximity vector. The data 
are automatically analyzed for quality (selectivity, 
homogeneity, representability) to make sure that 
MITOCAR always uses the right measures for a 
specific dataset.
In the first phase, a simple collection of state-
ments on a given subject domain is collected from 
each subject. Participants type in 15 (the number 
can be pre-determined) expressions about a given 
topic. (Expressions can contain more than one 
sentence. Experts have a tendency to write more 
text into each expression.) The prompt is similar 
every time: “Please provide us with the 15 most 
important statements on X”. Afterwards, each 
individual rates every expression from the team 
separately (peer rating). It involves three items 
for each expression:
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1.  Rate if the expressions are true
2.  Rate how related the expression is to the 
subject matter
3.  Rate how sure they are about their rating
With large sample sizes, this information can 
be used to structure the dataset a priori. With 
smaller sample sizes (usually the case in research 
on learning and instruction), the rating can be 
used as a descriptive in addition to the graphical 
model, e.g., to derive the “Top 10” statements 
from the team.
The expressions are then parsed to extract the 
nouns (as concepts), and the 30 most frequent 
terms are then used in the process.
Construction, verification, and confrontation 
are the three model-representation core modules 
within MITOCAR that are used after parsing. 
Each module provides a different perspective on 
the same set of terms, depending on the research 
question. After completing all three of these mod-
ules, the model can be created. The construction 
module can be left out for small sample sizes of 
less than 50 words because this module produces 
almost the same data as the verification module. 
The construction module is, however, manda-
tory when the research question deals directly 
with association. Confrontation and verification 
are the same methodologically. They differ only 
in the data they process: verification covers the 
within-team assessment and confrontation is for 
between-team assessments. For the confrontation 
module, the subjects deal with the set of concepts 
of another team in the confrontation module (rather 
than with the content of their own team).
Construction:In the construction phase, the 
subjects categorize a randomized list of the con-
cepts into groups which can be processed into 
model information using Markov chains: the 
instrument for the construction mode is based on 
the knowledge-tracking technology introduced 
by Janetzko (1996). The subjects are asked to go 
through the list and click on concepts that they 
associate with a meaningful group. They do not 
have to name the groups. They are asked to keep 
the number of groups as small as possible while 
still being selective as regards content. All fre-
quencies of pairs are calculated from the grouped 
list: if concept B follows concept A in a list (and 
no group separation marker is in between), then 
the pair (A, B) gets +1 added to its frequency 
value. The matrix of term frequencies can be 
transformed into basic transition probabilities 
that make it possible to build Markov chains from 
the matrix (cf. Chung, 1968). The grouped lists 
are then transferred to a paired-concepts matrix 
(just like the adjacency matrix for diameter), and 
every pair gets a plus one if they are neighbors. 
The matrix is a relative measure of the transition 
probability. The 30 strongest neighbors find their 
way into the final model representation.
Verification: In the verification module, the 
subjects rate each pair of terms from the selected 
concepts. With 30 terms, there are 435 possible 
combinations. Some of them may be rated repeat-
edly to control for reliability. Each pair is subject 
to three ratings by each individual of the team:
1.  The item of closeness describes how closely 
related two concepts are rated as being by 
the subjects on a 5-point scale
2.  For the item of contrast, the subjects rate 
how different two concepts are or to what 
extent they exclude each other (e.g., fire and 
water) on a 5-point scale
3.  The confidence rating measures how sure the 
subjects are of their ratings of contrast and 
closeness, also on a 5-point scale. Only the 
higher ratings are used in subsequent data 
analyses.
The ratings may be combined to create a matrix 
of average weights. Meaningful combinations are 
closeness & contrast, closeness & confidence, 
contrast & confidence and finally closeness & 
contrast & confidence. Depending on the quality of 
the data (which is tested before re-representation), 
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different measures may be used. For example, if 
the combined item has too much deviance or is 
inhomogeneous within a team, it will be excluded 
from re-representation. This is automatically tested 
and reported by the MITOCAR software prior to 
the model construction.
Confrontation: This module is exactly the 
same as the verification one with one important 
difference: in confrontation the pairs of terms 
come from another team (e.g., another kind of 
expert within the same domain, such as doctors 
and nurses). In general, for research questions 
which aim at contrasting different teams, the 
confrontation module may be a helpful tool.
MITOCAR uses different levels of shared 
model data validation. Multidimensional Scaling 
(MDS) is used to calculate the stress value and to 
represent the distance distribution of the concepts 
as another descriptive. The stress value from 
MDS displays how much the graphs’ distances 
resemble the real distances from the data, even on 
only two dimensions. The methodology considers 
the representation of the matrix to be sufficient 
with 30 re-represented distances, if the error is 
not much higher than 30%. The error reported by 
the MDS occurs only in representing the distance 
matrix (level of association) correctly. All other 
information drawn within the graph fits the data 
matrix completely.
MITOCAR uses Within Group ANOVA tests 
on a pair-of-concept level to test homogeneity 
(levels of agreement on items). If the within-pair 
deviation is statistically significant, the data will be 
considered to be inhomogeneous. Thus, the model 
would no longer be considered a team consensus 
model. Additionally, all ratings are also correlated 
to check for selectivity between the measures (e.g., 
between closeness and contrast).
In order to construct a shared model, the data 
matrix which generates the model’s graphical 
Figure 5. Sample output graph from MITOCAR (experts on instructional design)
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representation is referred to as the proximity 
vector. (see Figure 5)
The proximity vector contains the pairs and the 
weights that are calculated by single or combined 
measures (from closeness, contrast, confidence). 
On every link in the graph there are two numbers, 
one outside and one within brackets X (X.X): the 
first X is the normalization weight for the entire 
data set, and the second (X.X) is the normalized 
weight for just the represented graph. For example, 
for the numbers 0.40 (1.00), the 1.00 indicates that 
it is the strongest link relationship in the presented 
model (scale normalization) and 0.20 (0,00) says 
that this is the weakest link for the presented 
model; the 0.40 is the strength for the overall model 
including the parts that are not presented as well 
as the 0.20. The result 0.30 (0.50) … means that 
this is half the strength as the 1.00 and the value 
is 0.30. The link thus accounts for the measure 
of how related two concepts are, normalized on a 
scale of 0 to 1. The color also corresponds to the 
weight, ranging from red (strongest link) to blue 
(weakest link that made it into the graph). Usually 
the weakest links still have a strong weight when 
compared to the whole data matrix.
Dynamic Evaluation of 
Enhanced Problem-solving 
(DEEP) Methodology
The Dynamic Evaluation of Enhanced Problem-
solving (DEEP) (Spector & Koszalka, 2004) 
methodology is based on a view of learning as be-
coming more expert-like (Ericsson & Smith, 1991) 
and more skilled in higher-order causal reasoning 
and problem solving (Grotzer & Perkins, 2000). 
A fundamental assumption is that with regard to 
complex task performance it is possible to predict 
performance and assess relative level of expertise 
by examining a person’s conceptualization of the 
problem space (a problem conceptualization that 
suggests likely solution alternatives) for specific 
complex problems. These representations can be 
compared with prior representations or those of 
experts using the analytic techniques discussed 
with regard to MITOCAR and SMD. Moreover, 
these representations can be created by small 
teams as well as individuals, although thus far 
only the representations of individuals have been 
involved in the development and validation of the 
methodology.
In DEEP, learners, either individually or in 
small teams, are presented with a short problem 
scenario. They are asked to identify the ten or 
so most relevant factors and issues to consider 
in developing a solution. Respondents are then 
asked to describe each of these factors. Next, 
respondents are asked to indicate how the vari-
ous factors are related and to describe the nature 
of each relationship. At this point, respondents 
will have developed what amounts to annotated 
causal influence diagrams, although not all of the 
links are necessarily causal. Some links might 
be correlational or procedural or even examples 
illustrating or elaborating another node in the 
structure. Respondents are then asked two final 
reflection questions: (1) What else would you 
need to know in order to actually resolve this 
problem situation? and (2) What assumptions have 
you made in responding to this problem? These 
reflection questions serve to resolve differences 
when comparing representations. Moreover, the 
annotated nodes and links can be further analyzed 
using MITOCAR since their content is primarily 
textual.
This method was inspired by the causal influ-
ence diagrams that system dynamicists use to 
elicit domain and system knowledge from experts 
when modeling complex, dynamic systems. One 
advantage of this methodology is that it is rela-
tively simple to use and understand, minimizing 
the influence of the method on representing key 
knowledge structures.
The annotated causal representations in DEEP 
are compared with prior representations and with 
those of experts to determine the progress of 
learning. Three levels of analysis can be applied 
to these representations: surface, structural and 
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semantic. Simple counts of nodes, links, and words 
per node or link constitute a simple, surface-level 
analysis. Determining the extent of similar nodes 
and links and how they were connected constitutes 
the structural analysis. Understanding what is 
said about a particular node or link constitutes the 
semantic analysis. Because the tool allows nodes 
and links to be named according to respondent 
preferences, it is not possible to easily separate 
the structural and semantic analyses. One purpose 
of developing DEEP was to determine the extent 
to which a semantic analysis would be required 
to determine relative level of expertise, which is 
the specific purpose for collecting responses to 
the two reflective questions. Since MITOCAR, 
SMD, ACSMM, and DEEP have been integrated 
in the tool called HIMATT (Highly Interactive 
Model-based Assessment Tools and Technolo-
gies), the issue of determining the similarity of 
specific nodes can be determined by a MITOCAR 
analysis within HIMATT.
A unique aspect of the DEEP methodology is 
that it is intended for complex problems involv-
ing causal relationships that are interrelated and 
that may change over time. Moreover, a variety 
of graphical representations (e.g., semantic net-
works, flowcharts, causal diagrams) can be ac-
commodated in this methodology. The graphical 
representations are converted into standard causal 
representations (i.e., annotated causal influence 
diagrams). The reason for using causal represen-
tations as the basis for analysis is that these rep-
resentations reflect internal relationships among 
factors and components (i.e., problem dynamics), 
and causal representations can be derived from 
many other graphical representations when the 
appropriate documentation is provided (e.g., the 
descriptions of individual factors). The DEEP 
methodology supports assessments of individual 
learning in problem-centered instructional mod-
ules, which can be used in evaluating problem-
centered instructional programs (Baker, 1999; 
Herl et al., 1999). The data provide information 
about how well individual learners are doing in 
specific problem-centered modules. This enables 
teachers to adjust instructional scaffolding ap-
propriately, and enables learners to adjust their 
learning strategies. Additionally, instructional 
designers are provided with information they can 
use to make specific modifications to the structure 
and sequence of various learning activities.
Variations of this methodology have been 
effectively demonstrated in simpler domains 
(Herl et al., 1999; Novak, 1998; Schvaneveldt, 
1990). Those who have employed an analogous 
method for simpler learning tasks have relied on: 
(a) simple quantitative measures of similarity to 
expert responses (e.g., presence/absence of salient 
features and their location in a concept map); and 
(b) qualitative analysis of responses, which are 
notoriously time-intensive and costly and, con-
sequently, hardly ever used when a laboratory or 
demonstration effort of a learning environment 
or instructional system scales up to full-scale 
implementation and deployment. DEEP within 
the context of the HIMATT tool set provides more 
sophisticated quantitative measures and the basis 
for more efficient qualitative analyses.
Analysis Constructed Shared Mental 
Model (ACSMM) Methodology
The Analysis Constructed Shared Mental Model 
(ACSMM) methodology (O’Connor & John-
son, 2004; Johnson & O’Connor, 2008b) was 
developed as a method of determining shared-
ness among team members. The basic technique 
involves eliciting concept maps from individual 
teammates and then using the ACSMM phases 
to analyze the individual concept maps, thereby 
creating a single concept map that represents the 
shared components of the team.
Through concept mapping, the similarity of 
mental models can be measured in terms of the 
proportion of nodes and links shared between one 
concept map (individual mental model) and an-
other (Rowe & Cooke, 1995). By using qualitative 
techniques with an aggregate method of creating 
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an ACSMM, it is possible to have a more descrip-
tive understanding than can be attained by using 
quantitative techniques.
The ACSMM technique transforms individual 
mental models into a team sharedness map without 
losing the original perspective of the individual, 
thereby representing a more accurate representa-
tion of team sharedness. The methodology includes 
several phases: elicitation design and preparation, 
elicitation of individual team member mental 
models, coding of individual data, analysis of 
data to determine what is shared among team 
members, and construction of the team conceptual 
representation.
Phase I: Elicitation Design—Before eliciting 
mental models, a few critical design issues related 
to the elicitation of concept maps (i.e., develop-
ing mapping skills and determining mapping 
techniques) should be considered. It is important 
that the learners have an understanding of how to 
create a concept map. In order for an individual to 
create a concept map, it is reasonable to provide 
them with an example explaining the notion of a 
concept and link and a proposition explaining the 
relationship between concepts. Guided practice is 
provided on how to create a generic concept map. 
This practice is provided only if needed. Learners 
then create a very simple concept map in order 
to practice this skill. Then the learners receive 
feedback related to their general concept mapping 
technique. Feedback as to the quality, depth, or 
quality of their logic is not provided.
The next step involves considering how the 
maps are to be elicited. Depending on the assess-
ment goals, concept-mapping techniques could 
fit along a continuum from totally unconstrained 
(where the learner simply creates their concept 
map) to fully constrained (where the learner 
only uses concepts in their own maps that have 
been provided from other concept maps). If the 
assessment requires a fully constrained or semi-
constrained concept map, a topic analysis is per-
formed to generate the list of related terms that will 
be provided to the learners to use in their concept 
maps. An analysis of a topic involves focusing on 
determining the various components of a concept 
and the logical relationships between concepts, 
if there are any. Topics can be ill-structured and 
allow for multiple logical arrangements. Once 
the components of the topic have been generated, 
these terms can be used to help elicit individual 
mental models.
Data analysis of fully constrained maps is 
easier to carry out because the set of terms used 
by each learner is the same. However, this only 
allows individuals to represent their concept maps 
based on the concepts that are provided to them, 
and they are not allowed to add any additional 
terms. This may inhibit a full elicitation of each 
individual learner.
Phase 2: Individually Constructed Mental 
Model (ICMM) Elicitation—If the learners have 
the skills to create concept maps, they are ready to 
create their ICMM. Individually, learners are asked 
to create their concept maps. They are provided 
with the materials (such as paper and pens) needed 
to create these maps. Creating a well-thought-out 
map may take approximately 30 minutes, depend-
ing on the complexity of the topic.
Phase 3: ICMM Coding—There are many 
components for coding concept maps. In this 
section we present the general framework for 
ACSMM coding. Refer to the work of Johnson 
and O’Connor (2008b) for specific details and 
examples of coding.
Coding of the individual maps is required in or-
der to compare and measure a degree of sharedness 
in individual maps. The ACSMM method accounts 
for map relatedness at the concept, link, and cluster 
levels. Because maps are so unique, the coding 
strives to reduce the logical, spatial, and structural 
information and code them so that comparisons 
between maps can be made. The coding process 
involves documenting the explicit information on 
the maps as well as making assessments regarding 
implicit information. This assessment allows for 
explication of implicit relationships by considering 
the spatial, structural and logical information in 
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the map. The coding process involves studying 
concepts, links, and clusters within each ICMM. 
The process of coding is much like the process 
of interpretation. Each map is analyzed, and 
then the researcher codes their interpretation in a 
spreadsheet or other appropriate tool. The coding 
factors include (1) concepts, (2) links, and (3) 
clusters (see Figure 6). In addition, the coding 
process considers coding the explicit data (for 
concepts and links) and coding the implicit data 
(for links and clusters).
Factor 1: Coding concepts. Concepts (nodes) 
are the terms used in the concept maps result-
ing from the topic analysis and/or those added 
by individual team members. Concept (explicit 
individual nodes) coding involves listing the 
concepts from a given map. All terms that are 
used in a map are coded by documenting them as 
concepts. If the elicitations were not constrained 
(i.e., if individuals could include any term they 
wanted), then concept coding would also involve 
resolving like and similar terms.
Factor 2: Coding links. Links consist of two 
concepts (nodes) and one connector (lines, unidi-
rectional and bidirectional arrows). A link refers 
to a node-connector-node combination, indicating 
a relationship between the two nodes. Links can 
be included in a concept map in many different 
ways: simple explicit links, complex explicit links, 
complex links containing open-end connectors, 
and implicit links.
The descriptors that are used to describe the 
relationship between concepts are a key part of 
concept maps. Explicit links may or may not be 
labeled by a descriptor describing the relationship 
between the nodes. If a label is present, it is coded 
Figure 6. Example of ICMM and coding for select items
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and can be included in the data analysis. While 
we have categorized several types of links, the 
most common links include simple explicit links, 
complex explicit links, and implicit links.
Simple explicit links are merely a connec-
tor (with or without arrowheads) between two 
concepts. There can be three types of simple 
explicit links: lines, unidirectional arrows, and 
bidirectional arrows.
Complex explicit links are two concepts related 
through two or more intersecting/shared connec-
tors that do not intersect with another concept 
before establishing the link. These complex links 
may also include cases where multiple connectors 
intersect/share in a bracket, branch, or open-ended 
fashion.
Implicit links primarily focus on concepts that 
are related spatially. However, implicit links are 
determined not only by their spatial relationships, 
but also by their structural and logical relation-
ships. Because of the complexity and difficulty of 
creating concept maps, there are cases in which 
maps seem to have meaning but this meaning is 
not explicit in the structure of the map. A common 
example is when there are three concepts (that are 
juxtaposed) that do not have lines connecting them. 
In order to make meaning of the map, the coder 
uses a technique for coding implicit links and clus-
ters relying on consideration of the map’s spatial 
orientation, structure, and semantic logic.
As a guideline for coding, before an implicit 
link (or cluster) is coded, the coder should check 
for (1) logic and spatial congruency or (2) logic 
and structural congruency. At least one of these 
guidelines must be satisfied before coding implicit 
clusters or links. Spatial determination of implicit 
links depends on the orientation of the concepts 
within the context of the concept map. Implicitly 
related concepts are generally placed more closely 
together compared to concepts surrounding them 
and other concepts within the map. In terms of 
structural support, implicitly related concepts have 
either no explicit structural support or a limited 
explicit structural/spatial support. Concepts are 
often placed adjacent (node-node) to another 
without the connector relationship. In the case of 
open-ended links, the incomplete structural sup-
port is interpreted as complete so long as there is 
a logical relationship between the concepts. The 
logic component for determining implicit links 
refers to the conceptual relationship among the 
nodes in the identified implicit link. The conceptual 
relationship does not have to be complete, but it 
does need to have good logic.
Factor 3: Coding clusters. After links are 
coded, maps are analyzed in search of indicators of 
more complex knowledge than what is represented 
by the combination of simple and/or complex 
node-connector-nodes. Clusters are minimally 
two connectors bridging three or more concepts. 
Clusters can include simple links, complex links, 
explicit links, implicit links, or a combination 
of any link types. Like implicit links, three key 
components must be considered when identifying 
clusters: spatial, structural, and semantic logic 
information.
Explicit clusters may contain a combination 
of connectors (non-directional, unidirectional, 
bidirectional, brackets, or branches). Explicit 
clusters may be identified by structural cues such 
as circles drawn around a group of concepts, 
prepositional descriptors, or other notations 
provided by the individual creating the ICMM. 
Clusters may consist of closed loop or triangulated 
relationships between concepts. Implicit clusters 
contain three or more concepts placed adjacent 
to one another, thus providing spatial support in 
addition to logical support.
Phase 4: Shared Analysis—After coding 
the ICMMs, the next step involves an analysis 
of the ICMM dataset to determine which items 
were shared by team members. The data tables 
resulting from ICMM coding are compared for 
similarity across team members. Start with a 
sharedness criterion of 50%. Then determine the 
shared items for that sharedness level. Depending 
on the sharedness level sensitivity, the level can 
be adjusted up or down to increase or decrease 
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the sensitivity. The percentage or number of learn-
ers sharing each item is recorded, and all shared 
items are carried forward for use in constructing 
the representation of the team’s shared mental 
model, the ACSMM.
Phase 5: ACSMM Construction—The analy-
sis constructed shared mental model (ACSMM) is 
constructed from the shared ICMM dataset gener-
ated in Phase 4. This construction process includes 
the following steps: 1) List Shared Concepts, 2) 
Configure Shared Clusters, 3) Configure Shared 
Links, and 4) Configure Non-linked Concepts (see 
Figure 7). The ACSMM methodology is repeated 
for each subsequent set of concept maps. Once the 
sharedness among all ICMMs has been identified, 
the analysis constructed shared mental models can 
be compared by looking at change over time for a 
specific team, or the ACSMMs can be compared 
among teams to show variation of shared mental 
models among the learners.
FUTURE TRENDS
The manner in which concept-mapping tools are 
used to assess individuals and teams in collabora-
tive learning environments continues to evolve, 
especially as workplace and educational organiza-
tions continue to place more emphasis on the use 
of learning collaboration. As more attention shifts 
towards collaborative learning environments, 
not only will this increased interest provide new 
opportunities for research and development of 
CLE, but it will also bring a more critical view of 
CLE, thereby exposing various systemic weak-
nesses as well as strengths. Future developments 
need to consider this new attention in the push to 
establish the viability and efficacy of collabora-
tive learning environments. To establish a strong 
foundation for CLE claims, well-developed and 
empirically driven research tools (like the ones 
presented in this chapter) are needed to frame and 
carry out studies that will solidify the strategies 
and techniques espoused in CLE. Using these 
tools, we can better understand the underlying 
mechanisms and processes that take place within 
CLE, including the mental states that individuals 
and teams go through when collaborating.
There are several key trends that focus on using 
concept mapping assessment tools in CLEs.
Trend 1: Mental model comparisons—A key 
trend for CLEs is the exploration of the effects 
of interactions among individuals as well as a 
comparison of interaction patterns across teams. 
Figure 7. AC-SMM constructed from shared data resulting from hypothetical member ICMMs
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Used as indirect measures (Johnson & O’Connor, 
2008a), concept mapping assessment tools are 
being used to capture collaborative processes and 
used to compare processes across varying levels 
of expertise for individuals and teams. These 
process comparisons will enable researchers and 
developers to see how different individuals and 
collaborators interact in different CLEs. With this 
knowledge, process support mechanisms can be 
implemented to enhance the effects of CLEs.
In addition to process measures, state measures 
can be captured and then compared using concept 
mapping assessment tools. These comparisons 
can look at mental models of individual and 
teams with themselves and with an expert model. 
These comparisons will show developmental 
convergence along an expertise continuum, and 
will help explicate the states of individuals and 
teams as they engage in learning difficult and 
challenging tasks.
Trend 2: Learner feedback—In parallel with 
the comparisons trend above, concept mapping 
assessment tools can be used to provide feedback 
to learners. Such feedback can include information 
on how a specific collaboration is interacting and 
also progressing. In order to support a learning 
collaboration, feedback can be presented as a syn-
thesis of information from expert collaborations 
related to interaction and progress. This feedback 
can be used as a means of coaching individuals 
and teams on how they are doing (progress) as 
well as what to do (interactions) with a target of 
supporting the development of a collaborative 
learning strategy.
Trend 3: Methodology comparison re-
search—An important trend is that of developing 
an understanding of the various concept mapping 
assessment tools with respect to each method’s 
strengths, unique characteristics, and collective 
viability. The authors have set up a series of com-
parative studies to address these issues. A series 
of pair-wise comparative studies are followed in 
order to detect analytical differences among the 
methodologies. The two points of method com-
parisons are focused on data conversion techniques 
and data analysis techniques.
Each of these methodologies has been used in 
specific settings; however, the work represented 
in these comparisons is the first project utiliz-
ing a single set of data to compare the results of 
these four methodologies. There are six studies 
involving two parts each. These studies compare 
the following pairs of methods: 1) ACSMM & 
MITOCAR, 2) SMD & MITOCAR, 3) ACSMM & 
SMD, 4) DEEP & SMD, 5) DEEP & MITOCAR, 
and 6) DEEP & ACSMM.
The first consideration is the data analysis tech-
niques. Since each method has different techniques 
for data conversion prior to data analysis, the 
initial comparison among the methods will focus 
on the specific analytic techniques employed. As 
such, the comparisons will begin with the same 
dataset in order to control for the analysis phase 
of each method. This will involve taking a set of 
decomposed data from concept maps or natural 
language, and the analysis techniques used in 
each method will be employed and the output 
compared.
The second consideration compares the data 
conversion techniques. This will involve collecting 
data according to the method specifications and 
then going through the process of data conver-
sion. The converted data will then be compared 
for similarities and differences.
For example, the application of the SMD-
Technology in different subject domains and the 
comparison with other quantitative methodologies, 
such as MITOCAR, or qualitative methodologies, 
such as ACSMM and DEEP, could cross-validate 
the SMD-Technology (and vice versa) and give 
a more detailed understanding of the changes of 
mental models within individuals and teams.
CONCLUSION
The goal of integrating SMD, MITOCAR, DEEP, 
and ACSMM is to develop extensive datasets that 
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can be used by multiple researchers and develop-
ers to carry out their work of understanding and 
creating CLEs to facilitate learning. Additionally, 
the integration of concept mapping assessment 
tools together will collectively evolve to include 
several different problem scenarios and many 
points of comparison, thereby helping research-
ers and developers understand the implications 
of various CLEs. In other words, this stream of 
research and development will provide guidance 
for practitioners to select the appropriate concept 
mapping assessment tools that can be used in col-
laborative learning environments.
From the integration of these tools, we hope 
to better qualitatively and quantitatively represent 
individual and team mental models, thereby fa-
cilitating greater understanding of the notion of 
collaborative team processes and the development 
of mental models. Further, by comparing teams 
at various points during collaboration processes, 
we should be able to determine how collaborative 
mental models change over time. With each tool, 
one can test both the progression/development 
of conceptual representations with each other 
from the initial state to the post state and the 
similarities among the individually constructed 
conceptual representations. Not only will this 
information benefit further study in individual 
and team dynamics, but also (if we can identify 
how team mental models change over time and 
find indicators of why they change) we should be 
able to develop methods for improving overall 
individual and team learning.
Conducting a cross validation of these assess-
ment tools will give us the quantitative control 
for these assessment tools as well as qualitative 
control for quantitative assessment tools. With 
this evidence, we will have validated tools to 
understand the impact and value of collaborative 
learning environments on both individuals and 
teammates. With this understanding, we will be 
in a position to modify and adjust CLE techniques 
to best improve learning. This also includes the 
use of the tools to carry out individual and team 
assessment as a means of providing feedback to 
support optimal learning gains from a CLE.
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KEY TERMS AND DEFINITIONS
Assessment of Learning: activities of measur-
ing learning achievement, performance, outcomes, 
and processes with the intent to provide feedback 
it improve or reinforce learning.
Collaboration: two or more individuals work-
ing together to achieve a common goal.
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Collaborative Learning Process: actions 
and interactions performed by members during 
the collaborative learning task.
Collective Data Collection: obtaining data 
first from an individual and then the data are later 
aggregated or manipulated into a representation 
of the collaboration as a whole.
Direct Process Measure: continuous elici-
tation of data from beginning to end of collab-
orative process; direct process measures involve 
videotaping, audio taping, direct observation or 
a combination of these methods.
Holistic Data Collection: obtaining data 
from collaboration as a whole; as this type of 
data collection results in a representation of the 
group rather than an individual, there is no need 
for aggregating or manipulating data.
Indirect Process Measure: measure at a 
specific instance during a process; often involves 
multiple instances; may measure processes, 
outcomes, products, or other factors related to 
collaborative processes.
List Form: data of concept maps stored pair-
wise (as propositions) for analysis with various 
tools and technologies.
Proposition: unit of a concept map containing 
node – link – node.
Similarity Measure: quantity that reflects the 
strength of relationships between two concept 
maps or features of concept maps.
