In this work, we aim to study the thermal properties of materials using classical molecular dynamics simulations and specialized numerical methods. We focus primarily on the thermal conductivity κ using non-equilibrium molecular dynamics to study the response of a crystalline solid, namely hematite (α-Fe 2 O 3 ), to an imposed heat flux as is the case in real life applications. We present a methodology for the calculation of κ as well as an adapted potential for hematite. Taking into account the size of the simulation box, we show that not only the longitudinal size (in the direction of the heat flux) but also the transverse size plays a role in the determination of κ and should be converged properly in order to have reliable results. Moreover we propose a comparison of thermal conductivity calculations in two different crystallographic directions to highlight the spatial anisotropy and we investigate the non-linear temperature behavior typically observed in NEMD methods.
I. INTRODUCTION
From ab initio calculations of material properties to finite-element models of macroscopic systems, numerical studies of the thermal transport are motivated by the wide range of technological applications. Examples of such applications are found in nanoelectronics 1 , aerospace 2 , automotive 3 and building sector 4 . Therefore, being able to model the heat transfer and predict thermal properties presents a definite advantage for designing or improving materials and industrial processes.
NEMD methods have been applied to thermal conductivity calculations since the beginning of the 1980s 5 and a number of different algorithms have been developed 6 . Two main approaches can be identified: imposing the temperature gradient or imposing the heat flux.
The latter approach has the advantage of a faster convergence 7 and two of its algorithms are now commonly applied 6 : the particle velocity exchange presented in 8 and the heat source and heat sink method described in 9 , 10 and 11 . Here we make use of the source and sink method which was first developed for amorphous materials and simple Lennard-Jones (LJ) liquids and has been generalized to simple crystals, e.g. FCC Cu, Ag, Au, etc. in [12] [13] [14] [15] and, in some cases, to more complex structures such as tetragonal ZrO 2 16 or zeolitic imidazolate frameworks in 17 .
The work reported here is part of a wider effort which aims to predict the material-lubricant interactions involved in the operation of a car engine by determining numerically the thermal conductivity of the different parts. As such, we focused in a first step on developing a methodology that we then applied to iron oxide (hematite) as a model material for the surface of the solid parts of the engine and we considered a temperature range between 300 and 500 K. In addition to its industrial and technological importance 18 , in recent years hematite has been subject to a renewed interest due to discoveries concerning the geological structure and mineral properties of Mars [19] [20] [21] . Bulk hematite (α-Fe 2 O 3 ), of space group R3c(167) , has a crystal structure that can be indexed as hexagonal with a unit cell consisting of 6 formula units in which the oxygen ions lie approximately in a hexagonal close-packed framework while the iron ions are positioned symetrically in two-thirds of the octahedral interstices 22, 23 . We chose to model this material using an empirical interatomic potential that we adapted and tested.
The main objective of the study was to put together a set of methods and tools for the calculation of the thermal conductivity of a crystal based on a previous work on amorphous materials by non equilibrium molecular dynamics (NEMD) 9 . We considered the influence of sample size, temperature and crystallographic orientation and we present a step by step methodology.
The paper is divided into three sections. In the first section we describe the NEMD algorithm and methodology, the empirical potential used to model the material and the numerical methods applied to circumvent sample size effects. In the second part we present and discuss our results on the thermal conductivity of hematite single crystals, its temperature dependence, the spatial anisotropy and the nonlinear behavior observed in specific regions of the simulation box. Finally, we draw the major conclusions in the last section.
II. NUMERICAL METHODS

A. Molecular dynamics and NEMD
Classical molecular dynamics (MD) is a very popular method providing atomic-scale information on material properties and processes. Based on the integration of the Newton equations of motion at the atomic level, it allows to use relatively large simulation boxes compared to first-principles calculations. In non equilibrium molecular dynamics (NEMD) one or several internal variables are constrained to keep the system out of the equilibrium state. In our case we use the standard velocity-Verlet algorithm for time integration with a time step of 0.6 fs and we apply the method described in 9 for the determination of the thermal conductivity κ . The first step is choosing the direction of the heat flux. Here we will start by considering the z direction, parallel to the [001] crystallographic direction in the hexagonal lattice of hematite. Then we define two plates positioned at 1/4 and 3/4 of the simulation box length and orthogonal to the z axis. Periodic boundary conditions (PBC) are applied in every direction. At each time step, one of these plates receives a fixed amount of energy ∆ǫ while the same amount is subtracted from the other. This is done by constantly rescaling the velocities of the atoms within the plates. This effectively results in imposing a heat flux across the box and parallel to the z direction. Care is taken to prevent a drift of the center of mass caused by the velocity rescaling. For a particle i in the hot plate P + , the rescaling can be expressed as
where v i is the updated velocity, v G the velocity of the center of mass of the ensemble of particles in P + and
Of course, in the case of the cold plate P − , ∆ǫ should be subtracted. The non-translational kinetic energy E P + is given by To keep track of the temperature profile along the z axis, the box is divided into a set of slices in which the local temperature is computed, as summarized in figure 1 . The width a of those slices, and therefore the number of atoms in each of them, affects the temperature calculation. A larger number of atoms provides better statistics and so allows to reduce the time over which the values need to be averaged. But to obtain a detailed temperature profile the number of slices has to be large enough and therefore their width is limited. In order to eliminate this constraint we introduce several sets of overlapping bins, as described in figure   2 . This allows to increase the temperature profile resolution without decreasing the number of atoms per slice. We find that 4 sets of 12 slices is a good compromise between precision and computational effort. to correct a large drift of the total energy of the system observed in long-term simulations.
However, in the present work we observe a moderate difference between the initial and final values of the total energy (of the order of 10 −4 %). This is due to the length of our simulations which is less than 10 ns and to the relatively small value of the time step chosen to ensure energy conservation.
The application of such a method takes its toll on numerical performance. Indeed the permanent temperature rescaling in the heat source and heat sink and the local temperature computation in each slice are time consuming. And with the constraints of stationarization and averaging, the time cost is a primary issue. Some of the simulations performed as part of this work required more than 100000 CPU hours individually. All molecular dynamics simulations were conducted using a modified version of the LAMMPS package 26 (based on version may 2015).
B. Interaction potential
To perform molecular dynamics on an ionic crystal such as hematite one needs to apply an interatomic potential defined to model the structure of the material as well as its physical
properties. As mentioned in section I, we consider a hexagonal unit cell with 6 formula units 
The parameters of the potential were initially fitted on the experimental lattice constants, atomic positions and elastic constants using free energy minimization 29 and other empirical fitting methods implemented in the GULP package [30] [31] [32] . These methods allow to fit the potential on a structure relaxed at a finite temperature taking into acount quantities such as 
C. Finite size effects
With a band gap of 2.1 eV 22 , the heat transport in hematite is primarily described by the lattice thermal conductivity which, in turn, is determined by the phonon transport. When performing NEMD on a finite simulation box, the phonon mean free path (MFP), which is the average distance a phonon travels before being scattered, is of particular importance.
Phonons with different MFPs contribute differently to the thermal transport and in some materials the MFP of the contributing phonons can take values larger than several hundred nanometers 40, 41 . The NEMD method, as described in the previous sections, requires that two plates be defined at one quarter and three quarters of the box length to serve as heat source and sink. It would therefore be necessary to have a simulation box twice as long as the length of the largest contributing MFP. These scales are very difficult to handle in molecular dynamics simulations since the simulations would require enormous computing resources and very long execution times. We studied the effect of finite box dimensions in the direction perpendicular to the heat flux and we applied the method proposed by ) which should be reasonably low (< 5). We computed the 6x6 matrix of the elastic constants as described in section II B and obtained the following ratio:
which shows that our material is perfectly suited for NEMD methods and is not prone to the divergence issues described in 42 .
III. RESULTS AND DISCUSSION
A. Size-dependent simulations
As explained in the previous section, the calculation of κ requires two steps. First a number of size-dependent simulations, then a size-independent extrapolation. In figure 4 the thermal conductivity at 300 K is shown as a function of the box size in the directions both orthogonal and parallel to the heat flux. One can observe a quick convergence of κ as a function of the lateral size, and we fixed this size to 30Å for the rest of the study. As for the evolution of κ as a function of L, the size parallel to the heat flux (horizontal axis in figure 4) , it requires the application of the extrapolation method discussed in section II C.
A plot of 1/κ against 1/L is presented in figure 5 showing the calculated values and the extrapolated curve with a logscale x axis. The corresponding value of κ is calculated to be 
B. Temperature dependence
In order to determine the temperature dependence of κ in the range 300 to 500 K, it is in principle necessary to apply the previously described procedure for several temperatures.
But taking into account the computational cost of such a brute force method, we propose an optimized approach where a full study is conducted at 300 K and 500 K but only a partial analysis is done in between. Applying the full extrapolation procedure at the limits of the range provides a validation of its applicability. Assuming that the thermal conductivity follows the same behavior at the intermediate temperatures, we perform only a limited number of simulations at the lowest and highest box sizes for those temperatures providing thus the start and end points for the extrapolation. The results are coherent as can be observed in figure 6 and validate the approach. We estimate that proceeding in this way required 30 to 40 % less computational time than a full study. 
D. Non-linearity
As can be observed in figure 3 , the temperature profile exhibits a nonlinear behavior near the source and the sink. This behavior has been partially explained by phonon scattering in previous studies 6, 40 . In order to calculate the temperature gradient and apply Fourier's law, it is thus necessary to consider the profile far enough from those non-linear areas. Our experience led us to choose an "exclusion" distance equal to the width a of the tempera- ture bins (heat source and sink included). Indeed, we found that this specific choice was appropriate in most of the simulations performed in this work, independently of the actual value of a. Moreover, investigating the evolution of the non-linearity as a function of time, we find that in the case of long enough simulations this non-linearity decreases significantly even after the system is considered to have reached the steady state. Figure 9 shows the evolution of the time-averaged temperature profile in a 140 nm long simulation box made of a 6x6x105 supercell (113000 atoms) during simulations lasting up to 7.8 ns.
The area between the temperature curve and the linear regression (colored area in figure 9) was calculated to quantify the non-linearity. Figure 10 shows the evolution of this quantity, starting after the stationarization. The value peaks around 3 ns and decreases afterwards, until a minimum value is reached. We have observed this evolution with time for different system sizes. Thus it appears that the non-linearity of the temperature gradient close to the source and the sink can partly be characterized as a slow transient phenomenon. 
E. Conclusion
A detailed methodology has been presented for the determination of the thermal con- 
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