We consider the inversion of block tridiagonal, block Toeplitz matrices and comment on the behaviour of these inverses as one moves away from the diagonal. Using matrix Möbius transformations, we first present an O(1) representation (with respect to the number of block rows and block columns) for the inverse matrix and subsequently use this representation to characterize the inverse matrix. There are four symmetry-distinct cases where the blocks of the inverse matrix (i) decay to zero on both sides of the diagonal, (ii) oscillate on both sides, (iii) decay on one side and oscillate on the other and (iv) decay on one side and grow on the other. This characterization exposes the necessary conditions for the inverse matrix to be numerically banded and may also aid in the design of preconditioners and fast algorithms. Finally, we present numerical examples of these matrix types.
Introduction
Block tridiagonal, block Toeplitz matrices, i.e., matrices with the form 
have numerous applications in computational physics. The most notable example is in finite difference methods (particularly for high-order and/or multi-dimensional stencils) [1] [2] [3] [4] [5] , where solving a differential equation becomes tantamount to solving the linear system ⃗ = ⃗ u f T . More recently, and of particular interest to us, block tridiagonal, block Toeplitz matrices have appeared in condensed matter systems [6] [7] [8] [9] [10] and in charge transfer processes [11] [12] [13] [14] . Unlike in the case of finite difference methods, these applications stipulate dense A, B and C matrices, and explicitly require all or part of − T 1 if, for example, the density of states is desired [9, 10] . Consequently, the characterization and analysis of − T 1 (for general matrix blocks A, B and C) can aid these studies by facilitating accelerated inversion algorithms and/or better preconditioners.
Abstractly, block tridiagonal, block Toeplitz matrices belong to the class of block quasiseparable matrices, which, along with their scalar (1 × 1 block) specializations, have been independently studied in their own right [15] [16] [17] . The common feature of (block) quasiseparable matrices is that they can be represented by a set of N O( ) generators, where there are N (block) rows and (block) columns in the matrices. In other words, the entire matrix can be calculated from these N O( ) generators. The choice of generators is not unique for a given (block) quasi-separable matrix [16, 18] , and some generators may have beneficial numerical or analytical properties [16, 19] .
For example, (block) tridiagonal matrices and their inverses, which are all (block) quasiseparable, have been extensively studied [1-5, 16, 20-34] . The N O( ) generators for the (block) tridiagonal matrix T are usually its diagonal, sub-diagonal, and super-diagonal elements (blocks), whereas several different representations are often used to generate − T 1 . As analyzed in [2, 4, 16, 19, 31, 35] , some of these representations produce numerically stable algorithms for calculating
; however, others do not. There are fewer general results regarding the behaviour of − of Möbius transformations from complex variables [45] and have been primarily used in computational physics to examine the electronic properties of surfaces and/or interfaces [9, 10, 44, 46] , including electron transport and tunneling magnetoresistance. In a more mathematical context, these studies employed MMTs to calculate various diagonal blocks of
We build on these computational results to show that MMTs generate the canonical N O( ) generators, thereby providing an O(1) representation for all of Three other properties and results of complex Möbius transformations also generalize to MMTs. First, it can easily be shown that the action of MMTs on matrices is associative; i.e.,
for any two MMTs M 1 and M 2 and where M M 1 2 is the canonical matrix product. Second, MMTs correspond to linear transformations when z is expressed in a 'projective form' [43] . To see this, we choose M × M matrices x and y with y invertible such that = − z xy We use an arrow → ( ) to denote conversion to or from a projective form. As in the complex case, the choice of x and y is not unique; for any invertible M × M matrix Q, ( ) zQ Q T is also a projective form for z. These projective forms will be invaluable below because they allow the use of linear algebra to understand the behaviour of MMTs. Third, the fixed points of MMTs are critical to our results, where z is a fixed point of M if it satisfies
For simplicity, we now restrict our attention to MMTs with non-singular, diagonalizable matrix representations and develop three theorems that will be useful in section 3. The first theorem shows that the fixed points of a MMT correspond to invariant subspaces [47] of M. The second theorem provides results on the spectra of matrices related to the fixed points of a MMT. Finally, the third theorem generalizes and amends some results of [44] regarding the convergence to a fixed point by repeated application of a MMT. These theorems enable our characterization of the inverses of block tridiagonal, block Toeplitz matrices.
Before presenting the theorems, we introduce invariant subspaces and discuss some of their properties. For [47] . When M is diagonalizable, each M-invariant subspace has a basis that consists solely of eigenvectors of M [47] ; we can further associate the eigenvalues of these eigenvectors with the M-invariant subspace. The number of M-invariant subspaces is either finite (when all eigenvalues of M are simple) or uncountably infinite (when there are degenerate eigenvalues) [47] . .
Proof. The proof is presented in appendix C. □
Block quasi-separable matrices
Here we present several definitions and facts regarding block quasi-separable matrices. A block quasi-separable matrix T has the form [16] refer to the block row and block column, respectively. It should be evident from equation (7) that the strictly upper triangular part of T is independent of the strictly lower triangular part. Furthermore, the inverse of a block quasi-separable matrix is also block quasiseparable [16] .
Block tridiagonal matrices are a specific type of block quasi-separable matrix satisfying
Generators for T are usually chosen to be the diagonal, subdiagonal, and super-diagonal blocks of the matrix. Because the inverse of a block tridiagonal matrix is also block quasi-separable, the inversion of T amounts to finding and computing the generators of
. Several choices have been used in the literature [2, 4, 16, 19, 21, [24] [25] [26] [27] ]; herein we focus on a numerically stable [19] choice where
1 constitute a set of generators for
is a Schur complement [48] , which is well known from techniques for solving linear systems with block matrices (such as block Gaussian elimination).
Inverses of block tridiagonal, block Toeplitz matrices
Having discussed representations for the inverse of a block tridiagonal matrix T, we now impose block Toeplitz structure and consider matrices with the form of equation (1). As stated in the introduction, we assume that the diagonal (A), sub-diagonal (B), and super-diagonal (C) blocks are invertible. 
1 1
Applying this equation recursively and exploiting associativity of MMTs (equation (4)),
In this sense, Δ U generates the Δ { } j sequence, which contains some of the generators for (10) and (11) 
From the first row, Λ = CY X , such that Λ = − X CY 1 . Because any set of M eigenvectors is linearly independent, any set of M columns of Y is also linearly independent.
Fourth and finally, we show that the M rows of a coefficient matrix of 0 for Δ U corresponding to the M largest (in magnitude) eigenvalues of Δ U are linearly independent. Recall that the coefficient matrix is given by = − c P 00ˆ1 , where 0 is a projective form for 0. We can partition P and 
where blocks denoted by * will not be needed. If we choose
to be our projective form for 0, we have
The bottom M rows of ĉ 0 are clearly linearly independent. MMTs provide insight into this matrix ratio.
2 . Suppose, furthermore, that the Δ { } j sequence converges to Δ ∞ as j becomes large, where Δ ∞ is the fixed point of Δ U associated with the eigenvalues
. The conditions for this to occur are detailed in theorem 3, and we will return to the case where Δ { } j does not converge later. Thus, for j sufficiently larger than 1 (corresponding to blocks away from the top of
A careful inspection of the MMT Δ U (equation (9) With regard to the eigenvalues that determine the behaviour of
; the upper and lower triangular parts of 
. These two possibilities respectively lead to λ =
, in turn corresponding to oscillation in both parts or oscillation in the lower triangular part and decay in the upper triangular part.
can also be >1, = 1, or <1, respectively. We now see that 
. Blocks far off the diagonal will be multiplied by many of these matrix ratios, which has the same average effect as when the sequences actually converge to the fixed points.
The following theorem summarizes this characterization scheme for − T 1 and is the primary contribution of our work. (9) and (12), respectively, provide an O(1) representation of 
Finally, we conclude this subsection with two comments on the behaviour of
. First, if − T 1 decays in both parts, the decay rates on either side of the diagonal are not required to be equal. As we discuss further in the next subsection, the decay rate in the lower (upper) triangular part is related 
Bounding blocks of the inverse
We now develop upper bounds for blocks of
decays in the appropriate triangular part and that the Δ { } j and Σ { } j sequences converge to their respective fixed points. The matrix norm is denoted by ∥ ∥ · . These bounds can be used to calculate an effective numerical bandwidth of − T 1 in the applicable triangular part(s), potentially leading to fast inversion algorithms and/or preconditioners. , if and .
Proof. We consider only the lower triangular part ( ⩾ j k); the proof for the upper triangular part is very similar. From equation (8) We now focus on the latter case, where ⩾ j n. By application of the Cauchy-Schwartz inequality,
, such that
A similar statement can be made using the Σ { } j sequence instead. 
by this pairing, and
. In this case, − T 1 decays symmetrically on both sides of the diagonal. Similar reasoning holds for the case of oscillation on both sides,
(and vice versa).
Numerical examples
As we saw in the previous section, the inverses of block tridiagonal, block Toeplitz matrices can be characterized by the eigenvalues of the various MMTs. 
Conclusions
In this work, we examined the inverses of block tridiagonal, block Toeplitz matrices under more general conditions than in previous studies. After developing an O(1) representation for such an inverse matrix, we showed how this representation characterizes the behaviour of the inverse matrix. This characterization scheme is summarized in theorem 4 and in table 1, and provides the necessary conditions for − T 1 to be numerically banded. Although these results were presented abstractly, we envision several applications and possible extensions. First, this characterization scheme might be used to generate preconditioners for use in implicit finite difference methods, particularly those with high-order stencils and/or multi-dimensional problems. Second, the quantum mechanical Hamiltonians in crystalline condensed matter systems are often block tridiagonal and block Toeplitz. MMTs have previously been used to facilitate computation and to understand the decay of surface effects in these systems [9, 10] ; this characterization may enable better algorithms and additional physical insight. Finally, mirroring results on quasi-separable matrices [17] , our O(1) representation may also aid in solving eigenvalue problems with block tridiagonal, block Toeplitz matrices. Thus, + cz d is similar to Λ and Λ is its spectrum.
