The main result of this paper is that the diffraction pattern of any Meyer set with a well defined autocorrelation has a relatively dense set of Bragg peaks.
Introduction
Within the quasicrystal community (both on the experimental and theoretical sides) it is common to equate strong long-range order with the existence of many strong Bragg peaks in the diffraction spectrum. Mathematically the diffraction is described by starting with the density measure of the structure in question, say in R d , and looking at its autocorrelation, which is a positive-definite measure. The Fourier transform of this autocorrelation measure is another measure called the diffraction pattern of the structure 1 . Like any measure, this one decomposes into continuous and discrete parts. We call them the continuous and discrete spectra. The set of Bragg peaks is the set of points on which the discrete spectrum is concentrated, so the question of long-range order comes down to the nature of the discrete part of this measure.
In this paper we address this question in the case that the underlying structure is a (possibly weighted) discrete set. The critical assumption that we will make is that our discrete sets are Meyer sets (M is a Meyer set if M is relatively dense and M − M is uniformly discrete).
In the particular case of lattice subsets, the following result was proved by M. Baake:
Let L be a lattice in R d and let S ⊂ L. Let L * be the dual lattice of L. Then the diffraction pattern of S is L * −invariant. In particular each of the continuous and discrete spectrum is either zero or supported on a relatively dense set.
We prove (Proposition 3.11) that, under the Meyer set assumption, there is always a relatively dense set of Bragg peaks. Also the continuous spectrum is either zero or supported on a relatively dense set.
Another equivalent definition for a Meyer set is that the set is relatively dense and also a subset of a model set [15] . The fact that the Meyer sets must have non-trivial Bragg peaks come from the relatively denseness. If one looks at the diffraction pattern for an arbitrary subset of a model set, one gets the same result as in the lattice case: each of the continuous and discrete spectrum is either zero or supported on a relatively dense set. This shows a connection between model sets and lattices, a connection which seems natural from cut and project schemes, but is difficult to prove in general.
The well known Riemann-Lebesgue lemma tells us that the Fourier transform of any absolutely continuous measure must vanish at infinity. This gives a necessary condition for the autocorrelation of a point set to have absolutely continuous diffraction spectrum. In the case of translation bounded measures, a necessary and sufficient condition for a measure to have a continuous Fourier transform is given in [12] . The condition (namely null-weak almost periodicity) is mentioned below, but generally is not easy to check. In the particular case of positive translation bounded measures we provide an equivalent asymptotic condition. In particular we get a simple necessary and sufficient condition on asymptotic behaviour of the autocorrelation coefficients for the diffraction to be a continuous measure (i.e. no Bragg peaks). Thus one can consider this as a clean characterization of long-range order.
Although physical applications are concerned with R d (when d = 2, 3), much of the theory that we develop is valid for (compactly generated) σ-compact, locally compact Abelian groups, and we use this setting as long as we can.
The key results derive from the theory of translation bounded and almost periodic measures, so for much of the paper we do not need to specialize to the setting of some underlying structure and its autocorrelation. However, when we do come to the question of diffraction from point sets M and the existence of a discrete component in the diffraction pattern, we depend critically on the Meyer property. The Meyer condition is quite strong. Obviously it would be good to relax this assumption, but so far it has been an important component in most work on diffraction in mathematical quasicrystals, and it might represent some natural barrier beyond which long-range order becomes considerably more complex.
As we said before we are interested in the continuous and discrete components of the diffraction spectrum of a discrete point set M . Mathematically we have to study the Fourier transform of the autocorrelation measure. In Section 2 we collect the definitions and results that we will need from the theory of measures and their Fourier transforms.
We conclude this introduction by briefly recalling some standard definitions from the theory of aperiodic point sets.
Throughout the entire paper we consider G to be a σ−compact, locally compact Abelian group. We denote by θ its Haar measure. Definition 1.2 For two compact sets A, K ⊂ G we define the K−boundary of A by:
if for all compact sets K ⊂ G we have:
For a measure µ on G we denoteμ for the measure defined by:
for all measurable sets E ⊂ G We say that a set S ⊂ G is locally finite if S ∩ K is finite for all compact sets K ⊂ G. Given a locally finite set S ⊂ G we define δ S by:
where δ x is the normalized point measure at x. Definition 1.4 Given a locally finite point set S and a van Hove sequence {A n } n , we say that S has a well defined autocorrelation with respect to {A n } n , if the sequence:
converges in the vague topology to a measure η. We call this measure the autocorrelation of S.
We use the notation: K(G) = {f : G → C | f is continuous and has compact support}. Let K 2 (G) be the subspace of K(G) spanned by {f * g | f, g ∈ K(G)}. The autocorrelation of a point set is a positive definite measure. Thus it is Fourier transformable [6] .
Almost periodic measures
Definition 2.1 Let S be a locally finite set. Suppose that its autocorrelation η exists with respect to some van Hove sequence. Then we call η the diffraction measure (or pattern) of S.
Thus, if η is the autocorrelation and η its Fourier transform, we are interested in ( η) pp and ( η) c . In the autocorrelation case the theory of Gil de Lamadrid and Argabright [12] can be used, so one gets a unique decomposition η = η S +η 0 , into the strong and null weakly almost periodic components, such that
We explain below the decomposition η = η S + η 0 .
Restrict for a moment to G = R d . We can write
where A is a countable set. Let η S be the part of the autocorrelation which is mapped by Fourier transform into ( η) pp . Then, using the inverse Fourier transform, we should get:
The problem here is to determine in what sense is the second sum convergent. Anyhow, this is similar with the Bohr approximation of almost periodic functions, so the answer should be similar. In [12] the authors proved that η S is almost periodic in a sense that we describe below, and they studied both the measures η S and η 0 = η − η S .
Definition 2.2
In the spirit of [12] we use the following notations:
All are Banach spaces with respect to ∞ .
For each x ∈ G we define τ x :
(τ x f )(y) = f (−x + y) .
Definition 2.3
We define the weak topology on C U (G) as the topology defined by its dual space. We refer to the Banach topology as the strong topology.
Definition 2.4 µ a measure on G is called translation bounded if for every compact set K ⊂ G there exists a constant C so that:
We denote by M ∞ (G) the set of translation bounded measures on G.
K(G) the usual product topology, the induced topology on M ∞ (G) is called the product topology. We will also refer to this topology as the strong topology. The weak topology is defined by the dual space of M ∞ (G).
Remark 2.6
The product topology defines a structure of locally convex topological vector space on M ∞ (G). A fundamental system of semi-norms is given by { f } f ∈K(G) , where :
Definition 2.7 Let µ be a translation bounded measure on G. Let D µ = {δ x * µ} x∈G and C µ = the closed 3 convex hull of D µ . We say that µ is amenable (see [9] 4 or page 52 of [12] ) if and only if C µ contains exactly one scalar multiple µ 0 of the Haar measure θ.
In this case we write:
and call M (µ) the mean of µ.
We say that f ∈ C U (G) is amenable if and only if the measure f dθ is amenable. If this happens we define:
Remark 2.8
i) f is amenable if and only if C f , the closed convex hull of {δ x * f } x∈G contains exactly one constant function. In this case this constant is M (f ).
ii) This definition is difficult to use. In [9] it is proved that for any amenable function the averaged integral is well defined, if one computes the average over some particular sequences. We prove latter in this paper that the average integral can be computed over van Hove sequences.
It is easy to see that, if it is well defined, the average integral is constant on C f . Thus, if a function is amenable, the mean is the average integral.
Definition 2.9 f ∈ C U (G) is called strongly almost periodic if C f is compact in the strong topology. f is called weakly almost periodic if C f is compact in the weak topology. f is called null weakly almost periodic if | f | is amenable, weakly almost periodic, and M (|f |) = 0. We denote by SAP(G), WAP(G) and WAP 0 (G) the spaces of strongly, weakly, and null weakly almost periodic functions on G, respectively.
Remark 2.10
i) In a Banach space a closed set is compact if and only if its closed convex hull is compact ( [10] , [19] ). Thus the previous definition is equivalent to the usual one for almost periodic functions that the closure of D f is compact. We prefer to use the one with C f because we use the same set for both weak and strong topology.
ii) If | f | is amenable and M (|f |) = 0, then f is weakly almost periodic [12] . Thus one can ignore the requirement f weakly almost periodic in the definition of null-weakly almost periodic functions.
These definitions extend to translation bounded measures.
is called strongly almost periodic if C µ is compact in the product topology and µ is called weakly almost periodic if C µ is compact in the weak topology. We denote by SAP(G) and WAP(G) the spaces of strongly and respectively weakly almost periodic measures on G. A translation bounded measure µ over a locally compact Abelian group G is called null weakly almost periodic if and only if for each g ∈ K(G), g * µ is a null weakly almost periodic function. The corresponding space of measures is denoted by WAP 0 (G).
Remark 2.12 ([12] Corollary 5.4 and Corollary 5.5) For these properties we can talk about a duality between measures and functions. More precisely, if P is the property of being strongly, weakly, null weakly almost periodic or amenable, then the following are true:
has property P if and only if f * µ has property P for every f ∈ K(G).
Remark 2.13
Using Remark 2.12 we can see that any null weakly almost periodic measure is in fact a weakly almost periodic one.
We will make use of the following results:
Proposition 2.14 [6] , [12] Let µ be a positive definite measure. Then
Proposition 2.15 Let µ be a transformable measure on G, with µ translation bounded and Fourier transformable. Then µ ∈ WAP(G).
Proof: We apply ( [12] , Theorem 11.1) to the inverse Fourier transform of µ. 
Proposition 2.16 [ [12], Theorem 7.2 and Theorem 8.1] Let µ ∈ WAP(G). Then µ can be written uniquely in the form
Corollary 2.18 Let µ be a transformable measure and let µ be translation bounded. Then µ is a pure point measure if and only if µ ∈ SAP(G) and µ is a continuous measure if and only if µ ∈ WAP 0 (G).
is Fourier transformable. Then µ is Fourier transformable and µ =μ .
To see this, one may use the following argument suggested by M. Baake. µ is well defined in the tempered distribution sense and µ =μ, when viewed as tempered distributions.
The diffraction of Meyer Sets
The main result of the paper is that the set of Bragg peaks of a Meyer set in R d is relatively dense. We will use the fact that regular model sets are pure point diffractive (see [21] or [5] ) and that they are uniformly distributed to prove that in this case η S and η 0 are pure point measures. Thus the pure point and continuous diffraction spectra must be strong almost periodic measures. Also, the relative denseness of a Meyer set will show that η S = 0. For any almost periodic function the set of −almost periods is relatively dense. Thus if the function is non identically zero, its support must be a relatively dense set. We will translate this remark to measures, and thus get the desired result.
For this section we work with G = R d . We need this when we use the fact that any Meyer set is a subset of a model set. We will work with respect to a fixed, but arbitrary van Hove sequence A = {A n } n∈N .
Definition 3.1 Let A be a Delone set in R d and suppose that its autocorrelation η exists. Let
Then M is subset of a regular model set.
Proof: M Meyer set implies that M is a subset of a model set [15] . Let H be the internal space of this model set and W be its window. Let U be an open set in H such that U is compact and θ H (∂U ) = 0.
in the notation of [15] . Then M ⊂ Λ and Λ is a regular model set.
Proposition 3.3 Let M be a subset of a regular model set Λ ⊂ R d and suppose that its autocorrelation η exists with respect to A. Let η = η S + η 0 , be the decomposition into the strongly and null-weakly almost periodic parts. Then η S , η 0 are pure point measures.
Proof: Let η Λ be the autocorrelation of Λ. We know [16] that the autocorrelation of a regular model set exists with respect to any van Hove sequence and is independent of its choice.
We know Λ is a regular model set hence Λ is pure point diffractive [5] .
Since the strongly almost periodic component of a positive measure is positive ( [12] , Proposition 7.2) and η ≥ 0 we get η S ≥ 0. Now:
So we get:
In particular η S is a pure point measure.
Proposition 3.4 Let 0 = f ∈ C U (G) be a strongly almost periodic function and let A = supp(f ). Then G can be covered by finitely many translates of A.
Proof: f = 0 ⇒ f (x) = 0 for some x ∈ G. Since τ −x f is strongly almost periodic and supp(τ x f ) = x + A, without loss of generality we may assume that
So for any fixed x ∈ G there is an i such that τ x f ∈ B (τ xi f ). Thus, we get:
Consequently,
Proposition 3.5 The support of any non-trivial strongly almost periodic measure on G is relatively dense.
Proof: Let µ be a non-trivial strongly almost periodic measure on G. Let A = supp(µ). Let f ∈ K(G) be a non-negative function such that f = 0, and let K = supp(f ).
Thus we get that f * µ ≡ 0 on G\(K + A). Since K + A is closed we get that:
Since µ is strongly almost periodic we get that f * µ is a strongly almost periodic function by Remark 2.12. Applying the previous proposition we get that there exist x 1 , ..., x n ∈ G so that
proving that A is relatively dense. Remark 3.6 Let S be a Delone set and suppose that its autocorrelation η exists with respect to A. Since η is positive and positive definite, we know that η S is positive and positive definite. Thus each of η and η S are Fourier transformable and also η and η S are Fourier transformable. Taking the difference we get also that η 0 is Fourier transformable and also η 0 is Fourier transformable.
Thus we can apply the Corollary 2.18 for η, η S and η 0 .
Proposition 3.7 Let S be subset of a regular model set, and suppose that its autocorrelation η exists with respect to A. Then each of supp( η) pp and supp( η) c is either relatively dense or empty.
Proof: We know from Proposition 3.3 that η S and η 0 are pure point measures. Thus, from Corollary 2.18, we get that ( η) pp and ( η) c are strongly almost periodic measures. The result follows now from Proposition 3.5.
Definition 3.8 Let S be a Delone set in R d , and suppose that its autocorrelation η exists with respect to A. We say that S is pure point diffractive if η is a pure point measure.
Proposition 3.9 Let S be a set in R d which has finite local complexity (i.e. S − S is locally finite), and suppose that S is pure point diffractive. Then S has a relatively dense set of Bragg peaks.
Proof: Let η be the autocorrelation of S and let η be its Fourier transform. Since η is pure point we get that η is strongly almost periodic. We know that η is also pure point. Then, the set of Bragg peaks is dense in its support. Applying Proposition 3.5 we get that the set of Bragg peaks is relatively dense.
Lemma 3.10 Let
Let y ∈ B. Since R d = A + B R (0) we get y = x + z with x ∈ A and z ∈ B R (0). But z = y − x ∈ B − A, hence z ∈ F . This proves that: B ⊂ A + F .
Lemma 3.11 Let M be a Meyer set and suppose that its autocorrelation η exists with respect to A. Then there exists a regular model set Λ and a finite set F such that:
In particular η S = 0.
Proof: Let Λ be a regular model set so that M ⊂ Λ. Then, from Lemma 3.10 we get that there exists a finite set F with Λ ⊂ F + M .
Let t ∈ M − M . Then :
where λ is Lebesgue measure in R d . Now letting n → ∞ and using the fact that the autocorrelation of Λ exists with respect to any van Hove sequence we get:
For the last claim we see that:
Since Λ is relatively dense we get that η Λ ({0}) = 0, hence η S = 0.
Proposition 3.12 Let M be a Meyer set and suppose that its autocorrelation η exists with respect to A. Then the set of Bragg peaks is relatively dense. Moreover, if M is not pure point diffractive, it has a relatively dense support for the continuous spectrum as well.
Proof: Since M is Meyer we get that M is a subset of a regular model set. Now the proof is a consequence of Proposition 3.7 and Lemma 3.11.
Remark 3.13
In [22] we show that there is a connection between the set of Bragg peaks for a Meyer set and the -dual sets.
Proposition 3.14 Let M be a Meyer set. Let D be a Delone set such that M ⊂ D and suppose that the autocorrelation η D exists with respect to A. Then D has an infinite set of Bragg peaks.
Proof: Suppose by way of contradiction that D has only finitely many Bragg peaks.
We take any regular model set Λ such that M ⊂ Λ. Then there exists F finite for which Λ ⊂ M + F ⊂ D + F . Just as in Corollary 3.11 we get :
Looking at the strongly almost periodic parts we get:
But η Λ is a non-trivial pure point measure, hence ((η D ) S ) pp = 0.
Since D has only finitely many Bragg peaks, ( η D ) pp = z∈B c z δ z for some finite set B. Thus
,.> is a continuous measure. But this contradicts the fact that ((η D ) S ) pp = 0.
Remark 3.15
We used the intermediate regular model set Λ to prove that ((η D ) S ) pp = 0 because we don't know whether the autocorrelation of M exists with respect to A. One could also use the fact that for any point set C and any van Hove sequence there exists a subsequence with respect to which the autocorrelation of C exists [4] . Definition 3.16 Let D be a locally finite subset of G. We say that D has A-zero density if
We say that two sets B and C are A-statistically the same if B C has A-zero density. We say that B is an A-statistical Meyer set if there exists a Meyer set M such that B and M are A-statistically the same.
Remark 3.17
i) If two sets are A-statistically the same, and the autocorrelation of one can be computed with respect to A, then the autocorrelation of the other can be computed with respect to A and the autocorrelations are equal.
ii) For a given set B we can find a set C which is A-statistically the same as B and contains a Meyer subset if and only if B contains an A-statistical Meyer subset.
iii) For more properties of the statistical equality, see [17] .
Corollary 3.18 Let S be a Delone set, whose autocorrelation exists with respect to the van Hove sequence A. If S contains a A-statistical Meyer set, S has an infinite set of Bragg peaks.
Proof: From the previous remark we know that we can find a set B which contains a Meyer set and has the same autocorrelation as S. Applying Proposition 3.14 we are done.
The diffraction of weighted combs with Meyer set support
Throughout this section we work with a real weighted comb:
where M is a Meyer set. We require that ω is a translation bounded measure. Also, for the entire section we consider a fixed, but arbitrary van Hove sequence A = {A n } n∈N .
We say that the autocorrelation of ω exists with respect to A if
exists for all z ∈ M − M . In this case we define:
and we call it the autocorrelation of ω.
For the properties of the autocorrelation see [5] . There, it is also shown that in this case the definition is equivalent with the previous one.
We will further assume that the autocorrelation exists with respect to A, and that the autocorrelation η M of M exists with respect to A. This is possible since, if we pick an arbitrary van Hove sequence, the autocorrelation of ω exists for a subsequence [4] and we can repeat the argument for M .
We assume for the entire section that η and ( η) pp are also Fourier transformable. λ(D k ) = 0 (i.e. either the limit doesn't exist or it exists and is not zero); iv) B is relatively dense ; v) B is an infinite set.
It is easy to see that
Since (η M ) S is a pure point measure we get that η S is a pure point measure. Now, sinceη is not continuous, we obtainη pp = 0. But we know thatη pp = η S , soη pp has a pure point Fourier transform, hence is strongly almost periodic.
Applying Proposition 3.5 we get that B is relatively dense. 
Translation bounded measures with continuous Fourier Transform
In the case µ positive we will provide a necessary and sufficient condition for µ to be continuous. The idea behind the proof is that, whenever, f and µ are positive, we can ignore the absolute value in the definition of null-weak almost periodicity. We want the mean of f * µ to be zero. The key to the result is that (f * µ) | A is different from f * (µ | A ) only on the K-boundary of A, for some compact K. The integral of the second function over G is just µ(A) G f . Thus, in this case, the average integral of f * µ is just the average of µ multiplied with G f . 
Proposition 5.3 Let µ and g ∈ K(G) be positive. Let K = −supp(g) ∪ supp(g) and let A, B ⊂ G be two sets such that
the last equality following the fact that y + K ⊂ B. Since g(y − x) = 0 only if x ∈ y + K we get
Proposition 5.4
If µ is positive, translation bounded and transformable and g ∈ K(G) is positive, then g * µ is amenable and:
for any sequence {A n } n which has the M-property 5 . In particular this is true if {A n } n is a van Hove sequence.
Proof: Since µ is transformable we know that µ is a weakly almost periodic measure ([12] Theorem 11.1). Hence µ * g is an amenable function ([12] Corollary 5.4) and:
5 see Appendix A for definition for any sequence {A n } n which has the Følner property. In particular we obtain that the limit exists. Let K = −supp(g) ∪ supp(g). From Proposition 5.3 we have:
Since everything is positive, by the Tonelli Theorem we can change the order of integration. Thus we get:
Dividing by θ(A n ) we get:
Using (2) and the definition of M -sequences we get that first and last term converge to M (g * µ), so:
Corollary 5.5 If µ is a positive transformable measure on G and {A n } n has the M-property then:
Proof: In ( [12] , Corollary 5.4) it is proved that if g ∈ K(G) is positive with θ(g) = 1, then
Hence the result follows from Proposition 5.4.
Corollary 5.6
If µ is a positive, translation bounded and transformable measure, and {A n } has the M-property (in particular if {A n } is a van Hove sequence), then the following are equivalent:
Proof: We already stated that i) ⇔ ii) and iii) ⇔ iv). i) ⇒ iii): Let g ∈ K(G) be a positive function, not identical to zero. Then θ(g) > 0. By Proposition 5.4:
.
Dividing by θ(g) = 0 we obtain iii). iii) ⇒ i) : Let g ∈ K(G) be arbitrary. It is easy to see that:
We use |µ| for the variation measure of µ.
Proposition 5.7 Let µ be a transformable, translation bounded measure and let µ be translation bounded. Let {A n } have the M-property ( in particular let {A n } be any van Hove sequence). Consider the following statements:
ii) µ has continuous Fourier transform,
Moreover, if supp(µ) is uniformly discrete, all statements are equivalent.
Proof: The equivalence iii) ⇔ iv) ⇔ v) ⇔ vi) is obvious from Corollary 5.6, and i) ⇔ ii) follows from Proposition 5.1. iii) ⇒ i) : Let g ∈ K(G) be arbitrary. It is easy to see that:
We prove now that, under the assumption supp(µ) is uniformly discrete, i) and vi) are equivalent. Let S := supp(µ) and let U be open such that (S − S) ∩ U = {0}. Let V be an open neighborhood of 0 such that V − V ⊂ U . Since S = supp(µ) is uniformly discrete then µ = s∈S c s δ s for some c s ∈ R, and it is easy to see that | µ |= s∈S | c s | δ s .
Let g ∈ K(G) be arbitrary so that K := supp(g) ⊂ V . We prove that | g * µ |=| g | * | µ |:
By the choice of V we have #(S ∩ (x − K)) ≤ 1, whence
, applying Corollary 5.6 we are done.
A natural question now is if we can replace the condition of uniform discreteness by a weaker one. The natural condition to think of is weak uniform discreteness. The following is an example of a null weakly almost periodic measure which doesn't satisfy the third condition of the Corollary 5.7:
Proof: The only thing which is not trivial is that µ ∈ WAP 0 (R), so we concentrate on this. First we prove that for all g ∈ K(R), g * µ is a function vanishing at ∞. Let k be an integer such that supp(g) ⊂ [−k, k]. Let > 0 be arbitrary. g ∈ K(R) implies that g is uniformly continuous. Thus there exists a δ > 0 such that | x − y |< δ implies | g(x) − g(y) |< /(2k + 2).
Let n 0 > 0 be such that 1/n 0 < δ. Let | n |> n 0 . Let x ∈ R. Then
. But this implies that there are at most 2k +2 terms of the type (δ n −δ n+1/n ) * g(y) we have to consider in µ * g(y).
Thus, for all y with | y |> n 0 + k + 1, we have | µ * g(y) |< . Now since µ * g is vanishing at ∞ we get µ * g is null weakly almost periodic [9] . Since this is true for any g ∈ K(G), by Remark 2.12 we get µ ∈ WAP 0 (R).
APPENDIX

A Averaging Sequences
The setting for all averaging processes in this paper is that of van Hove sequences. In the previous section we needed various results which require particular specialized properties of a sequence to prove. In this section we discuss these properties, particularly the property M, and show that all van Hove sequences satisfy it. One can find these results in ( [24] , Appendix 3). We provide here the proofs because the discussion in [24] is in a more general context and also, some of the Propositions there are mentioned without proofs.
Definition A.1 Let {A n } n be a sequence of measurable subsets of G. We say that the sequence has the Følner property if
Definition A.2 Let {A n } n∈N be a sequence of measurable sets in G. We say that this sequence has the property M if :
i) {A n } n has the Følner property.
ii) For any compact set K ⊂ G and any n there exist measurable sets A
We begin with the following lemma:
Every weakly almost periodic function is amenable. Furthermore, if {f n } n is a sequence of non-negative functions in L 1 (G) such that:
then for any weakly almost periodic function g on G we have
Proposition A.4 Let {A n } n be a sequence of subsets of G which has the Følner property . Let
where 1 . is the characteristic function of the set. Then {f n } verifies the conditions from the previous lemma. In particular, for any weakly almost periodic function g on G, we have:
Proof: It is easy to see that :
Then the proof follows from the definition of the Følner property. Next proposition shows that any van Hove sequence has the Følner property. For this we show in fact that:
Proposition A.5 Let {A n } n be a van Hove sequence in G. Then {A n } n has the Følner property.
Proof: Let x ∈ G. Let K = {x, −x}. We prove that:
Let y ∈ A n (x + A n ). First case y ∈ A n , y / ∈ (x + A n ). Since y / ∈ (x + A n ) then y − x / ∈ A n so y − x ∈ G \ A n . Since x ∈ K = −K we get:
We know y ∈ A n . Thus y ∈ ∂ K (A n ), hence we are done. Second case y / ∈ A n , y ∈ (x + A n ). y ∈ (x + A n ) implies y ∈ K + A n . Since y / ∈ A n then y / ∈ Int(A n ). Hence y ∈ ∂ K (A n ). In the next two Propositions we show in fact that when we compute the mean by averaging over van Hove sequences, we can ignore what happens in the K−boundary of the sequence. Proposition A.6 Let {A n } n be a van Hove sequence in G. Let K be an arbitrary compact set and let
Then B n , C n are van Hove sequences.
Proof:
i) The proof for B n : Let K be a compact subset of G. Let K = ({0} ∪ K) + ({0} ∪ K ). K is compact. Let x ∈ ∂ K (B n ). Then x ∈ K + B n \ Int(B n ) or x ∈ (−K + G \ B n ) ∩ B n . First case x ∈ (K +B n )\Int(B n ). Then x ∈ (K +(A n \((−K +G \ A n )∩A n )))\Int(B n ), hence x ∈ K + A n . If x / ∈ Int(A n ) we get x ∈ ∂ K (A n ), so x ∈ ∂ K (A n ). If x ∈ Int(A n ), since x / ∈ Int(B n ) we get x / ∈ Int(A n \ ((−K + G \ A n ) ∩ A n )), so x / ∈ Int(A n ∩ (G \ ((−K + G \ A n ) ∩ A n ))) hence
This implies x / ∈ Int((G \ ((−K + G \ A n ) ∩ A n ))),so x / ∈ (G \ ((−K + G \ A n ) ∩ A n )). Hence
Thus , we get x ∈ ∂ K (A n ) ⊂ ∂ K (A n ). Second case x ∈ (−K + G \ B n ) ∩ B n implies x ∈ B n ⇒ x ∈ A n . We also know
Hence x ∈ ∂ K (A n ). This proves that B n is a van Hove sequence.
ii) The proof for C n : Let K ⊂ G be compact. Let K = (K ∪ {0}) + (K ∪ {0}). K is compact. Let x ∈ ∂ K (C n ), then x ∈ (K + C n ) \ Int(C n ) or x ∈ (−K + G \ C n ) ∩ C n First case x ∈ (K + C n ) \ Int(C n ). We get x ∈ K + C n hence x ∈ K + (K ∪ {0}) + A n ⊂ K + A n . Since A n ⊂ C n we obtain Int(A n ) ⊂ Int(C n ) so x / ∈ Int(A n ). Hence x ∈ ∂ K (A n ). Second case x ∈ (−K + G \ C n ) ∩ C n , then x ∈ C n so x ∈ K + A n . If x / ∈ Int(A n ) we are done. If x ∈ Int(A n ), we know that x ∈ (−K + G \ C n ) so we get x ∈ (−K + G \ A n ), hence x ∈ ∂ K (A n ).
Definition A.7 Let {A n } n be a sequence of subsets of G. For any compact K ⊂ G we define:
Remark A.8 One has A
The previous proposition says that if {A n } n is a van Hove sequence then {A n , y ∈ K and z = x + y. Suppose that z / ∈ A n then z ∈ G \ A n so x = z − y ∈ (−K + G \ A n ), a contradiction.
ii) We have A K− n ⊂ A n ⊂ A K− n ∪ ∂ K (A n ) , and similarly A n ⊂ A K+ n ⊂ A n ∪ ∂ K∪{0} (A n ) , with the second inclusion following from the fact that x ∈ A K− n , x / ∈ A n implies x / ∈ Int(A n ) hence x ∈ ∂ K∪{0} (A n ) .
Now the proof follows from the definition of van Hove sequences.
In Section 5 we need to average over sequences with certain properties. Since it might happen that in some groups there is no van Hove sequence, but there are sequences with these properties, the next definition becomes a natural one:
