An algorithm for computing proper deflating subspaces with specified spectrum for an arbitrary matrix pencil is presented. The method uses refined algorithms for computing the generalized Schur form of a matrix pencil and enlightens the connection that exists between reducing and proper deflating subspaces. The proposed algorithm can be applied for computing the stabilizing solution of the generalized algebraic Riccati equation, a recently introduced concept which extends the usual algebraic Riccati equation.
Introduction
The computation of deflating subspaces, with specified spectrum, for a regular pencil has received much attention in the 80s when it was first applied for finding the stabilizing solution of the discrete-time algebraic Riccati equation. Such a computation uses the QZ algorithm followed by an adequate reordering of the generalized eigenvalues [2] . This approach was extended to the continuous-time algebraic Riccati equation and proves its usefulness when the associated Hamiltonian matrix requires inverses of possibly ill-conditioned matrices.
The enlargement of the problems arising in linear system theory which make use of matrix pencils led to the development of a great number of algorithms which deal with singular matrix pencils as well [1, 4, 12, 13] . For the case of a singular matrix pencil the notion of deflating subspace was extended to that of reducing subspace [3] , in order to solve similar problems as those mentioned in the regular case.
The recently introduced notion of proper deflating subspace of an arbitrary pencil [9] proves to be a major computational tool for solving several nonstandard problems, such as the computation of the stabilizing solution of the constrained and generalized algebraic Riccati equation [9] [10] [11] , both in continuous and discrete-time cases, spectral and inner-outer factorization in the nonstandard case [5, 21] , and the computation of Morse structural invariants [16] .
The paper is organized as follows. In section 2, a brief review of the basic algorithms which will be used is made. Proper deflating subspaces with specified spectrum and related notions are investigated in section 3. The main algorithm is presented in section 4. In section 5, we outline some relevant applications of the proposed algorithm. For the rest of this section some notations and definitions will be briefly reviewed.
Notation will be as follows. We use uppercase capital letters for matrices. ~n, ~m• and C will stand for the real n-dimensional Euclidean space, the ring of real rn x n matrices and the complex plane respectively. The open left half part of the complex plane and the open unit disk will be denoted C-and DI(0), respectively. Any matrix of full column (row) rank will be called monic (epic). The image and the null space of a matrix A will be denoted by Im A and ker A, respectively. The spectrum of a square matrix A will be denoted by A(A). For a matrix pencil AM -N we denote the spectrum by A(M, N). Script capital letters will be used for subspaces in R ~. When the columns of a matrix V span a space we shall denote it by ~ = (V). Strict equivalence of two matrix pencils AM-N and A.~r-N will be denoted by ,-~ and means the existence of two constant nonsingular (orthogonal) matrices Q and Z of appropriate dimensions such that AM -N = Q(AM -N)Z. Irrelevant elements and blocks of a matrix are denoted by x. Empty positions denote null elements or blocks. For a real matrix A E R n• we use A T for the transpose, A # for the Moore-Penrose pseudoinverse and A P for the pertransposed (transposed over the second diagonal), defined by The pertranspose has the following properties:
(1) (AP) a = A.
(2) (AB) P = BPA P.
A pencil AM-N with M E ]~pxq, N E ]~pxq is called regular if p = q and det(AM -N) ~ 0, otherwise it is called singular. It is a well known fact (see for instance [7] ) that an arbitrary pencil is strictly equivalent to a Kronecker canonical form (KCF), i.e. 
L~,

Basic algorithms
For the computation of the Kronecker structure of a singluar pencil many algorithms have been developed. In this section we review a few of them.
From numerical reasons, instead of the KCF it is recommended to compute the following quasitriangular form, called the generalized Schur form (GSF): An algorithm providing the separation depicted in (3) and exclusively using orthogonal transformations was first proposed in [4] and refined in [1] . Many other reliable algorithms for computing the KCF were developed (see [12, 13] and the references in [1] ) but we shall be concerned only with the approaches in [4] and [1] . The significant difference between the algorithm presented in [4] and that presented in [1] consists in the fact that in [1] M is preliminarily brought into a "condensed staircase (echelon) form" and such a form is further exploited in the subsequent reductions. The algorithm in [1] requires O(n2m) operations in contrast to O(n 4) operations for the algorithm in [4] . 
we have for the decomposition (4)
The indices e i and di completely determine the right Kronecker structure and infinite elementary divisors as follows:
(1) There are di infinite elementary divisors of degree i (i = 1,..., l).
(2) There are ei elementary right Kronecker blocks of size (i-l) • 1,...,l).
The above "echelon staircase" algorithm which reduces the pencil to the form (4) will be referred to as the left-right separation algorithms (LRSA).
Further, the pencil in (4) can be transformed to the GSF (3) by applying twice the LRSA to AMP~ -NP~ and to AM~ -N~, 7, respectively. A better approach is to use in con luction two different algorithms which fully exploxt the specml structure of the submatrices in (4). These algorithms are more efficient than the LRSA (for details see [1, chapter 3] ).
Proper deflating subspaces
In this section we shall outline some connections between proper deflating and reducing subspaces with specified spectrum. Let AM-N, with M E ~P• and N E ~pxq, be an arbitrary matrix pencil and let C = C1 t3 C2 be a partition of the complex plane into two disjoint symmetric sets (i.e. if A E C1, then )~ E C0.
Let us introduce
Definition 1
A subspace ~" E ]l~ q of dimension r will be called a C 1 proper deflating subspace to the right if NV = Mrs (5) holds with MV monic, where S is an adequate r x r matrix, A(S) c Cl and V is any basis matrix for ~.
[] Let us denote by Nr(AM -N) the right null space of the pencil AM -N. This is a vector space over the rational functions in A [6] and dim Nr(AM -N) = Ur.
Definition 2
Let X and ~ be two subspaces in I~ q and ~P, respectively, and let 2" and Y be two basis matrices such that X = (X) and ~ = (Y). Then (X, mJ) is called a pair of reducing subspaces if ~=MX+N~ (6) and dim ~J = dim X -ur.
If the pencil is regular, (X, ~) is called a pair of deflating subspaces if (6) holds and
Remark 1
Obviously, in the regular case the notion of reducing subspaces reduces to that of deflating subspace (v r = 0).
[]
Let now X and ~J be subspaces of ]~q and ~P, respectively, linked by (6) and let s and t be their respective dimensions. If Z and Q are two orthogonal matrices, partitioned as
zA=[zIzz], QA=[Q1Q2]
such that X = (Za) and ~ (Qi), then
v v S $
The spectrum of AM-N restricted to the spaces X and ~ is denoted by A(M,N)(~r,~) = A(Mil,Nli). Let A(M,N)=Al tOA2 be a disjoint partition of the spectrum of A(M, N) in two symmetric sets. Then there exists a unique pair of reducing subspaces such that A(M, N)[(~r,~/) = Al (see [3] and for the regular case [2] ).
Remark 2
Let AM -N be a regular pencil. Then it is a well-known fact [2] that (Y', ~) is a pair of deflating subspaces if and only if (7) holds with s = t. Let now (X,~) be a pair of deflating subspaces such that c~ ~ A(M, N)(~r,~) C CI. Then (7) 
I7"] is non-
Let W be a basis matrix for ~ where ~f" = M~ + N~. From (9) [] The proof of theorem 1 is a minor variation of that given for theorem 1 in [9] . For more details concerning the "if" part see also algorithm 2 presented in the next section.
Remark 3
Similar definitions and results are valid for proper deflating subspaces to the left [9] .
[]
The algorithms
The main purpose of this section is to present an algorithm for computing maximal proper deflating subspaces with Cl specified spectrum. This algorithm combines efficiently the known techniques for computing the GSF with a pole assignment algorithm designed for a linear system in descriptor form [14, 20] .
A pole assignment algorithm for linear systems in descriptor form
Let us consider the triplet (M,N, B)E R"•215
x IR "• which expresses synthetically a linear time-invariant dynamical system in the descriptor form
where x E Rn, u E ~" are the state and the input respectively. Let us assume that AM -N is a regular pencil and suppose that the triplet (M, N, B) is controllable, i.e. rank [AM -N, B] = n, VA E C. Let us consider a partition of the complex plane as in theorem 1. We shall examine the existence of a feedback matrix F E R m• such that AM -N -BF has a symmetric finite spectrum A0 C Cl. The proposed algorithm is not modifying the "impulsive behavior" of the system (i.e. conserves the "infinite" eigenvalues). For an algorithm which can lead to an impulse-free system (that is, having only finite eigenvalues), see [19] . The proposed procedure is a slightly modified version of the algorithm for pole assignment for systems described by generalized (descriptor) state-space form presented in [18] . If the pencil AM-N is already brought into the upper triangular form the presented algorithm is less numerically involved in comparison with the case when classical methods are applied to the reduced state-space form
Moreover, the method does not require the inversion of the possibly singular or ill conditioned matrix M and moves successively only the poles located in C2 without perturbing those already located in CI. We shall simultaneously handle both the complex and the real case, the only difference consisting in the dimension k of the diagonal blocks (k = 1 and k = 2 respectively).
Algorithm 1
Step 1.
Determine the constant orthogonal similarity transformation matrices Q and Z such that
and update
where A(M1, Ni) contains only the infinite spectrum of the pencil, c~ r A(M2, N2), A(M21, N21) C C1, A(M22, N22) C 6"2 and nl and n2 are the numbers of finite eigenvalues in C1 and (72, respectively. Consequently we should assign n2 poles. The form (11) can be obtained using the QZ algorithm in conjunction with the algorithm for interchanging two consecutive (pairs of) generalized eigenvalues (AIGE) presented in [2] . A better approach is to separate first the finite and infinite eigenvalues with the LRSA and then to apply the QZ algorithm followed by the AIGE only to AM 2 -N 2. This approach avoids the computation of ill conditioned eigenvalues in case of multiple infinite eigenvalues.
Set t = n~ +nl,F = 0.
Step 2. If t = n STOP.
Step 3. Let us consider a similar partition as in the first equality in (11) and (12) where now/142, N 2 and B 2 are the last k-dimensional square diagonal blocks in M, N and respectively the last k rows in B. Choose an appropriate k-dimensional real matrix A having the desired k poles to be assigned located in Cl. Compute f = [0 B~2(M2 A -N2)] and update the pencil and feedback.
.KI~N+Bf, F+-F+fZ T
Step 4. Determine the orthogonal matrices Q1 and Z l to move the last k poles to the position t + 1 using the AIGE. Set
A~t-Ar*-QI(AM-N)ZI, B~--Q1B, Z~--ZZI, Q*-QIQ, t~--t+k and go to step 2. END
We finally obtain )14r 2 ' 0 fi/'2 }nl + n2
where now A(MI, NI) contains the infinite poles and A()I~r2, 2V2) C C1. Moreover, A.~r -N ~ AM -N and A~r 2 --N2 is in the upper triangular form.
We are now ready to present the main algorithm. Let AM -N be an arbitrary matrix pencil and consider the same partition of the complex plane as in theorem 1. 
Algorithm for computing maximal proper deflating subspaces with specified C1 spectrum
Now AMef-N el contains the right Kronecker blocks and all finite eigenvalues while AM,~ -N, oo contains the left Kronecker blocks and all the infinite eigenvalues. The decomposition in (14) is obtained using (1) in conjunction with the property of the pertranspose to preserve the regular part and to interchange the right and left Kronecker blocks of the pencil. Set
Q ,-zr, z
Step 2. Apply the LRSA or an improved algorithm (see [ (16) Let us notice that AMnoo -Nno~ is in a dual staircase form (4), outlining the left Kronecker structure and infinite divisors, AM,-N, is in the staircase form (4) with square blocks on the second upper diagonal and AMf-Nf contains only the finite eigenvalues, with Mf upper right triangular.
Step 3. Due to the "special" structure of Mf and Nf we can apply an improved version of the QZ algorithm to AMf -Nf in order to obtain a fully triangularized pencil [8] . Split the finite spectrum of the pencil into two disjoint symmetric sets according to the partition of the complex plane (i.e. Al C Cl and A2 C C2). Let nl be the number of elements in A1. Then according to theorem 1 the maximum dimension of a C1 proper deflating subspace is nr + hi. Using the AIGE, determine 
with ul = 0, mi,i+l, i = 1,..., l square and nonsingular. The pencil in (18) 
is regular and has a finite spectrum A0 located in Cl. The feedback F can be computed using a simplified version of algorithm 1 (n~ = 0). Moreover, the strict equivalence is preserved under feedback 9 Let 
Remark 5
If in the statement of definition 1 the second condition is removed, i.e. MV is not necessarily monic, using a similar technique as in algorithm 2 we can construct a larger subspace ~ of dimension nd+ Ur such that (5) holds with A(S) c C1 and V any basis matrix for ~. Under these relaxed conditions it can be easily checked that the tandem (~,qr with qr = M~ +N~, coincides with the pair of reducing subspaces with A1 spectrum and thus the well-known global unicity is recovered.
Applications
In this section we present some relevant applications of the above algorithm.
Constrained and generalized Riccati equations
Any triplet E = (A, B, P) where A E IR n• B E ~nxm and P E ]~(n+m)x(n+m) with P= L T will be called a Popov triplet.
The continuous-time case
Definition 3
Let E be a Popov triplet. The algebraic equation
where X E 1R n• V E IR n• is monic with r_< n, r unfixed, and F such that (A + BF) V = VS for an adequate matrix S ~ R r• will be termed the generalized continuous-time Riccati equation (GCTARE) . A quadruple (r,X, V,F) for which (20) holds and vTxv = vTxTv will be called a solution to GCTARE. A solution to GCTARE will be called stabilizing if in addition A(S) c C-.
Remark 6
If V = I then (20) becomes
In this case a stabilizing solution reduces to a pair (X,F) satisfying (21) with X = X T and A + BF stable. The system (21) can be easily rewritten as 
The form (22) is known at present as the constrained continuous-time algebraic Riccati equation (CCTARE) [9, 10] . If in addition R is nonsingular, (22) The following theorem synthesizes the main results in [9] . [] The above results can be converted into a computer implementable algorithm. Set C1 = C-, C2 = C -C 1.
Algorithm for computing (respectively CCTARE)
Step 2.
Step 3.
S~p4.
Step 5.
END the maximal stabilizing solution of the GCTARE
Compute the EHP (24) and apply step 1 ~ step 3 of algorithm 2. If nr +nl < n then there is no stabilizing solution to the associated CCTARE. Compute a basis V for the maximal stable (C1) proper deflating subspace (steps 4 and 5 of algorithm 2). Partition V as in (25). If V1 is not monic (respectively invertible) there is no maximal solution to the GCTARE (respectively no solution to the CCTARE) and STOP. If r ~= n r + t'l I :-n the stabilizing solution to the CCTARE is X = V2 V1-1 and the stabilizing feedback is F = V3 V1-1 9 If r < n a maximal stabilizing solution to the GCTARE is (r,X, V1,F), where now X= V2Vl # and F= V3 Vl #.
Remark 7
Let ~ be a stable proper deflating subspace of maximal dimension for the EHP, i.e. dim ~ = nr + nf, where nf is the number of stable eigenvalues, and let V as in (25) be a basis matrix for it. Then does not depend on the choice of the proper deflating subspace. Consequently at step 4 we can effectively check the monicity (invertibility) of V1.
Remark 8
A simplified version of the above presented algorithm can be used directly for computing spectral factorizations in singular cases through the CCTARE. For details refer to [21, 5] .
Remark 9
For computing the stabilizing solution of the CTARE a numerically sounder approach than the one presented in [2] is to use as a first step a dual version of the LRSA in order to separate the finite and infinite eigenvalues, followed by an adequate reordering of the generalized (finite) eigenvalues using the AIGE (see the remarks following step 1 of algorithm 1 and [2] Let ~2 be a Popov triplet. The algebraic equation
ATXA-X+Q ATXB+L]
where I" E IR ~• V E IR TM is monic with r _< n, r unfixed, and F such that 
The form (28) is known as the constrained discrete-time algebraic Riccati equation (CDTARE) [9, 11] . If in addition R + BTXB is nonsingular, (28) reduces to the well known discrete-time algebraic Riccati equation (DTARE):
ATxA-X-(ATXB+L)(R+B'rXB)-I(BXXA+LT)+Q=O. 
Definition 6
The matrix pencil AM -N with M and N defined via (30) is called the extended simplectic pencil (ESP) associated to E.
[] With this definition theorem 2 holds for the GDTARE (CDTARE) and the associated ESP given in (29). Updating C1 = Dl (0) and C2 = C -D l (0), the same algorithm as in the continuous-time case can be applied in order to compute the stabilizing solution of the GDTARE. Remark 11 In contrast to the continuous-time case, one can not easily test a priori the regularity of the ESP given in (30) (which is in turn equivalent to the invertibility of the matrix R + B'rXB). So, even for solving DTARE the above algorithm should be applied.
Structural invariants in terms of proper deflating subspaces
Let us consider the linear system 
(for details see [16] and [22] ). 
where Vi is a basis matrix for ~* and V2 and S adequate matrices with S square.
Consequently a basis for f* can be determined via computing the maximal Cl proper deflating subspace of the pencil AM -N by using algorithm 2. Such an algorithm, used in conjunction with one for computing the controllable part of a pair (A, B), represents an alternative method for computing the Morse geometrical (structural) invariants of a linear system [16] . Concerning this purpose the procedure proposed here fulfills numerical robustness requirements and in contrast with other methods (see for instance the "system structure algorithm" in [15] or [17] ) has the advantage of simplicity and versatility.
Conclusions
Some remarkable computational aspects regarding the notion of proper deflating subspace of a matrix pencil introduced in [9] have been studied both for regular and singular matrix pencils. Some reliable algorithms for computing basis matrices for proper deflating subspaces with specified spectrum were proposed. The paper presents also, in a unified approach, some applications to relevant problems arising in linear system control theory.
