Abstract. An efficient heuristic is presented for the problem of finding a minimum-size kconnected spanning subgraph of an (undirected or directed) simple graph G = (V, E). There are four versions of the problem, and the approximation guarantees are as follows:
1. Introduction. Given an undirected or directed simple graph G = (V, E), an efficient approximation algorithm 1 is presented for the problem of finding a kconnected spanning subgraph G ′ = (V, E ′ ) that has the minimum number of edges (k ≥ 1 is an integer). Let n and m denote |V | and |E|, respectively. There are four versions of the problem, depending on whether G is a graph (i.e., an undirected graph) or a digraph (i.e., a directed graph) and on whether the spanning subgraph G ′ is required to be k-node connected or k-edge connected. All four versions of the problem are NP-hard: the two problems on graphs are NP-hard for k ≥ 2, and the two problems on digraphs are NP-hard for k ≥ 1, [GJ 79 ].
Previous work. Results of Mader [Ma 71, Ma 72] (also see [Bo 78]) imply that every minimal
2 k-edge connected graph has at most kn edges, and every minimal k-node connected graph has at most kn edges. Clearly, a k-connected (i.e., k-node connected or k-edge connected) graph has at least kn/2 edges, since each node has degree ≥ k. Similarly, every k-connected digraph has at least kn arcs (directed edges) since each node has outdegree ≥ k, and results of Edmonds [Ed 72] and Mader [Ma 85] imply that every minimal k-connected digraph has at most 2kn arcs. These facts immediately imply a 2-approximation algorithm for all four versions of the problem, since there is an easy polynomial-time algorithm to find a minimal k-edge connected (or k-node connected) spanning subgraph of a given graph or digraph. For graphs, recent algorithmic work gives another easy and efficient method for finding a k-connected spanning subgraph whose size (i.e., number of edges) is at most kn. A k-edge connected spanning subgraph (V, E ′ ) is obtained by taking E ′ = F 1 ∪ F 2 ∪ · · · ∪ F k , where F i (1 ≤ i ≤ k) is the edge set of a maximal (but otherwise arbitrary) spanning forest of (V, E\(F 1 ∪ · · · ∪ F i−1 )) (see [Th 89, NI 92] ), and a k-node connected spanning subgraph (V, E ′ ) is obtained similarly, but now each F i is a maximal scan-first-search spanning forest; see [NI 92, FIN 93, CKT 93] .
In the approximate solution of NP-hard combinatorial optimization problems, it often turns out that finding a solution within a factor of 2 of optimum is almost trivial, but achieving (asymptotically) better approximation guarantees needs a deeper understanding of the problem. For example, consider the metric TSP, i.e., the traveling salesman problem, with edge weights satisfying the triangle inequality. Finding a solution whose value is within a factor of 2 of optimum is trivial. The Christofides heuristic [Ch 76] broke the 2-approximation barrier by employing a powerful idea: matching.
Given a graph, consider the problem of finding a minimum-size 2-edge connected spanning subgraph (2-ECSS), or a minimum-size 2-node connected spanning subgraph (2-NCSS). Several recent papers have focused on these two problems. Khuller and Vishkin [KV 94 ] achieved the first significant advance by obtaining approximation guarantees of 1.5 and 1.66 for the minimum-size 2-ECSS problem and the minimumsize 2-NCSS problem. Garg, Santosh, and Singla [GSS 93 ] improved the approximation guarantee of the latter problem to 1.5. These algorithms are based on depth-first search (DFS), and they do not imply efficient parallel algorithms for the PRAM model. Subsequently, Chong and Lam [CL 95, CL 96] gave (deterministic) NC algorithms on the PRAM model with approximation guarantees of (1.5 + ǫ) and (1.66 + ǫ) for the minimum-size 2-ECSS problem and the minimum-size 2-NCSS problem.
For graphs and the general minimum-size k-ECSS problem, first Karger [Ka 94] used randomized rounding to improve the approximation guarantee (for k large with respect to log n) to 1 + [O(log n)/k]; Karger's algorithm is not deterministic but Las Vegas. Then Khuller and Raghavachari [KR 96 ] improved the approximation guarantee (for all k) from 2 to (roughly) 1. 85 . They left open the problem of improving on the approximation guarantee of 2 for the minimum-size k-NCSS problem.
For digraphs and the problem of finding a minimum-size 1-connected (i.e., strongly connected) spanning subgraph, Khuller, Raghavachari, and Young [KRY 96, KRY 95] gave a 1.61-approximation algorithm. For digraphs and k ≥ 2, there appears to have been no previous work on achieving approximation guarantees better than 2.
An illustrative example. Here is an example illustrating the difficulty in improving on the 2-approximation guarantee for the minimum-size k-connected spanning subgraph problem. Let the given graph G have n nodes, where n is even. Suppose that the edge set of G, E(G), is the union of the edge set of the complete bipartite graph K k,(n−k) and the edge set E opt of an n-node, k-regular, k-edge connected (or k- Table 1 A summary of previous and new approximation guarantees for minimum-size k-edge connected spanning subgraphs (k-ECSS), and minimum-size k-node connected spanning subgraphs (k-NCSS). node connected) graph. For example, for k = 2, E(G) is the union of E(K 2,(n−2) ) and the edge set of a Hamiltonian cycle. A naive heuristic may return E(K k,(n−k) ) which has size k(n − k), roughly two times |E opt |. A heuristic that significantly improves on the 2-approximation guarantee must somehow return many edges of E opt .
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Heuristics and approximation guarantees. This paper first presents a simple heuristic for finding an approximately minimum-size k-NCSS of a given graph or digraph. An approximation guarantee of 1+[1/k] is proved. A variant of the heuristic finds a small-size k-ECSS of a given graph or digraph. For graphs and the minimumsize k-ECSS problem, the approximation guarantee is 1 + [2/(k + 1)]. For digraphs and the minimum-size k-ECSS problem, the approximation guarantee is 1 + [4/ √ k]. Let G = (V, E) be the given graph. The heuristic has two steps. The first step finds a minimum-size subgraph (V, M ) of minimum-degree k (or k − 1) via a subroutine for the degree-constrained subgraph (b-matching) problem. The second step adds an (inclusionwise) minimal edge set F ⊆ E\M such that the resulting graph (V, M ∪ F ) is either k-node connected or k-edge connected, as required. Heuristics of this type have been considered by other researchers, but we were not aware of this when the preliminary version of this paper (Proceedings of the IEEE Symposium on Foundations of Computer Science, 1996, pp. 292-301) appeared. Subsequently, Khuller (private communication, October 1996) and Watanabe (private communication, October 1996) informed us that they had examined or implemented heuristics of this type. One of the contributions of this paper is to refine the general heuristic to the four minimumsize k-CSS problems discussed above, and to give nearly tight analyses of the four approximation guarantees. The running time of the heuristic is O(k|E| 2 ), and for Illustrating the 2-NCSS heuristic on a 2-node connected graph G = (V, E); n = |V | is even, and k = 2. Adapted from Garg, Santosh, and Singla [GSS 93, Figure 7 ]. (a) A minimumsize 2-node connected spanning subgraph has n + 1 edges and is indicated by thick lines (the path v 1 , v 2 , . . . , vn and edges v 1 v 7 and e * = v 5 vn). (b) The first step of the heuristic in section 3.1 finds a minimum-size M ⊆ E such that every node is incident to ≥ (k − 1) = 1 edges of M . The thick lines indicate M ; it is a perfect matching. The second step of the heuristic finds an (inclusionwise) minimal edge set F ⊆ E such that (V, M ∪ F ) is 2-node connected. F is indicated by dashed linesthe "key edge" e * is not chosen in F . |M ∪ F | = 1.5n − 5. (c) Another variant of the heuristic first finds a minimum-size M ⊆ E such that every node is incident to ≥ k = 2 edges of M . The thick lines indicate M (M is the path v 1 , v 2 , . . . , vn and edges v 1 v 3 , v n−2 vn). The second step of the heuristic finds the edge set F ⊆ E indicated by dashed lines-the "key edge" e * is not chosen in F . (V, M ∪ F ) is 2-node connected, and for every edge vw in F , (V, M ∪ F )\vw is not 2-node connected. |M ∪ F | = 1.5n − 3. For graphs, the heuristic finds a 2-node connected or 2-edge connected spanning subgraph whose size is within a factor of 1.5 of the minimum size. A parallel (deterministic) version gives a (1.5+ǫ)-approximation NC algorithm. Similarly, a sequential linear-time version gives an approximation guarantee of (1.5 + ǫ). Table 1 summarizes the approximation guarantees obtained in this paper for the four versions of the problem and compares these with the previous best approximation guarantees. Figure 1 illustrates the working of the heuristic on an example.
Here is a summary of developments since September 1996. Fernandes [Fe 97, Theorem 5.1] showed that the minimum-size 2-ECSS problem on graphs is MAX SNPhard; also see Czumaj and Lingas [CL 99, Theorem 5.3]. Independently of this paper, The dotted lines indicate an (inclusionwise) minimal edge set F such that (V, M ∪ F ) is 2-node connected. F has size n − 4, for n ≥ 4. By Lemma 3.3, the maximum size of F over all possible M is ≤ n − 1. (b) The dotted lines indicate an (inclusionwise) minimal edge set F such that (V, M ∪ F ) is 2-edge connected. F has size ≥ 2(n − 6)/3, for n ≥ 6. By Theorem 4.3, the maximum size of F over all possible M is ≤ 2(n − 1)/3. (c) The dashed lines indicate a laminar family of tight node sets F covering the F -edges of the 2-edge connected graph in (b). The proof of Theorem 4.3 is based on examining M , F , and F . and using different methods, Chong and Lam [CL 96b] have also obtained a parallel (deterministic) (1.5 + ǫ)-approximation NC algorithm for the minimum-size 2-NCSS problem on graphs. The approximation guarantee for the minimum-size 2-ECSS problem has been improved from 1.5 to 17/12 by [CSS 98] and then to 4/3 by [VV 99].
Contributions to approximation algorithms for "uniform" network design. As discussed above, the subarea of network design with uniform edge costs and uniform connectivity requirements has attracted a fair amount of recent interest in theoretical computer science, e.g., the references cite 10 papers from this subarea. This paper takes up four central questions from this subarea and settles them in the sense that reasonably good approximation guarantees are derived based on a simple heuristic. To achieve the approximation guarantees, the paper has to rely on some deep areas of graph theory and combinatorial optimization.
Combinatorial contributions. The paper has two combinatorial results that may be of independent interest. The first is Theorem 3.5 which gives a new lower bound on the size of a k-edge connected spanning subgraph. The proof relies on the Gallai-Edmonds decomposition theorem of matching theory. Theorem 3.5 is related to a result of Gupta: a bipartite graph of minimum degree k has k edge-disjoint edge covers. The second combinatorial result of independent interest is Theorem 4.3. This theorem gives an asymptotically tight upper bound of k|V |/(k + 1) on the size of an (inclusionwise) minimal edge set F such that (V, M ∪ F ) is a k-edge connected (simple) graph, where (V, M ) is a graph of minimum degree ≥ k. The (long) proof makes use of a laminar family of tight node sets that covers F . Theorem 4.3 is related to a theorem of Mader on "critical cycles" in a k-node connected graph; see Theorem 3.2. Apparently, Mader's theorem has no analogue for k-edge connected graphs; for k = 2, this can be seen from the example in Figure 5 in section 4.1; the example generalizes to all k ≥ 2. However, there is one implication of Mader's theorem that is an analogue of Theorem 4.3: If (V, M ) is as above, and F is an (inclusionwise) minimal edge set such that (V, M ∪F ) is a k-node connected graph, then |F | ≤ |V |−1 (see Lemma 3.3). Both the bounds (k|V |/(k + 1) in Theorem 4.3, and |V | − 1 in Lemma 3.3) are tight up to an additive term of (k + 1), for all k ≥ 2. Figure 2 has relevant examples for k = 2, and these examples generalize for all k ≥ 2. Although Theorem 4.3 and Lemma 3.3 are analogous, the two results seem to be focusing on two essentially different combinatorial structures, and neither result implies the other one.
Organization of the paper. The rest of the paper is organized as follows. Section 2 has definitions and notation. Section 3 presents the heuristic for approximating a minimum-size k-node connected spanning subgraph of a graph or a digraph and separately analyzes the approximation guarantees on graphs and digraphs. Section 4 describes and analyzes the heuristic for approximating a minimum-size k-edge connected spanning subgraph of a graph or a digraph. Section 5 has conclusions, including a discussion of the relationship to graph theory.
Definitions and notation. For a subset S
′ of a set S, S\S ′ denotes the set {x ∈ S : x ∈ S ′ }. This paper considers finite simple graphs and digraphs, i.e., the graphs/digraphs have no loops nor multiedges. (But, Propositions 3.9 and 3.10 do allow multiedges.) Let G = (V, E) be a graph or a digraph. V (G) and E(G) stand for the node set and the edge set of G. By the size of G we mean |E(G)|. First, suppose that G is a graph. An edge incident to nodes v and w is denoted by vw. For a subset M of E and a node v, we use deg M (v) to denote the number of edges of
A node is said to be covered by an edge set M if the node is incident to at least one edge of M ; otherwise, the node is uncovered by M . An edge cover is a set of edges that covers all the nodes. A matching of a graph G = (V, E) is an edge set M ⊆ E such that deg M (v) ≤ 1, ∀v ∈ V ; furthermore, if every node v ∈ V has deg M (v) = 1, then M is called a perfect matching. A graph G is called factor-critical if for every node v ∈ V , there is a perfect matching in G\v; see [LP 86 ].
An x↔y path refers to a path whose end nodes are x and y. We call two paths openly disjoint if every node common to both paths is an end node of both paths. Hence, two (distinct) openly disjoint paths have no edges in common and possibly have no nodes in common. A set of k ≥ 2 paths is called openly disjoint if the paths are pairwise openly disjoint. For a node set S ⊆ V (G), δ G (S) denotes the set of all edges in E(G) that have one end node in S and the other end node in V (G)\S (when there is no danger of confusion, the notation is abbreviated to δ(S)); δ(S) is called a cut, and by a k-cut we mean a cut that has exactly k edges.
A graph G = (V, E) is said to be k-edge connected if |V | ≥ k + 1 and the deletion of any set of < k edges leaves a connected graph. A graph G = (V, E) is said to be k-node connected if |V | ≥ k + 1 and the deletion of any set of < k nodes leaves a connected graph.
Let G = (V, E) be a digraph. An arc (directed edge) with start node v and end node w is denoted (v, w). For M ⊆ E and a node v, deg M,out (v) (deg M,in (v)) denotes the number of arcs of M with start node v (end node v). For a node set S ⊆ V , δ out (S) (δ in (S)) denotes the set of arcs with start nodes in S and end nodes in V \S (end nodes in S and start nodes in V \S). The digraph is called strongly connected (1-connected) if for every (ordered) pair of nodes v,w there exists a directed path from v to w. The digraph is called k-edge connected if |V | ≥ k + 1 and the deletion of any set of < k arcs leaves a strongly-connected digraph. The digraph is called k-node connected if |V | ≥ k + 1 and the deletion of any set of < k nodes leaves a strongly-connected digraph.
An edge vw (arc (v, w)) of a k-node connected graph G (digraph G) is called critical with respect to k-node connectivity if G\vw (G\(v, w)) is not k-node connected. Similarly, we have the notion of critical edges (arcs) with respect to k-edge connectivity.
Let G = (V, E) be a graph, and let b : V → Z + assign a nonnegative integer b v to each node v ∈ V . The perfect b-matching (or perfect degree-constrained subgraph) problem is to find an edge set M ⊆ E such that each node v has deg )-approximation algorithm for minimum-size k-node connected spanning subgraphs. This section presents the heuristic for finding an approximately minimum-size k-node connected spanning subgraph (abbreviated k-NCSS) and proves an approximation guarantee of 1+[1/k]. First, we focus on graphs, and then we turn to digraphs. The analysis of the heuristic for graphs hinges on a deep theorem of Mader [Ma 72, Theorem 1]. Given a graph G = (V, E), a straightforward application of Mader's theorem shows that the number of edges in the k-NCSS returned by the heuristic is at most
see Lemma 3.3 below. An approximation guarantee of 1+[2/k] on the heuristic follows, since the number of edges in a k-node connected graph is at least k|V |/2, by the "degree lower bound"; see Proposition 3.4. Often, the key to proving improved approximation guarantees for (minimizing) heuristics is a nontrivial lower bound on the value of every solution. We improve the approximation guarantee from 1+[2/k] to 1 + [1/k] by exploiting a new lower bound on the size of a k-edge connected spanning subgraph; see Theorem 3.5 which states the following.
The number of edges in a k-edge connected spanning subgraph of a graph Assume that the given graph or digraph G = (V, E) is k-node connected; otherwise, the heuristic will detect this and report failure.
3.1. Undirected graphs. Let E * ⊆ E denote a minimum-cardinality edge set such that the spanning subgraph (V, E * ) is k-edge connected. Note that every k-node connected spanning subgraph (V, E ′ ) (such as the optimal solution) is necessarily k-edge connected and so has |E ′ | ≥ |E * |. The heuristic has two steps. The first finds a minimum-size spanning subgraph (V, M ), M ⊆ E, whose minimum degree is (k − 1), i.e., each node is incident to ≥ (k − 1) edges of M . Clearly, |M | ≤ |E * |, because (V, E * ) has minimum degree k, i.e., every node is incident to ≥ k edges of E * . To find M efficiently, we use the algorithm for the maximum degree-constrained subgraph (b-matching) problem. Our problem is
To see that this is a b-matching problem, consider the equivalent problem of finding the complement M of M with respect to E, where M = E\M : The second step is equally simple. We find an (inclusionwise) minimal edge set F ⊆ E\M such that M ∪ F gives a k-node connected spanning subgraph, i.e., (V, M ∪ F ) is k-node connected and for each edge vw ∈ F , (V, M ∪ F )\vw is not k-node connected. Recall that an edge vw of a k-node connected graph H is critical (with respect to k-node connectivity) if H\vw is not k-node connected. The next result characterizes critical edges.
Proposition 3.1. An edge vw of a k-node connected graph H is not critical iff there are at least k + 1 openly disjoint v↔w paths in H (including the path vw).
To find F efficiently, we start with F = ∅ and take the current subgraph to be G = (V, E) (which is k-node connected). We examine the edges of E\M in an arbitrary order, say, e 1 , e 2 , . . . , e ℓ (ℓ = |E\M |). For each edge e i = v i w i , we attempt to find (k+1) openly disjoint v i ↔w i paths in the current subgraph. If we succeed, then we remove the edge e i from the current subgraph (since e i is not critical); otherwise, we retain e i in the current subgraph and add e i to F (since e i is critical). At termination, the current subgraph with edge set M ∪F is k-node connected, and every edge vw ∈ F is critical. . In a k-node connected graph, a cycle consisting of critical edges must be incident to at least one node of degree k.
Lemma 3.3. |F | ≤ |V | − 1.
Proof. Consider the k-node connected subgraph returned by the heuristic
, where E ′ = M ∪ F . Suppose that F contains a cycle C. Note that every edge in the cycle is critical, since every edge in F is critical. Moreover, every node v incident to the cycle C has degree ≥ (k + 1) in G ′ , because v is incident to two edges of C, as well as to at least (k − 1) edges of M = E ′ \F . But this contradicts Mader's theorem. We conclude that F is acyclic and so has ≤ |V | − 1 edges. The proof is done.
Proposition 3.4. Let G = (V, E) be a graph of node connectivity ≥ k. The heuristic above finds a k-node connected spanning subgraph (V,
where |E opt | denotes the cardinality of an optimal solution. The running time is O(k 3 |V | 2 + |E| 1.5 (log |V |) 2 ). Proof. The approximation guarantee follows because |E opt | ≥ (k|V |/2), so
We have already seen that M can be found in time O(|E| 1.5 (log |V |) 2 ), and F can be found in time O(k|E| 2 ). The running time of the second step can be improved to O(k 3 |V | 2 ) as follows: we run a linear-time preprocessing step to compute a sparse certificate E of G for k-node connectivity, i.e., E ⊆ E, | E| ≤ k|V |, and for all nodes v, w, (V, E) has k openly disjoint v↔w paths iff G has k openly disjoint v↔w paths; see [NI 92, FIN 93, CKT 93]. We compute M as before, by running the first step on G. To find the set F ⊆ E\M , we run the second step on E ∪ M rather than on E, and for each edge v i w i ∈ E\M , we attempt to find (k + 1) openly disjoint v i ↔w i paths in the current subgraph of (V, E ∪ M ). The second step runs in time
To improve the approximation guarantee to 1 + [1/k], we present an improved lower bound on |E * |, where E * denotes a minimum-cardinality edge set such that
Suppose that E * contains a perfect matching P 0 (so
The next theorem generalizes this lower bound to the case when E * has no perfect matching. The proof is given in the next subsection (section 3.2), after developing some preliminaries.
Theorem 3.5. Let G * = (V, E * ) be a graph of edge connectivity ≥ k ≥ 1, and let n denote |V |. Let M * ⊆ E * be a minimum-size edge set such that every node v ∈ V is incident to
The approximation guarantee of 1 + [1/k] follows easily from Theorem 3.5, using an argument similar to Proposition 3.4. We have E ′ = M ∪ F , where |F | ≤ (n−1). Moreover, since M is a minimum-size edge set with deg M (v) ≥ (k−1), ∀v ∈ V , Theorem 3.5 implies that |M | ≤ |E opt | − ⌊n/2⌋ ≤ |E opt | − (n − 1)/2. Hence,
where the last inequality uses the "degree lower bound," |E opt | ≥ kn/2. The running time analysis is the same as that in Proposition 3.4.
3.2.
A lower bound for the size of a k-connected spanning subgraph and Gupta's theorem on bipartite graphs. This subsection gives a proof of Theorem 3.5. This theorem is used in the previous subsection to prove an approximation guarantee of 1 + [1/k] for a minimum-size k-NCSS. Theorem 3.5 gives the following new lower bound on the size of a k-ECSS:
Let G * = (V, E * ) be a k-edge connected graph (k ≥ 1), and let n denote |V |. Let M * ⊆ E * be a minimum-size edge set such that every node v ∈ V is incident to
First, a theorem of Gupta on bipartite graphs is recalled. For the special case of bipartite graphs, (a stronger form of) the lower bound in Theorem 3.5 follows easily from Gupta's theorem; see Proposition 3.8. This proposition is used in section 3.4 to prove an approximation guarantee of 1+[1/k] for a minimum-size k-NCSS of a digraph. Gupta's theorem does not apply to nonbipartite graphs. The proof of Theorem 3.5 (for arbitrary graphs) relies on the Gallai-Edmonds decomposition theorem of matching theory. When the Gallai-Edmonds decomposition of the graph is "nontrivial," one can define a bipartite graph B that partially represents the decomposition. The proof of Theorem 3.5 is completed by examining B. One way is to prove a variant of Gupta's theorem (see Proposition 3.9), and then apply it to B. This is described below. Readers interested in a detailed study of the proofs in this subsection may find it useful to review two results in matching theory, namely, the Gallai-Edmonds decomposition theorem [LP 86, Theorem 3. Theorem 3.7 (see Gupta [Gu 67]). Let B = (X ∪ Y , E) be a bipartite graph with minimum degree k. Then there exists a partition of the edge set of B, namely E, into k sets E 1 , E 2 , . . . , E k such that each node v ∈ X ∪ Y is incident to at least one edge from each set
For an elegant proof, see the solutions to Problems 10-12 in [L 93, Chapter 7]. Also, see [BM 76, Problem 6.1.6]. The next result strengthens Theorem 3.5 for bipartite graphs. The proof is via Gupta's theorem. Another brief proof follows from Proposition 3.10.
Proposition 3.8. Let B * = (X ∪ Y , E * ) be a bipartite graph with minimum degree ≥ k. Let M * ⊆ E * be a minimum-size edge set such that every node
Proof. Apply Gupta's theorem to E * , and let E 1 , E 2 , . . . , E k be the partition of E * . Focus on the set, say E k , that has the maximum cardinality. Clearly,
Gupta's result shows that v is incident to some edge from each of the remaining (k − 1) sets
Proposition 3.8 does not generalize to nonbipartite graphs B * , even if we strengthen the condition "B * has minimum degree ≥ k" to "B * is k-edge connected." For example, let k = 2, and let B * = K 3 , the complete graph on three nodes. Then M * is a minimum edge cover of K 3 and has size 2. But then |E * | = |M * |+1 < |M * |+(|V |/2). The generalization of Proposition 3.8 fails because B * is a 2-edge connected, 2-regular graph such that for every edge cover M * , the edge-complement of M * in B * , (V, E * − M * ), has an isolated node, so it does not have an edge cover. For every even integer k ≥ 2, there is an infinite family of nonbipartite graphs such that the generalization of Proposition 3.8 fails. Take B * to be a k-edge connected, k-regular graph with an odd number of nodes n. Then M * has size at least (1 + (k − 1)n)/2, so (V, E * − M * ) has an isolated node, and hence has size < n/2. It can be seen that the examples in this paragraph are factor-critical graphs.
The next proposition may be regarded as a variant of Gupta's theorem. Note that the bipartite graph B in the next proposition may have minimum degree 1, and B may have multiple copies of an edge.
Proposition 3.9. Let B = (X ∪ Y , E) be a bipartite (loopless) multigraph with node bipartition X ∪ Y . Let each node y ∈ Y have deg(y) ≥ k,and let B have a matching of size |X|. Then B has an edge cover J such that each node y ∈ Y is incident to exactly one edge of J, and each node x ∈ X is incident to either exactly one edge of J or at least (k − 1) edges of E\J.
Proof. See Figure 3 (b) for an illustration. Let J 0 be a matching of size |X|. The edge cover J is constructed iteratively, starting with J ′ = J 0 and J ′′ = ∅. Throughout, J ′ is a matching of the current B, and at the end of the construction, J ′ ∪ J ′′ is an edge cover of the original B that satisfies the proposition.
If J ′ ∪ J ′′ is an edge cover, i.e., if J ′ is a perfect matching, then the proof is completed by taking J = J ′ ∪ J ′′ . Clearly, the degree requirements in the proposition hold. Otherwise, if J ′ ∪ J ′′ is not an edge cover, the size of J ′ ∪ J ′′ is increased by one such that one more Y -node is covered and the degree requirements in the proposition are maintained. Let v ∈ Y be a node that is not covered by J ′ ∪ J ′′ . Let T be the node set of the maximal J ′ -alternating tree that contains v. That is, a node w is in T iff there exists a J ′ -alternating path between v and w. (For a matching J ′ , recall that a J ′ -alternating path means a path whose edges are alternately in J ′ and not in J ′ .) Claim 1. There is a node x ∈ T ∩ X with deg(x) ≥ k + 1. To prove this claim, note that (i) |T ∩ Y | = |T ∩ X| + 1 (since each node y ∈ T ∩ Y except v is incident to an edge of J ′ ), and (ii) for every node y ∈ T ∩ Y , every incident edge wy has the other end node w in T ∩ X (otherwise, w can be added to T , and so T is not maximal). By assumption, each node y ∈ T ∩ Y has deg(y) ≥ k, hence, (i), (ii), and the pigeonhole principle guarantee that there is a node x ∈ T ∩ X with deg(x) > k. This proves the claim.
Let xz be the J ′ -edge incident to x, i.e., x is matched to z by J ′ . This edge is (permanently) added to the edge cover J by taking J ′′ = J ′′ ∪ {xz}. The node z is deleted from B. Since x ∈ T , there exists a J ′ -alternating path between v and x (by definition of T ). Let this path be P ′ . The matching J ′ is updated by switching alternate edges along P ′ , i.e., J ′ is replaced by the symmetric difference of J ′ and E(P ′ ). Note that the current B (with node z deleted) has a matching of size |X|, namely J ′ , and has deg(y) ≥ k, for all nodes y ∈ V (B)\X. Therefore, the hypothesis of the proposition continues to hold.
The above step is repeated until J ′ ∪ J ′′ covers all nodes of B. Finally, J is taken to be J ′ ∪ J ′′ . The construction guarantees that J satisfies the degree requirements in the proposition.
Recall the Gallai-Edmonds decomposition theorem of matching theory [LP 86, Theorem 3.2.1]. For every graph H, there is a partition of V (H) into a set of (matching) noncritical nodes D(H) and a set of (matching) critical nodes V \D(H) (i.e., D(H) consists of all nodes that are left uncovered by some maximum matching of H). The partition is "trivial" either if H has a perfect matching, or if H is factorcritical: in the first case, D(H) = ∅, and in the second case, D(H) = V (H). Let A(H) be the set of critical nodes of H that are adjacent to one or more noncritical nodes of H. Possibly, A(H) is the empty set. When there is no danger of confu-
3. An illustration of the proofs of Theorem 3.5 and Propositions 3.9 and 3.10. (a) G = (V, E) is a 2-edge connected graph (k = 2), and the Gallai-Edmonds decomposition is given by
The bipartite multigraph B in the proofs of Propositions 3.9 and 3.10. In Proposition 3.10, B is obtained from G by deleting the nodes in V \(A ∪ D) and the edges in E(A), and shrinking D 1 , . . . , D 6 into single nodes. In B, note that deg(D 1 ), . . . , deg(D 6 ) ≥ k = 2, and there is a matching J ′ of size |A| = 4. J ′ is indicated by dashed lines,
In the construction of Proposition 3.9, the first iteration chooses, say, v = D 3 . Then T = {D 3 , a 2 , D 2 , a 1 , D 1 } and x = a 2 ∈ T ∩ A has degree ≥ k + 1 = 3. The edge a 2 D 2 is added to J ′′ , the node D 2 is deleted, and in J ′ , a 2 D 2 is replaced by a 2 D 3 . Finally,
, a 3 D 4 }, and J = J ′ ∪ J ′′ is the required edge cover. (c) In G, J maps to an edge set J. J is extended to the required edge cover P of G by adding a perfect matching on the nodes of G not incident to J. P is indicated by dashed lines.
sion, we use A and D instead of A(H) and D(H). Let def(H) denote the deficiency of H, i.e., the number of nodes that are not covered by a maximum matching of H. (So, def(H) = |V (H)| − 2|P 0 |, where P 0 is a maximum matching of H.) The Gallai-Edmonds decomposition theorem shows that in the graph H\A, the noncrit-
Moreover, every one of these odd components D i is factor-critical.
The next result is a generalization of Proposition 3.9. Proposition 3.10. Let G be a graph, and let D = D(G) and A = A(G) be the node sets in the Gallai-Edmonds decomposition. Let q = |A(G)| + def(G), and let D 1 , D 2 , . . . , D q be the odd components of G\A. If every D i gives a cut containing at least k edges, i.e., if δ(V (D i )) has size ≥ k for i = 1, . . . , q, then G has an edge cover P such that each node in V (G)\A is incident to exactly one edge of P , and each node in A is incident to either exactly one edge of P or at least (k − 1) edges of E(G)\P .
Proof. See Figure 3 for an illustration. The proof follows easily by applying Proposition 3.9 to a bipartite graph associated with the Gallai-Edmonds decomposition.
If def(G) = 0, then the proof is done: take P to be a perfect matching of G. Otherwise, def(G) > 0, and so D = ∅. Suppose that A = ∅. Then every component D i of G is factor-critical, but this violates the condition on |δ(V (D i ))|. Hence, A is nonempty. Clearly, every edge in δ(V (D i )) (i = 1, . . . , q) has one end node in A and the other in 
has ≥ k edges. Moreover, B has a matching of size |X| = |A|, by the Gallai-Edmonds decomposition theorem. Therefore, B satisfies the conditions in Proposition 3.9. By the proposition, B has an edge cover J satisfying the degree requirements in the proposition; note that each node D i ∈ Y is incident to exactly one edge of J. Let J denote a set of edges of G that corresponds to J, i.e., for each edge a h D i ∈ J with a h ∈ X = A, D i ∈ Y , there is an edge a h w i ∈ J such that (in G) w i is a node in D i and w i is adjacent to a h . Let V ( J) be the set of nodes of G incident to edges in J, i.e., V ( J) = A ∪ {w i ∈ V (D i ) : i = 1, . . . , q}. By the Gallai-Edmonds decomposition theorem, G\V ( J) has a perfect matching P . To see this, note that each component of G\V ( J) is either an even component of G\A or is obtained by deleting one node from an odd (factor-critical) component of G\A; in either case, the component has a perfect matching.
Take P = J ∪ P . Clearly, P is an edge cover of G such that each node v ∈ V \A is incident to exactly one edge of P . Moreover, by Proposition 3.9, every node in A is incident to either exactly one edge of P or to ≥ (k − 1) edges of E\P .
Proof of Theorem 3.5. See Figure 3 for an illustration. We construct an appropriate edge set P * such that |P * | ≥ ⌊n/2⌋ and every node v ∈ V is incident to ≥ (k − 1) edges of E * \P * . In the statement of Theorem 3.5, note that M * is a minimum-size edge set such that (V, M * ) has minimum degree (k − 1). Hence, |E * \P * | ≥ |M * |. The theorem follows immediately from the existence of the edge set P * , because
. If the size of a maximum matching of G * is ≥ (n − 1)/2, i.e., if G * has a matching that leaves at most one node uncovered, then we take P * to be a maximum matching. (This handles the case when G * is a factor-critical graph.)
To handle the case when def(G * ) ≥ 2, we apply Proposition 3.10 to G * , noting that G * satisfies the conditions in the proposition. (Since G * is k-edge connected, deg(v) ≥ k ∀v ∈ V , and every node set S ⊆ V , ∅ = S = V , has |δ(S)| ≥ k.) We take P * to be the edge cover P guaranteed by the proposition. Since P * is an edge cover of G * , |P * | ≥ n/2. Moreover, (V, E * \P * ) has minimum degree ≥ k − 1 by the proposition and the fact that G * has minimum degree ≥ k. The theorem follows.
We mention a corollary of Theorem 3.5, though this is not relevant to the main theme of the paper.
Corollary 3.11 (Petersen's theorem). A 3-regular graph without cut edges has a perfect matching.
Proof. Let G * = (V, E * ) be the graph, and let n = |V |. Clearly, n is even, and |E * | = 3n/2. The key point is that every node set S of odd cardinality (i.e., S ⊂ V and |S| odd) has |δ(S)| ≥ 3 since |δ(S)| is odd (since 3|S| − 2|E(S)| is odd) and is ≥ 2. Suppose that G * has no perfect matching. Then def(G * ) > 0, and so in the GallaiEdmonds decomposition we have D(G * ) = ∅; moreover, G * is not factor-critical (n is even) so A(G * ) = ∅. Applying Proposition 3.10 with k = 3 shows that G * has an edge cover P such that every node is incident to ≥ (k − 1) = 2 edges of M = E * \P . Clearly, |P | ≥ n/2, since P is an edge cover, and |M | = |E * \P | ≥ n, since (V, M ) has minimum degree 2. Since |E * | = |P | + |M | = 3n/2, we have |P | = n/2 and |M | = n. Therefore, P is a perfect matching of G * .
3.3. Minimum-size 2-connected spanning subgraphs of undirected graphs: A parallel (1.5 + ǫ)-approximation algorithm. This subsection focuses on the design of an efficient parallel algorithm and a linear-time sequential algorithm for the problem of finding a minimum-size 2-node connected (2-edge connected) spanning subgraph of a graph. Let ǫ > 0 be a constant, independent of |V (G)|. A deterministic parallel version of the main heuristic runs in NC and achieves an approximation guarantee of (1.5 + ǫ), whereas a randomized NC version achieves an approximation guarantee of 1.5. A sequential linear-time version of the main heuristic achieves an approximation guarantee of (1.5 + ǫ). The proof of the 1.5 approximation guarantee in this subsection again hinges on Mader's theorem (Theorem 3.2), but instead of employing the lower bound in Theorem 3.5, we employ a nice lower bound result due to Chong and Lam (Proposition 3.13).
The heuristic for a minimum-size 2-NCSS described below can be used to find a 1.5-approximation of a minimum-size 2-ECSS. For this, we run a preprocessing step on the given graph G = (V, E), which is assumed to be 2-edge connected, to partition the edge set into blocks (maximal 2-node connected subgraphs). Then separately for each block, we run our heuristic for a minimum-size 2-NCSS. For a block, the optimal 2-ECSS may not be 2-node connected; nevertheless, the lower bound used by the 2-NCSS heuristic applies to 2-ECSS too, so the edge set found by our algorithm will have size within 1.5 times the minimum size of a 2-ECSS.
Consider the problem of approximating a minimum-size 2-NCSS. Assume that the given graph G = (V, E) is 2-node connected. The heuristic consists of two steps. The first finds a minimum edge cover M ⊆ E of G, i.e., a minimum-cardinality edge set such that every node is incident to at least one edge of M . One way of finding M is to start with a maximum matching M of G, and then to add one edge incident to each node that is not matched by M . Recall that def(G) denotes the number of nodes not matched by a maximum matching of G, i.e., def(G) = |V | − 2| M |. Then we have |M | = | M | + def(G). (It is easily seen that no edge cover of G has smaller cardinality than | M | + def(G).) The second step of the heuristic finds an (inclusionwise) minimal edge set F ⊆ E\M such that M ∪ F gives a 2-NCSS. In other words, (V, M ∪ F ) is 2-node connected, but for each edge vw ∈ F , (V, M ∪ F )\vw is not 2-node connected. Let E ′ denote M ∪ F , and let E opt ⊆ E denote a minimum-cardinality edge set such that (V, E opt ) is 2-edge connected.
Lemma 3.12. 3] ). Let G = (V, E) be a graph of edge connectivity ≥ 2, and let |E opt | denote the minimum size of a 2-edge connected spanning subgraph. Then |E opt | ≥max(|V | + def(G) − 1, |V |).
Proposition 3.14. Let G = (V, E) be a graph of edge connectivity ≥ k ≥ 1, and let |E opt | denote the minimum size of a k-edge connected spanning subgraph. If G is not factor-critical, then
Proof. Suppose that G is not factor-critical and def(G) is ≥ 1. Then, by the Gallai-Edmonds decomposition theorem of matching theory [LP 86, Theorem 3.2.1], there is a nonempty node set A such that G\A has |A| + def(G) odd components (G\A may have some even components too). Focus on a (odd or even) component D i of G\A. The number of edges of E opt such that either one or both end nodes are in D i is at least (|V (D i )| + 1)k/2, because every node v ∈ V (D i ) is incident to ≥ k edges of E opt , and moreover, δ(V (D i )) has at least k edges of E opt . Summing over all components D i of G\A proves the proposition.
Theorem 3.15. Let G = (V, E) be a graph of node (edge) connectivity ≥ 2. Let ǫ > 0 be a constant. The heuristic described above finds a 2-node connected (2-edge connected) spanning subgraph (V, E ′ ) such that |E ′ | ≤ 1.5|E opt |, where |E opt | denotes the minimum size of a 2-ECSS.
A randomized parallel version of the heuristic runs in RNC and achieves an approximation guarantee of 1.5. A deterministic parallel version of the heuristic runs in NC and achieves an approximation guarantee of (1.5 + ǫ).
The sequential running time is O( |V ||E|). A sequential linear-time version of the heuristic achieves an approximation guarantee of (1.5 + ǫ).
Proof. The approximation guarantee follows from Lemma 3.12 and Proposition 3.13, since
Consider the deterministic parallel version of the heuristic. Let M denote a maximum matching of G. For step 1, we find an approximately maximum matching in NC using the algorithm of [FGHP 93]: for a constant ǫ, 0 < ǫ < 0.5, the algorithm finds a matching ′ to be G and repeatedly finds a spanning tree T of G ′ that has the minimum number of nonessential edges, minimally augments T to obtain a 2-node connected spanning subgraph G ′′ of G ′ , and then replaces the current subgraph G ′ by G ′′ . Finding the spanning tree T is easy: we compute a minimum spanning tree of G ′ where the cost of each edge in M is taken to be (−1), the cost of each remaining essential edge of G ′ is 0, and the cost of each nonessential edge of G ′ is 1. The parallel complexity of the whole algorithm is in NC; see [HKe+ 95, KeR 95]. Now, the approximation guarantee is (1.5 + ǫ).
For the sequential linear-time version of the heuristic, note that a matching
Moreover, in linear time, we can find a minimal 2-node connected spanning subgraph whose edge set contains the minimal edge cover M ⊆ E obtained by adding edges to M ′ ; see [HKe+ 95].
Directed graphs.
The main heuristic extends to digraphs. The key tool in the analysis of the approximation guarantee is another theorem of Mader [Ma 85, Theorem 1]. Given a digraph G = (V, E) that is assumed to have node connectivity at least k, the first step of the heuristic finds an arc set M ⊆ E of minimum cardinality such that for every node v, there are ≥ (k − 1) arcs of M going out of v and ≥ (k − 1) arcs of M coming into v. Clearly, |M | ≤ |E opt |, where E opt ⊆ E denotes a minimumcardinality arc set such that (V, E opt ) is k-node connected. The second step of the heuristic is as in section 3.1: we find an (inclusionwise) minimal arc set F ⊆ E\M such that M ∪ F is the arc set of a k-node connected spanning subgraph. The key point is that |F | ≤ 2|V | − 1, by Mader's digraph theorem (Theorem 3.16).
Consider the first step in more detail. To find the arc set M , we transform the digraph problem to a b-matching problem on the bipartite graph B(G) associated with G. For each node v ∈ V (G), there is a pair of nodes v − , v + in the bipartite graph B(G), and for each arc (v, w) of G there is one edge v + w − in the bipartite graph. Our problem of finding a minimum-cardinality M ⊆ E with deg M,in (v) ≥ (k − 1), deg M,out (v) ≥ (k − 1) ∀v ∈ V corresponds to the problem of finding a minimumcardinality edge set M ′ of the bipartite graph such that each node of the bipartite graph is incident to ≥ (k − 1) edges of M ′ . As in section 3.1, this is a b-matching problem.
An alternating cycle of a digraph is a nonempty, even-length sequence of distinct arcs C = e 1 , e 2 , . . . , e 2ℓ−1 , e 2ℓ , ℓ ≥ 1, such that (using indices modulo 2ℓ) for each i = 0, 1, . . ., the arcs e 2i and e 2i+1 have the same start node, and the arcs e 2i+1 and e 2i+2 have the same end node. In other words, the set of undirected edges corresponding to an alternating cycle C is a union of cycles, and moreover, alternate occurrences of nodes have two C-arcs coming out or two C-arcs going in. See Figure 4 for an illustration. For an alternating cycle C, a C-out node is a node having two outgoing arcs of C, and a C-in node is a node having two incoming arcs of C. Recall that an arc e of a k-node connected digraph H is called critical if H\e is not k-node connected. Here is Mader's theorem on the critical arcs of a k-node connected digraph; see Figure 4 for an illustration. . In a k-node connected digraph, if there is an alternating cycle C each of whose arcs is critical, then there is either a C-out node of outdegree k or a C-in node of indegree k. (b) Another alternating cycle v 6 ) and its bipartite graph B(C 2 ). For an alternating cycle, the undirected version may not be a cycle, but the bipartite graph has at least one cycle. (c) An alternating cycle C of a 1-connected (strongly connected) digraph is indicated by dashed lines. Every C-out node has outdegree > k = 1, and every C-in node has indegree > k = 1. None of the arcs in the alternating cycle is critical for 1-connectivity. This example is modified from an example of Mader [Ma 85]. . Let H be a digraph, and let B(H) be the associated bipartite graph. There is a cycle in B(H) iff there is an alternating cycle in H.
Remarks. Mader [Ma 85] states the theorem for minimal k-node connected digraphs, but in fact, his proof needs only the fact that every arc in the alternating cycle is critical. Now, consider a digraph H 0 that is obtained from an arbitrary strongly connected digraph by subdividing every arc at least once (i.e., an arc is replaced by ≥ 1 new nodes and a directed path of ≥ 2 arcs). Note that H 0 contains no alternating cycle. Mader [Ma 85, p. 104] shows that there exists a minimal k-node connected digraph G such that H 0 is contained in the subgraph of G induced by arcs whose start nodes have outdegrees > k and whose end nodes have indegrees > k.
Lemma 3.18. Let F ⊆ E\M be the set of critical arcs found by the second step of the heuristic. Then |F | ≤ 2|V | − 1.
Proof. Let G ′ = (V, E ′ ), where E ′ = M ∪ F . We claim that F contains no alternating cycle. By way of contradiction, suppose that C ⊆ F is an alternating cycle. Observe that every C-out node v has ≥ (k + 1) outgoing arcs of E ′ , since there are ≥ (k − 1) arcs of M outgoing from v, and there are two arcs of C outgoing from v. Similarly, every C-in node has ≥ (k+1) incoming arcs of E ′ . This contradicts Mader's digraph theorem. Hence, F contains no alternating cycle. Then |F | ≤ 2|V | − 1, because the bipartite graph associated with (V, F ) is acyclic.
The previous lemma immediately gives an approximation guarantee of 1 + [2/k] for a minimum-size k-NCSS of a digraph, because the "degree lower bound" implies that a digraph k-NCSS has ≥ k|V | arcs. The approximation guarantee can be improved to 1 + [1/k] via the lower bound on the size of a digraph k-NCSS implied by Proposition 3.8.
Proposition 3.19. Let G = (V, E) be a digraph of node connectivity ≥ k. The heuristic above finds a k-node connected spanning subgraph (V,
where |E opt | denotes the cardinality of an optimal solution. Theorem 3.20. Let G = (V, E) be a digraph of node connectivity ≥ k. The heuristic described above finds a k-node connected spanning subgraph (V,
where E opt ⊆ E denotes a minimum-cardinality arc set such that (V, E opt ) is k-node connected. The running time is O(k|E| 2 ). Proof. The proof of the approximation guarantee is similar to the proof for undirected graphs in Theorem 3.6. Let G opt = (V, E opt ) be a k-node connected spanning subgraph of minimum size. Apply Proposition 3.8 to the bipartite graph B(G opt ) of G opt to deduce that |M * | ≤ |E(B(G opt ))| − |V (B(G opt ))|/2, where M * ⊆ E(B(G opt )) is a minimum-size edge set such that every node of B(G opt ) is incident to ≥ k − 1 edges of M * . Since the arc set M ⊆ E(G) found by the heuristic has
where the last inequality uses the "degree lower bound," |E opt | ≥ k|V (G)|. The running time analysis is similar to that for the heuristic for graphs; see section 3.1.
4. Approximating minimum-size k-edge connected spanning subgraphs. The heuristic can be modified to find an approximately minimum-size k-edge connected spanning subgraph (abbreviated k-ECSS) of a graph or a digraph. First, we focus on graphs, and we prove a (1 + [2/(k + 1)])-approximation guarantee for finding a minimum-size k-ECSS. The analysis hinges on Theorem 4.3 which may be regarded as an analogue of Mader's theorem [Ma 72, Theorem 1] for k-edge connected graphs. Then we turn to digraphs, and prove an approximation guarantee of 1 + [4/ √ k] for the k-ECSS heuristic.
In this section, an edge e (arc e) of a k-edge connected graph (digraph) H is called critical if H\e is not k-edge connected. Assume that the given graph or digraph G = (V, E) is k-edge connected; otherwise, the heuristic will detect this and report failure.
4.1. Undirected graphs. In this subsection, G = (V, E) is a graph. The first step of the heuristic finds an edge set M ⊆ E of minimum cardinality such that every node in V is incident to ≥ k edges of M . Clearly, |M | ≤ |E opt |, where E opt ⊆ E denotes a minimum-cardinality edge set such that (V, E opt ) is k-edge connected. The second step of the heuristic finds an (inclusionwise) minimal edge set F ⊆ E\M such that M ∪ F is the edge set of a k-edge connected spanning subgraph. In detail, the second step starts with F = ∅ and E ′ = E. Note that G ′ = (V, E ′ ) is k-edge connected at the start. We examine the edges of E\M in an arbitrary order e 1 , e 2 , . . .. For each edge e i = v i w i (where 1 ≤ i ≤ |E\M |), we determine whether or not v i w i is critical for the current graph by finding the maximum number of edge-disjoint v i ↔w i paths in G ′ . Proposition 4.1. An edge v i w i of a k-edge connected graph is not critical iff there exist at least k + 1 edge-disjoint v i ↔w i paths (including the path v i w i ).
If v i w i is noncritical, then we delete it from E ′ and G ′ ; otherwise, we retain it in E ′ and G ′ , and also we add it to F . At termination of the heuristic, (ii) If a node set S ⊆ V with 1 ≤ |S| ≤ k contains at least one node of degree ≥ (k + 1), then |δ(S)| is at least k + 1.
The goal of Theorem 4.3 below is to give an upper bound on the number of critical edges in the edge-complement of a spanning subgraph of minimum degree k in an arbitrary k-edge connected graph H. Clearly, every critical edge e ∈ E(H) is in some k-cut δ(A e ), A e ⊆ V (H). By a tight node set S of a k-edge connected graph H we mean a set S ⊂ V (H) with |δ H (S)| = k, i.e., a node set S such that δ H (S) is a k-cut. As usual, a family of sets {S i } is called laminar if for any two sets in the family, either the two sets are disjoint, or one set is contained in the other. For an arbitrary subset F ′ of the critical edges of H, it is well known that there exists a laminar family F of tight node sets covering F ′ , i.e., there exists F = {A 1 , A 2 , . . . , A ℓ }, where It is convenient to define a tree T corresponding to F ∪ {V (H)}: there is a T -node corresponding to each set A i ∈ F and to V (H), and there is a T -edge A i A j (or V (H)A j ) iff A j ⊂ A i and no other node set in F contains A j and is contained in A i . Note that the T -node corresponding to the node set A i of the laminar family F is denoted by A i , and the T -node corresponding to the node set V (H) is denoted by V (H). Each T -edge corresponds to a k-cut of H. Suppose that the tree T is rooted at the T -node V (H). We associate another node set φ i ⊆ V (H) with each node set A i of F:
In other words, a T -node A i ∈ F that is a leaf node of T has φ i = A i ; otherwise, φ i consists of those H-nodes of A i that are not in the node sets A ′ , A ′′ , . . ., where A ′ , A ′′ , . . . ∈ F correspond to the children of A i in the tree T . For distinct T -nodes A i and A j , note that φ i and φ j are disjoint. See Figure 5 for an illustration of F = {A i }, the family of node sets {φ i }, and the tree T for a particular graph.
The proof of Theorem 4.3 is long and nontrivial. Readers interested in a detailed study of the proof may be helped by an examination of the examples in Figure 2 (c) and Figure 5 , the illustration of the proof in Figure 6(a)-(d) , and a study of the proof of Theorem 4.8, which is an analogous but weaker result for k-edge connected digraphs.
Theorem 4.3. Let H = (V, E) be a k-edge connected, n-node graph (k ≥ 1). Let M ⊆ E be an edge set such that the spanning subgraph (V, M ) has minimum degree ≥ k. Let F be the set consisting of edges of E\M that are in some k-cut of H. Let F = {A 1 , . . . , A ℓ } be a laminar family of tight node sets that covers F , i.e., for each e ∈ F , there is an A i ∈ F such that e ∈ δ(A i ). Then
Some key preliminaries are discussed before delving into the proof. The upper bound on |F | is asymptotically tight. Consider the k-edge connected graph G obtained as follows: take ℓ + 1 copies of the (k + 1)-clique, C 0 , C 1 , . . . , C ℓ , and for each i = 1, . . . , ℓ, choose an arbitrary node v i in C i and add k (nonparallel) edges between v i and C 0 . Take M = ℓ i=0 E(C i ) and F = E(G)\M . Observe that |F | = k(n − (k + 1))/(k + 1).
Fact 4.4. For a laminar family of tight node sets
. . ∈ F correspond to the children of A i in the tree T . Hence, the set on the left side contains the set on the right side.
To see that the set on the left side is contained in the set on the right side, note that for every edge e in the left side set, there is an (inclusionwise) minimal tight node set A i(e) such that e ∈ δ(A i(e) ), and the associated node set φ i(e) has e ∈ δ(φ i(e) ).
Fact 4.5. Let H, M, F and F = {A 1 , . . . , A ℓ } be as in Theorem 4.3. The inequality in the theorem
is implied by the inequality
Laminar family F of tight node sets Fig. 5 . Two laminar families of tight node sets for a 2-edge connected graph H (k = 2). (a) The laminar family F covers all critical edges of H. F consists of the node sets A 1 , . . . , A 8 , where each A i is tight since |δ(A i )| = 2 = k. For a node set A i , φ i is the node set A i \ ∪ {A j ∈ F : A j ⊂ A i , A j = A i }. Note that φ i = A i for the inclusionwise minimal A i , i.e., for i = 1, 4, 5, 7, 8. Also, the tree T corresponding to F ∪ {V (H)} is illustrated. (b) The laminar family F ′ covers all critical edges of E(H)\M , where M ⊂ E(H) is such that every node is incident to at least k = 2 edges of M . M is indicated by dotted lines. All edges of E(H)\M are critical. F ′ consists of the tight node sets A 1 , A 2 . Also, the node sets φ 1 , φ 2 are indicated (φ 1 = A 1 ), and the tree T ′ representing
Proof. Let M c ⊆ M denote the set of M -edges that are covered by the laminar family F, i.e.,
Consider an arbitrary edge e = vw that is in M c . If e ∈ δ(φ i ) (i = 1, . . . , ℓ), then either v ∈ φ i , w ∈ φ i or w ∈ φ i , v ∈ φ i . Since the node sets φ i (i = 1, . . . , ℓ) are mutually disjoint, there are at most two tight node sets A i ∈ F such that e ∈ δ(φ i ). . (b) The tight node set A i is shown, together with two tight node sets A j , Aq contained in A i . The node sets φ i and φ j are also shown. The three kinds of edges arising in the proof are illustrated. (c) In Claim 3, φ i = {v * } and |φ j | ≥ (k + 1). An edge wv * with w ∈ A j \φ j is replaced by a pair of new edges wx and yv * , where
, then there is an edge v * w in M with w ∈ φ j , where φ j ⊆ A j ⊂ A i and |φ j | ≥ (k + 1). Edges v * x and v * w are swapped between M and F .
(For example, if there are tight node sets A g , A h ∈ F, g = h, with v ∈ φ g , w ∈ φ h , then e ∈ δ(φ g ), e ∈ δ(φ h ), and e ∈ δ(φ i ) for i = 1, . . . , ℓ, i = g, i = h.) Then
since we are counting the cardinality of a union of sets such that each element occurs in at most two of these sets.
Now note that
Substituting inequalities (4.2), (4.3), and (4.4) into the second inequality in the fact gives
which is the inequality in Theorem 4.3.
Most of the complications in the proof of Theorem 4.3 seem to be caused by the presence of tight node sets A i ∈ F such that |φ i | = 1. To illustrate the main ideas in the proof, we first prove a weaker version of Theorem 4.3. In the weaker version, the required upper bound of k(n − 1)/(k + 1) is relaxed to (n − 1), and the laminar family of tight node sets F = {A 1 , . . . , A ℓ } is restricted such that every A i ∈ F has |φ i | ≥ 2. (The motivation for putting the restriction on F is expository. Such restricted laminar families F do not seem to be of mathematical interest.) Proposition 4.6. Let H, M, F, and F be as in Theorem 4.3, and moreover, suppose that each tight node set A i ∈ F has |φ i | ≥ 2. Then
Proof. For an arbitrary i = 1, . . . , ℓ, consider A i , φ i , and let p denote |φ i |. By assumption, p ≥ 2. Suppose that p ≤ k (the other case p ≥ k + 1 turns out to be easy). Then
since for every node v ∈ φ i , there are at most (p − 1) incident edges vw ∈ E(H) with w ∈ φ i . Adding 2|φ i | to both sides of inequality (4.5) gives
Subtracting 2k from both sides of inequality (4.6) gives
where the last inequality −(p−k)(p−2) ≥ 0 holds because 2 ≤ p ≤ k. Inequality (4.7) implies
If |φ i | ≥ (k + 1), then obviously inequality (4.8) holds.
Summing up inequality (4.8) over i = 1, . . . , ℓ gives
The proof of Fact 4.5 shows that inequality (4.9) implies the inequality in the proposition,
Proof of Theorem 4.3. Without loss of generality (w.l.o.g.) assume that F is minimal, i.e., for every A i ∈ F there is an edge e i ∈ F such that e i ∈ δ(A i ) and e i ∈ δ(A) ∀A ∈ F, A = A i . Since F is minimal, every A i ∈ F has |φ i | ≥ 1. Let T be the tree representing F ∪ {V (H)}. The proof examines the node sets A i ∈ F, φ i , but the node set V (H)\ {A i : A i ∈ F} is not relevant for the proof. Every inclusionwise minimal A i ∈ F has |A i | ≥ (k + 1), since δ(A i ) ∩ F = ∅ implies that A i contains a node v with deg H (v) ≥ (k + 1), so Lemma 4.2 implies this bound on |A i |. Hence, every A i ∈ F with |φ i | = 1 has at least one child in the tree T .
Two key assumptions are needed to complete the proof. Assumption 1. For 1 ≤ i ≤ ℓ, every φ i induces a complete subgraph of H, and moreover, every edge of this complete subgraph is in M , i.e., for i = 1, . . . , ℓ ∀v, w ∈ φ i , vw ∈ E(H) and vw ∈ M .
Assumption 2. For every A i ∈ F with |φ i | = 1, there is an A j ∈ F such that |φ j | ≤ k and A j is a child of A i in the tree T .
Claim 2. Assumption 1 causes no loss of generality.
Here is the proof of Claim 2. For an arbitrary i = 1, . . . , ℓ, consider φ i and E(φ i ), the set of edges of H with both end nodes in φ i . Clearly, an edge vw ∈ E(φ i ) is not in F , since vw is in none of the k-cuts δ(A j ) (j = 1, . . . , ℓ). Therefore, all the missing edges vw with v ∈ φ i , w ∈ φ i can be added to H (say, vw is first added to E\(M ∪ F )) such that φ i induces a clique and this will keep M, F , and F unchanged. Moreover, every edge vw ∈ E(φ i ) can be placed in M , and the minimum degree requirement on (V, M ) will continue to hold. By repeating this for each i = 1, . . . , ℓ, we obtain H ′ , M ′ , F ′ = F and F ′ = F that satisfy Assumption 1 and the conditions in the theorem. Clearly, if the inequality in the theorem holds for H ′ , M ′ , F ′ , F ′ , then it also holds for H, M, F, F.
Claim 3. Assumption 2 causes no loss of generality. Proof of Claim 3. Consider an A i ∈ F (i = 1, . . . , ℓ) such that |φ i | = 1 and in the tree T every child A j ∈ F of A i has |φ j | ≥ (k + 1). Let φ i = {v * }. Let A j ∈ F be an arbitrary T -child of A i with |φ j | ≥ (k + 1). Clearly, by Assumption 1, the subgraph of H induced by φ j is a clique, and every edge in the clique is in M . Suppose that H has an edge wv * such that w ∈ A j \φ j , i.e., wv * ∈ δ(A j )\δ(φ j ). (Figure 6(c) illustrates this.) Then we replace wv * by a pair of new edges wx, yv * with x ∈ φ j , y ∈ φ j (possibly, x = y) such that the resulting graph H ′ is simple (i.e., H ′ has no multiedges); this can be done always, since |φ j | ≥ (k + 1) and both δ(A j ) and δ(A q ) are k-cuts, where A q ∈ F is the T -child of A j containing node w. The resulting graph H ′ is k-edge connected. To see this, note that H is k-edge connected, and H ′ is obtained from H by replacing one edge wv * by two edges wx, yv * , where the nodes x and y are contained in the (k + 1)-clique induced by φ j . The formal proof of the k-edge connectivity of H ′ is easy and is left to the reader. If wv * ∈ M , then we take For every A i ∈ F with |φ i | = 1, for every T -child A j ∈ F of A i with |φ j | ≥ (k + 1), every edge in δ(A j ) ∩ δ(φ i ) is in δ(φ j ). Now w.l.o.g. suppose that H, M , F , and F satisfy condition ( * ). Call an A i ∈ F bad if |φ i | = 1 and every T -child A j ∈ F of A i has |φ j | ≥ (k + 1). Suppose that there is a bad A i ∈ F with φ i = {v * } such that one of the edges v
. Let A j ∈ F be the T -child of A i such that w ∈ A j . Since A i is bad, |φ j | ≥ (k + 1), therefore condition ( * ) applies and ensures that the node w is in φ j . Moreover, by Assumption 1, w is incident to ≥ k edges of M that have both end nodes in φ j . Take
′ consists of critical edges in E(H)\M ′ , and F covers F ′ . By repeating this maneuver for all relevant i = 1, . . . , ℓ, we obtain H, M ′ , F ′ and F that satisfy the conditions in the theorem such that |F ′ | = |F |, and for every bad
Then we can start with F and remove each bad A i from F to obtain another laminar family Instead of proving that F, F satisfy inequality (4.1), we prove that under Assumption 2, M , F , and F = {A 1 , . . . , A ℓ } satisfy the following sharper inequality (see Fact 4.5):
Clearly, every A i ∈ F with |φ i | ≥ (k + 1) satisfies the inequality
From the proof of Proposition 4.6 (see inequalities (4.5), (4.6), (4.7), (4.8)), it follows that every A i ∈ F with 2 ≤ |φ i | ≤ k satisfies the inequality
where the surplus term on the left-hand side (l.h.s.) is the difference between k|φ i |/ (k + 1) and |φ i |/2. Every A i ∈ F with |φ i | = 1 satisfies the inequality
Claim 4. Under Assumption 2, the inequality (σ) obtained by summing up over all A i ∈ F the appropriate one of inequalities (4.11), (4.12), (4.13) implies inequality (4.10), i.e., the l.h.s. of inequality (σ) is ≥ the l.h.s. of inequality (4.10), and the right-hand side (r.h.s.) of inequality (σ) is ≤ the r.h.s. of inequality (4.10).
Proof of Claim 4. Clearly, inequality (σ) will imply inequality (4.10) if for every A i ∈ F, every edge in δ(A i )∩δ(φ i ) contributes ≥ 1 to the l.h.s. of inequality (σ). This property holds for A i ∈ F with |φ i | ≥ 2 by inequalities (4.11), (4.12), but for A i ∈ F with |φ i | = 1 the property fails to hold (see inequality (4.13)). Fortunately, there is a way around this difficulty. For A i ∈ F with |φ i | = 1, we allow A i , φ i to contribute a deficit of 1 2 |δ(A i )∩δ(φ i )| on the l.h.s. of inequality (σ); using this deficit, we can ensure that every edge in δ(A i ) ∩ δ(φ i ) (in δ(A i )\δ(φ i )) contributes ≥ 1 (≥ 1/2) to the l.h.s. of inequality (σ); see inequality (4.13). (Figure 6(a) illustrates the general scheme.) For each A i ∈ F with |φ i | = 1, let A c(i) ∈ F be an arbitrary T -child of A i such that 1 ≤ |φ c(i) | ≤ k; A c(i) exists by Assumption 2. Inequality (σ) implies inequality (4.10) because the deficit contributed by each A i ∈ F with |φ i | = 1 is compensated by the surplus contributed by A c(i) , φ c(i) . To see this, focus on an arbitrary A i ∈ F with |φ i | = 1 and let j = c(i). First observe that if an edge vw ∈ δ(A j ) with v ∈ A j is not in δ(A i ), then there are three possibilities: (i) v ∈ φ j , w ∈ φ i , (ii) v ∈ φ j , w ∈ φ i , i.e., v ∈ A g , where A g ∈ F corresponds to a child of A j in the tree T , and (iii) v ∈ A j , w ∈ A i \[A j ∪ φ i ], i.e., w ∈ A q , where A q ∈ F corresponds to a sibling of A j in the tree T . (Figure 6(b) illustrates the three possibilities.) Second, observe that
For each of the first two terms t on the r.h.s., A j , φ j contributes a surplus of at least t/2 to the l.h.s. of inequality (σ), because (i) every edge in two distinct k-cuts δ(A g ) and δ(A j ), A g ∈ F, A j ∈ F, A g ⊂ A j , contributes a surplus of 1/2 or more, since A h ∈ F such that δ(φ h ) ∩ δ(A h ) contains the edge contributes one for the edge, and every other A ∈ F such that δ(A) contains the edge contributes ≥ 1/2 for the edge; (ii) every edge in two distinct k-cuts δ(A q ) and δ(A j ), A q ∈ F disjoint from A j ∈ F, contributes a surplus of one or more. Focus on the third term |δ(φ j ) ∩ δ(φ i )|, and note that its value is ≤ |φ j |, since |φ i | = 1 and the graph is simple. If |φ j | = 1, then the deficit contributed by A i , φ i (to the l.h.s. of inequality (σ)) is compensated, because the surplus of
If 2 ≤ |φ j | ≤ k, then the deficit contributed by A i , φ i (to the l.h.s. of inequality (σ)) is compensated, because the surplus of
This completes the proof of Claim 4 and the proof of the theorem. Theorem 4.7. Let G = (V, E) be a graph of edge connectivity ≥ k ≥ 1. The heuristic described above finds a k-edge connected spanning subgraph (V, E ′ ) such that 4.2. Directed graphs. The heuristic for finding an approximately minimumsize k-edge connected spanning subgraph of a digraph has two steps. Similarly to section 3.4, the first step finds a minimum-cardinality arc set M ⊆ E such that for every node v, there are ≥ k arcs of M going out of v and ≥ k arcs of M coming into v. Clearly, |M | ≤ |E opt |, where E opt ⊆ E denotes a minimum-cardinality arc set such that (V, E opt ) is k-edge connected. The second step of the heuristic finds an (inclusionwise) minimal arc set F ⊆ E\M such that E ′ = M ∪ F is the arc set of a k-edge connected spanning subgraph. To prove the approximation guarantee, we need to estimate |F |. We use the notion of special arcs to estimate |F |. Call an arc (v, w) of a k-edge connected digraph special if the arc is critical, and in addition, if deg out (v) ≥ (k + 1) and deg in (w) ≥ (k + 1). Clearly, every arc in F is a special arc of the digraph G ′ = (V, E ′ ), E ′ = M ∪ F , returned by the heuristic. We can deduce a bound of O( √ k|V |) on the number of special arcs in G ′ by examining chains of tight node sets S 1 ⊂ S 2 ⊂ · · · ⊂ S q , where a node set S i is called tight if G ′ has exactly k arcs in δ out (S i ).
Theorem 4.8. Let k ≥ 1 be an integer, and let H be a k-edge connected, n-node digraph. The number of special arcs in H is at most 4 √ k · n. Proof. Let V denote V (H) for this proof. Each special arc e is in a k-dicut δ out (A e ) = δ in (V \A e ), where 2 ≤ |A e | ≤ n − 2. As in section 4.1, we obtain two laminar families of tight node sets F out and F in that cover all the special arcs: that is, for each A i ∈ F out (A i ∈ F in ), A i is a set of H-nodes, δ out (A i ) (δ in (A i )) has k arcs including at least one special arc, and each special arc is in some δ out (A i ), A i ∈ F out , or is in some δ in (A i ), A i ∈ F in . Focus on F out ; the analysis is symmetric for F in . Let F out = {A 1 , A 2 , . . . , A ℓ }. To estimate the number of special arcs, we need to examine the tree T corresponding to F out ∪ {V (H)}. For i = 1, . . . , ℓ, recall that the T -node corresponding to a node set A i ∈ F out is also denoted A i (the T -node corresponding to V (H) is denoted by V ), and recall that φ i denotes A i \∪{A ∈ F out : A ⊂ A i , A = A i }. Partition the set {A 1 , . . . , A ℓ } of T -nodes into two sets R 1 and R 2 , where R 2 consists of the T -nodes incident to precisely two T -edges and R 1 = {A 1 , . . . , A ℓ }\R 2 . Note that V ∈ R 1 and V ∈ R 2 .
Claim 5. |R 1 | ≤ 2|V 1 |/(k +1), where V 1 denotes the set of H-nodes in {φ i :
Here is the proof of Claim 5. Let T 1 be the tree obtained from the tree T by "unsubdividing" all the T -nodes in R 2 , i.e., by repeatedly replacing a degree-2 T -node in R 2 and its two incident edges by an edge between the two neighbors. Then T 1 is a tree whose nonleaf T -nodes in R 1 have T 1 -degree ≥ 3, whereas the T -node V may have T 1 -degree 1, 2, or ≥ 3. Let ℓ 1 be the number of leaf nodes (degree-1 nodes) of T 1 in R 1 . Then, |R 1 | ≤ ℓ 1 + (ℓ 1 + 1) − 2 ≤ 2ℓ 1 . Now, Claim 5 follows because ℓ 1 ≤ |V 1 |/(k + 1), because for each (inclusionwise) minimal A i ∈ F out , the set φ i = A i of H-nodes has cardinality at least (k + 1) by the digraph version of Lemma 4.2(ii). (A i contains a node v with deg out (v) ≥ (k + 1) since δ out (A i ) contains a special arc.)
Now focus on a maximal path P = A 0 , A 1 , . . . , A q+1 of T such that every Tnode A i with 1 ≤ i ≤ q is in R 2 . In H, the node sets A 0 , A 1 , . . . , A q+1 satisfy A 0 ⊂ A 1 ⊂ · · · ⊂ A q+1 , and for i = 1, . . . , q, if Claim 6. The number of arcs (v, w) such that v ∈ V P and (v, w) ∈ {δ out (A i ) :
Here is the proof of the Claim 6; see Figure 7 for an illustration. The additional term of k in the upper bound accounts for the arcs with start nodes in A q and end nodes in V \A q ; there are at most k such arcs, since each such arc is in δ out (A q ). Now ignore the arcs in δ out (A q ). Linearly order the H-nodes in V P such that for each i, 1 ≤ i < q, the H-nodes in φ i precede the H-nodes in φ i+1 . Let v be an arbitrary node in V P . Let Γ v ⊆ V P denote the set of end nodes w j of the arcs (v, w j ) outgoing from v such that w j ∈ V P and (v, w j ) ∈ {δ out (A i ) : 1 ≤ i ≤ q}. Let the linear ordering of the nodes in Γ v be w 1 , w 2 , . . . , w |Γv| . Call an arc (v, w j ) short if j ≤ √ k, otherwise, call the arc long. We "charge" each long arc (v, w j ) to the first √ k nodes w 1 , w 2 , . . . , w √ k in Γ v , i.e., each of these nodes is charged 1/ √ k for each arc (v, w j ), w j ∈ Γ v , and j > √ k. Now consider the total charge on an arbitrary node w a ∈ V P due to all long arcs (x, y) ∈ {δ out (A i ) : 1 ≤ i ≤ q} with x ∈ V P and y ∈ V P . The key fact is this: the total charge on w a is at most √ k. To see this suppose that w a ∈ φ i , where 1 ≤ i ≤ q. Then for every arc (v, w j ) charged to w a , (v, w j ) ∈ δ out (A i−1 ), because v ∈ A i \φ i (if v ∈ V \A i or v ∈ φ i , then clearly Γ v does not contain a node of φ i such as w a ). Furthermore, by the linear ordering of Γ v , w j ∈ φ i ∪ φ i+1 ∪ · · · ∪ φ q , i.e., w j ∈ A i−1 . Since δ out (A i−1 ) has k arcs, the total charge to w a is at most k · (1/ √ k) = √ k. Finally, consider the total number, m P , of short arcs (x, y) ∈ {δ out (A i ) : 1 ≤ i ≤ q} with x ∈ V P and y ∈ V P . Obviously, m P is at most √ k|V P |. Claim 6 is completed by summing up the three terms: k (for arcs in δ out (A q )), √ k|V P | (for the total charge on nodes w ∈ V P ), and √ k|V P | (for m P ). We account for the special arcs in δ out (A q ) by "charging" the additional term of k to the "unsubdivided edge" A 0 A q+1 of the tree T 1 in the proof of Claim 5. Thus each edge A i A i+q+1 , A i ⊂ A i+q+1 , of T 1 is "charged" for ≤ 2k special arcs (these are the special arcs in δ out (A i ) ∪ δ out (A i+q )). Since the number of edges in T 1 is ≤ |R 1 |, the number of special arcs contributed by the T -nodes in R 1 is ≤ 2k|R 1 |. We "charge" 2 √ k to each H-node v such that v ∈ φ i for a T -node A i ∈ R 2 . Combining the contributions of special arcs from the T -nodes in R 1 and R 2 and applying Claim 5, we see that the number of special arcs is at most
where n 1 and n 2 denote the cardinalities of V 1 = {φ i : A i ∈ R 1 } and V 2 = {φ i : A i ∈ R 2 }, respectively. For k ≥ 1, the number of special arcs is maximized when n 2 is the maximum possible and n 1 is the minimum possible. Since the tree T has at least two leaves, n 2 is at most n − (2k + 2). Hence, the number of special arcs contributed by F out is at most 4k(2k + 2)/(k + 1) + 2 √ k(n − (2k + 2)). The total number of special arcs in H is at most 16k + 4 √ k(n − (2k + 2)) ≤ 4 √ kn. The heuristic clearly runs in time O(k|E| 2 ). This can be improved by implementing the second step to run in time O(k 3 |V | 2 ). We run Gabow's algorithm [Ga 95] as a preprocessing step to compute a sparse certificate E of G for k-edge connectivity, i.e., E ⊆ E, | E| ≤ 2k|V |, and for all nodes v, w, (V, E) has k arc-disjoint v→w directed paths iff G has k arc-disjoint v→w directed paths. In detail, we fix a node a ∈ V (G) and take E = E out ∪ E in , where E out ( E in ) is the union of k arc-disjoint out-branchings (in-branchings) rooted at a. Gabow's algorithm [Ga 95] runs in time O(k|V | 2 ), and the second step runs in time O(k| E ∪ M | 2 ) = O(k 3 |V | 2 ). Theorem 4.9. Let G = (V, E) be a digraph of edge connectivity ≥ k. The heuristic described above finds a k-edge connected spanning subgraph (V, E ′ ) such that |E ′ | ≤ (1 + [4/ √ k])|E opt |, where |E opt | denotes the cardinality of an optimal solution. The running time is O(k 3 |V | 2 + |E| 1.5 (log |V |) 2 ). The upper bound on the number of special arcs in Theorem 4.8 is not tight but is within a factor of (roughly) 3 of the tight bound for n ≫ k. To see this, take n ≥ 3k + 2 and consider the following k-edge connected, n-node digraphĜ with at least βn − 2β(k + 1) + k special arcs, where β is the maximum integer such that β(β + 1)/2 ≤ k, i.e., β = ⌊ √ 2k + 0.25 − 0.5⌋. See Figure 8 for an illustration ofĜ.Ĝ has a "left" (k + 1)-directed clique K L and a "right" (k + 1)-directed clique K R . Let v 1 , v 2 , . . . , v ℓ be a linear ordering of the remaining nodes, where ℓ = n − 2(k + 1) ≥ k. There is one arc from v i (1 ≤ i ≤ ℓ) to each of the next β nodes v i+1 , . . . , v i+β ; hence, each node v i has one arc coming in from each of the previous β nodes v i−1 , . . . , v i−β . (Take v 0 , v −1 , v −2 , . . . , v −β+1 to mean nodes in K L , and take v ℓ+1 , v ℓ+2 , . . . , v ℓ+β to mean nodes in K R .) These β left-to-right arcs starting from v i will turn out to be special arcs. Additionally, there are (k + 1 − β) arcs from K R to each of the nodes v 1 , v 2 , . . . , v ℓ , and there are (k + 1 − β) arcs from each of the nodes v 1 , v 2 , . . . , v ℓ to K L . Finally, there are (k − β(β + 1)/2) arcs from K L to K R . This completes the construction ofĜ. It can be checked thatĜ is k-edge connected. (Note that besides the (k − β(β + 1)/2) arcs from K L to K R , there are β(β + 1)/2 arc-disjoint directed paths from K L to K R , such that there is one "one-hop" directed path, two "two-hop" directed paths, . . . , β "β-hop" directed paths.) For each node set A in the laminar Fig. 8 . The digraphĜ described in the last paragraph of section 4.2.Ĝ has n ≥ 3k + 2 nodes and has ≥ β(n − 2(k + 1)) + k special arcs, √ k ≤ β < √ 2k, showing that the upper bound on the number of special arcs in Theorem 4.8 is within a small constant factor of being tight for n ≫ k.
Sketch ofĜ
family of node sets {K L , (K L ∪ {v 1 }), . . . , (K L ∪ {v 1 , v 2 , . . . , v ℓ })}, the out-directed cut δ out (A) has cardinality k, and every arc in δ out (A) is a special arc. For a graph G and an integer k ≥ 1, let µ(k, G) denote the minimum number of edges in a spanning subgraph of minimum degree k. For a digraph G and integer k ≥ 1, define µ(k, G) similarly. For a graph (or digraph) G and integer k ≥ 1, let µ ′ (k, G) denote the minimum number of edges (arcs) in a k-ECSS, and let µ ′′ (k, G) denote the minimum number of edges (arcs) in a k-NCSS. While µ(k, G) can be computed efficiently via b-matchings, computing either µ ′ (k, G) or µ ′′ (k, G) is NP-hard. This paper shows that (i) by computing µ(k−1, G), we can efficiently approximate µ ′′ (k, G) to within a factor of 1 + [1/k] for both graphs and digraphs, and (ii) by computing µ(k, G), we can efficiently approximate µ ′ (k, G) to within a factor of 1 + [2/(k + 1)] Fig. 9 . A k-node connected graph G = (V, E) (with k ≥ 2) such that the minimum size µ ′′ of a k-node connected spanning subgraph decreases by (|V (G)| − 3k + 1)/(2k − 2) on adding one edge.
G consists of nodes s, t, and ℓ copies of the (k − 1)-clique, and has k − 1 openly disjoint s↔t paths such that each path uses exactly one node from each (k − 1)-clique; also, G has (ℓ − 1)/2 dashed edges. Every edge in G is critical with respect to k-node connectivity. Adding the edge st to G, and then removing all the dashed edges leaves a k-node connected graph, so µ ′′ decreases from |E| to |E| + 1 − (ℓ − 1)/2.
A k-edge connected (and k-node connected) graph G such that the minimum size µ ′ of a kedge connected spanning subgraph decreases by
on adding one edge can be obtained by modifying G as follows: "split" every (k − 1)-clique incident with a dashed edge into a pair of (k − 1)-cliques connected by a matching of size (k − 1).
for graphs, and a factor of 1 + [4/ √ k] for digraphs. Theorem 3.6 shows that for a k-node connected graph G, µ Observe that µ(k, G) satisfies the edge Lipschitz condition. In contrast, both µ ′ (k, G) and µ ′′ (k, G) violate this condition. First, focus on µ ′ (k, G) for graphs G and k ≥ 2. Let G be the minimal k-edge connected graph obtained by "stringing" ℓ copies of the (k +1)-clique, i.e., take ℓ copies of the (k +1)-clique, and for each copy i, 1 ≤ i ≤ ℓ, designate a pair of distinct nodes as s i and t i , and then identify t i and s i+1 for i = 1, 2, . . . , ℓ−1. Adding the edge s 1 t ℓ decreases µ ′ by ℓ = (|V (G)| − 1)/k, since removing all the edges s i t i , 1 ≤ i ≤ ℓ, leaves a k-edge connected graph. Now consider µ ′′ (k, G) for graphs G and k ≥ 2. For each k ≥ 2, there exists a k-node connected graph G such that adding a particular new edge decreases µ ′′ by |V (G)|−3k+1 2k−2 ; see Figure 9 for an illustration. For k = 2 and the graph in Figure 1(a) , observe that µ ′′ decreases from 1.5|V | − 5 to |V | + 1 upon adding the edge e * . A k-edge connected (and k-node connected) graph G such that adding a particular new edge decreases µ ′ by |V ( G)|−4k+2 3k−3
can be obtained by modifying the graph in Figure 9 as indicated in the figure caption. Garg, Santosh, and Singla [GSS 93] discuss similar issues for the minimum-size 2-NCSS problem on graphs.
Another drawback of the analysis of the k-NCSS heuristic for graphs in section 3.1 is that the size of the edge set E ′ = M ∪ F returned by the heuristic is compared against µ ′ (k, G), the minimum size of a k-ECSS. Given an integer k ≥ 2, for each integer n = 2k(i + k) + k, where i = 0, 1, 2, . . ., there exists a k-node connected,
