Abstract-A communication system based on transmit-reference (TR) ultra-wideband (UWB) is studied and further developed. Introduced by Hoctor and Tomlinson, the aim of the TR-UWB transceiver is to provide a straightforward impulse radio system, feasible to implement with current technology, and to achieve either high data rate transmissions at short distances or low data rate transmissions in typical office or industrial environments. The main contribution in this paper is the derivation of a signal processing model that takes into account the effects of the radio propagation channel, in particular, for the case where the two pulses in a doublet are closely spaced. Several receivers based on the code-division multiple-access-like properties of the proposed model are derived, and the performance of the algorithms is tested in a simulation.
terest (see [5] for an overview and further references). The first TR-UWB system that can be considered practical was proposed by Hoctor and Tomlinson [6] , [7] . Pulses are transmitted in pairs (referred to as "doublets"), where the first is fixed and considered a "carrier" and the second is modulated by the data. The delay between the pulses can be varied, which serves as a user code. The receiver correlates the received data with several shifts of it using a bank of correlation lags, integrates, samples, and digitally combines the outputs of the bank. The features of this system are reduced requirements for synchronization at the receiver, sampling and digital processing at a feasible rate, and the use of straightforward nonadaptive analog components.
In their paper, Hoctor and Tomlinson propose a simple receiver structure based on a simplified matched filter. However, they did not take the effect of the propagation channel into account. The delay spread of measured channels can be up to about 200 ns [8] , much longer than the time interval between two pulses in a doublet, which, by design, is in the order of a nanosecond. This introduces additional correlations which have a detrimental effect on the detection. In this paper, we extract these correlation coefficients from experimental data, and compare this to the analytic results presented by Witrisal et al. in [9] .
A comparison of UWB suboptimal receivers in realistic channels is done in [10] . In contrast to most descriptions of UWB systems that are in continuous time, a discrete-time model for pulse position modulation impulse radio multiple access is developed in [11] (cf. [12] for additional references). In this paper, we extend both approaches with a proposal for an accurate signal processing data model for the TR UWB system, specifically for the case where the two pulses in a doublet are closely spaced. The model takes the propagation channel into account, and maps it into a specific set of "effective channel coefficients," in fact correlation coefficients. These can be estimated from the received data of a single symbol. With a more accurate data model, it is straightforward to design improved receivers, from the matched filter to a blind iterative receiver. Although readily extendable, our current model is limited in the sense that, here, we consider only a single-user system. Interference of other UWB signals or concurrent narrowband systems (e.g., CDMA, Bluetooth, WiFi, GPS) is not yet taken into account. In [13] , a generalization to TR-UWB is proposed where a frame can contain more than two pulses and the receiver utilizes a bank of correlators; our model is usually not applicable to this system unless the transmitted signal is designed such that the received signal is linear in the transmitted symbols. This paper expands on the work in [1] and [2] , and proposes a compact data model for a TR UWB system (Section II), including the effect of dispersive channels (Section III). on this, we derive several receiver algorithms (Section IV). The proposed algorithms are blind or semiblind: the channel parameters (in this case correlations) are estimated along with the data. Section V shows the simulated performance of the algorithms.
II. TRANSMIT-REFERENCE (TR) DATA MODEL
We consider a single-user delay-hopped transmit reference system as originally proposed in [6] , and develop its signal processing model (as in [1] ). In a delay-hopped TR system, the transmitted signal consist of a sequence of chips, each of duration . To simplify the presentation, we first consider the data model for a single chip.
A. Single Chip
As depicted in Fig. 1(a) , for each chip a pair (doublet) of narrow pulses is transmitted, spaced by a time interval of duration , selected from a collection , where we assume . The first pulse is fixed, whereas the second pulse is modulated by the chip value . For the th chip, transmitted at time instant , the chip value is and the selected delay is (following a user-dependent chip sequence and index function), and can be written as (1) Let be the radio propagation channel, and define the convolution between a monopulse and the physical channel as , which we assume to have duration . Ignoring the additive noise (see [14] for this extension) the received signal for the transmitted chip (1) can then be expressed as (2) At the receiver, it is passed through a bank of correlators, each correlating the signal with a delayed version of itself at lags , . Subsequently, the outputs of the correlators are integrated over a sliding window of duration , as in Fig. 1(b) . The output of the th correlator and integrator branch for the received signal (2) can then be written as (3) where (4) Assuming that is larger than the channel duration , it is straightforward to derive that (5) where (6) and with channel-dependent values in the unspecified intervals. Assuming furthermore that is not just larger but much larger than the channel duration , it is thus seen that is well approximated by a "brick function" which is independent of ,
times a scaling , so that (8) Under this approximation, and assuming that is also much larger than the maximal delay , which implies , the output of the th correlator and integrator branch (3) can be rewritten as (9) where (10) Note that , while only depends on . We may interpret as a channel gain, whereas is an offset. These unknown parameters replace the usual channel coefficients. Similarly, the "brick function" plays the role of "pulse shape function" in the model for . If where is the channel energy and is the Kronecker delta function, and if , then we obtain the data model considered by Hoctor and Tomlinson in [6] and [7] . In this case, we simply have , with a nonzero output only if the transmit delay matches the receiver delay. For channels with a short duration (compact support for the correlation function), this model is a good approximation. For channels with a longer impulse response (in the order of the maximal delay , or larger), this model may be too simple. The statistics of these parameters will be further studied in Section III.
B. Multiple Chips-Matrix Formulation
Let us now consider transmitting a symbol . This is done by transmitting consecutive chips multiplied by the symbol . Each chip is transmitted using one of the delays and is received using a bank of correlators at delays . Based on (9), and assuming is larger than the channel duration plus twice the maximal delay , in order to avoid overlap between consecutive chips after correlation, we can write the output of the th correlator and integrator branch for the symbol as (11) where if chip is transmitted at delay elsewhere (12) Assume that the outputs of the integrators are sampled at times the chip rate, where is the oversampling rate (typically ). The sampled data at the instances is then given by where . Here, is an integer and is a fractional offset, . To obtain a matrix model for the symbol , we will collect temporal samples at the output of the th correlator and integrator branch into the vector . Let us further define the channel vector as and the channel matrix as (note that since ). In addition, we define the channel vector as . To describe the delay code, we also define the selector matrix as . It has for each column only one nonzero entry, corresponding to the transmitted delay index at that chip. Therefore, . Finally, define the sampled pulse matrix as , the structure of which is shown in Fig. 1(c) . The above definitions allow us to express as (13) where is the st column of . Collecting all vectors into a matrix gives
Finally, if we transmit multiple symbols , and assume there is no overlap between consecutive symbols (this can be obtained by inserting a guard interval of zeros (blank chips) in between every two symbols), we have for the th symbol (14) For simplicity, we assumed here that periodic codes are used. In this receiver model, is measured, is known (user code), is known (delay code), and is known and data independent (this assumes synchronization; without synchronization an unknown number of zero rows are stacked on top but this can be estimated and resolved, see [15] ). and are unknown (channel correlation coefficients), and is the data symbol to be detected.
C. Remarks and Extensions
For the simple data model considered by Hoctor and Tomlinson [6] , [7] , i.e., assuming no correlations for unmatched delays, we obtain and . For channels with an impulse response longer than , this may not be a valid assumption. This is studied in more detail in Section III.
The advantage of the receiver structure is that it is data independent and nonadaptive. Even synchronization is not needed in the analog domain; this can be done in the DSP based on the received data model [15] . With times oversampling of the integrator output, there is no loss of information.
The typical duration of the integration window is . If the receiver uses an integrate-and-dump operation (which resets the integrator after sampling), then without oversampling the model remains the same. Technologically, such integrators have the advantage that the integration length is easily modified (related to an external clock).
In some descriptions of TR systems, multiple doublets per chip are considered. This may be useful for increased range/low data rate applications. It is a special case of the above model, with duplicate values for the chips and delays. Alternatively, it can be modeled using a triangular "tent shape" for [1] . At the receiver, it is essential that a low-pass filter be used prior to the correlation, to limit the noise. Finally, in practical systems, it is advisable to randomize the polarity of the first (reference) pulse as well, which will reduce spectral lines. In the noise-free case, this has no influence on the model after the correlator.
III. CHANNEL MODEL AND STATISTICS
In Section II-A, it was shown that, by correlation and integration, the effect of the propagation channel on the data model will reduce to the parameters and , which depend on the effective channel autocorrelation function , see (10) . In this section, we will study the expected value and variance of these parameters under certain statistical assumptions of the physical channel. We consider a multipath channel model, where the physical channel impulse response is modeled as a sum of discrete delta pulses (15) where are ray amplitudes, and are their corresponding arrival times. Generally, these parameters are considered as random variables with different statistical assumptions depending on the specific channel model. A typical channel model for UWB is assumed to be time-invariant and to have uncorrelated ray amplitudes , where ray amplitudes will be negligibly small for large .
A. Statistics of for Uncorrelated Channel Taps With Exponential Decay
The case of an exponentially decaying power delay profile in relation to a TR-UWB system was studied in detail in [9] , and some of their resulting expressions are summarized below. The channel autocorrelation function defined in (6) depends on both the physical channel response and the transmitted UWB pulse . With the physical channel model in (15) , the effective channel response is
The expected value of is
If we assume uncorrelated channel taps, i.e., for , then [9] where is the total received power in , whereas is the autocorrelation of the transmitted UWB pulse. Note that for , where is the pulse duration. For typical pulses, will be short, and only evaluation of at a discrete set of lags is needed, equal to the sums and differences of the delays used in the transceiver. Assuming the minimum difference in lags is larger than , effectively is nonzero only for . In [9] , also explicit expressions for the variance are derived, under the assumptions that the channel has an exponentially decaying power delay profile with parameter plus a line-of-sight (LOS) component with power ratio (Ricean factor) . Furthermore, the arrival density of rays is assumed to be rays/s. 
C. Measured Channel Correlation Coefficients
To inspect the autocorrelation function for more realistic channels, we consider a realization of the CM-1 physical channel model based on the IEEE 802.15.3a standard [16] (LOS, 0-4 m). To obtain the effective channel response , the physical channel needs to be convolved with the transmitted pulse shape and twice with a wideband antenna response, to include the effect of the transmit and receive antennas. Although in the UWB literature the antenna is often modeled as a simple differentiator, we will use here an actual measured response of a biconical antenna, as shown in Fig. 2(a) . This includes the response of a bandpass filter used to limit interference from wireless local area network (WLAN) equipment and out-of-band noise. 1 The corresponding impulse response has a duration of about 1.5 ns. For the transmitted pulse, we take a Gaussian pulse with parameter ns. The resulting function for a single realization of the CM-1 model is shown in Fig. 2(b) . We also show for a channel impulse response measured in a 40-m wide and 15-m high industrial hall ("API" at TU Delft) containing several machines for the process industry [see Fig. 2(c) ]. This particular measurement is a LOS scenario over a distance of 9 m using a very narrow pulse, and has offline been convolved with a Gaussian pulse ns . We only show the segment of interest, i.e., small values of up to a few times the pulse width, since it is hard to implement integrated delay lines with wideband delays much longer than this.
The figures show that is dominant and typically only 3-5 times larger than the other values of for ns, compared with a factor 15 for the theoretical channel model in Section III-A. A major cause for this is the spreading of the pulse introduced by the antenna, thus violating the assumption in the theoretical model that . It is also seen that the correlation peak at 0 is very narrow (less than 100 ps). Typical delay lines that can be integrated on a chip (e.g., RC filters) have tolerances that are higher than this. If this peak is somehow missed, e.g., due to mismatch in the transmit and receive delays, then for any (small) value of may be significant. Consequently, all values of , are significant in this case; one cannot assume that is diagonally dominant and that is zero.
IV. RECEIVER ALGORITHMS
Based on the data model derived in Section II, we can now develop a number of detection algorithms. Augmented with noise terms, the data model (14) is where collects all noise terms after correlation/integration (this includes signal-noise and noise-noise terms). We will assume that the data symbols are drawn from a binary phase-shift keying (BPSK) constellation. The problem now is, given the received signal , estimate along with the unknown channel matrix and channel vector . Depending on the knowledge we have on the statistics of (this knowledge could be obtained by training; see also [14] ), we can whiten it or not. The algorithms listed below will for simplicity assume that is white.
A. Simplified Matched-Filter Receiver
A simple receiver can be derived if we assume that the channel does not have temporal correlations . In that case, the channel matrix and offset vector will be , , where is the only unknown constant (the channel power). The resulting simplified data model is (16) which leads to a corresponding matched-filter receiver (17) where is the trace operator. Since is always positive, it does not change the detected symbol for our assumed BPSK constellation and, thus, it does not need to be estimated. 2 
B. Blind Multiple Symbol Receiver
If and are unknown, they can be estimated along with the data in a blind scheme as follows. Write the model as (18) where . Since is completely known, we can remove its effect by multiplying both sides with the left pseudoinverse of (assuming it is tall, i.e., )
It is then clear that the channel vector can be estimated by averaging the last rows of the matrices , i.e., using a Matlab notation To estimate and , we vectorize the matrices into vectors of size by stacking its columns, and define . This matrix has model (19) where is similarly defined as , but based on . Hence, the channel matrix and the source symbol vector can be estimated up to a scaling by computing a rank-1 decomposition (using the SVD) of . For a BPSK constellation, the scaling is easily established.
C. Iterative Receiver
In the preceding receiver algorithm, the inversion of may be undesirable (e.g., it may not be a very tall matrix, and a poorly conditioned inverse will enhance and color the noise). Improved performance can be obtained by a two-step iterative receiver which is initialized by the receiver of the preceding section: 1) assume is known, estimate and ; 2) assume and are known, estimate . For the first step, we rewrite the data model (18) 
The matrix which is inverted has size and should be tall . For the second step, we partition in (18) as and obtain where denotes a Kronecker product. Therefore, a least squares solution for is (22) which is straightforward to evaluate.
V. SIMULATION RESULTS
We simulate the transmission of symbols over the UWB channels described in Section III. We consider the IEEE CM-1 (LOS) channel, convolved with a Gaussian pulse and twice with the measured antenna/bandpass filter response; furthermore, we consider the API-3 measured channel convolved with the same Gaussian pulse. We use 100 Monte Carlo runs to obtain the BER versus SNR plots for the various receiver algorithms, while the channel is kept fixed. Here, the SNR is defined as the average received energy in a symbol over the white Gaussian noise power density.
The system uses delay positions, and chips per symbol. The transmitted Gaussian pulse has duration parameter ns. The two pulses in a doublet are separated by ns, and the doublets are separated by ns to avoid interframe interference. The integration interval is taken as , and no oversampling is used . The receiver algorithms which are tested are the simplified matched-filter receiver (Section IV-A), which uses a single (matched) delay per received chip, the blind multiple symbol receiver (Section IV-B), which uses the complete bank of receiver delays for each received chip, and the iterative receiver (Section IV-C), which uses the complete data model and is initialized by either one of the two noniterative receivers. Fig. 3(a) shows the BER versus the SNR for various algorithms for the IEEE CM-1 channel. The channel matrices in this case are Similarly, Fig. 3(c) shows the results for the API-3 measured channel, for which In both cases, the figures show that the simplified matched-filter receiver is more accurate than the blind multisymbol receiver (BMSR). Postprocessing with the iterative algorithm (which uses the full signal model) provides little advantage. Thus, the assumption that and is sufficiently accurate. The relatively poor performance of the BMSR is explained from the fact that in this case has size 5 4, which is not very tall; thus, some noise enhancement will occur. The iterative receiver instead inverts a matrix which grows with the number of samples and, therefore, experiences less noise enhancement in the estimation of in (21). The detection step (22) involves the "inversion" of a vector which is always well conditioned as it only depends on the total amount of energy collected in the correlation bank.
We next consider the case where there is a small timing offset in each receiver delay due to component inaccuracies. For the IEEE CM-1 channel model, we take the offset as small as 0.05 ns, for the measured API channel, we take it perhaps more realistically equal to 0.2 ns. As discussed in Section III, due to this offset the diagonal dominance property of the channel matrix is affected. The resulting channel correlation matrix is for the IEEE CM-1 channel and for the measured API-3 channel Fig. 3(b) and (d) shows the results. It is seen that, for the CM-1 channel, the simplified matched-filter receiver completely breaks down since it assumes , which is not at all accurate, whereas the BMSR, which takes into account all the elements of matrices and , maintains a fair performance. A less strong conclusion holds for the API channel. In both cases, the iterative algorithm gives a significant performance improvement over both noniterative algorithms. As Fig. 2(b and (c) shows, the values of strongly depend on precisely which delays (values of ) are selected. Only receivers which use the full data model are expected to be resilient to this.
VI. CONCLUSION
We have proposed an accurate signal processing model for a TR-UWB system, in particular, for the case where both pulses in a doublet are more closely spaced than the length of the impulse response. The model considers the channel correlation coefficients, which can be estimated blindly from a single symbol or multiple symbols, and used in a simplified matched-filter receiver or in a more advanced multiple symbol or iterative receiver. The performance of the iterative receiver is as good and occasionally much better than the matched-filter and the BMSR. Additional work shows that joint timing acquisition and detection based on this model is fairly straightforward [15] . Future work will provide a multiuser analysis, and pay attention to interchip interference.
