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Abstract 
This dissertation was written as part of the MSc in Strategic Product Design at the Inter-
national Hellenic University. 
Additive Manufacturing (AM) technology is currently being promoted as the spark of a 
new industrial revolution. The integration of 3D-printing technologies is gaining momen-
tum into numerous emerging markets, including the medical industry. Particularly, AM 
technology enables the fabrication of physical parts by using initial data from medical 
images, such as Digital Imaging Communications in Medicine (DICOM) images. These 
parts can be used as customized implants or medical models, which precisely represent 
the patient’s anatomy. The production of these models has the promising potential to 
affect the preoperative planning, education, and surgical simulation process, leading to 
various benefits regarding the surgical outcome.  
The aim of the current study is to investigate the integration of AM technology in the 
fabrication of patient customized medical model from scanned anatomical images, ac-
quired from Computed Tomography (CT) or Magnetic Resonance Imaging (MRI). In spe-
cific, after conducting a thorough literature review, the basic scope of this study is to 
demonstrate the process of the T4 vertebra (thoracic spine) production, by presenting 
the design, the manufacture, and the evaluation stage. With regard to the first stage, it 
is crucial to indicate the most appropriate open-source software program for the con-
version of DICOM files to Standard Triangle Language (STL) files. After acquiring and op-
timizing the required medical data to the desired file format, the anatomical model is 
printed via Fused Deposition Modeling (FDM). Finally, the 3D-printed model is scanned 
via 3D-scanner and saved in STL file format, in order to measure and evaluate the results, 
regarding the dimensional declinations between the printed and the scanned model. 
Keywords: DICOM, CT, MRI, STL, AM, RP, 3D-printing, FDM, 3D-scanning, medical mod-
els, T4 vertebra, thoracic spine 
Theodora Kontodina 
March 2018 
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1. Chapter One: Project Overview 
1.1. Introduction 
Additive Manufacturing (AM) technology is implemented in a number of appli-
cations concerning various scientific fields (Javaid et al., 2017). In fact, the AM term is 
used to refer to a great diversity of technologies that are mainly utilized to fabricate 
physical models, prototypes, or functional components directly from three-dimensional 
(3D) Computer-Aided Design (CAD) data (Bibb et al., 2011). The AM process manufac-
tures these physical objects by depositing successive layers of material on the top of 
each other (Bibb et al., 2011; Gibsion et al., 2010). Especially, the most prominent tech-
nologies encompassed by the term AM are Three-Dimensional Printing (3D-Printing), 
Rapid Prototyping (RP) and Rapid Manufacturing (RM) (Bibb et al., 2011). 
In the mid 1980’s (Brennan, 2010), the initial use of AM mainly referred to the 
fabrication of conceptual and functional prototypes (Weller, 2015), which were used as 
inspection tools, aiming to reduce the production development steps of new parts and 
devices (Gibsion et al., 2010; Santos, 2006). Although, since their invention AM technol-
ogies have been radically developed, providing a range of new processes, materials and 
applications (Brennan, 2010; Wang et al., 2017). 3D-printing technology has penetrated 
into various fields, such as automotive, aerospace, architectural, fashion and more re-
cently was introduced in medical industry (Chua et al., 2017; Javaid et al., 2017). 
With reference to the medical filed, the increasing demand for quick fabrication 
of physical parts, like customized implants or medical models in case of pre-organizing 
an actual surgery, have conducted to the growth of these unconventional methods of 
manufacturing with regard to this specific field (Kumar et al., 2017). Formerly, the anal-
ysis of the anatomy of a patient was based on two-dimensional (2D) data obtained by 
radiography and photography (Kumar et al., 2017; Petzold et al., 1999). Nowadays, due 
to technological improvements, we have to our disposition an arsenal of methods for 
acquiring 3D-images of better resolution, as being the identical replica of the anatomy 
of a patient (Gibson et al., 2006; Kumar et al., 2017). In particular, raw data acquired 
from the Computed Tomography (CT) and the Magnetic Resonance Imaging (MRI) is 
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commonly reconstructed and stored as a Digital Imaging and Communication in Medi-
cine (DICOM) file (Eijnatten et al., 2018; Kumar et al., 2017; Lim et al., 2006). These im-
ages are supposed to be utilized as the main source for medical software’s three-dimen-
sional Computer Aided Design, in order to produce AM medical models (Eijnatten et al., 
Kumar et al., 2017; Lim et al., 2006).  
Furthermore, the production of patient customized physical models has the 
promising potential to affect the preoperative planning, education and surgical simula-
tion process, leading to numerous advantages (Gibson et al., 2006; Petzold et al., 1999; 
Salmi et al., 2013). More precisely, these benefits refer to the pre-planning of a surgery, 
which subsequently can lead to the reduction of the operating time, the predictability 
in the surgical outcome, the decreased level of risk to patient, the faster patient’s recov-
ery, the improved accuracy, no geometrical restrictions and ultimately better aesthetic 
and functional results (Brennan, 2010; Gibson et al., 2006; Huotilainen et al., 2014; 
Petzold et al., 1999; Salmi et al., 2013). 
1.2. Project Aim 
The aim of the current study is to acquire a profound understanding of the inte-
gration of Additive Manufacturing and Rapid Prototyping technologies in the fabrication 
of patient customized medical model from scanned anatomical images (DICOM), ob-
tained with the help of Computed Tomography (CT) or Magnetic Resonance Imag-
ing (MRI) scanning techniques. In particular, after conducting a thorough literature re-
view, regarding the applications of produced medical models via Rapid Prototyping, the 
main objective of this study is to present the fabrication process of a real case scenario, 
namely the T4 vertebra of the thoracic spine of a patient, by demonstrating the three 
fundamental stages of this process: the design, the manufacture, and the evaluation 
stage. Moreover, regarding the first stage, it is essential to indicate the most appropriate 
open-source software program for the conversion of DICOM files to Standard Triangle 
Language (STL) files for the specific case study. For this purpose, four different open-
source software programs (i.e. Seg3D, ImageVis3D, 3DSlicer, and ITK-SNAP) are selected 
to be demonstrated in a step-by-step approach. Consequently, after identifying the ap-
propriate software solution for the current project, the required medical data is 
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converted to the desired file format via ITK-SNAP software. Subsequently, the Mesh-
mixer software program is utilized for the optimization of the STL file, in order to pro-
ceed to the fabrication of the medical model via 3D-printing technology. With reference 
to the second stage, Fused Deposition Modeling (FDM) technology is used, by utilizing 
the BCN3D Cura 1.0.3. software and the BCN3D Sigma R17 printer, for the creation and 
for the 3D-printing of the anatomical model. Finally, the 3D-printed model is scanned 
and edited via Next Engine 3D-scanner and ScanStudio HD software, respectively. The 
scanned model is saved in STL file format, in order to measure and evaluate the results, 
regarding the dimensional declinations between the printed and the scanned model. 
These measurements are conducted with the help of the Artec Studio 11 Professional 
software. Finally, the empirical results and findings of the research are discussed thor-
oughly. 
1.3. Project Stages 
➢ Literature research 
➢ Identification of areas for further application 
➢ Investigation and Research of available open-source software programs for the con-
version of DICOM files from CT or MRI to STL files. 
➢ Description of the basic functions of each software 
❖ Seg3D Software 
❖ ImageVis3D Software 
❖ 3DSlicer Software 
❖ ITK-SNAP Software 
➢ Identification and Selection of a specific medical case study 
➢ Identification of the appropriate software solution 
➢ Systematic approach of the case study 
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❖ Design Stage 
• Acquisition of DICOM files 
• Conversion of DICOM files to STL file format 
• Optimization of STL file 
• Acquisition of final STL file ready for RP machine 
❖ Manufacture Stage 
• Creation of RP model 
• Printing of medical model via 3D-printing technology 
❖ Evaluation stage 
• Scanning of the 3D-printed model via 3D-scanner 
• Measurement of the dimensions of the STL files 
• Comparison and Evaluation of the results 
1.4. Structure of Thesis 
With the intention of presenting the current thesis as clear, structured, and 
thereby, as effective as possible, the study is structured in the following manner:  
The first chapter of the study provides the introduction to the general topic of 
the integration of Additive Manufacturing technologies in the fabrication of customized 
medical model of a patient from scanned anatomical images. Moreover, this chapter 
introduces the specific topic, by clarifying the aim, the stages and the structure of the 
project. 
The second chapter introduces the review of the literature that comprises rele-
vant information and theoretical issues regarding the specific field.  
The third chapter describes the research methodology of the study, by present-
ing the steps and the analysis of the model used to approach the empirical work. 
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The fourth chapter comprises the results of the research in regard to the availa-
ble software solutions, for the conversion of DICOM files to STL file format. Particularly, 
four different open-source software programs (i.e. Seg3D, ImageVis3D, 3DSlicer, and 
ITK-SNAP) are selected to be presented in a step-by-step approach, in order to evaluate 
the capabilities and the limitations of each software, and finally select the appropriate 
software solution for the current case study. 
The fifth chapter demonstrates the process of digital fabrication of patient spe-
cific model, namely the T4 vertebra of the thoracic spine, in a step-by-step approach. 
More specifically, the process of fabrication is composed of three main stages: the de-
sign, the manufacture, and the evaluation stage. The first stage, is extended into four 
fundamental steps required for the acquisition of the desired STL file. These steps in-
volve the acquisition of the DICOM files (via CT), the conversion of the DICOM files to 
STL file format (via ITK-SNAP software), the optimization of the STL file (via Meshmixer 
software) and finally the acquisition of the final STL file. In the second section, the man-
ufacture stage of the final 3D-printed medical model is presented, demonstrating the 
required steps of the process. Hence, Fused Deposition Modeling (FDM) technology is 
used, by utilizing the BCN3D Cura 1.0.3. software and the BCN3D Sigma R17 printer, for 
the creation and the 3D-printing of the medical model, respectively. The third section, 
focuses on the evaluation stage. In this stage, the 3D-printed model is scanned (via Next 
Engine 3D-scanner), processed (via ScanStudio HD software) and saved in STL file for-
mat, in order to measure and evaluate the results (via Artec Studio 11 Professional soft-
ware), regarding the dimensional declinations between the printed and the scanned 
model. The results of the measurements are quoted. 
The sixth chapter includes the interpretation and the assessment of the results 
of the examined study. 
The seventh chapter comprises the conclusion, the limitations of the study and 
the recommendations for further research. 
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2. Chapter Two: Literature Review 
2.1. Introduction 
Additive Manufacturing (AM) technology is currently being promoted as the 
spark of a new industrial revolution due to its huge potential in various scientific fields 
(Javaid et al., 2017). The AM term is used to refer to a great diversity of technologies 
that are majorly used to construct physical models, prototypes, or functional compo-
nents directly from three-dimensional (3D) Computer-Aided Design (CAD) data (Bibb et 
al., 2011). The AM process creates these physical objects by depositing consecutive thin 
layers of material, on top of one another, in a predetermined pattern (Bibb et al., 2011; 
Farooqi et al., 2017; Gibsion et al., 2010). The most prominent technologies encom-
passed by the term AM are Three-Dimensional (3D) Printing, Rapid Prototyping (RP) and 
Rapid Manufacturing (RM) (Bibb et al., 2011; Brennan, 2010; Owusu-Dompreh, 2013). 
In the mid 1980’s, the initial use of AM mainly referred to the fabrication of con-
ceptual and functional prototypes (Brennan, 2010; Weller, 2015). In fact, these models 
were majorly used as inspection tools, aiming to reduce the production development 
steps of new parts and devices (Gibsion et al., 2010; Santos, 2006). Nevertheless, in the 
current years the application of this technology is limitless. Actually, AM technologies, 
such as 3D-printing have been dramatically developed, providing various new processes, 
materials and applications of model fabrication in various sectors, including automotive, 
aerospace, architecture, fashion and more recently in medical industries (Brennan, 
2010; Chua et al., 2017; Wang et al., 2017). 
2.2. Additive Manufacturing Methods 
Additive Manufacturing technology comprises a number of techniques, utilized 
for the fabrication of a physical part with the help of three-dimensional Computer-
Aided-Design (Bibb et al., 2011; Hnatkova et al., 2014). The majority of these techniques, 
regardless of applying different methods to add the material, are based on the same 
principle of AM layer-by-layer (Brennan, 2010; Hnatkova et al., 2014; Jardini et al., 2014; 
Javaid et al., 2017; Owusu-Dompreh, 2013; Marro et al., 2016). 
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In specific, the most fundamental AP technologies are the following: Stereo-
lithography (SLA), Selective Laser Sintering (SLS), Direct Metal Laser Sintering (DMLS), 
Selective Laser Melting (SLM), Fused Deposition Modeling (FDM), 3D-printing (3DP) or 
Multi-Jet Modeling (MJM) and Electron Beam Melting (EBM), classified in accordance 
with the initial condition state of the material (i.e. solid, liquid or powder) (Brennan, 
2010; Hnatkova et al., 2014; Jardini et al., 2014; Javaid et al., 2017; Owusu-Dompreh, 
2013; Marro et al., 2016; Petzold et al., 1999; Salmi et al., 2013). Although, the most 
common used methods for medical purposes are SLA, FDM, SLS and MJM (Brennan, 
2010; Hnatkova et al., 2014; Owusu-Dompreh, 2013; Marro et al., 2016), analysed in 
more detail in the following sections (Sections 2.2.1.-2.2.4.). 
2.2.1. Sterolithography (SLA) 
Stereolithography is considered as the first 3D-printing technology, date from 
the early 1980’s (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016). SLA 
generates a 3D-model by consecutively adding layers of photosensitive resin materials 
on the top of one another (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016). 
 
Figure 1: The principle of Stereolithography, Source: (Hnatkova et al., 2014) 
Subsequently, these layers are cured by ultraviolet laser (UV), as illustrated in 
the figure above (Figure 1) (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016). 
The successive cross-sections, traced out be the UV laser, are submerged in a container 
of liquid of photoreactive polymer at specific high (Brennan, 2010; Hnatkova et al., 2014; 
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Marro et al., 2016). As the laser passes over the layer, the polymer solidifies, then the 
platform is lowered according to a defined distance, and afterwards a new liquid layer 
is added on the top of the polymerized layer (Brennan, 2010; Hnatkova et al., 2014; 
Marro et al., 2016). Thereby this process is repeated several times, until the final model 
is complete (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016). 
SLA provides a good combination of advantages, including speed, accuracy, good 
resolution and smooth surface finish in the created models (Brennan, 2010; Hnatkova 
et al., 2014; Marro et al., 2016). However, the main inconvenience is the limited suite of 
provided materials, restricted to resins (Brennan, 2010; Hnatkova et al., 2014; Marro et 
al., 2016). 
2.2.2. Selective Laser Sintering (SLS) 
Selective Laser Sintering is an AM technique that utilizes a high-power CO2 laser 
beam to trace and subsequently fuse (or sinter) small particles of a powder material into 
a mass, representing the desired 3D-model (Brennan, 2010; Hnatkova et al., 2014; 
Marro et al., 2016). As presented in the following figure (Figure 2), the laser beam traces 
and fuses the cross-sections of the 3D-model on the surface of a platform (Brennan, 
2010; Hnatkova et al., 2014; Marro et al., 2016). As the parts of the 3D-model are cre-
ated upon the platform, the latter is lowered by one-layer thickness, and subsequently 
additional powder layers are deposited on the top. This process is repeated until the 
component is complete (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016). 
 
Figure 2: The principle of Selective Laser Sintering, Source: (Hnatkova et al., 2014) 
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The main competitive superiority of SLS process is that it does not require sup-
port material during the fabrication process, as the unfused powder acts like a support 
material (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016). This method can be 
utilized for the 3D-model fabrication, using a great variety of materials, including poly-
mer, metal and ceramic (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016). 
Though, the main drawback of this technique is the high cost and the abrasive surface 
of the formed models due to the sintering, requiring usually more post-processing for 
the smoothing of the rough surface finishes (Brennan, 2010; Hnatkova et al., 2014; 
Marro et al., 2016). 
2.2.3. Fused Deposition Modeling (FDM) 
Fused Deposition Modeling is an RP process using a filament of thermoplastic 
polymer extruded through a nozzle that forms the geometry of the part layer-by-layer 
(Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016), as demonstrated in the next 
figure (Figure 3). The semi-liquid material cools and hardens after being deposited in 
very fine layers (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016). Once a layer 
is built, the build platform lowers, and the nozzle deposits another layer (Brennan, 2010; 
Hnatkova et al., 2014; Marro et al., 2016). This process is repeated over and over, until 
the final model is finished (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016). A 
variety of materials are available, including polyester, acrylonitrile butadiene styrene 
(ABS), elastomers and investment casting wax (Brennan, 2010; Hnatkova et al., 2014). 
 
Figure 3: The principle of Fused Deposition Modeling, Source: (Hnatkova et al., 2014) 
FDM method is considered as an economical AM process, attributable to the in-
expensive available materials (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016). 
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The main drawbacks of FDM process are the low speed of the building time, and the 
low-quality level in the details of the created surfaces, in comparison with Stereolithog-
raphy (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016). Moreover, sometimes 
the created models require more post-processing in order to smooth the rough surface 
finishes and remove the supporting material (Brennan, 2010; Hnatkova et al., 2014; 
Marro et al., 2016). 
2.2.4. Multi-Jet Modeling (MJM) 
Multi-Jet Modeling or 3D-printing technology, works in similar manner with SLS 
method (Hnatkova et al., 2014; Marro et al., 2016). Though, instead of utilizing laser for 
the material sintering, MJM method uses an ink-jet printing head with many holes (Bren-
nan, 2010; Hnatkova et al., 2014; Marro et al., 2016). This head deposits molten ther-
moplastic material onto a build plate, by creating one layer of the part (Brennan, 2010; 
Hnatkova et al., 2014). After a layer is built, the platform is lowered and a new layer of 
material is added consecutively to the previous one (Brennan, 2010; Marro et al., 2016). 
The process is repeated until the final model is created (Hnatkova et al., 2014; Marro et 
al., 2016). The process of MJM is illustrated in the following figure (Figure 4). 
 
Figure 4: The principle of Multi-Jet Modeling (MJM), Source: (Hnatkova et al., 2014) 
Multi-Jet Modeling process provides a good combination of speed, low-cost and 
lack of supporting material (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 2016). 
Nevertheless, the main disadvantage is the negligible mechanical properties and the low 
resolution of the created model (Brennan, 2010; Hnatkova et al., 2014; Marro et al., 
2016).  
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2.3. Additive Manufacturing – Rapid Prototyping in Medical Field 
As mentioned previously, the Additive Manufacturing technology is gaining mo-
mentum in the various scientific fields, including its penetration into the medical sector 
(Pucci et al., 2017). In fact, the increasing demand for customized patient care has con-
tributed to the intense use of AM technologies, providing the possibility of quick fabri-
cation of physical parts, like customized implants or medical models (Eijnatten et al., 
2018; Giannatsis et al., 2009; Javaid et al., 2017; Kumar et al., 2017; Marro et al., 2016). 
These medical models (mentioned as stereomodels (Cheung et al., 2018; Gibson 
et al., 2006) or biomodels (D’Urso et al., 1999; Gibson et al., 2006)), obtained from indi-
vidual patient data, are a three-dimensional representation of the patient’s anatomy, 
illustrating not only the bone structure, but additionally vascular structures, soft tissues, 
implants, foreign bodies etc. (Gibson et al., 2006). 
In earlier times, the fabrication of anatomical models was quite demanding and 
laborious process, due to the complexity of the anatomical and the geometry of the 
structure (Brennan, 2010; Hnatkova et al., 2014). Prior to AM development, medical 
models were produced mainly by the use of conventional processes, such as pressing, 
forging, machining and casting, which proved to be time-consuming and cost a large 
amount of money (Hnatkova et al., 2014). 
Nowadays, AM plays a significant role in the production of patient customized 
physical models (Gibson et al., 2006; Hnatkova et al., 2014; Javaid et al., 2017). In the 
coming years, these medical models, optimized in design, have the promising potential 
to affect the preoperative planning, education and surgical simulation process, provid-
ing various benefits regarding the surgical outcome (Gibson et al., 2006; Hnatkova et al., 
2014; Javaid et al., 2017; Petzold et al., 1999; Salmi et al., 2013). 
In fact, advances in biomodelling have given raise to totally additional treatment 
approaches and opportunities for cases regarding the preoperative planning, diagnosis 
of diseases, surgical simulation and medical device prototyping, aiming to restore and 
reconstruct the patient anatomy to its initial state after it has endured a physical trauma, 
disease or genetic defect (Brennan, 2010; Giannatsis et al., 2009; Javaid et al., 2017). 
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2.4. Research Status of Applications of Additive Manufacturing in Medical Field 
Additive Manufacturing is one of the fastest growing markets worldwide (Weller 
et al., 2015). Actually, the worldwide revenues of 3D-printing industry grew by 17.4% in 
2016 and worth over $6 billion (Wang et al., 2017). The main reason of the success of 
AM technologies is the combination of geometric flexibility, low-cost production, high-
speed and accuracy (Giannatsis et al., 2009), leading additionally to the rapid growth of 
the applications regarding the medical field.  
Furthermore, a great number of researchers and scientists investigated the inte-
gration of AM technologies in medicine and healthcare sector, by launching various re-
search programs (e.g. Phidias – European Commission (EC) Funded Network Project on 
Rapid Prototyping in Medicine) with respect to this scientific field (Brennan, 2010; Gian-
natsis et al., 2009).  
According to latest research data (Javaid et al., 2017), the publications of articles 
regarding the applications of Additive Manufacturing technologies in medical field have 
been dramatically increased the last decade. Moreover, the total number of the re-
search articles and papers in this sector are 428 from 2004 to 2016 (Javaid et al., 2017). 
The following graph (Graph 1) presents the number of published articles in relation to 
the year (Javaid et al., 2017).  
 
Graph 1: Year wise list of publications in journals regarding the medical applications of 
Additive Manufacturing, Source: (Javaid et al., 2017) 
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The next graph (Graph 2) demonstrates the top five journals with the highest 
publications on AM medical applications (Javaid et al., 2017). In particular, Rapid Proto-
typing Journal is in the first position. 
 
Graph 2: Top five journals of published papers regarding the medical applications of 
Additive Manufacturing, Source: (Javaid et al., 2017) 
The next graph (Graph 3) presents the area wise contribution on AM applications 
(Javaid et al., 2017). In particular, Engineering and Materials are in the first position, 
presenting the 56% of the AM applications (Javaid et al., 2017). While, Medicine, Den-
tistry and Biotechnology have significant contribution in this AM field, presenting the 
third highest percentage of 17% (Javaid et al., 2017). Basic Science and Computer Sci-
ence present 21% and Other Fields present 6% (Javaid et al., 2017). 
 
Graph 3: Area wise contribution on Additive Manufacturing applications, Source: (Ja-
vaid et al., 2017) 
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2.5. Applications of Additive Manufacturing in Medical Field 
As presented in the previous section (Section 2.4.), the number of applications 
in medical field, regarding the Additive Manufacturing technologies, has been radically 
increased (Javaid et al., 2017; Marro et al., 2016). Actually, AM applications in medical 
sector can be classified into the following major categories (Giannatsis et al., 2009; Ja-
vaid et al., 2017): 
➢ Biomedical modelling 
➢ Fabrication of customized implants 
➢ Fabrication of porous implants (scaffolds) and tissue engineering 
➢ Design and development of devices and instrumentation used in medical sector 
➢ Surgical planning 
➢ Medical education and training 
➢ Forensics 
➢ Drug delivery and micro-scale medical devices 
2.5.1. Biomedical modelling 
Biomedical modelling refers to the fabrication of physical models representing 
the patient’s anatomy or biological structures, mainly used for preoperative planning or 
testing of a surgery (Giannatsis et al., 2009; Javaid et al., 2017). In particular, successful 
implant surgery requires the fabrication of accurate medical models, manufactured by 
biocompatible materials (Bibb et al., 2011; Brennan, 2010; Giannatsis et al., 2009; Javaid 
et al., 2017). The main categories of the classified biomaterials are: metals, ceramics and 
polymers, presented in the next table (Table 1) (Brennan, 2010). 
Table 1: Classification of biocompatible materials, Source: (Brennan, 2010) 
Metals Ceramics Polymers 
316L Stainless steel Alumina (Al2O3) Ultra-high molecular weight polyethylene 
Co-Cr Alloys Zirconia Polyurethane 
Titanium Carbon  
Ti6A14V Hydroxyapatite  
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2.5.2. Fabrication of customized implants 
The major application of AM technologies in medical sector is the design and 
fabrication of customized implants and fixtures which present the exact patient 
anatomy and comfortably fit the patient (Bibb et al., 2011; Brennan, 2010; Giannatsis et 
al., 2009; Javaid et al., 2017). These medical models can be used for prosthetic opera-
tions, including maxillofacial, dental, craniofacial, orthopedic, or spinal surgery, for re-
habilitation, or even for plastic surgery, in order to increase both functionality and aes-
thetic appearance (Bibb et al., 2011; Brennan, 2010; Giannatsis et al., 2009; Javaid et al., 
2017). In the following figures (Figures 5-6) are illustrated the 3D-model of a patient with 
cranial defect in the right frontal bone and the preoperative 3D-biomodel of a skull and 
a customized medical implant made from titanium for the operation of craniofacial sur-
gery (Jardini et al., 2014). 
 
Figure 5: 3D-model of the patient with cranial defect in the right frontal bone, Source: 
(Jardini et al., 2014) 
 
Figure 6: 3D-biomodel and customized implant for craniofacial surgery of a patient 
with cranial defect in the right frontal bone, Source: (Jardini et al., 2014) 
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2.5.3. Fabrication of porous implants (scaffolds) and tissue engineering 
AM technolgy has increased the ability to fabricate complex geometry medical 
models with high accuracy (Brennan, 2010; Giannatsis et al., 2009; Javaid et al., 2017). 
Consequently, AM techniques such as FDM, SLS and 3D-printing are suitable for the 
fabrication of controlled porous structures with special geometrical features, by utilizing 
biocompatible materials in the field of sccaffolding and tissue engineering (Brennan, 
2010; Giannatsis et al., 2009; Javaid et al., 2017). Actually, scaffolds are customized per-
meable implants used as a vessel for supporting tissue regeneration or restoration, by 
providing support and guidance to defective bone or growing tissue which was damaged 
(Brennan, 2010; Giannatsis et al., 2009; Javaid et al., 2017). The following figure (Figure 
7) demonstrates the fabrication of customized porous implants made from titanium via 
EBM technique (Moiduddin et al., 2016). 
 
Figure 7: EBM produced titanium porous implants and FDM produced polymer skull model, 
Source: (Moiduddin et al., 2016) 
2.5.4. Design and development of devices and instrumentation used in 
medical sector 
Furthermore, AM technogy is used not only for the pre-surgical phase, but also 
for the actual surgery (Brennan, 2010; Giannatsis et al., 2009; Javaid et al., 2017). In 
specific, AM technology is utilized for the design and development of medical 
equipment, devices and instrumentation, including hearing aid, dental devices and 
surgical tools used as guides during the operation process (Brennan, 2010; Giannatsis et 
al., 2009; Javaid et al., 2017). The next figure (Figure 8) presents a range of 3D-printed 
customized implants and surgical guides utilized for non-human primates (Chen et al., 
2017). 
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Figure 8: 3D-printed customized implants and surgical guides for non-human primates, Source: 
(Chen et al., 2017) 
2.5.5. Surgical planning 
As mentioned previously, the most fundamental application of AM technology 
in medical field is the fabrication of biomodels that can be utilized as an aiding tool for 
preplanning of a surgery and rehearsal, leading to numerous benefits (Brennan, 2010; 
Giannatsis et al., 2009; Javaid et al., 2017). More specifically, these benefits refer to the 
reduction of the operating time, the predictability in the surgical outcome, the de-
creased level of risk to patient, the faster patient’s recovery, the improved accuracy, no 
geometrical restrictions and ultimately better aesthetic and functional results (Brennan, 
2010; Giannatsis et al., 2009; Gibson et al., 2006; Hnatkova et al., 2014; Huotilainen et 
al., 2014; Javaid et al., 2017; Petzold et al., 1999; Salmi et al., 2013). 
The following figures (Figures 9-13) demonstrate a variety of different cases for 
preplanning a surgery. More precisely, in Figure 9 is presented the case of a fabricated 
3D-model of patient pulmonary artery for the preplanning of thoracic surgery (Kurenov 
et al., 2015).  
  
Figure 9: Preplanning in thoracic surgery, Rendered triangular surface and 3D-model of 
the pulmonary artery, Source: (Kurenov et al., 2015) 
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The next figures (Figures 10-11) illustrate the case of preplanning a complex sur-
gery of a patient born with defect in joint of maxilla and mandible (Kumar et al., 2017). 
In Figure 11 is shown the comparison of aesthetic view of the patient before and after 
surgery (Kumar et al., 2017). 
 
Figure 10: Manufacturing of patient specific AM model for preplanning of complex sur-
gery, (CT scan, 3D CAD Model, AM Model), Source: (Kumar et al., 2017) 
 
Figure 11: Preplanning of complex surgery, Patient born with defect in joint of maxilla 
and mandible, Comparison of aesthetic view of the patient before and after surgery, Source: 
(Kumar et al., 2017) 
The following figure (Figure 12) presents the 3D-printed medical model for a pa-
tient after simulation of 2-jaw orthognathic surgery (Lin et al., 2018). 
 
Figure 12: 3D-printed model for a patient after simulation of 2-jaw orthognathic sur-
gery, Source: (Lin et al., 2018) 
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The next figure (Figure 13) illustrates the 3D-model of aortic aneurysm with com-
plex geometry, created via FDM technique from the medical data acquired from Com-
puted Tomography (CT) (Marro et al., 2016). 
 
Figure 13: CT sagittal reconstruction of aortic aneurism with challenging anatomy, 3D-
model of the aneurysm created via FDM, Source: (Marro et al., 2006) 
2.5.6. Medical education and training 
Additionally, AM technology can be used for purposes of medical education and 
training (Brennan, 2010; Giannatsis et al., 2009; Javaid et al., 2017). The created medical 
models can be utilized from medical students or young doctors in order to understand 
the internal or external human anatomy structure (Brennan, 2010; Giannatsis et al., 
2009; Javaid et al., 2017). The following figure (Figure 14) presents the case of 3D-
printed medical model of cervical spine, made from ABS using FDM technique (Marro et 
al., 2016). 
 
Figure 14: 3D-printed model of cervical spine, Source: (Marro et al., 2016) 
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2.5.7. Forensics 
Moreover, another application of AM technology is for investigation of criminal 
profile (Brennan, 2010; Giannatsis et al., 2009; Javaid et al., 2017). In many case, the 
models can be used for the creation of crime scenes, in order to facilitate the process of 
solving cases regarding the forensic field (Brennan, 2010; Giannatsis et al., 2009; Javaid 
et al., 2017). The following figure (Figure 15) depicts the case of created skull replicas 
used in forensics (Gibson et al., 2006). 
 
Figure 15: Forensics, Skull replicas, Source: (Gibson et al., 2006) 
2.5.8. Drug delivery and micro-scale medical devices 
Finally, another application of AM technologies is the fabrication of customized 
microsystems and therapeutic devices used to control drug delivery for certain cases 
(Giannatsis et al., 2009). In specific, these devices may involve networks of fluidic and 
electronic components that operate in an specific manner (Giannatsis et al., 2009). The 
basic groups of these devices involve the following: bio-capsules and microparticles for 
controlled and site-specific drug release, microneedles for transdermal and intravenous 
delivery (Figure 16) and implantable microsystems (Giannatsis et al., 2009).  
 
Figure 16: Microneedle array fabricated via micro-SLA, Source: (Giannatsis et al., 2009) 
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2.6. Additive Manufacturing Criteria for Medical Models 
In general, Additive Manufacturing technologies have great potential and flexi-
bility in solving complex surgical problems (Giannatsis et al., 2009; Gibson et al., 2006; 
Javaid et al., 2017; Pucci et al., 2017). Nevertheless, they have not been adopted to a 
large extent in medical and healthcare sectors, due to a number of technological issues 
and deficiencies (Giannatsis et al., 2009; Gibson et al., 2006; Javaid et al., 2017). Actually, 
the main five criteria influencing this perspective include (Giannatsis et al., 2009; Gibson 
et al., 2006; Javaid et al., 2017; Pucci et al., 2017):  
➢ Speed: One of the main competitive advantages of AM technology is the speed of 
production (Giannatsis et al., 2009; Gibson et al., 2006; Javaid et al., 2017; Pucci et 
al., 2017). Though, in case of batch production of medical models the AM technolo-
gies are not suitable, due to the fact that the medical data preparation can be more 
time consuming than the RP building process (Giannatsis et al., 2009; Gibson et al., 
2006; Javaid et al., 2017; Pucci et al., 2017). Consequently, medical models can be 
fabricated for pre-organized surgeries and on the contrary cannot be utilized for 
emergency operations (Giannatsis et al., 2009; Gibson et al., 2006; Javaid et al., 2017; 
Pucci et al., 2017). 
➢ Cost: AM technologies are majorly utilized for low-cost production applications (Gian-
natsis et al., 2009; Gibson et al., 2006; Javaid et al., 2017; Pucci et al., 2017). However, 
the fabrication of customized medical models requires to be of improved quality, ef-
fectiveness and efficiency, leading to the increase of the cost (Giannatsis et al., 2009; 
Gibson et al., 2006; Javaid et al., 2017; Pucci et al., 2017).  
➢ Accuracy: The AM processes provide models with high accuracy (Giannatsis et al., 
2009; Gibson et al., 2006; Javaid et al., 2017; Pucci et al., 2017). Nevertheless, the 
issue of accuracy is characterized as insufficient for numerous medical applications, 
due to poor or inaccurate medical data, obtained from 3D-imaging software pro-
grams (Giannatsis et al., 2009; Gibson et al., 2006; Javaid et al., 2017; Pucci et al., 
2017). 
➢ Materials: The availability of appropriate bio-compatible materials for medical appli-
cations via AM technology are limited (Giannatsis et al., 2009; Gibson et al., 2006; 
Javaid et al., 2017; Pucci et al., 2017; Singh et al., 2017). Additionally, the AP machines 
  -46- 
providing the most suitable material properties for medical purposes are very expen-
sive, leading to the general increase of the cost (Giannatsis et al., 2009; Gibson et al., 
2006; Javaid et al., 2017; Pucci et al., 2017; Singh et al., 2017). 
➢ Ease of use: The fabrication of medical models requires highly-skilled and trained per-
sonnel in order to achieve accurate and good quality models, implying additional in-
vestment for training (Giannatsis et al., 2009; Gibson et al., 2006; Javaid et al., 2017). 
2.7. Process of Medical Model Fabrication 
The process used for the fabrication of medical models via AM technologies, is 
divided into two fundamental stages, namely the design stage and the manufacture 
stage (Brennan, 2010; Eijnatten et al., 2018; Hnatkova et al., 2014; Huotilainen et al., 
2014; Javaid et al., 2017). Specifically, the design stage comprises of the following steps: 
acquisition of medical data (or medical imaging) and image processing via Computer-
Aided Design. And finally, the manufacture stage is composed of the required steps for 
the creation and the fabrication of the model via AM technologies (Brennan, 2010; 
Eijnatten et al., 2018; Hnatkova et al., 2014; Huotilainen et al., 2014; Javaid et al., 2017). 
Each of these steps, (from medical data acquisition to image processing and to 
the manufacturing stage and finishing process), can introduce geometric deviations, 
leading to distortions in the final AM medical model (Eijnatten et al., 2018; Huotilainen 
et al., 2014). Nevertheless, the main percentage of these inaccuracies in AM medical 
models is introduced during the process of medical imaging or during image processing, 
rather than during the manufacturing stage, (for example during 3D-printing process), 
which is considered as more accurate procedure (Eijnatten et al., 2018; Huotilainen et 
al., 2014). Consequently, further investigation regarding the accuracy of the AM in med-
ical applications is indisputably required (Eijnatten et al., 2018; Huotilainen et al., 2014). 
2.8. Medical Imaging 
Therefore, one of the most fundamental issues, regarding the Rapid Prototyping 
applications in medical sector, is the accurate acquisition of three-dimensional anatom-
ical models (Hnatkova et al., 2014). In former times, the analysis of the anatomy of a 
patient was based on two-dimensional (2D) data obtained by radiography and 
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photography (Kumar et al., 2017; Petzold et al., 1999). In the current days, the techno-
logical improvements resulted in the 3D-image acquisition of better resolution, provid-
ing the identical replica of the anatomy of a patient (Gibson et al., 2006; Kumar et al., 
2017).  
In particular, medical imaging techniques facilitate the storage of the data in Dig-
ital Imaging and Communication in Medicine (DICOM) images (Kumar et al., 2017; Lim 
et al., 2006). These images are supposed to be utilized as the main source for medical 
software’s three-dimensional Computer Aided Design, in order to produce AM medical 
models (Kumar et al., 2017; Lim et al., 2006). 
As regards the medical imaging techniques, they are used for the visualization of 
internal structures of the patient’s anatomy, including organs, bones, or vessels (Hnat-
kova et al., 2014). Namely, the Computed Tomography (CT), the Magnetic Resonance 
Imaging (MRI) and the Ultrasonography are the most common used techniques (Bren-
nan, 2010; Hnatkova et al., 2014; Owusu-Dompreh, 2013), which are analyzed briefly in 
the following sections (Sections 2.8.1.-2.8.3.). 
2.8.1. Computed Tomography (CT) 
Computed Tomography scan, (sometimes referred to as Computed Axial 
Tomography (CAT) scan (Brennan, 2010), is a non-invasive medical imaging technique 
(Brennan, 2010; Hnatkova et al., 2014; Owusu-Dompreh, 2013). A CT scan utilizes X-ray 
technology for the geometric data acquisition of the patient’s body, by generating cross-
sectional slices of the scanned part obtained from different angular positions (Brennan, 
2010; Hnatkova et al., 2014; Owusu-Dompreh, 2013).  
The following figures (Figures 17-18), illustrate the principle of the CT scanning 
process. More specifically, the CT operates by using an X-ray generator that rotates 
around the patient body, while the emitted radiation penetrates the object of examina-
tion at diverse rates, according to the tissue density positions (Brennan, 2010; Hnatkova 
et al., 2014; Owusu-Dompreh, 2013). A digital X-ray detector visualizes the 2D-projec-
tions from different angles, as illustrated in Figure 17. Subsequently, the acquired data 
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must be processed into cross-sectional images, by using a computed based tomographic 
reconstruction form (Brennan, 2010; Hnatkova et al., 2014). 
 
Figure 17: Principle of CT scanning technology, Source: (Hnatkova et al., 2014) 
The main advantage of CT scanning is the accuracy and the production of high-
quality images of the generated anatomical structure (Brennan, 2010; Hnatkova et al., 
2014). Furthermore, it is considered as more tolerant to patient movement than MRI 
scanning (Brennan, 2010; Hnatkova et al., 2014). Though, the patient radiation exposure 
is the main disadvantage of this method, that could possibly lead to a potential allergy 
reaction (Brennan, 2010; Hnatkova et al., 2014). 
 
Figure 18: CT scanning machine, Source: [1] 
2.8.2. Magnetic Resonance Imaging (MRI) 
Magnetic Resonance Imaging (MRI) is also a medical imaging method, used for 
the detailed visualisation of internal structures in the human body (Brennan, 2010; Hnat-
kova et al., 2014; Owusu-Dompreh, 2013). In opposition to CT scan, MRI scanner does 
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not emit X-ray radiation. On the contrary, MRI scanners utiilize magnetic fields and radio 
waves for the medical data aquisition.  
Additionally, the following figure (Figure 19) presents an MRI scanning machine, 
illustrating its basic parts. 
 
Figure 19: MRI scanning machine, Source: [2] 
Actually, when specific atomic nuclei (e.g. hydrogen atoms) are located in an 
external magnetic field, they can absorb and emit radio frequency energy (Brennan, 
2010; Hnatkova et al., 2014; Owusu-Dompreh, 2013). In MRI process, the hydrogen 
molecules of water, contained within the human body, are used for the generation of 
detectable radio-frequency signal, received by antennas, and then transmitted to 
computer system, which subsequenlty proceesses the aquired data and generates an 
image of the examined area (Brennan, 2010; Hnatkova et al., 2014; Owusu-Dompreh, 
2013).  
As mentioned above, the most prominent advantage of MRI scanning method is 
the lack of radiation exposure (Brennan, 2010; Hnatkova et al., 2014). Moreover, the 
MRI scanning facilitates the visualization of soft tissues (e.g. cartilage) and can generate 
accurate images of parts encapsulated by bone tissue (e.g. brain, spinal cord etc.) (Bren-
nan, 2010; Hnatkova et al., 2014). On the other hand, MRI scanning method is intolerant 
to patient movement contrary to CT scan (Hnatkova et al., 2014). 
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2.8.3. Ultrasonography 
Ultrasonography or Medical Ultrasound is a non-invasive procedure that utilizes 
high frequency waves (>20kHz), mainly used as diagnostic imaging technique (Brennan, 
2010; Hnatkova et al., 2014). In fact, the ultrasound device sends sound waves into the 
examined area of the human body (Brennan, 2010; Hnatkova et al., 2014;). These sound 
echoes are received by a sensor, which subsequently generates a digital image (Brennan, 
2010; Hnatkova et al., 2014;). The Ultrasonography process and machine are displayed 
in the next figure (Figure 20). 
 
Figure 20: MRI scanning machine, Source: [3], [4] 
In comparison with the other two medical imaging techniques, Ultrasonography 
presents several advantages (Brennan, 2010; Hnatkova et al., 2014;). Mainly, the com-
petitive superiority of this method, is the direct visualization of the examined area (Bren-
nan, 2010; Hnatkova et al., 2014;). Additionally, Ultrasonography does not use harmful 
ionizing radiation, similar to the MRI scanning technique (Brennan, 2010; Hnatkova et 
al., 2014;). As regards the drawbacks of this method, it is worth mentioning that the 
resolution of the images is usually mid to low level, depending on the field of view and 
patient cooperation (Brennan, 2010; Hnatkova et al., 2014). 
2.8.4. Digital Imaging and Communications in Medicine (DICOM) 
As a matter of fact, the growth of medical imaging techniques in the past decade, 
has enabled the visualisation of internal structures in the human body, by generating 
two-dimensional cross-sectional images of high fidelity and accuracy (Hnatkova et al., 
2014; Wang et al., 2017). In particular, these images are stored in Digital Imaging and 
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Communication in Medicine (DICOM) data format, utilized as the main source for med-
ical software’s three-dimensional Computer Aided Design (CAD), in order to produce AM 
medical models (Hnatkova et al., 2014; Kumar et al., 2017; Lim et al., 2006).  
Especially, DICOM is a worldwide information standard, under the aegis of the 
National Electrical Manufacturers Association (NEMA), designed to ensure the storage 
and the transmission of medical images (Lim et al., 2006). Actually, the basic scope of 
the current DICOM standards is the accomplishment of the compatibility and the im-
provement of workflow efficiency between imaging systems and other information sys-
tems, regarding the healthcare sector (Lim et al., 2006).  
Briefly, the DICOM Network, illustrated in the following figure (Figure 21), repre-
sents the typical example of the process conducted for the acquisition of the DICOM 
files (Brennan, 2010; Whitby J., 2007). Specifically, the process is composed of the five 
following steps (Brennan, 2010; Whitby J., 2007): 
• Performance of CT scan. 
• Generation of a set of images (study) from the raw data via scanner console. 
• Distribution of the study to a Picture Archiving and Communication System 
(PACS) via CT console. 
• Query of the PACS and retrieval of the study conducted by a workstation. 
• Reconstruction and reformat of the study. 
 
Figure 21: Typical DICOM Network, Source: (Whitby J., 2007) 
2.8.4.1. Software Programs for the Convertion of DICOM Files 
The aquired medical data (DICOM files), obtained by medical imaging techniques 
(i.e. CT, MRI, or Ultraphonography), can be subsequenlty processed, with the help of 
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various medical image segmentation software programs, in order to create a three-
dimensional visualization of a patient anatomic part (Hnatkova et al., 2014).  
The process of conversion of the DICOM files into compatible formats with RP 
machines include a number of steps, and each of these steps require different software 
programs (Hodgdon et al. 2018; Pucci et al. 2017). In brief, these steps comprise of the 
acquisition of the DICOM files, the conversion of DICOM files to Standard Triangle Lan-
guage (STL) file format, the image optimization and the creation of the RP model. 
According to research studies (Hodgdon et al. 2018; Pucci et al. 2017), there is a 
variety of software solutions, both open-source or commercially available, designed for 
the creation of 3D-printed models. The most commonly used software programs for the 
conversion of DICOM files to STL file format are the following: 3DSlicer, ITK-SNAP, Ma-
terialize (Mimics), Seg3D & ImageVis3D, and Osirix (Hodgdon et al. 2018; Pucci et al. 
2017) [5]. Particularly, Materialise is considered as the market standard, providing Ma-
terialize Mimics for the direct creation of accurate 3D-models, which is designed for 
medical applications (Pucci et al. 2017). Although, the other solutions are free and open-
source applications, that can be easily utilized from non-specialized users. 
2.9. Manipulation of 3D-models 
After acquiring the required medical data, obtained from CT, MRI, or Ultrasonog-
raphy scans in DICOM file format, a software program can be utilized in order to create 
a 3D-model representing the patient anatomy (Brennan, 2010; Eijnatten et al., 2018; 
Hnatkova et al., 2014; Javaid et al., 2017). This model can be exported into STL file for-
mat for further processing and optimization, before proceeding to the manufacture 
stage (Brennan, 2010; Eijnatten et al., 2018; Hnatkova et al., 2014; Javaid et al., 2017).  
Subsequently, the model can be exported to CAD programs for further pro-
cessing, by using the provided editing tools, such as smoothing, merging, rescaling etc. 
(Brennan, 2010; Eijnatten et al., 2018; Hnatkova et al., 2014; Javaid et al., 2017).  
Ultimately, the creation of the RP model according to the created STL file, is used 
for the 3D-printing process and finally for the fabrication of the customized anatomical 
model (Brennan, 2010; Eijnatten et al., 2018; Hnatkova et al., 2014; Javaid et al., 2017). 
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2.10. Summary of Literature Review 
Briefly, in order to acquire a profound understanding of the integration of Addi-
tive Manufacturing technologies in medical sector, a thorough literature review is con-
ducted. The main fields examined in this chapter are the following: Additive Manufac-
turing Methods, including the four main techniques of Stereolithography, Selective La-
ser Sintering, Fused Deposition Modeling and Multi-Jet Modeling. Subsequently, the re-
search status of the applications of AM in medical field are examined, providing specific 
data obtained from recent research studies.  
Additionally, the applications of AM in medical sector, are categorized and ana-
lyzed in detail, by demonstrating the eight major applications, including: biomedical 
modelling, fabrication of customized implants, fabrication of porous implants (scaffolds) 
and tissue engineering, design and development of devices and instrumentation used in 
medical sector, surgical planning, medical education and training, forensics, and finally 
drug delivery and micro-scale medical devices, by providing various examples. 
Furthermore, the AM criteria for medical models, including speed, cost, accu-
racy, materials, and ease of use are examined, in order to understand the limitations of 
AM technology with regard to the medical applications. 
Afterwards, it is crucial to demonstrate the process of medical model fabrication, 
considered as the main subject of the current study. This process is divided into two 
basic stages, the design and the manufacture stage. Regarding the design stage, the 
most fundamental steps is the acquisition of medical data (medical imaging) and the 
imaging processing for the acquisition of the medical model. In particular, the medical 
imaging process is analyzed thoroughly, providing the basic methods for acquiring the 
medical data (i.e. Computed Tomography, Magnetic Resonance Imaging and Ultraso-
nography) in DICOM file format. After acquiring the required medical data to the desired 
STL file format, the manufacture stage follows, including the creation of the RP model 
ready for to be fabricated via 3D-printing technology.  
Consequently, aim of the current study is to present the fabrication process of a 
real case scenario, namely the T4 vertebra of the thoracic spine of a patient, by 
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demonstrating the three fundamental stages of this process: the design, the manufac-
ture, and the evaluation stage. Each step is analyzed in a step-by-step approach, provid-
ing all the necessary details for the fabrication of the medical model.  
Initially, for the first stage, this study focuses on the presentation of the available 
open-source software programs for the conversion of DICOM files to STL file format, as 
this step is considered as the most determinant. Different software programs are se-
lected to be presented in order to understand the limitations and the capabilities of each 
software and finally select the most appropriate one for the specific case study of the 
T4 vertebra. 
In specific, ITK-SNAP software is selected to be utilized for the conversion of the 
DICOM files to STL file format, and subsequently Meshmixer software is used for the 
optimization of the model. Fused Deposition Modeling (FDM) technology is used, by uti-
lizing the BCN3D Cura 1.0.3. software and the BCN3D Sigma R17 printer, for the creation 
and for the 3D-printing of the medical model. Finally, the 3D-printed model is scanned 
and edited via Next Engine 3D-scanner and ScanStudio HD software, respectively. The 
scanned model is saved in STL file format, in order to measure and evaluate the results, 
regarding the dimensional declinations between the printed and the scanned model. 
These measurements are conducted with the help of the Artec Studio 11 Professional 
software. Finally, the empirical results and findings of the research are discussed thor-
oughly. 
With regard to the scientific contribution, the current study provides the basic 
theoretical review concerning the field of Additive Manufacturing technologies, and ad-
ditionally the applications of these technologies in the medical field. In addition, the 
basic scope of the study is to present the fabrication process of a real case scenario, 
including all the required steps, from the design, the manufacture and finally the evalu-
ation procedure, by providing the limitations of the process for each step. 
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3. Chapter Three: Methodology 
3.1. Introduction 
The current chapter comprises the research methodology followed, by providing 
the steps and the analysis of the model used to approach the empirical work. This at-
tempt to define the basic steps needed for the development of this work, will contribute 
to establish a basis of the structure, leading to a profound understanding of the results 
obtained. 
3.2. Methodology  
In specific, after conducting a thorough literature review, concerning the field of 
Additive Manufacturing technologies with reference to the fabricated medical models 
(Chapter 2), the main objective of the current study is to demonstrate the process from 
the acquisition of medical data to the final 3D-printed anatomical model, in order to 
evaluate the final outcome, concerning the dimensional declinations between the 
printed and the scanned model. 
For the purpose of acquiring the desired medical data, it is critical to select the 
most suitable software among a variety of open-source software tools, utilized for the 
conversion of DICOM files from CT or MRI to STL file format. Therefore, a comprehensive 
research of the available open-source software programs has been conducted in the 
literature review (Section 2.8.4.1.). According to this research, four different open-
source software programs (i.e. Seg3D, ImageVis3D, 3DSlicer, and ITK-SNAP) are selected 
to be presented, in order to examine the most appropriate one for a specific case study. 
Firstly, a thorough analysis of the software programs utilized for the acquisition 
of STL files is introduced, in order to evaluate the capabilities and the limitations of each 
software program. In fact, a step by step approach is conducted, by providing a modest 
user manual that comprises the basic functions of each program for converting the DI-
COM file from CT or MRI to STL file. This part of the study is extended into four different 
sections describing the following open-source software tools: the Seg3D, the Im-
ageVis3D, the 3DSlicer and finally the ITK-SNAP software programs.  
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Subsequently, the most appropriate software (i.e. ITK-SNAP) is selected for the 
presentation of the process of the digital fabrication of the T4 vertebra of the patient’s 
thoracic spine. More precisely, the systematic approach of this process is classified into 
three main sections: the “Design”, the “Manufacture”, and the “Evaluation” stage. 
With regard to the first section, the design stage is described in a step-by-step 
approach, comprising four main steps required for the acquisition of the STL file. In par-
ticular, these steps of the design study are as follows: “Acquisition of DICOM files” (via 
CT), “Conversion of DICOM files to STL file format” (via ITK-SNAP software), “Optimiza-
tion of the STL file” (via Meshmixer software) and finally “Acquisition of the final STL file 
ready for the RP machine”. 
 In the second section, the manufacture stage of the final 3D-printed medical 
model is presented. This stage is composed of the two following steps: the “Creation of 
the RP model” (via BCN3D Cura 1.0.3. software) and the “Printing of the medical model 
via 3D-printing technology” (via Fused Deposition Modeling technology – BCN3D Sigma 
R17 printer).  
The third section focuses on the evaluation stage, composed of three principal 
steps. Actually, these steps consist of the above procedures: “Scanning of the 3D-printed 
model via 3D-scanner” (via Next Engine 3D-scanner and ScanStudio HD software), 
“Measurement of the dimensions of the STL files” (via Artec Studio 11 Professional soft-
ware), and ultimately “Comparison and Evaluation of the results”. 
Finally, the last two chapters constitute the summary of the empirical work of 
the current thesis. Specifically, the conclusions of the current case study are discussed 
and analyzed thoroughly. Additionally, the limitations of this project are quoted, in order 
to indicate potential areas for further research and investigation.  
The flow chart of the methodology followed in the current study, is presented in 
the following flow chart (Chart 1), illustrating the most fundamental steps. At this point, 
it is worth mentioning that the methodology illustrated in the current chapter (Chapter 
3), comprises the basic steps of the three stages of the fabrication process. Each of these 
stages is analyzed and described in more detail in the corresponding section of the ex-
amined case study (Chapter 5). 
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Chart 1: Flow chart of the methodology of the study 
Methodology
Investigation of available open-source software programs for the conversion 
of DICOM files to STL files
Description of the basic functions of each software 
(i.e Seg3D &ImageVis3D, 3DSlicer, and ITK-SNAP)
Identification and Selection of a specific medical case study
Identification of the appropriate software solution
Systematic approach of the case study
Design Stage
Acquisition of DICOM 
files
Conversion of DICOM 
files to STL file format
Optimization of STL 
file 
Aquisition of final STL 
file ready for the RP 
machine
Manufacture Stage
Creation of RP model
Printing of the 
medical model via 3D-
printing technology
Evaluation Stage
Scanning of the 3D-
printed model via 3D-
scanner
Measurement of the 
dimensions of the STL 
files
Comparison and 
Evaluation of the 
results
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4. Chapter Four: Data Analysis 
4.1. Introduction 
This chapter consists of the description of the basic functions of the available 
open-source software tools utilized for the conversion of medical data (i.e. series of DI-
COM files) to STL file format. The main objective of this chapter is the exposition of four 
different open-source software programs, in consideration of getting familiarized with 
them and finally evaluating the capabilities and the limitations of each software. 
Particularly, this chapter refers to the identification of the available open-source 
software programs, by providing a modest user manual that comprises the basic func-
tions of each program. This section of the study is classified into four different sections 
describing the following open-source software tools: the Seg3D, the ImageVis3D, the 
3DSlicer and finally the ITK-SNAP software programs. 
4.2. Description of Software Programs 
For the purpose of acquiring the desired STL files, it is essential to select the most 
suitable software among a variety of open-source software tools. Therefore, a compre-
hensive research of the procurable open-source software programs has been conducted 
(see Section 2.8.4.1.). According to the research findings, four different open-source 
software programs (i.e. Seg3D, ImageVis3D, 3DSlicer, and ITK-SNAP) are selected to be 
presented, in order to examine the most appropriate one for a specific case study. 
In the following sections, a demonstration of the steps required to be under-
taken for the conversion of a series of DICOM files to STL file format is introduced in a 
structured and interpretative way. The series of DICOM files utilized for the demonstra-
tion of the process is identical for the four occasions. Specifically, the DICOM files are 
downloaded from ITK-SNAP’s official site, from the available data archive [6]. The file 
can be found on: “Thorax_1CTA_THORACIC_AORTA_GATED (Adult)” file [6]. 
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4.2.1. Seg3D Software 
Introduction to Seg3D Software 
The Center for Integrative Biomedical Computing (CIBC) (Figure 22) is devoted to 
the development and production of open-source software tools for biomedical image-
based modeling, simulation and estimation, and additionally to the visualization of bio-
medical data [7]. Seg3D is a volume segmentation and processing tool, produced by the 
National Institutes of Health (NIH) and the CIBC at the University of Utah Scientific Com-
puting and Imaging (SCI) Institute [7]. 
 
Figure 22: Seg3D Software produced by the NIH CIBC at the University of Utah Scien-
tific Computing and Imaging Institute, Source: [7] 
Seg3D combines a flexible manual segmentation interface with powerful higher-
dimensional image processing and segmentation algorithms from the Insight Toolkit 
(ITK) [7]. According to the official site of the SCI Institute [7], the main characteristics of 
Seg3D needed to be mentioned are the above: 
• Fully 3D-interface with multiple volumes managed as layers [7]. 
• Automatic segmentation integrated with manual contouring [7]. 
• Volume rendering with 2D transfer function manipulation in real-time [7]. 
• Image processing and segmentation from the Insight Toolkit [7]. 
• Real time display of Insight Toolkit filtering output allows for computational 
steering [7]. 
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• 64-bit enabled for handling large volumes on large memory machines [7]. 
• Supports many common biomedical image formats [7]. 
• Open-source with BSD-style license [7]. 
• Cross platform: Windows, MacOSX, and Linux [7]. 
Basic Program Functions 
Particularly, in consideration of getting familiarized with the fundamental func-
tions of Seg3D software, it is essential to demonstrate an analytical description of the 
steps of the utilization of the software for a specific case study. For the current case, a 
series of DICOM files of a thorax is used, downloaded from ITK-SNAP’s official site, from 
the available data archive [6]. The file can be found on: “Thorax_1CTA_THO-
RACIC_AORTA_GATED (Adult)” file [6]. 
Welcome Screen 
In the following figure (Figure 23), is illustrated the “Welcome Screen” of Seg3D, 
which provides the user with a menu that displays the main available options [8]. The 
provided options, in order to start and continue a segmentation in Seg3D, are the fol-
lowing: “Quit”, “Load Recent Project”, “Open Existing Project”, “Start New Project”, 
“Quick Open File” and “Cancel” [8]. The same options can be found on the “File” drop-
down menu [8]. 
 
Figure 23: Seg3D, Welcome Screen 
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Starting a New Project 
In order to start a new project, the user should select this option from the menu 
on the left, or from the drop-down menu, File → New Project [8]. The “New Project Wiz-
ard Window”, presented in the figure below (Figure 24), prompts the user to specify 
basic information of the current project, mainly concerning the “Project Name” and the 
“Project Path”, so that it can be saved [8]. The user should press the “Continue” button 
(Figure 24), in order to proceed to the next page of the wizard [8].  
 
Figure 24: Seg3D, New Project Wizard, Project Information Window 
Subsequently, a “Summary” window appears on the screen, displaying the pre-
selected settings, as demonstrated in the following figure (Figure 25) [8]. The user 
should press the “Done” button (Figure 25), in order to proceed to the next step [8]. 
 
Figure 25: Seg3D, New Project Wizard, Summary, Verification of the preselected set-
tings 
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Importing Layer from Single File 
Additionally, the next step, for the purpose of creating a new project, is to import 
the appropriate files [8-9]. In this specific project, a series of DICOM files of a thorax is 
used [6], for the creation of the current project, as mentioned previously. From the drop-
down menu on the top, the user selects File → Import Layer from Image Series, as pre-
sented below (Figure 26) [8-9]. 
 
Figure 26: Seg3D, Importing Layer from Image Series 
Once the user selects the suitable files to be read, the “Layer Importer Widget” 
window appears (Figure 27), displaying the selected type of the data [8-9]. In the current 
case, the data are displayed as “Volume Data”, more specifically, as solid volume of gray 
scale values. 
 
Figure 27: Seg3D, Layer Importer Widget, Importing Layer from Image Series 
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Interface of Seg3D 
The Seg3D viewer, as being the main interface of the software, provides the user 
with a combination of mouse functions, keyboard shortcuts and visual buttons in order 
to facilitate the process of visualization and segmentation of data in a highly intuitive 
way [8]. 
In particular, in the figure presented below (Figure 28) is displayed the layout of 
the new project, created by using the DICOM files of a thorax [6]. The interface of Seg3D 
consists of various controlling windows, different viewer panels (2D Slice Viewer and 3D 
Volume Viewer) and a toolbar located at the bottom of the window, containing a num-
ber of useful functions [8].  
Furthermore, the viewer panels provide the user with four main options of view: 
“Volume”, “Axial”, “Sagittal”, and “Coronal”. There are several icons in each view panel 
providing different functions [8]. 
 
Figure 28: Seg3D, The Interface of the Created Project 
Windows of Seg3D 
Additionally, apart from the viewer windows mentioned before, there are sev-
eral windows, appearing by default in specific positions, improving the functionality of 
the software. Namely, these windows are the following: “Project”, “Tools”, “Layer Man-
ager”, “Volume Viewer” and “Provenance Windows” [8]. 
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➢ Project Window 
The “Project Window” opens by default when the user launches the software 
and it is positioned to the left side of the screen panel, as demonstrated in the following 
figure (Figure 29) [8].  
The user is supposed to click the tab “Current Project” at the bottom of the left 
side or to select the option “Project Window” from the drop-down menu, for the pur-
pose of accessing this window [8]. This window furnishes the user with information con-
cerning the “Project Settings” (“Project Name”, “Autosave”, “Project File Size”), “Project 
Sessions” and “Project Notes” (Figure 29) [8]. 
 
Figure 29: Seg3D, Project Window 
➢ Tools Window 
The second window, i.e. the “Tools Window”, is displayed by default when the 
Seg3D software opens. In specific, it is positioned to the left side of the screen panel as 
well as the “Project Window”, as presented in the following figure (Figure 30) [8]. 
Furthermore, there is a great variety of different tools and filters implemented 
in Seg3D software for diverse tasks [8]. The user can select from the “Tools” drop-down 
menu a number of diverse tools, in order to attempt several tasks. Mainly, these tasks 
pertain to reformatting original data, smoothing and de-noising image data, and addi-
tionally to automatic or manual segmenting [8-9]. In Figure 30, a “Threshold Layer” is 
created, appearing on the “Project Window”. 
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Figure 30: Seg3D, Tools/ Filters Window on the left side of the screen 
➢ Layer Manager Window 
The “Layer Manager Window”, located on the right side of the window, opens 
by default when Seg3D launches. Principally, it is composed of all the mask and volume 
files, as presented in the next figure (Figure 31) [8]. The volume file is represented by a 
gray icon with multiple stacked planes [8]. In this specific case, the name of the file is “A 
Aorta w-c 1”, created automatically. Although, the user can change manually the current 
name, by clicking and typing the intended name of the file [8]. The label masks are rep-
resented by a colored image with a mask, depicted with orange color in the following 
image (Figure 31) [8]. Each volume or mask labels contain separate icons associated to 
different tools and functions [8]. 
 
Figure 31: Seg3D, Layer Manager Window on the right side of the screen 
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➢ Volume View Window 
In order to activate the “Volume View Window”, the user should select from the 
“Window” drop-down menu the corresponding option (Figure 32) [8]. This window is 
located on the right side of the Seg3D panel, replacing the “Layer Mask Window”, as 
presented in the figure below (Figure 32) [8]. This window consists of three different 
options for volume displaying: “Fog”, “Clipping Planes”, and “Volume Rendering” [8]. 
 
Figure 32: Seg3D, Activating Volume View Window from the drop-down menu 
More specifically, the user can control the fog density from the “Fog” panel (Fig-
ure 33) by using the slider in the “Volume View Window”, and by activating at the same 
time the “Show fog” icon, illustrated with red framework in Figure 34 [8]. 
 
Figure 33: Seg3D, Volume View Window, Fog Panel 
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Figure 34: Seg3D, Volume Viewer, Show Fog Icon 
Furthermore, the second available option is the “Clipping Planes” panel appears 
in the following image (Figure 35). More specifically, this option enables the user to set 
the limits of numerous clipping planes for the purpose of clipping the volume [8]. Re-
spectively to the previous option (“Fog” panel), the user must activate the correspond-
ing icon, representing a scissor, named “Enable clipping” (Figure 36) at the bottom of 
the 3D-viewer window [8]. 
 
Figure 35: Seg3D, Volume View Window, Clipping Planes Panel 
 
Figure 36: Seg3D, Volume Viewer, Enable Clipping Icon 
The last option is the “Volume Rendering” panel, giving the opportunity to the 
user to attempt creating a volume from the volume file (Figure 37) [8]. As demonstrated 
in Figure 38, the user must activate the corresponding icon (Figure 38), representing a 
cube, named “Show Volume Rendering” at the bottom of the 3D-viewer window. In par-
ticular, the volume representations are generated by extracting specific values from the 
transfer functions [8]. 
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Figure 37: Seg3D, Volume View Window, Volume Rendering Panel 
 
Figure 38: Seg3D, Volume Viewer, Show Volume Rendering 
Additionally, the user must select the “Target Layer”, in order to obtain the de-
sirable results. In the current case, as illustrated in the next figure (Figure 39), the se-
lected target layer is “A Aorta w-c 1”. After adjusting the specifications of the “Volume 
View” and selecting the appropriate “Target Layer”, the user has at his disposal three 
options concerning the “Renderer” [8]. These rendering options are “Simple”, “Faux 
Shading”, and “Ambient Occlusion” [8]. In this case, the rendering option is selected to 
be “Simple”, as presented in the image below (Figure 39). 
 
Figure 39: Seg3D, Volume View Window, Volume Rendering Panel, Adding a Feature 
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Finally, the last option from the “Volume View Window” regards the “Transfer 
Function”. As illustrated in the next figure (Figure 40), a “Histogram Scale” is provided 
to the user in order to determine the volumetric image, by selecting to “Add a Feature”, 
displayed on a “Linear” or on a “Logarithmic” scale [8]. In case of adding a feature, this 
appears as a line by default [8]. Though, the user can adjust this line by clicking and 
dragging it to the desirable position, or even by adding more points in the histogram 
panel [8].  
Moreover, the user can choose to “Enable” or “Disable” each of the added fea-
tures, and also view them as “Solid” or “Graded” slice [8]. In the current case, the “His-
togram Scale” is selected to be “Logarithmic”, by adding a feature viewed as blue solid 
(Figure 40). Additionally, the user can define different regions, by adding more features 
or by adjusting the provided colors, “Red”, “Green”, and “Blue” [8]. 
 
Figure 40: Seg3D, Volume View Window, Volume Rendering Panel, Adding a Feature 
displayed as blue 
Saving a Project 
After conducting the fundamental steps, as described previously, the user is sup-
posed to save and export the final project. If the user has already defined the name and 
the location of the project, he can select from the drop-down menu File → Save Project, 
as illustrated in the following image (Figure 41) [8]. 
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Figure 41: Seg3D, Saving a Project 
Exporting Data 
At last, the user can export his project. The software provides three options of 
exportation, namely “Export Segmentation”, “Export Isosurface”, “Export Active Data 
Layer”, appearing in the “File” panel from the drop-down menu [8]. With regard to this 
project, the third option is selected to be conducted, as demonstrated in the following 
figure (Figure 42). The software opens by default a window asking the user to define the 
location, the name and the format of the file. Various formats can be chosen, from the 
list presented in Figure 43, included: (nii.gz), (dcm), (mha), (mrc), (mat), (nii), (nrrd), 
(png), and (tiff) files [8]. 
 
Figure 42: Seg3D, Export Active Data Layer, Selecting Format of the File 
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Alternatively, the user can select form the “Layer Manager” panel the desirable 
layer to be exported. The user right-clicks on the proper layer, presses the option “Export 
Data As”, and then selects the most suitable file format from the provided list illustrated 
below (Figure 43). For the purpose of creating an STL file, the NRRD format of the project 
is selected, in order to be imported in another software, named “ImageVis3D”. The pro-
cess of utilizing this software is introduced as follows (Section 4.2.2.). 
 
Figure 43: Seg3D, Export Active Data Layer, Selecting Format of the File 
4.2.2. ImageVis3D Software 
Introduction to ImageVis3D Software 
The ImageVis3D software has been developed by the NIH CIBC at the University 
of Utah Scientific Computing and Imaging Institute [9], in addition to Seg3D, as described 
previously (Section 4.2.1.). Similarly, the ImageVis3D is an open-source volume render-
ing program, that furnishes several functions of unprecedented level of simplicity, scala-
bility and interactivity [9]. 
 
Figure 44: Image3D Software developed by the NIH CIBC at the University of Utah SCI 
Institute, Source: [9] 
  -72- 
Basic Program Functions 
Specifically, in order to acquaint the basic functions of ImageVis3D software, it is 
crucial to present a step-by-step approach of the process of the utilization of the specific 
software. As mentioned previously (Section 4.2.1.), a series of DICOM files of a thorax 
[6] has been used in order to generate a NRRD format file, by importing them to Seg3D 
software. The created file is used for the current case in order to examine the use of 
ImageVis3D software. 
Welcome Screen 
In the next figure (Figure 45), the “Welcome Screen” of ImageVis3D is demon-
strated. This screen opens-up by default, displaying the principal available options [10]. 
The provided options, for the purpose of starting and continuing a project in Im-
ageVis3D, are divided into two categories: “Open a File” and “Get Help”.  
As regards the first category of opening a file, the software displays on the left 
side of the screen the following options, “Open Data Set from File” and “Open Data Set 
from a Directory”, or a list of the names of recently accessed projects (Figure 45, left 
side, on the bottom) [11]. On the right side of the screen, appear the following options: 
“Open Local Manual”, “Go to Online Help”, “Go to Online Video Tutorials”, and “Down-
load Example Data Sets” [11]. The same options can be found on the “File” drop-down 
menu [11]. 
 
Figure 45: ImageVis3D, Welcome Screen 
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Loading Dataset from a File 
In order to launch a project, the user should select the appropriate option from 
the “Welcome Screen”, or alternatively from “File” panel of the drop-down menu [11]. 
Generally, the ImageVis3D enables the user to convert and store all the data sets in Uni-
versal Volume Format (UVF) [11]. In case the user has already created a UVF file, it is 
recommended to go to the drop-down menu and select File → Load Dataset from File, 
as displayed in the next figure (Figure 46) [11].  
Nevertheless, very frequently the data set is not saved in this type of format 
(UVF) [11]. For this reason, the ImageVis3D prompts the user to convert it in first place 
to UVF format and then continue processing the next steps [11]. 
 
Figure 46: ImageVis3D, Loading Dataset from File, drop-down menu 
Importing Data from a Single File (or from a Stack of Files) 
In the following images (Figures 47-50), is demonstrated the process of loading 
dataset from a foreign file format. ImageVis3D software detects by default if the se-
lected file is not a UVF [11]. In that case, the software automatically selects the most 
suitable converter to import the file formats described in detail in the following table 
(Table 2) [11].  
Furthermore, ImageVis3D software supports two main types of conversion, 
“From a Single-file Dataset” (e.g. NRRD of RAW files) and “From a Stack of Files” (e.g. 
DICOM files or set of slice images) [11]. The user is supposed to select the appropriate 
option and proceed to the next step of the procedure [11]. 
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Table 2: List of File Formats compatible with ImageVis3D Software, Source: [11] 
File Formats 
*.dat QVis Data (including RGBA and float extensions) 
*.nrrd & *.nhdr Nearly Raw Raster Data 
*.stk Metamorph STK Volumes 
*.tiff & *.tif TIFF Stack Volumes 
*vff Visualization File Format 
*.bov VisIt Brick of Values 
*.rek Fraunhofer EZRT 
*.* Any Raw Data (text & binary encoding, zipped, bzipped 
 
After selecting the desirable file (Figure 47), the software opens by default a win-
dow (Figure 48) asking for a file name, in order to convert the target dataset to UVF file 
and subsequently save it to a selected location. Next ImageVis3D processes the file (Fig-
ure 49), by pre-computing derived quantities of data and by storing the converted data 
into the UVF file and finally loads the created UVF file (Figure 50) [11]. 
 
Figure 47: ImageVis3D, Loading Dataset from File, Selecting a NRRD File Dataset 
 
Figure 48: ImageVis3D, Converting the Target Dataset to UVF File 
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Figure 49: ImageVis3D, Converting and Storing the Target Dataset to UVF File 
 
Figure 50: ImageVis3D, Loading the Created UVF File 
ImageVis3D enables the user to interact with the created file. Particularly, the 
user can adjust the view parameters (e.g. rotation, zooming etc.) or the rendering pa-
rameters (e.g. transfer function or isosurface settings) [11]. The principal interacting tool 
is the mouse [11]. The user can click and drag the left mouse button, in order to rotate 
the generated dataset [11]. Secondly, by dragging the right mouse button the created 
dataset moves within the render window to the desired location [11]. At last, the rota-
tion of mouse wheel forwards and backwards is convenient for the zooming [11].  
In the following images (Figures 51-52) are illustrated different views of the same 
dataset by rotating it, using the appropriate tools as described previously. 
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Figure 51: ImageVis3D, Loading the Created UVF File, Different Views 
 
Figure 52: ImageVis3D, Loading the Created UVF File, Different Views 
Exporting Data 
Finally, the user is supposed to export the created UVF files into external formats. 
The ImageVis3D provides two different options of exportation, “Exporting Volumetric 
Data”, or “Exporting Mesh Data from an Iso-Surface” [11].  
 
Figure 53: ImageVis3D, Exporting Volumetric Data, Exporting Dataset, drop-down 
menu 
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In more detail, as regards the first option (i.e. “Exporting Volumetric Data”), the 
user should select from the drop-down menu, File→ Export Dataset (Figure 53), and 
then select the location, the name, and the file type of the target file (Figure 54) [11]. 
The software provides a remarkable amount of file types, as displayed on the list below 
(Figure 54) [11]. In case the dataset is small enough, the software will export it 
instantaneously [11]. Otherwise, a “LOD Level” dialog window appears (Figure 55) 
requesting to select among the recommended types of resolution [11]. 
 
Figure 54: ImageVis3D, Exporting Volumetric Data, Selecting the Target Filename, the 
Location to be saved, and the File Type 
 
Figure 55: ImageVis3D, Exporting Volumetric Data, LOD Level Window, Selecting the 
desirable Resolution 
Furthermore, in the matter of the second option of exportation (i.e. “Exporting 
Mesh Data from an Iso-Surface”), the user can select to export a triangle mesh 
representing an iso-surface, for a given iso-value [11]. The user should select from the 
“Workplace” panel, from the drop-down menu, to enable the “Isosurface Settings”, as 
presented in the following image (Figure 56) [11].  
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From this window, appearing on the right side of the screen (Figure 56), the user 
should check the option “Use Isosurface Rendering”, select the most suitable iso-value, 
and then press on the “Export as Mesh” button, appearing on the right side of the screen 
on the “Isosurface Settings” panel (Figure 57) [11]. At last, the software prompts the 
user to choose the location, the name, and the file type of the target mesh [11]. Similarly 
to volumetric data exportation, a “LOD Level” dialog window appears (Figure 58), 
requesting to select among the recommended types of resolution [11]. 
 
Figure 56: ImageVis3D, Enabling Isosurface Settings, drop-down menu 
 
Figure 57: ImageVis3D, Exporting Mesh Data from an Iso-Surface, Selecting the Target 
Filename, the Location to be saved, and the File Type of the Mesh 
 
Figure 58: ImageVis3D, Exporting Mesh Data from an Iso-Surface, LOD Level Window, 
Selecting the desirable Resolution 
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4.2.3. 3DSlicer Software 
Introduction to 3DSlicer Software 
3DSlicer has been developed with the help of several contributions from the NIH 
and an international community of scientists from various scientific fields, mainly includ-
ing engineering and bio-medicine (Federov et al., 2012) [12-13].  
Notably, 3DSlicer is a multi-software platform facilitating the analysis and the 
visualization of medical images (Federov et al., 2012) [12]. In specific, it is an open-
source software package for medical imaging computing, available in three different op-
erating systems (i.e. Windows, MacOSX, and Linux) (Federov et al., 2012). As a medical 
tool, 3DSlicer provides various functions, mainly including medical image informatics, 
image processing and analysis (i.e. registration and segmentation), and three-dimen-
sional visualization (i.e. volume rendering) (Federov et al., 2012) [12-14].  
 
Figure 59: 3DSlicer Software, Source: [12] 
Basic Program Functions 
Particularly, for the acquaintance of the basic functions of 3DSlicer software, it 
is critical to present a step-by-step demonstration of the process of the utilization of this 
software. As mentioned in the two previous sections (Sections 4.2.1.-4.2.2.), a series of 
DICOM files of a thorax [6] is used in order to create a new project, likewise for the 
current case, the same series of DICOM files are used as well. 
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Welcome Screen 
In the next figure (Figure 60) is illustrated the “Welcome Screen” of 3DSlicer 
software, providing the user with various tools and features on the left side of the screen 
[15]. Depending on the tools needed to be used, the user can select the appropriate 
module from the top toolbar. The provided options for the initial (“Welcome to Slicer” 
module) are: “Load DICOM Data”, “Load Data”, “Install Slicer Extensions”, “Download 
Sample Data”, “Customize Slicer”, and “Explore Loaded Data” [15].  
 
Figure 60: 3DSlicer, Welcome Screen 
Loading Data 
In order to launch a project, the user should select the option “Load DICOM 
Data” from the welcome screen, as presented in the figure above (Figure 60) [15]. Sub-
sequently, the software opens a dialog box by default asking the user to select the DI-
COM files from a specific directory and press the “Import” button (Figure 61) [15]. Alter-
natively, the user can drag-and-drop the folder of DICOM files into the window of the 
software. After importing the suitable files, the module automatically changes to the 
“DICOM” module, as illustrated in the following image (Figure 61) [15]. The “DICOM 
Browser” window opens-up, demonstrating initially the process of uploading the data 
into the software. Once this upload is complete, another dialog box appears giving a 
summary of the information of the loaded data (Figure 62) [15].  
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Figure 61: 3DSlicer, Importing DICOM Data from Directory 
In particular, Figure 62 demonstrates the information, appearing on the “DICOM 
Browser”, concerning the new case study of a specific patient (Patient, Study, Series) 
[16]. The user should click on this case study, and then press the “Load” button on the 
left-down corner (Figure 62) [16]. 
 
Figure 62: 3DSlicer, Importing DICOM Data, DICOM Browser 
After loading the desirable data into 3DSlicer software, the user is able to see, 
on the right side of the interface (Figure 63), the results of the loaded data in various 
views [17]. Mainly, the loaded data are depicted in four different windows (i.e. Axial, 
Sagittal, Coronal and Volume) [17].  
In this specific case, the layout is selected to be “Four-Up” from the toolbar, as 
presented in the next figure (Figure 63) [17]. For the purpose of seeing the data more 
conveniently, the user can interfere by changing the window leveling, regarding the 
brightness or the contrast of the data, or by zooming in or out [17]. 
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Figure 63: 3DSlicer, DICOM, Four-Up View 
Crop and Volume Rendering 
➢ Volume Rendering Module 
Additionally, from the list of modules the user can choose the “Volume 
Rendering”, as being on the core modules in the drop-down menu [18]. Otherwise, it is 
suggested to load the full list of the modules (“All Modules”) and search this module, as 
depicted in the next figure (Figure 64) [18]. 
 
Figure 64: 3DSlicer, Volume Rendering, List of Core Modules 
The left side of the interface changes, demonstrating the available options re-
garding this module [18]. As presented in the figure below (Figure 65), the first option 
regards the volume to be rendered.  
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Figure 65: 3DSlicer, Volume Rendering Module 
Specifically, in the current case there is only one case provided, named “6: A 
Aorta w/c 1.5 B20f 60%”. The user should turn on the “Volume Rendering”, by clicking 
the eye icon (Figure 66), in order to load the volume of the selected data [18]. The Vol-
ume Rendering appears on the left side of the interface on the left-up view of the win-
dow (Volume Window), as illustrated in Figure 67 [18]. 
 
Figure 66: 3DSlicer, Volume Rendering Module, Turning on the Volume Rendering 
 
Figure 67: 3DSlicer, Volume Rendering Module, Illustration in Volume Window 
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Furthermore, the user should adjust the created volume on the “Volume Win-
dow”. In order to center the 3D-volume on the framework (depicted in magenta color 
in Figure 67), the user should press the corresponding button, named “Center the 3D 
view on the scene”, depicted with red framework in the next figure (Figure 68) [18]. Oth-
erwise, there is a shortcut of this option demonstrating the same icon (Figure 68). 
 
Figure 68: 3DSlicer, Volume Rendering Module, Center the 3D view on the scene 
 
Figure 69: 3DSlicer, Volume Rendering 
Afterwards, from the “Display” tab, the user can adjust the current volume ren-
dering properties from the provided options [18]. Particularly, in order to see the bones 
in the volume rendering, the user is prompted to use one of the “Presets” listed in the 
corresponding menu (Figures 70-71), which are specifically thresholded and colorized 
for the convenience of visualization of different aspects of data [18]. In specific, the soft-
ware provides twenty-five presets of visualization, as illustrated in the following figure 
(Figure 70).  
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Figure 70: 3DSlicer, Volume Rendering, Display Properties, Selecting a Preset 
Indicatively, in the current case, the “CT-Bones” preset is selected, as being the 
most appropriate for visualizing the bones of the volume dataset. The figure below (Fig-
ure 71) presents the result of the selected preset, demonstrating the 3D-volume on the 
corresponding window. 
 
Figure 71: 3DSlicer, Volume Rendering, Display Properties, Selecting a Preset, CT-Bones 
In the figure above (Figure 71), a little bit of obstruction can be observed to the 
volume view [18]. Therefore, from the “Display” tab, the “Shift” property enables the 
user to adjust the inner points, by increasing or decreasing the value of the ramp as 
depicted in the next figure (Figure 72) [18].  
 
Figure 72: 3DSlicer, Volume Rendering, Display Properties, Shift Value: 50 
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In the current case, the result of increasing the “Shift” value up to 50 (Figure 72), 
is shown in the following figure (Figure 73), in the Volume Window. 
 
Figure 73: 3DSlicer, Volume Rendering, Display Properties, Shift Value: 50 
The next property of the “Display” tab, regards the crop. The software provides 
the option of enabling or disabling the crop in the volume rendering module, by checking 
the corresponding option (Figure 74) [18]. 
 
Figure 74: 3DSlicer, Volume Rendering, Display Properties, Crop and ROI framework 
Additionally, the user can adjust the ROI (Region of Interest) framework, by acti-
vating the corresponding icon “Display ROI” (Figures 74) [18]. After activating this op-
tion, automatically, the ROI framework appears on the four views, illustrated in white 
framework with various colorful spots, in order to recognize and adjust the desired re-
gion of interest (Figure 75) [18].  
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Figure 75: 3DSlicer, Volume Rendering, Display Properties, Crop and ROI Framework 
In particular, the whole volume is included in the ROI framework by default (Fig-
ure 75), although as the user is shrinking the ROI framework, the crop is visible in the 
volume rendering in real time, illustrated in the next figure (Figure 76) [18]. In this par-
ticular case (Figure 76), the left side of the thorax is selected as the region of interest 
that will be examined. 
 
 Figure 76: 3DSlicer, Volume Rendering, Display Properties, Adjusting the ROI frame-
work 
➢ Crop Volume Module 
In the previous image (Figure 76), the creation of an ROI framework is demon-
strated, containing the sub-volume of interest. By revealing the “Inputs” tab of “Volume 
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Rendering” module (Figure 77), the software allows the user to interact with a list of 
nodes required for “Volume Rendering” [18].  
More precisely, this list contains the following four parameters: “Display”, “ROI”, 
“Property”, and “View”, shown in the figure below (Figure 77) [18]. 
 
Figure 77: 3DSlicer, Volume Rendering, Inputs Parameters 
Particularly, the user can select the current volume to render (“Display” option), 
the created ROI (“ROI” option), the volume properties (i.e. opacity, color, gradient trans-
fer functions) (“Property” option), and the 3D-views to be displayed respectively (“View” 
option) [18].  
Regarding the current case, the selections of these parameters are depicted in 
the figures above (Figure 77) and below (Figure 78).  
 
Figure 78: 3DSlicer, Volume Rendering, Inputs Parameters 
Moreover, it is recommended that the user load the “Crop Volume” module, by 
activating the full list of modules from the drop-down menu, as demonstrated in the 
following figure (Figure 79) [18]. 
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Figure 79: 3DSlicer, Crop Volume Module, Drop-down Menu 
Furthermore, the interface of the “Crop Volume” module is illustrated in the fol-
lowing figure (Figure 80), displaying the required information of the created project [18]. 
In more detail, the “Input Volume” is selected to be the current volume and correspond-
ingly the “Input ROI” is selected to be the ROI volume, as shown in Figure 81 [18]. 
 
Figure 80: 3DSlicer, Crop Volume Module 
 
Figure 81: 3DSlicer, Crop Volume Module, Input Volume and Input ROI 
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In order to proceed to cropping the current volume, the user should press the 
“Apply” button, depicted with red framework in Figure 82 [18]. After applying this mod-
ule, the software automatically creates a new volume, that contains only the defined 
region of interest (Figure 83) [18]. As it can be observed in Figure 83, the ROI volume is 
depicted in the four different windows (“Axial”, “Sagittal”, “Coronal”, and “Volume”). 
 
Figure 82: 3DSlicer, Crop Volume Module, Apply button 
 
Figure 83: 3DSlicer, Crop Volume Module, ROI 
Creating Label Model 
➢ Editor 
Before proceeding to the next step, it is advisable to disable the visibility of the 
data created previously, in order to deal with less information [19]. The user is prompted 
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to turn-off the visibility of the Volume, in the “Volume Rendering” module (Figure 84), 
and of the ROI (Figure 85), in the “Crop Volume” module as well [19].  
 
Figure 84: 3DSlicer, Volume Rendering Module, Disabling the Visibility of the Volume 
Regarding the next step of creating a label model, the software enables the user 
to define specific structures within their volumes in a highly precise and efficient way 
[19].  
In order to achieve this manual segmentation of volumes, the user is supposed 
to create a “Label Map Volume”, by utilizing the “Editor” module from the drop-down 
menu, as demonstrated in the Figure 86 [19]. More precisely, the “Label Map Volume” 
is a 3D-scalar volume node, in which each voxel is a number that indicates the type of 
tissue at that location. Additionally, the label volume is related to a color node, mapping 
the numbers into colors and text strings [19]. 
 
Figure 85: 3DSlicer, Crop Volume Module, Disabling the Visibility of the ROI 
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Figure 86: 3DSlicer, Creating Label Model, Editor Module, Drop-down Menu 
After loading the “Editor” module, the software automatically opens a dialog box 
asking whether the user wants to create a merge label map for the selected master vol-
ume (Figure 87) [19]. As depicted in the next figure (Figure 87), the color of the table 
node, is selected to be “Generic Anatomy Colors”. 
 
Figure 87: 3DSlicer, Creating Label Model, Editor Module, Generic Anatomy Colors 
 
Figure 88: 3DSlicer, Creating Label Model, Editor Module 
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Furthermore, the “Editor” module provides a number of tools for manipulating 
a label map volume, as demonstrated in the figure above (Figure 88) [19]. The created 
master volume is the sub-volume created previously by cropping the initial volume (Fig-
ure 88) [19]. Subsequently, in the “Edit Selected Label Map” tab, the user should choose 
the appropriate label value, by clicking on the color swatch (depicted with red frame-
work in Figure 89). This swatch comprises a full list of the available labels (Figure 90) 
[19]. Alternatively, the user can search the name of the label on the corresponding 
“Search” bar (Figure 90) [19]. 
 
Figure 89: 3DSlicer, Creating Label Model, Editor Module, Color swatch 
 
Figure 90: 3DSlicer, Creating Label Model, Editor Module, List of Labels 
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In the current case, the label named “artery” (number 17) is selected for the seg-
mentation of the aorta of the patient’s thorax, as shown in the next figure (Figure 91).  
 
Figure 91: 3DSlicer, Creating Label Model, Editor Module, Artery Label 
Hence, the result, after selecting the “artery” label, is presented in the following 
figure (Figure 92). 
 
Figure 92: 3DSlicer, Creating Label Model, Editor Module, Artery Label, Result 
Additionally, it is suggested that the user utilizes the “Threshold Effect”, by press-
ing the respective icon (depicted with red frame in Figure 93) [19]. This button reveals 
two values, the upper and the lower bound of the threshold effect, which can be ad-
justed according to the desired result (Figure 94) [19]. 
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Figure 93: 3DSlicer, Creating Label Model, Editor Module, Threshold Effect Button 
 
Figure 94: 3DSlicer, Creating Label Model, Editor Module, Threshold Effect 
 
Figure 95: 3DSlicer, Creating Label Model, Editor Module, Adjusting Threshold Range 
By increasing the lower bound of the threshold effect, only high-density values 
will be included in the segmentation [19]. According to this adjustment, the user can 
examine and accept the created result by pressing the “Apply” button, depicted with 
red frame (Figure 95) [19]. The result of the adjustment of the threshold effect is demon-
strated in the following figure (Figure 96). 
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Figure 96: 3DSlicer, Creating Label Model, Editor Module, Result of Threshold Effect 
Building a Model 
At last, after conducting the essential steps, the user should build a model, and 
finaly export the final project. Therefore, the user should select the corresponding 
option “Make Model Effect”, from the “Editor Module”, as illustrated in the following 
figure (Figure 97) [19]. In particular, the available options after selecting to make a 
model effect are presented in Figure 98, on the left side of the screen. 
 
Figure 97: 3DSlicer, Building a Model, Editor Module, Make Model Effect Button 
 
Figure 98: 3DSlicer, Building a Model, Editor Module, Make Model Effect 
  -97- 
Afterwards, the user is supposed to fulfill the procedure by saving the created 
project. In order to save the data, the user should select File→ Save, form the drop-
down menu, as demonstrated in the following figure (Figure 99) [19].  
 
Figure 99: 3DSlicer, Saving a Project 
Automatically, the software opens a window that contains all the created files 
(Figure 100) [19]. The user should check the desired files to be saved and also select the 
directory where these files will be saved (Figure 100) [19]. Additionally, the user can 
select file format of the segmented file from the provided options (Figure 100) [19]. In 
the current case, the “artery” file is selected to be to STL file format, as illustrated in the 
following figure (Figure 100) [19]. 
 
Figure 100: 3DSlicer, Saving a Project, Selecting files to be saved 
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4.2.4. ITK-SNAP Software 
Introduction to ITK-SNAP Software 
The Insight Toolkit (ITK) is a frequently encountered library of image analysis al-
gorithms subsidized under the Visible Human Project by the United States National Li-
brary of Medicine (Ibáñez et al., 2003; Yushkevich et al., 2006). ITK-SNAP has been de-
veloped by the efforts and the long collaboration between Yushkevich Paul, Ph. D., of 
the Penn Image Computing and Science Laboratory (PICSL) at the University of Pennsyl-
vania, and Gerig Guido, Ph. D., of the Scientific Computing Imaging Institute (SCI), at the 
University of Utah [20].  
ITK-SNAP is an open-source software system provided on multiple operating sys-
tems (i.e. Windows, MacOSX, and Linux), utilized for performing image processing, seg-
mentation and registration (Ibáñez et al., 2003; Yushkevich et al., 2006). This application 
contributes to the accomplishment of a distinct and urgent need of biomedical imaging 
research by providing a variety of manual and semi-automatic tools used for segmenting 
structures in 3D-medical data of different modalities from various anatomical regions 
(Ibáñez et al., 2003; Yushkevich et al., 2006). 
 
Figure 101: ITK-SNAP Software, Source: [20] 
Additionally, ITK-SNAP is designed with the vision of being a robust and user-
friendly tool that maximizes user efficiency. Consequently, it furnishes numerous sup-
porting utilities and functions (Ibáñez et al., 2003; Yushkevich et al., 2006). The most 
fundamental advantages of this software application are presented in the following list 
(Ibáñez et al., 2003; Yushkevich et al., 2006) [20]: 
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• Linked cursor for seamless 3D-navigation [20]. 
• Manual segmentation in three orthogonal planes at once [20]. 
• Modern graphical user interface based on Qt (cross-platform application frame-
work) [20]. 
• Support for numerous 3D-image formats, including NIfTI and DICOM [20].  
• Support for color, multi-channel, and time-variant images [20]. 
• 3D-cut-plane tool for fast post-processing of segmentation results [20]. 
• Extensive tutorial and video documentation [20]. 
Basic Program Functions 
In particular, in view of becoming familiar with the basic functions of ITK-SNAP 
software application, it is essential to illustrate an analytical description of the steps of 
the utilization of the software for a particular case study. As mentioned in the previously 
(Sections 4.2.1.-4.2.3.), a series of DICOM files of a thorax is utilized in order to create a 
new project. Similarly, for the current case study, the same series of DICOM files are 
used, downloaded from ITK-SNAP’s official site [6]. 
Welcome Screen 
In the following figure (Figure 102) is illustrated the “Welcome Screen” of ITK-
SNAP software [21-22]. This screen opens-up by default displaying the most fundamen-
tal options that are available, demonstrated on the main menu [21-22]. 
 
Figure 102: ITK-SNAP, Welcome Screen 
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Loading Data 
For the purpose of creating a project, the user should select the option “Open 
Main Image” from the “File” panel of the drop-down menu, as presented in the next 
figure (Figure 103) [21-22]. Otherwise, the user should press the “Open Image” button 
at the right-down corner of the screen (Figure 103) [21-22]. 
 
Figure 103: ITK-SNAP, Open Main Image, drop-down menu 
Subsequently, the software opens by default the “Open Main Image” wizard (Fig-
ure 104) asking the user to browse the desired files from a specific directory [21-22]. In 
addition, the user is supposed to define the file format among a list, provided by the 
software [21-22]. In the current case, as shown in Figure 104, the file format is selected 
to be “DICOM Image Series” [21-22]. 
 
Figure 104: ITK-SNAP, Open Main Image, Importing DICOM Data from Directory 
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After selecting to import the desired folders, the user should press the “Next” 
button from the right-down corner of the wizard (Figure 104) [21-22]. After importing 
the suitable files, the procedure of uploading the data into the software is demon-
strated. When this upload is complete, the wizard proceeds on the next page, prompting 
the user to “Select DICOM series to open” (Figure 105) [21-22]. The user should select 
the desired case study, appearing on the dialog box, and then press the “Next” button 
from the right-down corner of the wizard, as presented below (Figure 105) [21-22]. 
 
Figure 105: ITK-SNAP, Open Main Image, Selecting DICOM series to open 
Afterwards, appears automatically an “Image Summary”, concerning the basic 
information of loaded data (Figure 106) [21-22]. This summary contains details regard-
ing the properties and the values of the new case study of a specific patient (Figure 106). 
The user should press the “Finish” button from the right-down corner, in order to close 
the wizard (Figure 106) [21-22]. Alternatively, the user can drag-and-drop the DICOM 
file folder over the initial interface of the ITK-SNAP software tool (Figure 102) [21-22].  
 
Figure 106: ITK-SNAP, Open Main Image, Image Summary 
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Interface of ITK-SNAP 
The ITK-SNAP provides a combination of mouse functions, keyboard shortcuts 
and visual buttons, for maximizing the utilization efficiency [21-22]. In Figure 107, is il-
lustrated the layout of the new created project. The main image window is composed 
of various controlling windows, different viewer panels (2D Slice Viewer and 3D Volume 
Viewer), the toolbox, and the main menu, comprising a number of functions [21-22]. 
 
Figure 107: ITK-SNAP, The Interface of the Created Project 
Viewer Panels 
The viewer panels provide the user with four main options of view, as depicted 
in the figure above (Figure 107) [21-22]. The user can interact with the “Slice Views”, 
which are the tree orthogonal views composed of: “Axial”, “Sagittal”, and “Coronal”, 
presented in the top and the right-bottom corner [21-22]. Additionally, in the left-bot-
tom corner is demonstrated the “Three-dimensional View”, in which the user can see 
the results of the three-dimensional surface renderings of the segmentation (Figure 107) 
[21-22]. The 3D-cursor, depicted with blue color (Figure 107), represents the point or 
the voxel in the image, where the three orthogonal view planes intersect [21-22]. 
ITK-SNAP Toolbox 
Furthermore, on the left side appears the “ITK-SNAP Toolbox”, representing the 
control panel. In particular, it is organized into a “Main Toolbar”, a “Cursor Inspector”, 
“Segmentation Labels”, and a “3D Toolbar” (Figure 107) [21-22]. Initially, the “Main 
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Toolbar”, provides various navigation tools facilitating the interaction with the image 
[21-22]. Additionally, the next panel is the “Cursor Inspector”, providing additional infor-
mation and controls grouped by function [21-22]. Moreover, the “Segmentation Labels” 
demonstrate the created segmentations [21-22]. Finally, the last panel is the “3D 
Toolbar”, providing different options of interaction with the created 3D-object [21-22]. 
➢ Main Toolbar 
The “Main Toolbar”, as mentioned previously, provides a variety of tools enabling the 
interaction with the image [21-22]. Especially, the most fundamental navigation tools 
include functions, such as navigation, cursor repositioning, zooming, panning, segmen-
tation etc. [21-22]. The following figures (Figures 108-109), demonstrate the “Crosshair 
Mode”, the “Zoom/ Pan Mode” and the “Layer Inspector”, as being the most prominent 
navigation tools [21-22]. The “Crosshair Mode” tool, can be utilized in order to adjust 
the 3D-cursor in the three orthogonal image slices [21-22]. The “Zoom/ Pan Mode” is 
used for zooming into the image or panning around when zoomed in [21-22]. Alterna-
tively, the user can utilize the mouse buttons, according with the indications of the 
shortcuts (Figures 108-109) [21-22]. 
 
Figure 108: ITK-SNAP, Main Toolbar, Crosshair Mode (left side), Zoom/ Pan Mode 
(right side) 
In addition, the “Layer Inspector” is used for the adjustment of the display prop-
erties of the images (Figure 109) [21-22]. Once the user presses this button (Figure 109) 
(presented in red framework), the “Image Layer Inspector” window opens by default, as 
illustrated in Figure 110 in the left side [21-22]. Otherwise, the user can select Tools → 
Layer Inspector from the main menu [21-22].  
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Figure 109: ITK-SNAP, Main Toolbar, Layer Inspector 
  
Figure 110: ITK-SNAP, Main Toolbar, Image Layer Inspector, Contrast Adjustment, be-
fore selecting Auto Mode (left), after selecting Auto Mode (right) 
The “Image Layer Inspector” provides functions of diverse kinds, concerning no-
tably the “Contrast”, the “Color Map”, and information about the display properties [21-
22]. Basically, “Contrast” is described through the differentiation in brightness between 
tissue types in the image [21-22]. The “Linear Contrast Adjustment” enables the user to 
specify the range of image intensity [21-22]. This adjustment is supposed to be essential 
in case of segmentation, due to the better visual result [21-22].  
In the current case, the contrast adjustment is selected to be improved automat-
ically, by pressing the corresponding button named “Auto”, depicted in Figure 110 [21-
22]. In particular, on the left figure (Figure 110) is illustrated the contrast adjustment 
before selecting “Auto Mode” [21-22]. Respectively, on the right figure (Figure 110) is 
demonstrated the contrast adjustment after selecting “Auto Mode” [21-22]. The results 
of this regulation are presented in the following images (Figure 111-112) [21-22]. 
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Figure 111: ITK-SNAP, Main Toolbar, Image Layer Inspector, Contrast Adjustment, be-
fore selecting Auto Mode 
 
Figure 112: ITK-SNAP, Main Toolbar, Image Layer Inspector, Contrast Adjustment, after 
selecting Auto Mode 
Furthermore, instead of adjusting the intensity of the contrast, the user can se-
lect to change the “Color Map” of the images from the “Image Layer Inspector” [21-22]. 
The software provides a variety of color hues, in order to achieve a better visualization 
[21-22]. The following figures demonstrate three different examples of color mapping: 
“Grayscale” (Figure 113), “Jet” (Figure 114) and “Copper” (Figure 115) [21-22]. 
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Figure 113: ITK-SNAP, Main Toolbar, Image Layer Inspector, Color Map, Grayscale 
 
Figure 114: ITK-SNAP, Main Toolbar, Image Layer Inspector, Color Map, Jet 
 
Figure 115: ITK-SNAP, Main Toolbar, Image Layer Inspector, Color Map, Copper 
Segmentation 
It is generally accepted that segmentation of medical images is a crucial and im-
portant function [21-22]. The ITK-SNAP software application provides the user with a set 
of tools that facilitate the process of segmentation of volumetric data [21-23]. More 
 -107- 
precisely, the “Segmentation” can be accomplished in two different modes: manually 
and semi-automatically [21-23]. From one point of view, by performing the “Manual 
Segmentation” the user can accomplish more accurate and precise results, although it 
is considered as being more time-consuming procedure [21-23]. On the contrary, the 
“Automatic Segmentation” can reduce the need for user interaction, though is weaker 
than “Manual Segmentation” [21-23]. In fact, the result of “Automatic Segmentation” 
basically relies on the quality of the input image data [21-23]. The process of performing 
“Automatic Segmentation” is demonstrated as follows, by presenting the most funda-
mental functions [21-23]. 
➢ Automatic Segmentation 
The segmentation utilities being available in ITK-SNAP software application are 
based on a class of algorithms related to 3D-active contour evolution [21-25]. Basically, 
the segmentation of an anatomical structure is estimated by one or more evolving con-
tours [21-25]. This methodology is named “Snake evolution”, due to the shape of the 
closed curve (or surface in 3D-model) representing the segmentation. Initially, the user 
starts with an initialized closed contour and over time that contour (“snake”) evolves 
from a tentative estimate of the anatomical structure of interest to an approximate 
structure. The main objective is to delineate the entire region of interest of the anatom-
ical structure that will be segmented, as distinctly and precisely as possible [21-25]. 
Therefore, in order to perform an “Automatic Segmentation” the user is sup-
posed to select the corresponding button, named “Active Contour (aka “Snake”) Seg-
mentation Mode”, from the main toolbar, as depicted with red framework in the follow-
ing figure (Figure 116) [21-25]. Specifically, this mode is utilized for the selection of the 
“Region of Interest” (ROI) for semi-automatic active contour segmentation, providing 
the corresponding tools, as illustrated in the following figures (Figure 116-117). 
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Figure 116: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode 
When the user presses this button, the software application reveals a red-dotted 
framework in the three orthogonal views, as depicted in the following figure (Figure 117) 
[21-25]. After defining the “Region of Interest” (Figure 117) the user should press the 
“Segment 3D” button (Figure 118), demonstrated on the left side of the screen, on the 
“Snake Inspector” menu [21-25]. In the current case, the ROI is selected to be the aorta 
of the patient, as illustrated more clearly in the coronal view (right-down corner of the 
screen in Figure 117) [21-25]. 
 
Figure 117: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Selecting the 
Region of Interest (ROI) 
 
Figure 118: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D 
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The “Automatic Segmentation” is divided into three different steps, which are 
illustrated in the right side of the screen [21-25]. The first step is called “Pre-segmenta-
tion”, the second is named “Initialization”, and the third step is called “Evolution” [21-
25]. More specifically, the first step is related to pre-processing the image by adjusting 
the speed function [21-25]. The second step is relevant with the initialization of the seg-
mentation and it is used for the placement of the initial contour [21-25]. Finally, the last 
step pertains to the demonstration of the evolution of the contour that will be seg-
mented [21-25].  
With reference to the first step of the “Automatic Segmentation”, (i.e. “Pre-seg-
mentation” (Figure 119)), the software provides four pre-processing modes: “Threshold-
ing”, “Classification”, “Clustering”, and “Edge Attraction” [21-25]. 
 
Figure 119: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 1: Pre-segmentation 
By pressing the “More” button, the software opens by default the “Speed Image 
Generation” wizard, providing more control options over the pre-processing, as pre-
sented in the next figure (Figure 120) [21-25].  
Particularly, for the current case, the speed function is selected to be generated 
by “Thresholding” mode, as depicted in Figure 120 [21-25]. After adjusting the required 
settings, the user should press the “Next” button (Figure 119 – right-down corner), in 
order to proceed to the next step [21-25]. 
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Figure 120: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 1: Pre-segmentation, Speed Image Generation, Thresholding Mode 
Subsequently, the user proceeds to the “Initialization” step (Figure 121-122). In 
this step, the software prompts the user to place bubbles in the image in order to ini-
tialize the contour [21-25]. The user should press the “Add Bubble at Cursor”, for the 
purpose of adding bubbles in the desired region of interest [21-25]. Additionally, the 
user can modify the “Bubble radius”, in order to be adapted to the desired region [21-
25]. Furthermore, the user is enabled to go “Back”, or to “Cancel Segmentation”, by 
pressing the corresponding buttons (Figure 121-122) [21-25]. In Figure 122, the process 
is selected to be demonstrated on the second option of view, depicted with blue color. 
 
Figure 121: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 2: Initialization 
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Figure 122: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 2: Initialization 
Additionally, the following figure (Figure 123) illustrates the process of adding 
multiple bubbles on the aorta. The bubbles are illustrated in red color in the three views. 
Additionally, the software shows a full list of the coordinates of the active bubbles, 
providing the option to interfere and delete the selected one in case of mistake [21-25].  
Once the user has added the bubbles on the region of interest, the user should 
select the “Next” button (Figure 123), in order to proceed to the final step of segmenta-
tion [21-25]. Automatically, the software proceeds to the third step, as presented in the 
following figure (Figure 124) [21-25]. 
 
Figure 123: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 2: Initialization, Adding Bubbles at Cursor 
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Figure 124: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 3: Evolution 
The user can press the “Set Parameters” button, on the right side of the screen 
(Figure 124), in order to configure the parameters of the contour evolution differential 
equation [21-25]. After pressing this button, the software opens be default the “Active 
Contour Evolution Parameters” wizard (Figure 125), in order to set up these parameters 
[21-25]. 
 
Figure 125: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 3: Evolution, Set Parameters, Active Contour Evolution Parameters 
At last, the user is capable of starting the contour evolution by pressing the 
“Play” button (Figure 124) [21-25]. The following figures (Figures 126-127) demonstrate 
the process of evolution depicted in red color [21-25]. The user is supposed to select the 
“Finish” button in order to complete the final step (Figures 126-127) [21-25]. 
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Figure 126: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 3: Evolution, Process of evolution 
 
Figure 127: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 3: Evolution, Final result 
After completing the procedure of segmentation, the final result appears on the 
screen in the three views depicted in red color, as presented in the following (Figure 
128) [21-25]. In case the result does not comply with the requirements of the desired 
region of interest, the process of segmentation must be repeated from the beginning. 
The user is supposed to conduct the three steps from scratch and adjust all the param-
eters [21-25]. In this case, the user should select for the main menu Segmentation→ 
Unload Segmentation. Alternatively, the user should press “Cancel Segmentation”, be-
fore pressing the “Finish” button on the final step (Figure 127).  
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Figure 128: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 3: Evolution, Final result 
Afterwards, in order to see the final result of the 3D-segmented model, the user 
should press the “Update” button (Figure 128), on the left-down corner of the 3D-viewer 
panel [21-25]. Automatically, the software reveals a 3D-image of the segmented model 
of the region of interest [21-25]. The result of the current case study is demonstrated in 
the following figure (Figure 129). Furthermore, the software enables the user to navi-
gate through this 3D-image, by zooming or panning around.  
 
Figure 129: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 3: Evolution, Final result 
The following figure (Figure 130) presents the updated 3D-model, when zoomed 
in [21-25]. 
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Figure 130: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 3: Evolution, Final result, Zoomed 
Exporting Data 
Finally, the user is supposed to export the created files into external formats. In 
more detail, the user should select from the drop-down menu, Segmentation→ Export 
as Surface Mesh, as illustrated in the next figure (Figure 131) [22-25]. 
 
Figure 131: ITK-SNAP, Segmentation, Exporting as Surface Mesh, drop-down menu 
After selecting this option, the software opens by default a wizard (Figure 132) 
asking the user to select “Which labels will be exported” [22-25]. In the current case, the 
first option is selected, as shown on the following figure (Figure 132). Then, the user is 
supposed to press the “Next” button, in order to proceed to the next page of the wizard. 
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Figure 132: ITK-SNAP, Segmentation, Exporting as Surface Mesh, Wizard, Labels to be 
exported 
The next page of the wizard regards the destination of the exported file. In par-
ticular, the software prompts the user to select the name, the destination, the type of 
format of the file [22-25]. In the current case, as shown in the following figure (Figure 
133), the file format is selected to be “STL Mesh File”.  
 
Figure 133: ITK-SNAP, Segmentation, Exporting as Surface Mesh, Wizard, Export desti-
nation 
➢ Manual Segmentation 
As described previously, the most accurate way to segment an anatomical 
structure by utilizing ITK-SNAP software is the “Manual Segmentation” [21-26]. 
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In specific, the process of “Manual Segmentation” is described as follows. 
Optionally, the user has the potentiallity to use the “Crosshair Mode” tool from the 
“Main Toolbar” (Figure 134), in order to define the region of interest [21-26]. 
 
Figure 134: ITK-SNAP, Main Toolbar, Crosshair Mode 
In the running case, the patient’s spleen is considered as the region of interest 
that will be segmented. By using the “Crosshair Mode”, the user is able to position the 
3D-cursor in the spleen, all at once in the three orthogonal image slices, as illustrated in 
the next figure (Figure 135) [21-26]. 
 
Figure 135: ITK-SNAP, Main Toolbar, Crosshair Mode, Positioning the 3D-cursor in pa-
tient’s spleen 
Subsequently, the user is supposed to create anatomical labels that are associ-
ated with the parts that will be segmented. In order to proceed to this step, the user 
should press Segmentation→ Label Editor from the drop-down menu, as presented in 
the following figure (Figure 136) [21-26].  
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Figure 136: ITK-SNAP, Segmentation, Label Editor, drop-menu 
Automatically, a “Segmentation Label Editor” wizard appears on the screen, fur-
nishing several options concerning the labels, as demonstrated in Figure 137 [21-26]. 
Particularly, the “Segmentation Label Editor” should include seven available labels ap-
pearing with generic names, as depicted in Figure 137 on the left column [21-26]. With 
reference to the current case, the “Label 1” of the available list, is selected to represent 
the spleen of the patient. Furthermore, the user has the feasibility to change the generic 
name of the label, by typing the new one under the “Description” option [21-26]. Addi-
tionally, the “Color”, the “Opacity” and the “Visibility” are possible to be adjusted from 
the corresponding options of the wizard, as depicted in Figure 137 [21-26]. 
 
Figure 137: ITK-SNAP, Segmentation, Segmentation Label Editor, Wizard 
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Afterwards, the user should affirm that the created label is selected as the “Ac-
tive Label”, in the “Segmentation Labels” panel, on the left side of the screen (Figure 
138), in order to proceed to the next step of segmentation [21-26]. Moreover, it is crucial 
to guarantee that “All Labels” option is selected as the “Paint over” setting in the same 
panel (Figure 138) [21-26]. As illustrated in the next figure (Figure 138), in the current 
project, the “Active Label” is selected to be the “Spleen”, depicted with red color.  
 
Figure 138: ITK-SNAP, Main Toolbar, Segmentation Labels 
Optionally, the user is enabled to adjust the “Zoom” level, by pressing the “Zoom 
Inspector” button from the “Main Toolbar” (Figure 139) [21-26]. In the present case, the 
zoom factor has been set to “2x” and the cursor has been centered on the spleen, by 
selecting the respective button, named “Center on cursor” (Figure 140). 
 
Figure 139: ITK-SNAP, Main Toolbar, Zoom Inspector 
 
Figure 140: ITK-SNAP, Main Toolbar, Zoom Inspector 
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Specifically, the result after adjusting the zoom factor and the cursor on the cen-
ter of the spleen is presented as follows (Figure 141). The small icon, depicted in yellow 
color in the three orthogonal views, demonstrates the region of interest appearing with 
white framework (Figure 141) [21-26]. 
 
Figure 141: ITK-SNAP, Region of interest after adjusting the Zoom factor 
In order to proceed to the next step of the process, the user should select the 
“Polygon Mode” from the “Main Toolbar”, as illustrated in the next figure (Figure 142) 
[21-26]. This tool is utilized for performing manual segmentation by drawing and filling 
polygons in the three orthogonal image slices [21-26]. The available options of the utili-
zation of this tool by using the mouse are demonstrated in the following figure (Figure 
142) [21-26]. 
 
Figure 142: ITK-SNAP, Main Toolbar, Polygon Mode 
Particularly, the user is supposed to create polygons in the three orthogonal 
views (Axial, Sagittal, and Coronal), with respect to the geometry of the illustrated organ.   
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Firstly, the process of adding points to the polygon of the Sagittal view is depicted 
in the following figures (Figures 143-144) [21-26]. Once the user has initiated the pro-
cess, the software reveals three main options regarding the created polygon: “Com-
plete”, “Undo last point”, and “Clear”, as presented in the next (Figure 143) [21-26]. 
 
Figure 143: ITK-SNAP, Polygon Mode, Manual Segmentation, Sagittal View 
The following figure (Figure 144) presents the result of the completed polygon 
of the spleen in the Sagittal view, depicted with red framework [21-26]. If the result is 
satisfactory, the user should select the “Accept” button (Figure 145), and afterwards the 
contour will be incorporated into the segmentation [21-26]. 
 
Figure 144: ITK-SNAP, Polygon Mode, Manual Segmentation, Sagittal View, Finished 
Polygon of the spleen 
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Figure 145: ITK-SNAP, Polygon Mode, Manual Segmentation, Accept button 
After pressing the “Accept” button, all the voxels inside the polygon are assigned 
to the active label, as illustrated in the following figure (Figure 146) [21-26]. 
 
Figure 146: ITK-SNAP, Polygon Mode, Manual Segmentation, Sagittal View, Incorpo-
rated polygon into the segmentation 
The user has the capacity of rendering the partial segmentation of the created 
model, by pressing the “Update” button in the 3D-view (Figure 146). Automatically, the 
result becomes visible in the 3D-view, as shown in the figure below (Figure 147) [21-26]. 
 
Figure 147: ITK-SNAP, Polygon Mode, Manual Segmentation, 3D-view of the polygon 
created in the Sagittal view, Update button 
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Consequently, the user should repeat the same procedure in the other two views 
(Axial and Coronal), presented as follows [21-26]. More specifically, the completed and 
the incorporated polygon of the Axial view are demonstrated in the following figures 
(Figures 148-149).  
 
Figure 148: ITK-SNAP, Polygon Mode, Manual Segmentation, Axial View, Finished Poly-
gon of the spleen 
 
Figure 149: ITK-SNAP, Polygon Mode, Manual Segmentation, Axial View, Incorporated 
polygon into the segmentation 
Additionally, the result of the 3D-model of the partial segmentation of the Axial 
view appears on the 3D-view, after pressing the “Update” button, as demonstrated in 
the next figure (Figure 150) [21-26]. 
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Figure 150: ITK-SNAP, Polygon Mode, Manual Segmentation, 3D-view of the polygon 
created in the Axial view 
In similar manner, the user should proceed in creating a polygon in the Coronal 
view [21-26]. The completed polygon of the Coronal view is demonstrated in the follow-
ing figures (Figures 151-152).  
 
Figure 151: ITK-SNAP, Polygon Mode, Manual Segmentation, Coronal View, Finished 
Polygon of the spleen 
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Figure 152: ITK-SNAP, Polygon Mode, Manual Segmentation, Coronal View, Incorpo-
rated polygon into the segmentation 
Moreover, the result of the 3D-model of the partial segmentation of the Coronal 
view appears on the 3D-view after pressing the “Update” button, as demonstrated in 
the next figure (Figure 153). As it can be observed in this figure, the three views created 
previously are visible in the 3D-view [21-26].  
 
Figure 153: ITK-SNAP, Polygon Mode, Manual Segmentation, 3D-view of the polygon 
created in the Coronal view 
Instead of using the “Polygon Mode” tool, as demonstrated previously, the user 
can select the “Paintbrush Mode” tool from the “Main Toolbar” (Figure 154), for con-
ducting the same process [21-26]. This tool provides different brush shapes (“Brush 
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Style” and “Brush Size” in “Paintbrush Inspector” illustrated in Figure 155), in order to 
perform the manual segmentation [21-26].   
 
Figure 154: ITK-SNAP, Main Toolbar, Paintbrush Mode 
 
Figure 155: ITK-SNAP, Main Toolbar, Main Toolbar, Paintbrush Inspector 
The final result of the manual segmentation of the spleen for the three views (i.e. 
Axial, Sagittal and Coronal) is presented in the following figure (Figure 156). In fact, this 
process must be repeated several times in the three views, until the desired geometry 
of the segmented part is fully captured [21-26].  
 
Figure 156: ITK-SNAP, Polygon Mode, Manual Segmentation, Result for the three views 
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Saving Segmention Image 
After acquiring the desired geometry of the medical model, the user is supposed 
to save the created project. Therefore, in order to save the project, the user should se-
lect Segmentation→ Save Segmentation Image, from the drop-down menu, as illus-
trated in the following figure (Figure 157) [21-26]. 
 
Figure 157: ITK-SNAP, Saving Segmentation Image 
Automatically, the “Save Image” wizard reveals on the screen, asking the user to 
select the “Image File name”, the location and the “File Format”. For the current case, 
as illustrated in the next figure (Figure 158), the file format is selected to be “NiFTI”. 
Alternatively, the user has in his disposition a list of available file formats [21-26].   
 
Figure 158: ITK-SNAP, Save Segmentation Image, wizard 
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5. Chapter Five: Case study of T4 Vertebra of Thoracic Spine 
5.1. Introduction 
In this chapter of the thesis, a new case study is selected to be examined. The 
main purpose of this chapter is the presentation of the complete process of the digital 
fabrication of patient specific 3D-printed medical model. Hence, the identification of a 
specific case scenario is crucial for the purpose of understanding the fabrication proce-
dure. Particularly, in the current project, the T4 vertebra of the thoracic spine of a pa-
tient is selected to be examined. 
5.2. Systematic Approach 
In particular, the systematic approach of the process is divided into three funda-
mental sections: the “Design”, the “Manufacture”, and the “Evaluation” stage, as repre-
sented in the following flow chart (Chart 2). 
   
Chart 2: Flow chart of the systematic approach of the case study 
Systematic approach
Design Stage
Acquisition of DICOM 
files
Conversion of 
DICOM files to STL 
file format
Optimization of STL 
file 
Aquisistion of final 
STL file ready for the 
RP machine
Manufacture Stage
Creation of RP model
Printing of medical 
model via 3D-
printing technology
Evaluation Stage
Scanning of the 3D-
printed model via 
3D-scanner
Measurement of the 
dimensions of the 
STL file
Comparison and 
Evaluation of the 
results
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5.3. Design Stage 
Initially, the most fundamental step in the fabrication process of a medical part 
is considered to be the “Design Stage”. This stage is composed of four main steps, re-
quired for the acquisition of the STL file of the model. Specifically, these steps are the 
following: “Acquisition of DICOM files”, “Conversion of DICOM files to STL file format”, 
“Optimization of the STL file” and finally “Acquisition of the final STL file ready for the RP 
machine”, as demonstrated in the flow chart below (Chart 3). The process of this stage 
is described in a step-by-step approach in the following sections. 
 
Chart 3: Flow chart of the design stage of the case study 
5.3.1. Step 1: Acquisition of DICOM Files 
In order to launch a new project it is essential to obtain the appropriate medical 
files, that provide the information about the anatomical part of the patient. In the 
current days, the technological improvements resulted in the 3D-image acquisition of 
the identical replica of the anatomy of a patient, with the help of CT (Gibson et al., 2006; 
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Obtain DICOM files 
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DICOM files to STL 
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Import DICOM files 
in ITK-SNAP
Edit DICOM files via 
ITK-SNAP
Export data to STL 
file format
Optimization of STL 
file
Import STL file in 
Meshmixer
Edit STL file via 
Meshmixer
Export data to STL 
file format
Aquisition of final 
STL file ready for 
the RP machine
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Kumar et al., 2017; Lim et al., 2006). More specifically, the data is stored in Digital Imag-
ing and Communication in Medicine (DICOM) images, utilized as the basic source for 
medical software’s 3D-CAD, in order to produce AM medical models (Kumar et al., 2017; 
Lim et al., 2006), as described in the literature review (Chapter 2). 
5.3.1.1. Obtain DICOM Files via CT 
With respect to the current case study, a series of DICOM files of a patient’s 
thorax is used, acquired from CT scan. More specifically, the DICOM files are down-
loaded from ITK-SNAP’s official site, from the available data archive, found on: 
“Thorax_1CTA_THORACIC_AORTA_GATED (Adult)” file [6].  
Furthermore, the output of the CT slices, saved in DICOM standardized file for-
mat, can be displayed as a two-dimensional or three-dimensional preview in various DI-
COM viewer software programs. In the following figures (Figures 159-161), the Radiant 
DICOM Viewer is selected for the display of the CT scan slices of the patient’s thorax, 
illustrated in Axial, Coronal, and Sagittal view. 
 
Figure 159: Radiant DICOM Viewer, 2D CT scan of the patient’s thorax, Axial view 
 
Figure 160: Radiant DICOM Viewer, 2D CT scan of the patient’s thorax, Coronal view 
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Figure 161: Radiant DICOM Viewer, 2D CT scan of the patient’s thorax, Sagittal view 
Additionally, the Radiant DICOM Viewer provides the option of 3D-volume ren-
dering for six distinct views (i.e. Anterior (A), Posterior (P), Left (L), Right (R), Superior (S) 
and Inferior (I) 3D-views), as presented in the figures below (Figures 162-164).  
 
Figure 162: Radiant DICOM Viewer, 3D-volume rendering of the patient’s thorax 
 
Figure 163: Radiant DICOM Viewer, 3D-volume rendering of the patient’s thorax 
 
Figure 164: Radiant DICOM Viewer, 3D-volume rendering of the patient’s thorax 
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5.3.2. Step 2: Conversion of DICOM Files to STL File Format 
After aquiring the desired DICOM files from the CT scan, the next step refers to 
the conversion of the DICOM files to STL file format. The following steps summarize the 
conversion process. 
5.3.2.1. Import DICOM Files in ITK-SNAP 
The first step of the conversion process refers to importing the DICOM files in 
the selected software. For the current case, the ITK-SNAP software program is chosen 
for the manipulation of the DICOM files. The importation process of the DICOM files is 
described in detail in the corresponding section of Chapter 4 (Section 4.2.4.).  
5.3.2.2. Edit DICOM Files via ITK-SNAP 
After importing the appropriate DICOM files, it is suggested that the user 
proceeds to the segmentation process, in order to distinguish the “Region of Interest” 
in the data set from the surroundings, by facilitating the creation of the desired 
geometric model (Hnatkova et al., 2014). The process of “Automatic Segmentation” 
(Section 4.2.4.) for the selected region of the thoracic spine is described as follows. Par-
ticularly, the user is supposed to select the “Active Contour (aka “Snake”) Segmentation 
Mode” button, from the main toolbar, as depicted with red framework in the following 
figure (Figure 165) [21-25]. 
 
Figure 165: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode 
Once the user has selected this button, the software reveals a red-dotted frame-
work in the three orthogonal views, as depicted in the figure below (Figure 166) [21-25]. 
After defining the “Region of Interest”, the user should press the “Segment 3D” button 
(Figure 167), illustrated on the left side of the screen, on the “Snake Inspector” menu 
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[21-25]. In the current project, the ROI is selected to be the thoracic spine of the patient, 
as illustrated more clearly in the Sagittal view (Figure 166) [21-25]. 
 
Figure 166: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Selecting the 
Region of Interest (ROI) 
 
Figure 167: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D 
Actually, the “Automatic Segmentation” is divided into three different steps 
(“Pre-segmentation”, “Initialization”, and “Evolution”), illustrated in the right side of the 
screen [21-25], as described thoroughly in the respective section of Chapter 4 (Section 
4.2.4.). 
Initially, the first step is related to pre-processing the image by adjusting the 
speed function [21-25]. For the current case, the speed function is selected to be gener-
ated by “Thresholding” mode (Figures 168-169). After adjusting the required settings in 
the “Pre-segmentation” step, the user should press the “Next” button, in order to pro-
ceed to the second step of “Initialization” procedure [21-25]. In the Figure 169, the pro-
cess is selected to be demonstrated on the second option of view, depicted with blue 
color, where the bones appear with white color. 
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Figure 168: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 1: Pre-segmentation 
 
Figure 169: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 1: Pre-segmentation, second option of view depicted in blue color 
Secondly, the user proceeds to the “Initialization” step (Figure 170-172). In this 
step, the software prompts the user to place bubbles in the image, in order to initialize 
the contour [21-25].  
Hence, the user should press the “Add Bubble at Cursor”, by adjusting the “Bub-
ble radius”, in order to be adapted to the desired region of interest [21-25]. Further-
more, the user is enabled to go “Back”, or to “Cancel Segmentation”, by pressing the 
corresponding buttons, as illustrated in Figure 170 and Figure 172 [21-25]. 
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Figure 170: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 2: Initialization, Adding Bubbles at Cursor 
In fact, the selected bubbles for the patient’s thoracic spine are illustrated in the 
next figure (Figure 171), for the three orthogonal views (i.e. Axial, Sagittal and Coronal). 
 
Figure 171: ITK-SNAP, Segment 3D, Step 2: Initialization, Adding Bubbles at Cursor 
 
Figure 172: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 2: Initialization, Adding Bubbles at Cursor 
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Finally, the user can start the contour evolution by pressing the “Play” button 
(Figures 173-174) [21-25]. When the result of the created region is satisfactory, the user 
should select the “Finish” button, in order to complete the final step (Figures 173-174). 
 
Figure 173: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 3: Evolution 
 
Figure 174: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 3: Evolution, Process of evolution 
In order to see the final result of the 3D-segmented model, the user should press 
the “Update” button (Figure 175), on the left-down corner of the 3D-viewer panel [21-
25]. Automatically, the software reveals a 3D-image of the segmented model of the re-
gion of interest [21-25]. The result of the current project, is presented in the next figure 
(Figure 176). Additionally, the user can navigate through this 3D-image, by zooming or 
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panning around [21-25]. In the Figure 177, the created 3D-model of the three vertebras 
(T3, T4, T5) of the thoracic spine, is illustrated when zoomed in. 
 
Figure 175: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 3: Evolution, Final result 
 
Figure 176: ITK-SNAP, Main Toolbar, Active Contour Segmentation Mode, Segment 3D, 
Step 3: Evolution, Final result, Updated 3d-view 
 
Figure 177: ITK-SNAP, Final result, Updated 3d-view of the three vertebras (T3, T4, T5) 
of the thoracic spine 
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5.3.2.3. Export Data to STL File Format 
After completing the editing procedure, the user should export the created files 
into external formats. In specific, the user should select from the drop-down menu, 
Segmentation→ Export as Surface Mesh, as presented in the following figure (Figure 
178) [22-25]. 
 
Figure 178: ITK-SNAP, Segmentation, Exporting as Surface Mesh, drop-down menu 
Subsequently, the software opens by default a wizard (Figure 179) asking the 
user to select “Which labels will be exported” [22-25]. In the current project, the first 
option is selected, as illustrated in the following figure (Figure 179). The user should 
press the “Next” button and proceed to the next page of the wizard (Figure 180), refer-
ring to the destination of the exported file [22-25]. Actually, the software prompts the 
user to select the name, the destination, the type of format of the file (Figure 180).  
 
Figure 179: ITK-SNAP, Segmentation, Exporting as Surface Mesh, Wizard, Labels to be 
exported 
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Figure 180: ITK-SNAP, Segmentation, Exporting as Surface Mesh, Wizard, Export desti-
nation 
5.3.3. Step 3: Optimization of STL File 
After exporting the 3D-model from the ITK-SNAP software in STL format, it is 
necessary to optimize this file, before procedding to the manufacture stage. The 
optimization process is presented in the three next sections (Sections 5.3.3.1.-5.3.3.3.), 
with the help of Meshmixer software. 
5.3.3.1. Import STL File in Meshmixer 
In the following figure (Figure 181), is illustrated the “Welcome Screen” of the 
Meshmixer software. This screen opens-up by default displaying the most fundamental 
options that are available, demonstrated on the main menu. 
 
Figure 181: Meshmixer, Welcome Screen 
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In order to import the desired STL file, the user should press the corresponding 
button (“Import”) (Figure 181), or alternatively select File→ Import from the drop-down 
menu (Figure 182) and then select the proper STL file from the directory.  
 
Figure 182: Meshmixer, Import file, drop-down menu 
Actually, the imported STL file of the three vertebras (T3, T4, T5) of the patient’s 
thoracic spine is presented in the following figure (Figure 183). 
 
Figure 183: Meshmixer, Imported STL file, vertebras (T3, T4, T5) of the thoracic spine 
5.3.3.2. Edit STL File via Meshmixer 
For the current case, the T4 vertebra of the thoracic spine is selected to be 
examined. Consequently, by utilising the Meshmixer software, the T4 vertebra is 
isolated from the array of the thoracic vertebras. The user should press the “Select” 
button from the toolbar, then select the region that will be erased, appearing in orange 
color in the next figure (Figure 184), and finally press the “Erase & Fill” button, as 
illustrated below (Figure 184). 
 -141- 
 
Figure 184: Meshmixer, Select option, Erase & Fill (the T3 vertebra of the thoracic 
spine, illustrated with orange color) 
Subsequently, the user should select the “Accept” button, as demonstrated in 
the figure below (Figure 185). Additionally, the user should repeat the same process for 
the inferior part of the model (the T5 vertebra), as presented in Figure 186.  
 
Figure 185: Meshmixer, Select option, Erase & Fill (the T3 vertebra of the thoracic 
spine, illustrated with orange color), Accept button 
 
Figure 186: Meshmixer, Select option, Erase & Fill (the T5 vertebra of the thoracic 
spine, illustrated with orange color) 
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Figure 187: Meshmixer, T4 vertebra of the thoracic spine 
The result of the T4 vertebra of the patient’s thoracic spine, illustrated in the 
figures above (Figure 187), contain many imperfections. In order to optimize the created 
model, the user should press the “Select” button from the toolbar, then the “Modify” 
option and finally the “Smooth Boundary” option, as presented in the following figure 
(Figure 188). Automatically, the software opens a window that provides a number of 
options regarding the smoothing operation, demonstrated in the right side of the fol-
lowing figure (Figure 188). 
 
Figure 188: Meshmixer, Select option, Modify option, Smooth Boundary adjustment 
The result of the 3D-model of the T4 vertebra of the patient’s thoracic spine, 
after conducting the smoothing operations properly, is depicted in the following three 
figures (Figure 189). The first figure, on the left, presents the initial model before per-
forming the smoothing operations. The second figure, in the middle, demonstrates the 
model after adjusting the smoothing boundaries. The third figure, on the right, presents 
the final model, modified in an appropriate way, by correcting and erasing the edgy 
points in the superior part of the volume, in order to obtain a high-quality result. 
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Figure 189: Meshmixer, T4 vertebra of the thoracic spine 
5.3.3.3. Export Data to STL File Format 
After completing the editing procedure, the user should export the created file 
into STL file format. Particularly, the user should select from the drop-down menu, File→ 
Export, as presented in the following figure (Figure 190). 
 
Figure 190: Meshmixer, Exporting data to STL file format, drop-down menu 
5.3.4. Step 4: Aquisition of Final STL File Ready for RP Machine 
At last, the design stage is completed and the final model exported into STL file 
format is ready for the manufacture stage, utilizing the Rapid Prototyping technology. 
The final result of the T4 vertebra of the patient’s thoracic spine, is illustrated in the 
figures below (Figure 191), depicted in four different views. The first figure (from the 
left) presents anterior plane of model, while the second figure presents the posterior 
side of the model. The third and the fourth figures demonstrate the left and the right 
plane of the model, correspondingly. 
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Figure 191: Final STL file of the created 3D-model of the T4 vertebra of the patient’s 
thoracic spine, (Anterior, Posterior, Left, Right side of the model) 
5.4. Manufacture Stage 
Subsequently, the second stage of the fabrication process of the medical part is 
the “Manufacture Stage”. In fact, this stage is composed of two main steps, required for 
production of the medical model, the “Creation of the RP model”, and the “Printing of 
medical model via 3D-printing technology”, as demonstrated in the next flow chart 
(Chart 4). More precisely, for the fabrication of the T4 vertebra, the Fused Deposition 
Modeling (FDM) technology is used, by utilizing the BCN3D Cura 1.0.3. software and the 
BCN3D Sigma R17 printer, for the creation of the RP model and for the 3D-printing of 
the medical model respectively. As a matter of fact, the process of manufacture stage is 
described in a step-by-step approach in the following sections. 
 
Chart 4: Flow chart of the manufacture stage of the case study 
5.4.1. Step 1: Creation of RP Model 
Regarding the first step of the manufacture stage, the BCN3D Cura 1.0.3. soft-
ware is utilized for the creation of the RP model. The process of the RP model creation 
of the T4 vertebra is illustrated in the figures bellow (Figures 192-195). 
Manufacture Stage
Creation of RP model 
via BCN3D Cura 1.0.3. Software
Printing of medical model
via Fused Deposition Modeling (FDM) 
technology
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Figure 192: BCN3D Cura 1.0.3, Creating the RP model of the T4 vertebra 
Actually, the next figures (Figures 193-195) demonstrate the creation of the RP 
model of the T4 vertebra, illustrating the environment of the software. 
 
Figure 193: BCN3D Cura 1.0.3, Creating the RP model of the T4 vertebra 
 
Figure 194: BCN3D Cura 1.0.3, Creating the RP model of the T4 vertebra 
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Figure 195: BCN3D Cura 1.0.3, Creating the RP model of the T4 vertebra 
Moreover, the basic properties of the 3D-printing process, regarding the created 
medical model for the BCN3D Sigma R17 printer, are presented in the following table 
(Table 3). 
Table 3: Printing properties of 3D-printing process for the BCN3D Sigma R17 printer 
Printing Properties 
Material PLA 
Layer Thickness 0.05mm (50 microns) 
Temperature 210⁰C 
Heat Bed 50⁰C 
Wall 1.6mm 
Infill 100% 
Speed 50mm/sec 
5.4.2. Step 2: Printing of Medical Model via 3D-Printing Technology 
After setting the appropriate parameters by utilizing the BCN3D Cura 1.0.3. soft-
ware, the model is ready to be printed via 3D-printing technology. In particular, for the 
current case study of the T4 vertebra, Fused Deposition Modeling (FDM) technology is 
considered as a convenient method for the fabrication of the medical model, by using 
the BCN3D Sigma R17 printer (Figure 196) [27].  
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Consequently, the 3D-printing process of the T4 vertebra is illustrated in Figure 
197. The medical model is printed layer-by-layer, based on FDM method.  
 
Figure 196: The BCN3D Sigma R17 printer, Source: [27] 
 
Figure 197: The 3D-printing process of the T4 vertebra via BCN3D Sigma R17 printer 
Conclusively, the final result of the medical model, after removing the supporting 
material manually, is presented in the figures below (Figure 198). The first figure (on the 
left) depicts the anterior side of the obtained 3D-anatomical model, while the second 
figure (on the right) demonstrates the posterior side of the model. 
 
Figure 198: The final 3D-printed model of the T4 vertebra, Anterior and Posterior Side 
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5.5. Evaluation Stage 
At last, the third stage of the fabrication process of the medical model is the 
“Evaluation Stage”. Specifically, this stage is composed of three basic steps, required for 
evaluation of the medical model, the “Scanning of the 3D-printed model via 3D-scanner” 
(via Next Engine 3D-scanner and ScanStudio HD software), “Measurement of the dimen-
sions of the STL files” (via Artec Studio 11 Professional software), and ultimately “Com-
parison and Evaluation of the results”, as illustrated in the following flow chart (Chart 5). 
Actually, the process of evaluation stage is presented in a step-by-step approach in the 
following sections. 
 
Chart 5: Flow chart of the evaluation stage of the case study 
Evaluation Stage
Scanning of the 3D-
printed model 
via 
Next Engine 3D-scanner 
& ScanStudio HD 
Software 
Measurement of the 
dimensions of the STL 
files via 
Artec3D 11 Professional 
Software
Linear Measurements of the dimensions 
of the printed STL model
Linear Measurements of the dimensions 
of the scanned STL
Surface Distance Maps of the printed and 
the scanned model
Comparison and 
Evaluation of the results
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5.5.1. Step 1: Scanning of the 3D-Printed Model via 3D-Scanner 
The first step of the evaluation process regards the 3D-scanning of the obtained 
medical model. As mentioned previously, it is essential to scan the 3D-printed model, in 
order to capture the entire geometry of the object and subsequently save the scanned 
model into STL file format, for further processing. Therefore, in the current project, the 
Next Engine 3D-scanner is utilized for scanning process of the 3D-printed anatomical 
model and the ScanStudio HD software is used for processing the scanned data. 
5.5.1.1. Scanning of the 3D-Printed Medical Model via Next Engine 
In fact, an analytical presentation of the steps needed to be undertaken for scan-
ning the 3D-printed medical model are introduced as follows. 
With respect to the scanning machine, the Next Engine 3D-scanner (Figure 199) 
is a Non-Contact Scanner that uses laser for capturing the geometry of an object and 
convert it to a digital format [28]. The Next Engine is a desktop 3D-scanner that 
measures 50,000 points per second with multi-laser precision, at 0.005 inches accuracy, 
providing users unprecedented ease of use to quickly create highly detailed, full color, 
digital models [28]. 
   
Figure 199: Next Engine 3D Scanner Source: [28], Placement of the T4 vertebra in the 
Auto-positioner of the scanner 
Briefly, in order to achieve the most satisfactory results, concerning the geomet-
rical features of the object, twenty-one distinct steps are conducted. Initially, the 
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selected object is scanned, by setting the appropriate parameters in the ScanStudio HD 
software. 
Secondly, it is crucial to understand the peculiarities and the requirements of the 
model, and translate them into specifications, in order to fully capture the geometry of 
the object. These settings regard the positioning, the number of divisions, the points/ 
in2, the target and the range (Tables 4-10).  
In particular, seven distinct captures (Captures A-G) are conducted by locating 
the object vertically and horizontally to the Auto-positioner, using additionally the pro-
vided tools (Figure 199), in order to achieve a sturdier and more stable result. Addition-
ally, it is essential to align the object on scanning platform, by using the viewing window 
(Figure 200), so that the object is visible within the scanning field. 
Other editing tools (trim, align, fuse, and buff) are necessary, for optimizing the 
captured geometry of the object. Particularly, it is mandatory to remove the noise and 
the overlapping surfaces from two different captures, in order to align them in a com-
mon coordinate system and get the entire geometry of the model. The alignment of the 
different captures (performed four times) is achieved by specifying some points in the 
shaded view of the object. Moreover, the fusion process is important for covering the 
missing geometry and gaps. In addition, the refinement of the final model is achieved 
by using the buffing tool. The depiction of the process is presented in detail as follows. 
➢ Capture A 
 
Figure 200: ScanStudio HD, Settings of Capture A, Viewing Window 
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Table 4: ScanStudio HD, Settings of Capture A 
Settings 
Positioning 360 
Divisions 15 
Points/ in2 160k, HD 
Target Neutral 
Range Macro 
Time 51min 
Memory 100% 
 
 
Figure 201: ScanStudio HD, Result of Capture A of T4 vertebra 
➢ Capture B 
 
Figure 202: ScanStudio HD, Settings of Capture B, Viewing Window 
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Table 5: ScanStudio HD, Settings of Capture B 
Settings 
Positioning Bracket 
Divisions 15 
Points/ in2 160k, HD 
Target Neutral 
Range Macro 
Time 10.2min 
Memory 100% 
 
 
Figure 203: ScanStudio HD, Result of Capture B of T4 vertebra 
➢ Capture C 
 
Figure 204: ScanStudio HD, Settings of Capture C, Viewing Window 
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Table 6: ScanStudio HD, Settings of Capture C 
Settings 
Positioning Bracket 
Divisions 15 
Points/ in2 160k, HD 
Target Neutral 
Range Macro 
Time 10.2min 
Memory 100% 
 
 
Figure 205: ScanStudio HD, Result of Capture C of T4 vertebra 
➢ Capture D 
 
Figure 206: ScanStudio HD, Settings of Capture D, Viewing Window 
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Table 7: ScanStudio HD, Settings of Capture D 
Settings 
Positioning Bracket 
Divisions 15 
Points/ in2 160k, HD 
Target Neutral 
Range Macro 
Time 10.2min 
Memory 100% 
 
 
Figure 207: ScanStudio HD, Result of Capture D of T4 vertebra 
➢ Trimming of Capture C 
 
Figure 208: ScanStudio HD, Trimming of Capture C of T4 vertebra (left), Result (right) 
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➢ Trimming of Capture D 
 
Figure 209: ScanStudio HD, Trimming of Capture D of T4 vertebra (left), Result (right) 
➢ Alignment of Captures C & D 
 
Figure 210: ScanStudio HD, Alignment of Captures C and D of T4 vertebra, adding 
points (red, yellow and blue) 
➢ Trimming of Capture A 
 
Figure 211: ScanStudio HD, Trimming of Capture A of T4 vertebra (left), Result (right) 
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➢ Alignment of Capture C, D & A 
 
Figure 212: ScanStudio HD, Alignment of Captures C, D, and A of T4 vertebra, adding 
points (red, yellow and blue) 
➢ Capture E 
 
Figure 213: ScanStudio HD, Settings of Capture E, Viewing Window 
Table 8: ScanStudio HD, Settings of Capture E 
Settings 
Positioning 360 
Divisions 12 
Points/ in2 160k, HD 
Target Neutral 
Range Macro 
Time 40min 
Memory 100% 
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Figure 214: ScanStudio HD, Result of Capture E of T4 vertebra 
➢ Capture F 
 
Figure 215: ScanStudio HD, Settings of Capture F, Viewing Window 
Table 9: ScanStudio HD, Settings of Capture F 
Settings 
Positioning 360 
Divisions 12 
Points/ in2 160k, HD 
Target Neutral 
Range Macro 
Time 40min 
Memory 100% 
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Figure 216: ScanStudio HD, Result of Capture F of T4 vertebra 
➢ Trimming of Capture E 
 
Figure 217: ScanStudio HD, Trimming of Capture E of T4 vertebra (left), Result (right) 
➢ Trimming of Capture F 
 
Figure 218: ScanStudio HD, Trimming of Capture F of T4 vertebra (left), Result (right) 
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➢ Alignment of Captures C, D & E 
 
Figure 219: ScanStudio HD, Alignment of Captures C, D, and E of T4 vertebra, adding 
points (red, yellow and blue) 
➢ Alignment of Captures C, D, E & F 
 
Figure 220: ScanStudio HD, Alignment of Captures C, D, E, and F of T4 vertebra, adding 
points (red, yellow and blue) 
➢ Capture G 
 
Figure 221: ScanStudio HD, Settings of Capture G, Viewing Window 
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Table 10: ScanStudio HD, Settings of Capture G 
Settings 
Positioning Bracket 
Divisions 12 
Points/ in2 160k, HD 
Target Neutral 
Range Macro 
Time 10.2min 
Memory 100% 
➢ Alignment of Captures C, D, E, F & G 
 
Figure 222: ScanStudio HD, Alignment of Captures C, D, E, F, and G of T4 vertebra, add-
ing points (red, yellow and blue) 
➢ Trimming of Capture G after Alignment 
 
Figure 223: ScanStudio HD, Trimming of Capture G of T4 vertebra (left), Result (right) 
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➢ Fusion of Capture G 
 
Figure 224: ScanStudio HD, Capture G of T4 vertebra before Fusion 
 
Figure 225: ScanStudio HD, Result of Capture G of T4 vertebra after Fusion 
➢ Buffing of Model on Specific Points 
 
Figure 226: ScanStudio HD, Buffing of model of T4 vertebra (left), Result (right) 
➢ Buffing of the Entire Model  
 
Figure 227: ScanStudio HD, Buffing of model of T4 vertebra 
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➢ Final 3D-Scanned Model 
The final model obtained from the scanning process is illustrated in the following 
figures (Figure 228-229) in shaded and mesh view respectively. 
 
Figure 228: ScanStudio HD, Final result of the model of T4 vertebra, shaded view 
  
Figure 229: ScanStudio HD, Final result of the model of T4 vertebra, mesh view 
5.5.1.2. Exporting Data to STL File Format 
After completing the scanning procedure, the user should export the created file 
into STL file format. In particular, the user should select the “Output” button from the 
ScanStudio HD software, choose “STL” (as being the desired type of file), and then select 
the desired location to be saved. Alternatively, the user should select Export→Save As 
option, from the drop-down menu. 
5.5.2. Step 2: Measurement of the Dimensions of the STL Files 
After aquiring the desired STL files of the anatomical model of the T4 vertebra, 
it is fundamental to proceed to the next step of the evaluation stage. This step comprises 
the measurement and the evaluation of the dimensional declinations between the 
printed and the scanned STL models. Specifically, these measurements are conducted 
with the help of the Artec Studio 11 Professional software. In fact, the process of the 
measurements of the dimensions of the two STL models are presented as follows. 
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5.5.2.1. Linear Measurement of the Printed STL Model 
The Artec Studio 11 Professional provides several measuring tools, including: 
“Linear distance”, “Geodesic distance”, “Sections”, “Surface distance maps”, and “Anno-
tations” [29]. For the current project, the linear measuring tool is used in order to meas-
ure the distances between selected points [29]. The user should select the “Measures” 
button from the main toolbar, and then select the “Linear distance” tool, as illustrated 
in the following figure depicted with red framework (Figure 230) [29]. 
 
Figure 230: Artec Studio 11 Professional, Measures, Linear distance 
 
Figure 231: Artec Studio 11 Professional, Imported STL file of the printed model 
 
Figure 232: Artec Studio 11 Professional, Printed model of the T4 vertebra 
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➢ First linear measurement of the printed model 
Initially, the linear measurements are conducted to the printed model of the T4 
vertebra, depicted with blue color (Figures 231-232). In particular, three distinct meas-
urements are made in two different parts of the model, in order to evaluate the results. 
Specifically, the process of the first measurement is presented in Figures 233-236, while 
the Table 11 demonstrates the results. The first linear measurement is defined from the 
distance from point 1 to point 2 (depicted with red color). The Figure 236 presents the 
depiction of all the linear measurements conducted for the current model, in order to 
examine the declinations of the arrows. 
 
Figure 233: Artec Studio 11 Professional, Printed model of the T4 vertebra, Linear 
Measurement 1, Arrow from 1 to 2: 33.25mm 
 
Figure 234: Artec Studio 11 Professional, Printed model of the T4 vertebra, Linear 
Measurement 2, Arrow from 1 to 2: 33.31mm 
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Figure 235: Artec Studio 11 Professional, Printed model of the T4 vertebra, Linear 
Measurement 3, Arrow from 1 to 2: 33.20mm 
 
Figure 236: Artec Studio 11 Professional, Printed model of the T4 vertebra, Linear 
Measurement 2, Arrows of all measurements 
Table 11: Results of the linear measurement for the printed model of the T4 vertebra 
ID Distance (mm) Coordinates (x, y, z) (mm) 
1 0.00 5.06 14.02 1.80 
2 33.25 4.96 -19.22 2.68 
1 0.00 4.98 13.82 2.53 
2 33.31 5.09 -19.49 2.45 
1 00.00 4.76 13.90 2.48 
2 32.20 4.98 -19.30 2.61 
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Additionally, it is worth mentioning that the linear measurements conducted for 
the case of the printed model of the T4 vertebra are made manually. In particular, the 
specification of the points that define the line of measurement (depicted with red color 
in Figures 233-236) is determined manually. Consequently, it is expected that the values 
of the measurements will vary from each other, raising issues of accuracy and precision.  
Furthermore, in order to evaluate the results of the linear measurements (Table 
11), conducted to the printed model of the T4 vertebra, it is essential to specify the av-
erage value of the final distance from point 1 to point 2. According to the results (Table 
11), the average distance is estimated to be 33.253mm. 
➢ Second linear measurement of the printed model 
Subsequently, the process of the second measurement is illustrated in Figures 
237-240, while the Table 12 demonstrates the results. In particular, three distinct meas-
urements are made in the hole of the model (as presented in Figures 237-240), in order 
to evaluate the results. Additionally, the Figure 240 demonstrates the depiction of all 
the linear measurements, in order to examine the declinations of the arrows. Similar to 
the previous case, it is remarkable mentioning that the linear measurements are con-
ducted manually. Consequently, it is expected that the values of the measurements will 
vary from each other, raising issues of accuracy and precision. 
 
Figure 237: Artec Studio 11 Professional, Printed model of the T4 vertebra, Linear 
Measurement 1 of the hole, Arrow from 1 to 2: 9.65mm 
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Figure 238: Artec Studio 11 Professional, Printed model of the T4 vertebra, Linear 
Measurement 2 of the hole, Arrow from 1 to 2: 9.65mm 
 
Figure 239: Artec Studio 11 Professional, Printed model of the T4 vertebra, Linear 
Measurement 3 of the hole, Arrow from 1 to 2: 9.64mm 
 
Figure 240: Artec Studio 11 Professional, Printed model of the T4 vertebra, Linear 
Measurement of the hole, Arrows of all measurements 
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Table 12: Results of the linear measurement for the printed model of the T4 vertebra 
ID Distance (mm) Coordinates (x, y, z) (mm) 
1 0.00 -2.04 -2.30 4.89 
2 9.65 -11.65 -2.76 5.53 
1 0.00 -1.90 -2.01 4.94 
2 9.65 -11.52 -2.47 5.39 
1 00.00 -1.82 -2.16 4.99 
2 9.64 -11.45 -2.60 4.77 
 
Furthermore, in order to evaluate the results of the second linear measurement 
(Table 12), conducted to the printed model of the T4 vertebra, it is essential to define 
the average value of the final distance from point 1 to point 2. According to the results 
(Table 12), the average distance is estimated to be 9.646mm. 
5.5.2.2. Linear Measurement of the Scanned STL Model 
Secondly, the same linear measurements are conducted to the scanned model 
of the T4 vertebra, depicted with pink color (Figures 241-242). In particular, three dis-
tinct measurements are made in two different parts of the model, in order to evaluate 
the results, as conducted to the printed model previously. The linear measuring tool 
(Figure 230), is used in order to conduct these measurements. 
 
Figure 241: Artec Studio 11 Professional, Imported STL file of the scanned model 
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Figure 242: Artec Studio 11 Professional, Scanned model of the T4 vertebra 
➢ First linear measurement of the scanned model 
More specifically, the process of the first measurement is represented in Figures 
243-246, while the Table 13 demonstrates the results of the measurements. The first 
linear measurement is defined from the distance from point 1 to point 2 (depicted with 
blue color in Figures 243-246). The Figure 246 presents the depiction of all the linear 
measurements, in order to examine the declinations of the arrows. 
Similarly, it is necessary noting that the linear measurements conducted for the 
case of the scanned model of the T4 vertebra are made manually, likewise the measure-
ments of the printed model. As a result, it is expected that the values of the measure-
ments will vary from each other, raising issues of accuracy and precision. 
 
Figure 243: Artec Studio 11 Professional, Scanned model of the T4 vertebra, Linear 
Measurement 1, Arrow from 1 to 2: 33.33mm 
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Figure 244: Artec Studio 11 Professional, Scanned model of the T4 vertebra, Linear 
Measurement 2, Arrow from 1 to 2: 33.48mm 
 
Figure 245: Artec Studio 11 Professional, Scanned model of the T4 vertebra, Linear 
Measurement 1, Arrow from 1 to 2: 33.91mm 
 
Figure 246: Artec Studio 11 Professional, Scanned model of the T4 vertebra, Linear 
Measurement 1, Arrows of all measurements 
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Table 13: Results of the linear measurement for the scanned model of the T4 vertebra 
ID Distance (mm) Coordinates (x, y, z) (mm) 
1 0.00 4.77 14.01 1.83 
2 33.33 4.96 -19.32 1.98 
1 0.00 5.06 14.09 1.81 
2 33.48 5.21 -19.40 1.93 
1 00.00 4.58 14.41 1.34 
2 33.91 5.31 -19.49 1.82 
 
Moreover, in order to evaluate the results of the linear measurement (Table 13), 
conducted to the scanned model of the T4 vertebra, it is important to specify the aver-
age value of the final distance from point 1 to point 2. According to the results (Table 
13), the average distance is estimated to be 33.573mm. 
➢ Second linear measurement of the scanned model 
The process of the second measurement for the scanned model is illustrated in 
Figures 247-250, while the Table 14 demonstrates the results. Three distinct measure-
ments are made in the hole of the model (as presented in Figures 247-250). Figure 250 
presents the depiction of all the linear measurements for the scanned model, in order 
to examine the declinations of the arrows.  
 
Figure 247: Artec Studio 11 Professional, Scanned model of the T4 vertebra, Linear 
Measurement 1 of the hole, Arrow from 1 to 2: 9.68mm 
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Figure 248: Artec Studio 11 Professional, Scanned model of the T4 vertebra, Linear 
Measurement 1 of the hole, Arrow from 1 to 2: 9.65mm 
 
Figure 249: Artec Studio 11 Professional, Scanned model of the T4 vertebra, Linear 
Measurement 1 of the hole, Arrow from 1 to 2: 9.67mm 
 
Figure 250: Artec Studio 11 Professional, Scanned model of the T4 vertebra, Linear 
Measurement of the hole, Arrows of all measurements 
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Table 14: Results of the linear measurement for the scanned model of the T4 vertebra 
ID Distance (mm) Coordinates (x, y, z) (mm) 
1 0.00 -2.04 -2.30 4.89 
2 9.65 -11.65 -2.76 5.53 
1 0.00 -1.90 -2.01 4.94 
2 9.65 -11.52 -2.47 5.39 
1 00.00 -1.82 -2.16 4.99 
2 9.64 -11.45 -2.60 4.77 
 
Similar to the previous case, the linear measurements are conducted manually, 
provoking issues of accuracy and precision. In addition, in order to evaluate the results 
of the linear measurement (Table 14), conducted to the scanned model of the T4 verte-
bra, it is important to specify the average value of the final distance from point 1 to point 
2. According to the results (Table 14), the average distance is estimated to be 9.646mm. 
 
Figure 251: Artec Studio 11 Professional, Linear Measurements  
The figure above (Figure 251) presents the depiction of all the linear measure-
ments for both cases (i.e. printed and scanned model). The red arrows (Figure 251) rep-
resent the linear measurements for the printed model, while the blue arrows (Figure 
251) represent the linear measurements of the scanned model. The evaluation and the 
comparison of the final results is examined in Step 3 (Section 5.5.3.) 
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5.5.2.3. Surface Distance Maps of the Printed and the Scanned Model 
In order to compare the two models and assess form deviation, the Artec Studio 
11 Professional provides the “Surface distance maps”, measuring tool [29]. For the cur-
rent project, this tool is used in order to compare the printed model with the scanned 
one [29]. Actually, the user should select the “Measures” button from the main toolbar, 
and then select the “Surface distance maps” tool, as illustrated in the following figure 
(Figure 252) [29]. The user should select the two models for comparison (i.e. printed and 
scanned STL files) and initiate the process. This process is considered as more accurate 
and precise, in comparison with the linear measurements conducted previously.  
 
Figure 252: Artec Studio 11 Professional, Measures, Surface distance maps 
Subsequently, the user should define the “Search distance value”, considered as 
a maximal range in millimeters that calculated the distances between surfaces [29]. The 
surface distance map appears on the screen (3D-view window), while the calculation 
results appear in the left panel of the screen [29].  
In fact, regarding the analysis of the obtained results, the software calculates 
three measurements according to the selected value of the search distance parameter 
[29]. There measurements include the following: 
• Root Mean Square (RMS) (that is the square root of the arithmetic mean of the 
squares of the actual distances) [29]. 
• Mean absolute deviation [29]. 
• Mean of signed distances [29]. 
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The created surface distance map is a rendering of particular regions of surfaces 
of the models, appearing with different colors [29]. Related values of distances and the 
distribution of them can be found in the graduated scale with histogram, located next 
to the model [29]. Actually, the map color can change from “blue” (corresponding to 
negative distance) to “red” (corresponding to positive distance) [29]. The “green” color 
indicates that the distance between surfaces of this region is zero [29]. The “grey” color 
means that the highlighted surfaces are out of the specified search distance [29]. The 
“orange” and the “bright blue” colors refer to the distances which are slightly below and 
above the limiting values of the scale, correspondingly [29]. At last, the graduated scale 
varies within limits of the positive to the negative value of the selected “Error scale” 
[29]. The value of the “Error scale” can be adjusted from the slider or the corresponding 
textbox, although its maximal value cannot surpass the “Search distance value” [29]. 
More specifically, for the current case study of the printed and the scanned 3D-
medical model of the T4 vertebra, six distinct cases are examined by adjusting the “Error 
scale” parameter to the following values: 0.001, 0.045, 0.066, 0.141, 0.209 and 0.470. 
The results of the calculation of the surface distance maps are illustrated in the following 
figures (Figures 253-271) for different views of the model.  
Furthermore, the figure below (Figure 253) demonstrates the results regarding 
the RMS, the Mean absolute deviation and the Mean of signed distances, when the “Er-
ror scale” is set to 0.001 value. According to the findings, these values are 0.089480, 
0.058955, -0.023571, respectively. Though, the values of these parameters are the same 
for the six distinct cases. 
 
Figure 253: Artec Studio 11 Professional, Measures, Surface distance maps, Graduated 
scale and results of the measurements 
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➢ Surface Distance Maps, Error scale: 0.001 
The results of the surface distance map, when the “Error scale” is set to 0.001 
value, are presented in the following figures (Figures 254-256). The analysis of the re-
sults is presented in the end of the current section (Section 5.5.2.3.). 
 
Figure 254: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.001 
 
Figure 255: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.001 
 
Figure 256: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.001 
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➢ Surface Distance Maps, Error scale: 0.045 
The results of the surface distance map, when the “Error scale” is set to 0.045 
value, are presented in the following figures (Figures 257-259). The analysis of the re-
sults is presented in the end of the current section (Section 5.5.2.3.). 
 
Figure 257: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.045 
 
Figure 258: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.045 
 
Figure 259: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.045 
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➢ Surface Distance Maps, Error scale: 0.066 
The results of the surface distance map, when the “Error scale” is set to 0.066 
value, are presented in the following figures (Figures 260-262). The analysis of the re-
sults is presented in the end of the current section (Section 5.5.2.3.). 
 
Figure 260: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.066 
 
Figure 261: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.066 
 
Figure 262: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.066 
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➢ Surface Distance Maps, Error scale: 0.141 
The results of the surface distance map, when the “Error scale” is set to 0.141 
value, are presented in the following figures (Figures 263-265). The analysis of the re-
sults is presented in the end of the current section (Section 5.5.2.3.). 
 
Figure 263: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.141 
 
Figure 264: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.141 
 
Figure 265: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.141 
 -180- 
➢ Surface Distance Maps, Error scale: 0.209 
The results of the surface distance map, when the “Error scale” is set to 0.209 
value, are presented in the following figures (Figures 266-268). The analysis of the re-
sults is presented in the end of the current section (Section 5.5.2.3.). 
 
Figure 266: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.209 
 
Figure 267: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.209 
 
Figure 268: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.209 
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➢ Surface Distance Maps, Error scale: 0.470 
The results of the surface distance map, when the “Error scale” is set to 0.470 
value, are presented in the following figures (Figures 269-271). The analysis of the re-
sults is presented in the end of the current section (Section 5.5.2.3.). 
 
Figure 269: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.470 
 
Figure 270: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.470 
 
Figure 271: Artec Studio 11 Professional, Measures, Surface distance maps of the 
printed and the scanned model of the T4 vertebra, Error scale: 0.470 
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➢ Analysis of the results 
As mentioned previously, for the current case study of the printed and the 
scanned 3D-medical model of the T4 vertebra, six distinct cases are examined by adjust-
ing the “Error scale” parameter to the following values: 0.001, 0.045, 0.066, 0.141, 0.209 
and 0.470. The results of the calculation of the surface distance maps are illustrated in 
the figures above (Figures 253-271) for different views of the model.  
Furthermore, the results regarding the RMS, the Mean absolute deviation and 
the Mean of signed distances, when the “Error scale” is set to 0.001 value, are 0.089480, 
0.058955, -0.023571, respectively (Figure 253). Though, the values of these parameters 
are the same for the six distinct cases. 
❖ Surface Distance Maps, Error scale: 0.001 
With reference to the first case, when the “Error scale” is set to 0.001 value (Fig-
ures 254-256), the following results of the surface distance map are obtained. In partic-
ular, the models present mainly “orange” and the “bright blue” colors, referring to the 
distances which are slightly below and above the limiting values of the scale, corre-
spondingly. Furthermore, in Figures 255-256 it can be noticed that the models present 
areas of “grey” color, meaning that these surfaces are out of the specified search dis-
tance. Actually, these areas are holes that are not fully captured during the scanning 
process. In total, the overall picture revealed by these results is that the models present 
dimensional deviation for this error scale. 
❖ Surface Distance Maps, Error scale: 0.045 
With regard to the second case, when the “Error scale” is set to 0.045 value (Fig-
ures 254-256), the following results of the surface distance map are obtained. In specific, 
the surface distance map changes, presenting all the color ranges. Actually, the anterior 
part of the model is majorly “green” color, indicating zero distance. The posterior part 
of the model is mainly “bright blue” color, referring to the distances which are slightly 
above the limiting values of the scale. In general, the map presents mostly “orange” and 
the “bright blue” regions (referring to the distances which are slightly below and above 
the limiting values of the scale, correspondingly), “red” in slight areas (corresponding to 
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positive distance) and sporadically “blue” (corresponding to negative distance). In addi-
tion, “grey” color appears in the same areas with the previous case (i.e. Error scale: 
0.001), indicating the holes that are not fully captured during the scanning process. In 
general, the overall picture revealed by these results is that the models present dimen-
sional deviation for this error scale. Though, the results are considerably improved in 
comparison with the previous case (i.e. Error scale: 0.001). 
❖ Surface Distance Maps, Error scale: 0.066 
Regarding the third case, when the “Error scale” is set to 0.066 value (Figures 
260-262), the following results of the surface distance map are obtained. Particularly, 
the surface distance map changes, presenting all the color ranges. Actually, the anterior 
part of the model is majorly “green” color, indicating zero distance. The posterior part 
of the model is mainly “bright blue” color, referring to the distances which are slightly 
above the limiting values of the scale. In general, the map presents mostly “blue” areas 
(corresponding to negative distance), while there are some “orange” (referring to the 
distances which are slightly below the limiting values of the scale) and sparsely “red” 
areas (corresponding to positive distance). In addition, “grey” color appears in the same 
areas with the previous two cases (i.e. Error scale: 0.001 and 0.045), indicating the holes 
that are not fully captured during the scanning process. In general, the overall picture 
revealed by these results is that the models present dimensional deviation for this error 
scale. Although, the results are considerably improved in comparison with the two pre-
vious cases (i.e. Error scale: 0.001 and 0.045). 
❖ Surface Distance Maps, Error scale: 0.141 
Regarding the forth case, when the “Error scale” is set to 0.141 value (Figures 
263-265), the following results of the surface distance map are obtained. Specifically, 
the surface distance map presents all the color ranges. Actually, the anterior part of the 
model is majorly “green” color (indicating zero distance) with some sparse “blue” re-
gions (corresponding to negative distance). Furthermore, it is also noticed the significant 
decrease of “bright blue” and regions “orange” (referring to the distances which are 
slightly above and below the limiting values of the scale, correspondingly). Additionally, 
the “red” regions (corresponding to positive distance) are decreased and presented 
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rarely. In addition, “grey” color appears in the same areas with the three previous cases 
(i.e. Error scale: 0.001, 0.045, 0.066), indicating the holes that are not fully captured 
during the scanning process. In general, the overall picture revealed by these results is 
that the models present dimensional deviation for this error scale. Nevertheless, the 
results are considerably improved in comparison with the three previous cases (i.e. Error 
scale: 0.001, 0.045, 0.066). 
❖ Surface Distance Maps, Error scale: 0.209 
Regarding the fifth case, when the “Error scale” is set to 0.209 value (Figures 266-
268), the following results of the surface distance map are obtained. More precisely, the 
surface distance map changes, presenting all the color ranges. In fact, the anterior part 
of the model is majorly “green” (indicating zero distance) and with some areas of “blue” 
color (corresponding to negative distance). Furthermore, it is worth mentioning that the 
“bright blue”, “orange” (referring to the distances which are slightly above and below 
the limiting values of the scale, correspondingly), and “red” regions (corresponding to 
positive distance) are significantly decreased. In addition, “grey” color appears in the 
same areas with the previous four cases (i.e. Error scale: 0.001, 0.045, 0.066, 0.141), 
indicating the holes that are not fully captured during the scanning process. In general, 
the overall picture revealed by these results is that the models present slightly dimen-
sional deviation for this error scale. In fact, the results are considerably upgraded in 
comparison with the previous four cases (i.e. Error scale: 0.001, 0.045, 0.066, 0.141). 
❖ Surface Distance Maps, Error scale: 0.470 
Regarding the sixth case, when the “Error scale” is set to 0.470 value (Figures 
269-271), the following results of the surface distance map are obtained. In specific, the 
entire part is majorly “green” (indicating zero distance) and with some sparse areas of 
“blue” color (corresponding to negative distance). Furthermore, it is worth mentioning 
that the “bright blue”, “orange” (referring to the distances which are slightly above and 
below the limiting values of the scale, correspondingly), and “red” regions (correspond-
ing to positive distance) are negligible. In addition, “grey” color appears in the same 
areas with the previous five cases (i.e. Error scale: 0.001, 0.045, 0.066, 0.141, 0.209), 
indicating the holes that are not fully captured during the scanning process. In general, 
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the overall picture revealed by these results is that the models present slightly dimen-
sional deviation for this error scale, presenting satisfactory results with reference to the 
accuracy. Actually, the results are considerably improved in comparison with the previ-
ous five cases (i.e. Error scale: 0.001, 0.045, 0.066, 0.141, 0.209). 
5.5.3. Step 3: Comparison and Evaluation of the Results 
After completing all the required measurements of the anatomical model of the 
T4 vertebra, it is crucial to proceed to the final step of the evaluation stage. In particular, 
this step comprises the comparison and the evaluation of the measurements conducted 
previously (Section 5.5.2.), regarding the dimensional declinations between the printed 
and the scanned STL models. The following figures (Figures 272-273) show an illustration 
of the printed (depicted with blue color) and of the scanned (depicted with pink color) 
model of the T4 vertebra. The analysis of the obtained results is presented as follows. 
 
Figure 272: Printed model of the T4 vertebra 
    
Figure 273: Scanned model of the T4 vertebra 
The results are divided into three categories, including the “Results of linear 
measurements regarding Case #1” for both printed and scanned model, the “Results of 
linear measurements regarding Case #2” for both printed and scanned model, and fi-
nally the “Results of Surface Distance Maps” for both printed and scanned model. 
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5.5.3.1. Results of Linear Measurements: Case #1 
Initially, three distinct linear measurements are made both in the printed and 
scanned model, evaluating the same distance. According to the results (Table 11 and 
Table 13), the average distance is estimated to be 33.253mm and 33.573mm, for the 
printed and the scanned model respectively. The percentage of the deviation between 
this measurement is estimated to 1.049%. Nevertheless, it is worth mentioning that the 
linear measurements are made manually. Consequently, it is expected that the values 
of the measurements will vary from each other, raising issues of accuracy and precision.  
5.5.3.2. Results of Linear Measurements: Case #2 
Secondly, three distinct linear measurements are made both in the printed and 
scanned model, evaluating the same distance of the hole. According to the results (Table 
12 and Table 14), the average distance is estimated to be 9.646mm and 9.646mm, for 
the printed and the scanned model respectively. The percentage of the deviation be-
tween this measurement is estimated to zero. Nevertheless, it is worth mentioning that 
the linear measurements are made manually, provoking issues of accuracy and preci-
sion, similar to the previous case. For this reason, it is considered that in this case the 
models do not present dimensional declinations, accounting for the factor of chance.  
5.5.3.3. Results of Surface Distance Maps 
Hence, the Surface Distance Maps are considered as more accurate and precise 
process, in comparison with the linear measurements for the evaluation of the dimen-
sional declinations between the printed and the scanned models. 
In particular, six distinct cases are examined by adjusting the “Error scale” pa-
rameter to the following values: 0.001, 0.045, 0.066, 0.141, 0.209 and 0.470. The results 
of the calculation of the surface distance maps are presented in Figures 274-279 for dif-
ferent views of the model. In addition, the results regarding the RMS, the Mean absolute 
deviation and the Mean of signed distances, are 0.089480, 0.058955, -0.023571, respec-
tively (Figure 253). In fact, the values of these parameters are the same for the six dis-
tinct cases. 
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Figure 274: Surface distance maps, Error scale: 0.001, 0.045, 0.066, 0.141, 0.209, 0.470 
 
Figure 275: Surface distance maps, Error scale: 0.001, 0.045, 0.066, 0.141, 0.209, 0.470 
 
Figure 276: Surface distance maps, Error scale: 0.001, 0.045, 0.066, 0.141, 0.209, 0.470 
 
Figure 277: Surface distance maps, Error scale: 0.001, 0.045, 0.066, 0.141, 0.209, 0.470 
 
Figure 278: Surface distance maps, Error scale: 0.001, 0.045, 0.066, 0.141, 0.209, 0.470 
 
Figure 279: Surface distance maps, Error scale: 0.001, 0.045, 0.066, 0.141, 0.209, 0.470 
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The following Table (Table 15) presents the results, obtained from Surface Dis-
tance maps for the six different cases of Error scale. Related values of distances and the 
distribution of them can be found in the graduated scale with histogram. The map color 
can change from “blue” (corresponding to negative distance) to “red” (corresponding to 
positive distance) [29]. The “green” color indicates that the distance between surfaces 
of this region is zero [29]. The “grey” color means that the highlighted surfaces are out 
of the specified search distance [29]. The “orange” and the “bright blue” colors refer to 
the distances which are slightly below and above the limiting values of the scale, corre-
spondingly [29]. The scale from 0 to 5 number indicates the rate of the distribution of 
each color for the six different cases. Furthermore, it is worth mentioning that this is an 
approximate estimation. 
Table 15: Comparison of Surface Distance Maps results 
 
 E.s.: 0.001 E.s.: 0.045 E.s.: 0.066 E.s.: 0.141 E.s.: 0.209 E.s.: 0.470 
red 0 0 1 3 5 1 
orange 2 2 3 3 4 1 
green 2 4 3 2 3 1 
blue 2 3 4 1 2 1 
bright blue 2 3 5 1 1 1 
grey 1 2 5 1 1 1 
 
In total, according to the results of the surface distance deviation, it can be no-
ticed that the printed and the scanned models do present remarkable dimensional de-
viation, especially when the Error scale is from 0.001-0.066. When the value of Error 
scale is from 0.141-0.470, the models present slightly dimensional declination. The re-
gions depicted with grey color in Figures 278-279, indicate holes of the printed model 
that are not fully captured during the scanning process. In general, the overall picture 
revealed by these results is that the models present remarkable dimensional deviation. 
Though, the results are satisfactory with reference to the pilot approach of the case 
study.  
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6. Chapter Six: Discussion & Interpretation of Findings 
On the completion of the current study it became apparent that the integration 
of Additive Manufacturing technologies has contributed in a meaningful and substantive 
way to the medical sector. In fact, the most fundamental factors determining the suc-
cess and the rapid growth of Rapid Prototyping technologies are the combination of ge-
ometric flexibility, relatively high-speed, accuracy, low-cost production, and ease of use. 
Nowadays, the most common used methods of AM for medical purposes are Stereo-
lithography (SLA), Selective Laser Sintering (SLS), Fused Deposition Modeling (FDM), 3D-
Printing (3DP) or Multi-Jet Modeling (MJM). 
Actually, AM technology enables the fabrication of physical parts by using initial 
data from medical images, such as Digital Imaging and Communications in Medicine (DI-
COM) images, obtained with the help of Computed Tomography (CT), Magnetic Reso-
nance Imaging (MRI) or Ultrasonography scanning processes. These parts can be used 
as customized implants, bio-models, or scaffolds for tissue engineering, representing 
precisely the patient anatomy. Hence, biomedical modelling has the promising potential 
to create improved prerequisites for preoperative planning, education, and surgical sim-
ulation process, leading to various benefits. 
 According to the results of the majority of the studies, AM technologies, as being 
utilized in medical and healthcare sector, provide various benefits along-with contem-
porary and future applications. In reality, biomedical modelling plays a significant role in 
diagnosis, preplanning, prediction and communication of disease or defect, by reducing 
at the same time the operation time and the level of patient risk and by improving the 
surgical outcome. Additionally, the design and development of multiple devices, instru-
mentation or aid tools used for medical purposes and drug delivery proved beneficial 
for the medical sector, by facilitating the medical profession. 
The process used for the medical model fabrication via AM technologies, is di-
vided into two fundamental stages, the design stage and the manufacture stage. Specif-
ically, the design stage comprises of the acquisition of medical data and image pro-
cessing via Computer-Aided Design (CAD) systems. Subsequently, the manufacture 
 -190- 
stage is composed of the required steps for the creation and finally the fabrication of 
the model via Rapid Prototyping technologies. 
After acquiring the required medical data, obtained from CT, MRI, or Ultrasonog-
raphy scans saved in DICOM file format, a software program can be utilized in order to 
create a 3D-model representing the anatomy of the patient. The most important step in 
image processing is the segmentation method, used for the creation of a model corre-
sponding to a specific region of interest. This model can be exported into CAD or STL file 
format, which is supported mostly by all the AM systems, before proceeding to the man-
ufacture stage.  
Subsequently, the model can be exported to CAD programs for further pro-
cessing and optimization, by using the available editing tools, such as smoothing, merg-
ing, rescaling etc. Ultimately, the creation of the RP model according to the created STL 
file, is used for the 3D-printing process and finally for the fabrication of the customized 
anatomical model. 
Furthermore, it should be taken into consideration that each of these steps can 
introduce geometric deviations, leading to distortions in the final AM medical model. 
Though, the largest percentage of these inaccuracies in AM medical models is intro-
duced during the process of medical imaging or during image processing, rather than 
during the manufacturing stage (e.g. during 3D-printing process), which is considered as 
more accurate procedure. For this reason, the medical imaging process is considered as 
the major source of inaccuracies, requiring indisputable investigation. 
According to the findings with respect to literature review, there is a great variety 
of software program solutions, both open-source or commercially available, designed 
for the creation of 3D-printed models. The most commonly used software tools for the 
conversion of DICOM files to STL file format are the following: 3DSlicer, ITK-SNAP, Ma-
terialize (Mimics), Seg3D & ImageVis3D, and Osirix. Particularly, Materialise is consid-
ered as the market standard, providing an extra application tool (i.e. Mimics) for the 
direct creation of accurate 3D-models, designed for medical applications. Nevertheless, 
the other solutions are free and open-source applications and consequently can be eas-
ily utilized from non-specialized users. 
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7. Chapter Seven: Conclusions, Recommendations 
7.1. Conclusions 
The aim of presented study is to acquire a profound understanding of the inte-
gration of Additive Manufacturing and Rapid Prototyping technologies in the fabrication 
of patient customized medical model from scanned anatomical images (i.e. DICOM), ob-
tained with the help of Computed Tomography. In particular, the basic scope of the cur-
rent study is to demonstrate the process of fabrication for a real case scenario, namely 
the T4 vertebra of patient’s thoracic spine, in a step-by-step approach by illustrating the 
three fundamental stages: the design, the manufacture, and the evaluation stage. 
The first stage, is extended into four fundamental steps required for the acquisi-
tion of the desired STL file. These steps involve the acquisition of the DICOM files (for 
the current project via CT), the conversion of the DICOM files to STL file format, the 
optimization of the STL file and finally the acquisition of the final STL file. 
Initially, for this stage, this study focused on the exposition of the available open-
source software programs for the conversion of DICOM files to STL file format, as this 
step is considered as the most determinant. Particularly, four different open-source 
software programs (i.e. Seg3D, ImageVis3D, 3DSlicer, and ITK-SNAP) are selected to be 
presented in a step-by-step approach, in order to evaluate the capabilities and the limi-
tations of each software, and finally select the appropriate software solution for a real 
case scenario. 
Consequently, ITK-SNAP software is selected to be utilized for the conversion of 
the medical data, mainly due to the satisfactory results regarding the segmentation pro-
cess. The specific region of interest of the T4 vertebra is isolated from the patient’s tho-
racic spine by using the available segmentation tools for semi-automatic procedure. Ad-
ditionally, the optimization of the STL file is conducted via Meshmixer software, as being 
necessary for the correction of the model’s imperfections. The model is isolated again, 
by using the erasing and filling tool, in order to obtain the desired result. Furthermore, 
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smoothing operation is essential for adjusting the surface and guarantee the quality of 
the model. Finally, the model is saved in STL file format for further processing.  
In the second section, the manufacture stage of the final 3D-printed medical 
model is presented, demonstrating the required steps of the process. Hence, Fused Dep-
osition Modeling (FDM) technology is used, by utilizing the BCN3D Cura 1.0.3. software 
and the BCN3D Sigma R17 printer, for the creation and the 3D-printing of the medical 
model, respectively. After completing the 3D-printing procedure, the model required 
more processing, in order to remove manually the supporting material.  
The third section, focuses on the most important stage of the process, specifi-
cally the evaluation stage. In this stage, the 3D-printed model is scanned via Next Engine 
3D-scanner and processed via ScanStudio HD software, in order to optimize the final 
result. Seven distinct captures (Captures A-G) are conducted by locating the object ver-
tically and horizontally to the Auto-positioner, by using additionally the provided tools. 
Other editing tools, (such as trimming, alignment, fusion, and buffing), are necessary for 
optimizing the captured geometry of the object. Particularly, it is mandatory to remove 
the noise and the overlapping surfaces from two different captures, in order to align 
them in a common coordinate system and get the entire geometry of the model. The 
alignment of the different captures, performed four times, is achieved by specifying 
some points in the shaded view of the object. Moreover, the fusion process is important 
for covering the missing geometry and gaps. At last, the refinement of the final model is 
achieved by using the buffing tool.  
Afterwards, the model is saved in STL file format, in order to measure and eval-
uate the results, regarding the dimensional declinations between the printed and the 
scanned model. Specifically, the measurements are conducted with the help of the Artec 
Studio 11 Professional software, by utilizing the created STL files.  
Initially, three distinct linear measurements are made both in the printed and 
scanned model, evaluating the same distance. According to the results, the average dis-
tance is estimated to be 33.253mm and 33.573mm, for the printed and the scanned 
model respectively. The percentage of the deviation between this measurement is esti-
mated to 1.049%. Though, it is worth mentioning that the linear measurements are 
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made manually. Consequently, it is expected that the values of the measurements will 
vary from each other, raising issues of accuracy and precision.  
Secondly, three distinct linear measurements are made both in the printed and 
scanned model, evaluating the same distance of the hole of the medical model. Accord-
ing to the results, the average distance is estimated to be 9.646mm and 9.646mm, for 
the printed and the scanned model respectively. The percentage of the deviation be-
tween this measurement is estimated to zero. Nevertheless, it is remarkable that the 
linear measurements are made manually, provoking issues of accuracy and precision, 
similar to the previous case. For this reason, it is considered that in this case the models 
do not present dimensional declinations, accounting for the factor of chance.  
Hence, the measurement via Surface Distance Maps method is required, 
considered as more accurate and precise process, in comparison with the linear meas-
urements. For the comparison and the evaluation of dimensional declinations between 
the printed and the scanned models, six distinct cases are examined by adjusting the 
“Error scale” parameter to the following values: 0.001, 0.045, 0.066, 0.141, 0.209 and 
0.470. The results of the calculation of the surface distance maps, regarding the Root 
Mean Square (RMS), the Mean absolute deviation and the Mean of signed distances, are 
0.089480, 0.058955, -0.023571, respectively. Furthermore, it is noteworthy mentioning 
that the values of these parameters are the same for the six distinct cases. 
In total, according to these results, it can be noticed that the printed and the 
scanned models do present remarkable dimensional deviation, especially when the Er-
ror scale is from 0.001-0.066. When the value of Error scale is from 0.141-0.470, the 
models present slightly dimensional declination. The regions depicted with grey color 
indicate holes of the printed model that are not fully captured during the scanning pro-
cess, due to the complexity of the structure. In general, the overall picture revealed by 
these results is that the models present remarkable dimensional deviation, although the 
results are satisfactory with reference to the pilot approach of the case study. 
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7.2. Limitations 
Despite the fact that the current study is conducted in accordance with the meth-
ods proposed by the related literature, the matter of accuracy should be highlighted. 
The conversion of DICOM files into the final 3D-model is identified as the major source 
of inaccuracies, leading to distortions and geometric deviations in the final AM medical 
model. Though, the largest percentage of these inaccuracies is introduced during the 
process of medical imaging or during image processing, rather than during the 3D-print-
ing process. The semi-automatic segmentation, provided by ITK-SNAP software applica-
tion, provides satisfactory results, although the improvement of process parameters 
need to be further investigated before medical models are used in a real surgery or in 
the clinical practise. 
Furthermore, the process involved a significant number of software programs 
for conducting distinct steps. Nevertheless, the majority of these programs are open-
source and not require specialized manipulation knowledge. Especially as regards the 
medical imaging processing, the ascertainment by a professional medical opinion is cru-
cial for the more adequate and precise outcome. 
In addition, this study is conducted in the framework of a pilot demonstration of 
the fabrication of patient specific 3D-printed medical models, utilizing Fused Deposition 
Modeling method. Though, other Rapid Prototyping techniques can be utilized for the 
manufacture process. Similarly, there is a great variety of 3D-scanning methods that 
present more accurate results. Nevertheless, the overall picture revealed by the ob-
tained results is quite satisfactory and adequate. 
7.3. Recommendations & Further investigation 
The current study is an interpretative research, mainly focused on the direction 
of profound understanding, regarding the integration of Additive Manufacturing and 
Rapid Prototyping technologies in medical sector. The obtained results indicated the ca-
pabilities of the AM application in terms of fabrication of customized medical models. 
In the current years, despite the fact that AM technologies offer a great potential 
regarding the field of medical applications, although they have not been adopted yet in 
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a large extent, mainly due to the high cost and fabrication time involved. Nevertheless, 
it is a common fact that AM technologies are more flexible, efficient and less-time con-
suming in comparison with conventional manufacturing methods for designing and 
manufacturing customized anatomical models. In future, AM technologies can persist to 
improve if the medical implant technology will be offered in a reasonable cost.  
Additionally, one of the most important limitations of AM technologies in medi-
cal applications is the excessive use of classical materials, in relation to biomaterials. 
Future research studies should investigate and expand the knowledge in this field, by 
incorporating new biocompatible materials in the fabrication of medical models via 
Rapid Prototyping technologies. 
Furthermore, suggested future research should include the investigation of ma-
terials for customized medical models that are not only biocompatible, but also materi-
als that fulfil all the appropriate requirements and specifications, as regards the me-
chanical properties, such as stiffness, tensile strength and certainly the proper geomet-
rical accuracy. 
According to literature review, there is a great plethora of software packages 
utilized for the conversion of DICOM files to CAD or STL file formats. The majority of 
them provide a variety of distinct CT image segmentation methods, for the creation of 
a 3D-model, representing the anatomy of a patient. Though, the accuracy of the final 
model depends on the user’s familiarization with the software or on the profound med-
ical knowledge. Automatic image segmentation methods do not present highly accurate 
results, while manual image segmentation techniques demand excessive manual post-
processing, effort and time in order to isolate the region of interest and obtain a satis-
factory result. In fact, this factor limits the growth of AM technologies. For this reason, 
it is highly recommended for future research to broaden and examine the development 
of fully automatic and adaptive image segmentation software programs that improve 
not only the quality, but also the overall accuracy of the result.  
Moreover, the process of creating 3D-models for medical purposes is a collabo-
rative issue that integrates the expertise from various scientific fields. Consequently, the 
investigation of a possible collaboration of AM researchers with medical professions 
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(e.g. doctors, radiologists etc.) is indisputably required, in order to enhance the capabil-
ities of AM technologies in medical purposes. Actually, the verification by a professional 
medical opinion is crucial during the image acquisition and image processing phase, for 
the determination of the optimal parameters that best delineate the region of interest 
and provide adequate resolution and accuracy.  
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Appendix 
List of terms 
i. Acrylonitrile Butadiene Styrene: (ABS) 
ii. Additive Manufacturing: (AM) 
iii. Center for Integrative Biomedical Computing: (CIBC)  
iv. Computed Axial Tomography: (CAT) 
v. Computed Tomography: (CT) 
vi. Computer-Aided Design: (CAD) 
vii. Digital Imaging Communications in Medicine: (DICOM) 
viii. Direct Metal Laser Sintering: (DMLS) 
ix. Electron Beam Melting: (EBM) 
x. Fused Deposition Modeling: (FDM) 
xi. Insight Toolkit: (ITK) 
xii. Magnetic Resonance Imaging: (MRI) 
xiii. Multi-Jet Modelling: (MJM) 
xiv. National Electrical Manufacturers Association (NEMA) 
xv. National Institutes of Health: (NIH) 
xvi. Neuroimaging Informatics Technology Initiative: (NIfTI) 
xvii. Scientific Computing and Imaging Institute: (SCI) 
xviii. Selective Laser Melting: (SLM) 
xix. Selective Laser Sintering: (SLS) 
xx. Standard Triangle Language: (STL) 
xxi. Stereolithography: (SLA) 
xxii. Three-Dimensional: (3D) 
xxiii. Three-Dimensional-Printing: (3DP) 
xxiv. Two-Dimensional: (2D) 
xxv. Rapid Manufacturing: (RM) 
xxvi. Rapid Prototyping: (RP) 
xxvii. Region of Interest: (ROI) 
xxviii. Penn Image Computing and Science Laboratory: (PICSL) 
xxix. Universal Volume Format: (UVF) 
xxx. Ultraviolet Laser: (UV) 
