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Within the conventional statistical physics framework, we study critical phenomena in a class of
network models with hidden variables controlling links between pairs of nodes. We find analyti-
cal expressions for the average node degree, the expected number of edges, and the Landau and
Helmholtz free energies, as a function of the temperature and number of nodes. We show that
the network’s temperature is a parameter that controls the transition from unconnected graphs to
power-degree (scale-free) and random graphs. With increasing temperature, the degree distribu-
tion is changed from power-degree, for lower temperatures, to a Poisson-like distribution for high
temperatures. We also show that phase transition in the sparse networks leads to the fundamental
structural changes in the network topology. Below the critical temperature, the graph is completely
disconnected. Above the critical temperature, the graph becomes connected, and a giant component
appears.
Keywords: complex networks; statistical mechanics; graph ensembles; phase transitions; hidden variables;
graph temperature
I. INTRODUCTION
Network science has contributed to very diverse fields
in both the natural and human sciences due to its in-
trinsic interdisciplinary nature. The phenomena and
processes in networks belonging to nature’s fundamen-
tal structures are quite different from those in lattices
and fractals. That is why studying these intriguing ef-
fects will lead to a new understanding of a broad class of
natural, artificial, and social systems [1–6].
Current research in the field of complex networks (or
graphs) is focusing on three main classes of models: ran-
dom graphs, small-world, and scale-free networks [7]. In
contrast to regular networks, the random graph proper-
ties, such as the number of nodes, edges, and connections
between them, are determined randomly. These models
lead to Poisson degree distributions of the number of links
per node [1]. Small-world networks are an intermediate
between the highly clustered regular lattices and random
graphs. Small-world networks have two distinctive fea-
tures: the distance between any pairs of nodes is rela-
tively small, and they have a relatively high level of clus-
tering. Scale-free networks, having a power-law degree
distribution, are characterized by large hubs, i.e., a few
nodes highly connected to other network nodes. There-
fore, one can consider scale-free networks as a subclass
of small-world networks [1, 5, 6, 8]. Nowadays, scale-
free models are of significant interest, since many real
networks such as social networks, airline networks, the
World Wide Web, computer networks, the Internet, and
others, can be treated as scale-free networks [2–7, 9–11].
During the two last decades, methods of statistical me-
chanics applied to complex networks became a powerful
tool for the study and explanation of the properties of
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real-world networks [5–7, 9, 12–17]. The idea that a sta-
tistical approach is adequate to study complex networks
is a natural one, since networks are large complex sys-
tems, and a deterministic approach cannot describe their
collective behavior. The recent development of these
methods has revealed new and unexpected challenges in
the statistical physics of networks. One of them is the
concept of network temperature and its function in the
formation and dynamics of complex networks.
Usually, the temperature of a network is considered
as a dummy variable. However, to complete the anal-
ogy with statistical physics, this concept should be more
meaningful. One of the successful attempts to introduce
the graph temperature as a parameter which controls clus-
tering and/or the degree of topological optimization of a
network, was made in Refs. [18–20]. Further progress
in this approach has been achieved by determining the
network temperature in terms of empirical data, such as
the number of nodes, average node degree, and exponent
of the degree distribution [21].
Critical phenomena in networks result in drastic
changes in the networks’ topological properties, such as
cluster and community structure of the network, cause
the emergence of percolation and a giant connected com-
ponent, etc. [22, 23]. This leads to another challenge:
is it possible to treat the critical phenomena in complex
networks using statistical physics methods in terms of
thermodynamic potentials?
In this paper, we concentrate on the statistical proper-
ties of scale-free networks with hidden variables [24, 25].
The purpose of this paper is twofold. First, to reveal
the role of temperature in the statistical description of
complex networks. Second, to employ methods of sta-
tistical mechanics to study the critical phenomena in
scale-free networks in detail. Our approach works equally
well for undirected and directed graphs. For the sake of
simplicity, we restrict ourselves by considering the undi-
rected case only. The generalization to directed graphs
is straightforward.
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2The paper is organized as follows. In Sec. II, we dis-
cuss the statistical properties of complex networks. In
particular, we show how the temperature of a network
can be determined in terms of the empirical data, such
as the average node degree, number of nodes, and degree
exponent. In Sec. III, we explore phase transitions in
scale-free networks with hidden variables. The transition
from an unconnected to a connected network, the forma-
tion of a giant component, and other essential aspects
of network phase transitions are discussed. In Conclu-
sion, we summarize our results and discuss possible gen-
eralizations of our approach. In the Supplemental Mate-
rial (SM) we estimate the critical exponents of the phase
transition.
II. STATISTICAL DESCRIPTION OF
COMPLEX NETWORKS
A. General formalism
A network is a set of N nodes (or vertices) connected
by L links (or edges). One can describe the network by
an adjacency matrix, aij , where each existing or non-
existing link between pairs of nodes (ij) is indicated by
a 1 or 0 in the i, j entry. Individual nodes possess local
properties such as node degree ki =
∑
j aij , and cluster-
ing coefficient ci =
∑
jk aijajkaki/ki(ki−1) [7, 12, 26, 27].
The network as a whole can be described quantitatively
by its degree distribution Pk and connectivity. The con-
nectivity is characterized by the connection probability
pij , i.e. the probability that a pair nodes (ij) is con-
nected.
The most general statistical description of an undi-
rected network in equilibrium, with a fixed number of
vertices N and a varying number of links, is given by the
grand canonical ensemble [15–18]. For a particular graph
G, the probability of obtaining this graph, P (G), can be
written as
P (G) =
e−βH(G)
Z
, (1)
where H(G) is the graph Hamiltonian, Z denotes the
partition function, and β = 1/T stands for inverse “tem-
perature” of the network.
For an undirected network in equilibrium, with fixed
number of vertices N and varying number of links, the
probability of obtaining a graph, A, with energy EA can
be written as [15–18, 28]
PA =
1
Z exp
(
β(µLA − EA)
)
, (2)
where β = 1/T , with T being the network temperature,
µ is the chemical potential, and LA =
∑
ij aij is number
of links in the graph A. The partition function reads
Z =
∑
A
exp
(
β(µLA − EA)
)
. (3)
The temperature is a parameter that controls cluster-
ing, and the chemical potential controls the link den-
sity and the connection probability in the network. It’s
worth noting that PA = 2
−N(N−1)/2 for all graphs when
T →∞, and when T → 0 we have PA = 1 for the graph
with the maximum value of µLA − EA, and PA = 0 for
all other graphs.
We assign to each edge 〈i, j〉 the ‘energy’ εij . Then the
energy of the graph can be written EA =
∑
i<j εijaij ,
and the partition function and the graph probability are
given by [18]
Z =
∑
{A}
∏
i<j
eβ(µ−εij)aij =
∏
i<j
(
1 + eβ(µ−εij)
)
, (4)
PA =
∏
i<j
p
aij
ij (1− pij)1−aij . (5)
Here pij , the connection probability of the existing link
between nodes i and j, has the usual form of the Fermi-
Dirac distribution [15, 16, 18]:
pij =
1
eβ(εij−µ) + 1
. (6)
The probability pij is equivalent to the expected number
of edges nij between vertices i and j, namely, nij = pij .
We will focus now on a specific case, with the energy
of the link 〈i, j〉 being εij = εi+εj , where εi is the energy
assigned to the vertex i. Then the partition function can
be recast as
Z =
∏
i<j
(
1 + eβ(µ−εi−εj)
)
. (7)
To obtain the grand potential, Ω, which we will refer
to as the Landau free energy, we use the relation Ω =
−kT lnZ. This yields
Ω = −kT
∑
i<j
(
1 + eβ(µ−εi−εj)
)
. (8)
For N  1 one can replace the sum by an integral and
recast (8) as
Ω = −N(N − 1)
2β
∫∫
ln
(
1 + eβ(µ−ε−ε
′))ρ(ε)ρ(ε′)dεdε′,
(9)
where ρ(ε) denotes the density of states, with the stan-
dard normalization
∫
ρ(ε)dε = 1. Finally, we can recover
the Helmholtz free energy F and internal energy E, using
the following relations:
F =Ω + µL, (10)
E =F + β
∂F
∂β
. (11)
Having the Landau free energy, one can find the ex-
pected number of links as follows: L = −∂Ω/∂(βµ). The
computation yields
L =
N(N − 1)
2
∫∫
ρ(ε)dερ(ε′)dε′
eβ(ε+ε′−µ) + 1
. (12)
3The average degree of a vertex i with energy εi can be
obtained by calculating the integral
k¯(εi) = N
∫
ρ(ε)dε
eβ(εi+ε−µ) + 1
. (13)
Denoting the average node degree in the whole network
with 〈k〉 = (1/N)∑i k¯(εi) , we obtain
〈k〉 =
∫
k¯(ε)ρ(ε)dε = N
∫∫
ρ(ε)ρ(ε′)dεdε′
eβ(ε+ε′−µ) + 1
. (14)
Comparing this expression with (12), we obtain the fol-
lowing relation between the expected number of links and
average node degree: L = N〈k〉/2 (N  1).
Remark. – If we have empirical information about
the number of nodes, average node degree, chemical
potential, and other parameters that can be included
in the density of states, i.e., the exponent of the degree
distribution, etc., then we can define the temperature
of a given network employing the equation of state,
L = N〈k〉/2. .
Clustering coefficient
The clustering coefficient is defined as the probability
that two nodes, connected to a third node, will also be
connected to each other [26]. For a given node i with
energy εi, the local clustering coefficient, ci ≡ c(εi), can
be calculated as follows [24]:
ci =
N2
k¯2(εi)
∫∫
p(εi, ε
′)p(ε′, ε′′)p(εi, ε′′)ρ(ε′)ρ(ε′′)dε′dε′′,
(15)
where k¯(εi) = N
∫
p(εi, ε
′)ρ(ε′)dε′ and
p(ε, ε′) =
1
eβ(ε+ε′−µ) + 1
. (16)
The clustering coefficient of the vertices of degree k is
given by [24]
ck =
1
Pk
∫
g(k|ε)c(ε)ρ(ε)dε, (17)
where g(k|ε) is the propagator, yielding
Pk =
∫
g(k|ε)ρ(ε)dε. (18)
There are two possible characterizations of the global
clustering coefficient. First, and mostly used, is by
averaging of ck over the whole network, i.e. writing
C =
∑
k ck. In the continuous limit we obtain
C1 =
∫
c(ε)ρ(ε)dε. (19)
In the computation of this expression, we used the nor-
malization condition
∑
k g(k|ε) = 1.
The second definition is as follows [15, 29]:
C2 =
3× number of triangles
number of connected triples
. (20)
This can be recast as [30]
C2 =
∑
i k¯(εi)(k¯(εi)− 1)ci∑
i k¯(εi)(k¯(εi)− 1)
. (21)
In the continuous limit we have
C2 =
∫
k¯2(ε)c(ε)ρ(ε)dε∫
k¯2(ε)ρ(ε)dε
. (22)
In the limit of high temperatures, the connection prob-
ability p(ε, ε′) → 1/2, as T → ∞. Using this result, one
can show that the average node degree in the whole net-
work, 〈k〉, converges to N/2, and for both definitions the
average clustering coefficient C1,2 → 1/2, when T →∞.
Comment. The definitions for the global clustering
coefficient introduced above are highly non-equivalent,
i.e., in some situations, one can obtain C1 = 1 and C2 = 0
(see, for instance, the discussion in Refs. [30]). In Section
III, we will show that the first definition leads to the
wrong results for sparse networks.
Generating function formalism
Critical phenomena in networks with arbitrary degree
distribution can be treated successfully using the gen-
erating function formalism [12, 31]. Following [12], we
define a generating function as
G0(z) =
∑
k
zkPk, (23)
where Pk is the degree distribution (the probability that
any given vertex has degree k). Further, all calculations
will be confined to the region 0 ≤ z ≤ 1.
To compute G0(z), we use the generating function for-
malism for networks with hidden variables developed in
[24]. If we consider ε as a hidden variable, then the degree
distribution can be written
Pk =
∫
g(k|ε)ρ(ε)dε, (24)
where g(k|ε) denotes the propagator, with the normal-
ization condition
∑
k g(k|ε) = 1. Substituting Pk in Eq.
(23), we obtain
G0(z) =
∫
dερ(ε)
∑
k
zkg(k|ε). (25)
As shown in [24],
ln
∑
k
zkg(k|ε) = N
∫
dε′ρ(ε′) ln
(
1− (1− z)p(ε, ε′)).
(26)
4Using this result in Eq. (25), we obtain
G0(z) =
∫
dερ(ε) exp
(
N
∫
dε′ρ(ε′) ln
(
1− (1− z)p(ε, ε′))).
(27)
Having the generating function, one can easily calcu-
late the degree distribution and its moments:
Pk =
1
k!
dk
dzk
G0(z)
∣∣∣
z=0
, (28)
〈kn〉 =
(
z
d
dz
)n
G0(z)
∣∣∣
z=1
. (29)
In particular, this yields
〈k〉 = G′0(1), 〈k2〉 = G′′0(1) +G′0(1). (30)
Further, it is convenient to introduce the abbreviation
for derivatives of the generating function:
zn =
dn
dzn
G0(z)
∣∣∣
z=1
. (31)
Then, using Eq. (29), we obtain 〈k〉 = z1, 〈k2〉 = z2 +z1,
etc.
For sparse networks, using (27) and the results of Ref.
[24], we find that the generating function can be written
as
G0(z) =
∫ µ
0
e(z−1)k¯(ε)ρ(ε)dε, (32)
where k¯(ε) = N
∫ µ
0
p(ε, ε′)ρ(ε′)dε′ is the expected degree
of the node with the hidden variable ε. Straightforward
computation leads to the following relation: zn = 〈k¯n〉,
where we denote by 〈k¯n〉 the n-th moment of the node
degree with the hidden variable ε,
〈k¯n〉 =
∫
k¯n(ε)ρ(ε)dε. (33)
Using the relation zn = 〈k¯n〉 and Eq. (30) , one can cal-
culate the n-th moment of the degree distribution, 〈kn〉,
if we know the corresponding moments for the hidden
variables, 〈k¯n〉. In particular, we obtain
〈k2〉 = 〈k¯2〉+ 〈k〉. (34)
B. Scale-free networks with hidden variables
We begin with the definition of random scale-free net-
works and discussion of their properties. They are char-
acterized by a power-law degree distribution of the num-
ber of links per node, Pk ∼ k−γ , where 1 ≤ k ≤ k0, and
the exponent of the distribution is γ > 1.
We assign to each node a “hidden variable” εi and de-
fine the link “energy” of the edge, 〈i, j〉, between vertices
i and j as εij = εi + εj . Next, we map the free-scale
network to a network with hidden variables as described
below. The connection probability of the existing link
between nodes i and j is given by Eq. (6)
pij =
1
eβ(εi+εj−µ) + 1
. (35)
There are two important cases to consider. One is
when the graph becomes fully connected (dense graph),
i.e. 〈k〉 → N as T → 0. The opposite case is when
the graph becomes empty (sparse graph), i.e. 〈k〉 → 0
as T → 0. For both graphs the average node degree
converges to 〈k∞〉 = N/2 as T →∞. We define the graph
as dense (sparse) if it becomes almost fully connected
(empty) when T → 0. Our definition is weaker than
in Ref. [18], where dense (sparse) is defined as a graph
which becomes fully connected (empty) while T → 0. To
distinguish the networks with these properties we will
call them pure dense/sparse networks.
Let us assign to each node a “hidden variable” εi as
follows: for dense graphs, εi = Tc ln ki, and for sparse
graphs, εi = −Tc ln ki. Then the quantities εi are dis-
tributed according to ρ(εi) ∼ βc(γ−1)e±βc(γ−1)εi , where
0 ≤ εi ≤ ε0 and ε0 = Tc ln k0. The upper/lower sign cor-
responds to sparse/dense graph.
Comment. In contrast to Ref. [18], where the temper-
ature of a network was directly related to the exponent
of its degree distribution by setting T = γ − 1, we allow
the temperature to be a free parameter. It can be cal-
culated if the empirical data are known. Next, since the
re-scaling of the chemical potential can adjust Tc, with-
out loss of generality, one can take the value of Tc to be
Tc = 1. Throughout the paper, we choose Tc = 1, and
in most of numerical simulations we take γ = 2.1. (Note
the chosen value of γ is typical for many real networks.)
The computation of the density of states yields
ρ(ε) =
αβeαβ(ε−ε0/2)
2 sinh(aβε0/2)
, sparse graph, (36)
ρd(ε) =
αβe−aβ(ε−ε0/2)
2 sinh(aβε0/2)
, dense graph. (37)
where α = βc(γ − 1)/β.
We are now able to calculate the expected vertex de-
gree k¯(ε), expected number of links L, and the Landau
free energy Ω. After some algebra we obtain rather long
expressions:
5• Sparse graph:
k¯(ε) =
N
2 sinh(αβε0/2)
(
eαβε0/22F1
(
1, α; 1 + α;−eβ(ε+ε0−µ))− e−αβε0/22F1(1, α; 1 + α;−eβ(ε−µ))) (38)
Ls =
N(N − 1)
8 sinh2(αβε0/2)
(
eαβε03F2
(
1, α, α; 1 + α, 1 + α;−eβ(2ε0−µ))− 2eαβ(ε0−µ)3F2(1, α, α; 1 + α, 1 + α;−eαβ(ε0−µ))
+ e−αβε03F2
(
1, α, α; 1 + α, 1 + α;−e−βµ)). (39)
Ωs = − 1
aβ
Ls − N(N − 1)
8β sinh2(αβε0/2)
(
eαβε0 ln
(
1 + eβ(µ−2ε0)
)− 2 ln (1 + eβ(µ−ε0))+ e−αβε0 ln (1 + eβµ)
+ eαβε0Φ(−eβ(2ε0−µ), 1, α))− 2Φ(−eβ(ε0−µ), 1, α))+ e−αβε0Φ(−e−βµ, 1, α)), (40)
• Dense graph:
k¯d(ε) =
Nαeβ(µ−ε)
2(1 + α) sinh(αβε0/2)
(
eαβε0/22F1
(
1, 1 + α; 2 + α;−eβ(µ−ε))− e−αβε0/22F1(1, 1 + α; 2 + α;−eβ(µ−ε−ε0)))
(41)
Ld =
N(N − 1)α2eβ(µ−ε0)
8(1 + α)2 sinh2(αβε0/2)
(
e−(1+α)βε03F2
(
1, 1 + α, 1 + α; 2 + α, 2 + α;−eβ(µ−2ε0))
− 23F2
(
1, 1 + α, 1 + α; 2 + α, 2 + α;−eβ(µ−ε0))+ e(1+α)βε03F2(1, 1 + α, 1 + α; 2 + α, 2 + α;−eβµ)). (42)
Ωd =
1
αβ
Ld − N(N − 1)
8β sinh2(αβε0/2)
(
e−αβε0 ln
(
1 + eβ(µ−2ε0)
)− 2 ln (1 + eβ(µ−ε0))+ eαβε0 ln (1 + eβµ)
+ e−αβε0Φ(−eβ(2ε0−µ), 1,−α)− 2Φ(− eβ(ε0−µ), 1,−α)+ eαβε0Φ(− e−βµ, 1,−α)), (43)
where pFq(a1, . . . , ap; b1, . . . , bq; z) is the generalized hy-
pergeometric function, and Φ(z, a, b) denotes the Lerch
transcendent [32, 33].
Fitness model
As the first application of the developed approach, we
consider the fitness model proposed in Ref. [34]. In this
model for each vertex of the random network, a real non-
negative hidden variable, called the fitness, is assigned.
The fitness model belongs to the class of dense scale-
free networks described above, with ε being the hidden
variable, such that ε0 → ∞ and the chemical potential
µ = const [34, 35]. The linking probability is described
by Eq. (16) with the density of states given by
ρf (ε) = αβe
−αβε = βc(γ − 1)e−βc(γ−1)ε. (44)
In our model, the chemical potential is defined by the
total number of vertices in the network: µ = Tc lnN .
The computation of the expected degree of vertex, the
expected value of links and the Landau free energy yields:
k¯f (ε) =
Nα
1 + α
2F1
(
1, 1 + α; 2 + α;−eβ(µ−ε)), (45)
Lf =
N(N − 1)α2eβµ
2(1 + α)2
3F2
(
1, 1 + α, 1 + α; 2 + α, 2 + α;−eβµ), (46)
Ωf =
1
αβ
Lf − N(N − 1)
2β
(
ln
(
1 + eβµ
)
+ Φ
(− e−βµ, 1,−α)). (47)
Our numerical simulations show that in the fitness
model both definitions of the clustering coefficient yield
the same result; therefore, we omit indices, writing C
instead of C1,2. In Figs 1, 2 the average clustering co-
6FIG. 1. Fitness model. The average clustering coefficient, C,
in the whole network as a function of T (γ = 2.1) is depicted.
Green dashed line: µ = 10, red solid line: µ = 5. Blue dash-
dotted line presents the asymptotic value of the clustering
coefficient.
FIG. 2. Fitness model. The average node degree per node,
κ = 〈k〉/N , as a function of number of nodes and temperature
(γ = 2.1).
efficient C, in the whole network and the average node
degree per node, κ = 〈k〉/N , are depicted. As shown
in Fig. 1, the clustering coefficient C ' 1 for low tem-
peratures, T ' Tc, and C1,2 ' 1/2 when T  Tc. The
behavior of the average node degree is typical for dense
graphs: for low temperatures κ ' 1, and κ→ 1/2 in the
limit of high temperatures, T  1 (Fig. 2).
III. CRITICAL PHENOMENA
One of the important specific cases of scale-free net-
works is when ε0 = µ. Thus, it follows that the chemical
potential is defined by the cut-off, µ = Tc ln k0. Our
choice of ε0 leads to the following modifications of Eqs.
(36) – (43). The density of states for a dense/sparse net-
work is given now by
ρs(ε) =
αβeaβ(ε−µ/2)
2 sinh(aβµ/2)
, sparse graph, (48)
ρd(ε) =
αβe−αβ(ε−µ/2)
2 sinh(aβµ/2)
, dense graph. (49)
The expressions for the expected vertex degree, number
of links and Landau free energy are modified as follows:
• Sparse graph:
k¯(ε) =
N
2 sinh(αβµ/2)
(
eαβµ/22F1
(
1, α; 1 + α;−eβε)− e−αβµ/22F1(1, α; 1 + α;−eβ(ε−µ))) (50)
Ls =
N(N − 1)
8 sinh2(αβµ/2)
(
eαβµ3F2
(
1, α, α; 1 + α, 1 + α;−eβµ)− 23F2(1, α, α; 1 + α, 1 + α;−1)
+ e−αβµ3F2
(
1, α, α; 1 + α, 1 + α;−e−βµ)). (51)
Ωs = − 1
αβ
Ls − N(N − 1)
8β sinh2(αβµ/2)
(
eαβµ ln
(
1 + e−βµ
)− 2 ln 2 + e−αβµ ln (1 + eβµ)+ eαβµΦ(− eβµ, 1, α)
− 2Φ(−1, 1, α) + e−αβµΦ(− eβµ, 1, α)), (52)
7• Dense graph:
k¯d(ε) =
Nα
2(1 + α) sinh(αβµ/2)
(
eαβµ/22F1
(
1, 1 + α; 2 + α;−eβ(µ−ε))− e−αβµ/22F1(1, 1 + α; 2 + α;−e−βε)) (53)
Ld =
N(N − 1)α2
8(1 + α)2 sinh2(αβµ/2)
(
e−(1+α)βµ3F2
(
1, 1 + α, 1 + α; 2 + α, 2 + α;−e−βµ)
− 23F2(1, 1 + α, 1 + α; 2 + α, 2 + α;−1) + e(1+α)βµ3F2
(
1, 1 + α, 1 + α; 2 + α, 2 + α;−eβµ)). (54)
Ωd =
1
aβ
Ld − N(N − 1)
8β sinh2(αβµ/2)
(
e−αβµ ln
(
1 + e−βµ
)− 2 ln 2 + eαβµ ln (1 + eβµ)+ e−αβµΦ(− eβµ, 1,−α)
− 2Φ(−1, 1,−α) + eaβµΦ(− e−βµ, 1,−α)). (55)
FIG. 3. The average node degree per node, κ = 〈k〉/N , as
a function of chemical potential and temperature (γ = 2.1).
Upper (cyan) surface depicts κ for the dense graph. Lower
(red) surface presents the results for the sparse graph.
Numerical simulations presented in Figs. 3, 4 vali-
date our analytical predictions for the behavior of av-
erage node degree as a function of temperature for a
dense/sparse graph. As one can see, κ→ 1/2 for T  µ.
The behavior of the average node degree near zero tem-
perature coincides for both graphs in the limit of µ→ 0
yielding κ → 1/2 (Fig. 3). Note, a true sparse (dense)
graph, that implies 〈k〉 = 0 (〈k〉 = 1) at T = 0, only
exists in the limit of µ→∞ when T → 0.
In Figs. 5, 6, the Landau and Helmholtz free ener-
gies are depicted as functions of temperature and chem-
ical potential. For low temperatures and high values of
the chemical potential, one can observe a slightly pro-
nounced minimum in the behavior of the Helmholtz free
energy and a flat Landau free energy for the sparse graph
(Fig. 6). In Figs. 7, 8 the average clustering coefficients
in the whole network, C1,2 are presented for different
FIG. 4. The average node degree per node, κ = 〈k〉/N , as
a function of temperature (γ = 2.1). Upper curves: dense
graph. Lower curves: sparse graph. Black dotted line:
µ = 20, green dashed line: µ = 10, red solid line: µ = 5.
Blue dash-dotted line presents the asymptotic value of the
clustering coefficient.
magnitudes of the chemical potential. For high tempera-
tures, both clustering coefficients behave according to the
theoretical predictions, C1,2 ' 1/2. However, for lower
temperatures (and sparse graphs), the results are quite
different. The behavior of C2 is in agreement with the
behavior of average node degree (Fig. 4), while C1 yields
wrong results. Based on these results, we will use the
definition of C2 for the global clustering coefficient.
A. Phase transitions in sparse networks
We are interested in the pure sparse network model
with vanishing average node degree at zero tempera-
ture. We consider a particular model with the chemi-
cal potential defined by µ = Tc ln(νN/〈k〉), where ν is a
temperature-independent parameter [19–21]. As follows
from our previous analysis, the chemical potential should
be infinite at T = 0. Applying this criterion to sparse
scale-free networks, we find that it holds when γ > 2.
8FIG. 5. Landau free energy per link as a function of T and µ
(γ = 2.1). Left: dense graph. Right: sparse graph.
FIG. 6. Helmholtz free energy per link as a function of T and
µ (γ = 2.1). Left: dense graph. Right: sparse graph.
Here we concern ourselves with the exponent of distri-
bution associated with the phase transitions in scale-free
networks, assuming further γ > 2.
To determine ν, we use the relation Ls = 〈k〉N/2.
Then, after substitution of 〈k〉 = Nνe−βcµ, we take
the limit T → ∞ and use the asymptotic properties of
FIG. 7. The average clustering coefficient, C1, in the whole
network as a function of T (γ = 2.1). Upper curves: dense
graph. Lower curves: sparse graph. Black dotted line:
µ = 20, green dashed line: µ = 10, red solid line: µ = 5.
Blue dash-dotted line presents the asymptotic value of the
clustering coefficient.
FIG. 8. The average clustering coefficient, C2, in the whole
network as a function of T (γ = 2.1). Upper curves: dense
graph. Lower curves: sparse graph. Black dotted line:
µ = 20, green dashed line: µ = 10, red solid line: µ = 5.
Blue dash-dotted line presents the asymptotic value of the
clustering coefficient.
the generalized hypergeometric function [33] to obtain ν.
The computation yields
ν =
(
γ − 1
γ − 2
)2
. (56)
Now that we have obtained the constant ν, we can find
the dependence of the chemical potential on temperature
employing the equation
νe−βcµ =
2L(N,T, µ)
N2
, (57)
where L(N,T, µ) is the expected number of links. (Here-
after we omit the subindices s/d in all calculations.)
Since an analytical solution of this equation does not
exist, we solve it numerically. In Fig. 9 the chemical
potential for dense (red curve) and sparse (blue curve)
networks is depicted. As one can see, the chemical po-
tential for the dense network is a continuous function
of temperature, and µ(T ) → µ0 when T → 0. For the
sparse graph we have µ(T ) → ∞ as T → Tc+, and we
assume µ(T ) =∞ for T < Tc.
In Fig. 10 the average node degree per node, κ =
〈k〉/N , is presented. For both graphs, κ → 1/2 when
T →∞, as expected. However, the average node degree’s
behavior for dense and sparse graphs is highly different
for lower temperatures. While κ is a smooth function of
temperature for the dense graph, for the sparse graph,
this is not true. At the point T = Tc, the system experi-
ences a phase transition. Below the critical temperature,
the graph is completely disconnected, κ = 0. In Fig. 11
the Landau and Helmholtz free energies of sparse graphs
are depicted. Both energies are continuous functions of
temperature; however, they lost their analytical proper-
ties at the critical point .
9FIG. 9. Graph of the chemical potential µ as a function of
temperature (γ = 2.1, Tc = 1). Upper (blue) line depicts the
behavior of the chemical potential for sparse graph. Lower
(red) line presents the dense graph.
FIG. 10. The average node degree per node, κ = 〈k〉/N , as
a function of temperature (γ = 2.1). Upper (red) line: dense
graph. Lower (blue) curve: sparse graph. Inset: Zoom of the
main plot for the sparse graph.
Near the critical temperature the chemical potential
behaves as
µ ∼ −λ ln τ, (58)
where τ = (T − Tc)/Tc is the reduced temperature. The
constant, λ, is calculated by performing the numerical
simulations (see SM for details). We obtain
λ =
{
1/(γ − 2), 2 < γ < 3
1, γ ≥ 3 (59)
To describe the phase transition, we introduce the or-
der parameter, η = 2〈k〉/N , which ranges between zero
and one. Near the critical temperature we have
η ∝τλ − bτ δ ln τ, (60)
FIG. 11. Sparse graph. Free energy per link as a func-
tion of temperature (γ = 2.1). Upper (red) line depicts the
Helmholtz free energy. Lower (blue) line presents the Landau
free energy.
where b is some constant, δ = λ(γ−1) and λ is the critical
exponent defined by Eq. (A4) (see SM for details).
Using analytical properties of the hypergeometric func-
tions, we find that near the phase transition point the
thermodynamic potentials behave as
Ω ∝ η +Aηγ−1 +O(ηγ), (61)
F ∝ η +Bηγ−1 +O(ηγ), (62)
where A and B are certain constants. After substituting
η from Eq. (A18) and leaving the leading terms, we
obtain
Ω ∝τλ − bτ δ ln τ, (63)
F ∝τλ − bτ δ ln τ. (64)
The second term describes the logarithmic corrections
to the leading power laws that govern thermodynamic
potentials as a critical point is approached.
B. Degree distribution
We are now ready to analyze the topological properties
of the network. First, we are interested in the degree
distribution, Pk. To proceed, we use generating functions
approach presented in Sec. II. The generating function
for sparse networks is given by Eq. (32), written as
G0(z) =
∫ µ
0
e(z−1)k¯(ε)ρ(ε)dε, (65)
where k¯(ε) = N
∫ µ
0
p(ε, ε′)ρ(ε′)dε′ is the expected degree
of the node with the hidden variable ε (see Eq. (50)).
The computation of the degree distribution yields
Pk =
1
k!
∫ µ
0
e−k¯(ε)
(
k¯(ε)
)k
ρ(ε)dε. (66)
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FIG. 12. Degree distribution as a function of k and T (γ =
2.1). Number of nodes is N = 102.
In Fig. 12 the degree distribution, Pk, is depicted as
a function of k and temperature. With increasing tem-
perature, the dependence of Pk on k is changed from
power-degree, for lower temperatures, to a Poisson-like
distribution for high temperatures. To prove this conjec-
ture, below we will consider two limited cases, T ' Tc
and T  Tc, and derive the approximate formulas for
their degree distribution.
Low temperatures
Near the critical temperature, using the asymptotic
properties of the hypergeometric functions [33, 36] and
taking into account that µ 1, we obtain
ρ(ε) ≈ αβeαβ(ε−µ), (67)
k¯(ε) ≈ N2F1
(
1, α; 1 + α;−eβε) ≈ Nξe−βε, (68)
〈k〉 ≈ N3F2
(
1, α, α; 1 + α, 1 + α;−eβµ) ≈ Nξ2e−βµ
(69)
where ξ = α/(α− 1). Note that at the critical point
ξ(Tc) =
√
ν.
Using these results, we rewrite Eq. (65) as
G0(z) = αx
α
0
∫ 1
x0
e−(1−z)〈k〉x/(ξx0)x−α−1dx, (70)
where x0 = e
−βµ = 〈k〉/(Nξ2)  1. Next, taking the
integral, we obtain
G0(z) = αy
α
(
Γ(−α, y)− Γ(−α, y/x0)
)
, (71)
where y = (1− z)〈k〉/ξ. To verify our results, we derive
G0(1) and G
′
0(1). We find that G0(1) = 1 and G
′
0(1) =
〈k〉, as expected.
In order to get the degree distribution, we use expres-
sion (70) for the generating function. Taking the deriva-
tives at the point z = 0, we find
dk
dzk
G0(0) = α
( 〈k〉
ξ
)k
xα−k0
∫ 1
x0
e−〈k〉x/(ξx0)xk−α−1dx.
(72)
Performing the integration, we obtain
Pk =α
( 〈k〉
ξ
)α
Γ(k − α, 〈k〉/ξ)
k!
− α
( 〈k〉
ξx0
)α
Γ(k − α, 〈k〉/(ξx0)
k!
. (73)
where we have used Eq. (28) in computing the degree
distribution.
Since 〈k〉/(ξx0) 1, one can neglect the last term and
write
Pk = α
( 〈k〉
ξ
)α
Γ(k − α, 〈k〉/ξ)
k!
∼ k−α−1. (74)
Thus, near the critical point the degree distribution scales
as Pk ∼ k−τ , with τ = α + 1 = (T/Tc)(γ − 1) + 1 ≈ γ.
At the critical point we have τ = γ.
High temperatures
Now let us consider the case of high temperatures, T 
Tc. Proceeding as above, we obtain
ρ(ε) =
αβeαβ(ε−µ/2)
2 sinh(aβµ/2)
, (75)
k¯(ε) ≈N
2
e−βε, (76)
〈k〉 ≈Ne
−βµ/2 sinh
(
(α− 1)βµ/2)
2 sinh(αβµ/2)
. (77)
When β → ∞ we have 〈k〉 → N/2, as was predicted by
the model.
Now we can repeat the same procedure that we did in
the case of of low temperatures (T ' Tc). Straightfor-
ward computation of the generating function yields
G0(z) = e
−(1−z)〈k〉. (78)
In the calculation of this expression we have used the
asymptotic properties of the incomplete gamma function
Γ(a, z) for large a [33]. This leads to a Poisson distribu-
tion for the degree distribution:
Pk =
e−〈k〉〈k〉k
k!
. (79)
11
(a)
(b)
FIG. 13. Degree distribution Pk (γ = 2.1). Number of nodes
is N = 102. Left: T = 1.1. Right: T = 100. Blue curves
depict Pk defined by exact formula (66). Red dashed curves
present the approximate expression (75) (a) and the Poisson
distribution (80) (b).
Thus, we find that in the limit of high temperatures the
degree distribution does not depend on γ, and the graph
becomes a random graph. This is a universal behavior of
scale-free networks.
In Fig. 13 we compare the approximate (red dashed
curves) and exact (solid blue curves) expressions for the
degree distribution. One can see an excellent agreement
between both the approximate and exact results for low
and high temperatures.
C. Formation of a giant component
Most real networks exhibit inhomogeneity in their link
distribution leading to the natural clustering of the net-
work into groups or communities. Within the same com-
munity, node-node connections are dense, but between
groups, connections are less dense. A group of nodes
forms a component when all of them are connected, di-
rectly or indirectly [10, 12].
A “giant component” contains a significant part of the
total number of nodes. For instance, if the degree con-
nection k = N , the whole network is a giant component.
In particular, this is valid for a dense graph in the limit
of T → 0. In Sec. II, we have shown that, for both
dense and sparse graphs, k → N/2 in the limit of high
temperatures. Thus, one can expect that with increas-
ing temperature the dense network should be fragmented
in a finite number of giant components, and in a sparse
network, giant components should arise. In what follows,
we will show that only one giant component arises in our
model.
A giant component is formed in the network when the
following condition holds [10]:
〈k2〉 − 2〈k〉 ≥ 0. (80)
Using the relations 〈k〉 = z1 and 〈k2〉 = z2 + z1, one can
recast (80) as
z2 − z1 ≥ 0. (81)
The computation of zn employing the generating func-
tion (70) yields
zn ≈ γ − 1
n+ 1− γ
( 〈k〉√
ν
)n(
e(n+1−γ)βcµ − 1
)
. (82)
Using this in combination with Eq. (81) leads to
z2 − z1 ∼
{ 〈k〉, 2 < γ < 3
〈k〉 − k0, γ ≥ 3 (83)
where k0 = (γ − 3)(γ − 1)/(γ − 2)2 is the threshold.
The structural phase transition, leading to percola-
tion, results in the giant component emerging and occurs
at the temperature T0, where z2 − z1 = 0. Employing
(83) we find that the critical temperature T0 = Tc, if
2 < γ < 3, and T0 > Tc when γ > 3. We see that for
networks with 2 < γ < 3, the transition associated with
percolation still exists, though at a vanishing threshold
(This result was reported before in [37].).
Let S be the fraction of the graph occupied by the
giant component. Then the size of the giant component
is defined by [12]
S = 1−G0(u), (84)
where u is the smallest non-negative real solution of the
equation
u = G1(u) ≡ G
′
0(u)
〈k〉 . (85)
Fig. 14 shows the giant component’s size for a net-
work with N = 102 and N = 104 nodes. As one can see,
the size of the giant component is a rapidly increasing
function. The saturation occurs for comparatively low
temperatures and values of the average node degree. Be-
low we study two important cases in detail: low (T ' Tc)
and high temperature limits (T  Tc).
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FIG. 14. Size of a giant component as a function of average
node degree (a), and temperature (b) (γ = 2.1). Blue curves:
N = 102. Red dashed lines: N = 104.
Low temperatures
As has been shown above, for low temperatures the
generating function can be approximated as
G0(z) = αy
α
(
Γ(−α, y)− Γ(−α, y/x0)
)
, (86)
where y = (1 − z)〈k〉/ξ and x0 = 〈k〉/(Nξ2). In the
thermodynamic limit, one can neglect the last term and
write
G0(z) = αy
αΓ(−α, y). (87)
We now examine in detail Eq. (85). Using the series
expansion for the incomplete gamma function [33],
Γ(a, z) = Γ(a)−
∞∑
k=0
(−1)kza+k
k!(a+ k)
, (88)
we recast Eq.(85) as
 = −
(
〈k〉
ξ
)γ−2
Γ(3− γ) + (γ − 2)
∞∑
k=1
(−1)k(〈k〉)k
k!(k + 2− γ)ξk ,
(89)
where  = 1− u.
First we consider the case with 2 < γ < 3. Keeping
only dominant terms as → 0, we obtain
 ∼ 〈k〉1/(3−γ)−1. (90)
For networks with γ > 3 we have a non-vanishing thresh-
old, k0, therefore it is convenient to introduce a new small
parameter, 〈k〉 − k0  1. Returning to Eq. (89) we find
ξ
k0
(〈k〉 − k0) =(γ − 3)
∞∑
k=1
(−1)k(k0)kk
(k + 1)!(k + 3− γ)ξk
−
(
k0
ξ
)γ−2
Γ(3− γ)γ−3. (91)
Considering only the leading terms as ε→ 0, we obtain
 ∼
{
(〈k〉 − k0)1/(γ−3), 3 < γ < 4
1, γ > 4
(92)
Returning to the size of the giant component we find
that S ≈ 〈k〉. In conjunction with (90) and (92) this
yields
S ∼
 〈k〉
1/(3−γ)
, 2 < γ < 3
(〈k〉 − k0)1/(γ−3), 3 < γ < 4
〈k〉, γ > 4
(93)
To compare our results with those known for the per-
colation phase transitions, we use the relation
z2 − z1 ∼ q − qc, (94)
where q = 1 − p, qc is the threshold, and p denotes the
fraction of nodes (and their links) removed from the net-
work [14, 37].
The size of the giant component near the critical point
behaves as S ∼ (q − qc)δ [14]. Employing Eq. (83) in
combination with Eq. (93), we find that the critical ex-
ponent, δ, is given by
δ =
 1/(3− γ), 2 < γ < 31/(γ − 3), 3 < γ < 41, γ > 4 (95)
This is in agreement with the results reported in [37].
High temperatures
In this case, in order to to derive the size of the giant
component, we employ Eq.(78) for the generating func-
tion,
G0(z) = e
−(1−z)〈k〉. (96)
Proceeding as above, we find that S satisfies the func-
tional equation:
1− S = G0(1− S) = e−〈k〉S . (97)
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In this limit S ' 1, and the size of the giant component
can be estimated as follows:
S ≈ 1− e−〈k〉. (98)
When T → ∞ we obtain S = e−N/2. Thus, for T 
Tc, almost all nodes of the network belong to the giant
component. However, since S < 1, the giant component
does not fill the entire graph. Moreover, only one giant
component can be formed in the network, in agreement
with the known results for graphs with purely power-law
distributions [12].
CONCLUSION
We demonstrated some diverse critical effects and phe-
nomena occurring in networks, which significantly dif-
fer from those in lattices. We have shown how to treat
random and scale-free networks within the conventional
statistical physics approach and elucidated the role of
network temperature. The temperature is a parameter
that controls the transition from unconnected to power-
degree (scale-free) and random graphs. With increas-
ing temperature, the degree distribution is changed from
power-degree, for lower temperatures, to a Poisson-like
distribution for high temperatures. Temperature can act
contra common sense in networks; for instance, increas-
ing the sparse scale-free networks’ temperature results in
a high degree connection. For dense networks, the oppo-
site is valid.
We introduced a scale-free network model with hidden
variables, and found a finite-temperature phase transi-
tion for a sparse network. The phase transition leads to
fundamental structural changes in the network topology.
The low-temperature phase yields a wholly disconnected
graph. Above the critical temperature, the graph be-
comes connected, and a giant component appears. Near
the critical temperature, the size of the giant component
S  1. It implies the existence of many vertices with
a low degree and a small number with a high degree in
the network. For high temperatures, almost all nodes of
the network belong to the giant component. However,
it turns out that the giant component does not fill the
entire graph, even for the network’s infinite temperature.
Our results suggest that a network temperature might
be an inalienable property of real networks placing con-
ditions on degree distribution, the topology of networks,
and spreading information across these systems. We be-
lieve that our approach provides a unified statistical de-
scription of many properties of real networks, from their
scale-free and random graphs behavior to their commu-
nity structure and topology change.
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Appendix A: Supplemental Material
First, we consider the behavior of the chemical po-
tential near the critical temperature. The dependence
of the chemical potential on temperature is defined by
the equation, 〈k〉 = 2L/N , where L is the expected
number of links. Assuming N >> 1 and substituting
〈k〉 = Nνe−βcµ in the equation,
L =
N(N − 1)
8 sinh2(αβµ/2)
(
eαβµ3F2
(
1, α, α; 1 + α, 1 + α;−eβµ)
− 23F2
(
1, α, α; 1 + α, 1 + α;−1)
+ e−αβµ3F2
(
1, α, α; 1 + α, 1 + α;−e−βµ)), (A1)
we obtain
ν =
eβcµ
4 sinh2(aβµ/2)
(
eaβµ3F2
(
1, a, a; 1 + a, 1 + a;−eβµ)
− 23F2
(
1, a, a; 1 + a, 1 + a;−1)
+ e−aβµ3F2
(
1, a, a; 1 + a, 1 + a;−e−βµ)). (A2)
The solution of this equation yields the chemical poten-
tial as a function of temperature.
FIG. 15. Dependence of the chemical potential on temper-
ature. Blue curves present the exact result obtained as the
solution of the Eq. (A2). Red lines show the approximate
formula.
To describe the behavior of the chemical potential near
the critical point, we use the trial function
βcµ ≈ −λ ln τ + p, (A3)
where τ = (T − Tc)/Tc is the reduced temperature, and
p is a fitting constant. As shown in Fig.15, the formula
(A3) approximates the exact solution of the Eq. (A2)
well, with the choice of λ being
λ =
{
1/(γ − 2), 2 < γ < 3
1, γ ≥ 3 (A4)
Further it is convenient to introduce a new function
f(τ) = (p − βcµ)/ ln τ . Now we can find λ as a limit
of f(τ), when τ → 0, i.e. λ = limτ→0 f(τ). After the
substitution βcµ = p− f(τ) ln τ in Eq. (A2), it becomes
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FIG. 16. Dependence of the function f(τ) on temperature.
Blue curves depict the exact result obtained as the solution
of Eq. (A2). Red dashed lines present the critical exponent,
λ.
the equation that implicitly defines the dependence of
the function f(τ) on temperature. In Fig. 16 we com-
pare the results of our numerical solution of Eq. (A2)
obtained for f(τ) with the critical exponent given by Eq.
(A4). One can see a good agreement between both the
approximate and exact results.
The critical exponent associated with the order param-
eter, η, is defined as
λ
def
= lim
τ→0
ln η
| ln τ | . (A5)
In our model the order parameter is determined by the
chemical potential, η = 2νe−βcµ. Substituting µ from
Eq. (A3), we find η ∝ τλ, where the critical exponent,
λ, is given by Eq. (A4).
To obtain the logarithmic corrections to the leading
power law, we start with the exact formula for the order
parameter:
η =
1
2 sinh2(αβµ/2)
(
eaβµ3F2
(
1, α, α; 1 + α, 1 + α;−eβµ)
+ 2α2β′(α) + e−αβµ3F2
(
1, α, α; 1 + α, 1 + α;−e−βµ)),
(A6)
where we use the relation [32, 33, 36, 38],
3F2(1, α, α; 1 + α, 1 + α;−1) = −α2β′(α), (A7)
β(α) =
1
2
[
ψ
(
1 + α
2
)
− ψ
(α
2
)]
, (A8)
to replace the hypergeometric function 3F2(1, α, α; 1 +
α, 1 + α;−1). As a critical point is approached, we have
η ≈23F2
(
1, a, a; 1 + a, 1 + a;−z)+ 4a2β′(a)z−a (A9)
where α|Tc ≡ a = γ − 1, and we set z = eβcµ.
Further simplification can be made by employing the
relation between the hypergeometric functions and the
Lerch transcendent [32, 33, 36, 38],
q+1Fq
(
1, a, . . . , a; z
a+ 1, . . . , a+ 1
)
= aqΦ(z, q, a), (A10)
and the formula for the derivative of the Lerch transcen-
dent,
Φ(z, s+ 1, a) = −1
s
∂
∂a
Φ(z, s, a). (A11)
We obtain
3F2
(
1, a, a; 1 + a, 1 + a; z
)
= −a2 ∂
∂a
(1
a
2F1
(
1, a; 1 + a; z
))
.
(A12)
Using this result in Eq. (A9), we get
η ≈ −2a2 ∂
∂a
(
1
a
2F1
(
1, a; 1 + a;−z))+ 4a2β′(a)z−a.
(A13)
To proceed further, we use the linear transformation
formulas of the hypergeometric function, yielding
2F1
(
1, a; 1 + a;−z) = az−1
a− 1 2F1
(
1, 1− a; 2− a;−z−1)
+
piaz−a
sinpia
. (A14)
Using the relation 2F1(1, a; a+1;−1) = aβ(a), we obtain
2F1
(
1, a; 1 + a;−z) ≈ −aβ(1− a)z−1 + piaz−a
sin(pia)
.
(A15)
After substituting (A15) in Eq.(A13) and employing the
reflection formula
β′(z) = β′(1− z)− pi2 cospiz
sin2 piz
, (A16)
we get
η ≈2a2
((
β′(a) + β′(1− a) + pia
sinpia
ln z
)
z−a
+ β′(1− a)z−1
)
. (A17)
To complete our analysis, we substitute z−1 = τλ in Eq.
(A17). After some algebra we obtain
η ∝ τλ − bτ δ ln τ, (A18)
where δ = λa ≡ λ(γ − 1), and
b =
λpia
β′(1− a) sinpia. (A19)
The dependence of the Landau free energy on the order
parameter is given by
15
Ω =− N(N − 1)
2
(
η
2αβ
+
1
4β sinh2(αβµ/2)
(
eaβµ ln
(
1 + e−βµ
)− 2 ln 2 + e−aβµ ln (1 + eβµ)+ eaβµΦ(− eβµ, 1, α)
− 2Φ(−1, 1, α) + e−αβµΦ(− eβµ, 1, α))) (A20)
Proceeding as above, we find that near the critical
point
Ω ≈− N(N − 1)
2aβc
(
1
2
(
1 +
1
ν
)
η + 2F1
(
1, a; 1 + a;−2ν
η
)
− 2
( η
2ν
)a
2F1(1, a; 1 + a;−1)
)
. (A21)
This yields
Ω ∝ η +Aηγ−1 +O(ηγ). (A22)
Similar consideration for the Helmholtz free energy leads
to
F ∝ η +Bηγ−1 +O(ηγ). (A23)
In the formulas above, A and B are certain constants that
are not important for analyzing the critical phenomena.
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