We investigate adiabatic and post-quench circuit complexity in two models which are of different dimensions but both follow Z-classification in topology. We find that the presence of nonanalyticity in circuit complexity across equilibrium and dynamical topological phase transitions is a general feature, and the increase of dimension somewhat weakens the nonanalyticity. Particularly, we find that the growth rate of post-quench circuit complexity right after the quench is also nonanalytic across dynamical topological phase transitions, which thus provides a very convenient probe of such transitions. Our findings can be tested in quantum simulators and cold-atom systems.
In the development of physics, concepts from one field sometimes turn out to be able to revolutionize the understanding of other fields. Recently, the complexity, a concept which was originally developed in quantum information science to characterize how difficult to prepare one target state from certain reference state [1, 2] , has been brought into the fields of holography and black hole physics [3] [4] [5] [6] [7] . Among various progresses, the two conjectures, namely "complexity equals volume" [3] [4] [5] and "complexity equals action" [6, 7] , have attracted particular attention and triggered active investigation of complexity in these fields [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] , hopefully producing new insights in understanding quantum gravity.
In the study of complexity, how to quantify it is a central topic [24] [25] [26] [27] . According to the original quantum-circuit definition, the complexity (in this context, it is usually dubbed circuit complexity) corresponds to the minimum number of elementary gates required to realize a unitary operator U which transfers the reference state |ψ R to the target state |ψ T , i.e., |ψ T = U|ψ R . As the choice of elementary gates itself has a lot of freedom, the quantification based on this principle is apparently not an easy task. A breakthrough was made by Nielsen and collaborators who provided a geometric interpretation to the circuit complexity [28] [29] [30] . Concretely, as a desired unitary operator can be generated by some timedependent Hamiltonian H(t), they impose a cost function F[H(t)] which defines a Riemannian geometry on the space of unitary operations, then the circuit complexity is shown to correspond to the minimal geodesic length of the Riemannian geometry.
The geometric interpretation makes the circuit complexity become a geometric quantity. In contemporary physics, another geometric quantity of great interest is topological invariant which mathematically characterizes the global geometric property of a closed manifold. Over the past decades, this concept has been demonstrated to play a fundamental role in characterizing new phases of matter in condensed matter physics [31] [32] [33] [34] . As the topological invariant of a phase is defined in terms of the wave function of ground state or the underlying Hamiltonian, a change of topological invariant (or * yaodaox@mail.sysu.edu.cn † yanzhb5@mail.sysu.edu.cn say topological phase transition (TPT)) thus indicates a dramatic change of the geometry of the manifold defined by the wave function of ground state or the Hamiltonian. Therefore, it is quite natural to expect that a TPT can also be manifested through the circuit complexity if the reference and target states correspond to two distinct ground states. In fact, very recently the authors [35] have found that the circuit complexity can diagnose not only TPT in equilibrium, but also dynamical topological phase transitions (DTPTs) [36] . Concretely, they investigated the one-dimensional Kitaev toy model [37] and found that the circuit complexity will exhibit nonanalytic behavior across a TPT in equilibrium. Furthermore, if the system undergoes a global quench, they also demonstrated that the steady value of post-quench circuit complexity will exhibit nonanalytic behavior across a DTPT. As TPTs and DTPTs are of great interest both in theory [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] and in experiments [52] [53] [54] [55] [56] , in this work we give a more thorough investigation of the behavior of circuit complexity across TPTs and DTPTs. For generality, we consider two models, with one in one dimension (1D) and the other in two dimensions (2D). Both models follow Z-classification so that TPTs and DTPTs take place not only between topologically phases and trivial phases, but also between topological phases with nonzero but distinct topological invariants. Our findings confirm that the presence of nonanalyticity in circuit complexity across TPTs and DTPTs is a general feature, and reveal that the increase of dimension will somewhat weaken the nonanalyticity. Most importantly, we reveal that the growth rate of circuit complexity, both in and out of equilibrium, provides a new powerful probe of TPTs and DTPTs.
Circuit complexity and TPTs in 1D.-In 1D, symmetry classes following Z-classification require the presence of chiral symmetry [57] [58] [59] . For concreteness, we consider a generalized Kitaev model, which takes the form of H =
T and
where τ x,y,z are Pauli matrices in particle-hole space, t 1 (∆ 1 ) and t 2 (∆ 2 ) represents the nearest-neighbour and next-nearestneighbour hopping (pairing) amplitude, respectively, and µ is the chemical potential. For convenience, the lattice constant is set to unit throughout this work.
Owing to the presence of chiral symmetry, i.e., {τ x , H(k)} = 0, the defining topological invariant of this Hamiltonian is a winding number defined as [59] 
According to the topological invariant, we present the phase diagram corresponding to ∆ 1 = ∆ 2 0 in Fig.1(a) . One can see that the phase diagram is rich enough to cover TPTs between topological phases and trivial phases, as well as TPTs between topological phases with distinct topological invariants. As a TPT is associated with the close of bulk energy gap, the phase boundaries in the phase diagram are found to be the lines satisfying µ = t 1 − t 2 , µ = −t 1 − t 2 and µ = (t 1 + t 2 )/2. The Hamiltonian above can be diagonalized by a standard Bogoliubov transformation. Accordingly, one can find that the ground-state wave function is given by [60] 
where
As here momentum is a good quantum number, we can treat each k independently [35] . For each k, one can see that the state is a superposition of |0 and c † k c † −k |0 , and the superposition is characterized by a single parameter θ k /2 (noteworthily, θ k /2 and θ k /2 +π are equivalent as the π difference only results in a global phase difference to the wave function). Taking the ground state with θ In fact, this form coincides with the quantification of circuit complexity in terms of inner-product metric [60, 61] . Throughout this work, we adopt this simple quantification.
Accordingly, if we start with |Ω R and end with |Ω T , then the corresponding circuit complexity is
For each k, one can see that the maximum value is π/2, which corresponds to that |ψ R k and |ψ T k are orthogonal. It is worth noting that in comparison to ref. [35] , here the expression for each k has one more square-root operation. As will see shortly, this simple difference has quite remarkable impact on the behavior of circuit complexity. To simplify the analysis of circuit complexity, in the following we will restrict ourselves to state evolutions which correspond to the variation of only one parameter. Concretely, we will fix (t 1 , ∆ 1 , ∆ 2 ) and only vary either µ or t 2 .
In Fig.1(b) , we have shown the circuit complexity associated with the variation of µ. The result clearly demonstrates the presence of nonanalyticity in the C-µ T curve. After performing a first-order derivative, i.e., dC/dµ T , we find that divergence appears exactly at the critical points no matter whether the TPT is between topological phases and trivial phases, or between topological phases with distinct nonzero winding numbers, as shown in Fig.1(c) . Another remarkable feature of the first-order derivative is its independence of µ R . It is noteworthy that this feature is tied to the quantification we adopt. As a comparison, in ref. [35] the same quantity is found to depend on µ R . Before proceeding, here we define a quantity,
where λ denotes some parameter of the Hamiltonian. The physical meaning of this quantity is quite obvious. It characterizes the growth rate of circuit complexity when a state is adiabatically evolved to its nearby state. For the convenience of discussion, we name it adiabatical growth rate. According to Eq.(3), a short calculation reveals [60] 
The expression apparently allows a geometric interpretation. For each k, the expression on the right-hand side can be interpreted as a tangent velocity on a circle with radius 1/2. As the winding number characterizes the times that the vector must jump at some k, therefore, γ(λ) is expected to be nonanalytic at the critical points.
Remarkably, we find that |dC/dµ T | and γ(µ) coincide with each other, as shown in Fig.1(c) . This indicates that the adiabatical growth rate goes divergent when the state gets close to a critical point. In other words, when the reference state gets closer to a critical point, it becomes more difficult to prepare the target state in an adiabatical way. Noteworthily, these features of circuit complexity are not accidental. As shown in Fig.1(d) , they persist when we fix µ and vary t 2 . They are also tied to the quantification we adopt.
Sudden quench and circuit complexity evolution.-In equilibrium, as Hamiltonian and ground state are tied with each other, the topological invariants defined in terms of them are equivalent. When out of equilibrium, however, as the underlying instantaneous wave function in general does not correspond to the ground state of the instantaneous Hamiltonian, the topological invariants defined in terms of instantaneous Hamiltonian (labeled as v H ) and instantaneous wave function (labeled as v w ) are not guaranteed to be equivalent. In particular, when the system is isolated from environment, it is known that the wave function will follow unitary evolution, implying that v w will keep its value no matter how v H changes [62, 63] . Therefore, for an isolated system out of equilibrium, a TPT can only be defined as a change of v H . As out of equilibrium, transitions associated with a change of v H are usually dubbed DTPTs. In the following, we focus on such isolated systems and investigate the evolution of circuit complexity after a global sudden quench [64] [65] [66] [67] [68] [69] [70] .
For concreteness, we consider that for t < 0, the system is described by H i and stays at its ground state |Ω i . At t = 0, the Hamiltonian is suddenly quenched to H f , and afterwards it keeps as H f . Accordingly, the wave function at t > 0 is given by |Ω(t) = e −iH f t |Ω i . For each k, we have |ψ k (t) = e −iH f (k)t |ψ i k . Thus, the post-quench circuit complexity is given by C(t) = k>0 arccos | |ψ k (t) |ψ i k |. A short calculation reveals [60] 
By fixing µ i , we show the evolution of post-quench circuit complexity for a series of µ f in Fig.2(a) . One can see that after the quench, the circuit complexity will first increase linearly with time (see the inset) and then saturate with some degree of oscillations. As mentioned before, in ref. [35] the authors demonstrated that the steady value of post-quench circuit complexity can reflect DTPTs between phases with v H = 0 and v H = ±1. While using a different quantification, here our results demonstrate that this scenario also holds for other situations. Concretely, as oscillations always appear, we take the average of C(t) over a sufficiently long time as the steady value, i.e., C s = (
, with t i = 50 and t f = 130. As shown in Fig.2(b) , for fixed µ i , the C s -µ f curve indeed shows nonanalyticity at all critical points.
As obtaining the steady value requires us to know the evolution of C(t) for quite a long time, it is obvious that this approach is not efficient in diagnosing DTPTs. Fortunately, we find that the growth rate of post-quench circuit complexity within the linear increase region in fact provides a natural solution of this problem. In order to distinguish from the equilibrium case, here we name it dynamical growth rate. Right after the quench, the dynamical growth rate is simply given by
One can see that for each k, the dynamical growth rate is proportional to the energy. If starting with different H i and quenching to the same H f (e.g., H f can be chosen to describe a trivial phase for which hopping and pairing are turned off, i.e., H f = −µτ z ), then as ∆θ k displays distinct winding behavior for H i with distinct v H , χ is expected to exhibit nonanalytic behavior across a critical point. As shown in Fig.2(c) , when we fix µ f and start with different µ i , the χ-µ i curve does exhibit nonanalyticity as expected. It is noteworthy that the nonanalyticity of χ does not rely on which parameter is varied. Our findings above demonstrate that both long-time and short-time behaviors of post-quench circuit complexity can diagnose DTPTs. However, as determining the dynamical growth rate only requires a little information about the shorttime region, the dynamical growth rate thus provides a very convenient probe of DTPTs.
Circuit complexity and TPTs in 2D.-Thus far, the behavior of circuit complexity across TPTs has not been explored in dimensions higher than one. To see that these nonanalytic behaviors shown above are general, here we consider a two-
where the d x and d y terms together describe a chiral p-wave pairing, and the d z term is the kinetic energy. As time-reversal symmetry is absent, the topological property of this Hamiltonian is characterized by the first-class Chern number,
For this model, the phase diagram is shown in Fig.3(a) .
Similar to the one-dimensional model, in the following we also consider that only µ and t 2 are variables. Following the steps in 1D, we find that for an adiabatical evolution of ground states, the circuit complexity is
where ∆θ k takes the same definition as in Eq.(4), but here Fig.3(b) , we fix t 2 and present several C-µ T curves corresponding to different µ R . Compared to Fig.1(b) , one can see that with the increase of dimension, the C-µ T curve becomes somewhat smoother. Nevertheless, after performing a first-order derivative, the nonanalytic behavior becomes quite apparent, as shown in Fig.3(c) . Moreover, the overlap of |dC/dµ T | and γ(µ) also holds. If fixing µ and varying t 2 , |dC/dt T 2 | and γ(t 2 ) are also found to overlap with each other, as shown in Fig.3(d) .
The post-quench circuit complexity of this model is presented in Fig.4(a) . One can see that the long-time and shorttime behaviors are quite similar to those in 1D. Owing to the increase of dimension, one can find that the C s -µ f curve, as well as the χ-µ i curve both become somewhat smoother, as shown in Fig.4(b)(c) . Nevertheless, their nonanalytic behaviors at critical points hold and can be revealed by performing a first-order derivative (see the inset in Fig.4(b) ).
From Fig.3 and Fig.4 , one can find that circuit complexity can diagnose TPTs and DTPTs in higher dimensions, nevertheless, the increase of dimension will somewhat weaken the nonanalyticity, implying that the precision of measurements in higher dimensions is required to reach a higher level.
Conclusions.-Our findings indicate that the presence of nonanalyticity in circuit complexity across TPTs and DTPTs is a general feature. While the nonanalyticity is somewhat weakened with the increase of dimension, its presence at critical points is intact. Furthermore, in comparison to using the steady value of post-quench circuit complexity to diagnose DTPTs, we found that using dynamical growth rate is much more convenient and efficient. These findings suggest that many properties of circuit complexity can diagnose TPTs and DTPTs. Therefore, circuit complexity may also provide some new insights in understanding phase transitions. Consider the
