MOS-only reduced-order ELIN cochlear channels: comparative performance evaluation by Houssein, A & Drakakis, E
MOS-only Reduced-Order ELIN Cochlear
Channels: Comparative Performance Evaluation
Alexandros Houssein and Emmanuel M. Drakakis 1
December 2016
1A. Houssein and E. M. Drakakis are with the Department of Bioengineering, Imperial
College London, SW7 2AZ, UK
Abstract
This paper introduces and applies practical area-reduction techniques on the
analogue, externally linear-internally nonlinear (ELIN), complementary metal-oxide
semiconductor (CMOS) implementation of a cochlear channel. This channel is con-
structed on the basis of the biomimetic auditory filter called One-Zero Gammatone
Filter (OZGF) and it has been synthesised using ultra-low power, Class-AB, bi-
quadratic filters, which employ MOS transistors that operate in their weak inver-
sion regime. The realisation of linear capacitors with appropriately configured MOS
transistors, the order reduction of the OZGF transfer function and the employment
of hyperbolic sine companding filters can lead to area reductions that range from
61.8%, up to 91.9% of the original size. Comparative simulation results highlight
the trade-offs between performance, linearity, noise and power consumption of the
designs.
1Chapter 1
Introduction
The history of the Cochlear Implants (CIs) spans a period of almost four decades.
Their significance stems from the fact that they are based on models that accurately
mimic the function of the human cochlea (inner ear) and, more specifically, the fil-
tering behaviour of the basilar membrane (BM: the basic structure that performs
frequency decomposition and filtering) in the frequency domain. A comprehensive
analysis of these filters, namely Gammatone Filters (GTF), is presented in [1]. One
model of particular interest is the One-Zero Gammatone Filter or OZGF, com-
prehensively introduced by Lyon in 1996 [2]. This model, in comparison to other
GTFs, facilitates an easier CMOS VLSI hardware implementation due to its con-
venient mathematical description. Although it represents a slight generalization
of the fundamental GTF, the addition of a single zero in the Laplace domain in-
troduces controllable parameters, suitable for auditory processing [3]. Additionally,
this model facilitates meaningful bio-mimicry, a fact that has elegantly been demon-
strated in [4] through elaborate phychophysical experiments. The model has been
constructed by means of Class AB log-domain analogue filters, in order to optimise
the trade-off between power, area and performance [5]. Its measured results display
the desired controllability and efficiency not only as a single channel [6], but also as
a complete five-channel analogue cochlear implant processor [7].
CIs will soon become fully implantable and, to that end, performance speci-
fications such as linearity, Dynamic Range 1 (DR), or Signal to Noise Ratio 2 (SNR)
need to be traded off for chip area. Although the current CIs [6, 7] exhibit a remark-
able balance between power consumption, area, linearity, noise and DR, a smaller
1Input DR is defined as the ratio of the maximum input signal for a given allowable distortion
at the output (measured in % of THD) over the input noise floor for zero ac input [8].
2maximum SNR is defined as the ratio of the maximum input signal for a given allowable
distortion at the output (measured in % of THD) over the signal dependent noise floor. For large
modulation index values the SNR of these class AB filters is constant.
2design would allow, as an example, for more channels or more control per channel
in the same area.
This paper examines practical ways of reducing the area of the OZGF without
heavily compromising its performance. A significant development of this paper
is the introduction of transistor-only OZGFs, where the poly-poly capacitor has
been replaced by a MOS capacitor. The conditions where this is valid and the
outcomes are discussed. Furthermore, a new OZGF with a reduced-order transfer
function (TF) is for the first time introduced. The remaining part of this paper
presents a novel hyperbolic sine (sinh) OZGF and states its relative advantages and
disadvantages.
Intuitively, the first step to decrease the area of the OZGF is to decrease the
dimensions of its transistors. However, the OZGF is a log-domain circuit requiring
only weakly inverted transistors. Hence, in order to ensure reliable operation, large
sizes are required so that the transistors remain deep in weak inversion [9]. Thus,
the interest is conveyed to the capacitors.
The MOS capacitor is a nonlinear element, however, its inherent capacitance
is advantageous to the double-poly capacitors, in terms of capacitance per unit area,
parasitic capacitance [10] and matching [11] [12]. The merits of low-cost, associated
with the simpler form of MOS process, and smaller designs, have been adopted
in a number of applications in MOS-only continuous-time filters [13], in switched-
capacitor filters [14] [15] and in Σ∆ Modulators [16].
The paper is organised as follows. In Section II, the operation of the MOS
capacitor is briefly explained. Its nonlinear capacitance is described and the de-
pendence on its dimensions is displayed and formulated. Section III provides a
summary of the OZGF with respect to its transfer function and the block structure
of the channel. Section IV compares OZGFs with double-poly capacitors and MOS
capacitors and evaluates in terms of power consumption, area, linearity, noise and
performance. This analysis is also performed on the reduced order OZGF. Section V
introduces the novel sinh-domain OZGF and compares it to the log-domain OZGF.
Section VI presents the conclusion.
3Chapter 2
MOS Capacitor Characteristics
The implementation of a double-poly linear capacitor in a mixed-mode CMOS IC
requires the addition of an extra poly layer. This, along with the fact that in such
a process the oxide is thick, results in an increased fabrication cost and area, and a
large parasitic capacitance. In contrast to that, the MOS capacitor, being a simple
pMOS transistor whose drain, source and bulk are shorted together, has a large
capacitance per unit area thanks to the thin oxide, and a decreased cost due to
the simple fabrication process. The capacitance is nonlinearly dependent on the
voltage across it. Figure 2.1 shows the three operation regions for a MOS capacitor
constructed using the commercially available AMS 0.35-µm CMOS technology: ac-
cumulation (electrons in the channel), depletion (no channel) and inversion (holes in
the channel) [17]. The capacitance in accumulation and inversion (Cmax) approxi-
mates the oxide capacitance and equals Cox = oxS/tox, where ox is the permittivity
of the oxide, S is the channel area and tox is the thickness of the oxide, respectively
[18].
The MOS capacitor can approximate a linear capacitor in an IC, if it is
always biased in the inversion or the accumulation regions. That means, according
to Figure 2.1, that if |Vsg| > 1V then the resulting capacitance will be equal to Cmax.
Biased on this voltage range the linear -and voltage independent- capacitance can
only be altered through the variation of the dimensions of the MOS capacitor, as
displayed in Figure 2.2.
Based on Figure 2.2, which is specific to the aforementioned technology, an
empirical relationship that describes the dependence of Cmax on the transistor’s
width (W in µm) and length (L in µm) can be formulated. Equation (2.1) presents
this result.
4Cmax Cmax
Accumulation Depletion Inversion
−2 −1.5 −1 −0.5 0 0.5 1 1.5 20.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
xg10
Vsgg(V)
C
ap
ac
ita
nc
eg
(p
F)
VSVG
Figure 2.1: Inherent capacitance versus voltage difference across the terminals of the MOS
capacitor. The operation regions are voltage dependent. The maximum capacitance (Cmax) is
reached only in the accumulation and inversion regions where enough carriers exist in the gate-
oxide interface. In the depletion region of operation it acts as a nonlinear capacitor since no channel
is formed. The electrical configuration of the MOS capacitor is also shown.
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Figure 2.2: Cmax versus dimensions (width and length) for a MOS capacitor biased in the
inversion region of operation.
Cmax = −7.536 · 10−16 − 1.94 · 10−10W + 1.702 · 10−10L (2.1)
+ 1.305 · 10−8W 2 + 0.004469WL
5Therefore, with the correct biasing, the MOS capacitor is possible to behave
as a linear capacitor. It can be assigned a value, in accordance to its chosen di-
mensions. Furthermore, since the MOS capacitor has a larger capacitance per unit
area, thanks to its thin oxide, it is possible to achieve desired capacitor values with
an approximately 5.2-times smaller area (in comparison to double-poly capacitors).
This scaling down factor is specific to the AMS 0.35-µm CMOS technology.
6Chapter 3
One-Zero Gammatone Filter
The GTF is one of the most popular filters used for auditory processing, initially
introduced in [19]. The OZGF is obtained when all the spurious zeroes of the
numerator of the GTF are discarded apart from one, which can be placed anywhere
on the real axis. The resulting transfer function in the Laplace domain is presented
in (3.1), where ωo is the natural frequency, N is the order of the filter and Q is the
quality factor. The mathematical framework and the electronic implementation of
the OZGF are studied extensively in [1] [6].
HOZGF (s) =
ω2N−2o
(s2 + ωo
Q
s+ ω2o)
N−1 ·
ωo(s+ ωz)
s2 + ωo
Q
s+ ω2o
(3.1)
Contrary to cumbersome ladder realisations [20] and based on (3.1), the
OZGF can be realised by the formation of a cascade of (N − 1) lowpass (LP) bi-
quadratic stages, followed by one lossy bandpass (BP) biquadratic stage (two poles
and one zero). The block diagrams of the cascade for a 2nd-order (N = 2) and a
4th-order (N = 4) OZGF, that will be studied in this paper, are displayed in Figures
3.1 and 3.2, respectively.
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Figure 3.1: 2nd-order OZGF block diagram.
The geometric mean splitter (GMS), shown in Figures 3.1 and 3.2, was ini-
tially proposed by Frey in 1994 [21]. It receives a bidirectional input in the form
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Figure 3.2: 4th-order OZGF block diagram.
of the current IIN , which it splits into two unidirectional phases, I
u
IN and I
l
IN ,
each representing a half-wave rectification of IIN , such that IIN = I
u
IN − I lIN . The
transistor-level implementation of the GMS is presented in [6]. IuIN and I
l
IN are
input to the Class AB log-domain biquad - comprised of two Class A log-domain
filters - and are subtracted at its output, such that IOUT = I
u
OUT − I lOUT . IuOUT and
I lOUT correspond to the output currents of the two Class A log-domain filters. This
subtraction creates a linearly filtered version of Iin. The transfer functions for the
electrical implementation of the LP and the lossy BP biquads of the OZGF [6] are
summarised below:
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Figure 3.3: 4th-order log-domain OZGF small-signal frequency responses. For all values of Q
the responses of the MOS capacitor and the double-poly capacitor OZGFs almost coincide. The
zoomed subfigure displays their actual difference. Compared to the theoretical responses there are
small frequency and peak gain variations. The low-frequency zero, and the stopband attenuation
are identical for all the responses.
8ILPOUT
IIN
=
IuOUT2 − I lOUT2
IuIN − I lIN
=
(Io/nCVT )
2
s2 + Io/nCVT
Io/IQ
s+ (Io/nCVT )2
(3.2)
I2P1ZOUT
IIN
=
IuOUT1 − I lOUT2
IuIN − I lIN
=
( Io
nCVT
)[s+ IZ
nCVT
]
s2 +
κIQ
nCVT
s+ λI
2
o
(nCVT )2
(3.3)
where κ = 1+(IZ/IQ) and λ = 1+(IQIZ/I
2
o ). The quantities Io and IZ are DC
currents that control the natural frequency and the zero position respectively, since
ωo = Io/nCVT and ωZ = IZ/nCVT . Also, IZ = 0.1Io, introducing a low-frequency
tail at −20dB, as observed physiologically [22] [23]. IQ controls the quality factor
via Q = Io/IQ. C represents the capacitance, n the sub-threshold slope factor
(approximately equal to 1.3) and VT is the thermal voltage (25.6mV @ 300K) [6].
The electronic implementation of the OZGF employs MOS transistors that
operate in the weak inversion region of operation and are arranged in a Class AB
log-domain topology. The transformation process that deems the transfer function
in (3.1) realisable as a Class AB log-domain linear filter is presented in [24]. The
resulting transfer functions (3.2) and (3.3) are converted to an electronic circuit
topology according to the Bernoulli Cell Formalism (BCF) [25] [26]. A detailed,
step-by-step realisation of the Class AB log-domain biquad can be found in [6].
Table 3.1 displays all the sizing and biasing parameters used in the circuit
implementation of both the 2nd-order and the 4th-order OZGFs. Based on this, all
the log-domain OZGFs that are studied in the following sections, are characterised
by a natural frequency of Fo = 4.78kHz and a zero frequency of FZ = 478Hz. In
addition to that, the capacitance of the MOS capacitor, according to (2.1), equals
20pF.
9Table 3.1: Sizing and Biasing Parameters
Topology
GMS Log-domain Biquad
(W/L)PMOS 300µm/1.5µm
(W/L)NMOS 60µm/8µm
(W/L)MOSCap 118µm/38µm (equivalent capacitance of 20pF)
C 20pF
VDD 1.8V
Io 20nA
IQ 20nA, 6.7nA, 4nA (Q = 1, 3, 5 respectively)
IZ 2nA (IZ = 0.1Io)
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Chapter 4
MOS-only and Reduced Order
Log-domain OZGFs
This section investigates reduced area OZGFs. Initially, the performance of the 4th-
order OZGF response with double-poly capacitors is compared to the performance
of a OZGF with MOS capacitors and to the theoretical response of its transfer
function. Following that, the area of the OZGF is reduced further, by decreasing
the order of the filter to N = 2. The resulting performance is compared to the
theoretical response. In the final part of this section, the three aforementioned
circuits are evaluated with respect to performance parameters such as linearity,
distortion, noise, power consumption and area.
All circuits are simulated using the Cadence simulation platform. The theo-
retical transfer functions of the OZGF are simulated using MATLAB c©.
4.1 MOS-only 4th-order OZGF
In this section, two variations of the OZGF are analysed, where the capacitive
element for the one is a double-poly capacitor and for the other a MOS capacitor.
Figure 3.3 presents the small-signal frequency response of the two OZGFs
along with the simulated theoretical response of their transfer function in (3.1).
They are all characterised by the same natural frequency (Fo = 4.78kHz), which
according to the Q-factor assigned, produces different center frequencies (approxi-
mately equal to fCF ≈ 3.87kHz for Q = 1 [1]). For each of these three cases, three
curves are depicted, corresponding to values of Q of 1, 3 and 5. Initially, note the
similarities between the theoretical and the electrical responses. The low-frequency
tail at −20dB and the stopband attenuation are identical for all the curves. Also,
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the peaks in the passband are of similar magnitude for low-Q values, however, they
diverge slightly as Q increases. This occurs due to the increased gain introduced in
the biquads, which in this case are forced to process larger currents, in spite of their
operation in the WI regime.
Nevertheless, most importantly, as shown in Figure 3.3, the electrical re-
sponses corresponding to the two OZGFs almost coincide. In the zoomed version of
the Figure, it is evident that their respective peaks differ by less than 0.06dB. This
suggests that the incorporation of a MOS capacitor in the OZGF is indeed valid.
In order to further investigate this claim, Periodic-AC (PAC) analysis is con-
ducted and then displayed in Figure 4.1. The PAC analysis acts as a sanity check, its
function is complementary to the AC analysis and it is deemed necessary since it is
able to adjust the DC operating point in an iterative manner. It essentially solidifies
the AC analysis, since for the case of the presented circuit a very large modulation
index (m = 4000) is utilised, which pushes the transistors to their operational lim-
its. The zoomed version of the Figure, shows a discrepancy of approximately 0.15dB
between the two circuits for Q = 1., which although larger than previously, it is still
negligible.
Figure 3.2 displays the block structure of the 4th-order OZGF. Evidently, it
employs three Class AB log-domain LP biquads and one lossy BP biquad. Each of
them contains four capacitive elements, which results in every channel containing 16
capacitors. Refer to [6] to verify the exact transistor-level topology. In combination
with the fact that the MOS capacitor is approximately 5.2-times smaller than the
double-poly capacitor, the resulting MOS-only 4th-order OZGF topology has a 61.8%
smaller combined (transistor and capacitor) size.
4.2 MOS-only 2nd-order OZGF
This section introduces the MOS-only 2nd-order log-domain OZGF, which further
cuts the area of the 4th-order OZGF down to 50%, by discarding two Class AB
log-domain LP biquads, as shown in Figure 3.1. The area reduction with respect to
the initial double-poly 4th-order OZGF, hence, now amounts to 80.9%.
Figure 4.2 displays the small-signal frequency response of the reduced order
filter. Firstly, observe that it retains the −20dB low-frequency tail. Furthermore,
the stopband attenuation is identical for all the theoretical and the electrical re-
sponses and half that of the 4th-order filters. The peaks of the responses are lower
for the reduced order filters, resulting in a decreased selectivity. The relative dif-
ference of the peaks between the theoretical and electrical responses increases with
increasing values of Q, as for the 4th-order filters. Finally, the same shift of the
4.3. PERFORMANCE EVALUATION 12
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Figure 4.1: 4th-order log-domain OZGF Periodic-AC frequency responses. These large-signal
simulations confirm the negligible discrepancies observed in the small-signal AC responses.
electrical responses to the left is still present.
It is evident, from these preliminary frequency results, that there is a trade-
off between the performance and the area of the OZGFs. As shown in the previous
section, and only with respect to the frequency response, the incorporation of the
MOS capacitor hardly alters the results. On the other hand, the order reduction of
the OZGF, although it substantially decreases the area, naturally it imposes certain
performance trade-offs which are application specific.
4.3 Performance Evaluation
In this section, the three circuit topologies are compared with respect to their per-
formance characteristics, for a natural frequency of Fo = 4.78kHz and for Q = 1.
This corresponds to Io = 20nA and IQ = 20nA.
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4.3.1 Total Harmonic Distortion (THD)
The linearity of the system is measured using large signal Periodic Steady State
(PSS) analyses at the frequency (Fo) and at a frequency equal to
√
2/2 ∗ Fo. For
auditory filters the effect of the THD is indistinguishable up to 3%-5% [27]. The
chosen limit for this paper is 4%. Figure 4.3 displays the THD values of the three
topologies against the modulation index (m) at the input. The modulation index
controls the amplitude of the signal input at the filter. Paths ’A-B-C’ and ’D-E-F’
show the coincident THD responses of the 4th-order filters at
√
2/2 ∗ Fo and Fo,
respectively. Points ’C’ and ’F’ represent the points where the THD responses of
the 4th-order filters begin to diverge. This shows that, with respect to distortion, the
MOS capacitor and the double-poly capacitor are indistinguishable for low modula-
tion indices (m < 10). This is not true for high modulation indices, and it is verified
by the fact that the 4% limit is crossed at m = 100 for the MOS-only 4th-order
OZGF and at m > 1000 for the double-poly 4th-order OZGF. On the other hand,
the MOS-only 2nd-order OZGF responses differ slightly from the 4th-order filters for
low modulation indices (m < 10), however, as m increases they converge towards the
MOS-only 4th-order OZGF. This validates the fact that for large modulation indices
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the distortion of the MOS capacitor becomes dominant, however not prohibitive.
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Figure 4.3: Simulated single tone THD of the three distinct OZGFs for Q = 1 and for two
passband frequencies.
4.3.2 Intermodulation Distortion (IMD)
The linearity of the filters is assessed further by studying the 3rd-order intermodu-
lation products (IMD3). Two tones, F1 and F2 are presented at the filters’ inputs,
at a spectral distance of ±2% from the center frequency. Subsequently, the power
of the odd intermodulation product at 2F2 − F1 relative to the tone at F2 is cal-
culated. Figure 4.4 displays the IMD3 products against the modulation index at
the input. Similarly to the THD analysis, observe that for low modulation indices
(m < 10) the IMD3 response of the MOS-only 4
th-order OZGF almost coincides
to that of the double-poly 4th-order OZGF. For m > 10 they begin to diverge, due
to the linearity properties of the MOS capacitor. The IMD3 response of the MOS-
only 2nd-order OZGF is approximately ≈ 7dBc smaller than that of the MOS-only
4th-order OZGF at every modulation index point. The same occurs when compared
to the double-poly 4th-order OZGF, for m < 10. As m increases, however, this
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difference balances out. It is concluded that for m < 10, IMD3 is dominated by the
order of the filter and, hence, a low order filter can ensure a better IMD3 response.
However, for m > 10 both the order of the filter and the type of capacitor affect the
response (almost equally). Indicatively, for m > 10 a double-poly 2nd-order OZGF
(not presented in this paper) would produce the ideal IMD3 response.
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Figure 4.4: Intermodulation Distortion: Two distinct tones (F1 and F2) at ±2% of the center
frequency are the input to the OZGFs and the 3rd-order IMD products (2F2 − F1) are measured
at the output with reference to F2 and as a function of the input signal’s modulation index.
4.3.3 Quality factor dependent distortion
Figure 4.5 shows the THD-dependence of the filters against their quality factor.
Ideally, the increase of the quality factor would not deteriorate the distortion per-
formance of the filter. However, in the electrical topology, a larger Q-factor results
in a larger gain for the LP biquads, which inevitably increases the distortion. Al-
though none of the circuits is greatly affected by the Q-factor’s increase, the one
that produces less distortion is the MOS-only 2nd-order OZGF by only 0.5% (from
Q = 1 to Q = 5). On the other hand, the one most affected, which in addition
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surpasses the 1% level, is the MOS-only 4th-order OZGF by 1.1% (from Q = 1 to
Q = 5).
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Figure 4.5: THD against the Q-factor for the three OZGFs.
Further performance parameters are summarised in Table 4.1. Observe that
the incorporation of a MOS capacitor to the 4th-order OZGF does not add noise
to the system. It also retains the same signal-to-noise (SNR) ratio and power con-
sumption at the expense of 9dB of input dynamic range. However, as mentioned
previously, it reduces the size of the filter by 61.8%. On the other hand, the reduc-
tion of the filter’s order to 2, reduces the noise of the system by 32.1%, the area
by 50% (resulting to an overall reduction of 80.9%) and the power consumption by
46.5%. The DR is retained whilst the SNR is slightly increased.
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Chapter 5
Sinh-domain MOS-only 4th-order
OZGF
An alternative method for significant area reduction is the creation of a sinh-domain
OZGF. The motivation stems from the fact that each sinh-domain biquad requires
half the amount of capacitors compared to a log-domain biquad.
The proposed synthesis method for sinh integrators has been formulated by
Tsividis in [28] and [29]. The particular CMOS sinh biquad, transistor-level topology
is reported in [30, 31, 32] and the sizing and biasing parameters in [32] and [33],
respectively.
Instead, the Single-Input, Single-Output state-space formulation of the BP
biquad is converted to a Multiple-Input, Single-Output system, shown in (5.1), where
the added input (u2) represents the zero position.
∣∣∣∣∣∣∣
x˙1
x˙2
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
−ωo/Q −ωo
ωo 0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
x1
x2
∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣
ωo 0
0 −ωo
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
u1
u2
∣∣∣∣∣∣∣
y =
∣∣∣∣1 0∣∣∣∣
∣∣∣∣∣∣∣
x1
x2
∣∣∣∣∣∣∣
(5.1)
In this state-space representation, a sinh LP biquad can be implemented when
u1 = 0, a sinh BP biquad when u2 = 0 and a sinh two-pole, one-zero BP biquad
with a low frequency tail at −20dB when u2 = 0.1u1. In terms of the transistor-level
implementation, the zero can be easily realised by means of a simple current mirror
with a gain of 0.1.
19
The resulting sinh-domain OZGF has a diverse and, at the same time, vari-
able structure. Every biquad contains two sinh transconductors (each containing an
E-cell) and two dividers connected on each capacitor [34]. These blocks have been
shown to control the bandwidth and the pole frequency of the filter topology, since
they are very sensitive to W/L modifications [33]. Furthemore, every sinh biquad
has a complex biasing apparatus, a fact that allows for further control on the filter’s
specifications. This is accomplished, however, at the expense of power consump-
tion. The sinh-domain OZGF is thus a very adaptive filter that can by mere W/L
modifications approximate the theoretical response of the OZGF.
The performance parameters of a sinh-domain MOS-only 4th-order OZGF
are summarised in Table 4.1. The area of the filter is significantly smaller (57.6%)
in comparison to its MOS-only 4th-order log-domain counterpart and, although it
is of order four, it is even smaller than the MOS-only 2nd-order OZGF by 15.2%.
Nevertheless, despite its decisive area reduction, the sinh-domain OZGF has 4.3
times larger power consumption, which is the trade-off for the complicated but
essential biasing apparatus. Furthermore, the noise floor is 2.8 times larger than
its log-domain counterpart whilst the DR and the SNR have decreased but are still
within operational levels.
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Chapter 6
Discussion & Concluding Remarks
This paper has presented three different techniques that reduce the area of the ultra-
low-power, CMOS VLSI implementation of the auditory filter model called OZGF.
The significant area requirement arises due to the pseudodifferential structure of the
log-domain filters (two capacitors to realise a single pole) along with the associated
low frequency designs (large required capacitance) and the increased size of the
double-poly capacitors.
The MOS-only designs incorporate MOS capacitors instead of double-poly
capacitors, a fact that simplifies the fabrication process, reduces its cost and, due
to the thinner oxide, realises the same capacitance in a smaller area. The biasing
conditions for which it performs as a linear capacitor as well as the dependence of
its inherent capacitance on its dimensions are described. It is concluded that MOS-
only designs do not increase the noise of the system and are able to achieve the
same power consumption and SNR without severely compromising the DR. Their
frequency performance is unaltered, in terms of peak gain, stopband attenuation and
low-frequency tail. Furthermore, their inherent distortion increases with increasing
modulation index values (m > 10) and Q-factor values (Q > 3). The incorporation
of the MOS capacitor needs to also account for deterministic effects of capacitance
value shifts that may lead to pole re-locations, thus affecting the frequency perfor-
mance, post fabrication. This relates to the layout of the MOS capacitors and their
practical matching. Fabrication of topologies which incorporate MOS capacitors
must take heed of such effects. These designs are able to decrease the capacitor size
of the filter by 5.19 times1. In terms of the MOS-only 4th-order log-domain OZGF,
the area is decreased by 61.8%.
The order reduction of the OZGF from four to two is achieved by discard-
ing two LP biquads. The resulting 2nd-order log-domain design, in terms of the
1This is specific to the commercially available AMS 0.35-µm CMOS technology.
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frequency response, has a decreased selectivity of the wanted frequencies (smaller
peak gain) and poorer rejection of the unwanted ones (reduced attenuation in the
stopband), as predicted by the theoretical results. Nevertheless, its performance
parameters, in terms of the power consumption, the noise floor and the SNR are
improved. Its THD is low, similarly to all OZGFs, and at high modulation indices
it approximates the THD of the MOS-only 4th-order log-domain design. The IMD3
is significantly improved for low modulation indices (m < 10) compared to the 4th-
order designs, since it was concluded that the filter’s order is the dominant factor
affecting it. Finally, the THD of the 2nd-order design is relatively independent to
Q-factor variations when compared to the other designs. The reduction of the fil-
ter’s order to two cuts the area down to 50%. The 2nd-order design shown in this
paper combines the two aforementioned techniques, resulting in an area reduction
of 80.9%
The third technique replaces the log-domain methodology with a sinh-domain
methodology for the construction of the OZGF. This replacement effectively tackles
the area barrier caused due to the pseudodifferential structure of the log-domain
filters, where two capacitors are required for the realisation of a single pole. The
capacitor area is cut in half, whereas the order of the filter is maintained intact.
The sinh-domain designs are very adjustable since by mere W/L modifications they
can control their bandwidth and the pole frequency. Their performance is slightly
degraded compared to the other OZGFs, especially in terms of noise and power
consumption, however they are functional. It is noteworthy that the sinh-domain
MOS-only 4th-order OZGF, which once more represents the combination of two
techniques, has not only decreased the size of its log-domain MOS-only counterpart
by 57.6%, but also that of the log-domain MOS-only 2nd-order OZGF by 15.2%.
Finally, it is worth noting that the combination of all three methods is capable
to remarkably reduce the area of the initial log-domain double-poly 4th-order OZGF
by 91.9%. However, initial results show that exhaustive optimisation is required in
order to approach the performance of the other OZGFs.
The robustness of the log-domain and the sinh-domain biquads through pro-
cess and mismatch variations has been consolidated in the past through silicon
implementations and measured results [6, 7, 32]. The incentive for area reduction of
the OZGFs that are built around these fundamental blocks has been documented [1]
[6] [32] [33] and addressed in this paper, via the study of three possible circuit-level
solutions. Every effort is characterised by its associated performance versus size
trade-offs. Indicatively, Table 5.1 provides a qualitative figure of merit that sum-
marises the combination of specifications that lead to the selection of each OZGF.
The selected specifications concern the cost of the circuit, in terms of the area it
covers, the power consumption, its performance, in terms of frequency performance,
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distortion, noise, tuning and, finally, its biomimetic abilities. As an example, both
the sinh topology and the 2nd-order log topology have a low cost but if, in conjunc-
tion, the power consumption needs to be kept at a minimum, then the log topology
should be selected. Nevertheless, the appropriate design selection depends on the
specifications of the application, its associated figure of merit and, more importantly,
on the informed judgement of the designer. Finally, the successful silicon implemen-
tation is crucially dependent on the use of large devices and a carefully designed
layout.
The essence of the proposed analysis is greatly in line with the current state-
of-the-art advancements in cochlear implants. Following the consolidation of the
log-domain OZGF in the literature [7], and its further verification through phy-
chophysical experiments [4], this paper proposes efficient area and cost reduction
methods, while at the same time preserving the model’s bio-mimicry. This con-
cludes the Theory-Verification-Optimisation loop for the OZGF.
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