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Introduction
Set constraints are logical formulas describing relations between sets of trees [2, 5, 6, 13, 16] . Set constraints have received much attention in constraint-based type inference and program analysis for different programming languages [3, 12, 15, 17, 21, 28] . Other applications of set constraints include order-sorted unification [29] and constraint logic programming [20] .
Expressiveness and Complexity. Expressiveness and complexity have been widely studied for various classes of set constraint [1, 2, 7, 9, 11, 14, 27] . The complexity of their satisfiability problem was often found to be very high (e.g., NEXPTIME-complete [1, 27] and DEXPTIME-complete [9, 11] ). At the lower end of the expressiveness scale, there are atomic set constraints [16] which are conjunctions of inclusions Ø ½ Ø ¾ between first-order terms Ø ½ Ø ¾ without set operators, i.e. terms built from variables Ü and function symbols of a given signature ¦. Atomic set constraints are interpreted in the structure of sets of finite trees over ¦ (often called ground terms). It is well-known that the satisfiability of an atomic set constraint can be tested in cubic time (see the complete version of [22] for instance).
Entailment. Beyond satisfiability, entailment (the validity of implications ³ ³ ¼ ) has raised much interest for various classes of constraints [4, 18, 26] . Entailment is useful for constraint simplification [24] , closely related to the treatment of negation (see below), and fundamental for models of concurrent constraint programming [25] .
Entailment of atomic set constraints is subsumed by satisfiability of atomic set constraints with negation which is known decidable in NEXPTIME [6, 14] . The precise complexity of entailment of set constraints was first investigated by Charatonik and Podelski. They showed in [9] that entailment of set constraints with intersection (which subsume atomic set constraints) is DEXPTIME-complete for an infinite signature. Beside this, they noted in the same paper with reference to [8] that entailment of atomic set constraints is decidable in polynomial time -again for an infinite signature. We refute this claim and determine the correct complexity.
The reductions in this paper that prove lower complexity bounds are inspired by work of Rehof and Henglein's on entailment of subtype constraints [18] . Following their idea, one can indeed express satisfiability of Boolean formulas in conjunctive normal form by entailment of atomic set constraints (for any non-trivial signature). Since this problem is coNP-complete, entailment of atomic set constraints is coNP-hard -in contrast to the claim of Charatonik and Podelski.
For a finite signature ¦, the situation is even worse: Entailment of atomic set constraints is DEXPTIME-hard since it can express universality of tree automata which is DEXPTIME-complete. The reduction is very simple. Its idea is to consider the set of transition rules of a tree automaton as an atomic set constraint. For an infinite signature, we have argued so far that the complexity of entailment of atomic set constraints is between coNP and DEXPTIME. We show in this paper that this problem is indeed PSPACE-complete. We prove PSPACE-hardness by expressing validity of quantified Boolean formula which is PSPACE complete. The idea is to extend the coNP-hardness proof (which follows [18] ) by encoding quantifier prefixes in addition. Note that the PSPACE hardness result of [19] does not carry over to atomic set constraints.
Independence and Negation. Entailment can be used for treating negation since Ï Ò ½ holds if and only if Î Ò ½ is unsatisfiable. A constraint language has the independence property [10] if the unsatisfiability of Î Ò ½ is equivalent to that holds for some ½ Ò. Thus, under the assumption of independence, deciding entailment is equivalent to solving conjunctions of positive and negative constraints.
The independence property does not hold for atomic set constraints since a variable may denote the empty set .
For instance, let be the atomic set constraint Ü Ý which requires that Ü and Ý denote the empty set or the singleton . Hence,
As observed by Charatonik and Podelski [8, 9] 1 , the independence property does hold for Ines constraint [22] 1 The independence property for Ines constraints (even with intersections) is proved in [9] . The earlier proof given in [8] is based -in case of an infinite signature. Ines constraints have the same syntax as atomic set constraints but are interpreted over non-empty sets of trees (rather than arbitrary sets).
In this paper, we prove that the following 4 problems are PSPACE-complete for an infinite signature:
1. Entailment of Ines constraints.
2. Satisfiability of Ines constraints with negation.
3. Satisfiability of atomic set constraints with negation.
4. Entailment of atomic set constraints.
Problems (1) and (2) . Obviously, problem (4) can be reduced to (3) . All together, we see that problem (4) is easier than (1) modulo PSPACE reductions.
The easiest problem (4) is PSPACE hard as we argued above. In order to show PSPACE completeness for all problems it remains to show that the hardest problem (1) can be solved in PSPACE.
Deciding Entailment. In this paper, we present an PSPACE algorithm that decides entailment of Ines constraint for an infinite signature. Given a judgment Ü Ý, this algorithm checks the existence of a term that is both an upper bound of Ü in and a lower bound of Ý in . We illustrate reasoning with lower and upper bounds for proving the validity of the following judgment: Our example illustrates an incompleteness of the algorithm from [8] which does not take "deep shuffle" into account.
Plan of the Paper. In Sections 2 and 3 we start with preliminaries and recall results on Ines constraint. In Section 4 we prove the PSPACE hardness for entailment of atomic set constraints. In Sections 5 and 6 we present a PSPACE algorithm for entailment of Ines constraints. Section 7 discusses the independence property of Ines constraints. For lack of space, many proofs are omitted. They can be found in [23] .
Preliminaries
We assume a set Î of variables ranged over by Ü Ý Þ 
Ines and Atomic Set Constraints
An inclusion constraint is a conjunction of inclusions between first-order terms:
The size of an inclusion constraint is the number of its symbols (variables and function symbols).
An atomic set constraint [16] is an inclusion constraint interpreted in the structure of sets of finite trees È´Ì ¦ µ.
An Ines constraint [22] is an inclusion constraint interpreted in the structure È ·´Ì ¦ µ of non-empty sets of finite trees. In this paper, we do not consider the case of infinite trees.
In the formal parts of this paper, we use a flat syntax for inclusion constraints which restricts the nesting of Satisfiability. We now recall a result on satisfiability of Ines constraints given in [22] . The analogue result holds for satisfiability of atomic set constraints but this is not needed for the purpose of this paper.
Proposition 3.2 The satisfiability problem of Ines constraint can be decided in cubic time.
Without loss of generality we can assume that a flat constraint ³ is closed under reflexivity, transitivity, and decomposition in that it satisfies the properties B1-B3 below (we write Ü and Ý for sequences of variables and Ü Ý for a conjunction of inclusions):
From a B1-B3 closed constraint one can read of its consequences more easily by syntactic reasoning.
Path Constraints. Given a tree and a path we write as the subtree of at path if it exists. Given a set of trees and a path , we define as the -projection of :
¾ and exists Note that is always defined but possibly empty. We need a new class of formulas that we call path constraints. These are of the form Ü Ý and Ü
We also need a notion of syntactic support for path constraints. We define ³ Ü Ý and ³ Ü as follows. 
Entailment is PSPACE-hard
We now show that the entailment of atomic set constraints is PSPACE hard since it can express validity of quantified Boolean formulas.
We 
Rather than considering a set of paths as a tree, we represent it by a set of trees. We fix a binary symbol ¾ ¦ and a constant ¾ ¦. For all ¾ ½ ¾ Ò and ¾ ÈÌ ¦ µ we define a set of trees × ¾ ÈÌ ¦ µ:
The set for ¾ ½ and some can be depicted by: We encode a BF-formula by expressing the predicate Í with atomic set constraints. This is done by the formula DBF Ü Þ´ µ in Figure 1 which satisfies for all Ü Þ:
For encoding a quantifier prefix in a QBF-formula, we express another predicate which concerns lower bounds. Given We next define that a set of paths ¥ ½ ¾ Ò supports a quantifier prefix È noted ¥ È : for existential quantifier it holds that ¥ ÙÈ if exists ¾ ½ ¾ with ¾ ¥ È ; for universal quantifier ¥ ÙÈ is valid if for all ¾ ½ ¾ it holds that ¾ ¥ È ; the empty quantifier prefix is supported by ¯ , i.e., ¯ ¯. Given this definition it holds that:
The complete encoding of a normalized QBF-formula È with parameters Ò ¼, Ñ ½, and Ù ½ Ù Ò is given in Figure 1 : it is the formula QBF Ü Ý Þ´È µ which conjoins DBF Ü Þ´ µ and Pref Ý Þ´È µ. Beside of Ü Ý Þ the fresh variables Ü ½ ½ Ü Ñ Ò·½ and Ý ½ Ý Ò·½ are used (but only of local interest).
Proposition 4.2 Let be normalized. A QB-formula
È is valid iff the judgment QBF Ü Ý Þ´È µ Ü Ý for atomic set constraints holds where Ü Ý Þ are fresh variables.
The proof is given in the long version of the paper. We next illustrate the encoding at an example. We consider the QB-formula È with parameters Ò ¾, Ñ ¾, and sequence Ù ½ Ù ¾ :
It is not difficult to see that È is valid since evaluates to ØÖÙ if one chooses Ù ½ Ì and Ù ¾ arbitrarily. We fix variables Ü Þ Ü ½ ½ Ü ¾ ¿ and Ý Ý ½ Ý ¾ Ý ¿ . The encoding DBF Ü Þ´ µ is the following constraint which up to some minor simplifications and variable renamings was also considered in the introduction:
The set of all upper bounds for Ü in DBF Ü Þ´ µ can be depicted by the following tree Ì . Each node of Ì is labeled by a set of È´¦ Î µ such that for all Ø if Ø is an upper bound of Ü at then the label of Ì at path contains the root symbol of Ø, i.e., Ä Ì´ µ is the set
Notice that the set of path satisfying DBF Ü Þ´ µ Ü is equal to ½½ ¾½ ¾¾ and thus corresponds exactly to the set of solutions of . Next, we consider the translation of QBF Ü Ý Þ´È µ: 
Theorem 4.3 For all signatures with a least one constant and one binary function symbol, the entailment problem of atomic set constraints is PSPACE hard.
This follows immediately from Proposition 4.2 since the validity problem of quantified boolean formulas (QBF) is PSPACE complete and the size of the encoding is clearly polynomial with respect to the size of the quantified Boolean formula.
Characterization of Entailment
We now give a syntactic characterization of entailment for Ines constraints (see Proposition 5.5) on which our decision procedure in Section 6 is based. We note that the characterization is complete for satisfiable B1-B3 closed constraints only.
Singletons. Entailment can depend on the fact that some term has to denote a singleton, i.e., a set with exactly one element. For example, notice that the following entailment is valid for Ines:
For every solution ¬ of the left hand side, ¬´Ùµ ¬´ µ holds. And since denotes the singleton , it entails Ù. Of course, there are other ways to constrain a variable (or a term) to denote a singleton. Our general idea for the recognition of singletons is to test for ground upper bounds of variables. For completeness, we must respect the "deep shuffling" of upper bounds, as illustrated in the following example.
We introduce a predicate symbol com´Î µ of arity ¼ for every finite non-empty set Î of variables: a variable assignment ¬ ´ Þ ½µ is equal to Þ ½ Þ ¾ and that ´ µ is a ground upper bound for Þ ½ Þ ¾ and also for Ü Ü ½ Ü ¾ . Note also that ³ ¿ com´ µ holds.
Next, we define the set of lower bounds that a constraint ³ provides for a variable Ü. We use a kind of tree automaton that uses ground upper bounds in its complex start condition. To illustrate this construction, we consider the constraint ³ e given in Figure 3 which up to flattening is essentially the same as considered in Section 4. The constraint ³ e is B1-B3 closed up to trivial constraints that do not matter here. The computation tree for ³ e ´ Ü Ý µ is given in Figure 2 . Since ³ is satisfiable, it guarantees for all pairs of or-nodes on the same branch with labels ´Î Ý µ and ´Î
holds. So, the length of a branch in the and-or-tree is lineary bounded in the size of ³.
As usual, an and-or-tree can be evaluated to a Boolean value. For a satisfiable B1-B3 closed constraints ³ and Î Þthe tree for ³ ´Î Þ µ evaluates to T if and only if ³ ´Î Þ µ holds. Note that the tree for ³ e ´ Ü Ý µ evaluates to T since its right subtree does.
For constructing and evaluating a computation tree on the fly, it is sufficient to memorize the information along a single branch only. Hence, it follows that entailment of Ines constraints is in PSPACE.
Ines versus Atomic Set Constraints
It may seem difficult to show that the entailment problems of atomic set constraints and of Ines constraints are of the same complexity. Under the assumption of an infinite signature, however, the problem can be settled due to the independence property of Ines constraints 2 . 
