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Abstract
We investigate state-space abstraction methods for computing approximate proba-
bilities with Bayesian networks. These methods approximate Bayesian networks by
aggregating the states of variables. We implement an iterative approximation procedure
based on this idea, and the procedure demonstrates the desirable anytime property in
experiments. Further theoretical analysis reveals special properties of the approxima-
tions, and we exploit these properties to design heuristics for improving performance
proﬁles of the iterative procedure.  2002 Elsevier Science Inc. All rights reserved.
1. Introduction
Bayesian networks (also called Bayes networks, probabilistic networks, and
belief networks, among others) have become a popular form for capturing
uncertainty in problem solving [18,19]. The networks themselves are directed
acyclic graphs with nodes augmented by conditional probability tables (CPTs)
[26,42]. Nodes in the networks represent variables in the problem being
modeled, thus we use ‘‘node’’ and ‘‘variable’’ interchangeably herein. The
possible values that a variable can take on are called states of the variable.
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Links qualitatively denote dependence relationships among the variables. A
directed link in a Bayesian network connects its tail node to its head. The link
that connects two variables indicates direct dependence between these vari-
ables. In other words, information about the state of the tail node generally
aﬀects the probability distribution of the head, and vice versa. Variables not
linked directly are conditionally independent. The probability distribution of a
variable may or may not change with the other indirectly connected variable
under speciﬁc conditions.
The dependence relationships among variables are described quantitatively
by conditional probability tables associated with each node. A CPT describes
the conditional probability distribution of its corresponding variable given the
possible combinations of states of all its parents.
Fig. 1 shows the graphical structure of a Bayesian network and two of its
CPTs for a simpliﬁed traﬃc model. Node TA represents the time a traveler
leaves location A. Its arrival times at locations B, C, D, . . . are represented by
nodes TB, TC, TD, . . ., respectively. This model assumes that the traveler
leaves the intermediate locations upon arrival, so we do not distinguish arrival
and departure times for intermediate locations. The average driving speeds
from location X to location Y are represented by nodes named KXY. Since
traﬃc conditions vary during a typical day, the probability distribution for
KXY depends on when the traveler leaves location X. For instance, the prob-
ability of traveling from A to B between 50 and 60 miles per hour given
TA ¼ ta2 is 0.3. In addition, direct links from TA and KAB to TB indicate that
the arrival time at location B directly depends on the departure time from A
and the average driving speed from A to B.
Given a Bayesian network, we compute probability distributions of interest
by evaluating the network. For instance, given the network shown in Fig. 1, we
can compute the probability of a traveler arriving at C at time tc1 given a
departure from A at ta2. Conversely, we can compute the probability of the
traveler having departed from A at ta2 when we observe that the traveler arrives
at C at time tc1.
Fig. 1. A Bayesian network for a simple traﬃc model.
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The calculation of the desired probability distributions can be carried out
with a variety of evaluation algorithms for Bayesian networks. These algo-
rithms include, but not limited to, graph reduction [49], junction tree [27],
symbolic probabilistic inference [9,11,55], cutset algorithms [15,52], and the
Shenoy–Shafer architecture [50].
The computational cost of the evaluation task varies from problem instance
to problem instance, depending on factors such as network structure [12,33,40].
In a few special cases, there exist eﬃcient algorithms for the task. For instance,
the computational complexity of evaluating singly connected networks is linear
in the number of nodes in the networks [42], and the complexity can be further
reduced to sublinear if we compile the network in a preprocessing phase [14].
Compilation of Bayesian networks may help to reduce evaluation time for
other more general network structures [10]. Despite these special techniques,
the task of exact evaluation of general Bayesian networks, that is, computing
exact values of the probability distributions, is NP-hard [4].
In light of this complexity result, many research projects seek to ﬁnd good
approximation methods for the evaluation task. Unfortunately, approximate
evaluation of Bayesian networks is not easier than exact evaluation in terms of
computational complexity. The task of approximating marginal probabilities
to a ﬁxed degree in Bayesian networks is also NP-hard [6,47].
Nevertheless, we can still beneﬁt from the study of approximation methods.
Even without guarantees of ﬁxed degrees of accuracy, approximation methods
oﬀer reasonable prospects of signiﬁcant accuracy, which is a lot better than
many alternatives. Also, approximation methods oﬀer the opportunity to
consider problems much larger than we could otherwise, which could com-
pensate substantially for a loss of accuracy. Moreover, studying approximation
methods provides a foundation for the design of algorithms that support ro-
bust performance over a range of real-time applications.
Approximation algorithms for Bayesian networks may compute two types
of solutions: bounds of the desired probabilities or point-valued approxima-
tions. The literature has seen a wide range of approaches for computing
bounds of the desired probabilities. For instance, bounded conditioning ignores
some cutset instances to compute lower and upper bounds of the desired
probabilities [22]. Localized partial evaluation computes bounds of the desired
probabilities by temporarily ignoring selected nodes from the given networks
[16]. Search-based algorithms consider more probable assignments of all
variables and use these instances to compute probability bounds [8,44]. There
are also algorithms that employ max and min operations in computing prob-
ability bounds [13,36,45], while some others exploit special features of the
conditional probability distributions in the networks in computing bounds
[23,36].
The literature has also seen a variety of approaches for computing point-
valued approximations of the desired probabilities. Stochastic simulation
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algorithms apply Monte Carlo sampling to compute approximations of the
desired probabilities [7,20,38,41]. Given suﬃcient time, results computed by
these simulation-based algorithms converge to the exact solutions. Jensen and
Andersen propose an algorithm that sets to zero very small values in the po-
tential functions of cliques in junction trees [25]. Roughly speaking, cases with
very small values in the potential functions correspond to relatively less
probable assignments of all variables, and therefore may be ignored in com-
puting approximate probabilities. It is also possible to approximately evaluate
Bayesian networks by ignoring weak dependencies among variables, and this
can be achieved either in the junction tree of the given Bayesian network [29] or
directly in the given Bayesian network [53].
Conceivably, Bayesian networks are useful for applications that require
solutions other than probability distributions [11]. For instance, some appli-
cations need to ﬁnd the most probable assignment to all the variables that are
consistent with the states of observed variables. These so-called maximum a
posteriori (MAP) explanations can be computed with exact [11] or approxi-
mation algorithms [13,48]. The tasks for computing MAPs are also intractable
in general, both exactly [51] and approximately [1].
In this paper, we report on a particular family of algorithms for approxi-
mating probability distributions by aggregating states of variables [54]. We
introduce the notation used in this paper in the next section. Section 3 presents
motivation and methods for approximating Bayesian networks by state-space
abstraction. Section 4 delineates the alternatives for measuring the quality of
approximate probability distributions. In Section 5, we present an algorithm
for anytime evaluation of Bayesian networks that employ the state-space ab-
straction methods, and study its performance in experiments. We then discuss
theorems regarding the quality of approximations of the probability distribu-
tions in Section 6. Applying the theorems, we devise heuristics for controlling
the anytime algorithm to achieve better performance. We study the resulting
performance of the anytime algorithm in experiments in Section 7. Finally, we
summarize and discuss our main contributions.
2. Notation
We denote variables by capital letters and their states by corresponding
small letters. Sets of variables and their states are denoted by bold-faced letters.
When necessary, we use superscripts to distinguish variables that belong to a
set of variables, and subscripts to distinguish states of a variable. For instance,
X represents a set of variables, and this set may contain three nodes X 1, X 2,
and X 3. The state space of the variable X 1 may contain three possible states x11,
x12, and x
1
3. The cardinality of a variable is the number of states in its state space.
Hence, the cardinality of X 1 is three.
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The conditional probability tables associated with nodes specify the prob-
ability distribution of the node given the states of parent nodes of the node.
Variables at the tail of the incoming links of X are parents of X, denoted PðX Þ,
and variables at the head of the outgoing links of X are children of X, denoted
CðX Þ. We use the shorthand PrðxjpðX ÞÞ to represent an entry,
PrðX ¼ xjPðX Þ ¼ pðX ÞÞ, in the conditional probability table associated with
node X . Take the Bayesian network shown in Fig. 1, for example. The set of
parents of KBC, PðKBCÞ, consists of TB and KAB. The state space of TA
contains three states: ta1, ta2, and ta3.
The joint probability distribution of all variables V ¼ fV 1; V 2; . . . ; V ng in
the network is implicitly encoded in the conditional probability distributions
stored with the nodes. Speciﬁcally,
PrðvÞ ¼
Yn
i¼1
PrðvijpðV iÞÞ:
3. State-space abstraction
3.1. Motivation
The cardinality of variables has a substantial inﬂuence on the computational
complexity of the evaluation of Bayesian networks. Although the precise
quantitative inﬂuence depends on the evaluation method [12], in general the
relationship is exponential for known algorithms. For instance, the computa-
tional complexity of the junction-tree method is OðprmÞ, where r, p, and m are,
respectively, the maximum number of states of an individual node in the
Bayesian network, the number of clique nodes, and the maximum number of
nodes in a clique [39]. When we increase the cardinality of all the variables in a
Bayesian network at the same time, the sizes of the conditional probability
tables of all variables increase exponentially, which makes the computation
time of the junction-tree algorithm increase exponentially as well.
We illustrate the inﬂuence of cardinality on computation time with the
multi-stage Bayesian network of Fig. 2. Each variable is conceptually real-
valued, and so state-space cardinality is determined by the choice of granu-
larity. In each stage, C1 and C2 are two variables that directly inﬂuence the
states of the target variable T. The target variable is the variable that a decision
maker would like to control by action A. This decision maker, however, does
not have direct control of the states of T, and can directly inﬂuence the states of
the variables C1 and C2. Also, the decision maker does not have the capability
to collect information about the actual states of the target variable. The eﬀects
of the action are only partially observable to the decision maker via the actual
observations O, and the choice of the decision maker’s action is dependent on
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O of the current stage and the previous stage if available. The task is to
compute the marginal distribution of T_3 given O_1 instantiated.
As Fig. 3 indicates, computation time increases exponentially with cardi-
nality. We test the junction-tree method implemented in HUGIN API 2.0,
executed on SunSparc 20 machines running SunOS 4.1.3 with 32 megabytes
RAM and 132 megabytes swap space. The chart shows the computation time
for evaluating the network at cardinalities varying from 4 to 20 states per node.
Networks with 22 or more states for each node require more computer memory
than we have in the test environment, and are not executable.
This chart demonstrates a trade-oﬀ between computational time and solu-
tion precision. On the one hand, we may want to include more possible states
to model the world more precisely. For instance, ﬁne-grained discretization is
desirable for variables representing readings from sensors and map locations in
the robotics domain [48]. On the other hand, considering more states for
variables increases the computation time, thereby potentially making the re-
sults of computation less useful in the face of urgent deadlines.
This observation suggests that we should apply the knowledge encoded in
Bayesian networks in a more ﬂexible way. We are not in general constrained to
Fig. 3. Computation time surges as we gradually increase cardinality of variables in Fig. 2.
Fig. 2. A multi-stage Bayesian network.
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evaluating a network at the precision in which it is encoded. The degree to
which we apply the knowledge contained in the available models should de-
pend on the computational resources available for each individual application
[2,21,28,43].
As indicated by Fig. 3, one way to reduce the evaluation time for a given
Bayesian network is to reduce the number of states for variables. By suﬃciently
reducing the cardinality, we enable ourselves to compute a solution within the
allocated computation time. If given more time for computation, we may run
the algorithm at a ﬁner grain, considering more states. Solutions obtained in
later iterations are expected be more precise than those obtained in previous
iterations. This iterative mechanism thus allows the inference method to adjust
to unknown deadlines systematically. We present such state-space abstraction
methods in the following sections.
3.2. Abstracting a Bayesian network: average policy
We abstract a Bayesian network by aggregating states of selected variables
into superstates. We call the variables whose states are aggregated abstracted
variables, the new network that contains abstracted variables an abstract
Bayesian network, and the original states of the abstracted node elementary
states. Each superstate is an aggregation of a consecutive subset of elementary
states. We use ½ai;j to denote the superstate that is the aggregation of the el-
ementary states ai; aiþ1; . . . ; aj of an abstracted variable A.
In general, abstracting the state space of a random variable can induce
conditional dependencies not present in the original network [3]. Incorporating
the requisite new links, however, would defeat the motivation for abstraction in
the ﬁrst place. Therefore, we forego preservation of the joint distribution, and
choose to preserve the graphical structure of the given network. With a pre-
served graphical structure and reduced cardinality, the abstract network re-
quires less time to evaluate than the original network.
Given the decision to preserve the graphical structure, the remaining work
for abstracting a Bayesian network is to assign the numbers in the CPTs of the
abstracted variable and its children. We call the methods for assigning these
probability values a probability reassignment policy. Let A be an abstracted
variable, and Y be a child of A. A superstate is an aggregation of elementary
states, so we set the conditional probability of a superstate to be the sum of the
conditional probabilities of its constituent elementary states. Using cPrð
Þ to
denote probability values in the abstract Bayesian network
cPrð½ai;jjpðAÞÞ ¼Xj
k¼i
PrðakjpðAÞÞ: ð1Þ
For instance, aggregating ta2 and ta3 of TA in Fig. 1 yields cPrð½ta2;3Þ ¼ 0:5.
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Assigning conditional probability values to the children of abstracted nodes
is less straightforward, since we discard information in the conditional prop-
osition. We adopt the average policy
cPrðyj½ai;j; pxðY ÞÞ ¼ 1j iþ 1 X
j
k¼i
Prðyjak; pxðY ÞÞ; ð2Þ
where PXðY Þ denotes the parents of Y excluding A, that is, PXðY Þ ¼
PðY ÞnfAg. For instance, if we aggregate ta2 and ta3 of TA in Fig. 1, we will
assign 0.4 as the conditional probability for the case that KAB ¼ 50–60 given
TA ¼ ½ta1;2:
The probability assignment task can be carried out locally since the operation
relies only on information that is available in the CPTs of the abstracted nodes
and their children. The average policy weighs the components of Y’s condi-
tioning state equally. If we have information about the relative importance of
Prðyjak; pxðY ÞÞ, such as marginal probabilities Prðak; pxðY ÞÞ for some ak and
pxðY Þ, we may assign the new conditional probability tables more precisely [54].
However, information such as Prðak; pxðY ÞÞ is generally not included in Baye-
sian networks, and computing such marginal probabilities at runtime would
defeat the purpose of abstraction. As a result, we choose to assume that
Prðak; pxðY ÞÞ are equal among all elementary states ak for a given pxðY Þ.
4. Measuring quality of approximations
We measure the quality of approximations in terms of the distance between
the approximate and exact distributions. With such a measure, we can char-
acterize the properties of particular state-space abstraction methods (Section
6), and compare the eﬀectiveness of alternative methods (Section 7).
We adopt a standard scoring rule to measure the divergence between two
probability distributions. Let e be the observed values of a designated set of
evidence variables E. Let cPrðxjeÞ denote the approximate probability distri-
bution for X computed by approximating A given E: The quality of the ap-
proximation is deﬁned by the Kullback score [32]: 1
KAX ¼
X
X
PrðxjeÞ ln PrðxjeÞcPrðxjeÞ ; ð3Þ
where
P
X hðxÞ means summing hðxÞ over all possible values of X . Notice that
we do not explicitly show E in the notation for the Kullback score.
1 This metric is also known as the Kullback–Leibler divergence, cross-entropy, or relative
entropy.
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The deﬁnition applies directly to any set of nodes X that does not include
abstracted variables. For abstracted variables, we interpret the probability of
the superstate as a uniform distribution over its constituent elementary state.
That is, for an abstracted variable X
cPrðxkjeÞ ¼ cPrð½xi;jjeÞj iþ 1 for i6 k6 j;
where ½xi;j is a superstate of X.
The range of the Kullback score is ½0;1, with lower Kullback scores cor-
responding to better approximations. The Kullback score is equal to zero if
and only if the probability distributions being compared are exactly the same.
Conventionally, the contribution of PrðxjeÞ lnðPrðxjeÞ=cPrðxjeÞÞ is deﬁned as
zero whenever PrðxjeÞ ¼ 0, so the only situation that could make Kullback
scores inﬁnite is that PrðxjeÞ 6¼ 0 and thatcPrðxjeÞ ¼ 0. We show in Appendix A
that such a combination cannot occur when we apply the average policy in
abstracting a Bayesian network. As a result, we do not have to consider the
possibility of inﬁnite Kullback scores. Since the Kullback scores are to be ﬁnite
and non-negative in our settings, we assume that probability values considered
are all positive in the following discussion to simplify presentation in the rest of
this paper.
The Kullback score provides a theoretical upper bound on the absolute
diﬀerence between the probability distributions being compared. Namely, for
any state x of X
jPrðxjeÞ cPrðxjeÞj6 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃKAX=2q :
This bound, however, is usually much larger than the actual diﬀerence between
the distributions.
The Kullback score is not a symmetric measure for comparing the diver-
gence between two probability distributions. We will obtain a diﬀerent value if
we switch the roles of PrðxjeÞ and cPrðxjeÞ in (3). The following measure,
proposed by Jeﬀreys [24], is similar to the Kullback score, but it is symmetric.
We touch upon this symmetric measure in Section 6.
JAX ¼
X
X
PrðxjeÞ ln PrðxjeÞcPrðxjeÞ þ
X
X
cPrðxjeÞ lncPrðxjeÞ
PrðxjeÞ ð4Þ
5. Iterative state-space abstraction
One approach to tackle problems in time-constrained applications is to
arrange the reasoning procedure so that it produces progressively more accu-
rate results as more computation time is allocated [2,21]. The reasoning
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procedures can be terminated any time, and the procedures simply return the
most recent solution when terminated. In this section, we apply the state-space
abstraction methods to design such anytime algorithms for evaluation of
Bayesian networks. We present the algorithm and discuss the outcomes from
an experimental study of its performance.
5.1. The algorithm
The design of this iterative abstraction algorithm is motivated by the chart
shown in Fig. 3. Given the original Bayesian network (OBN), we may start the
computation with a very abstract Bayesian network (ABN), and gradually
reﬁne the ABN for better approximations when time permits. The iterative
state-space abstraction (ISSA) algorithm takes as input the OBN and query to
compute the desired probability distribution. A query consists of the observed
states of some nodes and the variables whose probability distributions are of
interest. We call the nodes whose states are known evidence nodes and the
nodes whose distributions are of interest queried nodes.
Algorithm (The Iterative State-Space Abstraction Algorithm (OBN, query)).
1. Construct an initial ABN with one superstate per abstracted node.
2. Evaluate the current ABN to obtain an approximation of the desired prob-
ability distribution.
3. If all states for all abstracted nodes are elementary, return.
4. Reﬁne a selected superstate to construct a new ABN.
5. Go to Step 2.
The algorithm begins with the construction of a very abstract network where
the abstracted nodes have only one superstate. The states of evidence nodes are
not aggregated since this would obviously introduce unnecessary error into the
approximate solutions.
The current ABN is then evaluated with an exact evaluation algorithm. In
principle, we can use any exact evaluation algorithm at step 2. In this study, we
use the junction-tree algorithm [27], which is by far the most popular exact
evaluation algorithm for Bayesian networks.
Having computed an approximation, the algorithm can return a solution
whenever the inference procedure needs to terminate. If, at step 3, all the su-
perstates are reﬁned to the ﬁnest grain, then the algorithm has evaluated the
OBN and should just return the exact answer.
Reﬁning a superstate is to recover a distinction among the states that are
aggregated in the superstate. More speciﬁcally, reﬁning a superstate ½ai;j of A is
to replace ½ai;j with a pair of new states ½ai;k and ½akþ1;j in the state space of A,
where k ¼ bðiþ jÞ=2c. Conditional probability distributions related to these
new states are translated from the OBN using the average policy. The reﬁne-
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ment operation introduces more states in the new ABN, and potentially im-
proves the quality of the approximations. After constructing the new ABN, the
algorithm returns to step 2.
The algorithm runs in this iterative fashion until it cannot continue. When
there is no time for further computation, the algorithm terminates and returns
the latest approximation obtained at step 2. The algorithm may also stop at the
fourth step as just described.
The strategy used in deciding how the OBN should be approximated has a
decisive inﬂuence on the performance of the ISSA algorithm. There are several
degrees of freedom in designing the algorithm. We need to choose the nodes
whose states are to be aggregated, and we need to decide how to aggregate the
states of these selected nodes. When reﬁning a network, we need to decide
which superstate should be reﬁned and how to reﬁne it. Dividing a superstate
into two new states that consist of almost the same number of elementary states
is a convenient and easy-to-implement strategy, but might not provide the best
performance possible. One may also wonder whether the average policy is a
good choice for the probability reassignment task. We discuss these issues in
Section 7.
5.2. Empirical study
We implement a baseline version of the ISSA algorithm for empirical study
of its performance. The baseline ISSA algorithm aggregates the states of all
nodes except those of the evidence nodes at step 1. Abstracted nodes in this
initial ABN have only one state. At step 4 of the algorithm, the most probable
superstate of each abstracted node is reﬁned, where the most probable super-
state is that with largest marginal probability among the superstates of an
abstracted node.
The quality of the approximate probability distributions is measured by the
Kullback score, with the exact probabilities calculated separately directly from
the OBN. We have tested this baseline ISSA algorithm on several networks
[54], including the network shown in Fig. 2.
Data reported in this section were collected from the experiment that used
the network shown in Fig. 2 with 16 states per node. The goal was to compute
Prðt 3jo 1Þ, the marginal distribution of target variable T_3 given the state of
observable variable O_1 for all t_3. We conducted three sets of experiments
Test1, Test2, and Test3, where the network instances diﬀered in the skewness of
probability distributions underlying the networks.
We focus on this distinction between test cases because skewness has a
direct eﬀect on quality of abstraction, and because skewed distributions are
common in practical applications [9,44]. We assign the conditional proba-
bility distributions PrðxjpðX ÞÞ using the following procedure. The assignment
of PrðxjpðX ÞÞ for diﬀerent states of the parents of X is carried out indepen-
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dently. The values of a are 0, 1, and 1.16 for Test1, Test2, and Test3, re-
spectively.
1. Sample p1 from the uniform distribution Uð0; 1Þ.
2. Sample qi from Uð0; 1Þ and assign pi ¼ api1 þ qi for i ¼ 2; 3; . . . ; n.
3. Normalize the sequence fpig.
4. Let PrðxijpðX ÞÞ ¼ pi for i ¼ 1; 2; 3; . . . ; n.
The ISSA algorithm was tested on 200 instances in each set of experiment.
For each, the average Kullback score of KAT 3 was plotted as a function of time,
where each time point corresponds to a distinct iteration of the ISSA algo-
rithm. The ﬁrst point in each series represents the initial ABN, with one su-
perstate per node. In this initial situation, the approximation is simply the
uniform distribution, which serves as a baseline for comparison of the quality
of approximations.
As we can see in the charts, the approximations improve monotonically,
converging to the exact distribution when the reﬁnement reaches the elemen-
tary states. The OBN had 16 states per node, so the curves have 16 points, each
showing the average of KAT 3 for iterations 1–16. Evaluation of these networks
at full granularity takes of the order of 21 s, which is roughly equivalent to 11
abstraction iterations in the experiments. The approximations have a very
small Kullback score (0.008 for Test3) at this point, with the extra advantage of
having produced good approximations even earlier.
Note that the time per iteration increases substantially as we proceed.
Since the proportion of time spent on early iterations becomes negligible,
there is relatively little advantage in estimating the maximum granularity
solvable in a given time and proceeding right to the level. Moreover, the
earlier iterations determine the reﬁnement pattern (i.e., which superstates to
reﬁne); uniform reﬁnement at a pre-identiﬁed granularity would not be as
accurate.
Test1 is a favorable case for the ISSA algorithm, as both the average policy
and our interpretation of the probability of superstates make use of uniformity.
Indeed, in this model the Kullback score is extremely low even before any
reﬁnement (0.00004)! Even starting from this level, however, the approxima-
tions improve steadily with reﬁnement.
Distributions used in Test2 and Test3 are skewed, and these more skewed
distributions are initially approximated much worse by the coarse-grained
networks. However, the quality of the approximations for the more
skewed distributions improves substantially in the ﬁrst few iterations, and,
within a few iterations, the quality of approximations for all cases becomes
quite good. The parameters used in Test3 were the most skewed. For the case
n ¼ 16 in the experiments, p16 is at least nine times p1, so the distributions
are really skewed. The improvement with reﬁnement in this case was
more substantial, reaching a much better ﬁt in just a few iterations (see
Fig. 4).
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6. Properties of approximations
Given an approximate Bayesian network, can we tell what variables are
aﬀected by the approximation operations? Can we say anything about the
quality of the approximations for those aﬀected variables? Theorems reported
in this section answer these questions by taking advantage of the conditional
independence relationship among nodes. In the theorem statements,
CIðX ; e;YÞ means that X is conditionally independent of Y given that E ¼ e,
and CIðX ;E;YÞ means that CIðX; e;YÞ holds for all instances e of E. We
continue to use the Kullback scores in presenting the theorems. However, we
can show that the theorems presented in this section will hold if we had
chosen the symmetric JAX , deﬁned in (4), as the measure for quality of
approximations.
To state our results, we require a bit more Bayesian network terminology.
Let X ; Y, and Z be three disjoint subsets of nodes in a Bayesian network. Z is
said to d-separate X from Y if there is no undirected path between a node in X
and a node in Y along which the following two conditions hold: (1) every node
with converging arrows is in Z or has a child node in Z, and (2) every other
node is outside Z [42]. Nodes that have no children and are neither evidence
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Fig. 4. ISSA returns approximate solutions that converge to exact solutions.
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nodes nor queried nodes are barren [49]. We generalize the deﬁnition a bit by
considering nodes with only barren children as barren themselves.
Theorem 1 speciﬁes those conditional distributions that cannot be aﬀected by
the approximation of A. Roughly speaking, if nodes in A are irrelevant to the
computation ofPrðxjeÞ, then approximatingA should not have any impact on the
probability. Notice that there might be some other conditional distributions that
are not aﬀected by approximation operations due to numerical coincidence.
Theorem 1. The conditional distribution PrðxjeÞ is not affected by the abstraction
of A if either of the following conditions holds. Namely, cPrðxjeÞ ¼ PrðxjeÞ if
1. CIðX ; e;AÞ, or
2. nodes in A are barren for the computation of PrðxjeÞ.
Proof. All proofs for theorems are given in Appendix A.
Notice that d-separation is a stronger version of conditional independence.
As a result, Theorem 1 and other theorems discussed in this section are readily
applicable to situations where we replace the conditional independence con-
ditions with their d-separation counterparts. When E d-separates X from Y ;X
is independent of Y for any instance of E; namely CIðX ;E;Y Þ. Since we can
easily determine whether a d-separation relation holds by inspecting the
graphical structure, this interpretation provides an economical way of applying
the theorems without conducting potentially intensive computation for deter-
mining the existence of conditional independence.
The following theorem asserts that the quality of approximations improves
with increasing distance of the nodes from A, where distance is deﬁned by
conditional independence relationships among variables.
Theorem 2. Let X and Y be two sets of nodes and A the abstracted nodes. If
X \ Y ¼ ;, ðX [ Y Þ \ A ¼ ;, and CIðY ;X [ e;AÞ, then KAX PKAY .
We may apply Theorem 2 to predict the relative quality of approximations
in Bayesian networks that comprise duplications of subnetworks such as dy-
namic Bayesian networks [17] and temporal inﬂuence diagrams [46]. In these
networks, it is common that variables representing state of the world at time
stage Ti d-separate variables for Tiþ1 from variables for Tj: For prediction tasks
where we have evidence about the current state of the world, if we only abstract
variables for Tj; j < i, the approximations for variables for the distant future
Tiþ1 must have better quality than those for variables for the near future Ti,
according to the theorem. For diagnosis tasks, the reasoning is similar, and the
approximations for variables representing the distant past are better than those
for variables of the near past.
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In addition, this theorem sheds light on the design of heuristics for con-
trolling the approximation operations to maximize quality of approximations.
We discuss this application in the following section.
The following theorem and its corollary specify properties of the quality of
approximations for two conditionally independent sets of nodes. The Kullback
score of the union of two independent sets of nodes is the sum of their indi-
vidual Kullback scores. Such an additive property helps to reduce the com-
putational cost of estimating the Kullback score of a large set of nodes, which
is useful when we use estimated Kullback scores as heuristics for controlling
how to approximate Bayesian networks.
Theorem 3. Let X and Y be two sets of nodes and A the abstracted nodes. If
CIðX ; e;YÞ then KAX[Y ¼ KAX þ KAY :
When two independent variables jointly d-separate a third from the ap-
proximated nodes, Corollary 1 dictates that the quality of the approximations
for the two independent variables is no better than the quality of approxi-
mation for the third variable.
Corollary 1. For three sets of nodes, X ; Y, and Z, if CIðX ; e;YÞ,
ðX [ Y Þ \ Z ¼ ;, ðX [ Y [ ZÞ \ A ¼ ; and CIðZ;X [ Y [ e;AÞ, then
KAX þ KAY PKAZ :
Properties of approximated probability distributions are discovered else-
where. Kjærulﬀ approximately evaluates Bayesian networks by removing weak
dependences in the junction trees of the given Bayesian networks [29]. He re-
ports that the quality of approximation for the clique potential functions im-
proves with the increasing distance from the clique from which weak links are
removed. When we carry out the state-space abstraction in a Bayesian net-
work, the potential functions of the cliques that contain the abstracted nodes
will be aﬀected. The deviation between the original and the approximate
probability information decreases with increasing distance, where the distance
is deﬁned based on d-separation in Bayesian networks and on path distance in
junction trees.
Theorem 2 has a close relationship with the property of decreasing relative
entropy in Markov chains [5]. Let pn and p0n represent two probability distri-
butions of a Markov chain at time n. The property states that the relative
entropy between pn and p0n is larger than that between pnþ1 and p
0
nþ1, where pnþ1
and p0nþ1 are, respectively, computed from pn and p
0
n, along with the transition
probability from n to nþ 1 of the Markov chain. We can relate this property of
Markov chains to Theorem 2, when we interpret X and Y as sets of variables
representing the states of the Markov chain at time n and nþ 1. The condition
CIðY ;X [ e;AÞ in Theorem 2 guarantees that the transition probability from X
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to Y is preserved after abstraction of A. Therefore, by virtue of the property,
KAX must be larger than K
A
Y .
7. Algorithmic variations
An understanding of the relative quality of approximations may bear on the
design issues raised in Section 5.1. Reﬁning a selected superstate will increase
the time necessary to evaluate the new network, and is expected to improve the
quality of approximations. We would prefer to reﬁne the superstate such that
we increase evaluation time as little as possible, and improve quality as much as
possible.
The increase in computation time will depend on the exact methods used in
ISSA. It is not diﬃcult to compute how much more computation would be
needed to evaluate the reﬁned network, and we can readily apply the methods
discussed in [29] for the junction-tree methods. Therefore we will focus on the
eﬀects of reﬁning superstates on improving the quality of approximations in
the following discussion.
To understand how reﬁning superstates would aﬀect quality of approxi-
mations, we seek approaches to two key problems. The ﬁrst problem is how to
assign conditional probabilities once some states are selected for aggregation,
and the second is how to determine which distinctions between states are least
relevant for answering the query.
We conﬁne ourselves to solutions that apply only information that is lo-
cally available. As we explain below, locality is deﬁned in terms of the
Markov boundary of the abstracted nodes. It is possible that we could obtain
better approximations if we employ more information in deciding how to
approximate the OBNs. However, doing so would also increase the compu-
tational costs for each iteration of ISSA, and would potentially reduce the
usefulness of the approximate solutions. By employing only local informa-
tion, we attempt to keep down computational costs for deciding how to
approximate the OBNs.
7.1. Probability assignment policies
Conceivably, there are many ways to assign the conditional probabilities
related to superstates. Among all choices, policies that employ more infor-
mation in determining the new probability values should provide better ap-
proximate solutions in general.
We consider Eq. (1) discussed in Section 3.2 a standard method for assigning
the probability values in the CPTs of the abstracted node. The conditional
probability of a superstate is the sum of the conditional probability of its
constituent states.
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The average policy employs Eq. (2) for assigning the probability values in
the CPTs of the children of the abstracted node. A closer examination shows
that the average policy uses probability values that are available in the CPTs of
the abstracted nodes and their children. We repeat Eq. (2) for easier compar-
ison below
cPrðyj½ai;j; pxðY ÞÞ ¼ 1j iþ 1 X
j
k¼i
Prðyjak; pxðY ÞÞ:
Chang and Fung [3] suggest Eq. (1) for assigning the CPT of the abstracted
nodes, and the following formula for assigning the CPTs of the children of the
abstracted nodes, where jpðAÞj denotes the number of possible states of the
parents of node A. Henceforth, we refer to this method as the CF policy
cPrðyj½ai;j; pxðY ÞÞ ¼ 1jpðAÞj X
PðAÞ
Pj
k¼i Prðyjak; pxðY ÞÞPrðakjpðAÞÞcPrð½ai;jjpðAÞÞ : ð5Þ
The CF policy uses only local information, and weights the importance of all
possible states of the parents of the abstracted nodes uniformly. In contrast,
the average policy uniformly weights the constituent states aggregated in the
superstate in (2). Comparison between Eqs. (2) and (5) shows that the CF
policy is computationally more expensive than the average policy.
We have compared the performance of implementations of ISSA with the
average and CF policies in experiments [34,54]. As we have expected, empirical
results indicate that using the CF policy leads to a better average performance
of ISSA.
The choice of probability assignment policy also aﬀects what types of ap-
proximations we would compute. The average and CF policies are devised for
computing point-valued approximations. We have reported another proba-
bility assignment policy for computing bounds of probability distributions [36].
7.2. Control heuristics for ISSA
We explore heuristics for determining the relevance of the distinction of
states to the accuracy of the approximate solution. We apply the properties of
approximations discussed in Section 6 to search for heuristics that we can
compute locally.
Theorem 2 provides a foundation for our approach to determining the de-
gree of relevance of states. When we have a chance to reﬁne the state space of
an abstracted node, we are essentially changing from an abstraction to another
of the abstracted nodes. Theorem 2 dictates that, as long as CIðQ;X [ e;AÞ
holds, we will have KAX PK
A
Q for any abstraction of A. Therefore, minimizing
KAX when we reﬁne the state space of abstracted nodes will provide a good
prospect of reducing KAQ .
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The choice of such an X is arbitrary. However, we may prefer to have the
smallest one among alternatives when the algorithm computes the heuristics at
runtime under time constraint. Computing KAX for a larger X will be compu-
tationally more expensive than computing the score for a smaller X . The
Markov boundary of A, denoted MBðAÞ, is such a minimal set. MBðAÞ is the
minimal set of nodes such that CIðV nMBðAÞ n A;MBðAÞ;AÞ holds, that is,
no proper subset ofMBðAÞ exists such that the conditional independence holds
[42]. The Markov boundary of a node Y consists of the parents, children, and
parents of children of Y.
The following theorem provides a starting point for design and selection of
control heuristics, where KAU is the Kullback score of all unabstracted variables,
V n A:
Theorem 4. Let U ¼ V n A
KAU ¼
X
MBðAÞ
PrðmbðAÞÞ ln gðAÞ
g^ðAÞ ; ð6Þ
where
gðAÞ 
X
A
Y
V i2CðAÞ[A
PrðvijpðV iÞÞ and
g^ðAÞ 
X
A
Y
V i2CðAÞ[A
cPrðvijpðV iÞÞ:
This theorem tells us that we could make KAU equal to zero by preserving the
values of gðAÞ for all possible values of A. Keeping KAU ¼ 0 means that we
would have preserved the joint distribution of all unabstracted nodes. As a
result, any conditional distribution PrðqjeÞ for any Q  U and any E  U
would also be preserved. However, when discussing techniques for approxi-
mating one variable, Chang and Fung [3] have reported that it is generally
impossible to compute exact probability of interest and to save the cost of
computing the probability by using the approximate network. Theorem 4
shows why it is diﬃcult, if ever possible, to preserve the joint distribution of U
while abstracting a set of nodes A.
Consider the simplest case in which we approximate only one node, Y . 2 In
this case, KYU is equal toX
MBðY Þ
PrðmbðY ÞÞ ln gðY Þ
g^ðY Þ ;
2 For clarity, we assume that only one node is approximated in much of the following discussion.
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and gðY Þ is equal to PrðcðY ÞjpðY Þ; pðCðY ÞÞÞ: Since it is diﬃcult to preserve
gðY Þ, what we would like to do is to minimize KYU to maximize the quality of
the approximations for U . To this end, we need to have methods to compute
KYU at run time to minimize it.
Computing KYU exactly is a costly task. Split the Markov boundary of Y into
two parts: (1) the children of Y and (2) the parents of Y and the parents of
children of Y, and denote PðY Þ [ PðCðY ÞÞ by PCðY Þ: We rewrite KYU as fol-
lows:
KYU ¼
X
PCðY Þ
PrðpcðY ÞÞ
X
CðY Þ
gðY Þ ln gðY Þ
g^ðY Þ :
The inner summation can be calculated locally using the CPTs ofMBðY Þ. The
quantity PrðpcðY ÞÞ, however, is not included in the speciﬁcation of the Baye-
sian networks and requires exact evaluation of the Bayesian networks to obtain
its value. Consequently, it is generally impractical to compute KYU exactly at run
time.
One way to estimate KYU is to assume that PrðpcðY ÞÞ is equiprobable for all
possible instances of PCðY Þ. If PCðY Þ has 16 states, we simply set PrðpcðY ÞÞ to
1/16 for each of these 16 states. We deﬁne this heuristic function as the REMB
score for the approximated node, where REMB stands for relative entropy of
the Markov boundary. Namely, we deﬁne
REMBðY Þ ¼
P
MBðY Þ gðY Þ lnðgðY Þ=g^ðY ÞÞ
jPðY Þj 
 jPðCðY ÞÞj ; ð7Þ
where jJj denotes the number of possible states of a set J .
Notice that the derivation of the REMB heuristic aims at maximizing the
quality of the approximations for PrðqjeÞ for any Q  U and any E  U : As a
result, the REMB heuristic may not perform well for a speciﬁc combination of
Q and E.
For a speciﬁc Q, we may use heuristics that attempt to maximize the quality
of the approximations for aW ; whereW is the minimal subset ofMBðAÞ such
that CIðQ;W [ e;AÞ holds. This could lead to a simpler heuristic function than
REMBðAÞ.
Now that we have heuristic control functions that help us to improve the
quality of approximate solutions of PrðqjeÞ for any Q  U and any E  U : We
attempt to ﬁnd heuristics tuned for a particular E. The following theorem
provides a perspective on this problem.
Theorem 5. Let U ¼ V n A n E
KAU ¼ ln
cPrðeÞ
PrðeÞ þ
X
MBðAÞnE
PrðmbðAÞjeÞ ln gðAkeÞ
g^ðAkeÞ ; ð8Þ
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where gðAkeÞ and g^ðAkeÞ are, respectively, defined the same as gðAÞ and g^ðAÞ in
Theorem 4, except that we need to set the states of variables involved in calcu-
lating gðAkeÞ and g^ðAkeÞ according to the evidence e when E \ ðCðAÞ [
PðCðAÞÞÞ 6¼ ;.
Theorem 5 is a generalized version of Theorem 4 in that we consider the ex-
istence of evidence nodes. KAU deﬁned in Theorem 4 is just an approximation of
the second term of the right-hand side of (8). It would be preferable to take the
ﬁrst term into consideration when we design control heuristics for ISSA. The
ﬁrst term, however, contains PrðeÞ and cPrðeÞ, and is very computationally
costly to compute. Ignoring the ﬁrst term, we can derive REMBðAÞ as we did
for 7, and use the function in ISSA. However, as we see in the experimental
study, the performance delivered by this control heuristic function depends on
whether the marginal probability PrðeÞ is preserved.
The following corollary identiﬁes a condition under which the Kullback
score KAU is decomposable, thereby making REMBðAÞ decomposable and
easier to compute when possible. In addition, Corollary 2 is useful for selecting
the part of the approximate network that should be reﬁned. Assume that we
have A1 and A2 that conform to the conditions speciﬁed in the corollary, and
that reﬁning either A1 or A2 will lead to the same amount of reduction in K
A1
U
and KA2U . In this case, we should reﬁne the alternative that leads to the smallest
increase in the computational cost of inference, if we are to reﬁne only one set
from A1 and A2.
Corollary 2. Let A ¼ A1 [ A2 be the abstracted nodes. IfMBðA1Þ \MBðA2Þ ¼
;, then the Kullback score of the nodes U ¼ V n A n E is additive when E ¼ ; or
the probability PrðeÞ is preserved in the approximate networks. Namely,
KAU ¼ KA1U þ KA2U :
7.3. Experimental comparison
To compare the eﬀectiveness of some selected heuristics, we implemented
the ISSA algorithm with diﬀerent control heuristics. We ran the experiments
with the network shown in Fig. 5, and let the algorithm run without inter-
rupting its execution. All nodes in the network had four states, except that A
had 16 states. We assigned the parameters of the probability distributions
Fig. 5. A Bayesian network for comparing control heuristics of ISSA.
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with the procedure discussed in Section 5, and we set a ¼ 0 in the procedure.
We abstracted A, and computed the approximations for speciﬁc conditional
probability distributions in three experiments. In the ﬁrst iteration, A had two
superstates, and in each following iteration, a superstate was selected and
split into two other states. Heuristics were used to select the superstate to
split. Since A had two superstates initially and a new state was introduced in
each iteration, we had 15 iterations in the experiments. Notice that the net-
work was chosen such that we did not consider variables W, Y, and Z when
we computed REMBðAÞ.
We plot the average normalized Kullback scores against the iterations in the
ISSA algorithm. The Kullback scores are normalized by dividing the score
obtained in each iteration by the score obtained in the ﬁrst iteration. Typically,
we got the highest Kullback scores in the ﬁrst iterations, so we decide to use
results from the ﬁrst iterations as reference for comparing speed of improve-
ment in the Kullback scores. In addition, we collected data from 1000 tests that
diﬀered only in the parameters chosen for the probability distributions of the
Bayesian networks, so each point on the curves shows the averages of nor-
malized scores collected from 1000 tests.
We include the RAND and BEST curves for a comparison purpose. The
RAND curves were achieved by a method that randomly picks a superstate to
split. Hence, we expect that a useful control heuristic should deliver better
performance than this random method. The BEST curves illustrate a gold
standard achieved by a myopic method that compares the results of all alter-
natives of reﬁning the abstracted variable and always picks the alternative that
actually maximizes the quality of the approximation in the next iteration.
Notice that the BEST curves do not necessarily have the best performance in
all iterations due to the existence of local optima.
We also compare the REMB heuristic with the VAR and SIM heuristics.
Using the REMB heuristic, we select the superstate with the lowest REMB
score. The REMB score, REMBð½ai;jÞ of a superstate ½ai;j, is set to the
REMBðAÞ deﬁned in (7) assuming that ½ai;j is chosen to split and is already
split. The VAR heuristic selects the superstate with the highest VAR score
deﬁned as follows:
VARð½ai;jÞ ¼
P
k¼i;j
P
l¼1;jB3j V ðB2jak; b3l Þ
ðj iþ 1ÞjB3j ; ð9Þ
where V ðB2jai; b3l Þ denotes the variance of the probability distribution of B2
given ai and b3l : The VAR score thus represents the average variance of
probability distributions related to a superstate. If V ðB2jai; b3l Þ and
V ðB2jaiþ1; b3l Þ are large, it may be intuitively preferable not to aggregate states
ai and aiþ1 to keep the impact on the distribution of B2 as small as possible.
Therefore, we choose to reﬁne the superstate with the highest VAR score.
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The SIM heuristic selects the superstate that has the highest similarity score
deﬁned as
SIMð½ai;jÞ ¼
P
k¼i;j
P
l¼1;jB3j Sðak; b3l Þ
ðj iþ 1ÞjB3j ; ð10Þ
where
Sðak; b3l Þ ¼
XjB2j
r¼1
Prðb2r jak; b3l Þ ln
Prðb2r jak; b3l ÞcPrðb2r jak; b3l Þ ð11Þ
and
cPrðb2r jak; b3l Þ ¼ Xj
k¼i
Prðb2r jak; b3l Þ
,
ðj iþ 1Þ: ð12Þ
Notice that formula (11) is a Kullback score, and that formula (12) is an in-
carnation of Eq. (2) for the network shown in Fig. 5. Therefore, we can in-
terpret formula (11) as a measure of how the assigned distribution,cPrðb2jak; b3l Þ, is similar to the actual conditional distributions, Prðb2jak; b3l Þ, for
a particular combination of ak and b3l : We can also interpret the formula as a
measure of how the actual conditional distributions are similar to each other,
using their average as the standard for comparison. This SIM score is thus a
measure of similarity between the probability distributions Prðb2r jak; b3l Þ for all
ak and b3l : In the extreme, if all these distributions are the same, this score will
be zero and it should be ﬁne to leave the superstate as aggregated. Therefore,
using this control heuristic, we choose reﬁne the superstate with the highest
SIM score.
The REMB heuristic outperforms the SIM and VAR heuristics most of the
time as indicated in the charts of Fig. 6, and the SIM and VAR heuristics
perform better than the method that randomly selects superstates to split. One
might have expected the REMB heuristic to perform better than SIM and
VAR since it uses more information in reaching a selection decision. In the
network used in the experiments, we use Prðajb1Þ and Prðb2ja; b3Þ in the com-
putation of the REMB score, while we use only Prðb2ja; b3Þ in the computation
of the SIM and VAR scores. The other diﬀerence is that the REMB score is
essentially a projected score in that we compute the scores by assuming that the
superstate being considered is split already.
The REMB curves also support our interpretation of Theorems 4 and 5.
When E ¼ ; as in the ﬁrst chart, the REMB heuristic performs rather well, but,
when E 6¼ ; as in the other charts, the REMB heuristic may or may not per-
form well. In the second experiment, the marginal probability of the evidence
node, PrðwÞ, is preserved in the abstracted network according to Theorem 1. In
the third experiment, the marginal probability of the evidence node, PrðzÞ, may
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Fig. 6. Comparison of performance proﬁles.
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not be preserved. Therefore, the REMB heuristic is more likely to be a good
heuristic in computing PrðzjwÞ than in computing PrðwjzÞ; and this is supported
by the observation that the REMB curve shifts closer to the RAND curve in
the third experiment.
8. Conclusions
We present abstraction methods for an approximate evaluation of the
Bayesian networks. Our methods are distinguished in that we attempt to
temporarily aggregate states of variables while computing approximations. By
extremely reducing the number of states of variables, we dramatically reduce
the computation time necessary to obtain approximate solutions. Applying this
idea, we propose an iterative state-space abstraction algorithm for anytime
evaluation of Bayesian networks. We discover some useful properties of the
approximations which then form the basis of our searching for control heu-
ristics for improving the performance proﬁles of the baseline ISSA algorithm.
We identify the so-called REMB heuristic for selecting the superstate to reﬁne.
The REMB heuristic performs better than other simple intuitive heuristics. The
state-space abstraction methods have been applied to resolving ambiguous
qualitative relationships in probabilistic qualitative networks [35] and com-
puting bounds of probability distributions [36,37].
Three important factors inﬂuence the computational costs of evaluating
Bayesian networks: The number of variables, the connectivity among these
variables, and the number of states in these variables. Localized partial
evaluation carries out the approximation by temporarily ignoring selected
variables [16], and link removal algorithms temporarily remove weak de-
pendences in Bayesian networks [53] and junction trees [29]. Our methods
and those proposed by Kozlov and colleague approximate Bayesian networks
by reducing the number of states of variables. Kozlov and Singh aggregate
states that are similar in BN2O networks [9], and they deﬁne similarity based
on linear dependence between conditional probability distributions [31].
Kozlov and Koller work on the dynamic discretization of continuous vari-
ables in Bayesian networks [30]. Their method partitions the ranges of con-
tinuous variables based on information collected outside of the Markov
boundary.
A common challenge to designing approximate evaluation algorithms for
Bayesian networks is how to determine relevancy between the probability
distributions of interest and parameters that specify the networks. For state-
space abstraction methods, we would like to recover distinction between
original states that is most relevant to the probability distribution being
computed. We tackle this problem with the REMB score function to estimate
the relevance in ISSA. Computation of REMB scores uses information that is
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available in the Markov boundary of the abstracted nodes. Therefore it is
cheaper to compute REMB scores at run time than computing score functions
that consider information that is not local to the abstracted nodes. The iter-
ative nature of ISSA also provides a chance for the algorithm itself to incre-
mentally tune the abstraction of abstracted nodes to maximizing quality of
approximations, producing the anytime property as a by-product.
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Appendix A. Proof for Section 4: Measuring quality of approximations
The following theorem states that the approximated probability should not
be zero unless the exact probability is zero. We show the theorem with the
guidance of two observations. First, we do not introduce extra zeros into the
computation process when we apply the average policy and when we interpret
the approximated probability. Also, we assign zeros to new conditional
probability distributions in the ABN only if the original condition probability
values with which we compute the new conditional probability are all zeros.
Therefore, intuitively, the theorem should hold.
Theorem 6. Let Q and E be the queried and evidence nodes, respectively. As a
result of our using the average policy in assigning probability values and our
interpreting approximated probability uniformly, the approximated probability
cannot be zero unless its corresponding exact probability is zero, namely:cPrðqjeÞ ¼ 0 ) PrðqjeÞ ¼ 0:
Proof. Let V denote the set of nodes fX 1;X 2; . . . ;Xng in a Bayesian network.
Without loss of generality, we assume that only node X k is abstracted. The
proof consists of the following steps:
1. We show that, roughly speaking, the probability in the original joint distri-
bution must be zero if the probability in the approximated joint distribution
is zero
cPrðx1i1 ; . . . ; ½xkr;s; . . . ; xninÞ ¼ 0 ) Prðx1i1 ; . . . ; xkik ; . . . ; xninÞ ¼ 0
for all ik 2 ½r; s:
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2. We show that for any unabstracted node X in the networkX
X in ABN
cPrðx1i1 ; . . . ; ½xkr;s; . . . ; xninÞ ¼ 0
)
X
X in OBN
Prðx1i1 ; . . . ; xkik ; . . . ; xninÞ ¼ 0 for all ik 2 ½r; s:
3. We prove that for any abstracted node Xk in the networkX
Xk in ABN
cPrðx1i1 ; . . . ; ½xkr;s; . . . ; xninÞ ¼ 0
)
X
Xk in OBN
Prðx1i1 ; . . . ; xkik ; . . . ; xninÞ ¼ 0:
4. Finally, we show the theorem using results from previous steps.
Step 1: In the ABN, we have
cPrðvÞ ¼ cPrðx1i1 ; . . . ; ½xkr;s; . . . ; xninÞ ¼Yn
i¼1
cPrðxijpðX iÞÞ:
Since X k is the sole abstracted node, only the conditional probability tables of
X k and its successors are modiﬁed when we aggregate the states of X k. Namely,cPrðxijpðX iÞÞ ¼ PrðxijpðX iÞÞ for all X i that is neither Xk nor a successor of X k.
For simplicity of notation, I use SðX kÞ and RðX kÞ to denote SUCCðX kÞ [ X k
and V  SðXkÞ, respectively, in the following derivation. Notice that
SðX kÞ [ RðX kÞ ¼ V
cPrðvÞ ¼Yn
i¼1
cPrðxijpðX iÞÞ
¼
Yn
i¼1;X i2RðXkÞ
PrðxijpðX iÞÞ
0@ 1A Yn
i¼1;X i2SðXkÞ
cPrðxijpðX iÞÞ
0@ 1A
¼ Ck
Yn
i¼1;X i2SðXkÞ
cPrðxijpðX iÞÞ
Notice that
Qn
i¼1;X i2RðXkÞ PrðxijpðX iÞÞ, denoted Ck, is a common factor of cPrðvÞ
and PrðvÞ. The state-space abstraction operations do not change this value.
Thus, if Ck ¼ 0, then cPrðvÞ ¼ 0 and PrðvÞ ¼ 0 are true, making the implicationcPrðvÞ ¼ 0 ) PrðvÞ ¼ 0 true at the same time.
IfcPrðvÞ ¼ 0 but Ck 6¼ 0, the factorQni¼1;X i2SðXkÞcPrðxijpðX iÞÞmust be 0. Clear,
if a product is zero, then at least one of the terms involved in the product must
be zero. There are two possibilities for this situation to occur: This term must
come from either the abstracted node or the children of the abstracted node.
Consider the case that cPrð½xkr;sjpðX kÞÞ ¼ 0. Recall that we set cPrð½xkr;sjpðX kÞÞ
to
Ps
i¼r Prðxki jpðX kÞÞ. Since the only occasion that a sequence of non-negative
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numbers can add up to 0 is that all the numbers are zero, we have that for all
i 2 ½r; s;Prðxki jpðX kÞÞ must be zero when cPrð½xkr;sjpðXkÞÞ ¼ 0. As a result,
Prðx1i1 ; . . . ; xkik ; . . . ; xninÞ must be 0 for ik 2 ½r; s in this case.
Consider the case that cPrðyj½xkr;s; pxðY ÞÞ ¼ 0 for a successor Y of X k. Since
we set
cPrðyj½xkr;s; pxðY ÞÞ ¼Psi¼r Prðyjxki ; pxðY ÞÞs t þ 1
in the average policy, it must be true that Prðyjxki ; pxðY ÞÞ ¼ 0 for all i 2 ½r; s,
when cPrðyj½xkr;s; pxðY ÞÞ ¼ 0. As a result, Prðx1i1 ; . . . ; xkik ; . . . ; xninÞ ¼ 0 holds for all
i 2 ½r; s again, and we have proved thatcPrðx1i1 ; . . . ; ½xkr;s; . . . ; xninÞ ¼ 0 ) Prðx1i1 ; . . . ; xkik ; . . . ; xninÞ ¼ 0
for all ik 2 ½r; s:
Step 2: Assume that X ¼ X j is unabstracted node with m states. We derive thatX
X j in ABN
cPrðvÞ ¼ 0
)
Xm
l¼1
cPrðx1i1 ; . . . ; xjl; . . . ; ½xkr;s; . . . ; xninÞ ¼ 0
) cPrðx1i1 ; . . . ; xjl; . . . ; ½xkr;s; . . . ; xninÞ ¼ 0 for all l 2 ½1;m
Apply the result from step 1:
) Prðx1i1 ; . . . ; xjl; . . . ; xkik ; . . . ; xninÞ ¼ 0; for all l 2 ½1;m; ik 2 ½r; s:
Therefore, when X is unabstracted, we have thatX
X in ABN
cPrðvÞ ¼ 0 ) X
X in OBN
Prðx1i1 ; . . . ; xkik ; . . . ; xninÞ ¼ 0
for all ik 2 ½r; s:
Step 3: Assume that X k has t states in the OBNX
Xk in ABN
cPrðvÞ ¼ 0
)
X
Xk
cPrðx1i1 ; . . . ; ½xkr;s; . . . ; xninÞ ¼ 0
) 8½xkr;s; cPrðx1i1 ; . . . ; ½xkr;s; . . . ; xninÞ ¼ 0
Apply the result from step 1
) for all ik 2 ½1; t; Prðx1i1 ; . . . ; xkik ; . . . ; xninÞ ¼ 0
)
X
Xk in OBN
Prðx1i1 ; . . . ; xkik ; . . . ; xninÞ ¼ 0:
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Step 4: We have
cPrðqjeÞ ¼ 0 ) cPrðqeÞcPrðeÞ ¼ 0 ) cPrðqeÞ ¼ 0 )
X
VQE
cPrðvÞ ¼ 0:
We continue the proof by considering two cases: X k 2 Q and Xk 62 Q. Consider
the ﬁrst case. This is equivalent to assuming that X k is not in V Q  E.
Namely, the summation
P
VQEcPrðvÞ sums out a set of unabstracted nodes,
so we may apply the result from step 2 and conclude that:
cPrðqjeÞ ¼ 0
)
X
VQE
cPrðx1i1 ; . . . ; ½xkr;s; . . . ; xninÞ ¼ 0
Apply result from step 2 for unabstracted nodes
)X
k2Q X
VQE
Prðx1i1 ; . . . ; xkik ; . . . ; xninÞ ¼ 0 for all ik 2 ½r; s
) Prðq0; xkik ; eÞ ¼ 0 for all ik 2 ½r; s; where Q0 ¼ Q  fX kg
) PrðqjeÞ ¼ 0 for ik 2 ½r; s:
Therefore, when X k 2 Q and cPrðqjeÞ ¼ 0, the corresponding PrðqjeÞ ¼ 0 must
also be zero.
When Xk 62 Q, the summationPVQEcPrðvÞ sums out a set of unabstracted
nodes and the abstracted node X k. (Recall that we do not abstract evidence
nodes, so Xk 62 E.) In this case, we apply the results from step 3, and conclude
that cPrðqjeÞ ¼ 0 ) PrðqjeÞ ¼ 0: The detail follows:
cPrðqjeÞ ¼ 0
)
X
VQE
cPrðvÞ ¼ 0
)X
k 62Q X
VQEXk
X
Xk
cPrðvÞ ! ¼ 0
Each
X
Xk in ABN
cPrðvÞ within the large parentheses must be zero:
Apply the result from step 3 for abstracted nodes:
)
X
VQEXk
X
Xk in OBN
Prðx1i1 ; . . . ; xkik ; . . . ; xninÞ
 !
¼ 0
) Prðq; eÞ ¼ 0
) PrðqjeÞ ¼ 0:
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In both cases, we have shown that cPrðqjeÞ ¼ 0 ) PrðqjeÞ ¼ 0, and this con-
cludes the proof. 
A.1. Proof for Theorem 1
Theorem 1. The conditional marginal distribution PrðxjeÞ of X is not affected by
the state-space abstraction of the abstracted node A, if either of the following
conditions holds. Namely, if
1. CIðX ; e;AÞ, or
2. Nodes in A are barren nodes with respect to the computation of PrðxjeÞ in the
OBN;
then cPrðxjeÞ ¼ PrðxjeÞ
Proof. Condition 1: When we coarsen the state space of the abstracted nodes,
we modify the conditional probability distributions PrðajpðAÞÞ and
PrðcðAÞja; pðCðAÞÞÞ. If the probability PrðxjeÞ does not depend on values in
these conditional probability tables, then cPrðxjeÞ must be equal to PrðxjeÞ.
Consider the case of PrðajpðAÞÞ. In computing the probability cPrðxjeÞ, we
may remove nodes A from the network without aﬀecting the probabilitycPrðxjeÞ, given the conditional independence between X and A. Therefore, the
modiﬁcation of conditional probability table of A does not aﬀect cPrðxjeÞ since
the existence of the nodes in A is irrelevant to the computation ofcPrðxjeÞ in the
ﬁrst place.
Let Y be a successor of nodes in A. If Y is not in E, then X must be condi-
tionally independent of Y, given the conditional independence between X and
A. Hence, the modiﬁcation of Prðyja; pðY ÞÞ will not aﬀect cPrðxjeÞ. The other
situation is that Y is in E, in addition to that X is conditionally independent of
A. In this case, the only way that Y can inﬂuence X is via successors of Y. Thus,
the probability cPrðxjeÞ is not aﬀected by the state-space abstraction of A since
the conditional probability tables of successors of Y are not modiﬁed at all.
Condition 2: If A are barren nodes with respective to the calculation ofcPrðxjeÞ, then we can remove nodes in A from the network without changing
the joint probability distribution of the remaining nodes in the network [49].
As a result, cPrðxjeÞ must also be preserved and is equal to PrðxjeÞ. 
A.2. Proof for Theorem 2
Theorem 2. For two disjoint sets of nodes, X and Y , if ðX [ Y Þ \ A ¼ ;, and
CIðY , X [ e;AÞ, then KAX PKAY .
Proof. The Kullback score of X when we abstract A, KAX , can be expanded as
follows:
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KAX ¼
X
X
PrðxjeÞ ln PrðxjeÞcPrðxjeÞ
¼
X
X
X
Y
Prðx; y; eÞ
PrðeÞ ln
PrðxjeÞcPrðxjeÞ ; *X \ Y ¼ ;
¼
X
X
X
Y
Prðx; y; eÞ
PrðeÞ ln
Prðx; eÞcPrðeÞcPrðx; eÞPrðeÞ :
Similarly, we have
KAY ¼
X
X
X
Y
Prðx; y; eÞ
PrðeÞ ln
Prðy; eÞcPrðeÞcPrðy; eÞPrðeÞ :
Now, we show that KAX PK
A
Y by showing K
A
X  KAY P 0 as follows:
KAX  KAY ¼
X
X
X
Y
Prðx; y; eÞ
PrðeÞ ln
Prðx; eÞcPrðy; eÞcPrðx; eÞPrðy; eÞ
* lnðxÞ ¼  lnð1=xÞP 1 1=x
P
X
X
X
Y
Prðx; y; eÞ
PrðeÞ 1
 

cPrðx; eÞPrðy; eÞ
Prðx; eÞcPrðy; eÞ
!
¼
X
X
X
Y
Prðx; y; eÞ
PrðeÞ 
X
X
X
Y
Prðx; y; eÞcPrðx; eÞPrðy; eÞ
PrðeÞPrðx; eÞcPrðy; eÞ
*
X
X
X
Y
Prðx; y; eÞ
PrðeÞ ¼ 1 and Prðyjx; eÞ ¼
Prðx; y; eÞ
Prðx; eÞ
¼ 1
X
X
X
Y
Prðyjx; eÞcPrðx; eÞPrðy; eÞ
PrðeÞcPrðy; eÞ
*cPrðyjx; eÞ ¼ Prðyjx; eÞ due to Theorem 1 and X \ Y ¼ ;
¼ 1
X
Y
Prðy; eÞPX cPrðyjx; eÞcPrðx; eÞ
PrðeÞcPrðy; eÞ
*
X
X
cPrðyjx; eÞcPrðx; eÞ ¼ cPrðy; eÞ and X
Y
Prðy; eÞ
PrðeÞ ¼ 1
¼ 0: 
A.3. Proof for Theorem 3
Theorem 3. Let X and Y be two disjoint sets of nodes, and A be the set of ab-
stracted nodes. If CIðX ; e;YÞ then KAX[Y ¼ KAX þ KAY :
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Proof.
KAX[Y ¼
X
X[Y
Prðx; yjeÞ ln Prðx; yÞcPrðx; yÞ
¼
X
x
X
y
PrðxjeÞPrðyjeÞ ln PrðxjeÞPrðyjeÞcPrðxjeÞcPrðyjeÞ ; since CIðX ; e;Y Þ
¼
X
x
X
y
PrðxjeÞPrðyjeÞ ln PrðyjeÞcPrðyjeÞ
þ
X
x
X
y
PrðxjeÞPrðyjeÞ ln PrðxjeÞcPrðxjeÞ
¼
X
x
PrðxjeÞ
X
y
PrðyjeÞ ln PrðyjeÞcPrðyjeÞ
þ
X
y
PrðyjeÞ
X
x
PrðxjeÞ ln PrðxjeÞcPrðxjeÞ
¼ KAX þ KAY ; since
X
Y
PrðyjeÞ ¼
X
X
PrðxjeÞ ¼ 1
If some of the nodes in X and Y are abstracted, then we will divide cPrðx; yjeÞ
by a constant that depends on how X and Y are abstracted [34]. The proof for
this situation is almost identical to the proof shown above, with a slight ad-
justment to account for the uniform interpretation of approximate probabil-
ity. 
A.4. Proof for Corollary 1
Corollary 1. For three sets of nodes, X ; Y, and Z, if CIðX ; e;Y Þ, ðX [ YÞ \
Z ¼ ;, ðX [ Y [ ZÞ \ A ¼ ; and CIðA;X [ Y [ e;ZÞ, then KAX þ KAY PKAZ :
Proof. We have KAX[Y PK
A
Z by Theorem 2 and K
A
X[Y ¼ KAX þ KAY by Theorem
3; therefore, we have KAX þ KAY PKAZ . 
A.5. Proofs for Theorems 4 and 5
We introduce a special structure, called EABN, that will be used in proving a
lemma which in turn will be used in the ﬁnal proofs for the theorems.
A.5.1. Equivalent networks of abstract Bayesian networks
The concept of equivalent networks of ABNs, denoted EABN, is a useful
tool for comparing the probability distributions speciﬁed in the OBNs and
ABNs. EABNs are useful for analyzing the control heuristics for ISSA.
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An EABN of an ABN uses the state space of the OBN in specifying its
probability distributions, and preserves the joint distribution of unabstracted
nodes in the ABN. For any ABN with only one abstracted node, we may
construct such an EABN using the following procedure.
A.5.2. EABN construction procedure
Assume that the abstracted node A1 has a states in the OBN; that these a
states are aggregated into b states, ½a1s1;t1 ; ½a1s2;t2 ; . . . ; ½a1sb;tb ; in the ABN; that A1
has c children, Y 1; Y 2; . . . ; Y c: We can construct an EABN that recovers the
state space of A1 and preserves the joint distribution of the nodes in the ABN,
excluding A1. The procedure follows:
1. Copy all information specifying the ABN to the EABN, except the CPTs of
A1 and its children.
2. Let A1 in the EABN inherit the states of A1 in the OBN.
3. Set the CPTs of A1 and its children in the EABN by the following formula
when l 2 ½si; ti:
fPrða1l jpðX ÞÞ ¼ Prða1l jpðX ÞÞ ð13Þ
and
fPrðyjja1l ; pxðY jÞÞ ¼ cPrðyjj½a1si;ti ; pxðY jÞÞ; ð14Þ
where Prða1l jpðX ÞÞ and cPrðyjj½a1si;ti ; pxðY jÞÞ are values copied from the OBN
and ABN, respectively.
Proof. I show the joint distributions of the unabstracted nodes, V 0 ¼ V n fA1g,
are equal in the ABN and its EABN as follows. Let S ¼ fA1g [ CðA1Þ andcPrðv0Þ and fPrðv0Þ be the probability distribution of V 0 in the ABN and EABN,
respectively.
cPrðv0Þ ¼X
A1
Yn
i¼1
cPrðvijpðV iÞÞ ¼ Y
V i2VnS
PrðvijpðV iÞÞ 

X
A1
Y
V i2S
cPrðvijpðV iÞÞ:
The ﬁrst factor is not a function of the state of A1, so we denote the factor as j
and rewrite the equation
cPrðv0Þ ¼ jX
A1
Y
V i2CðA1Þ[fA1g
cPrðvijpðV iÞÞ
¼ j
Xb
i¼1
cPrð½a1si ;ti jpðA1ÞÞYc
j¼1
cPrðyjj½a1si;ti ; pxðY jÞÞ
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We rewrite the formula based on the fact that
cPrð½a1si;ti jpðA1ÞÞ ¼Xti
l¼si
Prða1l jpðA1ÞÞ ðaverage policyÞ:
¼ j
Xb
i¼1
Xti
l¼si
Prða1l jpðA1ÞÞ
Yc
j¼1
cPrðyjj½a1si;ti ; pxðY jÞÞ
Since s1 ¼ 1 and tb ¼ a;
we can rewrite the summation as follows:
¼ j
Xa
l¼1
Prða1l jpðA1ÞÞ
Yc
j¼1
hðyj; l; pxðY jÞÞ;
where hðyj; l; pxðY jÞÞ ¼ cPrðyjj½a1si ;ti ; pxðY jÞÞ if l 2 ½si; ti
¼ j
Xa
l¼1
fPrða1l jpðA1ÞÞYc
j¼1
fPrðyjja1l ; pxðY jÞÞ
¼ fPrðv0Þ 
Whenmultiple nodes are abstracted, we can iteratively apply a procedure that
is similar to the procedure to construct the EABN. Assume that we abstract a set
ofmnodesA, and that ½A1;A2; . . . ;Am is an ancestral ordering ofAdeﬁned below.
Deﬁnition 1. [39]. Let J ¼ fJ 1; . . . ; Jng be a set of nodes in a Bayesian network.
½J 1; J 2; . . . ; Jn is an ancestral ordering of the nodes in J if for every J i 2 J all
the ancestors of J i are ordered before J i.
We recover the state space of the abstracted nodes one node at a time in the
ancestral ordering. Let EABN1 denote the network we construct from
the EABN construction after recovering the state space of A1. We can recover
the state space of A2 by the procedure to construct another network EABN2,
using the conditional probability Prða1l jpðX ÞÞ of EABN1 in the place of
Prða1l jpðX ÞÞ in (13). We may prove that EABN2 preserve the joint distribution
of nodes V n fA2g in EABN1 with the same method for proving the procedure.
As a result, EABN2 preserves the joint distribution of V n fA1;A2g of the ABN,
since EABN1 preserves the joint distribution of V n fA1g of the ABN. By in-
duction, we may continue the procedure to recover the state space of the re-
maining abstracted nodes, and the resulting EABN will preserve the joint
distribution of V n A of the ABN.
The fact that the OBNs and EABNs use the same state space in specifying
probability distributions provides a convenient way for comparison of prob-
ability distributions. We can refer to the conditional probability distribution of
a child node Y given an instantiation ai of its abstracted parent node A in the
EABN, where ai is a state aggregated in a superstate ½aj;k in the ABN. We
cannot do so with an ABN because we have Prðyj½aj;k; pxðY ÞÞ rather than
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Prðyjai; pxðY ÞÞ in the ABN. Also, by comparing the CPTs of nodes in the OBN
and EABN, we can easily ﬁnd that the eﬀects of abstracting a node are
equivalent to modifying only the CPTs of the children of the abstracted node.
We now prove the following lemma that relates the joint distributions of the
OBN and ABN with the idea of EABN. This lemma will be used in proving the
theorems.
Lemma 1. Let V 0 ¼ V n A, E  V 0, S ¼ CðAÞ [ A. Then
Prðv0Þ=cPrðv0Þ ¼ gðA;mbðAÞkeÞ=g^ðA;mbðAÞkeÞ;
where
gðA;mbðAÞkeÞ ¼
X
A
Y
V i2S
PrðvijpðV iÞÞ; and
g^ðA;mbðAÞkeÞ ¼
X
A
Y
V i2S
cPrðvijpðV iÞÞ;
and fPrð
Þ denote probability values specified in the EABN of the ABN. The
double vertical bars used in gðA;mbðAÞkeÞ and g^ðA;mbðAÞkeÞ signify that we
need to set the states of the variables in the calculation of gðA;mbðAÞkeÞ and
g^ðA;mbðAÞkeÞ according to e. This may be necessary when some children of A or
some parent nodes of children of A are instantiated.
Proof.
fPrðv0Þ ¼X
A
Yn
i¼1
fPrðvijpðV iÞÞ ¼ Y
V i2VnS
PrðvijpðV iÞÞ 

X
A
Y
V i2S
cPrðvijpðV iÞÞ
The ﬁrst factor does not depend on the value of A and is denoted as jfPrðv0Þ ¼ jX
A
Y
V i2S
cPrðvijpðV iÞÞ:
Similarly, Prðv0Þ ¼ jPA QV i2S PrðvijpðV iÞÞ: Now recall that cPrðv0Þ ¼ fPrðv0Þ,
since the EABN preserves the joint distribution of unabstracted nodes. Divide
Prðv0Þ by cPrðv0Þ the lemma is proved. 
A.5.3. Proof for Theorem 4
This theorem is a special case of Theorem 5 when E ¼ ;: 
A.5.4. Proof for Theorem 5
Theorem 5. Let U ¼ V n A n E.
KAU ¼ ln
cPrðeÞ
PrðeÞ þ
X
MBðAÞnE
PrðmbðAÞjeÞ ln gðA;mbðAÞkeÞ
g^ðA;mbðAÞkeÞ :
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Proof. We expand KAU as follows:
KAU ¼
X
U
PrðujeÞ ln PrðujeÞcPrðujeÞ
¼
X
U
PrðujeÞ ln Prðu; eÞ
cPrðeÞcPrðu; eÞPrðeÞ
¼
X
U
PrðujeÞ ln Prðu; eÞcPrðu; eÞ þ
X
U
PrðujeÞ ln
cPrðeÞ
PrðeÞ
¼
X
U
PrðujeÞ ln Prðu; eÞcPrðu; eÞ þ lncPrðeÞPrðeÞ
X
U
PrðujeÞ
Given that
X
U
PrðujeÞ ¼ 1;
we rewrite the second term as follows:
¼
X
U
PrðujeÞ ln Prðu; eÞcPrðu; eÞ þ lncPrðeÞPrðeÞ ð15Þ
Furthermore, by Lemma 1 we just showed, we have
X
U
PrðujeÞ ln Prðu; eÞcPrðu; eÞ ¼
X
U
PrðujeÞ ln gðA;mbðAÞkeÞ
g^ðA;mbðAÞkeÞ :
We continue the derivation as follows:X
U
PrðujeÞ ln Prðu; eÞcPrðu; eÞ ¼
X
U
PrðujeÞ ln gðA;mbðAÞkeÞ
g^ðA;mbðAÞkeÞ
¼
X
MBðAÞ
X
UnMBðAÞ
PrðujeÞ ln gðA;mbðAÞkeÞ
g^ðA;mbðAÞkeÞ
 !
* gðA;mbðAÞkeÞ
g^ðA;mbðAÞkeÞ is a function of only MBðAÞ
¼
X
MBðAÞ
ln
gðA;mbðAÞkeÞ
g^ðA;mbðAÞkeÞ
X
UnMBðAÞ
PrðujeÞ
 !
¼
X
MBðAÞ
PrðmbðAÞjeÞ ln gðA;mbðAÞkeÞ
g^ðA;mbðAÞkeÞ ð16Þ
Plug this result back to (15), and the proof is done. 
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A.6. Proof for Corollary 2
Corollary 2. Let A ¼ A1 [ A2 be the approximated nodes. If MBðA1Þ \MB
ðA2Þ ¼ ;, then the Kullback score of the nodes U ¼ V n A n E is additive when
E ¼ ; or the probability PrðeÞ is preserved in the approximate networks. Namely,
KAU ¼ KA1U þ KA2U :
Proof. Given A ¼ A1 [ A2 and MBðA1Þ \MBðA2Þ ¼ ;, we can expand gðAkeÞ
as follows:
gðA;mbðAÞkeÞ ¼
X
A
Y
V i2CðAÞ[A
PrðvijpðV iÞÞ
¼
X
A1[A2
Y
V i2CðA1Þ[A1
PrðvijpðV iÞÞ
 ! 


Y
V i2CðA2Þ[A2
PrðvijpðV iÞÞ
 !!
¼
X
A1
Y
V i2CðA1Þ[A1
PrðvijpðV iÞÞ
 !


X
A2
Y
V i2CðA2Þ[A2
PrðvijpðV iÞÞ
 !
¼ gðA1;mbðA1ÞkeÞgðA2;mbðA2ÞkeÞ
Similarly, we can show that g^ðA;mbðAÞkeÞ ¼ g^ðA1;mbðA1ÞkeÞg^ðA2;mbðA2ÞkeÞ:
Given these two equalities, this corollary follows from Theorem 5. 
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