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Um algoritmo é apresentado para modelar o comportamento de injeção de 
água salgada carbonatada em rochas carbonáticas com a finalidade de 
armazenamento geológico de carbono. A abordagem permite customização de 
simulações de fluidodinâmica computacional pela inclusão de reações de dissolução 
de minerais ao integrar um modelo de solubilidade CO2, cálculos de especiação, 
reações cinéticas de dissolução e suas consequentes mudanças nas propriedades do 
reservatório ao longo do tempo. As reações de equilíbrio e cinética são calculadas 
sequencialmente, onde um controle adaptativo do passo de tempo garante que a taxa 
de dissolução seja computada a partir da condição correta de equilíbrio químico. O 
equilíbrio químico é calculado pela abordagem estequiométrica, em que um sistema 
de equações algébricas é solucionado pela método de Newton-Raphson com 
derivadas numéricas na matriz Jacobiana. O reservatório é considerado como um 
meio pseudo-homogêneo onde as alterações na estrutura da rocha são computadas 
por uma equação semi-empírica baseada em Kozeny-Carman. Finalmente, um 
algoritmo de estabilização baseado no gráfico de Bjerrum do H2CO3 fornece robustez 
numérica para os cálculos de especiação. Os resultados são obtidos procurando o 
menor esforço computacional, permitindo a estimação do intervalo de tempo em que 
o sistema atinge o equilíbrio e mudanças na estrutura da rocha. 
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An algorithm for calculating the behavior of carbonated brine injection in calcite 
rocks aiming at carbon geological storage is presented. The approach is designed to 
customize computational fluid dynamics simulations to include dissolution chemistry 
by integrating a CO2 solubility model, speciation calculations, mineral dissolution 
reactions and the consequent change in reservoir properties over time. The equilibrium 
and dissolution reactions are calculated sequentially, where an adaptive control of the 
time step ensures the rate of dissolution is computed from the correct equilibrium 
condition. The chemical equilibrium condition is calculated via the stoichiometric 
approach, where a system of three algebraic equations is solved using Newton-
Raphson supplied with numerical derivatives in the Jacobian Matrix The reservoir is 
represented as a pseudo-homogeneous medium where alterations in rock properties 
are computed via a formulation based on Kozeny-Carman. Finally, a stabilization 
algorithm based on the Bjerrum plot of H2CO3 provides numerical robustness for the 
speciation calculations. The results are obtained attempting the minimum 
computational effort, allowing the estimation of the time frame for the system to reach 
the equilibrium condition and changes in rock structure. 
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Newton-Raphson method variable 
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 Criterion  From the stabilization code 
 Equilibrium  Simulation 
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 Guess for the numerical solution  Total 
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 Reaction number   Molar fraction scale 
 Salt  ● Final (iteration end) 
 Liquid phase  Initial (iteration start) 
 Molality scale  At  
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Carbonated water injection (CWI) is a technique primarily applied for CO2 
geological sequestration (CGS) or for enhanced oil recovery (EOR) processes. In 
carbonated water, CO2 exists as a dissolved phase thus the contrast between 
carbonated water and reservoir fluid mobility is less than it would be compared to its 
alternative techniques (e.g. pure CO2-floods and water alternating gas). Conventional 
CO2-EOR, where CO2 exists predominantly as a free phase, experiences more 
technical problems such as gravity segregation, leakages, poor sweep efficiency, 
fingering flow and gas channeling. As a result, CWI leads to safer storage of a 
substantial amount of CO2 and a more efficient oil recovery than conventional CO2-
EOR (TAVAKOLIAN et al., 2012). 
Carbon dioxide geological storage (CGS) in saline aquifers and depleted 
reservoirs represents an important process for reducing emissions of this greenhouse 
gas and one of its techniques is the carbonated water injection (CWI). The technology 
of CWI in carbonate reservoirs is particularly attractive for the pre-salt region reservoirs 
in Brazil, where the CO2 content ranges from 1 to 20% (BOYD et al., 2015; DOS 
SANTOS et al., 2017). Hence, re-injecting the gas into the fields overcomes the hurdle 
of providing a CO2 supply at an affordable price for CWI.  
This research will focus on CWI in carbonate reservoirs since this is the type 
of geological formation in more than half of petroleum reserves in the world 
(BURCHETTE, 2012) and this is the main type of mineral in several fields in the pre-
salt layer in Brazil (BOYD et al., 2015; DOS SANTOS et al., 2017). Moreover, CGS is 
particularly important for Brazil, since it submitted an Intended Nationally Determined 
Contribution (INDC) in United Nations Framework Convention on Climate Change 
(BRAZIL, 2015) to reduce its greenhouse gas emissions by 37% below 2005 levels 
in 2025 (REUTERS, 2015), proving its commitment with climate change control.  
Despite its inherent advantages compared to other CO2-EOR or CGS 
techniques, CWI still needs some countermeasures to assure that the whole process 
operates smoothly and the results match with the goals of the stakeholders. Dissolution 
and precipitation caused by the carbonated water could be either helpful or alarming. 





promote the development of high or low-permeability regions in the reservoir 
depending on the system conditions. These regions are troublesome because they can 
significantly decrease the overall sweep efficiency or even cause mechanical damage 
to the injection equipment. Thus, the existence of a model that could predict the 
conditions where the aforementioned problems do not arise could be particularly useful 
to support the engineering department with data so as to avoid major errors in planning. 
In summary, technical reasons for modeling CWI and CO2-enhanced oil recovery 
(CO2-EOR) in general are (GRAVA, 2014): 
 Flow assurance, predict alterations in reservoir porosity and permeability; 
 Provide information on the thermodynamic behavior of reservoir fluids; 
 Tracking the injected CO2 (environmental safety and stability of the operation); 
 Secure the integrity of materials and equipment; 
 Optimize characteristics of the injected fluid (e.g. flow rate, composition); 
 Reservoir monitoring and control. 
 
Chemical interactions between injected carbonated water and the reservoir 
rocks are a major aspect of CO2-EOR and CGS. Carbonated water is an acidic solution 
able to react with the rocks, particularly when these contain carbonate minerals (e.g. 
calcite, dolomite, aragonite, dawsonite, magnesite). Modeling and simulation of CWI 
are crucial because the companies responsible for the process must assure that the 
operation will not have a detrimental effect on the reservoir quality and stability due to 
dissolution and precipitation of the carbonate minerals, leading to changes in porosity 
and permeability. Consequently, several concerns arise from CGS and CO2-EOR 
techniques, such as the development of “wormholes” (high permeability channels) 
causing preferential flow, local wellbore instability, the motion of landmass and 
precipitation in high pH conditions, increasing the costs in the injection process 
(IGLAUER, 2011).  
1.1 MOTIVATION AND GOALS 
The development of a model capable of representing the region of interest in 
the reservoir is a complex task so the research project at UFPR planned 





this project and will focus on the relevant chemical system, modifications on rock 
structure and, above all, how to compile this information in a working and resourceful 
mathematical model that could be extended to tackle other phenomena. Thus, this 
work is part of an ambitious research to create and implement a model capable of 
handling all the nuances in CWI in small samples (e.g. capillary flow, oil swelling and 
rock compressibility), so large-scale simulators can improve their predictions. 
The scientific community has not studied carbonated water injection (CWI) 
extensively (SOHRABI et al., 2009). Other techniques such as WAG (water alternating 
gas) and LSW (low salinity water) have more complete models and simulators. 
Moreover, the models available in the literature do not facilitate customization by 
adding or removing species or changing the reactions in the system so the user cannot 
adapt the model to their own problem. Besides, these models do not handle many 
important physical processes present in CWI in carbonate rocks in particular. 
The goal of this work is to develop a versatile algorithm capable of modeling 
carbonated water (CO2-enriched) injection in a carbonate reservoir. For example, the 
model should calculate the solubility of CO2 in brine, along with the activities of the 
chemical species at equilibrium condition. Furthermore, it must address physical 
changes in the rock caused by kinetic reactions of dissolution and precipitation since 
they directly impact the flow. Besides, the algorithm should provide the freedom to 
customize the model while building the foundations needed for structuring an even 
more complex model, e.g. by adding an oil phase or a gas phase. 
The purpose of the algorithm proposed in this work is to complement computer 
fluid dynamics (CFD) software capabilities since they generally do not include solution 
chemistry in the base software. CFD programs are general purpose tools that primarily 
focus on many aspects relating to numerical methods to discretize flow equations and 
cannot anticipate all user needs. Nonetheless, these programs provide means for 
including self-programmed utilities, e.g. UDFs (user-defined functions) in ANSYS® 
Fluent, which significantly enhance their capabilities. The existence of this feature 
allows the development of a model in an external source and subsequent conversion 
to the UDF structure in the C language, which is ultimately used in ANSYS® Fluent. 
This work developed the algorithm in MATLAB®, while its conversion to the best UDF 





In addition, in CFD any saving in computational effort per time step affects the 
overall simulation time. The algorithm hereby proposed attempts to keep math 
complexity to a minimum and can be implemented with just the essential 
thermodynamic inputs. The algorithm was tested in MATLAB® to calculate the CO2 
solubility in brine, the chemical equilibrium condition, and mineral dissolution rates, 
along with their implications on the porosity, permeability and surface area of a porous 
medium in a cell of constant volume. 
The underlying physical processes and pore-scale mechanisms in CWI have 
been studied isolated from one another in the literature. In contrast, the proposed 
algorithm attempts to capture the whole scenario of these techniques, which is 
accomplished by a compilation of carefully chosen models that provide key information 
to CFD simulations for CWI. Ideally, this algorithm should approach the problem armed 
with detailed computer codes that operate with a lower computational effort than the 
models found in the literature. 
The research group at UFPR started its studies with the algorithm for CWI in 
saline aquifers developed in Machado (2015). The previous algorithm, however, made 
several strong hypotheses that either resulted in a loss of physical significance or 
caused instabilities during the simulation. In addition, the previous code accepted 
many input parameters that were either collected graphically or estimated so the user 
had to know the programming language and read the entire code to change the inputs 
and simulate other conditions. The present algorithm should bear with a minimum set 
of inputs and compute all secondary variables so as to simplify its usage. In addition, 
it should verify the conservation of mass, the charge balance and allow scale-up to 
consider greater regions of the reservoir. 
The present code also tackles CWI in a carbonate aquifer, as it is a 
comprehensive step towards implementing dissolution and its effects in an oil reservoir 
at a later stage of the research. This is reasonable because the H+ ion, which is 
responsible for the dissolution, exists predominantly in the aqueous phase so the 
inclusion of the oil phase would affect this facet of the problem by changing the flow 
and incorporating CO2 into its phase and not by significantly contributing to the 
dissolution. Naturally, there is also the issue that the oil, as an emulsion, incorporates 





 Specific goals 
The algorithm presented in this work prioritizes versatility, allowing the user to 
freely select the chemical system and dissolution reactions and thus control the model 
complexity. This flexibility is provided through all topics covered by the algorithm that 
allow extension without major alterations in their structure and inputs. The steps 
needed to include these features in the model are briefly summarized as: 
1. Develop a versatile algorithm capable of handling CWI in different carbonate 
reservoirs and test it in MATLAB® 
1.1. Include the effect of pressure and temperature in the model by calculating 
the solubility of CO2 in the brine and the density and viscosity of the brine; 
1.2. Correct liquid density in time and properly link dissolution and 
precipitation kinetics to solution chemistry; 
1.3. Associate the rate of kinetic reactions with current reservoir porosity and 
surface area, which provide information on the saturation index as well; 
1.4. Track the transport of mass between the rock and aqueous phase to 
verify the conservation of mass both during the simulation; 
1.5. Solve the chemical equilibrium using a numerical approach; 
2. Develop a model for calculating the activity coefficient of CO2 for chloride salts 
in general so it is easily extendable to more situations; 
3. Provide general workflow strategies for approaches other than the pseudo-
homogeneous for modeling the porous system; 
4. Implement a reactive system for the dissolution/precipitation of calcite that 





2 CRITICAL ANALYSIS OF THE RELEVANT LITERATURE 
There is a great interest in the development of more complete, customizable 
models that are able to be scaled up, afford better physics or provide estimates of 
important information at low computational effort. This has been a dynamic challenge 
as technologies related to experimental equipment, software for computer fluid 
dynamics (CFD) and software for image processing are improved continually. 
Literature has developed a series of excellent but highly dedicated models for 
CGS and CO2-EOR, i.e. models for a specific reservoir, where a huge number of 
chemical species and reaction rates are important and must be modeled (see 
TABLE 1). Few models attempted to describe CWI in particular and these models are 
rigid in the sense they are difficult to adapt to other situations, where less or different 
minerals, chemical species or phases are present. 
There are several CWI coreflood experiments in the literature but the 
simulation studies are rare. Most of the simulation studies, some shown in TABLE 1, 
are not directly suitable for CFD simulations because they are elaborated in a different 
scope, work as a standalone application or make assumptions that hamper the 
application of specific numerical methods (e.g. LEAL et al., 2015). Thus, it is 
cumbersome and time-consuming to adapt these models. 
One of the most recent validated simulation studies was developed by 
SANAEI et al. (2018), who used a 3D commercial reservoir simulator called UTCOMP 
coupled with the geochemical package IPhreeqc/PHREEQC to model the CWI 
process. SANAEI et al. (2018) further studied the main drive mechanism for oil 
recovery using CWI and concluded that the presence of CO2 plays a major role in the 
recovery of the oil not displaced during the initial coreflooding. These authors do not 
provide details on the equations and theories used to model each aspect of CWI, 
referring only to the commercial software package. In contrast, this work will provide 
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The dimension of the model serves as a measure of its stage of 
development because it relates to the value of the resulting information in terms 
of engineering applications. Nonetheless, 2D or 3D models may only cover 
system thermodynamics and the flow, ignoring chemical reactions and its 
implications. Thus, further studying the core principles and phenomena taking 
place can add to what has already been developed in similar models, giving rise 
to a more valuable representation of the true physics of the process. In the 
following sections, each of the important aspects present in CWI on each model 
will be addressed in detail. 
2.1 DISSOLUTION AND PRECIPITATION REACTION RATES 
There are many challenges in modeling the kinetics of the dissolution and 
precipitation of carbonate minerals under reservoir conditions. This leads to large 
uncertainties in the calculations and gaps in current knowledge that call for more 
research, justifying some of the spreading of dissolution data found in the 
literature and emphasizing that there is no consensus in the literature.  
For example, few experiments were performed in the temperature and 
pressure range of interest for carbon sequestration (POKROVSKY et al., 2009). 
Moreover, there is a considerable uncertainty of the estimation of the initial 
reactive surface area from the geometric surface area ignoring the roughness of 
surface (GUNTER et al., 2000), e.g. (CHOU et al., 1989; PLUMMER et al., 1978) 
and the evolution of said surface and porosity in time (LEAL, 2014).  
Besides, models usually attempt to represent complex surface chemistry 
with different mechanisms depending on experiment conditions (T, , pH) 
using simple equations in the form of power law or empirical 
dissolution/precipitation rates as a function of some measure of the disequilibrium 
(INSKEEP and BLOOM, 1985). In addition, reaction rates are dependent on 
solution and mineral compositions, e.g. precipitation of siderite (FeCO3) ultimately 
alter the rate of calcite dissolution (PERKINS et al., 1995). 
Plummer et al. (1978) were pioneers who investigated calcite dissolution 
kinetics, analyzing the effect of each parameter in his model and using a formal 
approach. For the first time, rate equations were formulated in terms of the 





al. (1978) studied how the system responded to changes in the range of pH (2 - 
7), PCO2 (0,0003 - 1 bar) and temperature (5 – 60 ºC), identifying three 
independent simultaneous reactions. They proposed the macroscopic 
mechanistic reaction system for calcite (CaCO3) shown in TABLE 2. 
 





                         SOURCE: (PLUMMER et al., 1978) 
 
a) At low pH (below 3.5) and all values of PCO2, reaction 1 is important 
and explains the dependence on the activity of H+; 
b) At moderate pH (above 3.5 – 5.5) and high PCO2, reaction 2 accounts 
for the linear dependence on the total concentration of CO2. Note that 
 acts as a pseudospecies representing the convention 
+ . As  is unstable, most of  is ; 
c) At high pH (above 5.5) and PCO2 << 0.1 bar, the rate is nearly constant 
and independent of the composition aqueous phase, as in reaction 3. 
2.2 BJERRUM PLOT 
A Bjerrum plot is a graph of the concentrations of the different species of 
a polyprotic acid (e.g. carbonic acid) versus the pH of the solution at chemical 
equilibrium (HANRAHAN, 2012). It is a convenient tool to introduce concepts and 
is used to analyze how the total dissolved inorganic carbon (DIC) distributes into 
CO2, HCO3- and CO32- at equilibrium condition in the CWI context. 
The saturation index (SI) in eq. (1) is a comparison of the current activities 
of the ions from dissolution with the solubility product ( ) and serves to evaluate 




Manipulation of the equilibrium constants given TABLE 3 leads to eq. (2) 





and , the total number of moles of dissolved inorganic carbon (  is 
constant within the time step and is given by eq. (4) and eq. (5). 
 
TABLE 3 CHEMICAL SYSTEM USED FOR ANALYZING THE BJERRUM PLOT OF H2CO3 
Reaction Reaction Equilibrium constant 











Alternatively, it is possible to write the same information in terms of 
concentration [mol/L], as in eq. (6) to (9), if the system is ideal ( ). These 
equations can be modified to obtain these concentrations as a function of pH and 














FIGURE 1 BJERRUM PLOT FOR CARBONIC ACID 
 
This plot shows that a low pH the dissolved carbon is mostly CO2 and as 
pH increases the molality of CO2 decreases while  becomes more 
important. Further on, at pH  10.3, CO32- becomes the predominant species. 
2.3 DIFFUSION COEFFICIENT 
Diffusion is the process by which a substance is transported due to 
random molecular motions (CRANK, 1975) and its driving force is a gradient in 
chemical potential. The diffusion of CO2 in brine and in oil is important for 
calculating the oil swelling effect and changes in the brine chemistry. According 
to Zarghami et al. (2017), there is a significant decrease in the rate of CO2 
diffusion in brine as salinity increases. Moreover, at the same salinity, the 
diffusion coefficient decreases significantly as the system reaches equilibrium. 
Moortgat et al. (2012) used Fickian diffusion across the phases in their 
model (oil, water, gas). They created a matrix of composition-dependent, 
multicomponent diffusion coefficients and calculated their values for non-
aqueous phases according to the work by Leahy-dios and Firoozabadi (2007), 
and the aqueous phase coefficient by Mutoru et al., (2011). In contrast, Hao et 
al. (2013) evaluated the Peclet number and considered that advective and 
reactive transport are dominant over diffusive transport and assigned a constant 
value for the diffusion coefficient, ignoring the effect of the pore radius. 
Most models found in the literature assume the diffusion coefficient is 
constant. Examples are the models of Hao et al. (2013) and Machado (2015). 
Another approach is to consider the diffusivity to be a function of porosity and 





A common definition of tortuosity is the path distance divided by the 
straight line distance but this is far too simple to be applied in a 3D object where 
pores form branches and may or not reach the boundaries of the object. A free 
MATLAB® application that can be used to calculate the tortuosity of a complex 
3D porous medium such as rocks or bones from binary data is called TauFactor, 
but it requires that the medium is permeable, i.e. there must be at least one pore 
that connects one side of the object to the other (COOPER et al., 2016). 
Gommes et al. (2009) proposed methodologies for measuring the 
tortuosity of porous materials from binary tomographic reconstructions. One of 
them uses a fully penetrable sphere (FPS) model to represent the solid phase of 
the porous material, where the tortuosity and porosity are used to relate the 
diffusion coefficient of hindered and unhindered flow. 
The dissolution and precipitation reactions alter the pore structure so 
tortuosity values would need to be recalculated each time step along with 
porosity. Moreover, measuring tortuosity for 3D objects generated from micro-CT 
data is non-trivial and the diffusion coefficients in each coordinate would be 
different according to each value of tortuosity, possibly carrying significant errors. 
Additionally, it is just in recent years that the unhindered diffusion coefficient for 
CO2 in water and brine were studied in greater detail at elevated pressures, i.e. 
pressures higher than 1 MPa (CADOGAN et al., 2014). 
2.4 POROUS MEDIUM REPRESENTATION 
There are three main ways to represent the porous medium in the context 
of computational simulations (BLUNT et al., 2013): 
 
 Direct approach: discretizes the voids using Cartesian grid derived from 
a binarized 3D image, honoring the geometry of pore space. This type of 
model is computationally expensive and better suited for computing 
single-phase flow properties and transport, despite being extendable for 
multi-phase flow. This approach has difficulties to capture capillary 
controlled displacement. Examples are particle-based methods (e.g. 
lattice Boltzmann), smooth particle hydrodynamics, density functional 





 Pseudo-homogeneous medium: regard the medium as a continuum, 
inheriting properties as porosity, permeability and tortuosity, where the 
medium has constant spatial properties inside each cell. The limitations 
are similar to the direct approach. 
 Network modeling: extracts networks from a representation of the pore 
space. Idealize pores as larger voids in the rock called pore bodies that 
interconnect by narrower pathways called throats. Both pore bodies and 
throats receive different inputs, e.g. size or volume, cross-sectional 
shape, etc.  This approach can also accommodate irregular lattices, 
wetting layer flow, arbitrary wettability multiphase flow, phase exchange, 
non-Newtonian displacement, non-Darcy flow and reactive transport. 
 
The pseudo-homogenous approach has difficulties to represent capillary 
flow because during the conversion from the micro-CT scans to cell properties 
(e.g. porosity), information regarding the structure of the pores and pore size 
distribution is lost. One point that supports the use of this approach, however, is 
that it is extendable to the field scale by enlarging the size of the cell. There is 
equipment to determine the porosity in the field, and histograms such as the one 
shown in FIGURE 2 can supply information to the algorithm. 
 
FIGURE 2 POROSITY HISTOGRAM FOR THE FRANCO FIELD AT PRE SALT IN BRAZIL 
 
SOURCE: (PETERSOHN; ABELHA, 2013). 
 
The dissolution reactions can be applied in any virtual representation of 





network model, changing the radius of pore throats (affects permeability) and the 
size of pore bodies (affects storage capacity).  
2.5 BRIEF NOTES ON OIL-RELATED EFFECTS 
Crude oil development involves different phases (see FIGURE 3). Even 
after primary and secondary recoveries, much of the oil and remain inside the 
pores in the rocks. Thus, when conventional techniques fail or lose efficiency, 
enhanced oil recovery (EOR) techniques assume the tasks. 
 
FIGURE 3 PHASES FOR OIL PRODUCTION IN RESERVOIRS. 
 
ADAPTED FROM: (AL-MUTAIRI; KOKAL, 2011) 
 
In the past years, EOR technologies are receiving an increasingly 
important role to cope with the simultaneous rise in demand and high prices of 
oil. Thus, EOR techniques need continuous upgrades in terms of better models 
and simulators to attain superior control of the field, improve predictions for future 
reservoir behavior and provide some aid during the allocation of the wells, taking 
production to the next level. 
Enhanced recovery techniques aim to increase the mobility of the oil in 
the reservoir by altering its properties, thereby facilitating the displacement of 





increasing oil recovery rate. During contact time between the aqueous and oil 
phase, the higher solubility of CO2 in oil provokes mass diffusion of CO2 to the oil 
phase and causes the oil to swell, reduce its viscosity and its interfacial tension 
with water (FOROOZESH et al., 2016). Adequate phase equilibria calculations 
can provide the partition coefficient of CO2 and the molar volume of oil and water. 
On the aqueous phase, the presence of CO2 induces a drop in pH that 
ultimately causes the dissolution of calcite, changing its pore structure. Moreover, 
as the carbonated water reaches previously closed pores, it incorporates more 
oil into the stream and further increases oil recovery. CWI alters the wettability of 
the rock as well, which increases capillary flow (SOHRABI et al., 2009). 
The ratio of the density of the liquid after incorporating the dissolved gas 
with respect to the original density is what literature calls the swelling factor. Azin 
et al. (2013) studied the diffusion of CO2 in water at mild temperatures and 
pressures between 5.8 and 6.9 MPa and discovered that the swelling factor for 
this system is about 2%, so it can be neglected in the absence of oil. Despite this, 
it is evident that the content of CO2 itself in the aqueous phase is an important 
piece of data. In three-phase flow, one approach to calculate the CO2 content is 
to assume isofugacity for all species present in all phases (MOORTGAT et al., 
2012). In contrast, Foroozesh et al. (2016) included swelling effects using 
measured solubility data. 
A commendable effort to include proper thermodynamics in the model 
was carried out by Moortgat et al. (2012). They combined flow equations with 
rigorous phase instability analysis and three-phase split computations. These 
authors modeled the flow of up to three hydrocarbon phases by PR-EoS with the 
transfer of all species between all phases. They also modeled the flow of one or 
two hydrocarbon phases coexisting with one aqueous phase using CPA-EoS. 
Moortgat et al. (2012) emphasized the importance of the bilinear discontinuous 
Galerkin (DG) since it allowed sharp discontinuities in phase properties without 
disrupting the numerical simulation. However, Moortgat et al. (2012) did not 
include kinetic reactions in their model and it does not account for any changes 
in rock structure. The effects of capillarity were not included either so their model 
excels at phase equilibria but fails to capture fluid-rock interactions. 
A comprehensive approach to compute capillary pressure in a pore 





that the progress of the displacement is controlled by capillary forces at low flow 
rates, forming the basis for their invasion–percolation algorithm. They considered 
that at every stage of the process, the non-wetting phase invades all accessible 
pore bodies and throats with the lowest entry capillary pressure. This entry 
capillary pressure is computed from the Laplace equation, calculating the mean 
radius of curvature from the Young–Laplace's equation. Both Zaretskiy et al. 
(2012) and Raoof et al. (2013) chose the criterion that the invading fluid enters 
and fills an available pore throat only if the injection pressure is equal to or larger 
than the entry capillary pressure of the pore. Alternatively, Foroozesh et al. (2016) 
computed capillary pressure from the Brooks-Corey correlation. 
In addition, Zaretskiy et al. (2012) adopted an algorithm similar to the one 
presented by Silin and Patzek (2006) and assumed that the capillary pressure at 
a given point in the pore space is equivalent to the pressure exerted on a 
spherical bubble inscribed inside the pore space and covering that point. These 
authors justified that this is merely an approximation since the interface between 
two fluids does not necessarily assume a spherical shape and, even then, this is 
only valid when capillary forces dominate viscous forces. 
Wang et al. (2013) used the capillary number and the viscosity ratio to 
describe the displacement of a wetting fluid by a non-wetting fluid in a 2D network. 
They found that these numbers can help to identify different mechanisms for the 
flow. Examples characterized are capillary fingering, viscous fingering, stable 
displacement and a transition regime. They showed that viscous fingering 
happens closer to the injection well whereas capillary fingering is more important 
in regions of lower velocities, e.g. far from the injection well. This type of flow 
results in poor efficiency due to preferential flow, causing low area coverage.  
Including the capillary effect in a model that uses a pseudo-
homogeneous representation of the porous medium is difficult since it intrinsically 
disregards pore-scale information, which is required to model capillarity and 
wettability when an oil phase is added to the system. Consequently, before 
tackling these phenomena, one must perform further process the original micro-





2.6 TOPICS ABOUT SIMULATION OF CWI IN CARBONATE RESERVOIRS 
The Navier-Stokes equations are widely used to describe the free flow in 
conduits. Meanwhile, Darcy’s law is often chosen to model flows that are confined 
to a matrix (CHEN et al., 2010). The Darcy-Brinkman formulation (DBF) has the 
advantage of representing in a single equation the flow in the porous medium and 
the free flow (Stokes regime) without additional equations to specify boundary 
and interface conditions (IZGEC, 2009; MACHADO, 2015).  
The DBF formulation performs better than Darcy’s law in larger pores 
because Darcy’s law does not take into account the viscous resistance and 
convective acceleration terms, what imposes limitations on the range of Reynolds 
number (Re) it can be applied, i.e. it is valid only for flows with low Re. As flow 
velocity increases, Darcy’s linear relationship between pressure gradient and 
velocity breaks down. So in order to correct this issue, Brinkman (1949) proposed 
an extension of Darcy’s model for systems with higher porosity and velocity, 
taking into account the presence of a solid boundary by adding a viscous term to 
the original Darcy’s law (GUTA and SUNDAR, 2010). This term is analogous to 
the Laplacian found in the Navier-Stokes equation (MACHADO, 2015). 
The dissolution of a porous medium, especially one that may already 
contain large empty spaces such as carbonate rocks (see FIGURE 4, where high 
porosity regions may exist), can create conditions for highly conductive channels 
called wormholes (see FIGURE 5) where the original Darcy’s law may yield poor 
results. These dissolution patterns depend ultimately on the pH of the incoming 
solution and the injection rate (GOLFIER et al., 2002). 
Fan et al. (2012), Hao et al. (2013) and Moortgat et al. (2012) used 
Darcy’s law to calculate pressure drop. In a carbonate reservoir simulation, a 
better decision should use Darcy-Brinkman equation instead of Darcy 
(MACHADO, 2015). Moreover, the diffusive viscous term in the Darcy-Brinkman 
equation is able to describe the boundary layer type of flow that develops close 
to the interface in the porous zone. (GOLFIER et al., 2002). Applications of the 
Darcy-Brinkman equation in this context is found in the work of Golfier et al. 














FIGURE 5 EXAMPLES OF PATTERNS OF DISSOLUTION (a) FACE DISSOLUTION, (b) 
CONICAL WORMHOLE, (c) DOMINANT WORMHOLE, (d) RAMIFIED WORMHOLE 
 
(a)                     (b)                          (c)                         (d) 
 
A possibly better approach would be to establish a threshold for the 
porosity value and apply Darcy or Darcy-Brinkman according to this criterion. This 
could reduce the simulation running time since Darcy’s law require less 
mathematical operations. There is no article in the CWI literature that apply both 
equations so the impact on the numerical simulation is yet to be evaluated. 
 Pressure-velocity coupling 
The velocity-pressure coupling scheme is necessary for the discretized 
version of Navier-Stokes equations because these variables depend on each 
other. A tactic to provide this coupling is to use schemes such as SIMPLE, 





system for Navier-Stokes equations in a coupled way, tackling the inter-equation 
coupling in a single matrix. For example, the Help from ANSYS Fluent® 17.0 
(ANSYS, [s.d.]) states that PISO moves the repeated calculations required by 
SIMPLE and SIMPLEC to the solution stage of the equation responsible for 
pressure correction. In PISO, there is a loop called “neighbor correction” to 
improve the solution the corrected velocities provide for the continuity and 
momentum equation. The PISO algorithm demands more computational effort 
per solver iteration but it can reduce the number of iterations required for 
convergence, particularly for transient problems. 
 Numerical methods 
The numerical method used in the simulation has implications in the 
solution, e.g. FVM is expected to offer better results than FDM due to its inherent 
conservative characteristics. FVM starts with conservation laws and discretizes 
the equations in their integrated form whereas FDM discretizes the equations in 
their differential form (e.g. using Taylor expansion). This makes the FVM more 
robust, i.e. not so easily affected by instabilities in the numerical simulation. Hao 
et al. (2013) could improve their work if they used FVM or FEM instead of FDM 
because of the advantages regarding stability, convergence, and accuracy. FEM 
is very robust because it works with finite volumes or finite elements and weighs 
the equations before they are integrated, working with the variational form of the 
equations. Using mixed FEM-FVM like Zaretskiy et al. (2012) provides flexibility, 
e.g. they used the Godunov operator splitting so they could calculate the diffusion 
terms with FEM and advection terms with FVM. 
While numerical approaches are able to cope with more details in the 
model, analytical solutions are also useful to benchmark numerical methods and 
provide key insights to understand complicated fluid-fluid and fluid-rock 
interactions in the flow (ZARETSKIY et al., 2012). Furthermore, they can also be 
used as grid-free methods to shorten computation time. A major downside 
associated with analytical methods is the serious limitation to represent all the 





modeling provided a benchmark of their numerical solutions using an analytical 
solution and just Hao et al. (2013) validated the model with a real sample. 
2.7 STATE OF THE ART – SUMMARY 
The best aspects of the current CWI models are good models considering 
rigorous multiphase thermodynamics, such as in MOORTGAT et al. (2012) and 
SANAEI et al. (2018) and schemes for discretization of flow and pressure drop 
equations in space and time such as in ZARETSKIY et al. (2012).  
The most insufficient aspect of CWI models in carbonate rocks concerns 
the rate of dissolution and precipitation of carbonate minerals. The mathematical 
models were often developed based on experiments performed under conditions 
that differ substantially from the reservoir, leading to potential errors. Besides, 
there is not a clear consensus on the variables that must be included in the 
equation describing the rate of reaction of dissolution/precipitation because the 
set of important variable may differ depending on the rock and brine composition. 
Moreover, the link between chemical reactions and changes in the rock 
matrix has received considerably less attention, i.e. how changes in pore radius, 
porosity, and surface area (or other properties depending on the virtual 
representation of the rock) affect solution chemistry and the rate of dissolution 
and precipitation. 
Finally, while there are many coreflood experiments in the literature, 
mathematical and simulation studies are very uncommon. Moreover, several of 
them use very specific commercial software. The present model was developed 
in MATLAB® to be implemented in ANSYS® Fluent, which are widely used in 
diverse areas, what is already an advantage in itself. Despite this, as an open-
source model developed with public financial support, the model proposed in this 
work can be easily converted to the C language, Scilab or GNU Octave to be 
used with OpenFoam® on a later stage, possibly saving several thousands of 







3 ALGORITHM STRUCTURE AND CONSIDERATIONS 
Reactive flow simulation in reservoirs is a diversified problem given the 
variety of mathematical models, discretizing schemes and velocity-pressure 
coupling methods in the literature. Furthermore, different authors make their own 
simplifications in the phase behavior, porous medium, in solution chemistry and 
composition. A cartesian point of view may prove useful in the sense of dividing 
this intricate problem into smaller parts and treat each of them accordingly, 
placing the various pieces of the puzzle in place in a logical order. Then it will be 
possible to create increasingly complex algorithms until the nature, quantity, and 
quality of data produced are in accordance of the requirements of the project. 
The algorithm proposed in this work is divided into six subroutines called 
“codes”, describing the (1) calculation of CO2 solubility in a synthetic brine of 
chloride salts, (2) distribution of chemical species in the chemical equilibrium 
condition, (3) adaptive time step scheme, (4) kinetic rate of dissolution and its 
implications on the porous medium (5) the stabilization procedure for the 
numerical method and (6) density calculations of the carbonated brine. These 
subroutines are discussed in the following sections and are applied in a certain 
order, described the general structure of the algorithm. Finally, the algorithm is 
applied to CWI in a calcite reservoir and the results of the speciation code are 
compared with rigorous models such as electrolyte-NRTL and Pitzer. 
3.1 GENERAL STRUCTURE OF THE ALGORITHM 
Assuming that the equilibrium reactions are infinitely faster than kinetic 
reactions, a procedure is proposed in which the calculations of kinetics and 
equilibrium are alternated each time step to ensure the kinetic reaction rates are 
computed in a condition that is not too far from chemical equilibrium. A general 
overview of the structure of the algorithm is shown in FIGURE 6. 
The main algorithm uses the following specific subroutines: 
 The solubility code calculates the molality values for all aqueous species; 
 The density code calculates the initial density and mass of the solution; 
 The speciation code is always called before computing kinetic reactions; 





 Reservoir structure is a function of the extent of mineral dissolution, which 
impacts porosity directly and permeability and surface area indirectly; 
 The stabilization procedure activates if dissolution exceeds ;  
 The mass balance and charge balance are checked to verify consistency. 
 







3.2 CHEMICAL SYSTEM 
Aspen Plus® (ASPEN TECHNOLOGY, 2000) or SUPCRT92 (JOHNSON 
et al., 1992) can be used to detect possible aqueous species and linearly 
independent reactions of dissociation and ionization. The procedure decreases 
the time required for brainstorming to create a consistent chemical system for the 
specific mineralogy of the reservoir. The steps of this procedure involve informing 
all neutral (e.g. CO2, H2O, salts) and mineral species and proceed to the selection 
of the reactions according with its impact on the rate of dissolution, which is a 
function of pH. Next, they must be classified as equilibrium or kinetic reactions 
according to their respective rates. 
Models that simulate CGS over a wide range of pH often choose 
extended chemical systems, as shown in TABLE 4. 
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These extended chemical systems can be optimized if the operation 





process of the chemical reactions that will be considered in the model, as it must 
ascertain the inclusion of species that have a buffering effect on the solution, e.g. 
CaHCO3+ and MgHCO3+ at intermediate pH (>5) and CaOH+ and MgOH+ at high 
pH (>8). Moreover, some chemical species that are unstable at the beginning of 
the simulation may become more important due to an increase in activity at 
different pH conditions or in the presence of ions produced from mineral 
dissolution reactions. As a consequence, an oversimplified chemical system may 
provide inaccurate results (LEAL et al., 2015). 
Other ways to build an optimal chemical system representation include 
heuristics, special schemes that classify the species as primary or secondary 
(SAALTINK et al., 1998) or sensitivity analysis to identify main reaction paths and 
their implications (MORBIDELLI and VARMA, 1987). 
3.3 SOLUBILITY CODE 
The dissolution rate is dependent on pH, which depends on the content 
of CO2 in brine. Thus, the initial value of  plays an important role in all 
calculations hereby considered, including changes in rock porosity. Essentially, 
the solubility model idealizes the situation where the brine reaches equilibrium 
with the CO2-rich phase at temperature T and equilibrium pressure . Next, the 
contact with the CO2-rich phase is ceased and the solution is pressurized to 
injection pressure , which should be lower than the mechanical fracture 
pressure to avoid compromising the stability of the reservoir (HAO et al., 2013). 
Apart from the content of CO2 in brine, this part of the algorithm calculates 
the composition of the vapor phase in equilibrium with the CO2-saturated 
aqueous phase so it can be used to determine the composition of a bubble in 
phase equilibrium calculations in a later version of this algorithm. 
This work used the model proposed by Spycher and Pruess (2005) 
(see Annex 1), which calculates the CO2 solubility in a brine solution and tested 
their model in solutions of NaCl and CaCl2. Their implementation procedure is 
straightforward and includes solving a modified Redlich-Kwong EOS, selecting 
the root corresponding to the molar volume of the stable phase and the 
appropriate Henry constant. Their solubility model itself is non-iterative but it 





scale. If  is computed in a different concentration scale (e.g. molality scale), a 
loop is added to convert  to the mole fraction scale and solve the 
dependencies between and . In this case, the procedure requires very 
few iterations to achieve the convergence tolerance . The calculation 
procedure for the solubility code is given in FIGURE 7. 
 








This work offers three different models for the activity of aqueous CO2 
( ) in the solubility code: (1) Duan and Sun (2003), (2) the modification by 
Spycher and Pruess (2005) of the model originally proposed by Rumpf et al. 
(1994) and (3) the modification by this work of the Drummond (1981) model. 
The solubility model proposed by Spycher and Pruess (2005) assumes 
(1) isofugacity for all species present in both phases, (2) their modified Redlich-
Kwong EOS represents the CO2-rich phase, (3) all ions are non-volatile, (4) 
infinite dilution of water in the CO2-rich phase when applying classical mixing 
rules, (5) the water activity is close enough to unity, (6) all inorganic carbon is the 
CO2 present in that phase and (7) complete dissociation of salts in water. 
Spycher and Pruess (2005) modified the original version of Rumpf et al. 
(1994) so it would be able to calculate  for solutions of few chloride salts 
because the original version of could be applied just for solutions of NaCl. Both 
the models of Duan and Sun (2003) and the modified of Rumpf et al. (1994) are 
described in Annex 1, along with their implementation procedure. 
Alternatively, the model of developed in Spycher and Pruess (2010) could 
be used as an upgrade to simulate the H2O-CO2-salt system in higher conditions 
of temperature. Other models for calculating P-V-T or P-V-x properties of H2O-
CO2-salt systems are available in literature e.g. Duan et al. (1992) but it relies on 
a fifth-order virial expansion in volume with a plethora of parameters, which 
cannot be efficiently implemented in numerical flow simulations. 
 Modification of  
In the present work, the formulation of Spycher and Pruess (2005) was 
slightly changed in order to make it applicable even when both salts are present 
in the solution and developed a new modification of the model developed in 
Drummond (1981). Spycher and Pruess (2005) tested different formulations to 
calculate  in their model. They found that the model by Duan and Sun (2003) 
and Rumpf et al. (1994) yielded the best results, but they do not account for the 
presence of chloride salts other than NaCl, KCl, CaCl2, and MgCl2. Moreover, the 





proposed by Spycher and Pruess (2005) is just a parameter that relates the  
in pure water with  in brine and cannot be used in speciation calculations. 
It is proposed a simpler solution to capture the behavior of , which 
extends the formulation of Drummond (1981) from aqueous solutions of NaCl to 
solutions of chloride salts in general that have similar effects than NaCl on . 
The modification relies on a parameter that expresses the amount of NaCl 
equivalents instead of using the ionic strength as a substitute of the molality of 
NaCl such as in Spycher and Pruess (2005), which yielded poor results.  
Firstly, the molality of each ion originated from the salts  is calculated 
assuming complete dissociation in water and weighted by its effect on the 
solubility of CO2 is considered by eq. (10) according to an adjustable parameter 




Both the modification using the ionic strength and the modification using 
NaCl equivalents return to the original form of Drummond (1981) for NaCl using 





This work used a hybrid form of the stochastic algorithm Particle Swarm 
Optimization (PSO) and the deterministic algorithm interior-point, available in the 
MATLAB® Global Optimization ToolboxTM (THE MATHWORKS INC., 2016). This 
optimization algorithm was used to determine the best value of  for chloride 
solutions of CaCl2 and MgCl2.  
Particle swarm optimization (PSO) is a stochastic method. Each particle 
is a solution candidate moving at a certain speed across a constrained region 





method works as a group of particles looking for the global solution, where the 
best solution candidate so far informs its location to the others.  
This PSO optimization method is initialized with a group of particles 
randomly scattered in the search region and calculation of the objective function 
at the coordinates of each particle. At every iteration, each particle has its 
coordinates updated according to a function of its position and velocity along with 
a random effect and the function values are recalculated. The process is repeated 
until the solution converges, i.e. the particles swarm towards a single point. 
3.4 SPECIATION MODEL: MULTICOMPONENT CHEMICAL EQUILIBRIUM 
Chemical equilibrium is common in nature and is present in many 
geochemical applications. These calculations may follow a stoichiometric or non-
stoichiometric approach, where the former uses a set of non-linear equations and 
the later solves a constrained minimization of Gibbs free energy (LEAL, 2014). 
There are alternative formulations such as the one proposed in Saaltink et al. 
(1998), who incorporated equilibrium and kinetic reactions simultaneously in a 
matrix representation of the transport equations exploring the concept of primary 
or secondary species. Another option are the Monte Carlo methods, as in López-
Castillo and de Souza Filho (2007) and Turner et al. (2008). 
In the context of CWI, the speciation code describes how this dissolved 
CO2 changes the chemical equilibrium causing the acidification of the solution. 
Moreover, this part of the algorithm should provide information on how the ion 
species are distributed in that system condition, i.e. calculate the solution 
composition in terms of molality of ions in the water. 
Equilibrium reactions are considered to be faster than kinetic reactions. 
Hence, the system must attain the chemical equilibrium within every time step 
and kinetic reactions may be treated as disturbances applied to a system 
previously in equilibrium. This is equivalent to the partial equilibrium assumption, 
where the system is in equilibrium with respect to some reactions and out of 
equilibrium for others. In geochemical simulations, mineral dissolution can be 
considered kinetic reactions when compared to aqueous and gaseous reactions 





When local equilibrium is invalid, kinetically reactions can be integrated 
into thermodynamically based speciation models, where kinetics intercalate with 
equilibrium calculations to accommodate the evolution of variables in time. 
This work uses the stoichiometric approach, which explores the fact the 
equilibrium constant of a reaction can be obtained by a function of: (1) 
temperature and pressure, (2) the activity of the chemical species at equilibrium 
condition and (3) Gibbs free energy, with the reservation that the numerical value 
of  should be the same regardless of the way it is obtained. 
The equilibrium condition can be calculated solving a series of non-linear 
algebraic equations where each term corresponds to one equilibrium reaction, 
following the structure is given in eq. (12). There is only one unknown extent of 
reaction for each equation, i.e. the degree of freedom is zero. Thus, the system 
is both consistent and exactly determined, i.e. it provides only one solution that 
satisfies the set of equations. This problem can be solved by the method of 




An advantage of writing the speciation problem in terms of the extent of 
the reactions instead of calculating the molality of the species directly is that it is 
theoretically impossible to violate the mass or charge balances. Note the charge 
balance condition is implicitly enforced by the mass balance since it is linearly 
dependent on it. Nonetheless, all calculations are subjected to the computer 
accuracy and small errors may still occur in both balances. 
The Jacobian matrix is given by eq. (13), where the derivatives can be 
represented by a second-order central differencing scheme (CDS-2) using a step 
on the extent of the reaction ( ) instead of the analytical derivatives. Another 
option for more complex chemical systems is the automatic differentiation, which 
is harder to implement but exploits the chain rule to compute analytical derivatives 
with working accuracy, avoiding truncation errors from discretizing schemes and 
many sources of numerical instabilities (GRIEWANK and WALTHER, 2003). An 





available in Leal et al. (2015), who used Lagrange multipliers and a matrix 









The algorithm responsible for the equilibrium calculations is presented in 
FIGURE 8, while the inner loop is detailed in FIGURE 9. Note that the mass of 
H2O is updated because it participates in the reactions. 
In order to increase convergence speed, the algorithm provides the 
solution of the last iteration as an estimation for the Newton-Raphson method 
after updating the values of the activity coefficients in the outer loop. The problem 
was structured so that the numerical method pursues the best solution while 

















FIGURE 8 FLOW CHART FOR THE SPECIATION MODEL. 
 
 
Chemical equilibrium state means the rate for the direct and reverse 
reactions are equal, hence the extent of reactions should be zero for any 
equilibrium reaction. This makes for the stopping criteria of the outer loop (
, while the values for each element of  are used in the inner loop 
( , which are represented by the specified tolerance for the condition 
for the outer loop ( ) and inner loop ( ) of the speciation code. 
Alternatively, the speciation could be calculated by an optimization 
algorithm (e.g. Levenberg-Marquardt) but it is computationally more expensive 






FIGURE 9 FLOW CHART FOR NEWTON-RAPHSON METHOD (INNER LOOP OF 
THE SPECIATION CODE). 
 
3.5 ACTIVITY OF CHEMICAL SPECIES 
The activity of a chemical species requires the definition of a standard 
state and can be expressed in many concentration scales (e.g. mole fraction, 
molality). The value of the activities ( ) and activity coefficients ( ) vary 
according to each of these choices. It follows that thermodynamic methods that 
use one scale must not be mixed with another convention before a proper 
conversion between scales. This work deals exclusively with molality based 
activities. Notice that regardless of the choice of the concentration scale used to 





 Activity of water 
As the brine in CGS or CWI applications is complex and have a 
reasonable CO2 content, this work chose to use the same empirical formula used 
by PHREEQC for calculating the activity of water (PARKHURST and APPELO, 
2013) This equation is given by eq. (16), where  is the number of moles,  is 
the total number of aqueous species and  is the molality of the species. 
 
 (16) 
 Activity of ions 
The WATEQ Debye-Hückel equation can be used to calculate the activity 
coefficient of the ions and provides some versatility in terms of adding or 
removing species to the model without major alterations in any part of the 
algorithm. This model is an extension of Debye-Hückel valid in the interval of 0 
and 100 ºC which shows reliable results up to the ionic strength of seawater 
(~0.72 m), although it usually agrees well with the results using Pitzer for higher 
ionic strengths (BALL and NORDSTROM, 1991). 
Despite the visual similarity, the WATEQ and B-dot equations are 
different. In the WATEQ equation,  and  are determined for each ion by fitting 
measured activities of pure salt solutions. On the other hand,  is a function of 
temperature and  can be collected from Kielland (1937) (THOENEN et al., 
2014). A third option is the Davies equation, often used when the values for  
and  are unknown, e.g. uncommon ions. The downsides of this equation are 
that the only ion-specific parameter is the ion charge and it works well just for 
temperatures near 25 ºC and ionic strengths of a few tenths of molal (WOLERY 
and DAVELER, 1992). This feature is implemented in PHREEQC (THOENEN et 
al., 2014). The value for  was initially taken as equal to 0.2 in early works 
but was reviewed and taken as 0.3 nowadays (THOENEN et al., 2014).  





WATEQ  (17) 
B-dot  (18) 
Davies  (19) 
 
The stoichiometric ionic strength  is computed from eq. (20) from the 
molality ( ) and charge ( ) of the aqueous species, while  and  are 
parameters dependent on temperature and the solvent (water), calculated in 
Appendix 1 for the range , where T is in kelvin. These 
equations were obtained from regression of data provided by Helgeson et al. 
(1981) as demonstrated in Appendix 1. 
 
 (20) 
3.6 DENSITY AND VISCOSITY OF THE BRINE 
The density of brine at reservoir conditions can be computed from the 
correlation of (MCCAIN JR, 1991), which uses the United States customary units 
(USCS). The water formation volume factor ( ) symbolizes a change in volume 
of the brine as it is transported from reservoir conditions to surface conditions and 
is typically used by oil companies to calculate the flow and design the storage 
tanks. The units for this parameter are reservoir barrel per surface barrel at 
standard condition (res bbl/STB). The standard condition is 14.7 psia and 60 ºF. 
There are three effects involved in this parameter (MCCAIN, 1990): 
1. The development of bubbles as the pressure decreases; 
2. The expansion of the brine as the pressure decreases; 
3. The contraction of the brine as the temperature decreases; 
 
The first effect is smaller on brines than it is on oils and the second and 
third effect partially offset each other, hence the water formation volume factor is 





The water formation volume factor ( ) is computed from  and  
as in eq. (21), (22) and (23), where the pressure is in psia and temperature is in 
ºF, following the stepwise procedure is given in FIGURE 10 (MCCAIN JR, 1991). 
 
FIGURE 10 STEPWISE CHANGE IN VOLUME FROM RESERVOIR TO SURFACE 
CONDITIONS.  
                   







The density of the brine at standard conditions (  [lbm/ft³]) is 
obtained by eq. (24), where the solid weight percentage ( ) is computed by eq. 





The density (  [kg/m³]), molar weight (  [g/mol]) 
and molar volume of CO2-free (  [m³/mol]) brine at reservoir conditions 










The density of water increases when CO2 is dissolved. Generalizing the 
same concept to brine, the density of CO2-brine solution is calculated using eq. 
(29) (MCBRIDE-WRIGHT et al., 2015), where  is the molar fraction of CO2, 
obtained by the solubility model proposed by (SPYCHER and PRUESS, 
2005).The partial molar volume of dissolved CO2 (  [cm³/mol]) is computed 
by an empirical function of temperature and pressure according to eq. (30) with 





TABLE 5 COEFFICIENTS FOR CALCULATING  
       
                
   
   
   
 
Salinity effects in  in water are not considered in this study since 
they are weak and within experimental uncertainty (GARCÍA, 2001). As the effect 
of CO2 on density is substantially smaller than the effect of salinity, it is often 
ignored. Nonetheless, it is important to simulate convective mixing during 
numerical simulations (GARCÍA, 2001). Lastly, the information on density and 
composition of brine and volume of the cell can be worked in eq. (31) and (32) to 





The correlation relating the viscosity of the brine with temperature and 
atmospheric pressure is given by eq. (33) to (35). The units are viscosity  [cP], 





correlation fits an existing graphical correlation to within 5% at temperatures 







The viscosity of water at reservoir pressure is obtained through the 
correction given by eq. (36), where the pressure is expressed in psia. Again, 
McCain Jr. (1991) affirms that this equation fits data from 35 to 75 ºC and below 
689 bar within 6% and in the interval between 689 bar and 1034 bar within 7%. 
 
 (36) 
3.7 SEMI-EMPIRICAL DESCRIPTION OF DISSOLUTION AND 
PRECIPITATION RATE 
Any rate equation implemented in computer modeling must include only 
parameters obtainable during program execution. In order to develop a rate with 
such characteristics, Palandri and Kharaka (2004) collected data for many 
minerals and adjusted parameters for a semi-empirical rate equation of the form 
of eq. (37), where each term represents a dissolution mechanism. The rate 
constant at the reaction temperature ( ) is computed by eq. (38). The rate is 
limited by the ratio of the ionic product ( ) and the equilibrium constant of the 
reaction ), calculated by eq. (39) and (40), where  is the stoichiometric 











The reaction rate is  [mol/s],  is the reactive surface area of the 
mineral  [m²],  is a pre-exponential factor [mol m-2 s-1],  is the activation 
energy [J/mol],  is the order of reaction with respect to component  in reaction 
,  is the activity of the i-th species in reaction j and  is the partial pressure 
of the g-th gaseous species in reaction . The reaction rate may be tuned to the 
rock characteristics using the empirical parameters  and  . 
The choice of which kinetic reaction represents each mechanism does 
not matter if chemical equilibrium is reached within the time step. Nonetheless, it 
may affect the numerical convergence and stability of other parts of the algorithm. 
This method of representation of mineral dissolution and precipitation has 
its roots in the Transition State Theory. For what concerns its limitations, the 
equations adjusted data from experiments performed under conditions of 
temperature and pressure what may not represent reservoir conditions. 
Moreover, they neglected the temperature dependence of the pre-exponential 
factor or a possible dependence of pH or composition on the activation energy.  
Finally, the rate of the precipitation does not necessarily follow the same 
structure as the rate of dissolution, possibly being faster or slower as the 
precipitated carbonate may be metastable components. Despite this, the method 
proposed by PALANDRI and KHARAKA (2004) is a useful representation that 
uses parameters from the bulk solution. 
There are other approaches to model dissolution and precipitation of the 
carbonate mineral calcite, e.g. POKROVSKY et al. (2009), who studied the 
dissolution of calcite varying pH, temperature and partial pressure of CO2 and 
developed an empirical equation relating these variables to dissolution rate. 
Another example is ZARETSKIY et al. (2012), who provided equations to regard 
the reactions in terms of Langmuir adsorptions and accounted for changes in 





grid-based method to consider changes in rock structure in greater detail than 
network models since grid-based methods honor pore structure. 
3.8 POROUS MEDIUM PROPERTIES 
The porous medium in this work is modeled as a pseudo-homogeneous 
medium, implicitly assuming that the aqueous species are well mixed within the 
time step. The values for porosity and other relevant properties must be assigned 
to the volume mesh on a cell-to-cell basis. The porosity of the cell is updated 
each time step according to eq. (41), where  is the number of moles of 
mineral  at the end of the time step. This discounts the volume occupied by each 




The reactive surface area  is calculated as in eq. (42), where the 
specific surface area ( ) is the surface area per total cell volume (units of 
m2/m3 or m−1). This equation assumes all minerals are available to reactions 
according to the volume each mineral occupies. The reactive surface areas may 
be 1-3 orders of magnitude lower than geometrical surface areas depending on 
the complexity of the rock (GUNTER et al., 2000), suggesting there may be an 




The initial values for porosity and surface area of the rock can be 
retrieved from micro-CT data, while the permeability can be calculated or 
determined experimentally. The initial permeability [m²] can be obtained by a 
lumped form of the Kozeny-Carman (KC) equation as in eq. (43), where the 
empirical constant  imbues the concept of the particle diameter and tortuosity 








Mostaghimi (2012) took measurements of two carbonate rocks and 
calculated the values for , resulting in 14.77 and 130.14, highlighting the 
differences between the two rock samples. 
Both the specific surface area and permeability must be updated as a 
function of porosity, which changes in time as well. This macroscopic relationship 
is important for modeling flow or reactive transport in the pseudo-homogeneous 
approach and partially compensates for the gap of information on the real pore 
structure of the system, which is unavailable during the simulation as dissolution 
or precipitation changes it continuously. An analytical description of this 
relationship is, however, not practical for reactive transport. Hence, Panga et al. 
(2005) proposed semi-empirical relations based on Kozeny-Carman, given by eq. 
(44) and (45). The empirical parameter  depends on the rock sample and the 
correlation returns to the original Kozeny-Carman equation for . The 
advantage of using the model proposed by Panga et al., (2005) is its theoretical 





Another approach that provides fair results for describing the surface 
area-permeability-porosity relationship is the sugar-lump model and Darcy’s law 
(NOIRIEL et al., 2009). The sugar-lump is an empirical model of four parameters 
where the rock matrix is approximated as a cluster of spherical grains that 
dissociate into smaller grains, increasing the solution-exposed surface area. 
Alternatively, HAO et al. (2013) used a power-law to describe the surface area-








3.9 CARBONATE RESERVOIR SAMPLE USED IN THIS WORK 
Carbonate reservoirs are porous and permeable sedimentary rocks that 
can contain hydrocarbons. These rocks are mainly comprised of anionic 
complexes of (CO3)2− and divalent metallic cations, the most common carbonate 
minerals being calcite (CaCO3) and dolomite (CaMg(CO3)2). Carbonate rocks 
consist of component particles and some lime mud matrix (AHR, 2008).  
The Laboratory of Analysis of Minerals and Rocks (LAMIR) donated a 
sample of a carbonate rock from the region of Pamukkale in Turkey and 
performed micro-computed tomography (micro-CT) scans using a Bruker 
Skycan 1272 and other experiments, determining that calcite is the predominant 
mineral in the sample. Micro-CT is a non-invasive non-destructive imaging 
technique used to collect cross-sectional images of a 3D object with high 
resolution. These images can be analyzed, binarized and organized in a manner 
to create a 3D representation of the rock, including its internal structure (XIONG 
et al., 2016). Further processing of the micro-CT data leads to a virtual model of 
the rock in a format readable by the CFD software. Moreover, it is believed that 
this rock has similar properties to the ones taken from the pre-salt region in Brazil. 
The research group at UFPR performed initial image processing on these images 





4 RESULTS AND DISCUSSION 
In this section, the parameters for the modification of Drummond (1981) 
are estimated and the algorithm is applied to a particular case of CWI into a calcite 
aquifer as a means of demonstration on how to implement the methodology 
proposed in this work. Finally, the results of the equilibrium calculations are 
compared with rigorous models such as electrolyte-NRTL and Pitzer. 
4.1 PARAMETER ESTIMATION FOR  
The particle swarm algorithm for parameter estimation was set up with a 
swarm size of 500 in the search region of [0.1; 3.0] to fit the parameters  in eq. 
(10) to 99 experimental points taken from Liu et al. (2011) and Tong et al. (2013), 
who performed experiments to determine the content of CO2 in solutions of NaCl, 
KCl, CaCl2 and MgCl2. These authors do not provide values of this content of CO2 
in terms of molality. Rather, they used units the CO2 weight percentage or CO2 
mole fraction in a salt-free water. Thus, conversion to molality is needed in order 
to compare the values. A MATLAB® routine was created to convert the data from 
these articles to the molality scale and is available as an annex of this thesis.  
The optimization led to  and 
 for an individual confidence interval of 95% using the Student’s t 
distribution. All seven optimization procedures used agreed very well, differing in 
the fifth decimal digit while the error is in the first decimal digit. The optimization 
techniques used were: (1) particleswarm: hybrid PSO + interior point, fminsearch: 
SIMPLEX, (3) fmincon: interior-point, (4) fmincon: SQP, (5) fmincon: active set, 
(6) lsqnonlin: trust-region-reflexive and (7) lsqnonlin: levenberg-marquadt. 
Conditions with higher temperatures and salinities lead to larger values 
of  which decrease the molality of CO2 in brine, implying in values of . 
Furthermore, a cation with greater charge density (e.g. Ca2+ or Mg2+) seems to 









TABLE 6 RESULTS FOR EACH PARAMETER ESTIMATION PROCEDURE 
Dataset used for training First adjustment Second adjustment 
Liu et al. (2011) ✓ ✓ 
Tong et al. (2013) ✓ ✓ 
Prutton and Savage (1945)  ✓ 
Zhao et al. (2015)  ✓ 
LSE for the best fit (PSO+ interior point) 1.208 1.681 
Number of measurements ( ) 99 183 
Number of parameters ( ) 2 
 with significance level  2.2951 0.4414 2.1939 0.1940 
 with significance level  2.5994 0.5646 2.4430 0.3563 
 
Later, the validation dataset was combined with the training dataset to 
reduce the confidence interval. The joint confidence interval for the first 
adjustment is shown in FIGURE 11(a), is equal to 1.2854 for the first adjustment 
and 1.3459 for the second adjustment using the F distribution with 95% 
confidence level. 
The modification of Drummond (1981) proposed in this work slightly 
underestimates the solubility of CO2 but still outperformed the modification 
proposed by Spycher and Pruess (2005) using the ionic strength for all test cases 
(Modified Drummond 2005). This bias is shown in FIGURE 11(b) and is mainly 
due to the choice of keeping the original coefficients in the Drummond (1981) 
formulation. The new modification is equivalent or better than the  model of 
Duan and Sun (2003) for milder system conditions ( ).  
 
FIGURE 11 (A) JOINT CONFIDENCE REGION FOR  AND  AND (B) COMPARISON 







The results for the second adjustment are displayed in FIGURE 12. This 
second adjustment provides better and less biased predictions for the molality of 
the CO2 in the brine but caution is advised when using the resulting parameters 
for the second adjustment because the errors may be too optimistic due to the 
inclusion of validation data in the training dataset. 
 
FIGURE 12 (A) JOINT CONFIDENCE REGION FOR  AND  AND (B) COMPARISON 
BETWEEN COMPUTED AND MEASURED  FOR THE SECOND ADJUSTMENT 
 
The performance of the solubility model of Spycher and Pruess (2005) 
with each external model of  were evaluated with validation data taken from 
Prutton and Savage (1945), as in FIGURE 13. In contrast, the parameter  
was validated against data from Zhao et al. (2015), resulting in a mean absolute 
percentage error of 9% as shown in TABLE 7. Moreover, the model seems to be 
more reliable in higher temperatures, since the errors of the experiments at 373 
K are more insensitive to changes in salinity than their counterpart at 323 K, as 
















TABLE 7 VALIDATION OF THE MODIFIED DRUMMOND (2018) AT P = 150 BAR – MgCl2 
T [K]  [mol/kgH2O] 
 [mol/kgH2O] Error 
M1 (%) 
Error 
M2 (%) Measured Model from 1
st 
adjustment 
Model from 2nd 
adjustment 
323 0.333 1.071 1.041 1.047 2.8 2.2 
323 0.667 0.961 0.896 0.906 6.7 5.7 
323 1.000 0.834 0.777 0.789 6.8 5.4 
323 1.333 0.743 0.676 0.689 9.0 7.2 
323 1.667 0.671 0.589 0.603 12.3 10.1 
323 2.000 0.609 0.513 0.528 15.7 13.3 
373 0.333 0.875 0.846 0.850 3.3 2.8 
373 0.667 0.767 0.743 0.749 3.2 2.3 
373 1.000 0.664 0.591 0.669 10.9 -0.7 
373 1.333 0.594 0.531 0.600 10.7 -1.1 
373 1.667 0.533 0.531 0.540 0.5 -1.4 
373 2.000 0.483 0.477 0.487 1.3 -0.9 
 
FIGURE 13 COMPARISON BETWEEN MODEL AND EXPERIMENTAL RESULTS FOR 
EQUILIBRIUM CO2  SOLUBILITY IN BRINE. (A) 76 ºC AND 1.05 , (B) 76 ºC AND 2.30 
, (C) 101 ºC AND 1.05 , (A) 101 ºC AND 2.30 . 
 
Additionally, the solubility model calculates the content of water in the 





the water content of natural gas, which is usually collected from general water 
content charts which are, however, unavailable for CO2 in equilibrium with brine 
(SALARI et al., 2011). This information may also be used to calculate the 
composition of a bubble that forms from the carbonated water stream that 
suffered enough pressure drop. 
 
FIGURE 14 COMPARISON BETWEEN MODEL RESULTS FOR H2O CONTENT IN THE GAS 
PHASE AT EQUILIBRIUM. (A) 76 ºC AND 1.05 , (B) 76 ºC AND 2.30 , (C) 101 ºC 
AND 1.05 , (D) 101 ºC AND 2.30 . 
 
Using the CO2 activity model by Duan and Sun (2003) in the context of 
the model by Spycher and Pruess (2005) will result in the calculation of the H2O 
content in the CO2-rich phase considering the absence of salts, i.e. the 
equilibrium curve of pure water and CO2. This curve was used by Salari et 
al. (2011) together with a correction based on the salinity of the brine to develop 





contrast, the activity model by Rumpf et al. (1994) and the modification of 
Drummond (1981) proposed in this work leads to the water content in equilibrium 
with the carbonated brine directly, avoiding the use of any chart. 
4.2 EXAMPLE OF CARBONATED WATER INJECTION INTO A CALCITE 
SALINE AQUIFER 
Petroleum reservoirs at the pre-salt in Brazil are deep (e.g. about 2150 m 
for the Lula Field in the Santos Basin) and the formation fluids are under 
pressures usually in the interval of 480 to 950 bar (FORMIGLI, 2007; GRAVA, 
2014).  Due to its proximity to the mantle of the Earth, the temperature is around 
60 ºC to 95ºC (PETERSOHN; ABELHA, 2013). The salt layer is a better heat 
conductor than sedimentary rocks so the reservoir temperatures are lower than 
expected for rocks at this depth (LITTKE et al., 2008). 
In order to apply the methodology presented in the previous sections, this 
work considers a single cell of constant volume that represents a well-mixed 
batch reactor simulating a portion of the Santos Basin in the pre-salt region of 
Brazil undergoing CWI. The mineralogy in the Santos Basin is predominantly 
calcite, with varying quantities of dolomite and quartz (BOYD et al., 2015), but for 
the purpose of creating a simple example, it is assumed only calcite is present.  
The calculations assumed a subsurface fluid with at T = 60 ºC,  = 
0.5 mol/kg  and  = 0.1 mol/kg . The brine assumed equilibrium with 
CO2 at  = 600 bar prior to pressurization to injection pressure  = 650 bar. 
In the context of CWI, the injection pressure is well above  and in the case 
considered the pressure drop will not be enough to cause the formation of a vapor 
phase so flash calculations are not required. 
The cell size of 1 m³ represents a segment of a calcite rock with a porosity 
of 0.29. The initial reactive surface area of calcite was assumed to be equal to 
1.5 m²/m³ of mineral. This choice was based according to the work of Leal (2014), 
while initial permeability was computed from eq. (43) assuming  as in 
Mostaghimi (2012). Both the specific surface area and the permeability were 
updated according to the KC-based formulation proposed by Panga et al. (2005). 





of calcite ( ) was considered to be equal to  m³/mol 
(“Calcite -  Institute of Experimental Mineralogy of Moscow”, 1989). 
Furthermore, computing chemical equilibrium requires a well-defined 
chemical system. Besides, the stoichiometric approach demands mass action 
equations describing the relations between the different components. 
Considering complete dissociation of salts in water and considering a system at 
low pH, the chemical system is represented by the reactions given in Table 8. 
This is the minimum set of equilibrium equations to depict the system, taking into 
account the aforementioned reservations relating to the choice of the reactions. 
Other equilibrium reactions should be easily added using CDS-2 numerical 
derivatives in the Jacobian Matrix. 
The best set of reactions is the minimum set of independent reactions 
that captures the essence of what is occurring in the chemical level for the range 
of pH considered, to keep the matrices used in the calculations in a tolerable size 
so the simulations run faster. 
The rationale is to use just reactions that carry enough valuable 
information to the system to compensate for the computational effort its inclusion 
would imply. In the context of this work, each equilibrium reaction increases the 
size of the Jacobian matrix by one column and one line, meaning that there is 
one more variable and one more equation to solve per iteration of the chemical 
equilibrium calculations, which are performed multiple times each time step.  
Thus, the inclusion of this kind of reaction unnecessarily would just make 
the model slower without significantly improve the quality of its results for the pH 
range considered. Therefore, this work chose to prioritize efficiency and dealt with 
the set of chemical reactions shown in TABLE 8. 
 
TABLE 8 CHEMICAL SYSTEM USED IN THIS WORK AND EQUILIBRIUM CONSTANTS. 
 Reaction Type Equilibrium constant 
1  Equilibrium  
2  Equilibrium  
3  Equilibrium  






The initial number of moles in the system at the start of any part of the 
model is calculated using the equations in TABLE 9, whereas the number of 
moles at the end of each iteration is calculated from the equations in TABLE 10. 
 
TABLE 9 NUMBER OF MOLES OF AT THE START OF ANY PART OF THE MODEL. 
 Species Moles at the start of the iteration ,  [mol] 
1   
2   
3   
4   
5   
6   
7   
8   
9   
10   
 
The mass of any species is computed from the conversion from moles at 
any time except t = 0, where the mass of water is calculated from the initial density 
of the carbonated brine. Likewise, the molality of any species is calculated by 
dividing the number of moles by the mass of water.  
 








1     
2     
3     
4     
5     
6     
7     
8     
 
The parameters of eq. (48) to compute  were retrieved from 
the PHREEQC’s database WATEQ4F (BALL and NORDSTROM, 1991) and are 
displayed in TABLE 11, where T is in kelvin. The effect of pressure on the 








TABLE 11 EQUILIBRIUM CONSTANTS IN TERMS OF TEMPERATURE [K] 
      
 -283.971 -0.05069842 13323.0 102.24447 -1119669.0 
 -356.3094 -0.06091960 21834.37 126.8339 -1684915.0 
 -107.8871 -0.03252849 5151.79 38.92561 -563713.9 
 -171.9065 -0.077993 2839.319 71.595 0 
 
Note that carbonic acid is an unstable chemical species so the 
equilibrium constant given for this reaction is for the apparent reaction of CO2 and 
water to produce  and . It is important to distinguish the apparent 
equilibrium constant from the true equilibrium constant involving carbonic acid 
because they differ in value and on its representation in terms of the activities of 
the chemical species. For further information on this topic, see Pines et al. (2016). 
The expressions of  must be written in terms of the extent 
of the reactions to compute the equilibrium condition in the speciation code using 
eq. (12). For the system presented in TABLE 8, the equilibrium constant 
 for each reaction is given in TABLE 12. Finally, the system of non-
linear equations in eq. (12) is solved in this work by the MATLAB® command 
, automatically selecting the method to invert the Jacobian Matrix. 
 
TABLE 12 EQUILIBRIUM CONSTANTS IN TERMS OF THE DEGREE OF ADVANCEMENT OF 
THE REACTIONS 





The WATEQ-Debye-Hückel equation was chosen to model ionic species. 
The parameters  and  for the WATEQ equation were retrieved from the 
PHREEQC’s database WATEQ4F (CHARLTON; PARKHURST, 2011). It is 
paramount that the molar weight of the species is collected from the same 





mass due to reactions. This work collected the molar weight of the species from 
the chemical portal (“Chemical Portal - Chemistry Online Education - Chemistry 
Online Education”, 2018) and their values are displayed in TABLE 13. 
 
TABLE 13 CHEMICAL SPECIES PROPERTIES AND SUMMARY ACTIVITY COEFFICIENT 
MODELS USED IN THIS WORK. 
ID Species Activity coefficient model 
  
[m] 
 [kg/mol]   
[g/mol] 
1  PHREEQC N.A. N.A. 0 18.01528 
2  Modified Drummond (2018) N.A. N.A. 0 44.0095 
3  Ideal N.A. N.A. 0 100.0869 
4  WATEQ  0 +1 1.00794 
5  WATEQ  0 -1 17.00734 
6  WATEQ  0 -1 61.01684 
7  WATEQ  0 -2 60.0089 
8  WATEQ   +2 40.078 
9  WATEQ   +1 22.98977 
10  WATEQ   -1 35.453 
 
Tolerance values and miscellaneous criteria for the numerical methods 
used in the algorithm in this work are presented in TABLE 14. 
 
TABLE 14 MISCELLANEOUS CRITERIA FOR NUMERICAL METHODS IN THE EXAMPLE. 
Parameter Unit Value Main Program Solubility code Speciation code 
 [mol]  ✓   
 [mol]  ✓   
 [-]    ✓ 
 [mol]    ✓ 
 [-]   ✓  
 [mol]    ✓ 
 [mol]    ✓ 
 [mol]    ✓ 
 
The kinetic dissolution rate of calcite is calculated from the data of 
Palandri and Kharaka (2004). Additionally, the reaction code includes the 
procedure to update the porosity, permeability and surface area over time using 
the models proposed by Panga et al. (2005) with . TABLE 15 summarizes 
the parameters required for eq. (37) and (38) for calcite. The values for  and  






TABLE 15 CALCITE DISSOLUTION PARAMETERS 













1 Acid        
2 Neutral        
SOURCE: (PALANDRI and KHARAKA, 2004). 
 
The dissolution of calcite implies that the molality vector  must be 
updated according to Table 10. The faster chemical equilibrium is updated, the 
lower the disequilibrium term in the rate of reaction becomes and the faster the 
dissolution reactions reach equilibrium. In this sense, the chemical equilibrium 
controls the rate of dissolution indirectly. 
If too much dissolution occurs within the time step, the dissolved amount 
should be broken down into smaller parts as discussed in the adaptive control 
scheme of the time. If the extent of the dissolution reaction is higher than a critical 
value in the time step, the stabilization procedure acts to avoid numerical issues 
in the speciation code. The first step of the stabilization procedure is to represent 





The total number of moles of dissolved inorganic carbon (  is 
constant within the time step and is given by eq. (51), which yields eq. (52). Next, 
,  and    are obtained from eq. (53) to eq. (55) It is possible to verify 












The results of the algorithm for 10 s of simulation with a time step of 0.01 
s are shown in FIGURE 15, FIGURE 16 and IN THE context of this simulation, 
the solution is stagnant and chemical equilibrium is reached after some 
dissolution of calcite. As this mineral has a low solubility in water, the amount of 
dissolved calcite is low and the consequent changes in rock properties are 
modest in this case. On the other hand, once this model is implemented in a 
computational fluid dynamics application, it is expected that a considerable 
amount of mineral is dissolved, with the possibility of forming high permeability 
channels (wormholes) depending on injection conditions. This happens because 
fresh carbonated brine would reach the cells every  so the dissolution happens 
continuously. In addition, the ion species that originated from the dissolution of 
minerals are expected to remain in the brine solution only if the pH remains low 
enough. Otherwise, they will precipitate and possibly close pores, forming regions 
of high resistance to flow. This may be dangerous to the mechanical integrity of 
the reservoir and the equipment involved in the CWI because of the 
corresponding increase in the pressure loss. 
 
FIGURE 17. As expected for a calcite rock, the pH value reaches a new 
plateau monotonically and increasingly slower, given the proximity of the 
chemical equilibrium (LEAL, 2014). Moreover, this change in pH is mainly due to 
a decrease in molality of H+, while its activity coefficient does not change 
considerably. The relative amount of CO2 decreases over time as pH increases, 
as in the complete Bjerrum plot (HANRAHAN, 2012). In the context of this work, 
there is also the effect that the inorganic dissolved carbon in the solution 







FIGURE 15 EVOLUTION OF VARIABLES IN TIME (A) PH, (B) DETAILED INFORMATION ON 
pH, (C) MOLALITY OF CARBON SPECIES (D) PARTIAL BJERRUM PLOT WITH 
PERCENTAGE OF CARBON SPECIES. 
 
 
FIGURE 16 ROCK PROPERTIES AS A FUNCTION OF TIME (A) POROSITY AND 
DISSOLUTION RATE, (B) INDIRECT EFFECT OF DISSOLUTION RATE ON SPECIFIC 
SURFACE AREA AND PERMEABILITY. 
 
In the context of this simulation, the solution is stagnant and chemical 
equilibrium is reached after some dissolution of calcite. As this mineral has a low 
solubility in water, the amount of dissolved calcite is low and the consequent 
changes in rock properties are modest in this case. On the other hand, once this 
model is implemented in a computational fluid dynamics application, it is expected 
that a considerable amount of mineral is dissolved, with the possibility of forming 





happens because fresh carbonated brine would reach the cells every  so the 
dissolution happens continuously. In addition, the ion species that originated from 
the dissolution of minerals are expected to remain in the brine solution only if the 
pH remains low enough. Otherwise, they will precipitate and possibly close pores, 
forming regions of high resistance to flow. This may be dangerous to the 
mechanical integrity of the reservoir and the equipment involved in the CWI 
because of the corresponding increase in the pressure loss. 
 
FIGURE 17 EVOLUTION OF IMPORTANT PROPERTIES OF THE SOLUTION IN TIME (A) 
ACTIVITY OF CO2 AND IONIC STRENGTH, (B) MOLALITY OF  AND . 
 
Note the reaction algorithm depends on many empirical parameters (e.g. 
, β) that should be adjusted for a sample of the reservoir of interest to 
make the model more reliable. In addition, the relationship between the 
geometrical surface area and the reactive surface area is a complex function of 
pore size, pore distribution, and interconnectivity so the experimental 
determination of the reactive surface area is highly recommended, e.g. via the 
BET method. 
4.3 ACTIVITY CONCENTRATION SCALE AND COMPARISON BETWEEN 
MODELS 
In geochemistry, aqueous solutions often contain electrolytes. Mole 
fraction based activities and activity coefficients of solute species are not often 
used in this context. Most software, such as EQ3NR (WOLERY and DAVELER, 
1992) and PHREEQC (CHARLTON and PARKHURST, 2011), use molality 





scale and are not directly comparable to the values from other concentration 
scales. The molalities at equilibrium condition, however, are comparable. 
It interesting to verify the resulting performance from all choices in the 
algorithm proposed in this work with well-established models such as electrolyte-
NRTL and Pitzer. A comparison between the results of the speciation code and 
Aspen Plus® 8.4 are presented in TABLE 16 for a synthetic brine. 
 
TABLE 16 COMPARISON BETWEEN DIFFERENT THERMODYNAMIC MODELS AT  = 60 
ºC,  = 100 BAR,  mol/kg  AND  mol/kg . 
Species Aspen
® electrolyte-NRTL 
 [mol/kg ] 
Aspen® Pitzer 
 [mol/kg ] 
This work 
 [mol/kg ] 
    
    
    
    
    
    
    
    
pH    
 
The results of the speciation in this work are noticeably close to the 
results using Pitzer for all chemical species except for .  Electrolyte-NRTL 
results, however, differed by a larger margin, which was expected since WATEQ, 
as an extension of Debye-Hückel, is closer to Pitzer than electrolyte-NRTL in 
terms of theoretical grounds (BELVÈZE et al., 2004). These deviations may 
partially be due to the different source of ) used in the speciation code. 
Both Pitzer and electrolyte-NRTL are much more rigorous than the 
models used in this work, but these models require much more time and data for 
correct implementation, in addition to the extra computational effort each iteration 
in the simulation. Thus, the present algorithm is more versatile in terms of adding 
or removing chemical species from the system and it is expected that the results 
from this work are in agreement with Pitzer for the range of range of salinity and 






The algorithm integrated selected models into a complete and 
customizable procedure capable of successfully handling dissolution in 
carbonate rocks. The thermodynamic models treat the chemical species 
independently so the algorithm is readily extended to accommodate other 
chemical species, reactions, and minerals. Moreover, all secondary variables 
such as fugacity, density or the molality of CO2 are now computed from system 
variables as temperature, pressure and salinity, which represents a huge 
advancement compared to the previous model developed at UFPR. 
Additionally, the numerical derivatives in the Jacobian matrix allow the 
inclusion of more reactions with minor adaptations of the speciation code. More 
importantly, the pH value calculated by the algorithm proposed in this work (3.12), 
is noticeably close to the results generated by electrolyte-NRTL and Pitzer and 
(3.08 and 3.11, respectively). The pH value is crucial for properly calculating the 
dissolution rate of the carbonate minerals. This emphasizes that the many 
hypotheses made during the calculation of the activity coefficients of each 
species are valid within the tested range of system conditions. 
The modification of developed in this work offers the possibility of 
considering other chloride ions and proved to be a reasonable alternative to 
existing  models. It is easier to implement and provides results comparable 
to more traditional models like Duan and Sun (2003) for milder conditions even 
working with fewer parameters. Moreover, the errors with respect to the 
experimental values are within 9% for the first adjustment, i.e. without using 
validation data for training, while the error for the second adjustment is 4.5%. 
Thus, the activity model provides results with nearly the same accuracy of the 
model by Spycher and Pruess (2005), which has an accuracy of up to 8% within 
its temperature, pressure and salinity range. 
The main limitation regarding the pseudo-homogeneous representation 
of the porous medium is that the cell must be small enough to capture the 
phenomena of interest, which leads to a compromise between the quality of the 
representation and the available computational resources. Nevertheless, this 
approach allows the use of equations developed to use in continuum media (e.g. 





Further steps in this research would include simulation of the regions 
closer production wellbore where the pH is higher, favoring precipitation 
reactions. The pressure loss causes the formation of bubbles as well, so the 
chemical system and the flow equations much more complex. In addition, it is 
worth to consider the extension of the algorithm so it would contemplate 
microscale phenomena in a rock filled with oil, e.g. capillarity. These cases 
require multiphase flow calculations, as the formation of bubbles must include a 
flash calculation and a multiphase flow model. The presence of oil, however, must 
include a three-phase flash and perhaps an instability analysis along of a properly 
chosen multiphase flow model, e.g. the mixture model, where the phases are 
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APPENDIX 1 – FIT OF DATA FROM HELGESON (1981) FOR EXTENDED 
DEBYE-HÜCKEL PARAMETERS 
Debye-Hückel parameters depend on solvent properties and 
temperature. The values used for water were collected from TABLE 17 and 
interpolated using Microsoft® Excel by a polynomial of second order, given in 
metric units in eq. (56) and (57), where T is in kelvin. Graphical representation of 





TABLE 17 DATA USED FOR COMPUTING DEBYE-HÜCKEL PARAMETERS 
T T Aγ,10 Bγ,10 x 10-8 Bγ,10 x 10-9 
[ ] [ ]    
0 273.15 0.4913 0.3247 3.247 
5 278.15 0.4943 0.3254 3.254 
10 283.15 0.4976 0.3261 3.261 
15 288.15 0.5012 0.3268 3.268 
20 293.15 0.5050 0.3276 3.276 
25 298.15 0.5091 0.3283 3.283 
30 303.15 0.5135 0.3291 3.291 
35 308.15 0.5182 0.3299 3.299 
40 313.15 0.5231 0.3307 3.307 
45 318.15 0.5282 0.3316 3.316 
50 323.15 0.5336 0.3325 3.325 
55 328.15 0.5392 0.3334 3.334 
60 333.15 0.5450 0.3343 3.343 
65 338.15 0.5511 0.3352 3.352 
70 343.15 0.5573 0.3362 3.362 
75 348.15 0.5639 0.3371 3.371 
80 353.15 0.5706 0.3381 3.381 
85 358.15 0.5776 0.3391 3.391 
90 363.15 0.5848 0.3401 3.401 
95 368.15 0.5922 0.3411 3.411 
100 373.15 0.5998 0.3422 3.422 














APPENDIX 2 – BRIEF NOTES REGARDING THE EXPERIMENTS CWI IN 
CARBONATE MINERALS 
This model assumes that the carbonated water reached equilibrium with 
CO2 prior to injection in the reservoir and is further pressurized to injection 
pressure so as to assure single phase flow. Moreover, there is no oil phase. 
This section shows why the model must follow these hypotheses in an 
experimental setup and make suggestions to circumvent problems. Both batch 
experiments and continuous reactors follow four main steps, which are the 
preparation of the carbonated water, pressurization of the system, a period where 
the pressure is constant and depressurization. Each has its nuances that should 
be isolated from the effects of the CWI to avoid false conclusions. 
Prior to injection of carbonated water in the rock, there should be 
provided enough time for the CO2 dissolve and diffuse in the liquid phase. The 
diffusion process of CO2 in water is slow and several hours are required to reach 
the equilibrium condition in a deep layer in the absence of mechanical agitation 
(AZIN et al., 2013; CADOGAN et al., 2014; KECHUT et al., 2011). 
During the positive ramp of pressure, the rock is subjected to a 
compression that can cause mechanical fractures, decreasing the porosity value 
and the size of the rock as a whole. This should not be confused with the effect 
of precipitation inside the rock, which also decreases local porosity, or dissolution 
on its borders, which changes the external surface of the rock as well. 
During the negative ramp of pressure or during the continuous flow 
phase, if carbonated water is present inside the rock, the formation of bubbles is 
expected due to the decrease in CO2 solubility, caused either by depressurization 
of the whole system or pressure drop during flow. This can change in flow 
patterns, modify the area available for reactions and permeability, enable other 
reaction mechanisms and possibly cause mechanical fractures, creating porosity 
that did not originate from the dissolution, but from the expansion of the gas 
phase when the bubble appears. This issue can be partly circumvented by further 
pressurizing the carbonated solution after reaching the equilibrium with CO2 
before the injection in the rock so as to have some leeway in terms of pressure 
drop to keep a single phase flow, in addition to injecting an oil phase or CO2-free 





itself is also capable of causing mechanical fractures, even with the absence of 
bubbles. There is no guarantee that this decompression effect fully compensate 
the compression effect because of hysteresis effects and plastic deformation. 
One useful way to distinguish between the changes originated from 
chemical or mechanical causes would be to inject a neutral gas such as N2 in the 
batch reactor and measure the effects of compression and decompression. 
Injection of CO2 in the gas form in the absence of a liquid phase would result in 
the same effect as an inert, as there were no aqueous phases available, no ions 
could be produced when CO2 entered the system. This prevents any dissolution 
as neither the H+ ion nor the dissolution products Ca2+ and CO32- could form 
without a proper medium. Besides, there would not be a saturated phase to 
create conditions to allow precipitation. As such, there would be no theoretical 
grounds to justify the presence of ions in the gas phase in the amount required 
to verify dissolution or precipitation reactions, suggesting that, without an 
aqueous phase, CO2 cannot dissolve the rock at the conditions of the experiment. 
A simulation using a Gibbs reactor, i.e. a reactor that minimizes the free 
energy of Gibbs, was performed in Aspen Plus, allowing all products and 
reactions in the Aspen Plus database and, when CO2 is inserted without an 
aqueous phase, no reactions occurred. This proves that, in this case, 
thermodynamics should not favor any reactions. Thus, mechanical means should 
be the cause of all changes in the morphology of the rock in these conditions. On 
the other hand, when an aqueous phase is present, changes in porosity are hard 
to analyze, as there would be a mix of the chemical and mechanical effects.  
The formation of a gas phase due to pressure drop is that the expansion 
may be enough to break the rock. Tackling mechanical fractures in this scheme 
is far too complex and is beyond the scope of this model. In order to interrupt the 
experiment while avoiding de-characterization of the situation inside the reactor, 
a fluid like CO2-free hexane can be injected into the rock prior to depressurization. 
This would simultaneously interrupt dissolution and avoid the formation of 
bubbles and subsequent precipitation of calcite. The depressurization is required 






ANNEX 1 – CALCULATION OF CO2-BRINE EQUILIBRIUM 
Spycher et al. (2003) and Spycher and Pruess (2005) developed a 
solubility model of CO2 in a synthetic brine and tested their model in solutions of 
NaCl up to 6 m and CaCl2 up to 4 m in the T-P grid of 12-100 ºC and 1-600 bar, 
with errors up to 8% at ionic strength 6 molal. This work slightly changed their 
formulation so the model is applicable when more than one salt is present 
simultaneously. 
The CO2 solubility model proposed by Spycher and Pruess (2005) 
assumes (1) isofugacity for all species present in both phases, (2) their modified 
Redlich-Kwong EOS provides a good representation of the CO2-rich phase, (3) 
all ions and salts are non-volatile, (4) infinite dilution of water in the CO2-rich 
phase, (5) the water activity is close enough to unity and (6) the pH of the resulting 
solution is low enough that all inorganic carbon is the CO2 present in that phase. 
Classical mixing rules yield values for the intermolecular attraction 
parameter  and the volume parameter  equal to  and , 
as in eq. (58) and (59). The parameters from Redlich-Kwong EoS shown in 
equations (60) to (61) were modified from a function of critical properties of the 











The solution of the modified Redlich-Kwong EoS determines the molar 
volume of the H2O-rich phase and the CO2-rich phase, which are required to 
compute the fugacity coefficient of CO2 and H2O. Although there are numerical 
procedures to solve cubic EoS, the analytical approach is computationally faster 





must collect the values of the coefficients ,  and , and apply eq. (65) to 




















On the other hand, if , the equations has a single real root that 









If the cubic equation yields three roots, the value of  used in the 
solubility model depends on which root is stable at system conditions, which is 










The fugacity coefficients  are calculated using eq. (82), where  





Values of Henry’s law constants for CO2 in water  and  vary 





















These Henry’s law constants are part of the model proposed by Spycher 
and Pruess (2005) and, as such, must be used instead of the Henry’s law 
constants obtained by the unmodified Redlich-Kwong EoS. 
The properties were lumped in the form of  and  in equations (88) 
and (89). Spycher and Pruess (2005) also calculated the averaged partial molar 







Finally, the system is solved using eq. (92) and (93), while eq. (94) 
converts the molar fraction of CO2 in the H2O-rich phase to molality. If necessary, 







Three of the several activity coefficient models were tested by Spycher 
and Pruess (2005) are included in the code of this work: (1) Duan and Sun (2003), 





Duan and Sun (2003) fitted a Pitzer model to a large set of experimental 
data for pure water and brine, covering the range 0 to 260 ºC, 0 to 2000 bar, 0 to 
6.5 molal NaCl and 0 to 3.9 molal CaCl2. Their parameter   is not a true activity 










Alternatively, a modified version of Rumpf et al. (1994), given by eq. (99) 











ANNEX LIST – VIRTUAL DOCUMENTS 
This master thesis has the financial support of the Brazilian Government. 
As such, the codes developed in this master thesis are of public domain under 
solicitation to the author at gustavoquillo@hotmail.com. All files are provided in 
their natural extension (e.g. .m for a MATLAB® code) and as .pdf in the digital 




1. MainProgram.m: calls other algorithms where appropriate. 
2. massH2OMcCain.m: calculates the density of brine under reservoir 
conditions and the mass of each species present in the cell; 
3. myfun.m: auxiliary function required to call the fsolve function to compare 
results of the Newton-Raphson method using Levenberg-Marquardt; 
4. ReactionCheck.m: verifies if the extent of the reaction is too large an 
divides the time step into smaller parts according to the criterium 
established in the section Reaction Check; 
5. ReactionCode.m: computes the rate of dissolution of calcite and applies 
changes in rock structure, as presented in the section Reaction Code; 
6. SolubilityCode.m: computes the solubility of CO2 in brine; 
7. SpeciationCode.m: applies the Newton-Raphson method with numerical 
derivatives as explained in the section Speciation Model; 
8. StabilizeSystem.m: prepares a better initial guess for the Speciation Code 
if the dissolution reaction was too fast; 




1. estimador.m: estimates the optimal parameters for the modification of 
Drummond (1981) using the particle swarm optimization and many 
deterministic methods. In addition, it calculates the individual and joint 
confidence interval for each parameter. 
2. fobj.m: objective function used during parameter estimation 





4. fobjaux2.m: objective function used for lsqnonlin; 
5. geterror.m: calculates the result predict by the model and compares with 
the experimental value; 




10. MasterThesis_aPLOT.m: plots the results for the molality of CO2 in the 
aqueous phase and the content of H2O in the CO2-rich phase. It includes 
two modes, the calculation mode and the plot mode; 
11. MasterThesis_g_molalityfunc.m: generates the sum of the squared errors 
used to fit the parameters of the modified version of Drummond (1981). 
12. Particleswarm.m: calls MasterThesis_g_molalityfunc.m and find the best 
parameters for the modified version of Drummond (1981). 
13. Molality_from_wt_calc.m: converts data from Liu et al. (2011) and Tong et 
al. (2013) to the molality concentration scale. 
