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Abstract
Quantum systems in the d-dimensional Hilbert space are considered. The mutually
unbiased bases is a deep problem in this area. The problem of finding all mutually
unbiased bases for higher (non-prime) dimension is still open. We derive an alternate
approach to mutually unbiased bases by studying a weaker concept which we call weak
mutually unbiased bases. We then compare three rather different structures.
The first is weak mutually unbiased bases, for which the absolute value of the
overlap of any two vectors in two different bases is 1/√k (where k∣d) or 0. The second
is maximal lines through the origin in the Z(d) × Z(d) phase space. The third is
an analytic representation in the complex plane based on Theta functions, and their
zeros. The analytic representation of the weak mutually unbiased bases is defined with
the zeros examined.
It is shown that there is a correspondence (triality) that links strongly these three
apparently different structures. We give an explicit breakdown of this triality.
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Chapter 1
Introduction
1.1 Introduction
There has been lot of work done on various areas of quantum system H(d) with
variables in Z(d) and various analytic representations have been studied in quantum
mechanics. This work combines Quantum Physics with Discrete Mathematics and
it has numerous applications in quantum key distribution, quantum cryptography,
quantum coding, quantum entanglement and measurements [8, 8, 14, 17, 34, 65, 67].
The open problem of mutually unbiased bases (MUBs) in this area of research has
been going on for years [1, 3, 19, 32, 35, 49, 51, 61, 64, 71]. This is a set of bases for
which the absolute overlap of any two vectors in different bases is 1/√(d). The only
known result is for prime d dimensions. For prime d the maximum number of mutually
unbiased bases in d-dimensional system is d + 1. When d is no longer prime, Z(d)
becomes a ring and the study of mutually unbiased bases becomes a more difficult
problem. However, the existence of a complete set of mutually unbiased bases in
d-dimensional systems where d is non prime still remains open.
Mutually unbiased bases in higher dimensional systems has numerous applications
in quantum information sciences. These applications include enhancing cryptographic
1
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security, it corresponds to the optimal choice of measurements to be performed in order
to obtain a full reconstruction of density. Systems in higher dimensional Hilbert space
can store more information per carrier. Protocols using higher MUBs also result in
higher generation rate of secure keys bits. For a given disturbance the eavesdropper’s
information decreases with higher dimension.
This led to a recent work which introduced a weaker concept called weak mutually
unbiased bases (WMUBs). This is defined as a set of bases, for which absolute value of
the overlap of any two vectors in two different bases is 1/√(k), where k is a divisor of
d or k is zero. These bases are considered in a d-dimensional Hilbert space H(d) where
d is non-prime which are factorized into smaller subspaces i.e, H(d) = H(d1) ×H(d2)
where d = d1×d2. This factorization is based on the Chinese remainder theorem and a
mapping introduced by Good [21]. These weak mutually unbiased bases are expressed
as a tensor product of mutually unbiased bases. There are ψ(d) WMUBS (ψ(d) is
Dedekind ψ-function).
Finite geometries which are geometries with finite number of points and lines that
obey certain axioms have been studied extensively in literature. Most of the work is
focused on near-linear geometry where two lines have at most one point in common.
However when d is composite, Z(d) × Z(d) geometry is based on rings and does not
obey this axiom.
There has been a lot of work in the study of analytic representations for quantum
systems with variables in Z(d) [2] . The most popular analytic representation is
the Bargmann representation in the complex plane for the harmonic oscillator [3],
which uses the resolution of identity of coherent states [20, 40]. Overtime, the Theta
function has used to study the analytic representation of these systems as given in
[31, 45]. Theta functions are seen as Gaussian ‘bundle’ on discrete circle. Gaussians
are very useful in the study of quantum systems due to the fact that they can be easily
2
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normalized. It has been shown that the ′d′ zeros of an analytic function representing a
quantum state, define the state uniquely. In this thesis, we make use of this to extend
the work on mutually unbiased bases, thereby introducing an alternate approach to
the study of mutually unbiased bases in higher dimensions.
This work study the weak mutually unbiased bases in H(d). We make use of
concept of factorization and symplectic transformation to construct weak mutually
unbiased bases. We also study the phase space Z(d)×Z(d) as a finite geometry Π(d).
We then consider the problem of analytic representation of the weak mutually unbiased
bases in the cell Γ = [0, d)× [0, d). The zeros of the vectors were examined to establish
a deep connection between the three different structures stated above.
In this thesis we use this language of analytic functions for the study weak mutually
unbiased bases (WMUBs), using their zeros.
1.2 Aims and Objective
In this thesis we show the following novel results
• Each of the d vectors in a WMUB has d zeros on a straight line.
• A WMUB which consist of various vectors (d vectors to be precise) have zeros
on parallel lines. Each WMUB is distinguished by the slope of the lines of zeros,
which is different for each WMUB.
• In each WMUB, the d2 zeros form a regular lattice in the cell Γ, which doesn’t
change irrespective of the transformation which defines the WMUBs.
Based on these results we establish that there is a triality between
• WMUBs
• Lines through the origin in the finite geometry Π(d) of the phase space
3
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• Sets of parallel lines of zeros of the vectors in WMUBs in the cell Γ
Thereby providing an alternate approach to the study of MUBs through the study of
zeros analytic functions that describes them.
1.3 Structure of this thesis
The thesis is organized as follows; chapter one which is the brief introduction focuses
on background knowledge, motivation for the research and description of the thesis
structure.
In chapter two, we present the fundamentals of quantum system on R. We define
the position and momentum and then the displacement operator and parity operator,
coherent state, Winger function and Weyl function. We close this by giving Winger
and Weyl function for quantum systems on R.
In chapter three, we start by a review of some important mathematical tools used,
such as the Theta function. We give its definition and basic properties. ee present
the fundamentals of finite quantum system on Z(d)×Z(d), such the linear operators,
symplectic transformation. Wigner and Weyl functions in phase space Z(d) × Z(d)
are considered. We study factorization of quantum systems and finally we present a
review of mutually unbiased bases.
Chapter four, discusses the lines in Z(d) ×Z(d). We introduce the concept of line
factorization and we present some properties of lines in Z(d) × Z(d). Maximal lines
through the origin are also introduced.
In chapter five we present the concept of weak mutually unbiased bases (WMUBS)
and their construction. Finally we discuss the duality between weak mutually unbiased
bases (WMUBS) in H(d) and maximal lines in Π(d).
Chapter six examines an analytic representation of weak mutually unbiased bases
quantum systems. An analytic representation of quantum systems with variables
4
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in Z(d) × Z(d) is examined as well as some of its properties. Also, the zeros of
analytic functions are considered. We present as our work in this chapter the analytic
representation of the state, the d-zeros of the analytic representation of the vector and
the d-squared zeros in the cell Γ.
Chapter seven starts with presenting the lines of zeros of the WMUBS and we give
as work, the corresponding slope of the lines which represent the WMUBs. We further
established our novel result of the triality between WMUBs, lines through the origin
in the finite geometry Π(d) of the phase space and sets of parallel lines of zeros of the
vectors in WMUBs in the cell Γ .
Finally in chapter eight, we present the discussion and conclusion of our work.
5
Chapter 2
Quantum systems on R
2.1 Introduction
In this chapter, we discuss the basic properties of quantum mechanics used to describe
states of quantum particles on infinite Hilbert space.
We first give a definition of Fourier transform.
2.2 Fourier Transform
Let p(t) be a complex function with respect to time t over and interval −∞ ≤ t ≤ ∞,
the Fourier transform P (f) is given by
P (f) = ∫ ∞−∞ p(t)e−2πiftdt (2.1)
with its inverse given as
p(t) = ∫ ∞−∞ P (f)e2πiftdf. (2.2)
6
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2.3 Dirac Notation
The Dirac notation was introduced by Dirac to give a representation of quantum states
along with their properties.
We represent the quantum state or a wave function by a ket vector as ∣ψ⟩ and for its
conjugate we use a bra vector ⟨ψ∣
The inner product is defined as the multiplication of the ‘bra’ and ‘ket’ written as
⟨φ∣ψ⟩ = ∫ φ∗ψdx. (2.3)
We define our wavefunction ψ(x) ≡ ⟨x∣ψ⟩.
2.4 Position and momentum operators in infinite
quantum systems
Let x and p be the position and momentum quantities respectively. The position
operator X and momentum operator P satisfy the condition (where the Planck’s
constant h̵ = 1)
Xψ(x) = xψ(x), Pψ(x) = −i ∂
∂x
ψ(x) (2.4)
and they also satisfy the canonical commutation relation
[X,P ] = i (2.5)
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Their eigen values are real values. The eigen states form a basis for representation of
a quantum system.
X ∣x⟩ = x∣x⟩ (2.6)
P ∣p⟩ = p∣p⟩, x, p ∈ R (2.7)
∣x⟩ and ∣p⟩ denotes the position and momentum states respectively.
The Dirac-delta function given below is used for normalization on the account that
the eigenvalues x are not discrete.
⟨x∣x′⟩ = δ(x − x′) (2.8)
Their eigen states form a complete set such that
∫ ∣x⟩⟨x∣dx = 1 (2.9)
∫ ∣p⟩⟨p∣dp = 1 (2.10)
Therefore we can write arbitrary kets ∣ψ⟩ as
∣ψ⟩ = 1∣ψ⟩ = ∫ dx∣x⟩⟨x∣ψ = ∫ dxψ(x)∣x⟩, (2.11)
using the completeness property in 2.9.
Also in terms of the momentum basis, we have the Dirac-delta function given as
⟨p∣p′⟩ = δ(p − p′) (2.12)
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any arbitary state ∣ψ⟩ can be expanded as
∣ψ⟩ = 1∣ψ⟩ = ∫ dx∣p⟩⟨p∣ψ⟩ = ∫ dpφ(p)∣p⟩, (2.13)
using the completeness property in 2.9 and φ(p) ≡ ⟨p∣ψ⟩ is the wave function in the
momentum basis.
The position representation and the momentum representation of the state ∣ψ⟩ are
related by the Fourier transform
ψ(x) = (2π)−1/2∫ ∞∞ exp(ixp)φ(p)dp, (2.14)
φ(p) = (2π)−1/2∫ ∞∞ exp(−ixp)ψ(x)dp (2.15)
The state vectors ∣x⟩ and ∣p⟩ are related to each other by Fourier transform
∣x⟩ = (2π)−1/2∫ ∞∞ exp(−ixp)∣p⟩dp, (2.16)∣p⟩ = (2π)−1/2∫ ∞∞ exp(ixp)∣x⟩dx. (2.17)
2.5 Density operator
We define the probability density (weight) of a particle x decribed by a state ψ as
∣ψ(x)∣2 = ⟨x∣ψ⟩⟨ψ∣x⟩ (2.18)
= ⟨x∣ρ∣x⟩ (2.19)
where ρ is called the density operator
ρ ≡ ∣ψ⟩⟨ψ∣. (2.20)
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The density operator allows us to describe a quantum state without using the state
vector. This is useful when representing a quantum state as a mixed state and is given
as
ρ = 1/2(∣ψ⟩⟨ψ∣ + ∣φ⟩⟨φ∣). (2.21)
Since any operator can be represented as matrix, the expectation value of a given
operator A is defined as the trace of the product of the density matrix and the operator
⟨A⟩ = Tr[Aρ] (2.22)
2.6 Parity and Displacement operator
We define the ladder operators
b = X + iP√
2
b† = X − iP√
2
. (2.23)
2.6.1 Displacement operator
The displacement operator which moves a particle in a localized state by a magnitude
z is given by
D(z) = exp(zb† − z∗b) (2.24)
where z is a complex number and can be written in terms of position and momentum
quantities x and p as
z = (x + ip)/√2 (2.25)
10
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Using the ladder operators in Eq(2.24), the displacement operator is expressed in
terms of position and momentum operators as follows
D(x, p) = exp(ipX − ixP ) (2.26)
exp(ipX) and exp(−ixP ) denote unitary translation operator in position space and
momentum space respectively, and these operators do not commute.
2.6.2 Parity operator
We define the parity operator around the origin as
P0 ≡ ∫ ∞−∞ ∣ − x⟩⟨x∣dx = ∫ ∞−∞ ∣ − p⟩⟨p∣dp (2.27)
Acting the parity operator on position and momentum operator and their eigenstates
produces their inverses
P0XP†0 = −X (2.28)P0PP†0 = −P (2.29)P0∣x⟩ = ∣ − x⟩ (2.30)
P0∣p⟩ = ∣ − p⟩ (2.31)
It also acts on the displacement operator to give its inverse
P0D(a0, b0)P†0 =D(−a0,−b0) (2.32)
11
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The displaced parity operator is symbolized by P(z) and expressed as
P(z) =D(z)P0[D(z)]† (2.33)
2.7 Coherent states
We start be defininig the vacuum state ∣0⟩ as b∣0⟩ = 0.
Coherent states are defined as the eigen state of the destruction operator b.
b∣z⟩ = z∣z⟩ (2.34)
where b has been defined in Eq(2.23).
Coherent states are obtained by acting the displacement operator on the vacuum
state,
D(z) ∣0⟩ = ∣z⟩ . (2.35)
They can also be expressed as
∣z⟩ = e− 12 ∣z∣2ezb† ∣0⟩ = ezb†−z∗b ∣0⟩ =D(z) ∣0⟩ . (2.36)
D(z) was earlier defined in Eq.(2.35) as the displacement operator.
The position representation of the coherent state is a Gaussian function
⟨x∣z⟩ = π−1/4 exp(−x22 +√2zx − zzR) . (2.37)
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The momentum representation of the coherent state is
⟨p∣z⟩ = π−1/4 exp(−p22 −√2zip + zizI) , (2.38)
where z = zR + izI in both cases.
The expectation value of the position and momentum operator can be obtained from
Eq(2.37) and Eq(2.38) as follows
⟨X⟩ = ⟨z∣X ∣z⟩ =√2zR, (2.39)
⟨P ⟩ = ⟨z∣P ∣z⟩ =√2zI . (2.40)
The variances of X and P are both equal to the value 1/2
(∆x)2 = (∆p)2 = 12 (2.41)
We give the inner product of two coherent states ∣z1⟩ and ∣z2⟩ as
⟨z2∣z1⟩ = exp(−12 ∣z1∣2 − 12 ∣z2∣2 + z1z∗2) (2.42)
The completeness relation for coherent states is
1
π ∫C ∣z⟩ ⟨z∣d2z = 1 (2.43)
where C is a complex plane. This interesting property of the coherent state makes it
very useful in quantum mechanics.
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2.8 Wigner and Weyl function
The Wigner function is defined as a quasi probability distribution function in the phase
space. It was discovered by E.Wigner in 1932 [53, 70] due to the fact that uncertainty
relation forbids the possibility of having a standard probability distribution. It can be
derived through the trace of the parity operator.
The Wigner function [23, 44] is given by
W(x, p) = Tr[ρP(z)] (2.44)
where ρ is the density operator.
The Wigner function can be expressed in both representations as follows
W(ρ;x, p) = 12π ∫ ∞−∞ exp(−ipν) ⟨x − ν2 ∣ρ∣x + ν2⟩dν (2.45)W(ρ;x, p) = 12π ∫ ∞−∞ exp(ixµ) ⟨p − µ2 ∣ρ∣p + µ2 ⟩dp (2.46)
where ν and µ are the position increase and momentum increase respectively.
We can also define the Wigner function for an arbitrary operator U by replacing the
density operator ρ in Eq(2.44).
W(U ;x, p) = Tr[UP(z)] (2.47)
Thus, with the Wigner function of a particle, the expectation value with respect to
position and momentum can be derived.
The Weyl function is a correlation function with displacements in both position and
momentum. It is a general case of correlation functions since it shows the correlation
by displacing the state in both position and momentum. It is given with respect to
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the density operator,
W˜(ρ;ν,µ) ≡ 12π ∫ ∞−∞ exp(ixµ) ⟨x − ν2 ∣ρ∣x + ν2⟩dx (2.48)W˜(ρ;ν,µ) ≡ 12π ∫ ∞−∞ exp(−ipν) ⟨p − µ2 ∣ρ∣p + µ2 ⟩dp (2.49)
and is expressed in terms if the displacement operator as
W˜(ρ;ν,µ) = Tr[ρD(ν,µ)] (2.50)
The Weyl function is derived from the Wigner function by a two-dimensional Fourier
transform
W(ρ;x, p) = 14π2 ∫ ∞−∞ ∫ ∞−∞ W˜(ν,µ) exp[−i(pν − iµx]dxdp. (2.51)
2.9 Summary
In this chapter, we reviewed the phase space formalism for quantum systems on the
infinite Hilbert space. The position and momentum operators were introduced along
with their important properties. We studied the displacement and parity operators
along with the coherent state. Finally we introduce the important Wigner and Weyl
functions and the their formalisms.
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Chapter 3
Quantum systems with finite
Hilbert space
3.1 Introduction
In previous chapter, we introduced quantum systems where the values of the posi-
tion and momentum are described on R, that is position and momentum phase space
is R × R. This chapter reviews the analogous formalism where we are in the finite
quantum system on the d dimensional Hilbert space which we represent as H(d).
Study of finite systems was started by Weyl [69] and Schwinger[55], and later some
other authors [12, 21, 61, 65, 71] contributed to the research and applications. In
the d-dimensional space both position and momentum take values in Z(d), that is,
the set of integers modulo d, hence our phase space is the toroidal lattice Z(d)×Z(d).
Definition
Vectors will be denoted by Dirac ket notation. A (finite-dimensional) Hilbert space is
a vector space H over the complex number field C which also comes with an inner-
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product, i.e. a map
⟨−∣−⟩ ∶H ×H → C (3.1)
satisfying ⟨γ∣γ⟩ ∈ R+ and ⟨γ∣γ⟩ = 0↔ γ = 0.
An important axiom which worthy of note due its application in our work is the
composite systems.
Axiom: If the Hilbert space of system A is HA and the Hilbert space of system B
is HB, then the Hilbert space of the composite systems AB is the tensor product of
HA ⊗HB.
For a state ∣γA⟩ and state ∣γB⟩, their composite system is ∣γA⟩⊗ ∣γB⟩.
3.2 Fourier Transform, Position and Momentum
operators
Consider a quantum system with a d-dimensional space H(d), and an orthonormal
basis of position states which is denoted as ∣X;a⟩ where a belongs to Z(d)
The states ∣X;a⟩ satisfies the relation:
1. ⟨X;a∣X; b⟩ = δ(a, b)
2. ∑a ∣X;a⟩⟨X;a∣ = I
δ(a, b) is called the Kronecker delta, which satisfies the condition
δ(a, b) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 a ≠ b
1 a = b (3.2)
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Relation (2) helps us to express any state ∣f⟩ as linear combination of vector ∣X;a⟩ .
∑
a
∣X;a⟩⟨X;a∣f⟩ = ∣f⟩ (3.3)
These identities are proved using the following identity
1
d
d−1∑
a=0ω[a(k − l)] = δ(k, l) (3.4)
where ω(a) = exp[ i2πad ], a ∈ Z(d)
3.3 Fourier Transform
In a d-dimensional quantum system, the position and momentum states ∣X;a⟩, ∣P;a⟩
are two orthonormal bases in H(d), where a ∈ Z(d) and are related to each other
through Fourier transform.
We define the Fourier operator as
F = d1/2∑
a,b
ω(ab)∣X;a⟩⟨X; b∣, (3.5)
ω(α) = exp(i2πα
d
). (3.6)
In general for d- dimensional system we write
F =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 . . . 1
1 ω ω2 . . . ωN−1
1 ω2 ω4 . . . ω2(N−1)⋮ ⋮ ⋮ ⋮ ⋮
1 ωN−1 ω2(N−1) . . . ω(N−1)(N−1).
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.7)
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The Fourier transform is unitary operator then
FF † = F †F = I. (3.8)
Operating the Fourier operator twice gives the original data in reverse order, .so
operating it four times gives back the original data, then
F 4 = I. (3.9)
Using Fourier transform the ’momentum states’ are defined as:
∣P;a⟩ = F ∣X;a⟩ = d−1/2∑
b
ω(ab)∣X; b⟩. (3.10)
We write any arbitrary state ∣s⟩ in H as:
∣s⟩ =∑
b
λa∣X; b⟩ =∑
a
µa∣P;a⟩, (3.11)
where
λb = d−1/2∑
a
µaω(ab) (3.12)
and λb, µa are ’wave functions’ for the state ∣s⟩ in the position and momentum repre-
sentations, correspondingly.
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3.3.1 Position and momentum operators
The position and momentum operators are defined as
X = d−1∑
a=0 a ∣X;a⟩ ⟨X; b∣ , (3.13)
P = d−1∑
a=0 a ∣P;a⟩ ⟨P; b∣ . (3.14)
The position and momentum operator as related to each other through Fourier trans-
form.
P = FXF † (3.15)
X = −FPF † (3.16)
3.3.2 Displacement Operator
Since position and momentum in the finite quantum system are integers modulo d,
then the position-momentum phase space is the toroidal lattice Z(d) × Z(d). In this
phase-space the displacement operators are defined as
Z = exp [i2π
d
x] ,
X = exp [−i2π
d
p] (3.17)
They are unitary operators that perform displacement along momentum, and po-
sition axes respectively in the phase space, such that:
Zα∣P, a⟩ = ∣P;a + α⟩, Zα∣X;a⟩ = ω(αa)∣X;a⟩ (3.18)
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X β ∣P;a⟩ = ω(−aβ)∣P;a⟩, X β ∣X;a⟩ = ∣X;a + β⟩ (3.19)
X d = Zd = 1; XZ = ZXω(−1) (3.20)
based on Eqs.(3.17), X and Z, obey the following relation;
X βZα = ZαX βω(−αβ) (3.21)
where α,β are integers in Z(d).
In the special case d = 2 the ⟨X;a∣X ∣X; b⟩ and ⟨X;a∣Z ∣X; b⟩ becomes the pauli ma-
trices σx and σz correspondingly.
The general displacement operator can be defined as:
D(α,β) = ZαX βω(−2−1αβ), (3.22)
[D(α,β)]† =D(−α,−β) (3.23)
where 2−1 ∈ Z(d) exists only if d is odd.
The D(α,β) are unitary operators and are associated with Heisenberg-Weyl group
in the context of finite quantum systems. The multiplication of two displacement
operators result in the following relation:
D(α1, β1)D(α2, β2) =D(α1 + α2, β1 + β2)ω(2−1(α1β2 − α2β1) (3.24)
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Also
D(α,β)X[D(α,β)]† =X − β1 (3.25)
D(α,β)P [D(α,β)]† = P − α1 (3.26)
D(α,β)∣X;a⟩ = ω(−2−1αβ + αa)∣X;a + β⟩ (3.27)
D(α,β)∣P;a⟩ = ω(−2−1αβ − βa)∣P;a + α⟩ (3.28)
Acting Fourier operator on the displacement operators yields
FXF † = Z, (3.29)
FZF † = X −1 (3.30)
FD(α,β)F † =D(β,−α) (3.31)
Displacement operator has the following marginal properties [65]
1
d
∑
β
D(α,β) = ∣P; 2−1α⟩⟨P;−2−1α∣ (3.32)
1
d
∑
α
D(α,β) = ∣X; 2−1β⟩⟨X;−2−1β∣
3.3.3 Parity Operator
Parity operator around the origin, P0 is defined as
P0 = F 2, [P0]2 = 1 (3.33)
It has 1,−1 as its eigenvalues. Acting the operator P0 on position and momentum
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states ∣X;a⟩ and ∣P;a⟩ gives
P0∣X;a⟩ = ∣X;−a⟩, P0∣P;a⟩ = ∣P;−a⟩.
Also, P0X[P0]† = −X, P0P [P0]† = −P
and P0Z[P0]† = Z†, P0X [P0]† = X † (3.34)
The parity operator about a point (β,α) is called a displaced parity operator. It is
defined as;
P(β,α) =D(β,α)P0[D(β,α)]†
= [D(2β,2α)]P0
= P0[D(2β,2α)]† (3.35)
and
[P(β,α)]2 = 1 (3.36)
Parity operator has the following marginal properties
1
d
∑
β
P(α,β) = ∣P;α⟩⟨P;α∣ (3.37)
1
d
∑
β
P(α,β) = ∣X;β⟩⟨X;β∣
3.4 Symplectic Transformation
In this section, we explain the concept of symplectic transformation in the phase space
Z(d) × Z(d) of a finite quantum system. The symplectic transformation S(η, ζ, ρ, ϑ)
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is a unitary transformation with parameters η, ζ, ρ, ϑ ∈ Z(d) such that
ηϑ − ζρ = 1(mod d) (3.38)
This transformation relies on the idea of multiplicative inverses in Z(d) due to
the fact that only three parameters are independent. For example, if we choose ζ to
the dependent variable, the multiplicative inverse of ρ must exist, since we will have
ζ = ρ−1(ηϑ − 1).
The symplectic transformation of the displacement operator X and Z are expressed
as follows;
X ′ = S(η, ζ, ρ, ϑ)X [S(η, ζ, ρ, ϑ]† = X ηZζω(2−1ηζ) =D(ζ, η), (3.39)
Z ′ = S(η, ζ, ρ, ϑ)Z[S(η, ζ, ρ, ϑ]† = X ρZϑω(2−1ρϑ) =D(ϑ, ρ) (3.40)
We use the constraint in Eq(3.38) in above expression to show that follows Eqs(3.20),
which confirms they are displacement operators.
3.5 Wigner and Weyl functions
In previous chapter, we gave the Wigner and Weyl functions for infinite dimensions
as well as their properties. We now give the corresponding formalism for finite dimen-
sional systems.
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3.5.1 Wigner function
Let A an arbitrary operator with matrix elements AX and AP are defined as follows
AX = ⟨X;a∣A ∣X; b⟩ , (3.41)
AP = ⟨P;a∣A ∣P; b⟩
We write the Wigner function corresponding to the operator as
WA(α,β) = Tr[AP(α,β)] (3.42)
where α,β ∈ Z(d).
From Eq(3.42), we note that the Wigner function is defined in terms of the parity
operator.
We can also express it as the Fourier transform of the matrix elements of the
operator A as follows
WA(α,β) = ω(2αβ)∑
a
ω(−2αa)AX(a,2β − a) (3.43)
WA(α,β) = ω(−2αβ)∑
a
ω(−2βa)AP(a,2α − a)
For odd-d the marginal properties is given as [65]
1
d
∑
α
WA(α,β) = AX(β, β), (3.44)
1
d
∑
β
WA(α,β) = AP(α,α),
1
d
∑
α,β
WA(α,β) = Tr(A)
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3.5.2 Weyl functions
The Wigner and Weyl function are closely related. The Weyl function for the operator
A is given by
W˜A(α,β) = Tr[aD(α,β)] (3.45)
we note that this is expressed in terms of the displacement operator.
We also define it as
W˜A(α,β) = ω(2−1αβ)∑
a
ω(αa)AX(a, β + a) (3.46)
W˜A(α,β) = ω(−2−1αβ)∑
a
ω(−βa)AP(a,α + a)
For odd-d the marginal properties is given as [65]
1
d
∑
α
W˜A(α,β) = AX(−2−1β,−2−1β), (3.47)
1
d
∑
β
W˜A(α,β) = AP(−2−1α,−2−1α),
1
d
∑
α,β
WA(α,β) =WA(0,0).
Weyl function is the fourier transformation of the Wigner function given by
W˜A(α,β) = 1
d
∑
κ,λ
WA(κ,λ)ω(αλ − βκ) (3.48)
3.5.3 Symplectic Transformation of Displacement Operators
We express the symplectic transformation of the displacement operator as
S(η, ζ, ρ, ϑ)D(α,β)[S(η, ζ, ρ, ϑ)]† =D(ϑα + ζβ, ρα + ηβ) (3.49)
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The proof is as follows
Proof. From Eq(3.39)
S(η, ζ, ρ, ϑ)D(α,β)[S(η, ζ, ρ, ϑ)]† = S(η, ζ, ρ, ϑ)ZαXβω(−2−1αβ)[S(η, ζ, ρ, ϑ)]†
(3.50)
= S(η, ζ, ρ, ϑ)Zα[S(η, ζ, ρ, ϑ)]†S(η, ζ, ρ, ϑ)Xβ[S(η, ζ, ρ, ϑ)]†
and from Eq(3.38) we have
S(η, ζ, ρ, ϑ)Zα[S(η, ζ, ρ, ϑ)]† =XαϑZαρω(2−1α2ϑρ) =D(αϑ,αϑ) (3.51)
S(η, ζ, ρ, ϑ)Xβ[S(η, ζ, ρ, ϑ)]† =XβηZβζω(2−1β2ζη) =D(βζ, βη)
Substituting Eq(3.51) into Eq(3.50) we have
Xαϑ+βηZαρ+βζω(2−1α2ϑρ + (2−1β2ζη)) =D(ϑα + ζβ, ρα + ηβ) (3.52)
where ω(2−1α2ϑρ + (2−1β2ζη)) represent the phase factor.
3.5.4 Marginal Properties of displacement operator
Let ∣X(η, ζ, ρ, ϑ);a⟩ = S(η, ζ, ρ, ϑ)∣X;a⟩ and ∣P(η, ζ, ρ, ϑ);a⟩ = S(η, ζ, ρ, ϑ)∣P;a⟩ .
Taking into account marginal properties of the displacement operator given in Eq(3.32)
and acting the symplectic transformation on them using Eq(3.49), we have
1
d
∑
β
D(ϑα + ζβ, ρα + ηβ) = ∣P(η, ζ, ρ, ϑ); 2−1α⟩⟨P(η, ζ, ρ, ϑ);−2−1α∣, (3.53)
1
d
∑
α
D(ϑα + ζβ, ρα + ηβ) = ∣X(η, ζ, ρ, ϑ); 2−1β⟩⟨X(η, ζ, ρ, ϑ);−2−1β∣ (3.54)
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In a similar way, we derive for the marginal properties of the parity operator given in
Eq(3.32) by acting the symplectic ransformation, we get
1
d
∑
β
S(η, ζ, ρ, ϑ)P(α,β)[S(η, ζ, ρ, ϑ)]† = ∣P(η, ζ, ρ, ϑ);α⟩⟨P(η, ζ, ρ, ϑ);−α∣, (3.55)
1
d
∑
α
S(η, ζ, ρ, ϑ)P(α,β)[S(η, ζ, ρ, ϑ)]† = ∣X(η, ζ, ρ, ϑ);β⟩⟨X(η, ζ, ρ, ϑ);−β∣ (3.56)
3.6 Factorization of quantum systems
In this section we discuss in detail the bijective mapping introduced by Good [21]
and we look at the concept of factorization in the context of finite quantum systems.
We also give a review of factorization of symplectic transformations which are used
through the course of our main results.
3.6.1 The bijective mappings
Computation of quantum systems with large dimensions have a higher difficulty level
due to the fact that calculations become more difficult as the time required increases
rapidly. Fast Fourier transform overcame this problem by factorizing the large space
into smaller subspaces, performing Fourier transform in each subspace, and finally
combining the results to obtain Fourier transform in the large system.
Here we consider the systems with dimension d = d1×d2, where d1, d2 are odd prime
numbers different from each other. We use the fast Fourier transform scheme which is
the two bijective mapping introduced by Good. This method is based on the Chinese
remainder theorem, and on the factorization of finite Fourier transforms, we introduce
two bijective maps between Z(d) and Z(d1) ×Z(d2):
a↔ (a1, a2) ai = a(mod dn); a = a1s1 + a2s2 (mod d), (3.57)
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and
a↔ (a1, a2); an = atn = aitn(mod di); ;m = a1r1 + a2r2 (mod d). (3.58)
Here rn, tn, sn are the constants
r1 = d
d1
= d2; r2 = d
d2
= d1; tiri = 1 (mod di); sn = tnrn ∈ Z(d). (3.59)
We note the following relations
s1s2 = 0 (mod d); s21 = s1 (mod d) s22 = s2 (mod d) s1 + s2 = 1 (mod d)
d2s1 = d2 (mod d); d1s2 = d1 (mod d); d1s1 = d2s2 = 0 (mod d).
(3.60)
Also for the map of Eq.(3.57)
a + k ↔ (a1 + k1, a2 + k2); ak ↔ (a1k1, a2k2), (3.61)
and for the map of Eq.(3.58)
a + k ↔ (a1 + k1, a2 + k2); ak ↔ (a1k1, a2k2) (3.62)
3.6.2 Example
We now give an example based on the maps explained above. Let d = 35, then
d1 = 5, d2 = 7. Based on the definition above we have r1 = 7, r2 = 5, t1 = 3, t2 = 3 s1 =
21, s2 = 15.
A number a = 23 in Z(d) is factorized into a1 = 3, a2 = 2 where a1 ∈ Z(5) and
a2 ∈ Z(7). We can also factorize according to dual map into a1 = 4, a2 = 6
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It is important to give the following useful relation for ωn(b) = exp(2πbndn ) where
bn ∈ Z(dn),
ω(ab) = ω1(a1b1)ω2(a2b2). (3.63)
Eqs.(3.60), (3.61), (3.62), (3.63), are important for the proof of our results in this
work.
3.7 Factorization of finite quantum systems
We introduce an isomorphism from H(d) to the product of the Hilbert spaces H(d1)⊗
H(d2) as follows [65]. Using the map of Eq.(3.58), the position states is mapped to
its corresponding states in H(d1)⊗H(d2) as follows
∣X;a⟩ ↔ ∣X1;a1⟩⊗ ∣X2;a2⟩ , (3.64)
where ∣Xn;an⟩ are position states in H(dn). Using Eq.(3.63) we prove that the corre-
sponding map for momentum states, is based on the map of Eq.(3.57), and it is given
by ∣P;a⟩ ↔ ∣P1;a1⟩⊗ ∣P2;a2⟩ (3.65)
where ∣Xn;an⟩ are momentum states in H(dn).
We note that due to the Fourier transform between position and momentum states,
if the map of Eq.(3.58) is used for position states, then the map of Eq.(3.57) should
be used for momentum states.
Also the based on Eq(3.64) and Eq(3.65) the displacement operator in H(d) can
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be expressed in terms of displacement operators in H(dn) as follows
D(ρ, σ) = d∏
n=1Dn(ρn, σn) (3.66)
where ρ, σ, ρn, σn are related to Eq.(3.57) and Eq.(3.58)
3.7.1 Factorization of Symplectic Transformations
In this subsection, we illustrate how the symplectic transformation is factorized and
state the special cases needed in our work. The Sp(2,Z(d)) is factorized as Sp(2,Z(d1))×
Sp(2,Z(d2)) as follows
S(η, ζ ∣ρ, ϑ) = S(η1, ζ1r1∣ρ1, ϑ1)⊗ S(η2, ζ2r2∣ρ2, ϑ2) (3.67)
where η1, ζ1r1, ρ1, ϑ1 are related to η, ζ, ρ, ϑ based on Eq.(3.57) and Eq.(3.58).
For our work, we define the following which are special cases
•
S(0,−ρ−1∣ρ, ϑ) = S(0,−1∣1, ϑ1)⊗ S(0,−1∣1, ϑ2) (3.68)
with the parameters ρ, ϑ, ζ are defined as follows
ϑ = ϑ1s1 + ϑ2s2; ρ = d1 + d2; ζ−1 = d−12 s1 + d−11 s2 (mod d)
•
S(η, ζ ∣ρ, ϑ) = 1⊗ S(0,−1∣1, ϑ2) (3.69)
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The parameters η, ζ, ϑ defined as
η = s1; ζ = −s2d−11 ρ = d1; ϑ = s1 + ϑ2s2
and
•
S(η, ζ ∣ρ, ϑ) = S(0,−1∣1, ϑ1)⊗ 1 (3.70)
η = s2; ζ = −s1d−12 ρ = p2; ϑ = s2 + ϑ1s1.
3.7.2 Example
To give an example for the above symplectic transformation, we consider the case that
d = 35, i.e., d1 = 5 and d2 = 7. Then
r1 = 7; t1 = 3; s1 = 21
r2 = 5; t2 = 3; s2 = 15
ρ = 12; −ρ−1 = −3 (3.71)
So corresponding to Eq(3.68), Eq(3.69), and Eq(3.70), we get
S(0,−3∣12,21ν1 + 15ν2) = S(0,−1∣1, ν1)⊗ S(0,−1∣1, ν2)
S(21,−10∣5,21 + 15ν2) = 1⊗ S(0,−1∣1, ν2)
S(15,7∣715 + 21ν1) = S(0,−1∣1, ν1)⊗ 1 (3.72)
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3.8 Mutually Unbiased Bases
The notion of mutually unbiased bases emerged in the literature of quantum mechanics
in 1960 in the works of Schwinger [54]. Mutually unbiased bases have important appli-
cations in Quantum Computation, quantum information science. They have diverse
applications in Quantum key distribution, quantum cryptography, quantum tomogra-
phy to mention a few. However these applications rely on the existence of a complete
set of such bases. Even though they’re being studied since the 1970’s the problem of
finding a complete set of mutually unbiased bases is only solved for dimensions which
are a power of a prime. It remains open for higher dimensions, for non prime d. A
comprehensive study of mutually unbiased bases exists in [17].
In this section we give the definition of mutually unbiased bases in prime power
dimensions. It is a set of bases, for which the absolute value of the overlap of any two
vectors in two different bases is 1/√d. Mathematically two orthonormal bases ∣Ba;m⟩
and ∣Bb;n⟩ in the Hilbert space H(d) are mutually unbiased if
∣ ⟨Ba;m∣ ∣Bb;n⟩ ∣2 = 1
d
(3.73)
It is known that the number K of mutually unbiased bases satisfies the inequality
K ≤ d + 1, and that when d is a prime number K = d + 1.
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3.8.1 Mutually unbiased bases using Sp(2, Z(d)) symplectic
transformations, with odd prime d
The following special case of symplectic transformations are considered
X ′ = S(0,−ρ−1∣ρ, ϑ)X [S(0,−ρ−1∣ρ;ϑ)]† = Z−ρ−1 ; ρ, ϑ ∈ Z(d)
Z ′ = S(0,−ρ−1∣ρ, ϑ) Z [S(0,−ρ−1∣ρ, ϑ)]† =XρZϑω(2−1ρϑ) (3.74)
We note that S(0,−1∣1,0) = F−1. These transformations preserve Eq.(3.20).
The symplectic transformation on the position basis gives new bases, which we
define as follows
∣X(ρ, ϑ);a⟩ ≡ S(0,−ρ−1∣ρ, ϑ) ∣X;a⟩ ; ϑ = 0, ..., d − 1 (3.75)
We note that the corresponding momentum state is actually one of these transforma-
tions which is
∣X(ρ,0);a⟩ = ∣P;−ρ−1a⟩ . (3.76)
We now give a formal representation of the state ∣X(ρ, ϑ);a⟩.
Proposition 3.8.1.
∣X(ρ, ϑ);a⟩ = 1√
d
d−1∑
j=0ω[ρ−1σ(a, j, ϑ)]∣X; j⟩; σ(a, j, ϑ) = −ja + 2−1ϑj2 (3.77)
Proof. From Eq(3.18) we see that a property of these states is that they are eigenstates
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of Z. So we need to show that ∣X(ρ, ϑ);a⟩ are eigenstates of Z ′ =XρZϑω(2−1ϑρ).
Z ′ ∣X(ρ, ϑ);a⟩ = 1√
d
ω(2−1ϑρ) d−1∑
j=0ω[ρ−1σ(a, j, ϑ)]XρZϑ∣X; j⟩
= 1√
d
ω(2−1ϑρ) d−1∑
j=0ω[ρ−1σ(a, j, ϑ)]ω(ϑj)∣X; j + ρ⟩ (3.78)
We now change variables j′ = j + ρ and we get
Z ′ ∣X(ρ, ϑ);a⟩ = ω(a) ∣X(ρ, ϑ);a⟩ (3.79)
We next show that X ′ ∣X(ρ, ϑ);a⟩ = ∣X(ρ, ϑ);a + 1⟩.
Z−ρ−1 ∣X(ρ, ϑ);a⟩ = 1√
d
d−1∑
j=0ω[ρ−1σ(a, j, ϑ)]Z−ρ−1 ∣X; j⟩
= 1√
d
d−1∑
j=0ω[ρ−1σ(a, j, ϑ)]ω(−jρ−1)∣X; j⟩
= 1√
d
d−1∑
j=0ω[ρ−1σ(a + 1, j, ϑ)]∣X; j⟩= ∣X(ρ, ϑ);a + 1⟩ (3.80)
The position state ∣X;a⟩ together with the ‘d’ symplectic transformations on the
position state ∣X(ρ, ϑ);a⟩ gives the ‘d + 1’ mutually unbiased bases. We can alterna-
tively represent these sets as
B(ρ,−1) = {∣X;a⟩}; B(ρ, ϑ) = {∣X(ρ, ϑ);a⟩}; ϑ = 0,1, ..., d − 1. (3.81)
We note that ρ is fixed and B(ρ,0) is the basis of momentum states {∣X(ρ,0);a⟩ =∣P;−ρ−1a⟩}.
They agree with the definition of mutually unbiased bases because for all ϑ ≠ ϑ′
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and for all b, a
∣⟨X(ρ, ϑ); b ∣X(ρ, ϑ′);a⟩ ∣ = d−1/2. (3.82)
3.9 Summary
In this chapter, we have discussed in detail quantum systems with finite dimensional
Hilbert space H(d). We have looked into the basic concepts involved. We introduced
the Fourier transform along with the position and momentum states formalism for
finite systems. The displacement in phase space was studied through the displacement
and parity operator. These were linked to the Weyl and Wigner function. We studied
the symplectic transformation along with its properties as a unitary transformation.
We also presented the concept of factorization according to Good along with exam-
ples. We used this concept of factorization for factorization of finite quantum systems
and factorization of symplectic transformation.
We ended the chapter with a brief review of mutually unbiased bases and we also
presented as part of our work, representation of mutually unbiased bases along with
its proof.
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Chapter 4
Lines through origin in finite
geometry Π(d)
In this chapter, we discuss lines in the finite geometry Π(d) . We begin by examining
the properties of lines in the phase space and explain in details the factorization of
lines in Z(d) ×Z(d) which is part of our results. Our novel results in this chapter are
presented as propositions.
4.1 Lines and sublines in Π(d)
Literature has extensive research on the phase space Z(d)×Z(d) as a finite geometry
[4, 29, 30] Π(d). Most of the studies were based on near-linear geometries, which we
define as a geometry where two lines have at most one point in common. The study
of the geometry Π(d) is entirely based on rings as opposed the near-linear geometry
which is based on fields. For prime d, we note that in Z(d) all its elements have an
inverse (except 0), hence a field. For non-prime d, Z(d) is a ring of integers modulo
d. In this section, we show that the Z(d) ×Z(d) is a non near linear geometry which
violates the axiom of two lines having at most one point in common.
37
4.2 Definition
4.2 Definition
The geometry Π(d) is defined as (P(d),M(d)), which is a pair of set of points P(d)
and lines, L(d).
We define P(d) as the set of d2 points (k, l) in Z(d) ×Z(d)
P(d) = {(α, γ)∣α, γ ∈ Z(d)} (4.1)
and M(d) is the set of lines. A line through the origin is the set of points
M(k, l) = {(βk, βl)∣β ∈ Z(d)} (4.2)
where(βk, βl) are calculated modulo d. The number of points in L(k, l) is d/GCD(k, l, d)
(where GCD(k, l, d) is the greatest common divisor of these integers (k, l, d).
A maximal line is the line M(k, l) ∈ Z(d) × Z(d) which has exactly d points, that
is the GCD(k, l, d) = 1. A maximal line through the origin can also be defined as the
set of ‘d’ points
M(k, l) = {(βk, βl)∣β ∈ Z(d)} (4.3)
Provided β has an inverse in Z(d), then the line L(k, l) is the same line as L(βk, βl).
A non-maximal line M(k, l) = {(d1k, d1l)∣d1 ∈ Z(d)} has only d2 points and also
non-maximal line M(k, l) = {(d2k, d2l)∣d2 ∈ Z(d)} has only d1 points.
The total number of maximal lines in geometry Π(d) is ψ(d), where
ψ(d) = (p2 + 1)(p1 + 1) (4.4)
This is called the Dedekind function.
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4.2.1 Example
We consider the finite geometry Π(35), with d = 35. The the lineM(2,11) is a maximal
line with the set of points
M(2,11) = {(0,0)(2,11)(4,22)(6,33)(8,9)(10,20)(12,31)
(14,7)(16,18)(18,29)(20,5)(22,16)(24,27)(26,3)
(28,14)(30,25)(32,1)(34,12)(1,23)(3,34)(5,10)
(7,21)(9,32)(11,8)(13,19)(15,30)(17,6)(19,17)
(21,28)(23,4)(25,15)(27,26)(29,2)(31,13)}
(4.5)
as shown in Fig. 4.1
We sayM(10,20) is a sub line of lineM(2,11) and it has only 7 = p2 points, hence
a non-maximal line.
M(10,20) = {(0,0)(5,10)(10,20)(15,30)(20,5)(25,15)(30,25)} (4.6)
This is shown in Fig. 4.2.
Also M(14,7) is a sub line of line M(2,11) and it has only 5 = p1 points.
M(14,7) = {(0,0)(7,21)(14,7)(21,28)(28,14)} (4.7)
This is also a non-maximal line as shown in Fig. 4.3.
4.3 Symplectic Transformation on points and lines
We earlier defined the symplectic transformation S(η, ζ, ρ, ϑ), where η, ζ, ρ, ϑ ∈ Z(d)
and ηϑ − ζρ = 1.
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The symplectic transformation on a point (α, γ) ∈ Z(d) ×Z(d) is defined as
S(η, ζ, ρ, ϑ)(α, γ) = (α, γ)⎛⎜⎜⎝
η ζ
ρ ϑ
⎞⎟⎟⎠ = S(ηα + ζγ, ρα + ϑγ) (4.8)
which can also be expressed as
S(η, ζ, ρ, ϑ)(α, γ)⎛⎜⎜⎝
α
γ
⎞⎟⎟⎠ =
⎛⎜⎜⎝
η ζ
ρ ϑ
⎞⎟⎟⎠
† ⎛⎜⎜⎝
α
γ
⎞⎟⎟⎠ =
⎛⎜⎜⎝
ηα + ζγ
ρα + ϑγ.
⎞⎟⎟⎠ (4.9)
The symplectic transformation on points lead to symplectic transformation on lines
expressed as
S(η, ζ, ρ, ϑ)M(α, γ) =M(ηβ + ζγ, ρβ + ϑγ) (4.10)
4.4 Factorization of maximal lines
We represent a point (as defined earlier), (α,β) in Z(d) ×Z(d) in the factorized form
as
(α,β) = (α1, β1) × (α2, β2); αn, βn ∈ Z(dn) (4.11)
The dual maps of Eq.(3.58) and the map of Eq.(3.57) was used for the first variable
and the second variable respectively. These helps us to express the duality between
maximal lines through the origin in Π(d), and weak mutually unbiased bases in H(d).
A maximal line M(α,β) in Z(d) ×Z(d) can now be factorized as
M(α,β) =M(α1, β1) ×M(α2, β2); αn, βn ∈ Z(dn) (4.12)
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We establish this factorization in the following proposition.
Proposition 4.4.1.
(1) The line M(αn, βn) =M(1, (αn)−1βn), if αn ≠ 0 (mod dn)and the inverse (αn)−1
exists in Z(dn). Also M(α,β) =M(1, α−1β).
Equivalently Eq.(4.12) can be written as
M(1, ρ−1ϑ) =M(1, ϑ1) ×M(1, ϑ2) ≡M(ϑ1, ϑ2)
ϑ = ϑ1s1 + ϑ2s2; ϑn = (αn)−1βn ∈ Z(dn); ρ−1ϑ = α−1β ∈ Z(d)
ρ = d1 + d2 (4.13)
(2) If α1 = d1 = 0 (mod d1) then ϑ1 = −1 by definition and
M(d1, s1 + s2ϑ2) =M(0,1) ×M(1, ϑ2) ≡M(−1, ϑ2)
ϑ2 = (α2)−1β2 (4.14)
For the case that α2 = d2 = 0 (mod d2) and by definition ϑ2 = −1 , we have a
similar result to (2)
M(d2, s2 + s1ϑ1) =M(1, ϑ1) ×M(0,1) ≡M(ϑ1,−1)
ϑ1 = (α1)−1β1 (4.15)
(3) If α1 = 0 (mod d1) and α2 = 0 (mod d2) then ϑ1 = ϑ2 = −1 by definition and
L(0,1) = L(0,1) ×M(0,1) ≡M(−1,−1). (4.16)
Proof. All we need to do in these different cases is to show that the sets of points in
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the two sides are identical.
(1) We express the R.H.S as
M(1, ϑ1) ×M(1, ϑ2) = S(0,−1∣1, ϑ1)M(0,1) × S(0,−1∣1, ϑ2)L(0,1) (4.17)
With the fact that M(0,1) ×M(0,1) is the line M(0,1) in Π(d) and using
Eq.(3.68) which defines the coressponding symplectic transformation, we have
S(0,−ρ−1∣ρ, ϑ)L(0,1) =M(1, ρ−1ϑ) (4.18)
which is the L.H.S.
The parameters are given in Eq.(3.68) and the symplectic transformation on the
line defined in Eq.(4.10).
(2) For this case we use Eq.(3.69) to derive
L(0,1) × S(0,−1∣1, ϑ2)M(0,1) = S(η, ζ ∣ρ, ϑ)M(0,1) =M(d1, s1 + ϑ2s2)
η = s1; ζ = −s2d−11 ; ρ = d1; ϑ = s1 + ϑ2s2 (4.19)
(3) This proves follows from definition for the case ϑ1 = ϑ2 = −1 .
Therefore in M(ϑ1, ϑ2) the ϑn = −1,0, ..., dn − 1. There are ψ(d) = (d1 + 1)(d2 + 1)
such lines through the origin , where ψ(d) is the Dedekind ψ-function.
Table A gives a detailed example of this factorization for Π(35) (d1 = 5 and d2 = 7)
.
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We hereby confirm that the finite geometry is non-near-linear geometry. The com-
mon points between two lines are described in the following proposition:
Proposition 4.4.2. Two maximal lines M(1, ρ−1ϑ) = M(ϑ1, ϑ2) and M(1, ρ−1ϑ′) =
M(ϑ′1, ϑ′2) through the origin, have in common p(ϑ1, ϑ2∣ϑ′1, ϑ′2) points. The different
possible values of p(ϑ1, ϑ2∣ϑ′1, ϑ′2) is given in below.
p(ϑ1, ϑ2∣ϑ′1, ϑ′2) = 1 if ϑ1 ≠ ϑ′1 and ϑ2 ≠ ϑ′2
p(ϑ1, ϑ2∣ϑ′1, ϑ′2) = d1 if ϑ1 = ϑ′1 and ϑ2 ≠ ϑ′2
p(ϑ1, ϑ2∣ϑ′1, ϑ′2) = d2 if ϑ1 ≠ ϑ′1 and ϑ2 = ϑ′2 (4.20)
Proof. The common points in the two lines should satisfy the relation
(ζ, ζρ−1ϑ) = (ζ, ζρ−1ϑ′) → ζ[(ϑ1 − ϑ′1)s1 + (ϑ2 − ϑ′2)s2] = 0. (4.21)
This needs to be proved for the three different cases given in Eq(200)
First for the case ϑ1 ≠ ϑ′1 and ϑ2 ≠ ϑ′2.
This implies that (ϑ1 − ϑ′1)s1 + (ϑ2 − ϑ′2)s2 is always different from zero, because the
map of Eq.(3.57) is bijective (and 0↔ (0,0)). Therefore in this case ζ = 0.
We next consider the case ϑ1 = ϑ′1 and ϑ2 ≠ ϑ′2.
We use the relation d2s2 = 0 (Eq.(3.60)), this implies that any ζ which is multiple of
d2 will give ζ[(ϑ2 − ϑ′2)s2] = 0.
Therefore there are d1 values of ζ which lead to common points.
Similarly for ϑ1 ≠ ϑ′1 and ϑ2 = ϑ′2 we use relation d1s1 = 0 (Eq.(3.60)).
We need any ζ which is multiple of d1 to give ζ[(ϑ1 − ϑ′1)s1] = 0.
Therefore there are d2 values of ζ which lead to common points.
43
4.5 Summary
4.4.1 Example
We give an example of two lines through the origin in Π(35), which have seven points
in common. The lines M(1,33) = M(1,4) and M(1,19) = M(3,4) have in common
the seven points
(0,0), (5,25), (10,15), (15,5), (20,30), (25,30), (30,10) (4.22)
and they are shown in Fig. 4.4. This further confirms that our geometry is a non-
near-linear geometry.
Analogous example in terms of bases in H(35) and two lines of zeros in Z(35) is
given later.
4.5 Summary
We have studied the geometry Π(d) of maximal lines in Z(d) ×Z(d). The properties
of lines were examined together with the symplectic transformation on points and
lines. The concept ‘sublines’ was introduced with examples. We also used the concept
of factorization on maximal lines in the geometry. We established that the finite
geometry Z(d) × Z(d) is a non near linear geometry, which two lines can have more
than one point in common. We gave a detailed example to support this.
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Fig. 4.1 The maximal line M(2,11) in the geometry Π(35). * shows each of the 35
points. Since Z(35) × Z(35) is torodial, the figure shows a single line from the origin
(other lines are continuation of the line from the origin).
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Fig. 4.2 The sublineM(10,20) in the geometry Π(35). ‘x’ shows each of the ‘7’ points.
Since Z(35) × Z(35) is torodial , the figure shows a single line from the origin (other
lines are continuation of the line from the origin).
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Fig. 4.3 The sublineM(14,7) in the geometry Π(35). ‘x’ shows each of the ‘7’ points.
Since Z(35) × Z(35) is torodial , the figure shows a single line from the origin (other
lines are continuation of the line from the origin).
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Fig. 4.4 The line M(1,33) (crosses) and the line M(1,19) (circles) in the geometry
Π(35).
The two lines have in common seven points (0,0), (5,25), (10,15), (15,5), (20,30),(25,30), (30,10).
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Chapter 5
Weak Mutually Unbiased Bases
In this chapter, we introduce a weaker concept of the mutually unbiased bases in the
non-prime dimension d, called the weak mutually unbiased bases (WMUBs). For a
non-prime d we use the factorization of quantum systems discussed in chapter 3, where
by a quantum system H(d) factorizes into H(d1) and H(d2) i.e H(d) =H(d1)⊗H(d2).
Weak mutually unbiased bases are expressed as tensor products of mutually unbiased
bases in H(dn). [57, 58] has a detailed formalism for weak mutually unbiased bases.
We present an explicit construction for a complete set weak mutually bases for non-
prime d using symplectic transformations. We end by establishing a duality between
lines in finite geometry Π(d) and weak mutually unbiased bases in H(d)
5.1 Definition
A set of k orthonormal bases ∣Xn; b⟩in H(d), where b ∈ Z(d) and n = 0, . . . , k − 1. Such
bases are called weak unbiased bases if for any pair of them the overlap
∣⟨Xn; b∣Xm;a⟩∣ = 1/√p (5.1)
49
5.2 Construction of Weak Mutually Unbiased Bases
where 1/p is 0 or p is a divisor of d:
5.2 Construction of Weak Mutually Unbiased Bases
In this section we give a detailed construction of weak mutually unbiased bases inH(d)
where d = d1 × d2 and d1, d2 are primes. We proceed to introduce our notation used
in later sections. We make use of the symplectic transformations introduced earlier,
acting on position states . In general we combine mutually unbiased bases in H(d1)
with mutually unbiased bases in H(d2) to derive the set of weak mutually unbiased
bases.
For mutually unbiased bases ∣X1(ϑ1);a1⟩ ∈H(d1) and ∣X2(ϑ2);a2⟩ ∈H(d1) we write
the corresponding weak mutually unbiased bases ∣X(ϑ1, ϑ2);a1, a2⟩ as
∣X(ϑ1, ϑ2);a1, a2⟩ = ∣X1(ϑ1);a1⟩⊗ ∣X2(ϑ2);a2⟩ (5.2)
The each mutually unbiased bases ∣Xn(ϑn);an⟩ is given as
∣Xn(ϑn);an⟩ = S(0,−1∣1, ϑi) ∣Xn;an⟩ ; an ∈ Z(dn). (5.3)
In the special case ϑ1 = ϑ2 = −1 we get
∣X(−1,−1);a1, a2⟩ = ∣X1(−1);a1⟩⊗ ∣X2(−1);a2⟩ = ∣X1;a1⟩⊗ ∣X2;a2⟩ (5.4)
In the special case ϑ1 = ϑ2 = 0 , which is the momentum bases we get
∣X(0,0);a1, a2⟩ = ∣X1(0);a1⟩⊗ ∣X2(0);a2⟩ = ∣P1;a1⟩⊗ ∣P2;a2⟩ (5.5)
We also note the ϑi = −1, in which case ∣Xn(−1);an⟩ is just the position state∣Xn;an⟩.
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Therefore ϑn = −1, ..., dn − 1.
The overlap of two vectors in two different bases, is 0 or 1/p where p is a divisor
of d:
∣⟨X(ϑ1, ϑ2);a1, a2 ∣X(ϑ′1, ϑ′2); b1, b2⟩ ∣2 = 1p or 0; p∣d. (5.6)
In place of the requirement which defines mutually unbiased bases, which is that the
square of the absolute value of the overlap is 1/d in mutually unbiased bases we have
the weaker requirement that it is 1/p or 0. And that is why we call them weak mutually
unbiased bases.
There are ψ(d) = (d1 + 1)(d2 + 1) weak mutually unbiased bases.
To express the weak mutually unbiased bases in terms of the symplectic transfor-
mation acting on them we can relabel the ∣X(ϑ1, ϑ2);a1, a2⟩ as follows:
•
∣X(ϑ1, ϑ2);a1, a2⟩ = S(0,−1∣1, ϑ1) ∣X;a1⟩⊗ S(0,−1∣1, ϑ2) ∣X;a2⟩
= S(0,−ρ−1∣ρ, ϑ) ∣X;a⟩ = S(0,−1∣1, ρ−1ϑ)S(ρ−1,0∣0, ρ) ∣X;a⟩
= S(0,−1∣1, ρ−1ϑ) ∣X;aρ−1⟩ ≡ ∣X(1, ρ−1ϑ);aρ−1⟩
ϑ = ϑ1s1 + ϑ2s2; ρ = d1 + d2; ϑi = 0, ..., dn − 1 (5.7)
Here we have used Eq.(3.68), and a is related to a1, a2 through Eq.(3.58).
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•
∣X(−1, ϑ2);a1, a2⟩ = ∣X;a1⟩⊗ S(0,−1∣1, ϑ2) ∣X;a2⟩
= ∣X;a1⟩⊗ S(0,−1∣1, ϑ2) ∣X;a2⟩ = S(η, ζ ∣ρ, ϑ) ∣X;a⟩ = ∣X(d1, s1 + ϑ2s2);a⟩
η = s1; ζ = −s2d−11 ; ρ = d1; ϑ = s1 + ϑ2s2 (5.8)
Here we used Eq.(3.69).
In a similar way using Eq.(3.70) we get
∣X(ϑ1,−1);a1, a2⟩ = ∣X(d2, s2 + ϑ1s1);a⟩ (5.9)
• and by definition,
∣X(−1,−1);a1, a2⟩ = ∣X;a1⟩⊗ ∣X;a2⟩ = ∣X(0,1);a⟩ (5.10)
There are ψ(d) = (d1 + 1)(d2 + 1) weak mutually unbiased bases which can be
broken down as follows; - d1d2 states in Eq.(5.7) (which have already been introduced
in Eq.(3.81))
- d1 states in Eq.(5.8)
- d2 states in Eqs(5.9)
- and one state in Eq.(5.10) .
We have expressed the WMUBs in two different notations.
In the first notation we have four different cases which shows the different symplectic
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transformations acting on the position states:
∣X(1, ρ−1ϑ);mρ−1⟩ = S(0,−1∣1, ϑ) ∣X;aρ−1⟩
∣X(d1, s1 + ϑ2s2);a⟩ = S(s1,−s2d−11 ∣d1, s1 + ϑ2s2) ∣X;a⟩
∣X(d2, s2 + ϑ1s1);a⟩ = S(s2,−s1d−12 ∣d2, s2 + ϑ1s1) ∣X;a⟩
∣X(0,1);a⟩ = ∣X;a1⟩⊗ ∣X;a2⟩ (5.11)
In the second notation we expressed ϑ in its factorized form (ϑ1, ϑ2). Therefore in
the first notation
W(ρ, ϑ) = {∣X(ρ, ϑ);a⟩}, (5.12)
where ρ takes the values 1, d1, d2,0 and in the second notation W(ϑ1, ϑ2) is the basis
W(ϑ1, ϑ2) = {∣X(ϑ1, ϑ2);a1, a2⟩}; ϑn = −1, ..., dn − 1. (5.13)
The overlap of Eq.(5.6) for vectors in two bases W(ϑ1, ϑ2) and W(ϑ′1, ϑ′2) takes
one of the two values p(ϑ1,ϑ2∣ϑ′1,ϑ′2)d or 0. We express this as
(W(ϑ1, ϑ2),W(ϑ′1, ϑ′2)) = p(ϑ1, ϑ2∣ϑ′1, ϑ′2)d or 0 (5.14)
where the different possible values of p(ϑ1, ϑ2∣ϑ′1, ϑ′2) is given in Eq(4.20).
This is consistent with the definition of weak mutually unbiased bases given at the
beginning of this chapter.
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5.3 The duality between weak mutually unbiased
bases in H(d) and lines in Π(d)
In this section we discuss the concept of duality that exists in H(d) and lines in Π(d).
We have previously discussed the properties of lines and in particular maximal lines
in Π(d). We have also seen explicit construction using symplectic transformation. As
discussed in the earlier section, we can construct weak mutually unbiased bases in
H(d) using similar symplectic transformation on position states.
Weak mutually unbiased bases are expressed as product of mutually unbiased bases in
each prime dimensional Hilbert space H(dn). Using the same concept of factorization,
we express lines in Π(d) as factorized prime factor lines in Π(dn). Overall we have
established the following correspondence
1. The linesM(1, ρ−1ϑ), M(p1, s1 + s2ϑ2), M(p2, s2 + s2ϑ1) of Eqs(4.17, 4.18, 4.19)
corresponds to basis ∣X(1, ρ−1ϑ);aρ−1⟩, ∣X(p1, s1 + s2ϑ2);a⟩, ∣X(p2, s2 + s2ϑ1);a⟩
in Eq(5.11) respectively. This is due to the fact that the symplectic transforma-
tions used for the lines are the same as the symplectic transformation for the
basis.
2. There are ψ(d) = (d2+1)(d1+1) maximal lines through the origin in Π(d). This
corresponds to the set of ψ(d) weak mutually unbiased bases in H(d).
From above we can conclude that there exists a bijective map (duality) between
the lines in Π(d) and the weak mutually unbiased bases in H(d) as follows:
W(ϑ1, ϑ2) ↔ M(ϑ1, ϑ2). (5.15)
Example We an equivalent of example 4.4.1 in terms of bases is the W(1,4) and
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W(3,4). In this case, we have ϑ2 = ϑ′2, therefore p(ϑ1, ϑ2∣ϑ′1, ϑ′2) = d2
(W(1,4),W(3,4)) = 735 or 0. (5.16)
Table A shows explicitly this duality for the case d = 35.
In later chapters, we show as our novel result, that there is another bijective map
between these two sets and the set of zeros, in an analytic representation approach to
weak mutually unbiased bases.
5.4 Summary
In this chapter the weak mutually unbiased bases in H(d) was studied. We gave a
detailed construction of weak mutually unbiased bases for non-prime d dimension.
We established the correspondence which explains the duality between maximal lines
through the origin and weak mutually unbiased bases.
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Chapter 6
Analytic representation of weak
mutually unbiased bases
In this chapter we present an analytic representation of weak mutually unbiased bases
using Theta function. Theta functions are Gaussian functions wrapped on a circle.
Symplectic transformations on Gaussian functions in a real line, give Gaussian func-
tions. We present an analogous for Theta function. This helps to prove that the zeros
of the analytic representation for the state ∣X(ϑ1, ϑ2);a1, a2⟩ are on a straight line.
6.1 Analytic Representations of Finite Quantum
Systems
Let ∣f⟩ be an arbitrary state
∣f⟩ =∑
a
fa ∣X;a⟩ =∑
a
f̃a ∣P ;a⟩ ; ∑
a
∣ga∣2 = 1
g̃a = d−1/2∑
b
ω(−ab)gb (6.1)
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We use the notation (star indicates complex conjugation)
∣f∗⟩ =∑
a
f∗a ∣X;a⟩ ; ⟨f ∣ =∑
a
f∗a ⟨X;a∣ ; ⟨f∗∣ =∑
a
fa ⟨X;a∣ (6.2)
The analytic representation of state ∣f⟩ is defined as,
F (z) = π−1/4 d−1∑
a=0 f∗a Θ3 [πad − zπd ; id] (6.3)
where Θ3 is Theta function [45]
6.1.1 Theta Function
Theta functions are function defined for any two complex variables u and τ as
Θ3(u, τ) = ∞∑
n=−∞ exp(iπτn2 + i2nu) (6.4)
Properties of Theta function
•
Θ3[u; τ] = Θ3[u + πm + πnτ ; τ] exp(2inu + iπτn2) (6.5)
•
[Θ3[u; τ]]∗ = Θ3[u; τ] (6.6)
• They are quasi-periodic with the following periodicity conditions are
Θ3(u + π, τ) = Θ3(u, τ + 2) = Θ3(u, τ)
Θ3(u + τπ, τ) = Θ3(u, τ) exp[−i(πτ + 2u)] (6.7)
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• The zeros of Theta functions are given by
ζSR = (2S − 1)π2 + (2R − 1) iπ2d. (6.8)
• An important property which is useful in our work is given below as
Θ3(u, τ) = (−iτ)−1/2 exp [ u2
iπτ
]Θ3 (u
τ
,
−1
τ
) , (6.9)
The function F (z) satisfies the following periodicity conditions
F (z + d) = F (z)
F (z + id) = F (z) exp (−πd − 2iπz) . (6.10)
We define F (z) on a square area Γ on the complex plane
ΓSR = [Sd, (S + 1)d) × [Rd, (R + 1)d] (6.11)
where (S,R) are integers labelling the cell.
The analytic representation of the scalar product of any two states is given by
⟨f2∣f∗1 ⟩ = √2πd5/2 ∫S dzRdzI exp(−2πd z2I)F1(z)F2(z∗) = ∑a∈Z(d) g∗2ag∗1a (6.12)
We have the orthogonality relation expressed as√
2
d5/2 ∫S exp(−2πd z2I)dµ(z)Θ3 [πbd − zπd ; id]Θ3 [πad − z∗ id ; πd ] = δ(a, b) (6.13)
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where δ(a, b) is Kronecker’s delta, is proved as follows
Proof. Using the definition of Theta function, we write Eq.(6.13)
= √2
d5/2 ∫ d0 dzRdzI exp(−2πd z2I)⨉ ∞∑
k,l=−∞ exp [−πk2d + 2ikπbd − 2ik(zR + izI)πd ]
⨉ exp [−πl2
d
+ 2ilπa
d
− 2ik(zR − izI)π
d
] (6.14)
= √2
d5/2 ∫ d0 dzRdzI exp(−2πd z2I) ∞∑k,l=−∞ exp [2iπd (ka + lb)]
⨉ exp [−πk2
d
− πl2
d
− 2ikπ
d
zR − 2ilπ
d
zR]
⨉ exp [2π
d
kzI − 2π
d
lzI] (6.15)
= √2
d5/2
∞∑
k,l=−∞ exp [2iπd (ka + lb)] exp [−πk2d − πl2d ]
⨉∫ d
0
dzI exp [−2π
d
z2I + 2πdkzI − 2πd lzI]⨉∫ d
0
dzR exp [−i2π
d
(k + l)zR] (6.16)
= √2
d5/2
∞∑
k,l=−∞ exp [2iπd (ka + lb)] exp [−πd (l2 + k2)]
⨉∫ d
0
dzI exp [−2π
d
(z2I − kzI + lzI)]
⨉∫ d
0
dzR exp [−i2π
d
(k + l)zR] (6.17)
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Since
∫ d
0
dzR exp [−i2π
d
(k + l)zR] = dδ(k,−l) (6.18)
Inserting Eq.(6.18) into Eq.(6.17), we have
= √2
d3/2
∞∑
k,l=−∞ exp [2iπd (ka + lb)] exp [−πd (l2 + k2)]
⨉∫ d
0
dzI exp [−2π
d
(z2I − kzI + lzI)] δ(k,−l)
= √2
d3/2
∞∑
k=−∞ exp [2iπd k(b − a)]⨉∫ d
0
dzI exp [−2π
d
(zI − k)2] (6.19)
Let k = k0 +Nd for 0 ≤ k0 ≤ d − 1
= √2
d3/2
d1∑
k0=0 exp [2iπd k0(b − a)]
∞∑
N=−∞∫ d0 exp [−2πd (zI − (k0 +Nd))2] (6.20)
which gives
= d−1 d1∑
k0=0 exp [2iπd k0(b − a)] (6.21)= δ(b, a)
In Eq(6.21) above, we have used
∞∑
N=−∞∫ d0 exp [−2πd (zI − (k0 +Nd))2] = ∫ ∞−∞ exp [−2πd (zI − k0)2] (6.22)
=√d2
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Using this orthogonality relation we can derive the coefficients fa in terms of F (z)
fa = √2
d5/2 ∫S exp(−2πd z2I)dµ(z)Θ3 [πad − zπd ; id]F (z∗) (6.23)
The position eigenstates ∣X;a⟩ is represented analytically by
∣X;a⟩→ π−1/4Θ3 [πa
d
− zπ
d
; i
d
] (6.24)
We derive the corresponding representation for the momentum eigenstates as follows
Proof. Taking the Fourier of Eq(6.24), we have
∣P;m⟩ → 1√
d
d−1∑
a=0ω(am)Θ3 [πad − zπd ; id] (6.25)= 1√
d
d−1∑
a=0ω(am) exp [−πn2d + 2inπad − 2inzπd ]= 1√
d
d−1∑
a=0ω(am + an) exp [−πn2d − 2inzπd ]=√d d−1∑
n=−m+dN exp [−πn2d − 2inzπd ]=√d d−1∑
n=−m+dN exp [−π(−m + dN)2d − 2i(−m + dN)zπd ]=√d d−1∑
N
exp [−πm2
d
+ 2imzπ
d
]Θ [−iπm − zπ]
We make use of Eq(6.9) in Eq(6.25) to define the momentum correspondingly as
∣P;a⟩← π−1/4 exp(−12 z2)Θ3 [πad − zπd ; id] (6.26)
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6.2 Analytic representation of the weak mutually
unbiased bases
The proposition below is our main result for this section, which gives the analytic
representation of weak mutually unbiased bases. We start by presenting a Lemma
which will be needed in the proposition.
Lemma 6.2.1.
∏
n
ω[σ(an, bn, ϑn)] = ω[ρ−1σ(a, b, ϑ)]; ρ−1 = d−12 s1 + d−11 s2 (mod d). (6.27)
where σ(a, k, n) = −ak + 2−1ϑj2 (see Eq.(3.77)).
Proof. We use Eqs.(3.60) to prove that
baρ−1 = a1b1d2 + a2b2d1; ϑ1(b1)2d2 + ϑ2(b2)2d1 = ρ−1ϑb2. (6.28)
From these relations follows Eq.(6.27).
Proposition 6.2.2. The analytic representation of the state ∣X(ϑ1, ϑ2);a1, a2⟩ where
ϑn = −1, ..., dn − 1 and an ∈ Z(dn), is given by:
1. For ϑn = 0, ..., dn − 1 and an ∈ Z(dn), the analytic representation of the state∣X(ϑ1, ϑ2);a1, a2⟩ is given by
F (z) = π−1/4 exp(−π
d
z2)Θ3(u; τ)
where
τ = i − ϑρ−1(d + 1)
d
; u = −πρ−1 (a1
d1
+ a2
d2
) + i πz
d1d2
(6.29)
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ρ−1 is a constant and ϑ = ϑ1s1 + ϑ2s2 according to Eq(3.58). sn is a constant
given in Eqs.(3.68),(3.59).
2. For ϑ1 = −1 and ϑ2 = 0, ..., d2 − 1, the corresponding analytic representation of∣X(−1, ϑ2);a1, a2⟩ is given by
F (z) = π−1/4 exp(−πd2w2
d1
)Θ3(u; τ)
where (6.30)
τ = −ϑ2(d2 + 1) + id1
d2
; u = −πa2
d2
+ iπw; w = z
d2
− a1.
We have an equivalent representation for ∣X(ϑ1, ϑ2);a1, a2⟩, that is the case ϑ1 =
0, ..., d1 − 1 and ϑ2 = −1 , which is
F (z) = π−1/4 exp(−πd1w2
d2
)Θ3(u; τ)
where (6.31)
τ = −ϑ1(d1 + 1) + id2
d1
; u = −πa1
d1
+ iπw; w = z
d1
− a2.
(3) in the case ϑ1 = ϑ2 = −1
∣X(−1,−1);a⟩ = ∣X;a⟩ → F (z) = π−1/4Θ3 [πa
d
− z (π
d
) ; i
d
] (6.32)
Proof.
(1) Using Eq.(3.77) with ρ = 1 we get
∣X(ϑn);a1⟩ = 1√
dn
dn−1∑
bn=0 ω[σ(an, bn, ϑn)]∣X; bn⟩ (6.33)
63
6.2 Analytic representation of the weak mutually unbiased bases
Therefore
∣X(ϑ1, ϑ2);a1, a2⟩ =∑
k
∣X;k⟩⟨X;k∣X(ϑ1, ϑ2);a1, a2⟩
=∑
k
∣X;k⟩[⟨X1;k1∣⊗ ⟨X2;k2∣]∣X(ϑ1, ϑ2);a1, a2⟩
=∑
k
∣X;k⟩ [⟨X1;k1∣X1(ϑ1);a1⟩] [⟨X2;k2∣X2(ϑ2);a2⟩]
=∑
k
1√
d
∏
n
ω[σ(an, kn, ϑn)]∣X;k⟩. (6.34)
We then use Eq.(6.27) and we get
∣X(ϑ1, ϑ2);a1, a2⟩ =∑
k
1√
d
ω[ρ−1σ(a, k, ϑ)]∣X; j⟩. (6.35)
Eq.(6.3) gives us the analytic representation of the state ∣X; j⟩ and together with
lemma 3.8.1 , we represent ∣X(ϑ1, ϑ2);a1, a2⟩ with the sum
π−1/4√
d
∑
k
ω[−ρ−1σ(a, k, ϑ)]Θ3 [πj
d
− z (π
d
) ; i
d
] (6.36)
Next we need to prove that this sum of Theta functions is equal to the single
Theta function shown on the right hand side of Eq.(6.29).
We use the property of Theta functions in Eq.(6.9) and Eq.(6.4) and we have
Θ3 [πk
d
− z (π
d
) ; i
d
] =√d exp [−πk2
d
+ 2k (π
d
) z − (π
d
z2)]
⨉ Θ3 [−iπk + iπz; id]
=√d exp [−πk2
d
+ 2k (π
d
) z − (π
d
z2)]
⨉ ∞∑
n=−∞ exp [−πdn2 + 2nπj − 2nπz] . (6.37)
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We replace 2−1 with d+12 in σ(a, k, ϑ) since d is odd. Therefore the sum
π−1/4√
d
∑
k
ω[−ρ−1σ(a, k, ϑ)]Θ3 [πj
d
− z (π
d
) ; i
d
]
becomes
= π−1/4 exp [−π
d
z2] ∞∑
n=−∞
d−1∑
k=0 exp [−πd (−k + nd)2]
exp [−iπϑρ−1(d + 1)
d
(−k + nd)2] exp [−2iπmρ−1
d
(−k + nd)]
⨉ exp [−2(−k + nd) (π
d
) z] (6.38)
We now change variable into N = nd−k which is possible since n takes all integer
values in Z(d), the variable N takes all integer values .
Therefore the above sum becomes
π−1/4 exp [−π
d
z2] ∞∑
N=−∞ exp [−πd N2 − iπϑρ−1(d + 1)d N2 − 2iπmρ−1Nd − 2N (πd) z] .
(6.39)
This is the result in Eq.(6.29).
(2) ∣X(−1, ϑ2);a1, a2⟩ can also be expressed as the sum
∑
b
δ(b1, a1)ω(σ(a2, b2, ϑ2))∣X; b⟩. (6.40)
where b = b1d2 + b2d1. Summation over k is equivalent to summation over both
b1, b2.
Using the Eq.(6.3) which gives the analytic representation of the state ∣X; b⟩ ,
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the sum in Eq(6.40) becomes
π−1/4√
d
∑
b1
∑
b2
δ(b1, a1)ω(−σ(a2, b2, ϑ2))Θ3 [πb
d
− z (π
d
) ; i
d
]
= π−1/4√
d
∑
b2
ω(−σ(a2, b2, ϑ2))Θ3 [π(a1d2 + k2d1)
d
− z (π
d
) ; i
d
]
= π−1/4√
d
∑
b2
ω(−σ(a2, b2, ϑ2))√d exp [−π(a1d2 + b2d1)2
d
+ 2(a1d2 + b2d1) (π
d
) z − (π
d
z2)]
⨉Θ3 [−iπ(a1d2 + b2d1) + iπz; id]
= π−1/4 exp [−π(a1d2 − z)2
d1d2
] ∞∑
n=−∞∑b2 exp [−iπϑ2(d2 + 1)d2 (nd2 − b2)2 − 2iπa2d2 (nd2 − b2)]⨉ exp [−πd1
d2
(nd2 − b2)2 + 2π (a1 − z
d2
) (nd2 − b2)] (6.41)
With a change of variable nd2 − b2 into N , and we have the Theta function in
Eq.(6.30).
(3) The proof of Eq.(6.32) follows from the definition of the analytic representation
given in Eq.(6.3).
Remark τ in Eq.(6.29) is in terms of ϑρ−1 which is an integer modulo d. Conse-
quently, τ is defined up to an integer multiple of d + 1. Since d + 1 is an even integer,
the Θ3 does not change (Eq.(6.4)).
6.3 Zeros of the analytic representation of the
WMUBs
In this section consider the states in WMUB ∣X(ϑ1, ϑ2);a1, a2⟩, and using proposition
6.2.2 which is their analytic representation. We show that the zeros of their analytic
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representation are on a straight line.
Proposition 6.3.1. The d zeros of the analytic representation of the vector∣X(ϑ1, ϑ2);a1, a2⟩ where ϑn = −1, ..., dn − 1 and an ∈ Z(dn), are on a straight line and
they are given by:
(1)
ϕ(ϑ1, ϑ2;a1, a2;R) = κ − iλκ + µ
For ϑn = 0, ..., dn − 1, for n = 1,2,
κ = 2R − 12 ; λ = −ρ−1ϑd − ρ−1ϑ; µ = −id2S + id − iρ−12a2
where
R =K + 1, ...,K + d; a = a1d2 + a2d1; ϑ = ϑ1s1 + ϑ2s2 (6.42)
where ρ−1, sn are constants given in Eqs.(??), (3.59). To ensure we have the
zeros in the cell Γ, we make a convenient choice for K and S .
(2)
ϕ(−1, ϑ2;a1, a2;R) = κd1 − iλ′κ + µ′
For ϑ1 = −1 and ϑ2 = 0, . . . , d2 − 1
κ = 2R − 12 ; λ = −ϑ2 − ϑ2d2; µ′ = a1d2 − ia2 − id2 (2S − 12 )
where
R =K1 + 1, ...,K1 + d2; a = a1d2 + a2d1; S =K2 + 1, ...,K2 + d1 (6.43)
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An equivalent result holds for the case ϑ2 = −1 and ϑ1 = 0, ..., d1 − 1 which is
ϕ(ϑ1,−1;a1, a2;R) = κd1 − iλ′κ + µ′
For ϑ1 = 0, . . . , d2 − 1 and ϑ2 = −1
κ = 2R − 12 ; λ = −ϑ1 − ϑ2d2; µ′ = a2d1 − ia1 − id1 (2S − 12 )
where
R =K1 + 1, ...,K1 + d2; a = a2d1 + a1d2; S =K2 + 1, ...,K2 + d1 (6.44)
To ensure we have the zeros in the cell Γ, we make a convenient choice for K1
and K2.
(3)
ϕ(−1,−1;a1, a2;N) = −iκ + µ′′
For ϑ1 = ϑ2 = −1
µ′′ = 2a − S2d + d + i2d2 ; κ = 2R − 12
where
R =K + 1, ...,K + d a = a1d2 + a2d1 (6.45)
Appropriate choices of the ‘winding integers’ K,S, locate the zeros in the desir-
able cell.
Proof. (1) We use the single Theta function representation of ∣X(ϑ1, ϑ2);a1, a2⟩ given
in Eq.(6.29). Therefore, according to Eq(eq1) the zeros when ϑ = ϑ1s1 + ϑ2s2 =
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0, ..., d − 1 are:
− πρ−1a
d
+ iϕ(π
d
) = (2S − 1)π2 + (2R − 1)πτ2
using the definition of τ and we solve for ϕ to give;
ϕ = 2R − 12 + (2R − 1)(−ϑρ−1(d + 1))2 − −i(2S − 1)d2 − iρ−1a (6.46)
We get the result of Eqs.(6.42).
where R,S are integers, and τ is given in Eq.(6.29).
(2) We use the single Theta function representation of ∣X(−1, ϑ2);a1, a2⟩ in In Eq.(6.30).
Therefore, according to Eq(eq1) the zeros in the case ϑ2 = 0, ..., d2 − 1 are:
− πa2
d2
+ iϕ( π
d2
) − iπa1 = (2S − 1)π2 + (2R − 1)πτ2
using the definition of τ and we solve for ϕ to give;
ϕ = 2R − 12 d1 + (2R − 1)(iϑ2(d2 + 1))2 − −i(2S − 1)d22 − ia2 + a1d2 (6.47)
and we get the result of Eqs.(6.43).
R,S are integers, and τ is given in Eq.(6.30).
For similar result for the case ϑ1 = 0, ..., d2 − 1 and ϑ2 = −1, we use the single
Theta function representation of ∣X(ϑ1,−1);a1, a2⟩ in In Eq.(6.31). Therefore,
according to Eq(6.49) the zeros are:
− πa1
d1
+ iϕ( π
d1
) − iπa2 = (2S − 1)π2 + (2R − 1)πτ2
using the definition of τ and we solve for ϕ to give;
ϕ = 2R − 12 d2 + (2R − 1)(iϑ1(d1 + 1))2 − −i(2S − 1)d12 − ia1 + a2d2 (6.48)
and we get the result of Eqs.(6.44).
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R,S are integers, and τ is given in Eq.(6.31).
(3) in the case ϑ1 = ϑ2 = −1, the zeros of the Theta function in Eq.(6.32) give
πa
d
− ζ (π
d
) = (2M − 1)π2 + (2N − 1) iπ2d (6.49)
and from this follows Eq.(6.45).
In the previous chapter we have described the various vectors using two different
notations. The first notation reflects the Symplectic transformation and the second
notation uses the factorization of ϑ into ϑ1 and ϑ2. We use this same method to
express the zeros corresponding to the various vectors.
Using the first notation for the four different cases, we have
ϕ′(1, ρ−1ϑ;aρ−1) for ϑ = ϑ1s1 + ϑ2s2;
ϕ′(d1, s1 + ϑ2s2;a); for ϑ1 = −1 ϑ2 = 0, ..., d2 − 1
ϕ′(d2, s2 + ϑ1s1;a) for ϑ1 = 0, ..., d1 − 1 ϑ2 = −1
ϕ′(0,1;a) for ϑ1 = ϑ2 = −1 (6.50)
where ;a = a1d2 + a2d1; ϑn = 0, ..., dn − 1
The following notation corresponds to the second notation which reflects the fac-
torization of ϑ.
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ϕ(ϑ1, ϑ2;a1, a2) for ϑ = ϑ1s1 + ϑ2s2
ϕ(−1, ϑ2;a1, a2) for ϑ1 = −1 ϑ2 = 0, ..., d2 − 1
ϕ(ϑ1,−1;a1, a2) for ϑ1 = 0, ..., d1 − 1 ϑ2 = −1
ϕ(−1,−1;a1, a2) for ϑ1 = ϑ2 = −1 (6.51)
This is identical to the notation given in Eqs(5.7),(5.8),(5.9),(5.10) for the various
vectors.
We describe the ‘line’ of the d zeros corresponding to ∣X(ϑ1, ϑ2);a1, a2⟩ as follows;
K(ϑ1, ϑ2;a1, a2) = {ϕ(ϑ1, ϑ2;a1, a2;R); R = 1, ..., d}; ϑn ∈ Z(dn) (6.52)
Using the first notation which reflects the symplectic transformation, the lines of
the d zeros are written as
K′(1, ρ−1ϑ;a) = {ϕ′(1, ρ−1ϑ;a;R); R = 1, ..., d}
K′(d1, s1 + ϑ2s2;a) = {ϕ′(d1, s1 + ϑ2s2;a;R); R = 1, ..., d}
K′(d2, s2 + ϑ1s1;a) = {ϕ′(d2, s2 + ϑ1s1;a;R); R = 1, ..., d}
K′(0,1;a) = {ϕ′(0,1;a;R); R = 1, ..., d} (6.53)
6.4 The d2 zeros in the cell Γ, of all d vectors in the
basis W(ϑ1, ϑ2)
We have considered the d vectors in the weak mutually unbiased bases using the
analytic representation in the previous section. We now give an precise expression
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6.4 The d2 zeros in the cell Γ, of all d vectors in the basis W(ϑ1, ϑ2)
which defines the d2 zeros of the vectors. This reflects that the choices of ϑ1, ϑ2 does
not change the set of the d2 zeros and therefore could be represented as a lattice of
zeros χ(d)
Proposition 6.4.1. In the basis W(ϑ1, ϑ2), all the d2 zeros in the cell Γ is given as;
γ(m,n) =mr + in) + 12(1 + i); m,n = 0, ..., d − 1. (6.54)
and they do not depend on (ϑ1, ϑ2). We denote as χ(d) the lattice of these zeros.
Proof. For the four different cases in Proposition 6.3.1, we consider what happens in
the real and imaginary axis :
(1) In the case ϑn = 0, ..., dn − 1 for i = 1,2, we use the straight line of zeros given
in Eq. (6.42). N takes all values 1, ..., d in the real axis. As N changes, iρ−1a
generates all the required values 1, ..., d in the imaginary axis.
This is possible due to the fact that ρ−1 is invertible, then as a takes all values
in Z(d), then ρ−1a also takes all values in Z(d).
(2) In the case ϑ1 = −1 and ϑ2 = 0, ..., d2 − 1, we use the straight line of zeros given
Eq.(6.43). All the values 1, ..., d in the real axis are generated by the term
Nd1+a1d2 . This is possible due to the fact that Nd1 gives the integer multiples
of d1 and a1d2 gives the ‘in between’ values. We note that d2 is an invertible
element within Z(d1).
All required values 1, ..., d in the imaginary axis corresponding to Rd1 + a1d2, is
generated by the term i(d2S + a2).
This is possible due to the fact that Sd2 gives the integer multiples of d2 and a2
gives the ‘in between’ values.
We give an equivalent explanation for the case ϑ2 = −1 and ϑ1 = 0, ..., d1 − 1.
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6.5 Summary
(3) In the case ϑ1 = ϑ2 = −1 we use the straight line of zeros given in Eq.(6.45). The
a takes all values 1, ..., d in the real axis.
For each a, the R gives all required values 1, ..., d in the imaginary axis.
We have been able to justify that the above proof do not depend on the value of(ϑ1, ϑ2).
6.5 Summary
In this chapter, we studied the analytic representation of finite quantum systems.
Important relations such as the scalar product, orthogonality were defined. A basic
definition of Theta function was given and we gave some its important properties. A
detailed analytic representation of weak mutually unbiased bases are given with the
proofs. The proof shows that a sum of Theta function can be represented with a single
Theta function. For each analytic representation we consider the four different cases
based on the factorization of ϑ into ϑ1 and ϑ2. For each cases of ϑ1 and ϑ2 we gave
an analytic representation.
We considered the states in the WMUBs ∣X(ϑ1, ϑ2);a1, a2⟩ and we proved that the zeros
of their analytic representation are on a straight line. We gave an explicit expression
which describes this line. We used the two different notations (one which reflects the
Symplectic transformation and the other which reflect the factorized ϑ ) given in the
previous chapter for the zeros corresponding to the vector ∣X(ϑ1, ϑ2);a1, a2⟩ . A line of
the d zeros corresponding to the WMUB was described as K(ϑ1, ϑ2;a1, a2) using the
set of the d zeros. Finally the d2 zeros in the cell Γ, of al the d vectors in the basis
W(ϑ1, ϑ2) was considered. We gave an explicit expression for the d2 zeros and the
results show that they do not depend on ϑ1, ϑ2. Hence, we conclude that they fom a
lattice χ(d).
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Chapter 7
The triality between lines in finite
geometries, WMUBs, and the zeros
of their analytic representation
Earlier in chapter five, we have established the duality between WMUBs in H(d) and
lines in Π(d). In this chapter we introduce the set of the parallel lines of zeros in
the cell Γ of the d vectors in a weak mutually unbiased basis. We then characterize
these sets by the slope of the lines it contains. This allows us to establish the triality
between these three different structures.
Definition
We define the set of the d parallel lines of zeros in Γ, of the d vectors in a weak
mutually unbiased basis as
N(ϑ1, ϑ2) = {K(a;ϑ1, ϑ2)∣a ∈ Z(d)}; ϑn ∈ Z(dn) (7.1)
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We use the first notation which corresponds to Eq(6.53) to express this as
N(1, ρ−1ϑ) = {K′(1, ρ−1ϑ;a)∣a ∈ Z(d)}
N(d1, s1 + ϑ2s2) = {K′(d1, s1 + ϑ2s2;a)∣a ∈ Z(d)}
N(d2, s2 + ϑ1s1) = {K′(d2, s2 + ϑ1s1;a)∣a ∈ Z(d)}
N(0,1) = {K′(0,1;a)∣a ∈ Z(d)}. (7.2)
Each of these sets is defined by the slope of the lines it contains.
In the theorem below, we use the slopes of these lines. We also define slopes of a
line L(α,β) in Π(d) as αβ . Two lines M(α,β) and M(α′, β′) have the same slope if
αβ′ − α′β = 0 (mod d). (7.3)
Theorem 7.0.1.
(1) There exists a triality between three rather different structures which are
(i) the weak mutually unbiased bases in H(d),
(ii) the non-near linear finite geometry Π(d) associated with the phase space
Z(d) ×Z(d),
(iii) the lattice χ(d) in the cell Γ, which we also regard as a non-near linear
finite geometry Z(d). This is summarized as :
W(ϑ1, ϑ2) ↔ M(ϑ1, ϑ2) ↔ N(ϑ1, ϑ2) (7.4)
(2) Within this triality we see the following correspondence between (i) the overlap(W(ϑ1, ϑ2),W(ϑ′1, ϑ′2)) between vectors in the WMUBs (ii) common points be-
tween two lines M(ϑ1, ϑ2) and M(ϑ′1, ϑ′2) and (iii) common points between lines
of zeros K(a;ϑ1, ϑ2) in N(ϑ1, ϑ2) and K(a;ϑ′1, ϑ′2) in N(ϑ′1, ϑ′2).
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All these give the same value p(ϑ1, ϑ2∣ϑ′1, ϑ′2), where p(ϑ1, ϑ2∣ϑ′1, ϑ′2) has been
given in Eq.(4.20).
Proof.
(1) The bijective map between basis W(ϑ1, ϑ2) and lines M(ϑ1, ϑ2) was explained
earlier in (Eq.(5.15)). All we need to do now is to extend this to a triality with
lines of zeros such that there is a bijective map betweenM(ϑ1, ϑ2) andN(ϑ1, ϑ2).
We make use of the slopes which describes the two lines (i.e. lines in the geometry
Π(d) and lines of the set of zeros in χ(d)). We consider the following four cases:
1. In the case ϑn = 0, ..., dn − 1,
the slope of N(ϑ1, ϑ2) in χ(d) is ρ−1ϑ(d + 1) as given in Eq.(6.42).
For the lineM(ϑ1, ϑ2) =M(1, ρ−1ϑ) in Π(d), Eq.(4.13) gives the expression
for the line with the slope equal to ρ−1ϑ.
Since all varaibles are modulo d;
ρ−1ϑ(d + 1) = ρ−1ϑ (7.5)
This proves that the slopes are equal.
2. In the case ϑ1 = −1 and ϑ2 = 0, ..., d2 − 1, the slope of N(−1, ϑ2) in χ(d) is
given in Eq.(6.43) as ϑ2(1+d2)d1 .
Equivalently we have the slope of the line M(−1, ϑ2) =M(d1, s1 + s2ϑ2) in
Π(d) given as s1+s2ϑ2d1 in Eq.(4.14) . These two slopes are equal according
to Eq.(7.3).
Consequently for the case ϑ2 = −1 and ϑ1 = 0, ..., d1−1, the slope ofN(−1, ϑ2)
in χ(d) is given in Eq.(6.44) as ϑ2(1+d2)d1 .
Equivalently we have the slope of the line M(ϑ1,−1) =M(d2, s2 + s1ϑ1) in
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Π(d) given as s1+s2ϑ2d1 in Eq.(4.15) .
These two slopes are equal according to Eq.(7.3).
3. In the case ϑ1 = ϑ2 = −1,
From Eq.(6.45) we can infer that the N(−1,−1) in χ(d) is perpendicular
and also the line L(−1,−1) =M(0,1) in in Π(d) is represents the original
position vector which is also perpendicular.
(2) In proposition 4.4.2 we have proved that two linesM(ϑ1, ϑ2) and L(ϑ′1, ϑ′2) have
in common p(ϑ1, ϑ2∣ϑ′1, ϑ′2) points.
The analogous for basis which is (W(ϑ1, ϑ2),W(ϑ′1, ϑ′2)) = p(ϑ1, ϑ2∣ϑ′1, ϑ′2)/d was
also shown in Eq.(5.14). Now we prove an equivalent result for the lines of zeros.
We use lines W(ϑ1, ϑ2) and W(ϑ′1, ϑ′2) and assume that they have p points in
common (where p∣d).
We show that the lines K(a;ϑ1, ϑ2) and K(a;ϑ′1, ϑ′2) also have p points in common,
i.e., that ϕ(a,ϑ1, ϑ2,R) = ϕ(a,ϑ′1, ϑ′2,R′) for p pairs (R,R′). We now give a
detailed proof only for the case that all ϑn, ϑ′n = 0, ..., d − 1. The proof in the
other cases is similar.
In this case, using Eq.(4.13) we conclude that there exist p pairs (κ,κ′) such
that
(κ,κρ−1ϑ) = (κ′, κ′ρ−1ϑ′); where ϑ = ϑ1s1 + ϑ2s2. (7.6)
From this we infer that κ = κ′ (mod d) and κρ−1ϑ = κ′ρ−1ϑ′ (mod d).
Using Eq.(6.42) we show that κ = κ′ (mod d) and κρ−1ϑ = κ′ρ−1ϑ′ (mod d)
implies that
ϕ(a,ϑ1, ϑ2,R) = ϕ(a,ϑ′1, ϑ′2,R′). (7.7)
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for each of the p pairs (κ,κ′).
Therefore lines K(a;ϑ1, ϑ2) and K(a;ϑ′1, ϑ′2) also have p points in common.
For the case d = 35, this triality is shown explicitly in Table A
7.0.1 Example
We consider an example of two sets of lines of zeros in χ(25), which is analogous to
example given for basis and lines (in this case d1 = 5 and d2 = 7). They are the N(1,4)
and N(3,4). We take the line of zeros K(10; 1,4) from the set N(1,4), and the line of
zeros K(10; 3,4) from the set N(3,4) (i.e., we take as an example, a = 10). The lines
K(10; 1,4) and K(10; 3,4) which have in common the d2 = 7 zeros:
R = 3 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 2.5 + i17.5
R = 3 + d1 = 8 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 7.5 + i7.5
R = 3 + 2d1 = 13 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 12.5 + i32.5
R = 3 + 3d1 = 18 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 17.5 + i22.5
R = 3 + 4d1 = 23 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 22.5 + i12.5
R = 3 + 5d1 = 28 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 27.5 + i2.5
R = 3 + 6d1 = 33 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 32.5 + i27.5
(7.8)
If we regard the 2.5+i17.5 as ‘origin’, these three points have coordinates (0,0), (5,25)
, (10,15), (15,5), (20,30), (25,30) and (30,10) which are exactly the same as in the
example in chapter 4. Figs.4.4, 7.1 show this equivalence.
We also consider the case a = 17.
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The lines K(17; 1,4) and K(17; 3,4)have in common the d2 = 7 zeros:
R = 3 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 2.5 + i31.5
R = 3 + d1 = 8 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 7.5 + i21.5
R = 3 + 2d1 = 13 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 12.5 + i11.5
R = 3 + 3d1 = 18 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 17.5 + i1.5
R = 3 + 4d1 = 23 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 22.5 + i26.5
R = 3 + 5d1 = 28 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 27.5 + i16.5
R = 3 + 6d1 = 33 → ϕ(10; 1,4,R) = ϕ(10; 3,4;R) = 32.5 + i6.5
(7.9)
Again we regard the 2.5 + i31.5 as ‘origin’, and these seven points have coordinates(0,0), (5,25) , (10,15), (15,5), (20,30), (25,30) and (30,10) as above and as in the
example chapter 4.
It is seen that for any a, the lines K(a;ϑ1, ϑ2) in N(ϑ1, ϑ2) and K(a;ϑ′1, ϑ′2) in
N(ϑ′1, ϑ′2) have p points in common (where p = 1, d1, d2).
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Fig. 7.1 The lines of zeros of K(10; 1,4) (crosses) and line of zeros K(10; 3,4) (circles)
in the complex plane. The two lines have in common the zeros (2.5 + i17.5), (7.5 +
i7.5), (12.5 + i32.5), (17.5 + i22.5), (22.5 + i12.5), (27.5 + i2.5), (32.5 + i27.5). zi and zr
represents the imaginary and real axes respectively.
The precise correspondence of the various quantities involved in this triality, is
summarized below.
• We have ψ(d)WMUBW(ϑ1, ϑ2), ψ(d)maximal lines through the originM(ϑ1, ϑ2)
and ψ(d) sets N(ϑ1, ϑ2) of parallel lines of zeros.
• We have d orthogonal vectors in each WMUB W(ϑ1, ϑ2), d points in each
M(ϑ1, ϑ2) and d parallel lines of zeros in each set N(ϑ1, ϑ2) with each line con-
taining d zeros.
• We have overlap of two basis (W(ϑ1, ϑ2),W(ϑ′1, ϑ′2)) = p(ϑ1,ϑ2∣ϑ′1,ϑ′2)d , two lines
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Fig. 7.2 The lines of zeros of K(17; 1,4) (crosses) and line of zeros K(17; 3,4) (circles)
in the complex plane. The two lines have in common the zeros (2.5 + i31.5), (7.5 +
i21.5), (12.5 + i11.5), (17.5 + i1.5), (22.5 + i26.5), (27.5 + i16.5), (32.5 + i6.5). zi and zr
represents the imaginary and real axes respectively.
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7.1 Summary
M(ϑ1, ϑ2) and M(ϑ′1, ϑ′2) have in common p(ϑ1, ϑ2∣ϑ′1, ϑ′2) points and for any a,
the lines K(a;ϑ1, ϑ2) inN(ϑ1, ϑ2) and K(a;ϑ′1, ϑ′2) inN(ϑ′1, ϑ′2) have p(ϑ1, ϑ2∣ϑ′1, ϑ′2)
points in common.
7.1 Summary
In this chapter we have introduced the set of the parallel lines of zeros N(ϑ1, ϑ2) in Γ.
These sets are then characterized by the slopes of the lines contained in it. We have
expressed these sets in the two different notations, which are analogous to the notions
for lines and WMUBs. We defined two lines as equal if their slopes are equal. A
triality between the weak mutually unbiased bases in H(d), the non-near linear finite
geometry Π(d) associated with the phase space Z(d) × Z(d) and the lattice χ(d) in
the cell Γ was established and proved. This also confirmed that this is a a non-near
linear finite geometry Z(d).
Within this triality, we show that there is a correspondence in overlap between two
basis in the WMUB, common points between two lines in non-near linear finite geom-
etry Π(d) and common lines of zeros between two different sets of lines of zeros in the
lattice χ(d) .
In the example we gave in this chapter, we considered two sets of lines of zeros in χ(d)
and we show their common zeros. These zeros are related to the ‘R’ which defines
them as given in Eq(6.42, 6.43, 6.44, 6.45). This example is equivalent to the example
given for maximal lines. In fact by choosing one of the zeros as origin, we see that
these zeros are in fact same as coordinates which indicates the common points for the
lines. These comparison can be seen in Figs.4.4, 7.1.
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Chapter 8
Conclusion and future work
8.1 Conclusion
We have considered quantum systems with variables in Z(d) and three different struc-
tures. Precisely we have used d = d1 × d2 throughout this work.
First is Z(d) × Z(d) which is a non-near-linear geometry. Straight lines in it have
more than one point in common. There is the existence of ‘sublines’ with p points
where p is a divisor of d.
Second is the concept of weak mutually unbiased bases, which it fits naturally to
the concept of rings. The construction of weak mutually unbiased bases is based on
tensor product of the mutually unbiased bases. In the case that d is prime, Z(d) is a
field, and it is known that there are d + 1 such bases.
We establish a duality between these two structures as follows
1. The lines M(1, ρ−1ϑ), M(d1, s1 + s2ϑ2), M(d2, s2 + s2ϑ1) of Eq( 4.17, 4.18, 4.19)
corresponds to basis ∣X(1, ρ−1ϑ);aρ−1⟩, ∣X(d1, s1 + s2ϑ2);a⟩, ∣X(d2, s2 + s2ϑ1);a⟩
in Eq(5.11) respectively. This due to the fact that the symplectic transformations
used for the lines are same as the symplectic transformation for the basis.
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8.2 Future work
2. There are ψ(d) = (d2+1)(d1+1) maximal lines through the origin in Π(d). This
corresponds to set of ψ(d) weak mutually unbiased bases in H(d).
We then consider a very different problem of the analytic representation of the weak
mutually unbiased bases based on Theta functions, and its zeros. This extended the
concept of duality to a triality, with the involvement of the zeros of analytic functions
that represent the quantum states.
We have then shown that there is a triality between this analytic representation and
its zeros, the finite geometry in the Z(d) × Z(d) phase space, and the weak mutually
unbiased bases.
The appearance of lines of zeros of WMUBs in as a third component in this triality
is absolutely surprising, and it reaffirms the important role of analytic functions in the
description of quantum system.
Existing work in the general area of mutually unbiased bases is based on discrete
mathematics. The present work links them with the theory of analytic functions and
provides an alternate approach to the problem of mutually unbiased bases generally.
8.2 Future work
Due to the importance of mutually unbiased bases in ongoing research in quantum
information, we can extend this work to find the correspondence to mutually orthog-
onal Latin squares especially in higher dimensions. We can use the concept of weak
mutually unbiased bases to construct a ‘weaker’ structure for Latin squares which
accommodates higher non-prime dimensions.
Our work with Theta functions can be extended the work to find properties of
‘factorized’ Theta functions which will reflect on their zeros.
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Appendix A
For non prime d correspondence between lines in the Z(d) ×Z(d) phase space,
WMUB in the Hilbert space H(d) and zeros in the lattice χ(d)
G(21) H(21) Z(21)
W(0,1) =W(−1,−1)
W(1,0) =W(0,0)
W(1,1) =W(2,5)
W(1,2) =W(4,3)
W(1,3) =W(1,1)
W(1,4) =W(3,6)
W(1,5) =W(0,4)
W(1,6) =W(2,2)
W(1,7) =W(4,0)
W(1,8) =W(1,5)
W(1,9) =W(3,3)
W(1,10) =W(0,1)
W(1,11) =W(2,6)
W(1,12) =W(4,4)
M(0,1) =M(−1,−1)
M(1,0) =M(0,0)
M(1,1) =M(2,5)
M(1,2) =M(4,3)
M(1,3) =M(1,1)
M(1,4) =M(3,6)
M(1,5) =M(0,4)
M(1,6) =M(2,2)
M(1,7) =M(4,0)
M(1,8) =M(1,5)
M(1,9) =M(3,3)
M(1,10) =M(0,1)
M(1,11) =M(2,6)
M(1,12) =M(4,4)
N(0,1) =N(−1,−1)
N(1,0) =N(0,0)
N(1,1) =N(2,5)
N(1,2) =N(4,3)
N(1,3) =N(1,1)
N(1,4) =N(3,6)
N(1,5) =N(0,4)
N(1,6) =N(2,2)
N(1,7) =N(4,0)
N(1,8) =N(1,5)
N(1,9) =N(3,3)
N(1,10) =N(0,1)
N(1,11) =N(2,6)
N(1,12) =N(4,4)95
G(21) H(21) Z(21)
W(1,13) =W(1,2)
W(1,14) =W(3,0)
W(1,15) =W(0,5)
W(1,16) =W(2,3)
W(1,17) =W(4,1)
W(1,18) =W(1,6)
W(1,19) =W(3,4)
W(1,20) =W(0,2)
W(1,21) =W(2,0)
W(1,22) =W(4,5)
W(1,23) =W(1,3)
W(1,24) =W(3,1)
W(1,25) =W(0,6)
W(1,26) =W(2,4)
W(1,27) =W(4,2)
W(1,28) =W(1,0)
W(1,29) =W(3,5)
W(1,30) =W(0,3)
W(1,31) =W(2,1)
W(1,32) =W(4,6)
W(1,33) =W(1,4)
W(1,34) =W(3,2)
W(5,21) =W(−1,0)
M(1,13) =M(1,2)
M(1,14) =M(3,0)
M(1,15) =M(0,5)
M(1,16) =M(2,3)
M(1,17) =M(4,1)
M(1,18) =M(1,6)
M(1,19) =M(3,4)
M(1,20) =M(0,2)
M(1,21) =M(2,0)
M(1,22) =M(4,5)
M(1,23) =M(1,3)
M(1,24) =M(3,1)
M(1,25) =M(0,6)
M(1,26) =M(2,4)
M(1,27) =M(4,2)
M(1,28) =M(1,0)
M(1,29) =M(3,5)
M(1,30) =M(0,3)
M(1,31) =M(2,1)
M(1,32) =M(4,6)
M(1,33) =M(1,4)
M(1,34) =M(3,2)
M(5,21) =M(−1,0)
N(1,13) =N(1,2)
N(1,14) =N(3,0)
N(1,15) =N(0,5)
N(1,16) =N(2,3)
N(1,17) =N(4,1)
N(1,18) =N(1,6)
N(1,19) =N(3,4)
N(1,20) =N(0,2)
N(1,21) =N(2,0)
N(1,22) =N(4,5)
N(1,23) =N(1,3)
N(1,24) =N(3,1)
N(1,25) =N(0,6)
N(1,26) =N(2,4)
N(1,27) =N(4,2)
N(1,28) =N(1,0)
N(1,29) =N(3,5)
N(1,30) =N(0,3)
N(1,31) =N(2,1)
N(1,32) =N(4,6)
N(1,33) =N(1,4)
N(1,34) =N(3,2)
N(5,21) =N(−1,0)96
G(21) H(21) Z(21)
W(5,1) =W(−1,1)
W(5,16) =W(−1,2)
W(5,31) =W(−1,3)
W(5,11) =W(−1,4)
W(5,26) =W(−1,5)
W(5,6) =W(−1,6)
W(7,15) =W(0,−1)
W(7,1) =W(1,−1)
W(7,22) =W(2,−1)
W(7,5) =W(3,−1)
W(7,29) =W(4,−1)
M(5,1) =M(−1,1)
M(5,16) =M(−1,2)
M(5,31) =M(−1,3)
M(5,11) =M(−1,4)
M(5,26) =M(−1,5)
M(5,6) =M(−1,6)
M(7,15) =M(0,−1)
M(7,1) =M(1,−1)
M(7,22) =M(2,−1)
M(7,5) =M(3,−1)
M(7,29) =M(4,−1)
N(5,1) =N(−1,1)
N(5,16) =N(−1,2)
N(5,31) =N(−1,3)
N(5,11) =N(−1,4)
N(5,26) =N(−1,5)
N(5,6) =N(−1,6)
N(7,15) =N(0,−1)
N(7,1) =N(1,−1)
N(7,22) =N(2,−1)
N(7,5) =N(3,−1)
N(7,29) =N(4,−1)
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