Learning Nonlinear Dynamics and Chaos: A Universal Framework for
  Knowledge-Based System Identification and Prediction by Jiahao, Tom Z. et al.
Learning Nonlinear Dynamics and Chaos: A Universal Framework for
Knowledge-Based System Identification and Prediction
Tom Z. Jiahao1, M. Ani Hsieh1, and Eric Forgoston2∗
1University of Pennsylvania, 2Montclair State University
We present a universal framework for learning the behavior of dynamical systems from observations.
We formulate the learning task as a constrained optimization problem which can be efficiently solved
using the adjoint sensitivity method. Our scheme is flexible with regards to the choice of model,
and first-principles knowledge can be readily incorporated for hybrid learning. We demonstrate the
effectiveness of our scheme by learning a variety of systems including a stiff Van der Pol oscillator, a
chaotic Lorenz system, and the Kuramoto-Sivashinsky equation. We also include examples of hybrid
learning and learning from noisy observations.
Data-driven system identification has a rich history in
nonlinear dynamics and scientific machine learning. Vari-
ous techniques have been developed to model and predict
complex systems such as fluid dynamics and biological
processes. One approach builds on Takens’ embedding
theorem and represents systems as time delay models
by embedding the original system’s states into delayed
snapshots using an observation function [1]. Numerous
modeling schemes including polynomial basis functions [2]
and feedforward neural networks [3] were motivated by
Takens’ theorem and have been shown to work as effective
time delayed models.
Modern machine learning strategies employ recur-
rent neural networks (RNNs), long-short term memory
(LSTM), and reservoir computers (RCs). Different from
feedforward neural networks, RNNs have memory proper-
ties as a result of a feedback loop. Both LSTMs [4] and
RCs [5] are examples of RNNs that have been employed
to predict two-dimensional fluid flows [6] and to describe
the chaotic dynamics of a one-dimensional Kuramoto-
Sivashinsky model [7]. Both time delay and RNN-based
approaches model systems implicitly as they only pro-
vide outputs to the solutions of dynamical systems at
prescribed time intervals. As such, the solutions lack con-
tinuity and thus it is difficult for the models to generalize
across different initial conditions.
Recently, there has been an increased focus in devel-
oping strategies that learn the dynamics of a system by
explicitly modeling its vector field rather than its solu-
tion. Existing methods include using sparse regression to
determine the combination of basis functions that best
describes the vector field from observations [8, 9]. A
fundamental challenge with sparse regression is the need
for a predetermined library of basis functions. If the
correct terms are missing from the library, the result-
ing models may be inadequate at describing the system
dynamics. As a result, bifurcations and chaotic behav-
ior can be lost. In contrast, Chen et al. introduced a
new family of neural networks, commonly referred to as
neural ordinary differential equations (NODEs), which
combines the power of modern machine learning with the
formalism of differential equations to solve the data-driven
system identification problem [10]. NODEs formulate the
identification task as an optimization problem and most
commonly employ the adjoint sensitivity method for op-
timization [10–12]. NODEs using the adjoint sensitivity
method have since been developed to improve model
expressiveness [13], learn system dynamics from partial
observations [14], and model the dynamics of stochastic
processes [15]. Since the adjoint sensitivity method relies
on the stability of the system to ensure the correct com-
putation of gradients during optimization [16], existing
NODE variants have yet to generalize to systems with
unstable or chaotic dynamics.
In this letter we present a novel universal framework
for learning the behavior of a general class of dynamical
systems from observations. The learning task is formu-
lated as a constrained optimization problem where the
system dynamics are explicitly modeled as vector fields
using neural networks. Leveraging the memory-efficiency
of the adjoint sensitivity method, the proposed framework
generalizes the learning task to any dynamical system
including higher dimensional systems and those with un-
stable and chaotic behavior. In addition, we show how
first principle knowledge can be readily incorporated for
hybrid learning, significantly reducing the amount of data
needed for training. In summary, the contribution of this
work is a universal framework capable of: (1) modeling
and prediction of systems with complex dynamics using
neural networks; (2) bridging the gap between knowledge
and true system dynamics through hybrid learning; and
(3) leveraging inaccurately or inadequately identified mod-
els from sparse regression to recover true dynamics with
lesser data.
Problem Formulation Given a dynamical system of the
form x˙ = f (x, t,p), where p is the vector of parameters
of the function f , and x(t) ∈ Rn is the n-dimensional
state vector at time t, we begin with the system iden-
tification problem. We are given m observations of the
state from the trajectory or solution of f sampled at
T = {t1, t2, ..., tm}, ti ∈ R. We denote these observations
with the matrix Z ∈ Rm×n. The ith row of Z is the
vector z(ti) ∈ Rn, which is the observation of the state
at ti. Our goal is to approximate the function f with
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2fˆ(x, t,θ) parameterized with the vector θ based on the
given observations Z. In this work, we represent fˆ using
an artificial neural network, though it can be represented
using a linear combination of basis functions, or in the
case of parameter estimation, can assume the form of f
but with incorrect p.
We then pose this system identification task as the
following constrained optimization problem:
min
θ
L(θ)
s.t. x˙ = fˆ(x, t,θ), x(ts, z(ts)) = z(ts), ts ∈ T,
(1)
where the first constraint is the differential equation de-
fined by the vector field fˆ , the second constraint specifies
the initial conditions, and the parameters θ can then be
estimated by θ = arg minθ L(θ).
For the objective function in (1), we define an L2 loss
function between the observed trajectory and the trajec-
tory generated by fˆ given by
L(θ) =
1
m− α
m−α∑
i=1
1
α
∫ ti+α
ti
δ(ts − τ)‖x(τ, z(ti))
− z(τ)‖2dτ, (2)
where ts ∈ T is any sampling time point, and δ is the
Dirac delta function. In general, for any given initial
condition, a trajectory can be generated from fˆ using a
suitable numerical integration scheme. Thus, x(τ, z(ti))
in L(θ) is defined as the state at time τ generated by fˆ
with the initial condition x(ti, z(ti)) = z(ti) at time ti
given by
x(τ, z(ti)) = z(ti) +
∫ τ
ti
fˆ(x(ω, z(ti)), ω,θ) dω. (3)
Note that the state at tj+1 generated by fˆ with the
initial condition z(tj) is called a one-step-ahead diffeomor-
phic flow associated with fˆ . In our loss function given by
(2), the integral from ti to ti+α requires an α-step-ahead
diffeomorphism associated with fˆ , and we call α the looka-
head. While some existing work assumes α = 1 [8, 12, 17],
we have found that using larger lookahead can sometimes
yield better results. Hence we treat α as a hyperparameter
to be tuned (see Supplemental Material S6).
Method To solve the optimization problem given by
(1), we employ the adjoint sensitivity method [18] which
gives the sensitivity of a model output with respect to
its input. In our problem, the total derivative dθL of
the loss function with respect to the parameters θ is the
sensitivity we wish to evaluate. By defining an adjoint
state, the sensitivity can be efficiently computed with
constant memory cost by evaluating the adjoint state
backwards along a given trajectory (see Supplemental
Material S1 & S2). This is a marked contrast with the
alternative of backpropagation, which requires one to
Figure 1: A hybrid architecture incorporating an imperfect
vector field f˜ into the model fˆ . Outputs from the neural
network and the knowledge block f˜ are then linearly coupled.
differentiate through numerical operations, saving all of
the gradient information [10].
Knowledge In situations where partial knowledge of the
dynamics exists, incorporating such knowledge can speed
up the training process and improve model performance.
Since our learning framework directly learns the vector
field, there is high flexibility in the kind of knowledge
that can be incorporated. In this letter, we will present a
method to combine imperfect models with neural networks
to improve model performance.
Given an imperfect model f˜ as the knowledge, our
neural network fˆ takes the form x˙(t) = fˆ(x, t, f˜(x, t),θ),
where the output from f˜ at any state is linearly coupled
with fˆ using a matrix Mout, which is co-trained with the
neural network. The hybrid architecture is shown in Fig.
1. The ability to incorporate knowledge should require
less training data for the learning framework to capture
the true dynamics of the process of interest.
Results Using our universal learning framework, we
consider different dynamical systems of varying complexi-
ties. For each system, training data is simulated with a
suitable integration scheme. We validate the framework
for learning the dynamics of systems without prior knowl-
edge and with limited prior knowledge. The simulation
and training parameters are summarized in Supplemental
Material S4. Note that the training solver and its param-
eters must be chosen in a way such that it can realize the
system’s trajectories. For instance, Euler’s method with
a large step size may not suffice for stiff systems such as
the Van der Pol oscillator as it will result in numerical
instability. Selection of an appropriate training numerical
solver can be achieved using existing physical insights
into the system and available data.
The proposed framework is evaluated with respect to
its ability to reproduce the dynamics of the actual system
and to extrapolate or predict future observations. To de-
termine if a system is chaotic, we perform the 0-1 test [19]
on sufficiently long trajectories generated by that system.
The test provides a diagnostic value Kc in which Kc ≈ 1
for chaotic dynamics and Kc ≈ 0 for regular dynamics
(see Supplemental Material S3).
We first demonstrate our framework in learning the
dynamics of a stiff system. Consider the Van der Pol
oscillator, a non-conservative oscillator with a limit cycle
behavior [20]. The oscillator’s second-order differential
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Figure 2: Prediction of the stiff Van der Pol oscillator with
µ = 10. (a) Simulated trajectory (red) versus the model
predicted trajectory (dotted black). (b) True trajectory, and
(c) predicted trajectory of x as a function of time for the Van
der Pol oscillator.
(a) (b) (c)
Figure 3: Learning the chaotic Lorenz system with a neural
network without knowledge. (a) Training data (t = 0 to
t = 20). (b) Model prediction (t = 0 to t = 20). (c) Model
extrapolation (t = 20 to t = 40).
form is [21]
d2x
dt2
= µ(1− x2)dx
dt
− x, (4)
but it is often written in its first-order form as the system
of equations x˙ = y; y˙ = −x+ µ(y − x2y). This system is
known for its increasing stiffness as µ is increased. Here,
we consider the stiff Van der Pol oscillator with µ = 10.
Training data is simulated with µ = 10 and the initial
condition [x0, y0]> = [2, 0]>. The trained model correctly
captures the stiffness and limit cycle behavior of the Van
der Pol oscillator as shown in Fig. 2.
Second, we consider the chaotic Lorenz system [22]
x˙ = 10(y − x), y˙ = x(28− z)− y,
z˙ = xy − (8/3)z. (5)
We simulate training data with the initial condition
[x(0), y(0), z(0)]> = [−8, 7, 27]>. As shown in Fig. 3,
the trained model is able to capture the bistable struc-
ture of the Lorenz attractor both within and beyond the
duration of the training data. Performing the 0-1 test on
the predicted trajectory gives Kc = 1.079, showing that
the identified system has chaotic dynamics.
Next, we consider the Hopf normal form [23],
x˙ = µx+ y − x(x2 + y2),
y˙ = −x+ µy − y(x2 + y2), (6)
where µ is the system parameter which, when varied,
gives rise to a Hopf bifurcation. We incorporate the
parameter µ into our model as a third dimension to the
input vector, and set its time derivative to 0, i.e. µ˙ = 0.
(a) (b)
Figure 4: Learning the Hopf normal form. (a) Training data.
(b) The trained model interpolates between µ = −0.2 to
µ = 1.0.
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Figure 5: Trained KS model prediction on the testing data.
(a) Testing data. (b) Prediction with the trained model using
the first step of test data as the initial condition. (c)
Difference between the test data and prediction.
Training data, as shown in Fig. 4(a), is simulated with
three parameter values µ = {−0.1, 0.35, 0.8}. The trained
model correctly captures the bifurcation as shown in
Fig. 4(b). The trained model can accurately interpolate
between µ = −0.1 to µ = 0.8, and extrapolate from
µ = −0.2 to µ = 1.0, which is beyond the range of µ in
the training data.
Moreover, our framework can learn the dynamics
of spatiotemporally chaotic PDEs. Consider the one-
dimensional Kuramoto-Sivashinsky equation (KS) with
periodic boundary conditions y = y(x, t) and y(x+L, t) =
y(x, t) [24, 25]
∂y
∂t
= −y ∂y
∂x
− ∂
2y
∂2x
− ∂
4y
∂4x
. (7)
We consider a 64-grid KS equation with L = 60. The
most positive Lyapunov exponent is Λmax = 0.089, and
the Kaplan-Yorke dimension of the attractor is DKY =
13.56 [26]. We use a natural time scale, the Lyapunov
time Λmaxt, for model evaluation. Since this system is
spatially high-dimensional, we use convolutional layers in
our neural network to reduce both its dimensionality and
the number of parameters in the model. Fig. 5 shows
that the trained neural network can capture the first 4
Lyapunov times with high accuracy before the trajectories
diverge. Even after the trajectories diverge, the system
behaves similarly to the actual system.
It is also possible to perform knowledge-based learning
with our framework. First we consider a Lorenz system
with modified coefficients from (5). The modified system
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Figure 6: Learning the Lorenz system with knowledge. (a)
Training data (t = 0 to t = 8). (b) Trajectory (t = 0 to
t = 20) of the modified Lorenz system. (c) Extrapolation
(t = 8 to t = 28) using trained model with the modified
system as knowledge. (d) Trajectory (t = 0 to t = 20) of the
model identified by SINDy. (e) Extrapolation (t = 8 to
t = 28) using trained model with SINDy-identified model as
knowledge.
keeps x˙ and z˙ the same but has y˙ = x(−4.7− z) + 7.2y.
Fig. 6(b) shows the trajectory of this modified system,
which has periodic rather than chaotic behavior. We
combine this modified system with a neural network ac-
cording to the hybrid scheme shown in Fig. 1. The
training data, shown in Fig. 6(a), is generated with the
initial condition [x(0), y(0), z(0)]> = [−8, 7, 27]>. Note
that this training data has only 2/5 the length used for
training without knowledge. Fig. 6(c) shows that the
trained model restores the bistable structure and chaotic
dynamics. Performing the 0-1 test on the knowledge gives
Kc = 0.036, and the predicted trajectory gives Kc = 1.11,
showing that the trained model has chaotic dynamics.
Next, we use a SINDy-identified system as knowledge.
SINDy is a system identification method which performs
sparse regression on a library of functions [8]. When xy
and xz are excluded from the library of functions, SINDy
incorrectly identifies y˙ = −7.175x + 20.507y − 0.613yz,
and z˙ = −3.05z + 0.504x2 + 0.479y2. Both y˙ and z˙ have
incorrect nonlinearities. Fig. 6(d) shows the trajectory
of this incorrectly identified system, which has periodic
behavior. The trained model can correctly extrapolate
to capture the bistable structure as shown in Fig. 6(e).
Performing the 0-1 test on the knowledge gives Kc =
0.064, and the predicted trajectory gives Kc = 0.832,
showing that the trained model has chaotic dynamics.
We used our framework with the same amount of data
without knowledge. The neural network tends to “memo-
rize” the data and gives low training error. However when
further extrapolating in time, the trained model tends to
either a limit cycle or fixed point.
Lastly, we demonstrate our framework’s robustness to
observational noise. Considering the Lorenz system, we
use the same training data as training without knowledge
but now include Gaussian noise with zero mean and 0.1
variance (∼ N(0, 0.1)). This noisy trajectory is shown in
(a) (b) (c)
Figure 7: Learning the Lorenz system from noisy
observations. (a) Training data (t = 0 to t = 20) with
observational noise ∼ N(0, 0.1). (b) Model prediction (t = 0
to t = 20). (c) Model extrapolation (t = 20 to t = 40).
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Figure 8: Learning from noisy observations of KS equation.
(a) Testing data with ∼ N(0, 0.01) Gaussian noise. (b)
Prediction with the trained model using the first step of test
data as the initial condition. (c) Difference between the test
data and prediction
Fig. 7(a). The trained neural network correctly captures
the bistable structure for both within and beyond the
duration of the training data, as shown in Fig. 7(b) and
7(c). Performing the 0-1 test on the predicted trajectory
gives Kc = 1.10, showing that the trained neural network
possesses chaotic dynamics.
The same neural network architecture converges much
faster when trained on noisy observations of the Lorenz
system. With the Adam optimizer, the result in Fig. 7
takes 500 epochs to train on noisy observations, while the
result in Fig. 3 takes more than 3000 training epochs.
These observations are consistent with recent work that
adds noise to observations of chaotic systems to stabilize
the training process [7].
We also consider noisy observations from the KS equa-
tion. Using the same training data as learning without
knowledge, we include Gaussian noise with zero mean and
0.01 variance (∼ N(0, 0.01)). Fig. 8 shows the learning
result. Though the trained model can only accurately
predict about 1 Lyapunov time before the trajectories di-
verge, this demonstrates the effect of noise on the chaotic
dynamics, i.e. a slight perturbation in the initial condition
as a result of noise makes the trajectories diverge expo-
nentially fast. However, it can be seen that the predicted
trajectories behave similarly to the true system.
Discussion and Conclusion We have demonstrated the
universality of our framework by learning a wide variety of
systems including stiff, bifurcating, and chaotic systems.
We have also shown that with spatial convolution, our
5framework can easily scale and model high-dimensional
systems. Note that since our framework does not require
fixed time intervals for the training data, it can also learn
from irregularly sampled trajectories.
In this framework, the neural network is trained with
respect to a numerical solver which can be different from
the simulation solver used to generate the training data.
In our work, KS training data was generated using an ET-
DRK4 method, but the neural network was trained using
Euler’s method. This means that we have the freedom to
choose the training solver and its parameters depending
on our needs. For example, we can use lower order solvers
to speed up training at the expense of model accuracy,
and we can perform finer temporal interpolations by using
a smaller step size for the training solver at the expense
of training speed. This is an important feature that en-
sures excellent accuracy without sacrificing computational
speed. Moreover, it ensures that our framework can be
applied not only in the case when one has high-fidelity
simulation data, but also when one is working with real
data, that may be noisy or have missing/sparse data.
For future work, we seek to explore more hybrid-
learning approaches by incorporating different types of
knowledge. We also hope to study stochastic dynamics by
extending this work to stochastic differential equations.
Moreover, besides using spatial convolutions for dimen-
sion reduction, we will investigate parallel learning using
our framework to achieve even better scalability for very
high-dimensional systems. In addition, we plan to use
the framework to extract additional physical insight into
a wide range of dynamical systems. Given the amount
of model and real data available to us, and considering
the complexity of these systems, our universal learning
framework can be used to understand meaningful correla-
tions and establish new relationships between processes,
thereby enhancing our knowledge.
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7SUPPLEMENTAL MATERIAL
S1: Adjoint Sensitivity Method
Given the loss function
L(θ) =
1
m− α
m−α∑
i=1
1
α
∫ ti+α
ti
δ(ts − τ)‖x(τ, z(ti))
− z(τ)‖2dτ, (8)
and the optimization problem
min
θ
L(θ)
s.t. x˙ = fˆ(x, t,θ),
x(ts, z(ts)) = z(ts), ts ∈ T,
(9)
we consider the subproblem of minimizing the integral∫ ti+α
ti
δ(ts− τ) ‖x(τ, z(ti))− z(τ)‖2 dτ . The full optimiza-
tion problem is then the sum of m−α subproblems. The
subproblem is given by
min
θ
F (θ) =
∫ ti+α
ti
δ(ts − τ) ‖x(τ, z(ti))− z(τ)‖2 dτ
s.t. h(x, x˙,θ, t) = 0
g(x(ti, z(ti))) = 0,
(10)
where the first constraint is the implicit form of x˙ =
fˆ(x, t,θ) given by h(x, x˙,θ, t) = x˙ − fˆ(x, t,θ) = 0.
The second constraint specifies the initial conditions
used for the integral where x(ti, z(ti)) = z(ti) and thus
g(x(ti, z(ti)) = x(ti, z(ti))− z(ti) = 0.
The optimization algorithm is based on the adjoint
sensitivity method [18], and the full derivation can be
found in the next section. First we numerically solve
x˙ = fˆ(x, t,θ) for its trajectory forward in time from ti to
ti+α with the specified initial conditions. Then we define
the adjoint equation as:
2δ(ts − t)(x(t)− z(t))− λ>fˆx − λ˙> = 0, (11)
where λ is a continuous-time Lagrange multiplier except
at the sampling times. We then numerically solve this
equation backwards in time with the initial conditions
λ(ti+α) = 0 to obtain the trajectory of λ from t = i+ α
to t = i. Lastly the gradient of F with respect to the
parameters θ is given by its total derivative
dθF = −
∫ tj
ti
λ>fˆθdt. (12)
After obtaining the gradient, we can then perform opti-
mization with methods such as stochastic gradient descent.
Note that the Jacobians fˆx and fˆθ can be computed effi-
ciently with automatic differentiation during the forward
pass. In summary, the optimization algorithm involves
the following steps:
1. Numerically solve x˙ = fˆ(x, t,θ) forward in time
from ti to ti+α.
2. Numerically solve the adjoint equation (11) back-
ward in time from ti+α to ti using the initial condi-
tions λ(tiα) = 0.
3. Evaluate the integral (12) to obtain the desired
gradient.
For the PyTorch implementation of this optimization
algorithm, we referenced [27].
S2: Adjoint Sensitivity Method Derivation
Consider the following optimization problem
min
θ
F (θ) =
∫ tj
ti
D(x(t), t)dt
s.t. h(x, x˙,θ, t) = 0
g(x(ti), ti) = 0,
(13)
where h(x, x˙, t,θ) = x˙− fˆ(x,θ, t) = 0 and g(x(ti), ti) =
x(ti)− z(ti) = 0.
Introducing the Lagrangian, we have
L =
∫ tj
ti
D(x(t), t) + λ>h(x, x˙,θ, t)dt+ µ>g(x(ti), ti),
(14)
where λ and µ are Lagrange multipliers and λ is time-
varying. The total derivative of L with respect to θ is
dθL =
∫ tj
ti
Dxdθx+Dθ+λ
> (hx˙dθx˙+ hxdθx+ hθ) dt
+ µ>(gxdθx|ti + gθ). (15)
Consider the term λ>hx˙dθx˙ in the integrand. Using
integration by parts, we have∫ tj
ti
λ>hx˙dθx˙dt = λ>hx˙dθx|tjti−∫ tj
ti
(
λ˙>hx˙ + λ>dthx˙
)
dθxdt. (16)
Substituting (16) into (15), the Lagrangian becomes
dθL =
∫ tj
ti
(
Dx + λ
>(hx − dthx˙)− λ˙>hx˙
)
dθx+Dθ+
λ>hθdt+ λ>hx˙dθx|tjti + µ>(gxdθx|ti + gθ).
The last term is 0 since at ti, x does not depend on θ,
and g does not depend on x or θ. Also hx˙ = I and its
time derivative dthx˙ is 0. D does not directly depend on
θ so Dθ is also 0. For our problem, this expression finally
simplifies to
dθL =
∫ tj
ti
(
Dx + λ
>hx − λ˙>
)
dθx+λ
>hθdt+λ>dθx|tj .
(17)
8To avoid computing dθx inside the integral, one can
set the term in parentheses to zero, thereby giving the
adjoint equation
Dx + λ
>hx − λ˙> = 0. (18)
One can avoid computing dθx at tj in (17) by setting
λ>(tj) = 0. This is appropriate as long as the system
under consideration is an index-0 or index-1 DAE sys-
tem [18].
Lastly the total derivative of F with respect to the
parameter θ is
dθF =
∫ tj
ti
λ>hθdt.
Since hθ = −fˆθ, the expression can be rewritten as
dθF = −
∫ tj
ti
λ>fˆθdt. (19)
S3: Determining Chaos
To determine whether a system is truly chaotic, we
employ the 0-1 test proposed by Gottwald and Mel-
bourne [19]. Different from computing Lyapunov expo-
nents [28, 29], the 0-1 test directly applies to time series
data and does not require phase space reconstruction.
Additionally this test is binary, i.e., it outputs 1 if the
system is chaotic and 0 otherwise, under ideal conditions.
We briefly summarize the methodology and refer the in-
terested reader to [30] for the implementation details.
Consider a one-dimensional time series with data z(tn)
for n = 1, 2, ..., N such that the data is used to drive the
two-dimensional system given by
pc(n+ 1) = pc(n) + z(tn) cos(nc),
qc(n+ 1) = qc(n) + z(tn) sin(nc),
(20)
where c ∈ (0, pi) is a hyperparameter. For systems with
regular dynamics, pc and qc are bounded, while for chaotic
dynamics, they approximately follow Brownian motion
with zero drift [19]. Figure 9 shows trajectories of pc and
qc for the Lorenz systems exhibiting regular and chaotic
dynamics.
Let the mean square displacement for n = 1, 2, 3, ... be
given by
Mc(n) = lim
N→∞
1
N
N∑
i=1
([pc(i+ n)− pc(i)]2
+ [qc(i+ n)− qc(i)]2).
The asymptotic growth rate of this system is then
Kc = lim
n→∞
logMc(n)
log n
.
(a) (b) (c) (d)
Figure 9: Performing the 0-1 test on the chaotic and
non-chaotic Lorenz system. We use N = 10000 and c = 0.4,
with trajectories sampled with a time interval of 0.05. (a)
Trajectories of a chaotic Lorenz system. (b) Unbounded pc
and qc for the chaotic Lorenz system, with Kc = 1.12. (c)
Trajectories of a non-chaotic Lorenz system. (d) Bounded pc
and qc for the non-chaotic Lorenz system, with Kc = 0.036.
such that systems with chaotic dynamics result in Kc = 1
and those with regular dynamics result in Kc = 0. In
practice, observational data streams are finite and thus the
asymptotic growth rate is approximated using the slope
of logMc(n). Thus, when data streams are finite, Kc ≈ 1
and Kc ≈ 0 for chaotic and regular dynamics respectively.
For continuous-time systems, the trajectories must be
sampled with equal and sufficiently coarse intervals for
good results. For systems with dimension greater than
one, each dimension is tested separately and if Kc ≈ 1 for
any single dimension, then the test implies the presence
of chaotic dynamics.
In this work, for all the 0-1 tests that were performed,
we first simulated 55000 data points and discarded the first
5000 transient data points so that the tested trajectory lies
on the attractor. Then we sample the trajectory with a
sampling step size of 0.05, which provides N = 10000 data
points. We finally perform the 0-1 test on this sampled
trajectory with c = 0.4. Note that though theoretically
any values of c ∈ (0, pi) should work, it is possible for
a chaotic system to be tested as non-chaotic for some
values of c. Therefore, a more accurate approach is to
perform the 0-1 test with a range of values of c, with the
diagnostic output computed as an average.
S4: Simulation and Training Parameters
In this section, we summarize for each system the solvers
and parameters used for data simulation and neural net-
work training. For each system under consideration, a
suitable numerical integration scheme is used to simulate
observations. For example, a variable-order, variable-step
ODE solver is used to simulate the stiff Van der Pol equa-
tion while the fourth-order Runge-Kutta scheme (RK4)
generally suffices for non-stiff systems. We call this solver
the simulation solver. Since we train neural networks to
represent vector fields, trajectories must also be realized
through a numerical integration scheme, which we call
the training solver. The simulation and training solvers
and parameters are summarized in Table I.
The simulation solver and the training solver do not nec-
9System SimulationSolver ∆tsim Tsim ∆tsam
Training
Solver Lookahead
1 SciPy vode(order =15) 0.05 50 0.05
SciPy vode
(order =15) 1
2 ETDRK4 0.25 1250 0.25 Euler’s Method 2
3 RK4 0.01 10 0.02 RK4 2
4 RK4 0.01 20 0.02 RK4 2
5 RK4 0.01 8 0.02 RK4 2
6 RK4 0.01 8 0.02 RK4 2
7 RK4 0.01 20 0.02 RK4 2
Table I: Simulation and training parameters of all systems.
∆tsim is the simulation time step; Tsim is the simulation
duration; ∆tsam is the sampling time step. The systems are 1.
Van der Pol oscillator 2. KS equation 3. Hopf normal form 4.
Lorenz system (learning without knowledge) 5. Lorenz
system (learning with a modified system as knowledge) 6.
Lorenz system (learning with a SINDy-identified system as
knowldge) 7. Lorenz system (noisy observations).
Layer # of Hidden Units Activation
1 256 ReLU
Table II: Neural network architecture for learning the Hopf
normal form, Lorenz system without knowledge, and noisy
Lorenz system.
essarily need to be same, as demonstrated by our results
for learning the KS equation. Data is simulated for the KS
equation using the fourth-order Runge-Kutta exponential
time differencing (ETDRK4) integration scheme [31]. We
discard the first 1000 steps of transient data and simulate
a total of 8000 steps. Training data is taken to be the
first 5000 steps, which equates to 111.25 Lyapunov time.
Testing data is taken from the 6000th to the 8000th steps
of the simulated data.
The neural network architectures used for learning the
systems are summarized in Table II, III, IV, and V. Note
that for learning with knowledge, the output (dimension
= 3) from the neural network (Table III) is linearly cou-
pled with the output from the knowledge component with
a matrix Mout, which is co-trained with the neural net-
work. Moreover for learning the KS equation, the output
(dimension = 2048) from the convolutional layers (Table
V) is restored to the original spatial size (dimension =
64) with a linear coupling matrix, which is also co-trained
with the neural network.
Through experiments, we note that the tanh activation
Layer # of Hidden Units Activation
1 32 ReLU
2 512 ReLU
3 32 ReLU
Table III: Neural network architecture for learning with
knowledge (for both learning with a non-chaotic Lorenz
system and with a SINDy-identified incorrect system).
Layer # of Hidden Units Activation
1 512 Tanh
2 32 Softplus(β = 1.8)
Table IV: Neural network architecture for learning the Van
der Pol oscillator.
Layer Type Channel Out Kernel Size Stride Padding Activation
1 Conv 32 3 1 1 Leaky ReLU
2 Conv 256 3 1 1 Leaky ReLU
3 Conv 128 3 1 1 Tanh
4 Conv 128 3 1 1 Leaky ReLU
5 Conv 128 3 2 1 Leaky ReLU
6 Conv 128 3 2 1 None
Table V: Neural network architecture for learning the KS
equation.
function tends to encourage periodicity in the solutions,
and Leaky ReLU works better than ReLU for producing
high-dimensional chaos. Through the Van der Pol oscilla-
tor example, we have also shown that Softplus, a smooth
approximation of ReLU is also an effective activation
function for learning dynamics.
S5: Comments on SINDy
As we have mentioned, system identification methods
that use sparse regression on library of basis functions face
the fundamental challenge of choosing the correct terms.
In this section we will consider one of these methods,
Sparse Identification of Nonlinear Dynamics (SINDy) [8],
and demonstrate how it can incorrectly identify a nonlin-
ear system.
To perform SINDy, We simulate the chaotic Lorenz
system using RK4 with a step size of 0.01 from t = 0 to
t = 80 and sample training data with a step size of 0.02.
We then perform SINDy on this data using a library of
polynomials up to the fourth order. If we include the
(a) (b) (c)
Figure 10: Systems identified by SINDy using a library of
polynomial functions up to the fourth order after excluding
different nonlinearities from the function library. Each plot
shows the a trajectory for t = 0 to t = 20. (a) System
identified if all terms are included in the library. (b) System
identified if x, xy, and xz are excluded from the library. (c)
System identified if xy and xz are excluded from the library.
10
(a) (b)
Figure 11: Plots of qc against pc for the incorrectly identified
system by SINDy and the trained model using the proposed
framework. (a) Bounded qc and pc for the incorrectly
identified system by SINDy when xy and xz are excluded
from the libary of functions. Kc = 0.064. (b) Unbounded qc
and pc for the trained model using the proposed framework.
Kc = 0.832.
correct functions, i.e. x, y, z, xy, and xz in the library,
SINDy will identify the system as
x˙ = −9.913x+ 9.913y,
y˙ = 27.212x− 0.848y − 0.978xz,
z˙ = 0.988xy − 2.636z.
(21)
This identified system, as shown in Fig. 10(a), is a
very close representation of the true system. Its form in
(21) only has slightly different coefficients from the actual
system. However if the nonlinearities xz and xy are
excluded from the library of functions, SINDy identifies a
system shown in Fig. 10(c). This system is not chaotic as
the trajectory eventually forms a "8"-shaped limit cycle.
This system has the form
x˙ = −9.913x+ 9.913y,
y˙ = −7.175x+ 20.507y − 0.613yz,
z˙ = −3.05z + 0.504x2 + 0.479y2.
(22)
It can be seen that y˙ and z˙ do not have the correct
nonlinearities. If x, xz, and xy are excluded, the identified
system, as shown in Fig. 10(b), fails completely to capture
the bistable structure.
In this work, we have shown that our framework is
able to leverage the incorrectly identified system shown
in Fig. 10(c) to improve training by using it as knowledge.
We include plots of pc against qc for the incorrectly identi-
fied system and the trained neural network. As expected,
the plot for the incorrectly identified system is bounded
while the plot for the trained neural network is not, as
shown in Fig. 11.
S6: Choosing Lookahead
While using lookahead = 1 works for any systems,
a slightly larger lookahead may sometimes reduce the
training time. The choice of lookahead is based on both
the choice of the training solver and system behaviors.
If the training solver incurs significant numerical errors
at every step, the lookahead should be small. Large nu-
merical error happens if the numerical integration scheme
uses very large steps or is of low order. Since a larger
lookahead means more numerical integration steps, the
numerical errors can propagate through the trajectory
and get amplified, rendering the resulting loss inaccurate.
Moreover, if the trajectory of a system is sensitive to
slight perturbations to its initial conditions (e.g. the
system has a positive Lyapunov exponent), the chosen
lookahead should be close to 1. In this case, it’s unrea-
sonable to compare trajectories for long duration of time
since the trajectories will diverge very quickly. In contrast,
if a system is stable, the training should converge for any
choice of lookaheads.
To further illustrate, a neural network is trained with
the architecture in Table II on observations of the chaotic
Lorenz attractor with different lookaheads. The training
is stopped if the resulting trajectory gives Kc ≈ 1 and the
root mean squared error between the first 200 steps of
the predicted trajectory and true trajectory is less than 2.
The results are summarized in Table VI. It can be seen
that using a lookahead of 2 reduces the number of epochs
needed for training. The training did not converge for
using lookahead = 30.
However, the time taken for training increases linearly
with the lookahead since more numerical integration steps
need to be performed. To address this shortcoming, the
subproblems can be trained in batches to improve training
speed. We have experimentally demonstrated the effec-
tiveness of batched training with the KS equation example:
the neural network was trained on the observations in
batches and it was able to capture the spatiotemporal
chaos. Note that the proportional increase in training
time is not reflected in Table VI because the training
duration has many overheads including performing the
0-1 test every few epochs.
Lookahead # of Epochs Duration
1 1950 1.00
2 1650 1.13
3 2500 3.10
4 3900 4.39
5 1350 1.86
6 3150 4.17
7 3000 4.28
30 >5000 NA
Table VI: Training a neural network on the observations of
the chaotic Lorenz attractor with Adam and a learning rate
of 0.01 without batching. Duration is not the actual time
taken for training, but the ratio with respect to the training
time of using lookahead = 1.
