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 เครือข่ายตวัตรวจรู้ไร้สายได้ถูกพฒันาและประยุกต์ใชใ้ชง้านอย่างกวา้งขวางในหลายๆ 
ดา้น หนึ งในการประยกุตใ์ชที้ มีความสาํคญัเป็นอย่างมากคือการนาํไปประยุกต์ใชก้บัการเฝ้าระวงั
ดา้นสุขภาพ อย่างไรก็ตามเครือข่ายตวัตรวจรู้ไร้จะตอ้งสามารถส่งขอ้มูลข่าวสารที มีความสาํคัญ    
สูงได ้นอกจากนี แลว้โหนดจะตอ้งติดไปกบัตวัผูป่้วย และมีความสามารถในการรองรับชนิดของ
ขอ้มูลในการส่งผ่านที มีความแตกต่างกัน ข้อมูลที ส่งผ่านไปยงัศูนยเ์ฝ้าระวงัทางการแพทยน์ั น
จาํเป็นตอ้งมีความน่าเชื อถือสูง 
วตัถุประสงคข์องงานวิจยันี ก็คือนาํเสนอการปรับปรุงวิธีการหาเสน้ทางโดยใชค่้าตอบแทน
สาํหรับเครือข่ายตวัตรวจรู้ไร้สายต่างประเภทที ไม่ทาํงานร่วมกนัโดยใชอ้ลักอริธึมเรียนรู้แบบรีอิน
ฟอร์สเมนท์ ( reinforcement learning; RL) เ รียกว่าวิธีการเรียนรู้แบบคิว (Q-learning)                       
เมื อเปรียบเทียบกบัวิธีการเดิมที มีอยูแ่ลว้ซึ งเรียกว่าอลักอริธึมซีวีซีพี (continuous value cooperation 
protocol; CVCP) เพื อใชใ้นการรับมือร่วมกบักบัเครือข่ายตวัตรวจรู้ไร้สายต่างประเภทที ไม่ทาํงาน
ร่วมกัน งานวิจัยชิ นนี  ได้ศึกษาความแตกต่างในเชิงของชนิดขอ้มูลที ปรากฏในเครือข่ายและ             
ความแตกต่างในเชิงของอตัราการประมวลผลของโหนด 
 ผลการทดลองแสดงให้เห็นว่าอลักอริธึมวิธีการเรียนรู้แบบรีอินฟอร์สเมนท์ที นาํเสนอ
สามารถให้ประสิทธิภาพสูงกว่าอลักอริธึมซีวีซีพีที มีอยู่แลว้ในเทอมของค่าตอบแทนระยะยาว
เฉลี ยมูลฐาน (normalized average reward) สูงถึง   % อย่างไรก็ตามค่าเปอร์เซ็นต์ของ
ความสามารถในอตัราการประมวลผลของโหนดนั นจะไม่ขึ นอยู่อลักอริธึมใดๆ แต่จะขึ นอยู่กบั
สัดส่วนของชนิดของโหนดตามอตัราการประมวลผล  ผลการทดลองดงักล่าว แสดงให้เห็นถึง
ความไม่ลาํเอียงในการเลือกโหนด ทั งยงัคงรักษาความไดเ้ปรียบของค่าตอบแทนระยะยาวเฉลี ย
มูลฐาน ซึ งมีค่าสูงกว่าวิธีซีวีซีพี  ดงันั นความแตกต่างของความสามารถในการประมวลผลของ
โหนดจึงไม่ส่งผลที มีนัยสาํคญัต่อผลการทดลอง แต่อย่างไรก็ตามสาํหรับความแตกต่างในเชิง
ของชนิดของขอ้มูลข่าวสารในเครือข่ายนั นวิธีการเรียนรู้แบบรีอินฟอร์สเมนท์มีความไดเ้ปรียบ
วิธีการซีวีซีพีแบบดั งเดิมอยู่   -  % อย่างสมํ าเสมอในค่าของค่าตอบแทนระยะยาวเฉลี ยมูลฐาน 
ซึ งขึ นอยู่กบัคุณลกัษณะค่าตอบแทนตามชนิดของขอ้มูลข่าวสาร ผลการทดลองในการทดลอง
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ของเราชี ใหเ้ห็นว่าวิธีการเรียนรู้แบบรีอินฟอร์สเมนทส์ามารถนาํมาประยุกต์ใชเ้พื อปรับปรุงความ
ร่วมมือระหว่างโหนดในเสน้ทางเมื อเปรียบเทียบกบัอลักอริธึมที มีอยูแ่ลว้อยา่งเช่นวิธีการซีวีซีพีได ้
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 Wireless Sensor Networks (WSNs) have been developed and extensively 
applied in many fields. One of the most important applications is healthcare 
monitoring. However, wireless sensor networks must be able to transmit messages 
with high priority. In addition, nodes are attached to patients and should have the 
ability to handle different types of data transmission. Forwarding critical data to the 
medical surveillance center must be highly reliable.  
 The underlying aim of this research is therefore to propose an enhancement to 
an incentive-based routing scheme for non-cooperative heterogeneous mobile wireless 
sensor networks by using reinforcement learning (RL) algorithm, called Q-learning, in 
comparison to an existing scheme which has been used to deal non-cooperative 
heterogeneous mWSNs, called the continuous value cooperation protocol (CVCP) 
algorithm. The heterogeneity studied in this research covered two aspects, i.e., 
heterogeneity in terms of traffic or message classes present in the network and 
heterogeneity in terms of node processing rate capabilities. 
 The experiments results showed that proposed RL algorithm can outperform 
existing CVCP algorithms in terms of normalized average reward by up to 14%. 
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However, the percentage of node processing rate did not depend on any algorithm but 
only on the proportion of nodes of each type of node processing rate. Such result 
suggests that the advantage of the proposed method ensures a certain degree of 
fairness in node selection while maintaining the advantage of achieving higher 
normalized average reward that the CVCP method. Therefore, the heterogeneity in 
node processing rate did not significantly affect our experiment results. However, in 
presence of diverse message class heterogeneity in the network, RL consistently 
gained 2-14% of normalized average reward, depending on the reward regime of the 
message classes, over the original CVCP method. The results in our experiment 
suggest that RL can be applied to improve cooperation among routing nodes in 
comparison to an existing incentive-based algorithm like CVCP.  
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