We use consumer price data for 205 cities/regions in 21 countries to study deviations from the law-of-one-price before, during and after the major currency crises of the 1990s. We combine data from industrialised nations in North America (United States, Canada, Mexico), Europe (Germany, Italy, Spain and Portugal) and Asia (Japan, Korea, New Zealand, Australia) with corresponding data from emerging market economies in the South America (Argentina, Bolivia, Brazil, Columbia) and Asia (India, Indonesia, Malaysia, Philippines, Taiwan, Thailand). We confirm previous results indicating that both distance and border explain a significant amount of relative price variation across different locations. We also find that currency attacks have had major disintegration effects by significantly increasing these border effects, and by raising within-country relative price dispersion in emerging market economies. These effects are found to be quite persistent since relative price volatility across emerging markets today is still significantly larger than a decade ago.
I. Introduction
One of the key debates in international economics in the past years has been the apparent increasing fragility of intermediate exchange rate regimes and the adoption of corner solutions, such as free floats or hard pegs. This "hollowing out" tendency has, amongst others, been discussed in Eichengreen (1994) and Frankel (1999) , who suggest that in the presence of increasing international capital mobility exchange rate regimes characterized by intermediate degrees of flexibility are no longer viable. However, as pointed out by Wolf (2001) , in contrast to the prior reversals, the current shift against traditional pegs reflects doubts about the feasibility of announced commitments rather than about the fundamental desirability of stable rates. The corner solutions are a reflection of the fact that countries fear either the potential risks of pegging in the presence of capital flow reversals or the adverse consequences of excessive exchange rate volatility, which Calvo and Reinhart (2000) refer to as the "fear of floating syndrome".
The link between the exchange rate regime choice and economic performance has recently also received renewed attention. Wolf (2001) provides recent empirical evidence regarding the inflation and growth performance of countries under various exchange rate regime choices and regime transitions. Another important topic is the link between exchange rate regimes and economic integration. Whilst there is some consensus that financial markets have become more integrated and therefore intermediate regimes have become less viable, the evidence concerning goods (and labour) market integration is less clear, as pointed out by Knetter and Slaughter (2000) . Goods market integration is typically analysed using bilateral trade volume data in a gravity model, as in Frankel and Wei (1993) or McCallum (1995) . Typically this literature controls for a number of factors which provide an obstacle to integration, such as transportation costs (distance), -5 -America (United States, Canada, Mexico), Europe (Germany, Italy, Spain and Portugal) and the Asian-Pacific region (Japan, Korea, New Zealand, Australia) with corresponding data from emerging market economies in the South America (Argentina, Bolivia, Brazil, Columbia) and Asia (India, Indonesia, Malaysia, Philippines, Taiwan, Thailand) . Figure 1 provides a visual impression of the regional coverage of our data. To our knowledge this is by far the largest spatial price data set employed in the literature to date.
Our estimation equations are similar to the ones used in Engel and Rogers (1996 Rogers ( , 2000 : the dependent variable is the variance of changes in the log of real exchange rate across cities, and the explanatory variables include distance and "border". Since our global data set has city price data from several countries we are able to include distance and simultaneously both a border dummy variable and a measure of nominal exchange rate variability in a regression explaining the volatility of (common-currency) prices across cities. This allows us to assess separately the role of nominal exchange rate variability and the effects of a border. Since our data set also includes countries belonging to different trading blocs and exchange rate arrangements we are able to quantify separately the impact of these factors on price volatility. Our results indicate that most of the failures of the law of one price are attributable to currency volatility, but other barriers also constitute important explanatory factors. We find that, even after taking into account nominal exchange rate variability, distances between cities and the border continue to have positive and significant effects on real exchange rate volatility. We also show that common trade arrangements enhance economic integration by significantly lowering international price dispersion, whilst exchange rate regime transitions under currency attacks result in strong disintegration effects.
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Data and Econometric Methodology
As mentioned above, we use consumer price indices from 205 locations in 21 countries in Europe, the Americas and the Asian-Pacific region. The data are monthly, 3 covering the period January 1991 to June 2001. Appendix Table 1 lists the locations and data sources in the 21 countries for which we have compiled aggregate 4 CPI time series.
5
The nominal exchange rates and national inflation rates used in our study were taken from the IMF's International Financial Statistics database.
Figure 2 displays the national inflation rates and the regional inflation diversity for a selected number of countries in order to highlight the degree of regional heterogeneity in the inflation response to currency crises. From panel 2(c) it is obvious that during the Mexican crisis of 1994 the sharp increase in inflation levels also resulted in a noticeable rise in inflation dispersion across Mexican locations. The same pattern can be identified for Thailand, Indonesia, Korea and the Philippines during the Asian crisis in the second half of 1997. Interestingly, the Asian crisis is also visible in the Indian and Japanese inflation series, which display a similar pattern during this period. We will consider this effect in more detail when we discuss contagion effects later in the paper.
To our knowledge, spatial CPI data for emerging market economies were not used in previous research and even the spatial data for some of the industrialised nations included in our paper are employed for the first time in the literature. Using price indices from 205 locations would in principle allow us to construct 20910 (=205*204/2) bilateral relative prices. Furthermore, our sample of 21 countries implies that the cross-border city pairs lie across one of 210 (=21*20/2) national borders (that are not necessarily adjacent).
Note that there are a number of different types of exchange rate arrangements determining 3 For the U.S. we used bi-monthly data, which for some cities were available for odd months and for other cities for even months only. In the Pacific-based sample we moved to quarterly data since CPI data for Australia and New Zealand were available at that frequency only. See the data Appendix for details. 4 For many countries we have collected aggregate and disaggregate data for various subcategories of consumer goods (such as food, drink, tobacco, clothing, furniture, etc.) and services (such as medicare or transportation). Using these two broad categories to differentiate empirically between the prices of tradables and non-tradables allows us to quantify the Balassa-Samuelson effect of relative price movements on exchange rates during tranquil and non-tranquil periods. Due to space constraints this issue will be dealt with in a separate paper. 5 In many countries we had data available for more locations than were used in this study. Our selection was then motivated by two major aspects, that is obtaining a relatively broad regional coverage whilst at the same -7 -the nominal exchange rates of our 210 country pairs. Germany was at the heart of the Exchange Rate Mechanism (ERM) of the European Monetary System (EMS), which was a system of multilateral pegs and developed into a currency union in 1999. Argentina for part of our sample has tied its currency to the U.S. dollar by operating a currency board system and has discontinued this peg in January 2002. Most Asian countries have operated unilateral pegs vis-à-vis the U.S. dollar before the Asian crisis and were forced to float their exchange rates as a result of the currency attacks. In our empirical estimates we will consider in more detail the characteristics of these exchange rate systems by introducing a number of dummy variables for currency board arrangements, unilateral pegs, free floats, managed floats, currency unions, etc. in order to examine the "hollowing out" (Frankel, 1999) hypothesis empirically. our paper therefore supplements the recent analysis of the role of the exchange rate system in explaining economic integration as measured by bilateral trade volumes found in Rose (2000 Rose ( , 2001 and Persson (2001) by taking a pricebased approach and measuring the impact of the exchange rate system on economic integration using relative price volatility across locations within and between countries.
We are aware that there are other important determinants of economic integration between countries in addition to distance, national borders and the exchange rate system.
One key factor is the existence of formal free-trade arrangements. Some of the countries under study were members of free-trade areas such as the European Union (EU), the North important determinants of economic integration are cultural factors, such as a common language or a common history. 6 In our empirical work we will allow for these influences time aiming at using large cities with a high population number. We view the latter as a good indicator for market size, and larger markets are typically associated with more competitive price setting. 6 The 21 countries used in this study also differ along geographic, linguistic, and cultural lines. In our sample Portugal and Brazil share a common language. The same is true for Spain, Argentina, Mexico, Columbia, and Bolivia on the one side, and the United States, Canada, Australia, New Zealand and India on the other. Many countries in our sample share a common border with at least one adjacent country, some have joint borders with two or more neighbouring countries and third group of countries have no common borders with any -8 -in addition to controlling for distance and the existence of a border when estimating the impact of currency crises on economic integration.
Data Properties: Summary Statistics on Relative Volatility and Distance
We denote the log of the CPI in location j relative to that in location k as P(j,k). All prices are denominated in a common currency, the U.S. dollar. 7 We are interested in explaining the volatility of changes in P(j,k) across locations. We consider two-month changes in relative prices, ∆P(j,k) and we measure volatility as the sample variance,
, which is referred to as volatility measure 1 hereafter.
As mentioned above, we construct our measure of volatility for each of the city pairs. Our regression analysis is then based on the cross-section of volatility measures. (us-ca, us-mex, ca-mex, etc.) . A key feature of our analysis is that we draw a distinction between cases where both locations are within the same country (labelled intranational) and cases with one city in one country and the other city in a foreign country (labelled international). We also distinguish between the case where both locations are within the same continent (intra-continental) in North America, South America, Europe, Asia and the Pacific and those cases where they are on different continents (intercontinental). This distinction was introduced by Engel, Rogers and Hendrickson (1997) .
Other useful ways to characterise the global linkages between the various locations is to distinguish between industrialised and emerging market economies or to follow Mussa and Masson (199?) , who in their study of the Asian crisis used the term "monsoonal effects" to other countries in the sample. Note that our study takes explicit account of such geographic factors (common borders, physical distance) and cultural linkages (common language), which may contribute to explaining economic integration between countries. 7 We also employ a Europe-based (DM-based) and a Pacific-based (Australian dollar-based) sample to check the sensitivity of the results with respect to choice of the numeraire currency. These modifications, which are available on request, did.not affect the basic structure of our results.
-9 -denote the spill-over between Asian and Southern American emerging markets, whilst referring to the spill-over within Asia as "contagion effects". Figure 3 provides an even closer look at our data for the pre-crisis period by displaying the link between distance and relative price volatility for our 20910 city pairs in 12 separate graphs for the various intra-national, intra-continental and intercontinental combinations. Comparing panels 3(a) and 3(b) reveals that some intra-national city-pairs have a relative price volatility that is as high that of the North-American intra-continental city-pairs, but the latter tend to lie further apart. It is also obvious from panels 3(c) and 3(d) that at roughly the same distance as in North America, the South American and Asian intra-continental city-pairs display a much larger relative price volatility. Except for the Asian-Pacific panel the intercontinental city-pairs lie even further apart and also have higher volatility, but there exists a quite diverse pattern. To summarise, at a first glance the data appear to support the hypothesis of Engel and Rogers (1996) that a high relative price volatility between very distant city pairs is a good indicator of a low degree of economic integration.
Regression Analysis
Engel and Rogers (1996 Rogers ( , 2000 examine the hypothesis that the volatility of the prices of similar goods sold in different locations is related to the distance between the locations and other explanatory variables, including a dummy variable in the case of cities in different countries. Relative price volatility is the standard deviation of the difference in the log of relative prices between time t and t-2, V(∆P(j,k). As indicated above, this is referred to as measure 1 in our analysis. We also perform robustness checks in which we employ the spread between the 10th and 90th percentiles (measure 2) and a filtered measure (measure 3) as alternative measures of volatility. Our results were essentially unaffected by the specific choice of the volatility measure.
In the analysis below we present the results of our estimates of regression equations in the form:
where D(c) is a dummy variable for each city in our sample, d(j,k) is the log distance between cities j and k, B(j,k) is a dummy variable for each national border that separates cities j and k, V(∆s(j,k) ) is a measure of nominal exchange rate volatility between cities j and k located in different countries and X(j,k) are other explanatory variables, such as a dummy variable for fixed, floating or intermediate exchange rate systems or a dummy for the existence of formal free trade arrangements (NAFTA, EU, ASEAN, MERCADOR).
Note that all regressions are cross-sectional. To keep the computational task manageable, we will focus much of our analysis on a U.S.-based cross-country sample with 11026 city-pairs and check the sensitivity of our results by also employing a Europebased sample (13861 city-pairs) and a Pacific-based sample (10878 city-pairs). Note that the inclusion of separate dummies for each individual location allows the variance of price changes to vary from city to city. That is, for city pair (j,k) the dummy variables for city j and city k take on values of 1. This takes into account the possibility of idiosyncratic measurement error or seasonalities in some cities which may make their prices more volatile than others. Secondly, as Table 1 indicates, there seems to be somewhat higher average price volatility between cities in emerging markets economies as opposed to cities in industrialised countries. This may be because emerging market economies have more heterogeneous markets: either labour markets or goods markets may be less integrated, which would facilitate a greater price dispersion between locations. Alternatively, there may be differences in methodologies for recording prices that lead to greater discrepancies in prices between locations in one country compared to the other.
Following Engel and Rogers (1996) , we assume that relative price volatility will be larger the greater the distance d(j,k) between locations, due to "transportation costs." The key argument here is that in the presence of transportation costs prices in one location are not necessarily equalised to prices in another location, and that the relative price could fluctuate in a range which is likely to be a function of the transportation cost and hence the distance between the locations. Equation (1) postulates that goods markets between more distant locations are less integrated and therefore have greater price dispersion. We postulate either a log-linear (β>0) or a concave (β 1 >0 and β 2 <0) relationship between -12 -distance and relative price volatility, and we interpret "transportation costs" liberally to include any factors that make it more costly to sell goods in one location compared to another. 8 We are particularly interested in whether there is a border effect. We expect the variability of prices between cities that lie across a border to be higher than those between cities within a country, even after accounting for the effect of distance and nominal exchange rate volatility. The recent literature on pricing-to-market has examined markets that are segmented by borders, and it has been emphasised that the mark-up is likely to be different across locations and may vary with exchange rate changes. There might also be direct costs to crossing borders because of tariffs and other trade restrictions. In addition,
there may be more homogeneity in relative productivity shocks for city pairs within the same country than for cross-border city pairs, so that, from equation (1), cross-border pairs have more price volatility. 9 To capture this effect, we include a border dummy variable, (j,k) , that takes on a value of unity if cities j and k are in different countries. This border dummy is likely to capture both formal and informal international barriers to trade. We typically find the border-effect to be positive and significant.
Estimation Results
Table 2 summarises our estimation results for regression equation (1) Korea. Our border measure indicates that these Asian countries had a considerably higher degree of economic integration with the United States than Canada, for which we estimate a border coefficient of 11.3 (s.e. 0.29). 11 We attribute this to the unilateral U.S. dollar pegs operated by most of these countries in the early 1990s, and we will later attempt to discriminate between the border effect and the impact of the exchange rate system on relative price volatility. At first glance, all the positive and significant estimates of the border effects confirm the results documented by Engel and Rogers (1996 Rogers ( , 2000 that crossing an international border adds considerable volatility to relative city prices, even after accounting for the effects of distance and city-specific characteristics.
What impact did the various exchange rate crises have on these initial conditions?
Figure 4 displays for each of the four sub-periods the link between distance and relative price volatility for all 20910 city pairs. We chose an identical scale for all four panels of this graph to visualise the impact of the currency crises. We find that whilst the Mexican crisis increased the relative price volatility somewhat in panel 4(b), the Asian currency crisis had a major impact on the volatility clusters in panel 4(c). Furthermore, the data indicate that whilst the volatility clusters converge somewhat again in the last sub-sample, relative price volatility at the end of the 1990s is still considerably larger than at the start of the decade.
The impact of the currency crises on the size and significance of the border estimates is reported in Table 2 , which displays our results for the sub-periods of the Mexican, Asian and Brazilian currency crises. To visualise these results, panel (a) of Figure 5 provides a scatter-plot of our estimates for the pre-Mexican and post-Mexican variable nominal exchange rate the cross-border prices would fluctuate along with the exchange rate even if within-country prices are fairly stable. 10 Owing to data availability problems for Taiwan in the early sample we obtain only 91 (=14*13/2) border estimates in the first sub-period. 11 Our results, which disregard European and Pacific locations, identify 18 bilateral country pairs which were more integrated with each other than the U.S. and Canada were during 1991-94.
-14 -crisis. For many countries our border estimates indicates progress in economic integration since most of the estimates are below the 45° line. The major exception are the bilateral combinations with respect to Mexico and Japan. Whilst for Mexico this disintegration is clearly due to the currency crisis, the Japanese volatility pattern cannot be viewed as an outcome of this crisis. Rather, a lack of progress on liberalising trade and a weak and volatile yen are at the core of these disintegration effects. As in the pre-crisis sample, we find that both distance and most bilateral border effects are significant during the Mexicancrisis sample.
A vastly different picture is revealed by panel (b) of Figure 5 , which compares our estimates for the Mexican-crisis and the Asian crisis periods. Whilst the Mexican crisis was clearly identified as a local crisis primarily affecting the country under attack by currency speculators, the Asian crisis was a truly global phenomenon. According to our metric it brought about major disintegration effects that were no longer contained regionally. The most drastic effects are identified for Indonesia, which experienced a major surge in inflation and a vast decline in its U.S. dollar exchange rate. Another country hit hard by the Asian crisis is Korea, followed by the Philippines and Thailand. In fact, the only country in our sample that experienced some integration progress during the sample was Mexico, which in the later part of the 1990s stabilised and in part recovered from the 1994 crisis.
The latter finding raises the issue how persistent the disintegration effects of the currency crises were. Panel (c) of Figure 5 addresses this question. When we compare the early sub-sample (1991.I-1994 .XI) and the most recent data (1999.I-2001 .VI) we find that our measure of economic integration today still has not fully recovered from the successive crises in Mexico, Asian and Brazil, but at the same time considerable progress has been made in recovering from the negative global impact of these crises.
So just how damaging are currency crises? Whilst the cross-country estimates of border effects are very sensitive with respect to nominal exchange rate movements, a robust indicator of the disintegration effects of currency attacks is provided by the withincountry effects of the crises on relative price volatility between city pairs. Figure 6 displays these volatility measures for the above sub-periods. We find that the within-country disintegration effects closely resemble the cross-country effects discussed above. For -15 -example, during the Asian crisis the within-country disintegration effects are particularly pronounced for Indonesia and India, and the latter finding clearly indicates contagion within Asia. We interpret these findings as follows: whilst a large part of the cross-country evidence might be due to a nominal border effect working through the exchange rate, the former effect is a truly real effect that arises from an impact of the crisis on price dispersion within countries.
How sensitive are these results with respect to changes in functional forms or the particular volatility measure employed? To address this issue, we conducted numerous sensitivity checks, but due to space constraints we will only briefly discuss two such modifications. For the overall period (1991.I-2001.VI) our Appendix Table 2a also displays the results when the distance function is quadratic, rather than logarithmic. This is reported as specification 2, which is interesting because it allows a test for our assumption of a concave distance relationship. We find that distance has a significantly positive effect on price variability, whilst the square of distance has a significantly negative effect, as is postulated by a concave distance relationship. Again border dummy is positive and significant. Like Engel and Rogers (1996 Rogers ( , 2000 we also perform further robustness checks in which we employ alternative measures of relative price volatility based on the spread between the 10th and 90th percentiles (measure 2). The results are reported in Appendix Table 2b , which shows that these modifications do also not affect the key features of our results. In both cases we find that the coefficients on distance and the border dummies are highly significant and of the hypothesised sign.
What explains the relative sizes of these border effects? Nominal exchange rate variability is a prime candidate. Replacing the individual border dummies by one aggregate border dummy allows us to include in one regression specification both the border dummy and the variability of two-month nominal exchange rate changes, which of course is zero for all intra-national pairs. The results are reported in To identify such factors we have augmented our baseline regression by including geographic characteristics (common border, adjacency) and cultural factors (common language, common history) as well as indicators of the exchange rate regime (fixed, free float, managed float, peg, currency board, regime switch) or trade arrangement (EU, NAFTA, ASEAN, MERCADOR, GATT). The results are also reported in Table 3 . A number of features of the estimates are worth reporting. Firstly, we find that after controlling for distance border and exchange rate volatility, relative price variability is lower for two countries that are either have a common (land-)border or are adjacent, with the former having a substantially larger impact. Secondly, whilst we find no significant effect of NAFTA, membership in the ASEAN club (Indonesia, Malaysia, Philipines, Thailand) appears to have a significant negative impact on relative price volatility between its member countries as compared to the rest of the cross-section of countries. This result is robust whether or not we include Indonesia (which was most affected by the Asian crisis), or add Korea (an Asian OECD country). However, once we add Taiwan and Japan to the Asian bloc, we find a higher relative price volatility between these countries compared to the rest of the cross-section. Thus, the reduction in relative price variability appears to be related to trade integration rather than being an unspecific Asia-effect. Thirdly, our results reveal that the trade bloc variable decreases somewhat the importance of the distance effect, whilst leaving the impact of the border and nominal exchange rate volatility unaltered. Finally, our results for the impact of exchange rate management on relative price volatility confirm previous results derived by Rose (2000) using trade-based integration measures; even after controlling for distance, border, exchange rate volatility and trade bloc influences, countries which had floating exchange rates throughout the sample experienced a significantly lower than average relative price variability, whilst countries that were forced to abandon intermediate exchange rate systems had significantly higher than average relative price volatility. In this sense, speculative currency attacks clearly had a negative impact on economic integration during the 1990s.
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To check the sensitivity of our results we reproduced these estimated for various measures of month-to-month relative price variability, 12 which had no impact on our findings. To check for the impact of short-run versus medium-run exchange rate volatility we also reproduced Table 3 for the 12-month changes in relative prices and nominal exchange rates. It is obvious from Table 4 that the general structure of our results is again unaffected by this modification: neighbouring countries, members of free trade arrangements and free floaters have significantly lower than average relative price volatility, whilst countries subject to exchange rate attacks experienced a higher than average volatility.
Summary and Policy Conclusions
The key message of our paper is that the major currency crises of the 1990s have had a sizeable disintegration effect by considerably distorting the law-of-one-price between the major industrialised and emerging market economies. These effects have been quite persistent and today relative price volatility between and within emerging markets economies is still considerably larger than a decade ago. This adverse effect on economic integration arising from a significantly increase in cross-border relative price volatility is not just due to nominal exchange rate volatility. In trying to explain the relative sizes of the border effects we show that whilst controlling for nominal exchange rate variability somewhat weakens the effect of the border, the latter remains highly significant in all regressions. Our attempts to also control for geographic and cultural factors, the characteristics of the exchange rate regime or membership in free trade arrangements in all cases influences the estimated integration measures (the width of the border) somewhat, but their significance is unaltered by these sensitivity checks. For example, the trade bloc variable decreases the importance of the distance effect but leaves the impact of both the 12 As indicated above, we used volatility measures based on 1-month forecast errors and the spread between the 10th and 90th percentile. To conserve space, we do not report these estimates here but make them -18 -border and nominal exchange rate volatility unaltered. However, our results suggest that relative price volatility between cities located in two countries is lower than the sample average if these countries are neighbours, members of the same free trade arrangement or have had freely floating exchange rates throughout the 1990s. On the other hand, we find that relative price volatility is significantly higher than the sample average between countries that were forced to abandon an intermediate exchange rate system under the pressure of a speculative attack.
What are the policy implications of these findings? The literature on pricing to market has emphasised that when markets are segmented, price discrimination can occur.
The finding that distance is important in explaining global price differences between locations in the Americas, Europe, Asia and the Pacific lends support to this literature. The major currency crises are found to have greatly increased the importance of intracontinental and intercontinental borders, and to even have had adverse effects on withincountry relative price volatility. Our width-of-the-border estimates suggest that currency crises have produced a "continental drift" effect by adding to economic distance between markets. Our estimates confirm that global product markets are still quite segmented, and that segmentation has increased under the currency crises of the 1990s.
These findings suggest that policies aimed at securing a stable global financial architecture and preventing currency crises are a key ingredient in fostering trade and establishing globally integrated product markets. In particular, we find that the exchange rate regime choice plays a significant role in promoting economic integration. It is shown that intermediate regimes imply a larger relative price volatility than the corner solution of a free float.
available on request.
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IV. Data Appendix
Our data are described in detail in Appendix Table A1 . All of the price data (for all countries) are seasonally unadjusted. We use comparable price data for the aggregate consumer price index (CPI). Consumer price data are closer to being monthly average data than point-in-time data. In order to compare prices internationally we use monthly average exchange rates from the IMF (International Financial Statistics). As the basis for our regressions we calculated the inter-city relative prices. We also use data on the distance between cities as a proxy for transportation costs. We use a measure of distance obtained from the "How Far IS?" software. Our distance measure is the great-circle distance.
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