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Abstract: In this paper, we show how to construct an orthonormal basis from Riesz basis
by assuming that the fractional translates of a single function in the core subspace of the
fractional multiresolution analysis form a Riesz basis instead of an orthonormal basis. In
the definition of fractional multiresolution analysis, we show that the intersection trivi-
ality condition follows from the other conditions. Furthermore, we show that the union
density condition also follows under the assumption that the fractional Fourier transform
of the scaling function is continuous at 0. At the culmination, we provide the complete
characterization of the scaling functions associated with fractional multiresolutrion anal-
ysis.
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1. Introduction
Fourier transform is one of the most valuable and frequently used tools in signal processing
and analysis. For Fourier transform, a signal can be represented either in the time or in
the frequency domain, and it can be viewed as the time-frequency representation of a
signal. In 1980, Victor Namias [11] introduced the concept of fractional Fourier transform
(FrFT) as a generalization of the conventional Fourier transform to solve certain problems
arising in quantum mechanics. It is also referred as rotational Fourier transform or angular
Fourier transform since it depends on a parameter α which is interpreted as a rotation by
an angle α in the time-frequency plane. Like the ordinary Fourier transform corresponds
to a rotation in the time frequency plane over an angle α = 1×π/2, the FrFT corresponds
to a rotation over an arbitrary angle α = ρ×π/2 with ρ ∈ R.It has applications in different
fields like quantum mechanics [11], optics [13, 14], signal processing [4, 10, 16, 20, 23], and
image processing [5, 21, 22]. Although the FrFT has a number of attractive properties,
the fractional Fourier representation of a signal only provides overall FrFD- frequency
content with no indication about the occurrence of the FrFD spectral component at a
particular time. Since the FrFT uses a global kernel like Fourier transform, it fails in
locating the FrFD spectral contents which is required in some applications. The concept
of FrWT was initially proposed in [9], where FrFT is firstly used to derive the fractional
spectrum of a signal and wavelet transform is then performed on the obtained fractional
spectrum. Since the fractional spectrum derived by the FrFT only represents the FrFD-
frequency over the entire duration of the signal, the FrWT defined in [9] actually fails
in obtaining the information of the local property of the signal. In [3], a fractional wave
packet transform was developed and the basic idea is to introduce the wavelet basis
function to FrFT. More recently, a new FrWT was proposed in [18] based on the concept
of fractional convolution. In [17], the notion of fractional wavepacket systems in L2(R) is
introduced and the correponding frames are characterized.
Multiresolution analysis is an important mathematical tool since it provides a natural
framework for understanding and constructing discrete wavelet systems. The concept of
MRA has been extended in various ways in recent years. These concepts are generalized
to L2
(
R
d
)
, to lattices different from Zd, allowing the subspaces of MRA to be generated by
Riesz basis instead of orthonormal basis, admitting a finite number of scaling functions,
replacing the dilation factor 2 by an integerM ≥ 2 or by an expansive matrix A ∈ GLd(R)
as long as A ⊂ AZd. All these concepts are developed on regular lattices, that is the
translation set is always a group. In the heart of any MRA, there lies the concept of
scaling functions. Cifuentes et al.[1] characterized the scaling function of MRA in a general
settings .The multiresoltion analysis whose scaling functions are characteristic functions
some elementary properties of MRA of L2(Rn) are established by Madych [7]. Zhang
[24] studied scaling functions of standard MRA and wavelets. Zhang [24] characterized
support of the Fourier transform of scaling functions. Malhotra and Vashisht [6] provides
the characterization of scaling functions on Euclidean spaces. The multiresolution analysis
(MRA) associated with corresponding to FrWT [18] was then given in [19]. Since this
kind of FrWT analyze the signal in time-frequency-FrFD domain, its physical meaning
requires deeper interpretation. Another kind of FrWT which was developed in [15] solves
the issue in [18] since the analysis only involves time-FrFD domain. However, the MRA
associated with this kind of FrWT is not addressed. The main objectives of this article
are as follows:
• To show how to construct an orthonormal basis from Riesz basis by assuming that
the fractional translates of a single function in the core subspace of the fractional
multiresolution analysis form a Riesz basis instead of an orthonormal basis.
• To derive intersection triviality condition in the definition of fractional multiresolu-
tion analysis from other conditions.
• To prove that union density condition follows under the assumption that the frac-
tional Fourier transform (FrFT) of the scaling function is continuous at 0.
• To provide the characterization of the scaling functions associated with fractional
multiresolution analysis.
The rest of the article is structured as follows. In section 2, we discuss preliminaries of
fractional Fourier and fractional wavelet transforms. Section 3 is devoted to the construc-
tion of an orthonormal basis from Riesz basis. In section 4, we show that the properties
in the defintion of fractional multiresolution analysis are not independent. We show that
the intersection triviality condition in the definition of fractional multiresolution analysis
from other conditions and union density condition follows under the assumption that the
fractional Fourier transform (FrFT) of the scaling function is continuous at 0. In section 5,
we characterize the scaling functions associated with fractional multiresolution analysis.
2. Preliminaries
This section gives the basic background to the theory of fractional Fourier and wavelet
transforms which is as follows.
The fractional Fourier transform with parameter α of function f(t) is defined by
Fα
{
f(t)
}
(ξ) = fˆα(ξ) =
∫ ∞
−∞
Kα(t, ξ)f(t) dt, (2.1)
where Kα(t, ξ) is called kernel of the FrFT given by
Kα(t, ξ) =

Cα exp
{
i(t2 + ξ2)
cotα
2
− itξ csc α
}
, α 6= nπ,
δ(t− ξ), α = 2nπ,
δ(t+ ξ), α = (2n± 1)π,
(2.2)
α = ρπ/2 denotes the rotation angle of the transformed signal for FrFT, the FrFT operator
is designated by Fα and
Cα = (2πi sinα)
−1/2 eiα/2 =
√
1− i cotα
2π
. (2.3)
The corresponding inversion formula is given by
f(t) =
∫ ∞
−∞
Kα(t, ξ) fˆα(ξ) dξ, (2.4)
where
Kα(t, ξ) = (2πi sinα)
1/2 e−iα/2
sinα
· exp
{−i(t2 + ξ2) cotα
2
+ itξ csc α
}
= Cα exp
{−i(t2 + ξ2) cotα
2
+ itξ csc α
}
= K−α(t, ξ) (2.5)
and
Cα =
(2πi sinα)1/2e−iα/2
2π sinα
=
√
1 + i cotα
2π
= C−α. (2.6)
Definition 2.1. A fractional wavelet is a function ψ ∈ L2(R) which satisfies the following
condition:
Cαψ =
∫
R
∣∣∣Fα{e−i(t−ξ)2/2 cotαψ} (ξ)∣∣∣2
|ξ| dξ <∞, (2.7)
where Fα denotes the FrFT operator.
Analogous to the classical wavelets, the fractional wavelets can be obtained from a
fractional mother wavelet ψ ∈ L2(R) by the combined action of translation and dilations
as
ψα,a,b(t) =
1√
a
ψ
(
t− b
a
)
exp
{−i(t2 − b2) cotα
2
}
(2.8)
where a ∈ R+ and b ∈ R are scaling and translation parameters, respectively. If α = π/2,
then ψα,a,b reduces to the conventional wavelet basis.
Note that if ψ(t) ∈ L2(R), then ψα,a,b(t) ∈ L2(R),
‖ψα,a,b‖22 = |a|−1
∫ ∞
−∞
∣∣∣∣ψ(t− ba
)∣∣∣∣2 dt = ∫ ∞
−∞
∣∣ψ(y)∣∣2dy = ∥∥ψ∥∥2
2
.
Moreover, the fractional Fourier transform of ψα,a,b(t) is given by
Fα
{
ψα,a,b(t)
}
=
√
a exp
{
i(b2 + ξ2) cotα
2
− ib ξ csc α− ia
2ξ2 cotα
2
}
Fα
{
e−i(·)
2 cotα/2ψ
}
(aξ) (2.9)
The continuous fractional wavelet transform (FrWT) of function f ∈ L2(R) with re-
spect to an analyzing wavelet ψ ∈ L2(R) is defined as
W
α
ψ f(a, b) =
〈
f, ψα,a,b
〉
=
1√
a
∫ ∞
−∞
f(t)ψ
(
t− b
a
)
exp
{
i(t2 − b2) cotα
2
}
dt (2.10)
where ψα,a,b(t) ∈ L2(R) is given by (2.8).
The FrWT (2.10) deals generally with continuous functions, i.e. functions which are
defined at all values of the time t. However, in many applications, especially in signal
processing, data are represented by a finite number of values, so it is important and
often useful to consider the discrete version of the continuous FrWT (2.10). From a
mathematical point of view, the continuous parameters a and b in (2.8) can be converted
into a discrete one by assuming that a and b take only integral values. For a good
discritization of the wavelets, we choose a = a−j0 and b = kb0a
−j
0 , where a0 and b0 are
fixed positive constants. Hence, the discritized wavelet family is defined as
ψα,j,k(t) = a
j/2
0 ψ
(
aj0t− kb0
)
exp
{
−i t
2 − (kb0a−j0 )2
2
cotα
}
(2.11)
where the integers j and k are the controlling factors for the dilation and translation,
respectively and are contained in a set of integers. For computational efficiency, the
discrete wavelet parameters a0 = 2 and b0 = 1 are commonly used so that equation (2.11)
becomes
Fψ(j, k) :=
{
ψα,j,k(t) = 2
j/2 ψ
(
2jt− k) e−i t2−(k2−j )22 cotα, j, k ∈ Z} . (2.12)
The fractional wavelet system Fψ(j, k) is called a fractional wavelet frame, if there exist
positive constants A and B such that
A
∥∥f∥∥2
2
≤
∑
j∈Z
∑
k∈Z
∣∣〈f, ψα,j,k〉∣∣2 ≤ B∥∥f∥∥22, (2.13)
holds for every f ∈ L2(R), and we call the optimal constants A and B the lower frame
bound and the upper frame bound, respectively. A tight fractional wavelet frame refers
to the case when A = B, and a Parseval frame refers to the case when A = B = 1. On
the other hand if only the right hand side of the above double inequality holds, then we
say Fψ(j, k) a Bessel system.
3. Fractional Multiresolution Analysis on R.
We first define a fractional multiresolution analysis on R as follows (see [19]):
Definition 3.1. A fractional multiresolution analysis is defined as a sequence of closed
subspaces {V αk } ∈ L2(R) such that
(a) V αk ⊆ V αk+1, k ∈ Z;
(b)
⋃
k∈Z V
α
k is dense in L
2(R);
(c)
⋂
k∈Z V
α
k = {0};
(d) f(t) ∈ V αk if and only if f(2t)e
j
2
[(2t)2−t2] cotα ∈ V αk+1, k ∈ Z;
(e) there is a function φ ∈ V α0 , called fractional scaling function such that {φα,0,n =
φ(t− n)e−j(tn+n2) cotα : n ∈ Z} is an orthonormal basis of subspace V α0 .
In the above definition, if we assume that the set of functions {φα,0,n : n ∈ Z} form a
Reisz basis of V α0 , then φ(t) generates a generalized fractional MRA {V αm} of L2(R), then
φα,m,n(t) = 2
m
2 φ(2mt− n)e−j2 [t2−(2−mn)2−(2mt−n)2] cotα
is the orthonormal basis of {V αm}.
Given a fractional MRA {V αj : j ∈ Z}, we define another sequence {W αj : j ∈ Z} of
closed subspaces of L2(R) by
W αj = V
α
j+1 ⊖ V αj .
These subspaces also satisfy
f ∈ W αj if and only if f(2t)e
j
2
(2t)2−t2] cotα ∈ W αj+1, j ∈ Z. (3.1)
Moreover, they are mutually orthogonal, and we have the following orthogonal decompo-
sitions:
L2(R) =
⊕
j∈Z
W αj (3.2)
= V α0 ⊕
(⊕
j≥0
W αj
)
(3.3)
It should be noted that (3.2) means that the orthonormal basis for L2(R) can be con-
structed by finding out an orthonormal basis for the subspace W αj .
The following lemma is very useful in establishing various results and can be found
in [2].
Lemma 3.2. The system
{
f(t− n)e−j(tn+n2) cotα : n ∈ Z
}
of functions is an orthonormal
system in L2(R) if and only if∑
k∈Z
|Fα{f} (u+ 2kπ sinα)|2 = 1
sinα
.
Let
{
V αj : j ∈ Z
}
be a fractional MRA of L2(R). Since φα,0,0(t) ∈ V α0 ⊆ V α1 , and
{φα,1,n(t) : n ∈ Z} is orthonormal basis of V α1 , there must exist coefficient {c[k]}k∈Z such
that
φα,0,0(t) =
∑
k∈Z
c[k]φα,1,n(t)
which can be simplified as
φ(t) =
∑
n∈Z
h[n]
√
2φ(2t− n)e−j2 [t2−(n2 )2−(2t−n)2] cotα (3.4)
and the coefficient can be solved as
h[n] =
√
2
∫ ∞
−∞
φ(t)φ∗(2t− n)e j2 [t2−(n2 )2−(2t−n)2] cotαdt
By taking the FrFT on both sides of Eq. (3.4), we have
Θα(u) =
∑
n∈Z
h[n]
√
2Aα
∫ ∞
−∞
φ(2t− n)e j2 [t2−(n2 )2−(2t−n)2] cotα−jtu cscαdt
=
1√
2
e
3ju2
8
cotα
∑
n∈Z
h[n]e
jn2
8
cotα− jnu
2
cscα
×Aα
∫ ∞
−∞
φ(2t− n)e j2 [t2−(n2 )2−(2t−n)2] cotα−j(2t−n)u cscαd(2t− n)
=
1√
2
e
3ju2
8
cotα
∑
n∈Z
h[n]e
jn2
8
cotα− jnu
2
cscαΘα
(u
2
)
=
1√
2
e
3ju2
8
cotαCα
(u
2
)
Θα
(u
2
)
, (3.5)
where
Cα(u) =
∑
n∈Z
h[n]e
jn2
8
cotα− jnu
2
cscα.
By defining
Λα(u) =
1√
2
e
3ju2
2
cotαCα(u)
=
1√
2
∑
n∈Z
f [n]Aαe
jn2
2
cotα−jnu cscα.
Eq.(3.5) can be written as
Θα(u) = Λα
(u
2
)
Θα
(u
2
)
. (3.6)
It is to be noted that Λα(u) is a 2kπ sinα-periodic function since we have
Λα(u+ 2kπ sinα) =
1√
2
∑
n∈Z
f [n]Aαe
jn2
2
cotα−jn(u+2kπ sinα) cscα
=
1√
2
∑
n∈Z
f [n]Aαe
jn2
2
cotα−jnu cscα
= Λα(u).
In some of the results in this paper we only need that function of translates is a Reisz
basis of V α0 , which is weaker than being an orthonormal basis. Let H be a closed subspace
of L2(R). A system {fk : k ∈ Z} of functions in L2(R) is said to be a Reisz basis of H if
for any f ∈ H, there is a sequence {a[k] : k ∈ Z} ∈ ℓ2(Z) such that
f =
∑
k∈Z
a[k]fk with convergence in L
2(R),
and
C1
∑
k∈Z
|a[k]|2 ≤
∥∥∥∥∥∑
k∈Z
a[k]fk
∥∥∥∥∥
2
2
≤ C2
∑
k∈Z
|a[k]|2 ,
where the constants C1, C2 satisfy 0 < C1 ≤ C2 <∞ and are independent of f .
Lemma 3.3. Let φ ∈ L2(R) be such that {φα,0,n = φ(t − n)e−j(tn+n2) cotα : n ∈ Z}
forms a Reisz basis of its closed linear span with constants C1 and C2. The for a.e.
u ∈ [0, 2π sinα],
C1 ≤
∑
k∈Z
|Θα (u+ 2kπ sinα)|2 ≤ C2. (3.7)
Proof. By hypothesis, we have
C1
∑
k∈Z
|a[k]|2 ≤
∥∥∥∥∥∑
k∈Z
a[k]φ(t− n)e−j(tn+n2) cotα
∥∥∥∥∥
2
2
≤ C2
∑
k∈Z
|a[k]|2 , (3.8)
where C1 and C2 satisfy 0 < C1 ≤ C2 < ∞ and they are independent of the sequence
{a[k]} ∈ ℓ2(Z).
Let us consider the set
Ω =
{
u ∈ [0, 2π sinα] :
∑
k∈Z
|Θα (u+ 2kπ sinα)|2 > γ
}
Here we assume that Ω has positive measure. We will show that γ ≤ C2. Consider a
sequence {c[k]} ∈ ℓ2(Z) such that
χΩ(u) =
∑
k∈Z
a[k]e−2jπu for a.e. u ∈ [0, 2π sinα].
Then it implies that∥∥∥∥∥∑
k∈Z
a[k]φ(t− n)e−j(tn+n2) cotα
∥∥∥∥∥
2
2
=
∫ ∞
−∞
∣∣∣∣∣∑
k∈Z
a[k]e−2jπu
∣∣∣∣∣
2
|Θα(u)|2 du
=
∫ 2π sinα
0
∣∣∣∣∣∑
k∈Z
a[k]e−2jπu
∣∣∣∣∣
2 ∑
ℓ∈Z
|Θα(u+ 2πℓ sinα)|2 du
=
∫
χΩ
∑
ℓ∈Z
|Θα(u+ 2πℓ sinα)|2 du
≥
∫
χΩ
γdu
= γ|Ω|
By Parseval’s identity, we have
∑
k∈Z |a[k]|2 = |Ω|. Hence,∥∥∥∥∥∑
k∈Z
a[k]φ(t− n)e−j(tn+n2) cotα
∥∥∥∥∥
2
2
≥ γ|Ω| = γ
∑
k∈Z
|a[k]|2.
On comparing with (3.8), it is clear that γ ≤ C2, as required. Hence the set{
u ∈ [0, 2π sinα] :
∑
k∈Z
|Θα (u+ 2kπ sinα)|2 > C2
}
ha s measure zero. Therefore,∑
k∈Z
|Θα (u+ 2kπ sinα)|2 ≤ C2 for a.e. u ∈ [0, 2π sinα].
Similarly, considering the set
Ξ =
{
u ∈ [0, 2π sinα] :
∑
k∈Z
|Θα (u+ 2kπ sinα)|2 < γ
}
we get the left hand inequality of (3.7). 
Lemma 3.4. Let φ ∈ L2(R) such that the collection {φα,0,n(t) : n ∈ Z} is a Reisz basis
of the space
V α0 =
{∑
n∈Z
c[n]φα,0,n(t) : c[n] ∈ ℓ2(Z)
}
of L2(R) if and only if there exists positive constants A,B such that for all u ∈ I =
[0, 2π sinα], we have
A ≤ G2α,φ(u) ≤ B (3.9)
where
Gα,φ(u) =
√
2π sinα
∑
k∈Z
|Θα(u+ 2kπ sinα)|2. (3.10)
Proof. For any f(t) ∈ V α0 , we have
f(t) =
∑
n∈Z
c[n]φα,0,n(t) (3.11)
where c[n] ∈ ℓ2(Z).
On taking FrFT on both sides of (3.11), we obtain
Fα{f(t)}(u) =
√
2π c˜α(u)Θα(u) (3.12)
where c˜α(u) denotes the discrete FrFT of c[n]. By using Parseval formula of the FrFT,
we have
‖f(t)‖2L2(R) = ‖Fα{f(t)}(u)‖2L2(R)
=
∫ ∞
−∞
2π|c˜α(u)|2 |Θα(u)|2 du
=
∑
k∈Z
∫ 2π sinα
0
2π|c˜α(u+ 2kπ sinα)|2 |Θα(u+ 2kπ sinα)|2 du
=
∫ 2π sinα
0
|c˜α(u)|2G2(α, φ, u) du. (3.13)
Further, Parsevals formula for discrete FrFT yields
‖c[n]‖2ℓ2(Z) =
∑
n∈Z
|c[n]|2 =
∫ 2π sinα
0
|c˜α(u)|2 du (3.14)
Now, Eqns. (3.9), (3.13) and (3.14) yields
A‖c[n]‖2ℓ2(Z) ≤
∥∥∥∥∥∑
n∈Z
c[n]φα,0,n(t)
∥∥∥∥∥
2
≤ B‖c[n]‖2ℓ2(Z). (3.15)
It follows from (3.15) that {φα,0,n(t) : n ∈ Z} is a Reisz basis for V α0 . In particular
{φα,0,n(t) : n ∈ Z} is an orthonormal basis for V α0 if and only if A = B = 1.
Now the following results shows that if the fractional translates of a function form a
REisz basis for the spanned subspace, then there exists another function whose fractional
translates form an orthonormal basis for the same subspace.
Theorem 3.5. Suppose that {φ(t − n)e−j(tn+n2) cotα : n ∈ Z} forms a Reisz basis
of its closed linear span V α0 . Then there is a function ϕ such that {ϕα,0,n = ϕ(t −
n)e−j(tn+n
2) cotα : n ∈ Z} forms an orthonormal basis for V α0 .
Proof. By Lemma 3.4., if A = B = 1, {φα,0,n(t) : n ∈ Z} is an orthonormal basis for V α0
so that Gα,φ(u) = 1. Define ϕ so that
Fα{φ(t)}(u) = Θα(u)√
2π sinα
∑
k∈Z |Θα(u+ 2kπ sinα)|2
(3.16).
It follows from (3.7) that Fα{φ} ∈ L2(R). Hence ϕ also belongs to L2(R).It is clear from
(3.16) that ϕ(t) = φ(t). Hence {ϕα,0,n : n ∈ Z} is an orthonormal basis for V α0 if and only
if A = B = 1. Otherwise, let ϕ ∈ L2(R), then there exists a sequence {c[n]}n∈Z ∈ ℓ2(Z)
satisfies
ϕ(t) =
∑
n∈Z
c[n]φα,0,n(t)
=
∑
n∈Z
c[n]φ(t− n)e−j(tn+n2) cotα
Taking FrFT on both sides, we obtain
Fα{ϕ(t)}(u) =
√
2π sinαΓα(u)Θα(u). (3.17)
where Γα(u) denotes the DTFT of c[n]e
jn2 cotα and is 2π sinα periodic. Then by utilizing
(3.16) and (3.17), we obtain
Γα(u) =
1√
2π sinαGα,φ(u)
(3.18)
Meanwhile, since Γα(u) is 2π sinα periodic, applying (3.17) yields
Fα{ϕ}(u+ 2kπ sinα) =
√
2π sinαΓα(u)Θα(u+ 2kπ sinα)
so that
|Fα{ϕ}(u+ 2kπ sinα)|2 = 2π sinα |Γα(u)|2 |Fα{ϕ}(u+ 2kπ sinα)|2 . (3.19)
Taking a sum for all k on both sides of (3.19) yields
G2α,ϕ(u) = 2π sinα |Γα(u)|2 G2α,φ(u) (3.20)
where G2α,ϕ(u) =
√
2π sinα
∑
k∈Z |Fα{ϕ}(u+ 2kπ sinα)|2. Inserting (3.18) into (3.20)
yields Gα,ϕ(u) = 1. Then it follows from Lemma 3.4 that {ϕα,0,n(t)}n∈Z forms an or-
thonormal basis for V α0 . This completes the theorem.
4. Union density and Intersection triviality conditions
Theorem 4.1. Let {V αj : j ∈ Z} be a sequence of closed subspaces of L2(R) satisfying
conditions (a), (d) and (e) of Definition 3.1.Then,
⋂
j∈Z
V αj = {0}.
This is the case even if, in (e), we only assume that {φ(t− n)e−j(tn+n2) cotα : n ∈ Z} is a
Reisz basis.
Proof. Suppose that there exists a non- zero f ∈ ⋂j∈Z V αj , we can assume that ‖f‖2 = 1.
In particular, f ∈ V α−j for each j ∈ Z, hence if we let fj(t) = 2
j
2f(2jt) we must have
fj ∈ V α0 . Further a simple change of variables shows ‖fj‖ = ‖f‖ = 1. Since we are
assuming that {φ(t− n)e−j(tn+n2) cotα : n ∈ Z} is a Reisz basis, we can write
fj(t) =
∑
k∈Z
aj [k]φα,0,k,
with the convergence in L2(R), in such a way that
A
∑
k∈Z
∣∣aj[k]∣∣2 ≤ ‖fj‖22 = 1.
Taking fractional Fourier transform (FrFT), we can obtain
Fα{fj}(u) = Λjα(u)Θα(u),
where,
Λjα(u) =
1√
2
∑
k∈Z
aj [k]e
jn2 cotα
2
−jnu cscα,
is a 2π sinα-periodic function which belong to L2[0, 2π sinα] with norm ≤
√
2π sinα
A
. Thus
we have,
Fα{f}(u) = 2
j
2Λjα
(
2ju
)
Θα
(
2ju
)
.
Also for j ≥ 1, we have∫ 4π sinα
2π sinα
|Fα{f}(u)| du ≤ 2
j
2
{∫ 4π sinα
2π sinα
∣∣Θα(2ju)∣∣2 du}1/2{∫ 4π sinα
2π sinα
∣∣Λjα(2ju)∣∣2 du}1/2
= 2
−j
2
{∫ 2j+2π sinα
2j+1π sinα
∣∣Θα(2ju)∣∣2 du
}1/2{∫ 2j+2π sinα
2j+1π sinα
∣∣Λjα(2ju)∣∣2 du
}1/2
≤
{∫ ∞
2j+1π sinα
∣∣Θα(2ju)∣∣2 du}1/2
{
1
2j
∫ 2j+2π sinα
2j+1π sinα
∣∣Λjα(2ju)∣∣2 du
}1/2
=
{∫ ∞
2j+1π sinα
∣∣Θα(2ju)∣∣2 du}1/2
×
 12j
2j−1∑
ℓ=0
∫ 2j+2π sinα+2(ℓ+1)π sinα
2j+1π sinα+2ℓπ sinα
∣∣Λjα(2ju)∣∣2 du

1/2
≤
{∫ ∞
2j+1π sinα
∣∣Θα(2ju)∣∣2 du}1/2√2π sinα
A
.
By letting j →∞, we obtain
∫ 4π sinα
2π sinα
|Fα{f}(u)| du = 0 and we can deduce that
Fα{f}(u) = 0 a.e, on [2π sinα, 4π sinα].
On applying the same argument to 2
ℓ
2Fα{f}(2ℓu), ℓ ∈ Z, to obtain Fα{f}(u) = 0 a.e on
2ℓ[2π sinα, 4π sinα], ℓ ∈ Z. Hence Fα{f}(u) = 0 a.e on (0,∞). If we apply this argument,
with the interval [−4π sinα,−2π sinα] playing the role of [2π sinα, 4π sinα], we obtain
Fα{f}(u) = 0 a.e, on (−∞, 0). 
Theorem 4.2. Let {V αj : j ∈ Z} be a sequence of a closed subspaces of L2(R) satisfying
conditions (a), (d) and (e) of Def. 3.1. Further, assume that the function φ of condition
(e) is such that Θα is continuous at u = 0. Then the following conditions are equivalent:
(i) Θα(0) 6= 0.
(ii)
⋃
j∈Z V
α
j = L
2(R).
Moreover, when either is the case, we have |Θα(0)| = 1.
Proof. Assume that Θα(0) 6= 0. we first claim that W α =
⋃
j∈Z V
α
j is invariant under
translations. To prove this we first show thatW α is invariant under the dyadic translations
T2−ℓd, ℓ, d ∈ Z. Let f ∈ W α, therefore for given ǫ > 0, there exists j0 ∈ Z and h ∈ V αj0
such that ‖f − h‖2 < ǫ. From (a) we can deduce that h ∈ V αj for all j ≥ j0 and using (d)
and (e), we can write
h(t) =
∑
k∈Z
cj [k]φ(2jt− k)e−j2 [t2−(2−jk)2−(2jt−k)2] cotα
with convergence in L2(R). Hence ,
(T2−ℓdh)(t) = h(t− 2−ℓd)
=
∑
k∈Z
cj[k]φ
(
2j(t− 2−ℓd)− k) e−j2 [(t−2−ℓd)2−(2−jk)2−(2j(t−2−ℓd)−k)2] cotα.
If j ≥ ℓ then, φ (2j(t− 2−ℓd)− k) e−j2 [(t−2−ℓd)2−(2−jk)2−(2j(t−2−ℓd)−k)2] cotα is an element of
V αj , since 2
j−ℓd ∈ Z. Since
‖T2−ℓdf − T2−ℓdh‖2 = ‖f − h‖2 < ǫ
and ǫ is arbitrarily small, we can conclude that W α is invariant under dyadic translations.
Now, for a general τ ∈ R, we can find integers d and ℓ such that 2−ℓd is arbitrarily close
to τ , hence we can write
‖T2−ℓdf − Tτf‖2 < ǫ
and it follows that W α is invariant under all translations Tτ .
Further, as Θα(0) 6= 0 and |Θ| is continuous at 0, Θα(u) 6= 0 on (−σ, σ) for some
σ > 0. Suppose that there exists g ∈ (W α)⊥, then g is orthogonal to all f ∈ W α, and
since W α is translation invariant, we have
∫ ∞
−∞
f(t+ τ)g(t) dt = 0
for all τ ∈ R and all f ∈ W α. This equality and the Plancherel formula implies
∫ ∞
−∞
Fα{f}(u)Fα{g}(u)du = 0.
Since Fα{f}Fα{g} ∈ L1(R) this shows that Fα{f}(u)Fα{g}(u) = 0 for a.e. u ∈ R. In
particular, letting f(t) = 2jφ(2jt)e
−j
2
[t2−(2jt)2] cotα so that f ∈ V αj ⊂ W α and Fα{f}(u) =
Θα (2
−ju) . Hence Θα (2
−ju)Fα{g}(u) = 0 for a.e. u ∈ R. Since Θα (2−ju) 6= 0 if
u ∈ (−2jσ, 2jσ), we can conclude that Fα{g}(u) = 0 for a.e |u| < 2jσ. Letting j → ∞,
we see that Fα{g} = 0 a.e. and therefore g = 0. This shows that
⋃
j∈Z V
α
j = L
2(R).
Now we assume that W α =
⋃
j∈Z V
α
j = L
2(R) and let f be such that Fα{f} = χ[−1,1],
then ‖f‖22 =
1
2π sinα
‖Fα{f}‖22 =
1
π sinα
. If Pj denotes the orthogonal projection onto
V αj then we have ‖f − Pjf‖2 → 0 as j → ∞, due to (a) and our assumption. Thus
‖Pj‖2 → ‖f‖2 as j →∞. Therefore, if φα,j,k = 2 j2φ(2jt− k)e−j2 [t2−(2−jk)2−(2jt−k)2] cotα, we
have
‖Pjf‖22 =
∥∥∥∥∥∑
k∈Z
〈f, φα,j,k〉 φα,j,k
∥∥∥∥∥
2
2
→ 1
π sinα
as j → ∞, since {φα,j,k : k ∈ Z} is an orthonormal basis of V αj . By virtue of Plancherel
theorem and the fact that Fα{f} = χ[−1,1], we have
1
(2π sinα)2
∑
k∈Z
∣∣∣∣∫ ∞
−∞
Fα{f}(u)Fα{φα,j,−k(u)} du
∣∣∣∣2
=
1
(2π sinα)2
∑
k∈Z
∣∣∣∣∫ ∞
−∞
Fα{f}(u)2
−j
2 e−j2
−jku cscαΘα (2−ju) du
∣∣∣∣2
= 2j
∑
k∈Z
∣∣∣∣∣ 12π sinα
∫ 2−jπ sinα
−2−jπ sinα
Θα (ξ)e
−jkξ cscα dξ
∣∣∣∣∣
2
.
For large enough j, [−2−jπ sinα, 2−jπ sinα] ⊂ [−π sinα, π sinα] and the last expression
is 2j times the sum of squares of the absolute values of the Fourier coefficients of the
function χ[−2−j ,2−j ]Θα, thus by invoking Plancherel formula for fourier series,
2j
2π sinα
∫ 2−jπ sinα
−2−jπ sinα
|Θα(ξ)|2 dξ → 1
π sinα
as j → ∞. But, by the continuity of |Θα| at 0, the last integral expression tends to
1
π sinα
|Θα(0)|2 . Therefore, |Θα(0)| = 1 6= 0.
5. Characterization of Fractional Scaling Function
In this section we will characterize those functions that are scaling functions for fractional
MRA of L2(R). For that we should clarify what we mean by scaling function for fractional
MRA.
For a given function φ ∈ L2(R), we define the closed subspaces {Vj : j ∈ Z} of L2(R) as
follows
V α0 = span{φ(t− n)e−j(tn+n
2) cotα : k ∈ Z}
and
V αj =
{
f : f(2−jt)e
−j
2
[(2−jt)2−t2] cotα ∈ V α0
}
for j ∈ Z\{0}.
we say that φ ∈ L2(R) is a scaling function for a fractional multiresolution analysis
of L2(R) if the sequence of fractional closed subspaces {V αj : j ∈ Z} as defined above
constitutes a fractional multiresolution analysis of L2(R).
Theorem 5.1. A function φ ∈ L2(R) is a fractional scaling function for a fractional MRA
if and only if
∑
k∈Z
|Θα(u+ 2kπ sinα)|2 = 1
sinα
for a.e. u ∈ [0, 2π sinα]; (5.1)
lim
j→∞
∣∣Θα(2−ju)∣∣ = 1 for a.e. u ∈ R; (5.2)
and there exists a 2π sinα-periodic function Λα such that
Θα(2u) = Λα(u)Θα(u) for a.e. u ∈ R (5.3)
Proof. Suppose that φ is a scaling function for fractional MRA. Then {φα,0,n = φ(t −
n)e−j(tn+n
2) cotα : n ∈ Z} is an orthonormal system in L2(R) which is equivalent to (5.1)
by Theorem 3.2. Also (5.3) follows from (3.6) . Now we proceed to prove (5.2) as follows.
Since {V αj : j ∈ Z} is an MRA for L2(R), we have
⋃
j∈Z V
α
j = L
2(R). Following the second
part of the proof of the Theorem (), we have
lim
j→∞
1
2π sinα
∫ 2π sinα
0
∣∣Θα (2−ju)∣∣ du = 1.
Using (5.3) in (5.1) , we get
1
sinα
=
∑
k∈Z
|Θα (2u+ 2kπ sinα)|2
=
∑
k∈Z
|Λα (u+ kπ sinα)|2 |Θα (u+ kπ sinα)|2
= |Λα(u)|2
∑
ℓ∈Z
|Θα (u+ 2ℓπ sinα)|2 + |Λα (u+ kπ sinα)|2
∑
ℓ∈Z
|Θα (u+ (2ℓ+ 1)π sinα)|2 .
Thus for all u ∈ R, we obtain
|Λα(u)|2 + |Λα (u+ π sinα)|2 = 1.
In particular, this shows that
|Λα(u)| ≤ 1 for a.e., u ∈ R
.
This inequality and (3.4) shows that |Θα(2−ju)| is non decreasing for almost every u ∈ R
as j →∞.
Letting
g(u) = lim
j→∞
∣∣Θα(2−ju)∣∣ ,
Since by Theorem 3.2, we have |Θα(u)| ≤ 1 a.e., by Lebesgue dominated convergence
theorem it now follows that
12π sinα
∫ 2π sinα
0
g(u) du = 1,
and (5.2) then follows as for all u ∈ R, 0 ≤ g(u) ≤ 1.
We now proceed to prove the converse. Assume that (5.1),(5.2) and (5.3) are satisfied.
The orthonormality of {φ(t− n)e−j(tn+n2) cotα : k ∈ Z} is equivalent to (5.1), as observed
earlier. This fact along with the definition of V α0 gives us (e) of the definition of fractional
MRA.
The definition of the subspaces V αj also show that f ∈ V αj holds if and only if
f(2t)e
j
2
[(2t)2−t2] cotα ∈ V αj+1, which is (d) of the definition of the fractional MRA. Now, for
each j ∈ Z, we claim
V αj =
{
f : fˆα(2
ju) = µj(u)Θα(u) for some 2π sinα− periodic function µj ∈ [0, 2π sinα]
}
.
(5.4)
This claim is established by expressing f(2−jt)e
j
2
(2−jt)2−t2] cotα ∈ V α0 as a linear combina-
tion of {φ(t− n)e−j(tn+n2) cotα : k ∈ Z} and then taking Fourier transforms.
To prove the inclusion V αj ⊂ V αj+1, it is enough to show that V α0 ⊂ V α0 . By (5.4),
given f ∈ V α0 , there is an 2π sinα− periodic function µ0 ∈ L2[0, 2π sinα] such that
fˆα(2u) = µ0(2u)Θα(2u).
Thus, using (5.3), we get
fˆα(2u) = µ0(2u)Λα(u)Θα(u).
It is clear that the function µ0(2u)Λα(u) is 2π sinα- periodic function. Now∫ 2π sinα
0
|µ0(2u)|2 |Λα(u)|2 du ≤
∫ 2π sinα
0
|µ0(2u)|2 <∞,
as |Λα(u)| ≤ 1 for a.e. u ∈ [0, 2π sinα]. Hence, the function µ0(2u)Λα(u) belongs to
L2[0, 2π sinα]. Again by (5.4), f ∈ V α1 .
We have already seen in Theorem 4.1 that property (c) in the definition of fractional
MRA follows from (a), (d) and (e). Now it remains to prove only one property, i.e., we
have to show that
⋃
j∈Z
V αj = L
2(R).
Let Pj be the projection on V αj . It suffices to show that
‖Pjf − f‖22 = ‖f‖22 − ‖Pjf‖22 → 0 as j →∞.
Furthermore, we assume that our f ∈ L2(R) is such that fˆα has compact support. Since{
2
j
2φ(2jt− k)e−j2 [t2−(2−jk)2−(2j t−k)2] cotα : k ∈ Z
}
is an orthonormal basis of V αj and for
large positive j, fˆα(2
ju) has support in [−π sinα.π sinα],
‖Pjf‖22 = 2−j
∑
k∈Z
∣∣∣∣∫ ∞
−∞
f(t)φ(2jt− k)e−j2 [t2−(2−jk)2−(2jt−k)2] cotα2j dt
∣∣∣∣2
= 2−j
∑
k∈Z
∣∣∣∣∫ ∞
−∞
f(2−jt)φ(t− k)e−j2 [t2−k2−(t−k)2] cotα dt
∣∣∣∣2
= 2j
∑
k∈Z
∣∣∣∣ 12π sinα
∫ π sinα
−π sinα
fˆα(2
ju)Θα(u) du
∣∣∣∣2
=
2j
2π sinα
∫ π sinα
−π sinα
∣∣∣fˆα(2ju)Θα(u)∣∣∣2 du
=
1
2π sinα
∫ 2jπ sinα
−2jπ sinα
∣∣∣fˆα(ξ)Θα(2−jξ)∣∣∣2 du
→ 1
2π sinα
∫ ∞
−∞
∣∣∣fˆα(ξ)∣∣∣2 dξ = ‖f‖22
as j →∞ because of the dominated convergence theorem.
Remark: The Characterization given in Theorem 5.1 shows that if φ is a scaling function
for a fractional MRA, then the function Υ, defined by Fα{Υ}(u) = |Θα(u)|, is also a
scaling function for fractional MRA of L2(R).
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