A method is presented that can extend the range of convergence for the least-squares minimization technique in nonlinear systems. The problem of determining directly the positions of atomic coordinates in a crystal from the measured intensities of x-ray scattering is used to illustrate the method. The minimization is facilitated by altering the minimization function in a way that reduces the number of false minima and, in addition, by altering the character of the false minima from time to time by changing the particular deck of data that is used and the values of a variety of parameters that may occur in the defining equations. With a structure consisting of 30 equal atoms in space group P1 and the use of exact data with a Cray XMP/216 computer, convergence to a global minimum was generally obtained, from a random positioning of the 90 coordinates, in a few minutes. Convergence within an hour for a 40-atom problem was much more sporadic, showing a considerable decrease in success with the increase in complexity. The possibility of extending the method to other mathematical systems is apparent.
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With the intensity equations appropriate to crystal structure determination as an example, a methodology is illustrated for overcoming the entrapment ofleast-squares functions caused by false minima, thereby facilitating the determination of global minima. The basic concepts contained in this approach are as follows.
(i) Modification of the character of the defining equations so as to reduce the population of false minima in the leastsquares function while preserving the location of global minima.
(ii) Alteration, from time to time, of the shape of the minimization function so that the remaining false minima may change in their number and location, while the location of global minima does not change.
The motivation for item i is clear. For the same number of defining equations, for example, a space that has many fewer false minima could be expected, in general, to be more amenable to the application of minimization techniques. The motivation for item ii derives from the possibility that the alterations of the shape of the minimization function, coupled with the driving pressure of the least-squares technique, would be useful in guiding the variables to their values at a global minimum.
A variety of cases can arise. There may be an infinite number of acceptable global minima for a problem of interest. This is the case for the examples discussed in this article. Serious interference with the process can arise if there is excessive occurrence of deep but false minima having values that are comparable to those for the minima or minimum of interest. In many cases, it should be possible to determine whether such false minima are obtained by the least-squares process, by testing the minima against data that were not used to discover them.
The Crystal Structure Problem
Crystal structures are ideally composed of atomic arrangements that repeat periodically in three dimensions. A repetitive unit is contained in a volume called the unit cell that may be described in terms of a conveniently chosen set of reference axes. If the atomic arrangement in a unit cell is known, the atomic arrangement in the entire crystal is known. Here we are concerned with the problem of locating the equilibrium positions of atoms whose surrounding electron density distributions are approximated as spherical. In this presentation, the atoms are to be located solely by use of the intensities of scattering. Alternatively, this problem has been largely solved by the intermediate use of the so-called phases of the diffracted waves.
There is motivation for pursuing the approach followed here despite the considerable success in structure determination already achieved by the use of phases. The method considered here, which may be described as the use of dynamic alteration of the minimization function, may have applicability to other problems.
The electron density distribution in a crystal represents the structure of a crystal since the maxima of this distribution locate the centers of the atoms. Consistent with the threedimensional periodicity of a crystal, the electron density distribution p(r) can be described by a Fourier series,
[Il where V is the volume of the unit cell, r is a vector whose components locate a point in the unit cell, and h is a vector whose integral components label imaginary planes that cut through the crystal. The components of h are the integers h, k, and 1, whose values are inversely proportional to the intercepts of the corresponding planes on the axes chosen to define the unit cell. The coefficients Fh, called structure factors, are real or complex numbers that represent characteristics of the x-ray scattering that can be associated with the planes h.
The structure factors may be written Fh = lFhlexp(ioh), [2] where the angle oh is the phase associated with Fh. By performing the Fourier inversion of Eq. 1 and replacing the integral expression for the Fourier coefficient by a sum, since p(r) can be represented as a sum of N discrete, rather accurately known atomic electron distributions per unit cell, we obtain N JFhbexp(i4h) = E fihexp(27irthrj), [3] where fjh is the atomic scattering factor, the amplitude of There is another form for Eq. 4 that is convenient to use in which the atomic scattering factors are essentially constant, corresponding to the scattering from atoms that are essentially points. The transformation that is used yields so-called normalized structure factor magnitudes IEhl from the JFhI, as follows: lEhbI = lFhbI >E 4jh), [5] where e' is a factor dependent upon the nature of the components ofh and the space group (2) . An additional useful assumption can be made, namely that fjh-Zjfhb [6] wherefb is regarded as a universal shape function for atomic scattering factors and Zj is the atomic number ofthejth atom. This assumption is quite accurate when a structure contains only atoms having atomic numbers that are close in valuee.g., an organic compound consisting of C, N, and 0 in addition to H, which scatters relatively weakly.
With the use of Eqs. 5 and 6, Eq. [7]
Eq. 4 or 7, as preferred, can form the basis for the procedures to be described. If we were to base the minimization on the observed normalized structure factor magnitudes squared, IEhobs, the function to be minimized would be E (jEh s -_ EhbIac)2 [8] where IEhlcc is obtained from computation of the right side of Eq. 7. Instead of using Eq. 7 as a set of simultaneous defining equations, attempts were made to modify the defining equations with the objective of improving the shapes of the minimization functions. The latter can be written more generally as [9] where f implies the usual "function of."
Modification of Defining Equations
Consistent with item i in the Introduction, some simple numerical calculations were carried out in one dimension in the attempt to discover defining equations that would produce improved minimization functions. quire the use of two atoms, one with fixed coordinate and the second with a variable coordinate. Fig. 1 shows the results of some of the experiments. It is a plot of the values of the minimization functions (residuals) versus the values of the variable coordinate. In all the calculations, 12 data were used (h -1, 2, . . . , 12) and the coordinates of the atoms were, in fractional coordinates, 0.10 and 0.37. The coordinate 0.10 was held fixed in the calculation ofthe minimization function to establish an origin but not an enantiomorph. Since no enantiomorph is specified, there is also a minimum at 0.10 + (0.10 -0.37) = -0.17, which, because of periodicity, is equivalent to 0.83. Note that the patterns are symmetric about the points 0.10 and 0.60. Fig. 1 is based on the use of Eqs. 7 and 9, where fl(IEhI2) = exp(-acs2)IEhI2.
[10]
a is given selected values, s = sin O/A, 20 is the angle between the incident and reflected beams, A is the wavelength of the incident radiation, and s can also be expressed in terms of h or, more generally, in terms of h and appropriate reference axes for three dimensions (3). The minimization functions in Fig. 1 differ from each other by the values of a. It is apparent that for a = 0 and 1, there are false minima that would prevent a least-squares process from reaching a global minimum. For a = 3, essentially any arbitrary starting point for the unknown coordinate would be brought to a global minimum by a least-squares process. For this simple example, a change in the minimization function afforded a general solution to the global minimum problem. There is no reason, however, to assume that such an alteration would lead to a general solution in a multidimensional space. Nevertheless, an improvement in the minimum function may well ensue. Two types of minimization functions that have been considered and have proven to be useful with fairly complex problems are Eqs. 10 and 11. f2(IEhI2) = exp(-as2)(e1 + IEhI2) ln[e2 + exp(-as2)(El + IEhI2)v], [11] where a, El, E2, and v are parameters whose values can be selected. Calculations similar to those for Fig. 1 that make use of the minimization function 11 have also been performed. As indicated in the legend for Fig. 1 , parameters for Eq. 11 could be readily found that gave similar curves. The larger values for a in both Eq. 10 and Eq. 11 gave curves in which the only minima were the global minima.
Eq. 11 has also been associated with a weighting function for each of the defining equations of the form sin 2irhE sin 2irkE sin 2vle 2fhE 2 frkE 27rle [12] where the components of h are given by h (h, k, l) and E is a variable whose values are to be selected. There are evidently a number of parameters whose values can be varied in the course of a minimization calculation.
Rolling
Item ii in the Introduction concerns the alteration, from time to time, of the shape of the minimization function. The process for achieving this is called "rolling." The meaning of rolling and how it is carried out will now be illustrated. Let us first consider rolling of the data. For this purpose, we select a set of data ("Store"), a subset of the data ("Deck") that varies in content from time to time during the calculation, and a smaller subset ("Roll") that also varies in content in the course of the minimization. For the crystal structure problem, the data have been chosen from the range s,,, < s < sl,, where smin is the lowest value of s for which diffraction takes place and Smut is some selected value of s that gives a desired number of data. The Deck and the Roll are selected from the Store. The number of data in the Deck plus the Roll may be less than or equal to the number in the Store.
A typical selection of Store, Deck, and Roll (SDR) for a 30-atom problem in space group P1 is 250, 171, and 41, respectively. If Eq. 11 were to be used to form the defining equations and rolling would be limited solely to the data, fixed values would be required for the remaining parameters in Eq. 11.
In space group P1, the procedure may be initiated by an arbitrary selection of the coordinates for all the atoms and they may all be treated as variables without the necessity of specifying a particular origin or enantiomorph. The solution obtained will automatically contain such information. The procedure involves the following steps.
1. The initial set of coordinates is placed into the minimization procedure with the use of a Deck formed from those data with the lowest s values in the set comprising Store.
2. A maximum of eight repetitions of the least-squares calculation is applied for a particular Deck. After each such calculation, the changes in all the parameters are divided by successive powers of 2 and those changes giving the lowest residual are selected. Division by powers of 2 is discontinued as soon as the residual increases over that of a previous step. This process prevents the calculation from skipping past the local minimum and diverging out of control.
3. There are fewer than 8 repetitions of the least-squares calculation if (a) in carrying out successive divisions by powers of 2, all changes in the residuals are <0.005 or (b) the difference between the resulting residuals in two successive repetitions of the least squares calculation is <10-5. 4 . Once the repetitions of the least-squares calculation, applied for a particular Deck, are stopped, the minimization proceeds by rolling the Deck. This is achieved by use of the Store. The particular manner used for rolling the Deck is as follows. The sets of data in Store and Deck are arranged in increasing values of s and numbered in sequence so that the lowest number is attached to the datum having the lowest s value. On rolling, those data associated with the highest numbers in the list are removed from the Store in an amount corresponding to the number of elements in the Roll and placed at the bottom of the list in the Deck. The list in the Deck is now renumbered with those data at the bottom given the lowest numbers and the remaining ones in the Deck all shifted upward numerically, as appropriate. Similarly and at the same time the proper number of the topmost data in the listing for the Deck, as indicated by the Roll, are transferred to the bottom of the Store with a renumbering of the listing comparable to that for the Deck. This results in an altered set of data for the Deck of the correct number, and the leastsquares minimization can continue. The same process, involving a shifting of the data, can be repeated as often as necessary.
5. The minimization process has probably reached a successful conclusion when the residuals are low and remain so with the addition of additional data that were not used in the minimization process. A final least-squares calculation with the original (unmodified) function, as well as a plot ofthe results, may also be appropriate.
The parameters a, e, v, El, and E2 in Eqs. 11 Typically, rolling on the data may occur several times before Applied Mathematics: Karle switching to a new set of values for the parameters a, E, v, El, and E2. It is also possible to vary the number ofdata in the sets that form the Store, Deck, and Roll.
Criteria are required to halt a calculation. For the examples presented in this article, the criteria were simple to apply since exact data were used. The calculations were halted when an excellent fit to the data used in the calculations was obtained-i.e., a very low residual was computed for the unmodified function (e.g., 10-6). With experimental data, extremely low residuals are generally not likely to be obtained, even with a correct answer. Realistic estimates of residuals for halting calculations will depend on the problem at hand and will have to be decided accordingly. It may also be important to examine the results in terms of physical meaning. In the case of the type of problem studied here, the final arrangements of the atoms would be expected to obey certain structural criteria, as well as to produce a good fit to the experimental data.
Applications
Some results are presented here that show the degree of success obtained to date. Indications concerning the validity ofthe method are apparent, but the calculations do not permit an assessment of the relative merits of the very large number of alternative procedures available for carrying out the method or of its ultimate limitations.
Calculations have been performed that illustrate the nature of the procedures. They concern 30-and 40-equal-atom problems in space group P1 for which exact data have been used. The source of atomic coordinates for the 30-and 40-atom test problems was the structure of zervamycin IIA analog (4). The first 30 or 40 sets of atomic coordinates listed The least-squares calculations illustrate the use of rolling of data and, in one case, the changing of a parameter in the course of a calculation. The Store consisted of 250 data of lowest values for s, 171 data were used in the least-squares calculations, and 41 data were changed each time the data were rolled. For the second column, a was held at the value of 50. When the value of the parameter a was changed for the calculations whose results are given in the third column, the values were chosen at random from 40, 50, and 60. The results for 10 random starting sets of coordinates, labeled 1-10, are given. All 10 initial random starts converged to a correct result without exception in the times listed. Note that CY is the maximum number of cycles (repetitions of the least-squares calculation as new values of the variables are obtained), NR is the number of times the data are rolled before selected parameters are changed, and Ar is the change in the residual between cycles below which the data are rolled, even if the maximum number of permitted cycles has not been reached. *Not applicable.
Actually, they belonged to C, N, and 0 atoms. The calculations were made from random starts for the positions of the atoms and all the atoms were allowed to move freely, permitting the system to converge to an arbitrary origin and enantiomorph. A Cray XMP/216 computer was used. Table 1 illustrates the application of Eq. 10 to a 30-atom problem in P1 and Table 2 illustrates the application of Eqs. 11 and 12 to the same problem. There are three coordinates per atom and the problem was treated as a 90-variable problem. All tests in this article concern equal-atom structures. The calculations involve rolling on the data and the changing of various of the parameters a, E, v, E1, and 62 as the computations proceed. The calculations presented in Tables  1 and 2 were made from a succession of arbitrarily different starting coordinates. Each proceeded readily to a global minimum. A comparison of Tables 1 and 2 suggests the possibility that the use of Eq. 11 or of Eq. 11 combined with Eq. 12 has advantages over the use of Eq. 10. If there is an advantage, it may derive from the opportunity to change more parameters in Eqs. 11 and 12 than in Eq. 10.
Numerous least-squares calculations were made with the 30-atom problem in space group P1 with several hundred initial sets of random values for the atomic coordinates and the use of Eq. 10 with 171 data associated with the lowest values of s. Without the application of rolling, none of them converged to a global minimum. As many as 200 cycles of least-squares refinement were permitted for 70 of the initial sets. With the 30-atom problem in space group P1 and the use of Eq. 10 with rolling, numerous Store, Deck, Roll sets ranging from 170, 141, 19 to 350, 271, 79 were tested with initial random coordinate sets. Of 30 tests only 3 did not converge to a global minimum within the limit of 1000 sec.
Some additional calculations for 30-and 40-atom problems are listed in Tables 3 and 4 , respectively. The trials concern the use of Eq. 11 with Eq. 12 under various conditions. Each variation of the conditions involved single trials for the Table 2 . Application of Eqs. 11 and 12 to the same 30-atom problem in space group P1 as considered in Table 1 Time 30-atom problem except for the first row of Table 3 , where there were two. All trials for the 30-atom problem readily converged to a global minimum. This was not the case for the 40-atom problem. For every individual trial shown in Table  4 , there were a number of random starts that did not converge to a global minimum within 1 hr, which was the limit at which a calculation was stopped. Probably no more than 1 in 10 random starting sets of coordinates would converge to a global minimum with the techniques and procedures used so far.
Concluding Remarks
The virtue of modifying the refinement function and applying rolling procedures is apparent from the results of the calculations. The convergence to a global minimum is not only facilitated, it is extremely improbable that it would be achieved without a rolling procedure. The method employs an excess of data compared to unknown quantities.
Only one type of problem has been considered, i.e., the location of atomic coordinates. This problem has special features that were taken advantage of-for example, lowfrequency terms that were given a disproportionately heavier weight by use of the exponential function exp(-as2) and change of all parameterst The calculations were started with random choices for the values of the coordinates. Note that the fifth entry involved variation of Store, Deck, and Roll as the calculation proceeded. With a 1-hr limit on the calculations, most of the selections for the starting coordinates did not reach a global minimum, unlike the circumstance for the 30-atom problem. In these calculations CY = 8, NR = 2, and Ar = 0.5%. *See Table 3 additionally by Eq. 12. It also appears that working in space group P1 without the specification of origin or enantiomorph offers more opportunities to obtain a global minimum.
There are several matters that require investigation before practical application to the crystal structure problem could be considered. These matters concern the effect of incorporating space-group symmetry into the calculations, the treatment of unequal atoms, and the improvement of the success rate for the more complex structures. The applicability of the method ofthis article to other mathematical systems may well involve other types of function modification.
Further progress may come from general developments in the character of the functions used for the defining equations. The method offers a myriad of possibilities for further study.
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