Abstract-This paper considers the problem of finding optimal trajectories for a particle moving in a two-dimensional plane from a given initial position and velocity to a specified terminal heading under a magnitude constraint on the acceleration. The cost functional to be minimized is the integral over time of a general non-negative power of the particle's speed. Special cases of such a cost functional include travel time and path length. Unlike previous work on related problems, variations in the magnitude of the velocity vector are allowed. Pontryagin's maximum principle is used to show that the optimal trajectories possess a special property whereby the vector that divides the angle between the velocity and acceleration vectors in a specific ratio, which depends on the cost functional, is a constant. This property is used to obtain the optimal acceleration vector and the parametric equations of the corresponding optimal paths. Solutions of the time-optimal and the length-optimal problems are obtained as special cases.
I. INTRODUCTION
Path planning for autonomous agents has become an active area of research. Path planning arises in a number of aerospace applications. For example, the automatic guidance of an aircraft in a horizontal plane [1] usually involves tasks of three types: steering the aircraft from any initial position and velocity to a) any terminal position with a specified terminal heading; b) a specified terminal position with arbitrary terminal heading; and c) intercept and fly along a specified direction. Problems of these types occur when the aircraft has to capture an ILS (Instrument Landing System) beam at a specified point or when it has to reach and fly along a particular VOR (Very High Frequency Omnidirectional Range) radial. In such applications, it is of interest to find a minimum time path or a path of minimum length between the initial and terminal positions.
The seminal paper on optimal path planning was written by Dubins [3] . Dubins showed that curves of minimal length with a constraint on average curvature between specified positions and tangents consist of combinations of straight line segments and circular arcs. Moreover, such curves consist of only three segments where the first and third segments are circular arcs of radius equal to the minimum turn radius, and the second segment is either a line segment or a major arc of a circle of minimum turn radius. Dubins' problem was later interpreted [4] as the problem of finding the shortest This work has been supported in part by the Center for Aerospace Systems Design and Engineering, Indian Institute of Technology Bombay.
continuously differentiable path taken by a particle moving in a two-dimensional plane from a given initial position and heading to a specified terminal position and heading at constant speed under a constraint on the turn radius. It can be noted that, for a particle moving at a constant speed, length-optimal paths are also time-optimal. The results of [3] were later independently proved by Boissonnat et al in [5] by applying the Pontryagin's maximum principle [6, Ch. 10] .
Reeds and Shepp [7] extended Dubins' work by finding the time-optimal paths for a particle that moves in a plane with constant speed and with the ability to instantaneously switch between forward and backward directions. As in Dubins' case, the time-optimal paths consist of combinations of circular arcs of minimum turn radius and line segments. However, unlike Dubins' case the candidate optimal paths consist of at most five segments where the middle segment is a straight line and the other segments are circular arcs of minimum turn radius with cusps between successive segments being allowed.
Motivated by aircraft guidance problems, Erzberger and Lee [1] , and Yang and Kapila [2] considered variations of Dubins' problem involving different terminal conditions and additional path constraints. In all cases, the time-optimal paths consist of segments of straight lines and circular arcs of minimum turn radius.
As another extension of Dubins' work, Boissonnat et al [8] considered the problem of finding shortest planar paths subject to a constraint on the derivative of the curvature. Unlike in Dubins' problem there was no bound imposed on the curvature of the path. The optimal paths were found to be concatenations of line segments and arcs of clothoids. Scheuer and Laugier [9] combined the Dubins' problem and the problem treated in [8] into the problem of finding shortest paths for a ground vehicle subject to bounds on the curvature of the path and its derivative under the requirement that the curvature must vary continuously. The optimal paths were found to be concatenations of line segments, circular arcs of maximum curvature and arcs of clothoids having maximum derivative of the curvature.
When speed variations are allowed, solutions to optimal control problems involving different speed-dependent cost functionals, will be different. Thus, for instance, lengthoptimal trajectories will be different from time-optimal trajectories. Reference [10] considers the trajectory of a particle moving in a two-dimensional plane from any initial position and velocity to a specified terminal heading such that the arc length of the path traversed by the vehicle is a minimum under a magnitude constraint on the acceleration. As a departure from the work of [1] - [5] and [7] , reference [10] does not require the speed of the particle to be constant. Pontryagin's maximum principle is used to show that the optimal trajectories possess a special property whereby the angle bisector between the acceleration and velocity vectors is fixed in direction. This property directly yields the optimal acceleration profile, and is used to show that length-optimal paths are arcs of alysoids.
As an extension of [10] , in this paper we consider the path planning problem of taking a particle moving in a twodimensional plane from a given initial point and velocity to a specified terminal heading under a magnitude constraint on the acceleration, along a path that minimizes a cost functional involving the integral of a nonnegative power of the speed. As in [10] , we do not require the speed of the particle to be constant. While the constant speed case is pertinent to aircraft, our problem is relevant to a terrestrial vehicle moving on a smooth floor that provides limited friction, or to a spacecraft moving in free space under the action of a gimballed thruster of limited capacity. In both the examples, the limited acceleration capability can be partially used to brake, accelerate, or turn, and the optimal combination of braking, accelerating or turning is not obvious.
In Section II, we show that every optimal trajectory is nonsingular. We apply the Pontryagin's maximum principle to show that the optimal trajectories possess a special property whereby the vector that divides the velocity and acceleration vectors in a specific ratio, which depends on the cost functional, is a constant. We use this property to obtain the optimal acceleration time history and the parametric equations of the resulting optimal paths. We show that, somewhat surprisingly, optimal trajectories do not exist if the initial velocity is zero or if the required heading change is sufficiently large. Further, in Section III we present solutions of the time-optimal and the length-optimal problems as special cases of the above problem.
II. THE OPTIMAL CONTROL PROBLEM
Consider a vehicle moving in a two-dimensional plane. We model the vehicle as a particle whose motion is governed by the kinematic equationṡ
where x(t) ∈ R 2 is the vector of instantaneous coordinates of the vehicle with respect to a suitable pair of orthogonal axes, v(t) ∈ R 2 is the vector of its instantaneous velocity components and a(t) ∈ R 2 is the vector of acceleration components. Given initial conditions x(0) = x i , v(0) = v i and a desired terminal heading along the unit vector u ∈ R 2 , we wish to determine the time history for the acceleration a : [0,t f ] → R 2 that minimizes the cost functional
where n ∈ R + , and · denotes the Euclidean norm on R 2 , subject to the magnitude constraint
on the acceleration, and specified inequality and equality terminal state constraints of the form
where g :
Note that the constraints (4) require the terminal velocity to be along the direction of u, and rule out terminal rest states. It is worthwhile to note that, since the cost functional (2) as well as the terminal constraints (4) are independent of the position, the optimal acceleration profile is also independent of the initial position. However, we retain the position as a state variable in order to find the nature of the paths traced by optimal trajectories in the plane. Our first result shows that the optimal control problem stated above is meaningful only if the initial velocity is nonzero.
Proposition 2.1: The optimal control problem stated above has a solution only if v i = 0.
Proof: Suppose v i = 0, and let k be a positive integer. Consider a acceleration time history of constant magnitude M that causes accelerated rectilinear motion along an arbitrary direction for time 1/k followed by uniform circular motion at a constant speed through the angle required to achieve the final heading. The value of the cost integral (2) at the end of the rectilinear motion is M n /[(n + 1)k n+1 ], while the speed achieved at the end of the rectilinear motion is M/k. The circular motion occurs at the constant speed M/k under a normal acceleration of magnitude M. Consequently, the duration of the circular motion does not exceed 2π/k, while the corresponding cost does not exceed 2πM n /k n+1 . Hence the value of the cost integral for the entire acceleration time history is less than [(n + 1) −1 + 2π]M n /k n+1 . Since k was chosen arbitrarily, it follows that there exist trajectories satisfying (3)- (4) with arbitrarily small cost. Since the cost integral is nonnegative, it follows that an optimal trajectory, if it exists, must have zero cost. However, zero cost implies that the velocity is identically zero, which violates the terminal conditions. Hence we conclude that the optimal control problem has no solution.
In light of Proposition 2.1, in the sequel we will assume that v i = 0.
To write down the necessary conditions for optimality we introduce the Hamiltonian function for the system (1), given by
where λ x ∈ R 2 and λ v ∈ R 2 are the adjoint vectors corresponding to x and v respectively. If a * : [0,t f ] → R 2 is the optimal acceleration time history and
the solutions of (1) for a = a * then, according to Pontryagin's maximum principle [11, Theorem 4 .1], a * satisfies
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for almost every t ∈ [0,t f ) and every a ∈ R 2 satisfying a ≤ M, where the adjoint time histories λ *
almost everywhere on [0,t f ] and the transversality conditions λ *
for some β ∈ R. We will find it convenient to identify R 2 with the complex plane C by letting the complex number
, and treat x(t), v(t), a(t)
, u, λ x (t) and λ v (t) as complex numbers. For every p ∈ C, we letp denote the complex conjugate of p, and let |p| = √ pp denote the modulus of p. We also let Re(p) = 0.5(p +p) and Im(p) = −0.5 j(p −p). Finally, for every p ∈ C\{0}, we let arg(p) ∈ [0, 2π) denote the argument of p. Thus, in complex number notation, the expression for the Hamiltonian becomes,
Further, on using (6) and (8), (7) yieldṡ
Finally, the transversality condition (9) can be rewritten as
We now construct a family of optimal paths for the system (1) by applying the necessary conditions (5)- (9) for reaching a desired terminal heading. We start by proving the following lemma, which shows that every optimal trajectory is nonsingular and the velocity along every optimal trajectory is nonzero.
Lemma 2.1: The optimal velocity vector v * and the optimal adjoint vector λ * v take non-zero values for every [0,t f ].
Proof:
We begin by noting that, for every t ∈ [0,t f ] and every a ∈ C, it follows that
Hence, the form of the Hamiltonian function (10) and the maximum condition (5) imply that Im(λ * v (t)ā * ) = 0 for every t ∈ [0,t f ]. Next, consider the open set U = {t ∈ [0,t f ] : v * (t) = 0}. To arrive at a contradiction, suppose [0,t f ]\U is nonempty. We note that Im(λ * v (t)v * (t)) = 0 on the set [0,t f ]\U . Further, a direct computation using (1) and (11) now yields d dt Im(λ * v (t)v * (t)) = 0 for every t ∈ [0,t f ] on the set U . We also know that v * is continuous and λ * v is absolutely continuous on [0,t f ] from which it follows that t → Im(λ * v (t)v * (t)) is a piecewise constant and continuous function which takes the value zero on the nonempty set [0,t f ]\U . Thus we can conclude that Im(λ * v (t)v * (t)) = 0 for every t ∈ [0,t f ]. However, the transversality condition (12) 
Since, Re(v * (t f )u) > 0, it follows that β = 0, and hence λ * v (t f ) = 0. However, (5), (8) and (10) imply that |v * (t f )| n = 0 which violates the terminal heading constraint. The contradiction leads us to conclude that [0,t f ]\U is empty, that is, v * (t) = 0 for every t ∈ [0,t f ]. Equations (6), (8) and (10) 
Proposition 2.2:
The unit vector that divides the angle between the velocity v * and acceleration a * in the ratio of 1 : n is a constant along the optimal path.
Proof: On substituting λ * x ≡ 0, (5) and (10) yield Re(λ * v (t)ā * (t)) = |v * (t)| n for every t ∈ [0,t f ]. On using Lemma 2.1, it follows from (5) and (10) that,
On further substituting (13), (10) yields
where p 1 n+1 denotes the principal (n + 1) th root of p ∈ C. Note that by Lemma 2.1, |b(t)| = 0 for every t ∈ [0,t f ]. Differentiating (15) and using (11), (13) and (14), we geṫ
Equation (16) implies thatḃ and b are parallel at every instant. It follows that the unit complex number |b(
Thus, the unit vector along |b(·)| −1 b(·) divides the angle between velocity and acceleration vectors in the ratio of 1 : n and is constant on [0,t f ]. Hence the result follows.
Next we use Proposition 2.2 to obtain our main result describing the optimal trajectories in the case where the heading change required is less than π/2(n + 1).
Theorem 2.1:
. Then the optimal acceleration profile is given by
where c ∈ C is the unit vector given by c = ( j sgn(Im(v i u))) 1 n+1 u. The optimal cost is given by
Re(uc) . The resulting optimal paths in C are described by the parametric equations
where
n+1 ∈ R, and φ :
[0,t f ] → R is the instantaneous heading of the vehicle with respect to the unit vector c given by tan φ (t) =
Im(cv * (t))
Re(cv * (t)) . Proof: By Proposition 2.2, the unit vector that divides the angle between v * and a * in the ratio 1 : n is a constant. Thus, if we let c ∈ C denote the constant unit vector, then
so that from (13) we get,
We now proceed to find c by using the transversality condition on λ * v . From (12) we get Re(a * (t f )ū) = 0 which implies that there exists c 2 ∈ {−1, 1} such that
Substituting (13) and (22) at t = t f in (20) and using the fact that v * (t f ) = |v * (t f )|u gives
Substituting (23) in (21) at t = 0 gives
Hence, Re(λ * v (0)v i ) < 0 which further implies that Re(a * (0)v i ) < 0. Equation (24) now implies that
The optimal strategy thus takes the form (17).
Equations (5), (10) and (11) imply that Re(λ * v (t)v * (t)) = nRe(λ * v (t)ā * (t)) = n|v * (t)| n for every t ∈ [0,t f ]. Therefore, we get (n + 1)|v
Consequently, the cost function becomes
where we have made use of the conditions (13), (14) and (21). Substituting for c yields C(a * ) =
Equation (18) now follows by noting that uv
We now proceed to find the geometry of the optimal paths generated in the plane by (17). We note that d dt (cv * (t)) = ca * (t). Upon substituting for a * (t) from (21) and further simplifying we get
for every t ∈ [0,t f ]. Differentiating φ with respect to time and using (28) and (29) we geṫ
Differentiating |v * (t)| = (Re(cv * (t))) 2 + (Im(cv * (t))) 2 , we get
. Using (30) to integrate this expression with respect to φ yields
By using (30) and (31), we obtain expressions for Re(cv * (t)) and Im(cv * (t)) as
Im(cv
for all t ∈ [0,t f ] where c 1 ∈ R is as given in Theorem 2.1. Equations (32) and (33) can be readily integrated to obtain the parametric equations (19) describing the optimal path in terms of the coordinates z 1 = Re(cx * (t)), z 2 = Im(cx * (t)) along the orthonormal unit vectors c and jc, with the heading angle φ as the parameter. Remark 2.1: Using (13) we can compute that
We thus conclude that the speed of the particle continuously decreases along the optimal path.
Note that our use of complex notation leads to convenient expressions such as (17) for the optimal acceleration and (20) for the vector c.
We next show that our optimal control problem possesses no solutions if the heading change required exceeds Proof: Consider a trajectory of (1) with initial velocity v i ∈ C satisfying the acceleration constraint (3) and the terminal constraints (4) at a terminal time T , such that the angle between initial velocity v i and the terminal direction u is greater than π/2(n + 1). For convenience, we refer to this trajectory as trajectory A and denote the velocity and acceleration along the trajectory by v A : [0, T ] → C and a A : [0, T ] → C, respectively. We claim that A is not an optimal trajectory. 45th IEEE CDC, San Diego, USA, Dec. 13-15, 2006 WeA07.3
There exists t ∈ [0, T ] such that the heading change along trajectory A over the interval [0,t] equals π/2(n + 1). Equation (18) of Theorem 2.1 implies that the value of the cost integral along trajectory A over the interval [0,t] is at least l def = |v i | n+1 /M(n + 1). Consequently, the cost integral C(a A ) along trajectory A over the entire time interval [0, T ] is strictly greater than l.
Next, choose k ∈ (0, 1). Let h = (1−k)|v i |/M, and consider the trajectory B of (1) having the velocity variation v B :
Since v B (h+kT ) = kV A (T ), trajectory B satisfies the terminal conditions (4). It is also easy to verify by differentiating (34) that trajectory B satisfies the acceleration constraint (3). Let a B : [0, h + kT ] → C denote the acceleration time history along trajectory B. It be verified by direct computation that
, thus implying that the trajectory A is not optimal. It follows that no trajectory that involves a heading change of more than π/2(n + 1) is optimal. The result follows.
Remark 2.2:
It is easy to check that the quantity l introduced in the proof of Proposition 2.3 above is the cost of an acceleration time history that causes rectilinear motion at a uniform deceleration M along the direction of the initial velocity v i terminating in rest. Equation (18) shows that l is also the limiting value of the cost as the heading change required increases to π/2(n + 1). The proof of Proposition 2.3 shows that a heading change greater than π/2(n + 1) can be achieved with a cost that is arbitrarily close to l by first decelerating to a low velocity along a rectilinear path. On the other hand, trajectories that actually have the cost l are either rectilinear and achieve zero heading change, or achieve a heading change of not more than π/2(n + 1). It thus follows that, in the case where the required heading change exceeds π/2(n + 1), the cost functional (18) has the infimum l, but no minimum.
We next consider two special cases of the optimal-control problem namely, the time-optimal and the length-optimal problems, which correspond to the cases when n = 0 and n = 1, respectively.
III. SPECIAL CASES

A. Time-optimal problem
We consider the problem of steering the velocity vector in (1) to a desired terminal heading in the minimum possible time. The cost function to be minimized is given by (2) with n = 0.
For n = 0, Theorem 2.1 implies that the unit vector c along the acceleration vector is a constant along the timeoptimal path. Thus, the acceleration vector points along a constant direction and has magnitude M. For n = 0, Proposition 2.3 implies that a time-optimal trajectory exists
, that is, only if the required heading change is acute. We already know that the terminal acceleration vector is perpendicular to the terminal velocity vector and, since the acceleration vector is constant, we conclude that it always points in the direction perpendicular to the final velocity vector and is given by (26) with n = 0 as a * (t) = j sgn(Im(v i u))Mu. We obtain the optimal time by substituting n = 0 in the expression (18), which yields
. Note that the terminal time is simply the time required to reduce to zero the velocity component perpendicular to u at the constant rate M.
Substituting n = 0 in (19) yields the parametric equations of time-optimal paths as
On computing the integrals in (35) and by letting z
, which is the equation of a parabola.
B. Length-optimal problem
We next consider the problem of steering the velocity vector in (1) to a desired terminal heading such that the length of the path covered is a minimum. The cost function to be minimized is therefore given by (2) with n = 1.
For n = 1, Theorem 2.1 implies that the unit vector c along the angle bisector of the acceleration and the velocity vectors is a constant along the length-optimal path. For n = 1, Proposition 2.3 implies that a length-optimal trajectory exists only if 0 ≤ cos −1 Re(
Since, the terminal acceleration vector is perpendicular to the terminal velocity vector, c makes an angle of ± π 4 with u and is given by (26) with n = 1 as c = ( j sgn(Im(v i u))) 1 2 u. We obtain the optimal acceleration vector by further substituting for c in (21) for n = 1. For n = 1, (18) yields the optimal path length as
Letting z 1 (t) = Re(cx * (t)) and z 2 (t) = Im(cx * (t)), and substituting n = 1 in (19) yields the parametric equations of length-optimal paths as
with k = 2. The equations in (37) represent the parametric equations of an alysoid [13], [14] . Thus, as shown in [10] the length-optimal path is an arc of an alysoid.
IV. COMPARISON OF OPTIMAL TRAJECTORIES
Consider the problem of driving the state of the system (1) from the initial position x i = [2, 3] T and initial velocity v i = [10, 0] T to a terminal heading subjected to the constraint a(t) ≤ 5 m/s 2 . Figure 1 shows the optimal paths for 45th IEEE CDC, San Diego, USA, Dec. 13-15, 2006 WeA07.3
various n ∈ [0, 1] for a heading change of 44 degrees, while Figure 2 shows the optimal paths for various n ≥ 1 for a heading change of 22 degrees. Figures 3 and 4 depict the corresponding speed variations of the vehicle with time, and show that the vehicle moves slower along the optimal path as the value of n increases. 
V. CONCLUSION
The problem of optimally steering a particle in a twodimensional plane from a given initial position and velocity to a specified terminal heading under a magnitude constraint on the acceleration was considered. The cost functional was the time-integral of a general non-negative real power of the vehicle's speed. Unlike previous work, variations in the magnitude as well as direction of the velocity vector were considered. It was shown that the optimal trajectories, which are always nonsingular and involve only decelerated motion, possess a special property whereby the vector that divides the angle between the velocity and acceleration vectors in a specific ratio, which depends on the cost functional, is a constant. This property was used to obtain the optimal acceleration time history and the parametric equations describing the corresponding optimal paths. Further, the solutions of the time-optimal and length-optimal paths were obtained as special cases of the above problem. A somewhat surprising fact that emerges is that optimal trajectories do not exist if the heading change required is sufficiently large.
