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OPTIMAL CONTROL REALIZATIONS OF LAGRANGIAN
SYSTEMS WITH SYMMETRY
M. DELGADO-TE´LLEZ, A. IBORT, AND T. RODRI´GUEZ DE LA PEN˜A
Abstract. A new relation among a class of optimal control systems and La-
grangian systems with symmetry is discussed. It will be shown that a family
of solutions of optimal control systems whose control equation are obtained
by means of a group action are in correspondence with the solutions of a
mechanical Lagrangian system with symmetry. This result also explains the
equivalence of the class of Lagrangian systems with symmetry and optimal
control problems discussed in [Bl98], [Bl00].
The explicit realization of this correspondence is obtained by a judicious
use of Clebsch variables and Lin constraints, a technique originally developed
to provide simple realizations of Lagrangian systems with symmetry. It is
noteworthy to point out that this correspondence exchanges the role of state
and control variables for control systems with the configuration and Clebsch
variables for the corresponding Lagrangian system.
These results are illustrated with various simple applications.
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2 M. DELGADO-TE´LLEZ, A. IBORT, AND T. RODRI´GUEZ DE LA PEN˜A
1. Introduction
A new insight on the properties of Lagrangian systems with symmetry has been
gained by looking at them from the point of view of optimal control theory (see
for instance [Bl00]) and, conversely, a new representation for a class of optimal
control problems and Pontryagin’s maximum principle was obtained in this way.
In particular, it was shown that the rigid body problem and Euler’s equation for
incompressible fluids, when formulated as optimal control problems, gave rise to the
symmetric body realization of the rigid body and the impulse momentum represen-
tation of Euler’s equations for inviscid incompressible fluids respectively. Thus, it
was found that the application of Pontryagin maximum principle to those optimal
control problems leads to a nicer, more symmetrical form of the system dynamical
equations.
In this paper we will discuss the underlying geometrical structure common to
these two examples, showing that they are particular instances of a general corre-
spondence among the solutions of a particular class of optimal control problems,
that will be called Lie-Scheffers-Brockett optimal control systems, and Lagrangian
systems with symmetry.
We will say that a control system is of Lie-Scheffers-Brockett class1 if in local
coordinates xi in state space, has the form:
x˙i =
r∑
a=1
ca(t)X
i
a(x),
where in addition the vector fields Xa = X
i
a∂/∂x
i, satisfy the Lie closure relations:
[Xa, Xb] = C
c
abXc,
for some set of constants Ccab. Lie-Scheffers-Brockett systems are the prototypical
examples of dynamical systems defined on Lie groups or homogeneous spaces. Lie
and Scheffers found [Li93] that for dynamical systems of this form there always exist
non-linear superposition principles for the composition of solutions of the differential
equation, the most celebrated and well-known example being the Riccati equation.
Furthermore, ifM is a homogeneous space for the Lie group G and we denote by ξa
a basis of its Lie algebra g, we can consider the family of vector fields Xa induced
on M by them. A Brockett system on M is just a vector field
Γ =
r∑
a=1
ua(t)Xa
where ua denote the control variables. In this sense, Brockett theory of control
systems on homogeneous spaces are a global formulation of the systems considered
by Lie and Scheffers (see [Ca00] and references therein for a detailed account of
Lie-Scheffers theorem and its applications).
On the other hand, Lagrangian systems with symmetry exhibit important struc-
tures that have been widely used to study the qualitative structure of their solutions.
It was the work on reduction of symplectic systems with symmetry by J. E. Marsden
and A. Weinstein [Ma74] summarizing and improving classical ideas on symmetry
that opened the door to a systematic understanding of the structures of some of the
paradigmatic systems in mechanics and differential equations, for instance the rigid
body and Euler’s equations. Soon it was realized that such systems can be obtained
by reduction of simple Lagrangian systems with symmetry usually defined on the
tangent bundle of a Lie group (finite or infinite dimensional) or, more generally, on
1This class of systems were considered first, obviously not as a control problem, by Lie and
Scheffers [Li93] and much later, they where also discussed at length by R. Brockett [Br70, Br73]
already in the realm of control theory.
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a principal bundle over some configuration space. This idea has been extensively
used to describe a large class of systems running from plasma physics to elasticity
and other problems in continuum media. An important contribution to the field has
been the intrinsic understanding of the reduction of Euler-Lagrange’s equations and
some of their most important related structures (see [Ce01] and references therein
for a panoramic vision of these ideas).
Apart from reduction, an important tool in the study of Lagrangian systems
with symmetry is provided by Clebsch variables and Lin constraints. They were
introduced as a way of providing a variational derivation of Euler’s equations in
Eulerian variables [La32, Li63, Ma83]. Later on, in [Ce87a, Ce87b] a geometrical
framework was developed for this idea and nowadays new applications in computa-
tional aspects of dynamics are arising (see for instance [Co09, De09] and references
therein). If L is a Lagrangian system with symmetry group G defined for instance
on a principal fibre bundle Q with structure group G, then a way to derive the equa-
tions of motion on the quotient space TQ/G is to use an auxiliary space P where
the group G acts nonlinearly in general. Then we choose on such space an appro-
priate subspace of curves. Such subspace is selected by using a given connection B
on Q. It was proven in [Ce87b] that the space of horizontal curves (provided that a
suitable technical condition is satisfied) is isomorphic to the space of curves of the
original variational principle defined by L. Moreover, the conditions defining such
subspace of horizontal curves can be expressed neatly as the vanishing of certain
differential condition, requirement that was first considered by Lin in the context
of fluid dynamics (for trivial bundles and connections) and, thereby, were named
Lin constraints [Ce87b]. When using a suitable Lagrange’s multiplier theorem to
incorporate the constraints into the Lagrangian density, it is found the expression
described in Section 3. It will be called a Clebsch realization of the system L with
horizontal Lin constraints. The auxiliary spaces used for this construction were
originally E ⊕ E∗, where E is a linear representation space for the group G. Vari-
ables on E and E∗ were called Clebsch variables and this terminology comes from
the work by Clebsch providing a suitable representation for the (eulerian) veloc-
ity field [La32]. A key idea in this paper is that if we consider as auxiliary space
T ∗P , the cotangent bundle of P , the variables (xi, pi) on it can be identified with
state and costate variables of an optimal control problem. On the other hand, as
it was indicated above, the system thus obtained by using Clebsch variables and
horizontal Lin constraints, is equivalent to the original Lagrangian system with
symmetry. In this way, we will prove the equivalence between a Lagrangian system
with symmetry and the appropriate optimal control problem.
The paper is organized as follows: in Section 2 Lie-Scheffers-Brockett optimal
control systems are presented. Afterwards, in Section 3 we will discuss how optimal
control problems of Lie-Scheffers-Brockett type can be identified with a Clebsch
realization of a Lagrangian system. Section 4 will be devoted to discuss the spaces
of curves where the variational principle determined by the Clebsch Lagrangian is
defined. In Section 5 it will be shown that the variational principle of an optimal
control system of Lie-Scheffers-Brockett type is equivalent to a Clebsch realization
of a Lagrangian system defined by the objective functional and with horizontal
Lin constraints given by the control equation itself. Then, the equivalence with a
Lagrangian system with suitable end-point conditions is established in Section 6.
Finally, some simple applications and examples are discussed in Section 7.
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2. Lie-Scheffers-Brockett optimal control systems
Let G be a Lie group acting on the right on a smooth manifold P . We shall
denote by g the Lie algebra of G and by ξ ∈ g a generic element. Then ξP will
denote the Killing vector field on P associated to ξ by the action of G, i.e.,
(1) ξP (x) =
d
dt
(
x · exp(−tξ)
)∣∣∣∣
t=0
, x ∈ P.
If ξa is a given basis in g, [ξa, ξb] = C
c
abξc, and Xa denotes the corresponding vector
field on P , i.e., Xa = (ξa)P with the notation above. We will also have that:
(2) ξP =
r∑
a=1
uaXa,
where ξ = uaξa and,
(3) [Xa, Xb] = C
c
abXc.
If we let the coordinates ua on the Lie algebra g be time-dependent functions, they
can be interpreted as control variables controlling the system Γ := ξP .
We shall consider the non-autonomous dynamical system on P defined by the
vector field ξP , i.e.,
(4) x˙i = ξP (x) =
r∑
a=1
ua(t)X ia(x),
and we will interpret it as the state equation for a control system with state space
P .
We will further restrict the class of systems we are interested in by introducing
another structure that will provide a particular realization of the control variables
ua. Suppose that the Lie group G acts on the left on a smooth manifold Q. We shall
assume for simplicity that the action is proper and free, hence the orbit quotient
space Q/G is a smooth manifold N and the canonical projection map pi2 : Q //N
is a submersion. Therefore, the map pi2 defines a principal fibration over N with
structure group G.
Let B be a principal connection on the principal bundle Q(G,N), this is, B
is a g-valued 1-form B : TQ // g on Q such that B(ξQ(q)) = ξ, ∀ξ ∈ g, and
L∗gB = AdgB, g ∈ G, where Adg denotes the adjoint action of G on g and Lg the
left action of G on Q. The restriction of a connection to the tangent space TqQ is
denoted as Bq. Then we can define a map ξ : TQ // g by means of:
(5) ξ(q, q˙) = Bq(q˙), (q, q˙) ∈ TqQ.
If we have now a Lie-Scheffers-Brockett system of the form,
(6) x˙ = ξ(q, q˙)P (x),
we can consider it as a control system whose control variables are u = (q, q˙) ∈ TQ.
In local coordinates (qi, q˙i) on TQ, the map ξ will have the form:
ξ(q, q˙) = q˙iBi(q) = q˙
iBai (q)ξa,
and if we describe the vector fields Xa in local coordinates x
α on P as
Xa = ξ
α
a (x)
∂
∂xα
,
we finally get for the control system above the following expression in local coordi-
nates:
x˙α = q˙iBai (q)ξ
α
a (x).
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Finally, if L : P × TQ // R is a function on P × TQ, we can construct the
objective functional
(7) SL[x, q] =
∫ T
0
L(x, q, q˙)dt,
defined on a suitable space of curves Ω on P ×Q. We restrict our attention to G-
invariant objective functionals, i.e., those S defined by densities L : P × TQ // R
which are G-invariant functions on P × TQ. Notice that G acts on the left on
TQ by lifting the action on Q to TQ. The quotient space P × TQ/G can be
identified, using an auxiliary connection, with the pull-back to TN of the bundle
P × adQ, where adQ is the g-algebra bundle adjoint of Q //N that can be defined
as Q×Gg = Q×g/G with natural local coordinates (n
α, n˙α, ξa), where nα are local
coordinates on N and ξa on g.
Finally, fixing the endpoint conditions
(8) x0 = x(0), xT = x(T ),
we will consider the optimal control problem on the state space P with control
equation (6), objective functional (7), and the fixed endpoint conditions above (8).
Provided that the manifold Q is boundaryless, it is well-known that if the curve
(x(t), q(t), q˙(t)) is a normal extremal of the optimal control problem (6), (7) and
(8), then there exists an extension (x(t), p(t)) of the state trajectory x(t) to the
costate space T ∗P , satisfying Pontryagin equations:
(9) x˙ = ξ(q, q˙)P (x), p˙ = −
∂HP
∂x
,
∂HP
∂q
=
∂HP
∂q˙
= 0,
where HP is Pontryagin’s hamiltonian function,
HP (x, p, q, q˙) = 〈p, ξ(q, q˙)P (x)〉 − L(x, q, q˙).
In more geometrical terms, normal extremals are integral curves of the presymplec-
tic system (MP ,ΩP , HP ) whereMP = T
∗P×TQ and ΩP is the presymplectic form
obtained by pull-back to MP of the canonical symplectic form ωP on T
∗P (see for
instance [De03], [Ib10]).
3. Clebsch representation of Lie-Scheffers-Brockett optimal
control systems
Normal extremals of the optimal control problem above are critical paths of the
objective functional (7) in an appropriate space of curves Ω(P×Q;x0, xT ) subjected
to the restriction imposed by eq. (6). We will assume on this article that all curves
and functions are smooth, which is consistent with the geometrical framework we
are using and we introduce the constraints defined by the control equation (5) as
Lagrange multipliers. In Appendix A we discuss and prove a version of Lagrange
multipliers theorem which is suitable for this setting (see Thm. 3 and Thm. 4 in
for details). Thus, if (x(t), q(t)) is a smooth extremal for the objective functional
(7) satisfying the control equation (5), the lifted curve (x(t), p(t)) will be smooth
and (x(t), p(t), q(t)) will be a critical path of the extended functional
(10) SL[x, p, q] =
∫ T
0
(L(x, q, q˙) + 〈p, x˙− ξ(q, q˙)P (x)〉) dt
in the space of smooth curves γ(t) = (x(t), p(t), q(t)) ∈ Ωx0,xT (T
∗P ×Q) with fixed
endpoints x0, xT .
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A simple computation allows us to write the Lagrangian density L : T (T ∗P ) ×
TQ // R of the functional (10), as
L(x, p, x˙, p˙, q, q˙) = L(x, q, q˙)− 〈p, (Bq(q˙))P (x)〉 + 〈p, x˙〉 =(11)
= L(x, q, q˙) + 〈J(x, p), Bq(q˙)〉+ 〈θP (x, p), x˙〉.
The map J : T ∗P // g∗ in (11) denotes the momentum map associated to the
cotangent lifting of the action of G to P , this is, 〈J(x, p), ξ〉 = 〈p, ξP (x)〉, for all
ξ ∈ g, (x, p) ∈ T ∗P . The 1-form θP denotes the canonical Liouville 1-form on T
∗P
with the following expression in local coordinates θP = pαdx
α.
We will show in the following sections that the expression on the r.h.s. of eq.
(11) has the form of a Clebsch Lagrangian. We summarize the discussion so far in
the following statement:
Theorem 1. Let x0, xT be two fixed points in P and q0 on Q, then the following
assertions are equivalent:
i.- The smooth curve (x(t), q(t)) is a critical point of the objective functional:
SL[x, q] =
∫ T
0
L(x, q, q˙)dt,
on the space of smooth curves satisfying the equation x˙ = ξ(q, q˙)P (x), and
x(0) = x0, x(T ) = xT , q(0) = q0.
ii.- There exists a smooth lifting p(t) of the curve x(t) to T ∗P such that the
curve (x(t), p(t), q(t)) is a critical point of the functional:
SL[x, p, q] =
∫ T
0
(L(x, q, q˙) + 〈J(x, p), Bq(q˙)〉+ 〈θP (x, p), x˙〉) dt.
Proof. We will consider the variational principle (i) as the problem of determining
the critical points of the functional SL in the subspace of smooth curves on P ×Q
with fixed endpoints x(0) = x0, x(T ) = xT and q(0) = q0 and satisfying the
constraint x˙ = ξ(q, q˙)P (x). Now, because of the Lagrange multipliers theorem,
(Appendix A, Thm. 3) and eq. (11) that allows to write the Lagrange multiplier
〈p, x˙ − (Bq(q˙))P (x)〉 as the Lagrangian density in (ii), the critical points of (i) are
the same as those of (ii). 
We will call the Lagrangian L the Clebsch Lagrangian for the Lie-Scheffers-
Brockett optimal control problem stated in Section 2.
4. Spaces of horizontal curves on associated bundles
One of the consequences of the previous discussion regarding solutions of a Lie-
Scheffers-Brockett optimal control problem and critical points of a Clebsch La-
grangian is that the later is equivalent to a Lagrangian system with symmetry. It
was established in [Ce87b] that the critical points of a Lagrangian system with
symmetry on TQ are in one-to-one correspondence with the critical points of an
appropriate Clebsch Lagrangian representation of the system. We will present here
a similar result that is adapted to the setting used in this paper. Before giving a
precise statement of the result we need to discuss some background material about
spaces of horizontal curves.
4.1. The associated bundle P ×G Q. As in previous sections P will denote a
right G-space whose space of orbits P/G will be denoted by M . We will assume
that M is a smooth manifold and that the canonical projection map pi1 : P //M
is a submersion. Finally it will be assumed that Q is a left G-principal bundle with
base manifold N and projection map pi2 : Q //N .
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Given the principal bundle Q and the action of G on P , we can construct the
associated bundle over N with fibre P as follows: the group G acts on P × Q on
the left as g · (x, q) = (xg−1, gq), for all (x, q) ∈ P × Q, g ∈ G. Because G acts
freely on Q, then G acts freely on P × Q. We shall denote the equivalence class
[(x, q)] defined by the orbit of G passing through the pair (x, q) simply as xq, i.e.,
xq = { (xg−1, gq) ∈ P ×Q | g ∈ G }.
Notice that with this notation we have the “associative” property (xg)q = x(gq)
for all x ∈ P , g ∈ G and q ∈ Q.
The projection pi2 induces another projection piP : P×GQ //N , piP (xq) = pi2(q).
Then it is clear that P ×G Q is a fiber bundle over N with fiber P and projection
piP . Given a point q ∈ Q, there is a natural map iq : P // P ×G Q, defined by
iq(x) = xq that maps P into the fibre of piP over the point pi2(q).
Besides piP there is another natural projection piQ on P ×G Q induced by the
projection pi1 : P //M , and defined by piQ(xq) = pi1(x). Again, for any x ∈ P ,
there is a natural map ix : Q // P ×G Q defined by ix(q) = xq, that maps Q into
the fibre of piQ over the point pi1(x). The diagramme below summarizes the spaces
and projections introduced above.
P ×Q
p1
{{✇✇
✇✇
✇✇
✇✇
✇
p2
##●
●●
●●
●●
●●
Π

P
pi1

P ×G Q
piQ
zz✈✈
✈✈
✈✈
✈✈
✈
piP
##❍
❍❍
❍❍
❍❍
❍❍
Q
pi2

M N
Tangent vectors v ∈ Txq(P ×GQ) can be nicely described as follows. Let x(t)q(t)
be a curve such that x(0)q(0) = x0q0 and d/dt(x(t)q(t)) |t=0= v. Then it is not
difficult to show that v = Tqix(q˙)+Txiq(x˙). We will use a simplified and convenient
notation for tangent vectors v ∈ Txq(P ×GQ) following the conventions above, and
we simply denote xq˙ := Tqix(q˙) and x˙q := Txiq(x˙). With this notation we have:
(12) x˙q :=
d
dt
(
x(t)q(t)
)∣∣∣∣
t=0
= xq˙ + x˙q.
4.2. Induced connections on the associated bundle P ×G Q. Recall that a
principal connection B on Q is characterized by its vertical and horizontal spaces
at q ∈ Q. They are denoted respectively by Vq = kerTqpi2, Hq = kerBq, and they
provide a decomposition TqQ = Hq⊕Vq. Notice that the map Tqpi2 : Hq //Tpi2(q)N
is an isomorphism. We denote by H(TQ) =
⋃
q∈QHq and V (TQ) =
⋃
q∈Q Vq the
corresponding invariant subbundles under the action of G on Q. Then we have
TQ = H(TQ)⊕ V (TQ).
The vertical and horizontal components of a vector v ∈ TqQ will be denoted
by V (v) or vV , and H(v) or vH respectively. By definition, V (v) = Bq(v)Q and
H(v) = v−Bq(v)Q. A tangent vector v is called horizontal if its vertical component
is zero; i.e., if Bq(v) = 0. The vector v is called vertical if its horizontal component
is zero; i.e., Tqpi2(v) = 0. A curve q(t) will be said to be horizontal if q˙(t) is
horizontal for all t. Hence, a curve q(t) on Q is horizontal if Bq(t)(q˙(t)) = 0, for all
t.
Given a vector X ∈ Tpi2(q)N the horizontal lift X
H
q of X at q is the unique
horizontal vector in TqQ such that Tqpi2(X
H
q ) = X .
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For any smooth curve n(t) ∈ N , t ∈ [0, T ] and q0 ∈ Q with pi2(q0) = n0 = n(0)
we define its horizontal lift nhq0(t) as the unique horizontal curve projecting onto
n(t) and such that nhq0(0) = q0.
Consider a smooth curve q(t) ∈ Q, t ∈ [0, T ]. Then there is a unique horizontal
curve qh(t) such that qh(t0) = q(t0) and pi2(q
h(t)) = pi2(q(t)) for all t ∈ [0, T ].
Therefore, there is a unique smooth curve g(t), t ∈ [0, T ] in G such that q(t) =
g(t)qh(t). Also, notice that if we denote by n(t) = pi2(q(t)) then q
h(t) = nhq0(t).
Then q˙(t) = g˙(t)qh(t)+g(t)q˙h(t) where g˙(t) denotes the tangent vector on G to the
curve g(t) at time t and g˙(t)qh(t) will denote the tangent vector (g˙(t))Q(g(t)q
h(t)).
Similarly, g(t)q˙h(t) will denote the horizontal tangent vector on Q obtained by
translating the horizontal tangent vector q˙h(t) by the action of the element of the
group g(t). On the other hand we have the decomposition of the tangent vector
(13) q˙(t) = q˙H(t) + q˙V (t); q˙H(t) = g(t)q˙h(t), q˙V (t) = g˙(t)qh(t).
By definition of a horizontal vector, Bq(t)(g(t)q˙
h(t)) = 0, thus
Bq(t)(q˙(t)) = Bq(t)(g˙(t)q
h(t)) = Bq(t)(g˙(t)g
−1(t)q(t)) = g˙(t)g−1(t).
The principal connection B on Q induces a connection on any associated bundle
by defining the horizontal space to be the space spanned by tangent vectors to
all curves of the form x0q(t) where q(t) is horizontal. Such curves will be called
horizontal. This defines a distribution HP on T (P ×G Q), this is v ∈ H
P
xq if there
exists a horizontal curve γ(t) = x(t)q(t), γ(0) = xq on P ×G Q such that v = γ˙(0).
Hence, because of the definition of the associated connection, horizontal vectors in
HP will have the form xq˙h.
Notice that if ξ ∈ g is an element on the Lie algebra of G, then for each t we
have:
(x · exp(tξ))q = x(exp(tξ) · q).
Taking derivatives and using eq. (1) we obtain,
(14) xξQ(q) = −ξP (x)q,
where ξQ(q) = d/dt(exp(tξ) · q) |t=0.
Given x(t) and q(t) curves in P and Q respectively and using eqs. (12) and (13)
we have:
d
dt
(x(t)q(t)) = x˙(t)q(t) + x(t)g(t)q˙h(t) + x(t)Bq(t)(q˙(t))Q(q(t)).
Then the tangent vector
˙
x(t)q(t) will be horizontal if and only if
x(t)Bq(t)(q˙(t))Q(q(t)) + x˙(t)q(t) = 0.
Thus we can define a connection 1-form BP on the associated bundle piQ : P ×G
Q // N with values in its vertical subbundle, V (piQ) = kerTpiQ, whose kernel is
the horizontal distribution HP defined above, given by:
(15) BPxq(x˙q) = xBq(q˙)Q(q) + x˙q = (x˙ −Bq(q˙)P (x))q,
where we have used eq. (14) in the last equality of the previous formula.
4.3. Horizontal curves in P×Q. We will denote the space of smooth curves in P
with fixed origin x0 by Ωx0(P ) and the space of smooth curves with fixed endpoints
x0, xT by Ωx0,xT (P ). Likewise the space of smooth curves in Q with origin q0 will
be denoted by Ωq0(Q) and the space of smooth curves with fixed endpoints q0, qT
will be denoted by Ωq0,qT (Q). All these spaces of curves define regular submanifolds
of the Hilbert manifold of curves of Sobolev class k ≥ 1 on P or Q respectively as
it is discussed in Appendix B.
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As it was stated above it is clear that given a curve q(t) in Q there is a unique
decomposition q(t) = g(t)qh(t), where g(0) = e and qh(t) is horizontal with respect
to the connection B, i.e., Bq(t)(q˙h(t)) = 0.
Given a curve q(t) ∈ Ωq0(Q) and x0 ∈ P , there exists a unique curve denoted
xh(t) in Ωx0(P ) such that x
h(t)q(t) is horizontal with respect to the induced con-
nection BP on P ×G Q and satisfying x
h(0)q(0) = x0q0. It is easily seen that this
curve is defined by xh(t) = x0g
−1(t), because
xh(t)q(t) = x0g
−1(t)q(t) = x0g
−1(t)g(t)qh(t) = x0q
h(t),
which is horizontal. The space of horizontal curves x(t)q(t) in P ×GQ with respect
to the affine connection BP with initial value x0q0 will be denoted as Ω
H
x0q0
(P×GQ)
as it is a regular submanifold of the space of curves Ωx0q0(P ×GQ) as it is discussed
in Appendix B.
Similarly we will denote by ΩHx0;q0(P × Q) the set of smooth curves (x(t), q(t))
with domain [0, T ], q(t) ∈ Ωq0(Q), x(t) with initial point x0 and such that x(t)q(t)
is horizontal for all t. We will call such space the space of horizontal curves in
P × Q with initial points x0, q0. Notice that if (x(t), q(t)) ∈ Ω
H
x0,q0
(P × Q), then
the curve (x(t)g(t)−1, g(t)q(t)) is horizontal too for any curve g(t) on G such that
g(0) = e. Thus the natural projection Π: ΩHx0;q0(P ×Q)
//ΩHx0q0(P ×GQ) defined
as Π(x(t), q(t)) = x(t)q(t) is a principal fibration with structure group the group of
smooth curves Ωe(G) on G starting at the neutral element e.
Thus the assignment q(t) 7→ (x(t) = x0g
−1(t), q(t)) determines a one–to–one
correspondence among the space Ωq0(Q) of smooth curves starting at q0 and the
space ΩHx0;q0(P ×Q) of horizontal curves above.
Finally given a curve (x(t), q(t)) in ΩHx0;q0(P × Q), we have the curves n(t) =
pi2(q(t)) in Ωn0(N) and x(t) in Ωx0(P ). If the group G acts transitively on P it is
easy to see that such correspondence is surjective because given n(t) and x(t) as
above, we can define the curve q(t) = g(t)nhq0(t) where x(t) = x0g
−1(t). The curve
q(t) thus constructed is in ΩHx0;q0(P × Q). Notice that g(t) exists because of the
transitivity of the action of G on P , however it is not unique.
This last requirement implies that x(t)g(t) = x0, where q(t) = g(t)qh(t), and
that xT = x(T ) = x0g
−1(T ) = x0g
−1
T , where we are denoting g(T ) = gT .
5. Lin constraints and spaces of horizontal curves
5.1. Compatible end-point conditions. Given an initial condition x0 ∈ P for
the control system (4), we will denote by x0G the orbit of the group G on P passing
through x0, i.e., x0G = { x0g ∈ P | g ∈ G }.
Given a smooth curve of controls u(t), we denote as in eq. (2), by ξP (t;u)
the time-dependent vector field on P defined by
∑r
a=1 u
a(t)Xa and by x(t;u) the
corresponding integral curve starting at x0. The end-point xT = x(T ;u) will lie
in the orbit x0G for any finite T . In fact, there exists a (in general non-unique)
smooth curve ξ(t) on the Lie algebra g of G such that ξ(t)P = ξP (t;u). The non-
uniqueness of the choice of the lifted curve ξ(t)P depends on the isotropy algebra
gx(t) along the integral curves of the control vector field. Thus if we denote by gt the
subalgebra of the Lie algebra g generated by the elements ξ such that ξP = ξP (t;u)
for the given time t, then the collection of all gt, 0 ≤ t ≤ T , defines a trivial bundle
over [0, T ] as well as the collection of all gx(t), 0 ≤ t ≤ T , and all that it takes is to
choose a smooth section of their quotient bundle.
Then we integrate the differential equation
g˙(t) = ξ(t)g(t)
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on the group G with initial condition g(0) = e on the interval [0, T ]. Denoting by
g(t;u) such integral curve, we then get that xT = x0g(T ;u) proving that xT ∈ x0G.
The integral curve g(t;u) is given explicitly in terms of the chronological exponential
map as g(t;u) = Exp(
∫ T
0
ξ(t)dt). (Notice that such integral exists on compact sets
because the curve ξ(t) is smooth, hence continuous.)
The simple computation below shows that the curve x(t) = x0g(t;u) is an inte-
gral curve of the control system (4) with initial condition x0,
d
dt
x(t) =
d
dt
(x0g(t;u)) = x0g˙(t;u) = x0(ξ(t)g(t;u)) = ξP (t;u)(x(t)),
with x0g(0;u) = x0e = x0.
Thus for the endpoint xT to be accesible from x0 it is necessary that xT ∈ x0G.
If xT ∈ x0G, we will also say that the endpoints x0 and xT are compatible.
However not any point xT ∈ x0G is accessible from x0 for general G even though
for connected groups, if x0, xT are compatible, then xT is accesible from x0. In fact
the following proposition can be proved easily:
Proposition 1. If G is connected, any point xT ∈ x0G is accesible from x0.
Proof. If the Lie group G is connected then is arc–connected. Take now any smooth
curve g(t) such that g−1(0) = e and g−1(T ) = g−1T where xT = x0g
−1
T . Now the
curve x(t) = x0g
−1(t) satisfies that x(0) = x0 and x(T ) = xT . Moreover,
x˙(t)q(t) = −x(t)g˙(t)g−1(t)q(t) = −x(t)Bq(t)(q˙(t))Q(q(t)) = Bq(t)(q˙(t))P (x(t))q(t)
where q(t) = g(t)q0. Consider then the vector field ξP (t;u)) = Bq(t)(q˙(t))P (x)
where u(t) = (q(t), q˙(t)). Now ξ(t) = Bq(t)(q˙(t)) and the proposition is proved. 
5.2. Spaces of horizontal curves with fixed end–point conditions. Let us
fix x0, xT two compatible endpoints in P . Let gT ∈ G be such that xT = x0g
−1
T .
If Gx0 denotes the isotropy group of x0, i.e., Gx0 = { h ∈ G | x0h = x0 }, notice
that for any h ∈ Gx0 , the group element g
′
T = gTh defines the same end-point
xT = x0g
′−1
T .
Consider a point q0 ∈ Q. Thus if q(t) is a curve on Q such that x(t)q(t) is
horizontal with respect to the affine connection BP , eq. (15), induced by the
principal connection B on Q, we have x(t)q(t) = x0q
h(t). Thus xT q(T ) = x0q
h(T ),
hence x0g
−1
T q(T ) = x0q
h(T ) and g−1T q(T ) = g0q
h(T ), g0 ∈ Gx0 . Moreover if g(t) is
the curve on G such that q(t) = g(t)qh(t), then q(T ) = g(T )qh(T ), and as G acts
freely on Q, we will conclude that g(T ) ∈ gTGx0 .
Thus given x0, xT = x0g
−1
T , and denoting q
h(T ) by qhT for the curve q(t) ∈
Ωq0,gTGx0qhT (Q), i.e., such that q(0) = q0 and q(T ) ∈ gTGx0q
h
T , we can associate
to it a unique curve in ΩHx0,xT ;q0(P × Q) by means of the natural correspondence
q(t) 7→ (x(t), q(t)), where x(t) = x0g
−1(t) and q(t) = g(t)qh(t) as before. Then
x(0) = x0g
−1(0) = x0 and x(T ) = x0g
−1(T ) = x0h
−1g−1T = x0g
−1
T = xT , h ∈ Gx0 .
Finally, notice that the space of horizontal curves ΩHx0,xT ;q0(P × Q) is a closed
submanifold of the space of horizontal curves ΩHx0;q0(P × Q) obtained as the level
set ev−1T (xT ), of the evaluation map evT : Ω
H
x0;q0(P ×Q)
// P , evT (x, q) = x(T ),
The previous remarks and commentaries can be summarized in the following:
Proposition 2. Let Q be a left–principal G-bundle, pi2 : Q //N , with connection B
and P a right G-space. Let gT ∈ G, and two compatible points x0, xT = x0g
−1
T in P ,
q0 ∈ Q, n0 = pi2(q0) and nT ∈ N . Then there is a one-to-one correspondence among
the space of parametrized smooth horizontal curves (x(t), q(t)) ∈ ΩHx0,xT ;q0(P × Q)
and the set of curves q(t) ∈ Ωq0,gTGx0qhT (Q), where q
h
T = n
h
q0
(T ), nhq0(t) being the
horizontal lifting starting at q0 of n(t), and Gx0 the isotropy group of x0. There
is also a surjective correspondence among the set of horizontal curves (x(t), q(t)) ∈
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ΩHx0,xT ;q0(P × Q) and the set of curves (x(t), n(t)) ∈ Ωx0,xT (x0G) × Ωn0,nT (N)
where x0G ⊂ P is the G–orbit of x0. If Gx0 = e, then the later correspondence is
one–to–one too.
Proof. The correspondence α : Ωq0,gTGx0qhT (Q)
// ΩHx0,xT ;q0(P ×Q) is given by:
(16) α(q(t)) = (x(t), q(t)),
with x(t) = x0g
−1(t) and q(t) = g(t)qh(t), and the correspondence β : ΩHx0,xT ;q0(P×
Q) // Ωx0,xT (x0G)× Ωn0,nT (N), is explicitly given as:
(17) β((x(t), q(t))) = (x(t), pi2(q(t))).
It is clear that the map α is bijective, the inverse given simply by (x(t), q(t)) 7→ q(t).
From the definition is clear that β is surjective. A right inverse of the map β is given
by (x(t), n(t)) 7→ q(t) = g(t)nhq0(t), where x(t) = x0g(t). Now, if Gx0 = e, then the
curve g(t) in G is uniquely determined and the right inverse of β is unique. 
5.3. Lin constraints. Since BP
(
d
dt
(x(t)q(t))
)
= 0 is equivalent to x(t)q(t) being
horizontal, it follows that ΩHx0,xT ;q0(P ×Q) is the subset of Ωx0,xT ;q0(P ×Q) defined
by the constraint BP ( d
dt
(x(t)q(t))) = 0. This constraint is called a Lin constraint
[Ce87a]. Now we will introduce the constraint in the variational principle using
a Lagrange multiplier (see Apendixes A, B). Using the costate space T ∗P we will
allow arbitrary variations of the curves along the vertical directions on T ∗P and
the Lagrange multiplier will have the form:
(18)
〈
BP
(
d
dt
(x(t)q(t))
)
, p(t)q(t)
〉
with p(t) being any lifting of the curve x(t) ∈ Ωx0,xT (P ). Notice that the action
of G on P can be lifted naturally to an action of G on T ∗P , then we consider the
quotient space T ∗P×GQ as in Section 4.1. We take the curve p(t) as a curve in T
∗P
with endpoints lying on τ−1P (x0) and τ
−1
P (xT ), this is p(t) is a curve in T
∗P with
free endpoints along the fibers of the canonical projection τP : T
∗P → P projecting
over the points x0 and xT . Because of eq. (15) the horizontal Lin constraint eq.
(18) can be written in terms of the canonical Liouville 1–form θP on T
∗P as
〈
BP
(
d
dt
(xq)
)
, pq
〉
= 〈(x˙−Bq(q˙)P (x))q, pq〉
= −θP (x, p)(x˙, p˙)− 〈J(x, p), Bq(q˙)〉.(19)
Finally, consider L to be a G-invariant Lagrangian on Q, this is, L(q, q˙) =
L(gq, gq˙) with (q, q˙) ∈ TQ and g ∈ G. As indicated above, the action of G on P
also permits us to define the associated bundle T ∗P ×G Q over N with fiber T
∗P .
We now define the Lagrangian L on T (T ∗P ×Q) by the formula:
(20) L(x, p, x˙, p˙, q, q˙) = L(q, q˙)−
〈
BP
(
d
dt
(xq)
)
, pq
〉
,
or using the formulas previously obtained for BP we get:
L(x, p, x˙, p˙, q, q˙) = L(q, q˙)−
〈
BP
(
d
dt
(xq)
)
, pq
〉
= L(q, q˙) + 〈J(x, p), Bq(q˙)〉+ θP (x, p)(x˙, p˙)(21)
which coincides with the Clebsh representation of the Lagrangian L given in (11).
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6. The equivalence with Lagrangian systems with symmetry
Now we can make precise the correspondence between critical points of L and
those of L. The first result we will present is that the critical points of a Lagrangian
system with symmetry L can be obtained as critical points of the Clebsh Lagrangian
representation of L given above (21). More precisely:
Theorem 2. Let gT ∈ G, q0 ∈ Q, x0 ∈ P , xT = x0g
−1
T ∈ P , and qT = gT q0 ∈ Q.
Then the following assertions are equivalent:
i.- The smooth curve q(t) ∈ Ωq0,gTGx0qhT (Q) is a critical point of the functional
SL : Ωq0,gTGx0qhT (Q)→ R defined by
(22) SL[q] =
∫ T
0
L(q, q˙)dt
ii.- There is a smooth curve (x(t), p(t)) ∈ Ωx0,xT (T
∗P ) such that the curve
(x(t), p(t), q(t)) is a critical point of the functional SL : Ωx0,xT ;q0(T
∗P ×
Q) // R defined by:
SL[x, p, q] =
∫ T
0
L(x(t), p(t), x˙(t), p˙(t), q(t), q˙(t))dt
=
∫ T
0
(L(q, q˙) + 〈J(x, p), Bq(q˙)〉+ θP (x, p)(x˙, p˙))dt.(23)
Proof. Because of Prop. 2 there is a one-to-one correspondence α among the space
of curves Ωq0,gTGx0qhT (Q) and the space of horizontal curves Ω
H
x0,xT ;q0(P ×Q). Thus
we may think that L is defined on the space of horizontal curves ΩHx0,xT ;q0(P ×Q).
Now because of Thm. 4 (Appendix B) a curve (x(t), q(t)) ∈ ΩHx0,xT ;q0(P × Q) is
a critical point of SL iff there exists a smooth lifting (x(t), p(t), q(t)) of this curve
that is a critical point of the extended functional defined by the Lagrangian (20)
that due to (21) is the same as the functional (23).
Conversely, if the curve (x(t), p(t), q(t)) is a critical point of the functional SL
defined in (23), then because of eq. (19), SL is just SL plus the Lagrange multiplier
determined by the submanifold of horizontal curves ΩHx0,xT ;q0(P × Q) inside the
total space of curves Ωx0,xT ;q0(T
∗P ×Q). Thus because of the Lagrange multipliers
theorem 3 (Appendix A) we conclude that q(t) is a critical point of SL in the space
of curves Ωq0,gTGx0qhT (Q). 
And now, collecting the results obtained in Thm. 1 and Thm. 2 above, we
can state the following relation among the extremals of a Lie-Scheffers-Brockett
optimal control problem, the solutions of the corresponding Lagrangian system
with symmetry and the critical points of the Clebsh Lagrangian associated to it.
Corollary 1. Given gT ∈ G, q0 ∈ Q, x0 ∈ P , qT = gT q0 ∈ Q, and xT = x0g
−1
T ∈
P . Then the following assertions are equivalent:
i.- (Lie-Scheffers-Brockett Optimal control system.) The smooth curve (x(t), q(t))
in the subspace Ωx0,xT ;q0(P ×Q) defined by the equation x˙ = ξ(q, q˙)(x), is
a critical point of the objective functional:
S[q] =
∫ T
0
L(q, q˙)dt.
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i.- (Invariant Lagrangian system.) The smooth curve q(t) ∈ Ωq0,gTGx0qhT (Q) is
a critical point of the functional SL : Ωq0,gTGx0qhT (Q)→ R defined by
(24) SL[q] =
∫ T
0
L(q, q˙)dt.
ii.- (Clebsch Lagrangian system.) There is a smooth curve (x(t), p(t)) ∈ Ωx0,xT (T
∗P )
such that the smooth curve (x(t), p(t), q(t)) is a critical point of the func-
tional SL : Ωx0,xT ;q0(T
∗P ×Q) // R defined by:
SL[x, p, q] =
∫ T
0
L(x(t), p(t), x˙(t), p˙(t), q(t), q˙(t))dt
=
∫ T
0
(L(q, q˙) + 〈J(x, p), Bq(q˙)〉+ θP (x, p)(x˙, p˙))dt.(25)
7. Some applications and examples
7.1. Euler rigid body equations.
7.1.1. The group SO(3). We will discuss first the simple case of Euler’s equation
for the rigid body as an optimal control problem that served as a guiding example
for the discussion in [Bl00].
Let G = SO(3) be the rotation group. As a principal fibre bundle Q we will
consider the group SO(3) acting on the left on itself. The state space P will be
the Lie group SO(3) again, but this time acting on itself on the right. The control
space for the optimal control representation problem will be the tangent bundle
TQ = TSO(3) ∼=L SO(3) × so(3) where the subscript L indicates that we have
used left translations on SO(3) for the identification.
The Lagrangian density is the kinetic energy L(q, ω) = 1/2〈ω, J(ω)〉, (q, ω) ∈
SO(3) × so(3) defined by a right-invariant metric J on SO(3). The connection B
on Q = SO(3) will be simply the canonical right-invariant Maurer-Cartan 1-form
(that in the left-invariant representation of TSO(3) above is the identity matrix).
Thus, computing the vector field B(ω) on P at x, we get
(B(ω))P (x) = d/dt(x exp(−tB(ω))) |t=0= xω,
and the control equation (6) will be:
x˙ = (B(ω))P (x) = xω.
Pontryagin’s Hamiltonian will take the form:
H(q, ω, x, p) = 〈p, xω〉 −
1
2
〈ω, J(ω)〉,
where (q, ω) ∈ TQ = TSO(3) ∼= SO(3) × so(3) and (x, p) ∈ T ∗P ∼= TP ∼=R
SO(3)× so(3) and Pontryagin’s Hamilton equations (9) are then
x˙ = xω, p˙ = pω,
together with the constraint condition:
xT p− pTx− Jω = 0.
Finally, Euler–Lagrange equations for the Lagrangian L on TSO(3) are easily ob-
tained as:
g˙ = gω, Jω˙ = [Jω, ω].
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7.1.2. The group SU(2). Now we consider as before G = Q = P = SU(2) where
we have replaced the orthogonal group SO(3) by its universal cover, the special
unitary group SU(2). The Lie group
SU(2) = { g =
(
a b
−b¯ a¯
)
| a, b ∈ C, aa¯+ bb¯ = 1 }
has Lie algebra
su(2) = { ξ+e+ + ξ−e− + ξ0e0 | ξ+, ξ−, ξ0 ∈ R },
with
e+ =
(
0 1
−1 0
)
, e− =
(
0 i
i 0
)
, e0 =
(
i 0
0 −i
)
.
We shall identify TQ with SU(2)×su(2) by left translations, i.e., (g, ξ) ∈ SU(2)×
su(2), corresponds to the element (g, g˙) ∈ TSU(2), with
g˙ = gξ.
The vector field ξP (x) takes the form ξP (x) = xξ. Hence the control equation
becomes
x˙ = xξ.
The objective functional is
(26) S =
1
4
∫ T
0
〈ξ, J(ξ)〉dt,
where we use the Killing form 〈ξ, ζ〉 = 4Tr(ξζ). The Euler-Lagrange equations for
the Lagrangian
(27) L(g, g˙) =
1
2
〈g−1g˙, J(g−1g˙)〉
are given again by:
(28) g˙ = gξ, J(ξ˙) = [J(ξ), ξ].
The equations of motion given by Pontryagin maximum principle are:
x˙ = xξ, p˙ = pξ,
the relation among both sets of equation is given by:
x∗p− p∗x− Jξ = 0,
and taking derivatives with respect to t we obtain
Jξ˙ = [Jξ, ξ].
7.2. Riccati equations.
7.2.1. The group G = SL(2,R). We will consider now the group G = SL(2,R) and
as with the rigid body example, we will consider the control space Q the group
SL(2,R) itself. To keep the conventions held along the paper we will consider the
group G acting on the left on Q by left multiplication. The Lie group
SL(2,R) = { g =
(
a b
c d
)
| a, b, c, d ∈ R, ad− bc = 1 }
has Lie algebra
sl(2,R) = { ξ+e+ + ξ−e− + ξ0e0 | ξ+, ξ−, ξ0 ∈ R },
with
e+ =
(
0 1
0 0
)
, e− =
(
0 0
1 0
)
, e0 =
(
1 0
0 −1
)
,
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and nonzero commutation relations,
[e+, e−] = e0, [e+, e0] = −2e+, [e−, e0] = 2e−.
We shall identify TQ with SL(2,R) × sl(2,R) by left translations, i.e., (g, ξ) ∈
SL(2,R)× sl(2,R), corresponds to the element (g, g˙) ∈ TSL(2,R), with
g˙ = gξ.
Now we will consider the state space P = R and SL(2,R) acting on it by Moebius
transformations, i.e.,
x · g−1 =
dx− b
−cx+ a
, g =
(
a b
c d
)
∈ SL(2,R).
If B is a diagonal sl(2,R)–valued equivariant 1-form (a slight generalization of a
principal connection), i.e., B = diag(B+, B−, B0) in the basis e+, e−, e0, then the
vector field ξP (x) = Bg(g˙)P (x) takes the form:
ξP (x) = (ξ+B+ + 2ξ0B0x− ξ−B−x
2)
∂
∂x
.
Hence the control equation becomes the Riccati equation:
(29) x˙ = a(t)x2 + b(t)x+ c(t),
with a(t) = −ξ−B−, b(t) = 2ξ0B0 and c(t) = ξ+B+.
To define the optimal control problem we will consider again the objective func-
tional
(30) S =
∫ T
0
1
2
〈ξ, Iξ〉dt,
where we use the Killing–Cartan form 〈ξ, ζ〉 = 4Tr(ξT ζ).
The results discussed along the paper show that there is a well defined relation
among the solutions of the optimal control problem given by eqs. (29), (30) and
the critical paths of the Lagrangian system
(31) L(g, g˙) =
1
2
〈g−1g˙, Ig−1g˙〉
on TSL(2,R).
The Euler-Lagrange equations for the Lagrangian (31) are given by:
(32) g˙ = gξ, Iξ˙ = [Iξ, ξ].
The equations of motion resulting after applying Pontryagin’s maximum principle
to the Hamiltonian H(x, p; g, g˙) = 〈p, ax2 + bx+ c〉 − 12 〈ξ, Iξ〉 are:
(33) x˙ =
∂H
∂p
= ax2 + bx+ c, p˙ = −
∂H
∂x
= −(2ax+ b)p,
and the optimal feedback relations are given by:
0 =
∂H
∂ξ+
= B+p− I+ξ+,
0 =
∂H
∂ξ−
= −B−px
2 − I−ξ−,
0 =
∂H
∂ξ0
= 2B0px− I0ξ0.(34)
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Substituting in (33) the values of ξ+, ξ−, ξ0 obtained from (34) we get the fol-
lowing nonlinear Hamiltonian equations:
x˙ =
[B2+
I+
x4 +
4B20
I0
x2 +
B2−
I−
]
p, p˙ = −
[2B2+
I+
+
4B20
I0
]
p2x,
Thanks to the relation of reciprocity seen in this article, we can find solutions to
them through Euler-Lagrange equations (32) that take the form of a hyperbolic
rigid body:
(35)


ξ˙+ =
2(I0 − I+)
I+
ξ0 ξ+,
ξ˙− = −
2(I0 − I−)
I+
ξ0 ξ−,
ξ˙0 =
(I+ − I−)
I0
ξ+ ξ−.
We can solve these equations easily in the symmetric case, i.e., I+ = I− = I. Thus,
ξ˙0 = 0. Let α be the quantity α = 2ξ0(I0 − I)/I. Solving the equations (35), we
obtain the analogous solution to the top precession in the hyperbolic case, which is
written as:
ξ+ = ξ+0 e
αt, ξ− = ξ−0 e
−αt.
Finally substituting in (34) again we obtain the solutions we were looking for:
x(t) =
C0
2C+
e−αt, p(t) = 2C+ e
αt,
where C0 =
I0ξ0
2B0
and C+ =
Iξ+0
2B+
.
7.2.2. The group SU(2). If we substitute SL(2,R) by SU(2) in the previous exam-
ple, Section 7.2.1, the control equation becomes:
(36) x˙ = a(t)x2 + b(t)x+ c(t),
with a(t) = ξ+B+ − iξ−B−, b(t) = 2iξ0B0 and c(t) = ξ+B+ + iξ−B−.
The Euler-Lagrange equations for the Lagrangian (31), using now the Killing–
Cartan form of SU(2), are given by:
g˙ = gξ, J˙ξ = [Jξ, ξ],
with
J(ξ) = Iξ + ξI.
Repeating again the procedure above we obtain the following solutions for the
symmetric case:
x(t) =
C0
C−e−αt + iC+eαt
, p(t) = C+ e
αt − iC−e
−αt,
where C0 =
I0ξ0
2B0
, C− =
Iξ−0
2B−
, C+ =
Iξ+0
2B+
and α as above. A similar instance
of this correspondence was discussed in the context of quantum optimal control in
[Ib08].
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7.2.3. The group SO(2, 1). If we substitute now SL(2,R) by the group SO(2, 1)
whose Lie algebra is given by:
so(2, 1) = { ξ+e+ + ξ−e− + ξ0e0 | ξ+, ξ−, ξ0 ∈ C },
with
e+ =
(
i 0
0 −i
)
, e− =
(
0 i
−i 0
)
, e0 =
(
0 −1
−1 0
)
,
the control equation becomes:
(37) x˙ = a(t)x2 + b(t)x+ c(t),
with a(t) = ξ0B0 + iξ−B−, b(t) = 2iξ+B+ and c(t) = −ξ0B0 + iξ−B−.
The Euler-Lagrange equations for the Lagrangian (31) are given by:
g˙ = gξ, Iξ˙ = [ξ∗, Iξ].
Following the same procedure we obtain in the symmetric case the solutions:
x(t) =
C+e
αt
C−e−αt − iC0
, p(t) = −iC−e
−αt − C0,
where C0 =
I0ξ0
2B0
, C− =
Iξ−0
2B−
and C+ =
Iξ+0
2B+
.
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Appendix A. A Lagrange’s multiplier theorem
In this appendix we will prove a version of Lagrange’s multiplier theorem which
is suitable for the purposes of the paper.
Theorem 3. Let E be a vector bundle with hermitian connection ∇ and standard
fiber the Hilbert space H over a smooth Hilbertian manifold M . Let s ∈ Γ(E) be
a smooth section of E transverse to the zero section of E and W an open subset
in the zero set of the section s, Zs = {x ∈ M | s(x) = 0}. Let f : M // R be a
C1-function and fW : W //R the restriction of f to W . Then they are equivalent:
i.- The point x0 ∈ W is a critical point of fW .
ii.- There exists α0 ∈ E
∗
x0
such that the point (x0, α0) ∈ E
∗ is a critical point
of the function F : E∗ // R given by:
F (x, α) = f(x) + 〈α, s(x)〉.
The bundle E∗ is the dual bundle of E. The fiber E∗x at each point x of M is
the topological dual of the Hilbert space Ex ∼= H and because of Riesz theorem, it
can be naturally identified with Ex. In this sense E
∗ ∼= E. The function F in the
statement of the theorem above can be written alternatively as
F = pi∗f + Ps,
where pi : E //M is the bundle projection and Ps denoting the linear function
along the fibres of E induced by the section s, Ps(x, α) = 〈α, s(x)〉.
Proof. Because s is transverse to the zero section of E, Zs is a smooth subman-
ifold of M . Since W is an open subset of Zs, it is a smooth submanifold of M .
Moreover, TxZs = ker∇s(x), x ∈ Zs. If x ∈W , because W is open in s
−1(0), then
we have TxW = Txs
−1(0) = ker∇s(x).
Let us consider now a point x0 ∈ W which is a critical point of fW . Then,
dfW (x0) = 0, i.e., df(x0)(U) = 0 for all U ∈ TxW , hence df(x0) ∈ (ker∇s(x0))
0. If
we compute now the differential of the function F we obtain,
dF (x, α)(X) = df(x)(pi∗X)+d〈α, s(x)〉(X) = df(x)(U)+ 〈X
V , s(x)〉+ 〈α,∇Us(x)〉,
where the tangent vectorX ∈ T(x,α)E is decomposed into its horizontal and vertical
components X = XH +XV with respect to the connection ∇, and pi∗(X) = U ∈
TxM . If x0 ∈W , then s(x0) = 0, and we get:
dF (x0, α)(X) = df(x0)(U) + 〈α,∇Us(x)〉.
Because of the Fredholm alternative theorem the equation 〈α,∇s(x)〉 = −df(x0)
has a solution α iff df(x0) ∈ (ker∇s(x0))
0.
Conversely, if (x0, α0) ∈ E
∗ is a critical point of the function F then, as dF (x0, α0) =
0 and x0 ∈ W , we get:
df(x0) + 〈α0,∇s(x0)〉 = 0.
Again the equation 〈α,∇s(x)〉 = −df(x0) has a solution if and only if df(x0) ∈
(ker∇s(x0))
0, and this implies that dfW (x0) = 0. 
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Appendix B. Lagrange’s multiplier theorem on spaces of horizontal
curves and optimal control
To use Lagrange multipliers Thm. 3 as stated in Appendix A, in the context of
this paper, requires to set up the adequate framework. We will use for this purpose
Klingerberg’s analytic setting for functionals in spaces of curves [Kl78].
We shall consider the spaces of curves γ(t) = (x(t), q(t)), t ∈ I = [0, T ], of
Sobolev class k, k ≥ 1, on the space P × Q. Such space will be denoted by
Hk([0, T ], P × Q) [Kl78] and is a paracompact Hilbert manifold modelled on the
Hilbert space Hk([0, T ],Rn+m), n = dimP , m = dimQ, of maps γ : [0, T ] //Rn+m
in L2([0, T ],Rn+m) possessing weak derivatives γ(l)(t), 0 ≤ l ≤ k, in L2([0, T ],Rn+m).
The tangent space to Hk([0, T ], P × Q) at the curve γ(t) = (x(t), q(t)) is given
by the sections of Sobolev class k of the pull-back bundle γ∗(TP × TQ). Be-
cause the bundle γ∗(TP × TQ) over [0, T ] is trivial, such space of sections can be
identified with the Hilbert space of Sobolev maps Hk([0, T ],Rn+m). We shall de-
note by T (Hk([0, T ], P ×Q)) the tangent bundle thus constructed on this space of
curves. Moreover we can consider at each map γ the Hilbert space of sections of
Sobolev class l, 0 ≤ l ≤ k, of the pull-back bundle γ∗(TP × TQ). The collection of
such spaces defines a vector bundle over Hk([0, T ], P ×Q) whose fiber is given by
H l([0, T ],Rn+m). We shall denote such vector bundle as T (l)(Hk([0, T ], P ×Q)).
Various endpoint conditions for the curves we are considering define Hilbert
submanifolds of the Hilbert manifoldHk([0, T ], P×Q). For instance, given x0, xT ∈
P , the endpoint conditions considered along the paper, x(0) = x0, x(T ) = xT ,
define a Hilbert submanifold of Hk([0, T ], P × Q) that will be denoted in what
follows as Pkx0,xT , k ≥ 1. Thus:
Pkx0,xT = { (x(t), q(t)) ∈ H
k(P ×Q) | x(0) = x0, x(T ) = xT }.
The tangent space to Pkx0,xT is given by the Hilbert subspace,
TγP
k
x0,xT
= { (δx(t), δq(t)) ∈ Hk(γ∗(P×Q)) = TγH
k(P×Q) | δx(0) = δx(T ) = 0 }.
We have defined in this way the tangent bundle TPkx0,xT . In a similar way, we
can consider for each curve γ ∈ Pk the set of sections of Sobolev class l, l ≤ k,
of the bundle γ∗(TP × TQ) vanishing at the endpoints x0, xT . The total space of
such sections defines another vector bundle T (l)Pkx0,xT
// Pkx0,xT . Notice that we
can also consider the bundle T
(l)
Pkx0,xT
(Hk([0, T ], P ×Q)) which is the restriction to
Pkx0,xT of the tangent bundle T
(l)(Hk([0, T ], P × Q)). Thus for instance, the map
γ 7→ γ˙ is a section of T
(k−1)
Pk
(Hk([0, T ], P ×Q)).
In order to apply this formalism to the optimal control problem discussed in the
body of the paper, we will consider the Hilbert manifold M := Pkx0,xT of curves of
Sobolev class k ≥ 1 on P × Q with fixed endpoints x0, xT ∈ P . We shall consider
too the Hilbert manifold of curves of Sobolev class k ≥ 1 on the quotient space
P ×G Q discussed along the paper (see Section 4.1). We have, as in the previous
discussion, the tangent bundle T (k−1)Hk([0, T ], P ×G Q). The natural projection
Π: P ×Q // P ×G Q induces a projection on the corresponding spaces of curves
that will be denoted with the same letter Π: Pkx0,xT
//Hk([0, T ], P ×G Q).
We shall denote by E the pull-back of the bundle T (k−1)Hk([0, T ], P ×G Q) to
Pkx0,xT along the map Π. Notice that the fiber of E
// Pkx0,xT at γ = (x, q) is the
Hilbert space ofHk sections of the bundle (xq)∗(T (P×GQ)). Moreover, the Hilbert
bundle E always admits an hermitian connection ∇ [La85]. Such connection can
also be explicitly constructed from a canonical global metric defined on E but we
will not insist on these aspects here.
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Consider now the section s of the bundle E defined by the map:
(38) s(γ)(t) = BP
(
d
dt
(
x(t)q(t)
))
,
where γ(t) = (x(t), q(t)), B is a principal connection on the principal bundle
pi2 : Q //N , and B
P the connection associated to B on the bundle piQ : P×GQ //N
(see Section 4.2). Clearly the section s is smooth and transverse to the zero section
of E. Notice that the tangent space at a zero section point γ of E can be written as
TγE = T
(k−1)
γ Pkx0,xT ⊕ Vγ(E), where Vγ(E)
∼= Eγ denotes the vertical subspace of
TγE. But any vertical vector ξ ∈ Eγ is in the range of ∇s for a generic connection
∇.
Finally we will consider the C1-map S : M // R defined by eq. (7). Hence,
applying Lagrange’s multiplier theorem, Thm. 3, to the function S and the section
of E //M defined by eq. (38), we have that the curve γ will be a critical point
of the function S restricted to the submanifold defined by the zero set Zs of the
section s if and only if there exists an element p ∈ E∗ such that (γ, p) is a critical
point of the function F : E∗ // R given by
F (γ, p) = S(γ) + 〈p, s(γ)〉.
Because of the Sobolev embedding theorem the critical curve γ(t) is of differentia-
bility class Ck and p(t) is of differentiability class Cr with r = k − 1. Thus if we
assume that γ is in Pkx0,xT for all k ≥ 0, then the critical pair (γ, p) will be of class
(k, k − 1) for all k ≥ 0, hence of class C∞.
Thus we can summarize the previous discussion in the form of the following
theorem.
Theorem 4. With the notation above, a smooth curve γ(t) = (x(t), q(t)) is a crit-
ical point of the functional S =
∫ T
0
L(x, q)dt subjected to the horizontal constraint
conditions
BP
(
d
dt
(
x(t)q(t)
))
= 0
if and only if there exists a smooth lifting (γ(t), p(t)) of this curve that is a critical
point of the extended functional
SL[x, p, q] =
∫ T
0
(
L(x, q) +
〈
p(t), BP
( d
dt
(
x(t)q(t)
))〉)
dt.
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