Analyticity of Solutions to Nonlinear Schrödinger Equations by 内田 英建 & Hidetake Uchida
SUT Journal of Mathematics
Vol. 37, No. 2 (2001), 105–135
Analyticity of Solutions to Nonlinear Schro¨dinger
Equations
Hidetake Uchida
(Received October 2, 2001; Revised November 23, 2001)
Abstract. In this paper, we consider the Cauchy problem for the following
nonlinear Schro¨dinger equations
(NLS)

i∂tu +∆u = N (u,∇u, u¯,∇u¯), (t, x) ∈ ×N, N ≥ 3,
u(0, x) = u0(x), x ∈ N,
where
N (u, v, u¯, v¯) =

2≤|α|+|β|≤l,
r≤|β|≤l
λαβu
α1 u¯α2vβ1 v¯β2 ,
λαβ ∈  , l ≥ 2, r ≥ 1 if N = 3, 4, or r ≥ 0 if N ≥ 5. We study analyticity of
global solutions for (NLS) with small initial data u0. To be precise, we show
that global solutions of (NLS) are analytic in space and time for |t| = 0 if the
norm of the initial data is suﬃciently small in analytical space with respect to
x · ∇.
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§1. Introduction
In this paper, we consider the Cauchy problem for the following nonlinear
Schro¨dinger equations
(NLS)
{
i∂tu + ∆u = N (u,∇u, u¯,∇u¯), (t, x) ∈ R×RN , N ≥ 3,
u(0, x) = u0(x), x ∈ RN ,
where
N (u, v, u¯, v¯) =
∑
2≤|α|+|β|≤l,
r≤|β|≤l
λαβu
α1u¯α2vβ1 v¯β2,
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with λαβ ∈ C, l ≥ 2, r ≥ 1 if N = 3, 4, or r ≥ 0 if N ≥ 5.
Our purpose in this paper is to prove analyticity of solutions in space and
time to nonlinear Schro¨dinger equations with nonlinearity of power greater
than 2 including the derivative of unknown functions if the norm of the initial
data is suﬃciently small in analytical space with respect to x · ∇.
Global existence of solutions to (NLS) is started in [19, 20, 22]. They
show the existence of global solutions under the condition Re ∂vN = 0. N.
Hayashi [8, 9] proves global existence of solutions to (NLS) with l = 2 with-
out the condition Re ∂vN = 0 by using the operators P = x · ∇ + 2t∂t,
Ω = (Ωj,k)(1≤j<k≤N) with Ωj,k = xj∂k − xk∂j and ∂ which commute with the
linear Schro¨dinger equation. N. Hayashi and T. Ozawa [17] study global ex-
istence of solutions to (NLS) by using a gauge transformation and the above
operators. N. Hayashi and H. Hirata [10] obtain global existence result to
(NLS) by using the smoothing properties of solutions to linear Schro¨dinger
equation. H. Chihara [1, 2, 3] proves global existence of solutions to (NLS) by
applying the zeroth-order pseudo-diﬀerential operators in order to make use
of the smoothing properties of solutions to linear Schro¨dinger equation (see
also [6]). N. Hayashi, C. Miao and P.I. Naumkin [14] also apply the operators
as H. Chihara [1, 2, 3] uses and show that global solution of (NLS) exists if
the initial data u0 is suﬃciently small in Hm,0 ∩Hm−2,2 with m ≥ [N/2] + 3,
where Hm,s = {φ ∈ L2 ; ‖(1 + |x|2)s/2(1−∆)m/2φ‖L2 < ∞}, m, s ∈ R+.
N. Hayashi and K. Kato [13] prove analyticity of solutions to (NLS) with
l = 2 in space if the initial data is analytical with respect to x · ∇ and ∂. N.
Hayashi and K. Kato [12] study regularity in time for the nonlinear Schro¨dinger
equations with nonlinear terms not including the unknown derivative function.
They show that solution is in Gevrey class of order s (≥ 1) in time variable
except for t = 0 if the initial data is in Gevrey class of order s with respect
to x · ∇ and ∂. K. Kato and K. Taniguchi [18] treat Gevrey regularity for the
nonlinear Schro¨dinger equations under the condition that the nonlinearity is
in Gevrey class with respect to t, x and u. They prove analyticity of solutions
for t = 0 if the initial data is in Gevrey class of order s (≥ 1) with respect to
x · ∇.
H. Chihara [5] and N. Hayashi, P.I. Naumkin and P.N. Pipolo [16] study
the analyticity for the cubic derivative nonlinear Schro¨dinger equations with
nonlinear terms satisfying the gauge invariant condition that
N
(
eiθu, eiθv, eiθu, eiθv
)
= eiθN (u, v, u, v) for any θ ∈ R and u, v ∈ C.
They make use of the smoothing properties of solutions to the linear Schro¨-
dinger equation to overcome the so-called loss of derivative. They do not use
analyticity of the initial data. N. Hayashi, P.I. Naumkin and P.N. Pipolo
[16] show that solution is analytic in one space dimension if the initial data
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is suﬃciently small in Sobolev space H3,0 and decays exponentially. By a
diagonalization technique which H. Chihara [4], N. Hayashi and E.I. Kaikina
[11] and P.N. Pipolo [21] use, H. Chihara [5] announces gain of analyticity if
the initial data without smallness is in Sobolev space Hθ,0 with θ > N/2 + 3
and decays at inﬁnity exponentially.
Applying the energy method to (NLS), so-called loss of derivative occurs
because nonlinear terms of (NLS)do not satisfy the condition Re∂vN = 0. To
overcome it, we use the following operator
S(ϕ) =
N∏
j=1
Sj(ϕj),(1.1)
which is used to obtain a smoothing property of the linear Schro¨dinger equa-
tion in [14]. Here Sj(ϕj) = cosh(ϕj)+sinh(ϕj)Hj ,Hj is Hilbert transformation
with respect to the j-th variable. Here, we choose φj as follows:
ϕj(t, xj) = ε2〈t〉−σ
∫ xj〈t〉−µ
−∞
〈y〉−2µdy,(1.2)
where µ = 12 + σ with σ ∈ (0, 18 ). The original one of such operators is
introduced by S. Doi [6] for Schro¨dinger type equations with derivatives (see
also [2]).
S(1) = exp

 N∑
j=1
∫ xj
−∞
(
1 + x′j
2
)−(1+δ)
dx′j
Dj
〈Dj〉

 ,
where δ > 0, Dj = i∂j and 〈Dj〉 = (1 − ∂2j )1/2. H. Chihara [3, 4] uses the
following operator based on S(1):
S(2) = exp

 N∑
j=1
∫ xj
−∞
‖u(t, x′j)‖2L2\L2xj dx
′
j
Dj
〈Dj〉

 .
He applies the above operator to nonlinear Schro¨dinger equations with nonlin-
earity of power greater than 3. To use S(1) and S(2), they need the knowledge
concerning pseudo-diﬀerential operators and complicated calculation to ob-
tain the generalized energy inequalities including these operators. However,
for nonlinear Schro¨dinger equations obtained by transforming variables of Ishi-
mori and Davey-Stewartson systems N. Hayashi and P.I. Naumkin [15] use
S(3)(ϕ) =
2∏
j=1
(Sj(ϕj) = cosh(ϕj) + sinh(ϕj)Hj)
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where
ϕj(t, xj) =
1
ε
∫ xj
−∞
‖(1 −∆)u(t, x′j)‖2L2xkdx
′
j for j, k = 1, 2, j = k.
The calculation with communitators become explicit because of the operator
S. N. Hayashi, C. Miao and P.I. Naumkin [14] introduce the operator (1.1)
based on the operator S(3). We use the operator S to prove our result. In
Lemma 2.4 of section 2, we can get an energy estimate in which we have the
norm of half derivative of the unknown function u by using the operator S.
Owing to the above, we are able to overcome loss of derivative.
We easily see that the operator S acts continuously from L2 to L2 with the
following estimate
‖S(ϕ)ψ‖ ≤ C‖ψ‖.
The inverse operator S−1j = (1+ i tanh (ϕj)Hj)−1 1cosh (ϕj) exists and is contin-
uous in L2 :
‖S−1(ϕ)ψ‖ ≤ (1− tanh (‖ϕ‖∞))−1‖ψ‖ ≤ C‖ψ‖.
And to prove analyticity in space and time, we have the help of a operator
P = x · ∇+ 2t∂t. This operator have properties [P,L] = −2L,
(t∂t)l =
1
2l
∑
l=l1+l2
l!
l1!l2!
(−x · ∇)l1P l2
and
t∆P νu = −iP ν+1u + i(x · ∇)P νu + 2t(P + 2)νN .
where L = i∂t + ∆, [A,B] = AB − BA, N is a nonlinear term. From these
properties, we show analyticity in space and time.
Notation and function spaces. We use Lebesgue space
Lp = {φ :φ is measurable on RN , ‖φ‖Lp < ∞},
where
‖φ‖Lp =


(∫

N
|φ(x)|pdx
)1/p
, if 1 ≤ p < ∞,
ess.sup{|φ(x)|; x ∈ RN}, if p = ∞.
Inner product on L2 is deﬁned by (f, g) =
∫
fgdx. We deﬁne weighted Sobolev
space
Hm,s = {φ ∈ L2; ‖φ‖m,s = ‖(1 + |x|2)s/2(1−∆)m/2φ‖L2 < ∞}.
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For convenience, Hm stands for Hm,0, and we write ‖ · ‖m = ‖ · ‖m,0. We also
use ‖ · ‖ = ‖ · ‖L2 .
We let ∂α = ∂αx = ∂
α1
1 · · ·∂αNN , |α| = α1 + · · · + αN . We denote the
operators Q = x · ∇ + 2it∆, and J = (Jj)(1≤j≤N), with Jj = xj + 2it∂j and
x·∇ = x1∂1+· · ·+xN∂N . We note these operators have the following relations:
Q = P + 2itL
= J · ∇
= U(t)xU(−t) · ∇,
where L = i∂t + ∆ and
U(t)φ = (2πit)−N/2
∫
exp(i|x− x′|2/4t)φ(x′)dx′.
We also have the following properties with the commutator:


[Q,∇] = [P,∇] = −∇,
[Q, J] = [P, J] = J,
[P, Q] = [Ω, P ] = [Ω, Q] = 0,
[∂j, Jj] = δij,
[Ωj,k, ∂l] = δkl∂j − δjl∂k,
[Ωj,k,∆] = 0,
(1.3)
where δjk = 1 if j = k and δjk = 0 if j = k. We deﬁne operator vectors
Γ = (P,Ω,∆, 1) and Θ = (Q,Ω,∆, 1). We also use a operator vector Γ2 =
(P,Ω,∆, 1)2 = (P 2, PΩ, P∆, P,Ω2,Ω∆,Ω,∆2,∆, 1).
Let Fjφ be the Fourier transform of φ ∈ C∞0 (RN) with respect to j-th
variable, namely
Fjφ(x1, . . . , xj−1, ξj, xj+1, . . . , xN)
=
1√
2π
∫

φ(x1, . . . , xj−1, xj, xj+1, . . . , xN)e−iξjxjdxj.
We also denote by F−1j ψ the inverse Fourier transform of the function ψ ∈
C∞0 (RN) with respect to j-th variable,
F−1j ψ(ξ1, . . . , ξj−1, xj, ξj+1, . . . , ξN)
=
1√
2π
∫

ψ(ξ1, . . . , ξj−1, ξj, ξj+1, . . . , ξN)eiξjxjdξj.
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We use the following notation |∂j| = F−1j |ξj|Fj = −Hj∂j . The Hilbert trans-
formation with respect to the variable x1 is deﬁned as follows
Hjφ(x1, . . . , xj−1, xj, xj+1, . . . , xN)
≡ Hxjφ(x1, . . . , xj−1, xj, xj+1, . . . , xN)
=
1
π
Pv
∫

φ(x1, . . . , xj−1, z, xj+1, . . . , xN)
xj − z dz
= −iF−1j
ξj
|ξj|Fjφ,
where j = 1, . . . , N and Pv means the principal value of the singular integral.
The fractional derivative |∂j|γ , γ ∈ (0, 1) is deﬁned by
|∂j|γφ = F−1j |ξj|γFjφ
= C
∫

(φ(x1, . . . , xj−1, xj + z, xj+1, . . . , xN)
− φ(x1, . . . , xj−1, xj, xj+1, . . . , xN)) dz|z|1+γ
and similarly we have
|∂j|γHjφ = −iF−1j
ξj
|ξj| |ξj|
γFjφ
= C
∫

(φ(x1, . . . , xj−1, xj + z, xj+1 . . . , xN)
− φ(x1, xj−1, . . . , xj, xj+1, . . . , xN)) dz
z|z|γ ,
with some constant C, see [23].
We note that factorial of zero and negative number is always considered
as 1. In other word, ν and νj (j = 1, 2, 3) are max(ν, 1) and max(νj, 1)
respectively in the notation such as
∑
ν=ν1+ν2+ν3
ν
ν1ν2ν3!
· · · or
∑
ν=ν1+ν2+ν3
(
ν
ν1ν2ν3
)2
· · · .
We deﬁne function spaces in order to show our main results.
Zm,A =
{
φ ∈ L2; ‖φ‖Zm,A < ∞
}
,
where m,A ∈ R+,
‖φ‖2Zm,A =
∞∑
ν=0
A2ν
(ν − 1)!2 ‖(x · ∇)
νφ‖2Bm
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and
‖φ‖Bm =
∑
|a|+b≤2
‖Ωa(x · ∇)bφ‖(m−2|a|−2b).
And putting ωj = ε〈xj〈t〉−µ〉−µ, the function space Ym,A is deﬁned by
Ym,A =
{
φ ∈ C(R;L2(Rn)); ‖φ‖Ym,A < ∞
}
,
where m,A ∈ R+,
‖φ‖2Ym,A =
∞∑
ν=0
A2ν
(ν − 1)!2‖P
νφ‖2Xm
and
‖φ‖2Xm = sup
t∈
∥∥Γ2φ∥∥2
m−4 + sup
t∈
‖ΓΘφ‖2m−4
+ sup
t∈
‖Θφ‖2m−2 + sup
t∈
〈t〉−1 ∥∥Q2φ∥∥2
m−4
+
1
2
N∑
k=1
∫ ∞
0
∥∥∥ωkS√|∂k|Γ2∂m−4j φ(τ )∥∥∥2 dτ〈τ 〉1/2+2σ .
We state our main results.
Theorem 1.1. Suppose that the initial data u0 belong to Zm,A with some
positive constant A and m ≥ [N2 ] + 6 for N ≥ 3 and satisfy ‖u0‖Zm,A ≤ ε
with a suﬃciently small positive number ε. Then (NLS) has a unique global
solution u ∈ C(R;Hm) such that
P νu ∈ C(R;Hm) (ν = 0, 1, 2, . . . )
and satisﬁes the estimate
sup
t∈
∞∑
ν=0
∥∥∥∥ AνP ν(ν − 1)!u(t)
∥∥∥∥
2
m
≤ Cε2.
Remark 1.1. We give two function as example of the initial data.
(1) Let δ be suﬃciently small. For a and b with 2b−N/2−1 > a > m−N/2,
u0(x) = δ|x|a(1 + |x|2)−b.
(2) Let δ suﬃciently small. For c ≥ m + 2, u0(x) = δ|x|ce−|x|.
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These functions belong to Zm,A for some A > 0.
Theorem 1.2. Let u be the solution of (NLS) constructed in Theorem 1.1.
Then there exist constants C17, A3, A8 and A9 such that
‖a(x)|µ|+2κ1∂κ1t ∂µu‖m ≤ C17|t|−κ1 max{1, |t|−|µ|−κ1}A|µ|3 A|µ|+κ18 Aκ19 (|µ|+ κ1)!,
for t = 0, any κ1 ∈ N ∪ {0} and any multi-index µ, where a(x) = 〈x〉−N =
1/(1 + |x|2)N/2.
Remark 1.2. Theorem 1.2 shows the analyticity in space and time of solutions
to (NLS).
The rest of this paper is organized as follows. In section 2, we present
the energy estimate including the operator S, based on a smoothing property
of the free linear Schro¨dinger equation and some estimates for nonlinearities.
Section 3 is assigned as the proof of Theorem 1.1. In section 4, the result of
analyticity is shown. Its proof has four steps.
§2. Preliminaries
In this section, we prepare some lemmas to prove the existence of solutions.
We study the following linear Schro¨dinger equation to get the energy estimates
of the solutions. { Lu = f, (t, x) ∈ R× RN ,
u(0, x) = u0(x), x ∈ RN ,(2.1)
where L = i∂t + ∆.
In order to show two important lemmas, we prepare some lemmas.
Lemma 2.1 (The Gagliardo-Nirenberg inequality). Let 1 ≤ q, r ≤ ∞.
Let integer number j, m satisfy the inequality 0 ≤ j < m. Let p be such that
1
p
=
j
N
+ a
(
1
r
− m
N
)
+
(1− a)
q
,
where a satisfy j/m ≤ a < 1 if m − j − n/r ∈ N ∪ {0}, and j/m ≤ a ≤ 1
otherwise. Then the following estimate is valid:∑
|α|=j
‖∂αφ‖Lp ≤ CN,m,j,q,r
∑
|β|=m
‖∂βφ‖aLr‖φ‖1−aLq ,
provided that the right hand side is ﬁnite.
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For the proof of Lemma 2.1, see, e.g., A. Friedman [7].
Lemma 2.2 (Hayashi-Miao-Naumkin [14], Hayashi-Naumkin [15]). For
0 < (1− θ)/2 < γ < 1− θ < 1, the following inequalities
‖[|∂j|γ , φ]ψ‖ ≤ C‖φxj‖1−γ−θL∞ (‖φ‖L∞ + ‖φxj‖L∞)γ+θ‖ψ‖
and
‖[|∂j|γHj, φ]ψ‖ ≤ C‖φxj‖1−γ−θL∞ (‖φ‖L∞ + ‖φxj‖L∞)γ+θ‖ψ‖
are valid, provided that the right hand sides are bounded.
In [14] and [15], they show the lemma in the case of θ = 1− γ and θ = 1/2
respectively.
Lemma 2.3. The following inequalities stand up for a suﬃciently small con-
stant ε.
‖[|∂j|1/2, cosh(ϕj)ωj]φ‖ ≤ Cε〈t〉−1/4‖φ‖,
‖ sinh(ϕj)Hj[|∂j|1/2, ωj]φ‖ ≤ Cε〈t〉−1/4‖φ‖,
‖ sinh(ϕj)[|∂j|1/2Hj , ωj]φ‖ ≤ Cε〈t〉−1/4‖φ‖,
and
‖[|∂j|1/2, sinh(ϕj)ωj]Hjφ‖ ≤ Cε〈t〉−1/4‖φ‖,
where ωj = ε〈xj〈t〉−µ〉−µ.
Proof. We have
‖ cosh(ϕj)φ‖ ≤ exp(‖ϕj‖∞)‖φ‖ ≤ C‖φ‖
and
‖ sinh(ϕj)φ‖ ≤ exp(‖ϕj‖∞)‖φ‖ ≤ C‖φ‖.
where γ = 1/2 and θ = σ/(1 + 2σ) . Hence, from Lemma 2.2, this lemma
follows.
In the next lemma, we can get an energy estimate in which we have the
norm of half derivative of the unknown function u by using the operator S
deﬁned by (1.1).
Lemma 2.4 (Hayashi-Miao-Naumkin [14]). The inequality
‖u(τ )‖2 +
n∑
j=1
∫ t
0
‖ωjS|∂j|1/2u(τ )‖2 dτ〈τ 〉1/2+2σ
≤ ‖u0‖2 + C
∫ t
0
|Im(Su, Sf)|dτ + Cε2
∫ t
0
‖u(τ )‖2 dτ〈τ 〉1+σ
is valid for the solution u of the Cauchy problem (2.1).
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We also need the next lemma in order to estimate the nonlinear terms of
(NLS).
Lemma 2.5 (Hayashi-Miao-Naumkin [14]). The estimate
|Im(Sw∂jv, Su)|
≤Cε(〈t〉−1/4‖u‖+ ‖ωjS|∂j|1/2u‖)
×
( ∥∥∥∥∥ wω2j
∥∥∥∥∥
L∞
‖ωjS|∂j|1/2v‖+ C
( ∥∥∥∥∂jwωj
∥∥∥∥
L∞
+ 〈t〉−1/2
∥∥∥∥ wωj
∥∥∥∥
L∞
)1/2−θ
×
( ∥∥∥∥∂jwωj
∥∥∥∥
L∞
+ (1 + 〈t〉−1/2)
∥∥∥∥ wωj
∥∥∥∥
L∞
)1/2+θ
‖v‖+ C〈t〉−1/4
∥∥∥∥ wωj
∥∥∥∥
L∞
‖v‖
)
+ C(‖wxj‖L∞ + 〈t〉−1/2‖w‖L∞)‖u‖‖v‖.
is valid, provided that the right hand side is bounded.
We improve Lemma 2.2 in [14] to show our theorem and obtain the lemma.
Hence, the lemma can be shown in the same way as in the proof of [14, Lemma
2.2] by using Lemma 2.3.
When we deal with both the norms of the half derivative term given by the
linear part of (NLS) in Lemma 2.4 and ones given by the nonlinear part of
(NLS) in Lemma 2.5, we can overcome the loss of derivative with the nonlinear
terms of (NLS).
Next two lemmas are also shown by N. Hayashi, C. Miao and P.I. Naumkin
in [14].
Lemma 2.6. The following estimates are true:
(1) For all N ≥ 3,
‖∇φ‖p ≤ C〈t〉−a‖Θφ‖a‖∇φ‖1−a,
where a = (N/2)(1− 2/p) ≥ 0, 2 ≤ p ≤ 2N/(N − 2).
(2) For all N ≥ 3,
‖φ‖p ≤ C〈t〉−a‖Θφ‖a‖φ‖1−a,
where a = (N/4)(1−2/p) ≥ 0, and p is such that 2 ≤ p ≤ ∞ for N = 3,
2 ≤ p < ∞ for N = 4, and 2 ≤ p ≤ 2N/(N −4) for the case of the space
dimension N ≥ 5.
(3) For all N ≥ 5,
‖φ‖p ≤ C〈t〉−1‖Θφ‖m,
where p ≥ 2N/(N − 4) and m ≥ N/2−N/p− 2 ≥ 0.
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(4) For the case of N = 3, 4,
‖∇φ‖p ≤ C〈t〉−1−a‖Θ2φ‖a‖Θφ‖1−a,
where a = (N/4)(1− 2/N − 2/p) ≥ 0, p ≥ 2N/(N − 2).
(5) For all N ≥ 5,
‖φ‖p ≤ C〈t〉−1−a‖Θ2φ‖a‖Θφ‖1−a,
where a = (N/4)(1 − 2/p) − 1 ≥ 0, and p is such that 2 ≤ p ≤ ∞ for
N = 5, 6, 7, 2 ≤ p <∞ for N = 8, and 2 ≤ p ≥ 2N/(N − 8) for N ≤ 9.
(6) For all N ≥ 9,
‖φ‖p ≤ C〈t〉−2‖Θ2φ‖m,
where m ≥ N/2−N/p − 4, p ≥ 2N/(N − 8).
Lemma 2.7. We have the estimate for all n ≥ 3, m ≥ [N2 ]+6 and σ ∈ (0, 18 ),
‖〈x〉1+2σφ‖L∞ ≤ C〈t〉−2σ‖Θ2φ‖4σm−4‖Θφ‖1−4σm−4 + C‖Θφ‖m−4.
§3. The Proof of Theorem 1.1
We consider the linearized version of the Cauchy problem (NLS)
(LE){
i∂tu +∆u = N (v, ∂1v, . . . , ∂Nv, v, ∂1v, . . . , ∂Nv), (t, x) ∈ R× RN ,
u(0, x) = u0(x), x ∈ RN .
We assume that ‖v‖Ym,A ≤ ε, m ≥
[
N
2
]
+ 6, m ∈ N and ε = ‖u0‖Zm,A . Then
we deﬁne a mapping u = Ψv by the above problem and show that Ψ is a
mapping from (Ym,A)N+1 into itself. We discuss the case t > 0 only since the
case t < 0 can be treated similarly.
For simplicity, we prove this theorem only in the case that
N (v, v,∇v,∇v) = N1 +N2
where
N1 = λ1
N∑
k=1
∂kv
2 + λ2v
N∑
k=1
∂kv + λ3v
N∑
k=1
∂kv + λ4
N∑
k=1
∂kv
2
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and
N2 = λ5
(
N∑
k=1
∂kv
)2
+ λ6
(
N∑
k=1
∂kv
)(
N∑
k=1
∂kv
)
+ λ7
(
N∑
k=1
∂kv
)2
.
Since we have (P + 2)(uv) = (Pu)v + u(P + 1)v + uv and (P + 2)(uv) =
((P + 1)u)v + u(P + 1)v, we obtain identities
(P + 2)ν(φψ) =
∑
ν=ν1+ν2+ν3
ν!
ν1!ν2!ν3!
P ν1φ(P + 1)ν2ψ(3.1)
and
(P + 2)ν(φψ) =
∑
ν=ν1+ν2
ν!
ν1!ν2!
(P + 1)ν1φ(P + 1)ν2ψ.(3.2)
Also, we have
(P + 1)ν∂kφ = ∂kP νφ.(3.3)
Multiplying (LE) by the operator AνP ν/(ν − 1)!, using (3.1) and (3.2) in the
case of N1 and N2 respectively and applying (3.3), we have
i∂t
AνP ν
(ν − 1)!u +
1
2
∆
AνP ν
(ν − 1)!u
=
∑
ν=ν1+ν2+ν3
νAν3
ν1!ν2!ν3!
×
(
2λ1(Aν1P ν1v)
N∑
k=1
∂kA
ν2P ν2v + λ2(Aν1P ν1v)
N∑
k=1
∂kA
ν2P ν2v
+ λ3(Aν1P ν1v)
N∑
k=1
∂kA
ν2P ν2v + 2λ4(Aν1P ν1v)
N∑
k=1
∂kA
ν2P ν2v
)
+
∑
ν−1=ν1+ν2
νAν3
ν1!ν2!
×
{
λ5
(
N∑
k=1
∂kA
ν1P ν1v
)(
N∑
k=1
∂kA
ν2P ν2v
)
+ λ6
(
N∑
k=1
∂kA
ν1P ν1v
)(
N∑
k=1
∂kA
ν2P ν2v
)
+ λ7
(
N∑
k=1
∂kA
ν1P ν1v
)(
N∑
k=1
∂kA
ν2P ν2v
) }
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Since we shall obtain the estimate of
∑∞
ν=0
∥∥∥Γ2∂m−4l AνPν(ν−1)!u(t)
∥∥∥2, we apply
Lemmas 2.4 and 2.5 to the equation (LE). We note these lemmas are important
to estimate the nonlinear terms which cause so-called loss of derivative, when
we use the classical energy method. Here, we consider
Aν(P + 2)ν
(ν − 1)! N =
∑
ν=ν1+ν2+ν3
Aν3ν
ν3!
Aν1P ν1
ν1!
v∂k
Aν2P ν2v
ν2!
v,
as the nonlinearity. Diﬀerentiating this term m− 4 times and multiplying the
result by the operator SΓ2, the term becomes
SΓ2∂m−4l
( ∑
ν=ν1+ν2+ν3
Aν3ν
ν3!
Aν1P ν1
ν1!
v∂k
Aν2P ν2
ν2!
v
)
(3.4)
= S
∑
ν=ν1+ν2+ν3
Aν3ν
ν3!
Aν1ν
ν1!
v∂k
(
Γ2∂m−4l
Aν2ν
ν2!
v
)
+ SF.
Using Lemma 2.6, the second term of the above is estimated by
‖SF‖ ≤ C〈t〉−1−σ
∑
ν=ν1+ν2+ν3
Aν3ν
ν1ν2ν3!
∥∥∥∥ Aν1P ν1(ν1 − 1)!
∥∥∥∥
Xm
∥∥∥∥ Aν2P ν2(ν2 − 1)!
∥∥∥∥
Xm
.(3.5)
Multiplying the ﬁrst term of the right hand side of (3.4) by SΓ2∂m−4l
(AνP ν/(ν − 1)!)u, integrate it with respect to x in RN , taking the imaginary
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part of it and applying Lemma 2.5 to the result, we have the inequality
∣∣∣∣∣
(
S
∑
ν=ν1+ν2+ν3
Aν3ν
ν3!
Aν1P ν1
ν1!
v∂k
(
Γ2∂m−4l
Aν2P ν2
ν2!
v
)
, SΓ2∂m−4l
AνP ν
(ν − 1)!u
)∣∣∣∣∣
≤C〈t〉−3/4−2σ
∑
ν=ν1+ν2+ν3
Aν3ν
ν1ν2ν3!
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
×
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l Aν2P ν2(ν2 − 1)!v
∥∥∥∥
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u
∥∥∥∥
+ C〈t〉−1/2−2σ
∑
ν=ν1+ν2+ν3
Aν3ν
ν1ν2ν3!
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
×
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l Aν2P ν2(ν2 − 1)!v
∥∥∥∥
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l AνP ν(ν − 1)!u
∥∥∥∥
+ C〈t〉−5/4+σ/2
∑
ν=ν1+ν2+ν3
Aν3ν
ν1ν2ν3!
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
×
∥∥∥∥ Aν2P ν2(ν2 − 1)!v
∥∥∥∥
Xm
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u
∥∥∥∥
+ C〈t〉−1+σ/2
∑
ν=ν1+ν2+ν3
Aν3ν
ν1ν2ν3!
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
×
∥∥∥∥ Aν2P ν2(ν2 − 1)!v
∥∥∥∥
Xm
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l AνP ν(ν − 1)!u
∥∥∥∥
+ C〈t〉−5/4
∑
ν=ν1+ν2+ν3
Aν3ν
ν1ν2ν3!
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
×
∥∥∥∥ Aν2P ν2(ν2 − 1)!v
∥∥∥∥
Xm
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u
∥∥∥∥
+ C〈t〉−1
∑
ν=ν1+ν2+ν3
Aν3ν
ν1ν2ν3!
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
×
∥∥∥∥ Aν2P ν2(ν2 − 1)!v
∥∥∥∥
Xm
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l AνP ν(ν − 1)!u
∥∥∥∥ ,
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since we have the estimates
∥∥∥w/ω2j∥∥∥
L∞
≤ C〈t〉−1/2−2σ‖w‖Xm and
(∥∥∥∥∂jwωj
∥∥∥∥
L∞
+ 〈t〉−1/2
∥∥∥∥ wωj
∥∥∥∥
L∞
)1/2−σ (∥∥∥∥∂jwωj
∥∥∥∥
L∞
+ (1 + 〈t〉−1/2)
∥∥∥∥ wωj
∥∥∥∥
L∞
)1/2+σ
≤ C〈t〉−1+σ/2‖w‖Xm
by Lemmas 2.6 and 2.7. Applying Lemma 2.4 to (LE), we obtain the inequality
by the commutator’s relations (1.3) , the estimate (3.5) and the above
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(t)
∥∥∥∥2 +
N∑
k=1
∫ t
0
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥2 dτ
≤
∑
|a|+b≤2
∥∥∥∥AνΩa(x · ∇)b+ν(ν − 1)! u0
∥∥∥∥
2
(m−2|a|−2b)
+ C
∫ t
0
∑
ν=ν1+ν2+ν3
Aν3ν
ν1ν2ν3!
〈τ 〉−3/4−(3/2)σ
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥
×
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
N∑
k=1
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l Aν2P ν2(ν2 − 1)!v(τ )
∥∥∥∥dτ
+ C
∫ t
0
∑
ν=ν1+ν2+ν3
Aν3ν
ν1ν2ν3!
N∑
k=1
〈τ 〉−1/2−2σ
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥
×
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
N∑
k=1
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l Aν2P ν2(ν2 − 1)!v(τ )
∥∥∥∥dτ
+ C
∫ t
0
∑
ν=ν1+ν2+ν3
Aν3ν
ν1ν2ν3!
〈τ 〉−1−σ
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥
×
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
∥∥∥∥ Aν2P ν2(ν2 − 1)!v(τ )
∥∥∥∥
Xm
dτ
+ C
∫ t
0
∑
ν=ν1+ν2+ν3
Aν3ν
ν1ν2ν3!
〈τ 〉−3/4−(3/2)σ
×
N∑
k=1
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
∥∥∥∥ Aν2P ν2(ν2 − 1)!v
∥∥∥∥
Xm
dτ
+ Cε2
∫ t
0
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥2 dτ〈τ 〉1+σ
≡
∥∥∥∥Aν(x · ∇)ν(ν − 1)! u0
∥∥∥∥
2
Bm
+
4∑
l=1
Il + C
∫ t
0
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥
2 dτ
〈τ 〉1+σ .
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We consider I1. We have by the Schwarz’s inequality
I1 =C
∫ t
0
〈τ 〉−3/4−(−3/2)σ
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥
×
∑
ν=ν1+ν2+ν3
νAν3
ν1ν2ν3!
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
N∑
k=1
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l Aν2P ν2(ν2 − 1)!v(τ )
∥∥∥∥dτ
≤C
∫ t
0
〈τ 〉−1/2−(1/2)σ
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥
×
( ∑
ν=ν1+ν2+ν3
ν2
ν21ν
2
2ν
2
3
)1/2 ( ∑
ν=ν1+ν2+ν3
A2ν3
(ν3 − 1)!2
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥2
Xm
× 〈τ 〉−1/2−2σ
N∑
k=1
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l Aν2P ν2(ν2 − 1)!v(τ )
∥∥∥∥2
)1/2
dτ
≤C
∫ t
0
〈τ 〉−1/2−(1/2)σ
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥
×
( ∑
ν=ν1+ν2+ν3
A2ν3
(ν3 − 1)!2
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
2
Xm
× 〈τ 〉−1/2−2σ
N∑
k=1
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l Aν2P ν2(ν2 − 1)!v(τ )
∥∥∥∥
2
)1/2
dτ
≤C
(∫ t
0
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥2 dτ〈τ 〉1+σ
)1/2
×
( ∑
ν=ν1+ν2+ν3
A2ν3
(ν3 − 1)!2
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
2
Xm
×
N∑
k=1
∫ t
0
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l Aν2P ν2(ν2 − 1)!v(τ )
∥∥∥∥
2 dτ
〈τ 〉1/2+2σ
)1/2
≤C
(∫ t
0
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥
2
dτ
〈τ 〉1+σ
)1/2
×
( ∑
ν=ν1+ν2+ν3
A2ν3
(ν3 − 1)!2
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥2
Xm
∥∥∥∥ Aν2P ν2(ν2 − 1)!v
∥∥∥∥2
Xm
)1/2
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since we have
sup
ν
∑
ν=ν1+ν2+ν3
(
ν
ν1ν2ν3
)2
≤ C.
Using the fact that the function v(t, x) is in Ym,A, that is,
‖v‖Ym,A =
∞∑
ν=0
∥∥∥∥ AνP ν(ν − 1)!v
∥∥∥∥
2
Xm
≤ ε2,
we have
∞∑
ν=0
∑
ν=ν1+ν2+ν3
A2ν3
(ν3 − 1)!2
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
2
Xm
∥∥∥∥ Aν2P ν2(ν2 − 1)!v
∥∥∥∥
2
Xm
(3.6)
≤C
∞∑
ν1=0
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
2
Xm
∞∑
ν2=0
∥∥∥∥ Aν2P ν2(ν2 − 1)!v
∥∥∥∥
2
Xm
∞∑
ν3=0
A2ν3
(ν3 − 1)!2
≤Cε4
Hence we have the estimate
∞∑
ν=0
I1 ≤ Cε2
∫ t
0
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥2 dτ〈τ 〉1+σ + Cε4.
In the same way as the above, we also obtain the estimates for the other terms
∞∑
ν=0
4∑
l=2
Il
≤Cε2
∞∑
ν=0
∫ t
0
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥ dτ〈τ 〉1+σ
+ Cε2
∞∑
ν=0
∫ t
0
N∑
k=1
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥
2 dτ
〈τ 〉1/2+2σ + Cε
4.
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Hence the integral inequality becomes
∞∑
ν=0
sup
t∈[0,∞)
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(t)
∥∥∥∥
2
(3.7)
+
∞∑
ν=0
N∑
k=1
∫ ∞
0
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥
2 dτ
〈τ 〉1/2+2σ
≤C
∞∑
ν=0
∥∥∥∥Aν(x · ∇)ν(ν − 1)! u0
∥∥∥∥
2
Bm
+ Cε2
∞∑
ν=0
sup
t∈[0,∞)
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(t)
∥∥∥∥2
∫ ∞
0
dτ
〈τ 〉1+σ
+ Cε2
∞∑
ν=0
∫ ∞
0
N∑
k=1
∥∥∥∥ωkS|∂k|1/2Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥
2 dτ
〈τ 〉1/2+2σ + Cε
2
If we choose a suﬃciently small constant ε as 1−Cε2 > 0, we have from above
estimate,
∞∑
ν=0
sup
t∈[0,∞)
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(t)
∥∥∥∥
2
≤Cε2 + Cε2
∞∑
ν=0
sup
t∈[0,∞)
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(τ )
∥∥∥∥2 .
Therefore we obtain one of the desired estimate
∞∑
ν=0
sup
t∈[0,∞)
∥∥∥∥Γ2∂m−4l AνP ν(ν − 1)!u(t)
∥∥∥∥
2
≤ Cε2.(3.8)
Next, we consider
N = v
N∑
k=1
∂kv,
as a nonlinearity again. By Lemma 2.6, we have∥∥∥∥∇ AνP ν(ν − 1)!v(t)
∥∥∥∥
L3
≤ C〈t〉−1/2
∥∥∥∥ AνP ν(ν − 1)!v(t)
∥∥∥∥
Xm
and ∥∥∥∥∇ AνP ν(ν − 1)!v(t)
∥∥∥∥
L6
≤ C〈t〉−1
∥∥∥∥ AνP ν(ν − 1)!v(t)
∥∥∥∥
Xm
.
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It follows from identity QP νu = PP νu + 2itLP νu = PP νu + 2it(P + 2)νN ,
Ho¨lder’s inequality and the above estimates that
∥∥∥∥Q AνP ν(ν − 1)!u(t)
∥∥∥∥
m−2
(3.9)
≤
∥∥∥∥(1−∆)P AνP ν(ν − 1)!u(t)
∥∥∥∥
m−4
+ 2|t|
∥∥∥∥Aν(P + 2)ν(ν − 1)! N
∥∥∥∥
m−2
≤C
∥∥∥∥Γ2 AνP ν(ν − 1)!u(t)
∥∥∥∥
m−4
+ 2|t|
∥∥∥∥∥
∑
ν=ν1+ν2+ν3
νAν3
ν1ν2ν3!
Aν1P ν1
(ν1 − 1)!v(t)
N∑
k=1
Aν2(P + 1)ν2
(ν2 − 1)! ∂kv(t)
∥∥∥∥∥
m−2
≤C
∥∥∥∥Γ2 AνP ν(ν − 1)!u(t)
∥∥∥∥
m−4
+ C
∑
ν=ν1+ν2+ν3
νAν3
ν1ν2ν3!
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
∥∥∥∥ Aν2P ν2(ν2 − 1)!v
∥∥∥∥
Xm
and
∥∥∥∥PQ AνP ν(ν − 1)!u(t)
∥∥∥∥
m−4
(3.10)
≤
∥∥∥∥P 2 AνP ν(ν − 1)!u(t)
∥∥∥∥
m−4
+ 2|t|
∥∥∥∥P Aν(P + 2)ν(ν − 1)! N
∥∥∥∥
m−4
+ 2|t|
∥∥∥∥Aν(P + 2)ν(ν − 1)! N
∥∥∥∥
m−4
≤C
∥∥∥∥Γ2 AνP ν(ν − 1)!u(t)
∥∥∥∥
m−4
+ 2|t|
∥∥∥∥∥P
∑
ν=ν1+ν2+ν3
νAν3
ν1ν2ν3!
Aν1P ν1
(ν1 − 1)!v(t)
N∑
k=1
Aν2(P + 1)ν2
(ν2 − 1)! ∂kv(t)
∥∥∥∥∥
m−4
+ 2|t|
∥∥∥∥∥
∑
ν=ν1+ν2+ν3
νAν3
ν1ν2ν3!
Aν1P ν1
(ν1 − 1)!v(t)
N∑
k=1
Aν2(P + 1)ν2
(ν2 − 1)! ∂kv(t)
∥∥∥∥∥
m−4
≤C
∥∥∥∥Γ2 AνP ν(ν − 1)!u(t)
∥∥∥∥
m−4
+ C
∑
ν=ν1+ν2+ν3
νAν3
ν1ν2ν3!
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
∥∥∥∥ Aν2P ν2(ν2 − 1)!v
∥∥∥∥
Xm
By (3.6) and (3.8) - (3.10), we obtain
∞∑
ν=0
sup
t∈[0,∞)
∥∥∥∥Q AνP ν(ν − 1)!u(t)
∥∥∥∥2
m−2
+
∞∑
ν=0
sup
t∈[0,∞)
∥∥∥∥PQ AνP ν(ν − 1)!u(t)
∥∥∥∥2
m−4
≤ Cε2
(3.11)
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We denote U = (v,∇v, v,∇v¯). Hence we obtain
QN =
2N+2∑
k=1
((x · ∇) + 2it∆)Uk∂UkN
+
2N+2∑
k=1
2N+2∑
l=1
2it

 N∑
j=1
∂jUk∂jUl

 (∂Uk∂UlN ).
Therefore, by the Ho¨lder inequality and Lemma 2.6, we get∥∥∥∥QAν(P + 2)ν(ν − 1)! N
∥∥∥∥
≤C
∑
ν=ν1+ν2+ν3
νAν3
ν1ν2ν3!
N∑
k=1
{( ∥∥∥∥Q Aν1P ν1(ν1 − 1)!v(t)
∥∥∥∥
∥∥∥∥∂k Aν2P ν2(ν2 − 1)!v(t)
∥∥∥∥
L∞
+
∥∥∥∥Q∂k Aν2P ν2(ν2 − 1)!v(t)
∥∥∥∥
∥∥∥∥ Aν1P ν1(ν1 − 1)!v(t)
∥∥∥∥
L∞
)
+ C|t|
N∑
l=1
(∥∥∥∥∂l Aν1P ν1(ν1 − 1)!v(t)
∥∥∥∥
L3
+
∥∥∥∥∆ Aν1P ν1(ν1 − 1)!v(t)
∥∥∥∥
L3
)
×
(∥∥∥∥∂l Aν2P ν2(ν2 − 1)!v(t)
∥∥∥∥
L6
+
∥∥∥∥∆ Aν2P ν2(ν2 − 1)!v(t)
∥∥∥∥
L6
) }
≤C〈t〉−1/2
∑
ν=ν1+ν2+ν3
νAν3
ν1ν2ν3!
∥∥∥∥ Aν1P ν1(ν1 − 1)!v(t)
∥∥∥∥
Xm
∥∥∥∥ Aν2P ν2(ν2 − 1)!v(t)
∥∥∥∥
Xm
.
We similarly have by the above inequality and (3.10),
〈t〉−1
∥∥∥∥Q2 AνP ν(ν − 1)!u(t)
∥∥∥∥2
m−4
≤C〈t〉−1
∥∥∥∥PQ AνP ν(ν − 1)!u(t)
∥∥∥∥
2
m−4
+ C|t|
∥∥∥∥QAν(P + 2)ν(ν − 1)! N
∥∥∥∥
2
m−4
≤C
∥∥∥∥Γ2 AνP ν(ν − 1)!u(t)
∥∥∥∥
m−4
+ C
∑
ν=ν1+ν2+ν3
νAν3
ν1ν2ν3!
∥∥∥∥ Aν1P ν1(ν1 − 1)!v
∥∥∥∥
Xm
∥∥∥∥ Aν2P ν2(ν2 − 1)!v
∥∥∥∥
Xm
.
Hence by (3.6) and (3.8) we have
∞∑
ν=0
sup
t∈[0,∞)
〈t〉−1
∥∥∥∥Q2 AνP ν(ν − 1)!u(t)
∥∥∥∥2
m−4
≤ Cε2(3.12)
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By (3.7), (3.8), (3.11) and (3.12), we obtain the inequality
‖u‖2Ym,A ≤ Cε2.
Hence it follows that u = Ψv deﬁned by the linearized equation (LE) trans-
forms a set {φ ∈ Ym,A ; ‖φ‖Ym,A ≤ Cε} into itself. In the same way we are
able to prove
‖Ψv1 − Ψv2‖Ym,A ≤
1
2
‖v1 − v2‖Ym,A .
Therefore, the mapping Ψ is a contraction mapping. This completes the proof
of Theorem 1.1.
§4. Analyticity
In this section, we prove the analyticity of solutions for (NLS) constructed in
Theorem 1.1. To show Theorem 1.2, we use the following properties of the
operator P as N. Hayashi and K. Kato [12] and K. Kato and K. Taniguchi
[18]:
[P,L] = −2L and (t∂t)l = 12l
∑
l=l1+l2
l!
l1!l2!
(−x · ∇)l1P l2 .
Moreover, K. Kato and K. Taniguchi also use a property
t∆P νu = −iP ν+1u + i(x · ∇)P νu + 2t(P + 2)νN .(4.1)
It is important to make use of the above properties in order to show Theorem
1.2. To estimate the norm of the term including the operator x · ∇, K. Kato
and K. Taniguchi make use of C∞-function r(x) with the property r(x) = 1 if
|x| ≤ R, or r(x) = 0 if |x| > R, where R is a positive constant. Instead of it,
we use a(x) = (1 + |x|2)−N/2.
We treat only case of 0 < t ≤ 1. The case of −1 ≤ t < 0 can be proved
similarly. And for |t| > 1, noting the inequalities (4.6), (4.13) and (4.16), the
analyticity of solutions for (NLS) can be shown in the same way as the case
of t ∈ [−1, 1]\{0}.
From Theorem 1.1, we have
‖P νu‖m ≤ C1Aν1ν!, for m ≥ [N/2] + 6 and ν = 0, 1, 2, . . . .(4.2)
Lemma 4.1. Let u be the solution of (NLS) constructed in Theorem 1.1.
Then we have positive constants C2, A2 and A3 such that
‖a(x)|µ|∂µP νu‖m ≤ C2|t||µ|A
|µ|
3 A
|µ|+ν
2 (|µ| + ν)!,(4.3)
for any multi-index µ and ν = 0, 1, 2, . . . , where a(x) = 〈x〉−N = (1 +
|x|2)−N/2.
126 H. UCHIDA
We use two propositions to prove this lemma.
Proposition 4.1. Let m ≥ [N/2] + 1. If f, g ∈ Hm, then fg ∈ Hm with
‖fg‖m ≤ C‖f‖m‖g‖m,
where C is a positive constant depending on N.
Proposition 4.2. Let α1, . . . , αk and α be multi-indices such as α1 + · · ·+
αk = α. For α and an integer l, let integers ζj ≥ 1 (j = 1, . . . , k) satisfy
ζ1 + · · ·+ ζk = |α|+ l. Then, we have
∑
α1+···+αk=α,
l1+···+lk=l,
|αk|+lk=ζk
k∏
j=1
(|αj|+ lj)!
αj !l!
=
(|α| + l)!
α!l!
.
Proof of Lemma 4.1. We prove the lemma only in the case that
N = u
N∑
j=1
∂ju,
We get ∫

N
∣∣∣(1−∆)m/2a(x)∣∣∣2 dx ≤ C23 .(4.4)
We prove the lemma by induction with respect to |µ|. The inequality (4.3)
for |µ| = 0 is nothing but the estimate (4.2). First, we prove (4.3) for |µ| = 1.
By using (4.4) and Proposition 4.1, we obtain
‖a(x)∂P νu‖m ≤ ‖∂(a(x)P νu)‖m + ‖(∂a(x))P νu‖m
≤ ‖∂(a(x)P νu)‖m + C4Aν1ν!,
where C4 = C1C3. By Proposition 4.1, Leibniz’s rule, the inequality (4.2) and
‖∂χf‖m ≤ ‖∆f‖m, for |χ| = 2,
we have
‖∂(a(x)P νu)‖m(4.5)
≤C‖∆(a(x)P νu)‖m−1 + C‖a(x)P νu‖m−1
≤C‖(∆a(x))P νu‖m−1 + 2C ‖∇a(x) · ∇(P νu)‖m−1
+ C‖a(x)∆P νu‖m−1 + C4Aν1ν!.
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The ﬁrst and second terms of the right hand side of (4.5) is estimated by
C5A
ν
1ν!, where C5 = 3CC1C3. We consider the third term. From (4.1), we
have
‖a(x)∆P νu‖m−1
(4.6)
≤ 1|t| ‖a(x)P
ν+1u‖m−1 + 1|t| ‖a(x)(x · ∇)P
νu‖m−1 + 2‖a(x)(P + 2)νN‖m−1.
We obtain by Proposition 4.1, inequalities (4.2) and (4.4)
‖a(x)P ν+1u‖m−1 ≤ ‖a(x)‖m−1‖P ν+1u‖m−1
≤ C1C3Aν+11 (ν + 1)!.
And the second term of the right hand side of (4.6) becomes
‖a(x)(x · ∇)P νu‖m−1 ≤
N∑
j=1
‖(a(x)xj)∂jP νu‖m−1
≤ C3
N∑
j=1
‖∂jP νu‖m−1
≤ C3‖P νu‖m
≤ C1C3Aν1ν!.
By the identity
(P + 2)ν(vw) =
∑
ν=ν1+ν2+ν3
ν!
ν1!ν2!ν3!
P ν1v(P + 1)ν2w,
we obtain
(P + 2)νN =(P + 2)ν

u N∑
j=1
∂ju


=
∑
ν=ν1+ν2+ν3
ν!
ν1!ν2!ν3!
(P ν1u)

 N∑
j=1
∂jP
ν2u

 .
Hence we have by Proposition 4.1 and the inequality (4.2)
‖(P + 2)νN‖m−1 ≤C
∑
ν=ν1+ν2+ν3
ν!
ν1!ν2!ν3!
‖P ν1u‖m−1‖P ν2u‖m
≤CC21
∑
ν=ν1+ν2+ν3
Aν1+ν21 ν!
ν3!
≤C6e1/A1Aν1(ν + 1)!,
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where C6 = CC21 . Hence, we have
‖∂(a(x)P νu)‖m ≤ C7|t| A
ν+1
2 A3(ν + 1)!
where C7A2 = max{C5, C6, 2, A1}, A3 = e1/A1. Therefore we have the case of
|µ|=1 of the lemma.
Next, we prove that (4.3) is valid for |µ| = k+1 with k ≥ 1, assuming that
(4.3) is valid for |µ| ≤ k. Let µ = β +χ with |β| = k−1 and |χ| = 2. We have
‖a(x)|µ|∂µP νu‖m ≤‖∂χ(a(x)|µ|∂βP νu)‖m + ‖[a(x)|µ|, ∂χ]∂βP νu‖m.
We estimate the second term of the right hand side of the above inequality.
By calculations, we have
∂ka(x)|µ| =
−N |µ|
1 + |x|2xka(x)
|µ|
and
∂k∂ja(x)|µ|
=


N (k + 1){N (k + 1) + 2}
(1 + |x|2)2 xkxja(x)
|µ|, (j = k),
−N(k + 1)
1 + |x|2 a(x)
|µ|
+
N (k + 1){N (k + 1) + 2}
(1 + |x|2)2 x
2
ka(x)
|µ|, (j = k).
Since
[a(x)|µ|, ∂χ] = −∂χa(x)|µ| − (∂ka(x)|µ|)∂j − (∂ja(x)|µ|)∂k
= −∂χa(x)|µ| − |µ|(∂ka(x))a(x)|µ|−1∂j − |µ|(∂ja(x))a(x)|µ|−1∂k
and −(k + 1)
(k + ν)
+
(k + 1){N (k + 1) + 2}
N (k + ν)(k + 1 + ν)
≤ C11,
we obtain
‖[a(x)|µ|, ∂χ]∂βP νu‖m(4.7)
≤ 1|t||β|+1C10C11A
|β|+1
3 A
|β|+1+ν
2 (|β|+ 1 + ν)!(|µ|+ ν)
+
1
|t||β|C10C11A
|β|
3 A
|β|+ν
2 (|β|+ ν)!(|µ| − 1 + ν)(|µ|+ ν)
≤ 1|t||µ|−1C10C11A
|µ|−1
3 A
|µ|−1+ν
2 (|µ|+ ν)!.
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In the same way as the above inequality, we obtain
‖[a(x)|µ|,∆]∂βP νu‖m ≤ N|t||µ|−1C10C11A
|µ|−1
3 A
|µ|−1+ν
2 (|µ|+ ν)!.(4.8)
Hence we have by the inequalities (4.7) and (4.8)
‖a(x)|µ|∂µP νu‖m(4.9)
≤‖∂χa(x)|µ|∂βP νu‖m + ‖[a(x)|µ|, ∂χ]∂βP νu‖m
≤C‖∆a(x)|µ|∂βP νu‖m + 1|t||µ|−1C10C11A
|µ|−1
3 A
|µ|−1+ν
2 (|µ|+ ν)!
≤‖a(x)|µ|∂β∆P νu‖m + ‖[a(x)|µ|,∆]∂βP νu‖m
+
1
|t||µ|−1C10C11A
|µ|−1
3 A
|µ|−1+ν
2 (|µ|+ ν)!
≤‖a(x)|µ|∂β∆P νu‖m + 1|t||µ|−1C12A
|µ|−1
3 A
|µ|−1+ν
2 (|µ| + ν)!.
By the assumption of induction, we have
‖a(x)|µ|∂βP ν+1u‖m ≤ 1|t||β|C3C10A
|β|
3 A
|β|+1+ν
2 (|β|+ 1 + ν)!(4.10)
and
‖a(x)|µ|∂β(x · ∇)P νu‖m(4.11)
≤|β|‖a(x)|µ|∂βP νu‖m +
N∑
j=1
‖a(x)|µ|xj∂j∂βP νu‖m
≤ 1|t||β|C3C10A
|β|
3 A
|β|+ν
2 |β|(|β|+ ν)!
+
N
|t||µ|−1C3C10A
|µ|−1
3 A
|µ|−1+ν
2 (|µ| − 1 + ν)!
≤N + 1|t||µ|−1C3C10A
|µ|−1
3 A
|µ|−1+ν
2 (|µ| − 1 + ν)!.
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Using Propositions 4.1 and 4.2, we obtain
‖a(x)|µ|∂β(P + 2)νN‖m
(4.12)
≤C
∑
ν1+ν2+ν3=ν
ν!
ν1!ν2!ν3!
∑
β1+β2=β
β!
β1!β2!
× ‖a(x)|β1|∂β1P ν1u‖m
N∑
j=0
‖a(x)|β2|+1∂β2∂jP ν2u‖m
≤C
∑
ν1+ν2+ν3=ν
ν!
ν1!ν2!ν3!
∑
β1+β2=β
β!
β1!β2!
× C10|t|β1 A
|β1|
3 A
|β1|+ν1
2 (|β1|+ ν1)!
C10
|t||β|2+1A
|β2|+1
3 A
|β2|+1+ν2
2 (|β2|+ 1 + ν2)!
≤ 1|t||β|+1CC
2
10A
|β|+1
3 A
|β|+1+ν
2
∑
ν1+ν2+ν3=ν,
β1+β2=β
1
Aν33 ν3!
ν!β!(|β1|+ ν1)!(|β2|+ 1 + ν2)!
ν1!ν2!β1!β2!
≤ 1|t||β|+1CC
2
10e
1/A3A
|β|+1
3 A
|β|+1+ν
2 (|β|+ 1 + ν)!
≤ 1|t||µ|−1CC
2
10e
1/A3A
|µ|
3 A
|µ|−1+ν
2 (|µ| − 1 + ν)!,
where β1 and β2 are multi-indices. Considering the identity (4.1), we have by
the inequalities (4.9)-(4.12)
‖a(x)|µ|∂β∆P νu‖m(4.13)
≤ 1|t|‖a(x)
|µ|∂βP ν+1u‖m + 1|t| ‖a(x)
|µ|∂β(x · ∇)P νu‖m
+ 2‖a(x)|µ|∂β(P + 2)νN‖m + 1|t||µ|C12A
|µ|−1
3 A
|µ|−1+ν
2 (|µ|+ ν)!
≤ 1|t||β|C3C10A
|β|+1
3 A
|β|+1+ν
2 (|β|+ 1 + ν)!
+
N + 1
|t||µ| C3C10A
|µ|−1
3 A
|µ|−1+ν
2 (|µ| − 1 + ν)!
+
2
|t||µ|CC
2
10e
1/A3A
|µ|−1
3 A
|µ|−1+ν
2 (|µ| − 1 + ν)!
+
1
|t||µ|C12A
|µ|−1
3 A
|µ|−1+ν
2 (|µ|+ ν)!
≤ 1|t||µ|C13A
|µ|
3 A
|µ|+ν
2 (|µ|+ ν)!,
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where C2 = max{C12, (N + 1)C3C10 + 1}, A2 = max{A2, 1} and A3 =
max{e1/A3, A3}. Therefore, we can have the desired result.
Lemma 4.2. Let u satisfy the inequality (4.3) in Lemma 4.1. Then there
exist positive constants C14, A3, A4 and A5 such that
‖a(x)|µ|+2σ∂µ(x · ∇)σP νu‖m ≤ C14|t||µ|+σ A
σ
5A
|µ|+ν+σ
4 A
|µ|
3 (|µ| + ν + σ)!,(4.14)
for any multi-index µ and σ, ν = 0, 1, 2, . . . .
Proof. In the case of σ = 0, the inequality (4.14) is shown by Lemma 4.1. We
assume that the inequality (4.14) holds for σ = l and |µ|, ν = 0, 1, 2, . . . . We
have the inequality
‖a(x)|µ|a(x)2(l+1)∂µ(x · ∇)l+1P νu‖m
≤‖a(x)|µ|a(x)2(l+1)(x · ∇)∂µ(x · ∇)lP νu‖m
+ ‖a(x)|µ|a(x)2(l+1)[∂µ, (x · ∇)](x · ∇)lP νu‖m
≤
N∑
j=1
‖xja(x)‖m‖a(x)|µ|+1a(x)2l∂j∂µ(x · ∇)lP νu‖m
+ ‖a(x)|µ|a(x)2(l+1)[∂µ, (x · ∇)](x · ∇)lP νu‖m
≤C3
N∑
j=0
‖a(x)|µ|+1a(x)2l∂j∂µ(x · ∇)lP νu‖m
+ C3|µ|‖a(x)|µ|a(x)2l∂µ(x · ∇)lP νu‖m
≤C3 C14|t||µ|+1+lA
l
5A
|µ|+1+ν+l
4 A
|µ|
3 (|µ| + 1 + ν + l)!
+ C3
C14
|t||µ|+lA
l
5A
|µ|+ν+l
4 A
|µ|+1
3 |µ|(|µ|+ ν + l)!
≤ C14|t||µ|+l+1A
l+1
5 A
|µ|+ν+l+1
4 A
|µ|
3 (|µ| + ν + l + 1)!,
where A4 = max{A4, 1} and A5 = max{C3A3, C3}. Hence the lemma is
completed by induction.
Lemma 4.3. Let u satisfy the inequality (4.14) in Lemma 4.2. Then we have
positive constants C15, A3, A5, A6 and A7 such that
‖a(x)|µ|+2σ+2κ(t∂t)κ∂µ(x · ∇)σu‖m ≤ C15|t||µ|+σ+κA
κ
7A
|µ|+σ+κ
6 A
σ
5A
|µ|
3 (|µ|+ σ + κ)!,
(4.15)
for any multi-index µ and σ, κ = 0, 1, 2, . . . .
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Proof. Since P = x · ∇+ 2t∂t, we have the identity
(t∂t)l =
1
2l
(P − x · ∇)l
=
1
2l
∑
l1+l2=l
l!
l1!l2!
(−x · ∇)l1P l2 .
Let B > 0 satisfy ‖a(x)2k‖m ≤ Bk . Hence we obtain by Lemma 4.2
‖a(x)|µ|+2σ+2l(t∂t)l∂µ(x · ∇)σu‖m(4.16)
≤ 1
2l
∑
l1+l2=l
l!
l1!l2!
‖a(x)|µ|+2σ+2l∂µ(x · ∇)l1+σP l2u‖m
≤ 1
2l
∑
l1+l2=l
l!
l1!l2!
C3C14
|t||µ|+σ+l1 B
l2Aσ+l15 A
|µ|+σ+l
4 A
|µ|
3 (|µ| + σ + l)!
≤ C15|t||µ|+σ max{1, |t|
−l}
(
B + A5
2
)l
Aσ5A
|µ|+σ+l
4 A
|µ|
3 (|µ|+ σ + l)!.
Hence the lemma follows with C15 = C3C14, A6 = A4 and A7 = (B + A5)/2.
Lemma 4.4. Let u satisfy the inequality (4.15) in Lemma 4.3. Then there
exist positive constants C16, A3, A7, A8 and A9 such that
‖a(x)|µ|+2(κ1+κ2)∂κ1t (t∂t)κ2∂µu‖m(4.17)
≤ C16|t||µ|+2κ1+κ2 A
κ1
9 A
|µ|+κ1+κ2
8 A
κ2
7 A
|µ|
3 (|µ| + κ1 + κ2)!,(4.18)
for any multi-index µ and κ1, κ2 = 0, 1, 2, . . . .
Proof. We have by Lemma 4.3 as σ = 0
‖a(x)|µ|+2κ(t∂t)κ∂µu‖m ≤ C15|t||µ|+κA
κ
7A
|µ|+κ
6 A
|µ|
3 (|µ|+ κ)!,
where κ = 0, 1, 2, . . . . This is the case of κ1 = 0 in this lemma. We shall prove
the following estimate by the induction.
‖a(x)|µ|+2(k+l)tk∂kt (t∂t)l∂µxu‖m ≤
C16
|t||µ|+k+l A
k
9A
|µ|+k+l
8 A
l
7A
|µ|
3 (µ + k + l)!.
(4.19)
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We consider the case of k = j + 1 and l = 0, 1, 2, . . . . From (4.19), we have
the inequalities
‖a(x)|µ|+2(l+j+1)tj+1∂j+1t (t∂t)l∂µu‖m
≤‖a(x)|µ|+2(l+j+1)tj[t, ∂jt ]∂t(t∂t)l∂µu‖m + ‖a(x)|µ|+2(l+j+1)tj∂jt (t∂t)l+1∂µu‖m
≤|j|‖a(x)|µ|+2(l+j+1)tj∂jt (t∂t)l∂µu‖m + ‖a(x)|µ|+2(l+j+1)tj∂jt (t∂t)l+1∂µu‖m
≤C3 C16|t||µ|+j+lA
j
9A
|µ|+j+l
8 A
l
7A
|µ|
3 |j|(|µ|+ j + l)!
+
C16
|t||µ|+j+l+1A
j
9A
|µ|+j+l+1
8 A
l+1
7 A
|µ|
3 (|µ|+ j + l + 1)!
≤ C16|t||µ|+j+1+l A
j+1
9 A
|µ|+j+1+l
8 A
l
7A
|µ|
3 (|µ| + j + 1 + l)!,
where A8 = max{A8, 1} and A9 = max{C3, A7}. Hence we have the desired
estimate.
Corollary 4.1. Let u satisfy the inequality (4.17) in Lemma 4.4. Then we
have positive constants C17, A3, A8, and A9 such that
‖a(x)|µ|+2κ1∂κ1t ∂|µ|u‖m ≤
C17
|t||µ|+2κ1 A
|µ|
3 A
κ1+|µ|
8 A
κ1
9 (|µ|+ κ1)!,
for any multi-index µ and κ1 = 0, 1, 2, . . . .
Proof. When we consider C17 = C16 and the inequality (4.17) as κ2 = 0, this
corollary holds.
The Proof of Theorem 1.2. By Corollary 4.1, we can prove Theorem 1.2. 
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