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Abstract
In the past decade, the cell-type specific connectivity and activity of local cor-
tical networks have been characterized experimentally to some detail. In parallel,
modeling has been established as a tool to relate network structure to activity
dynamics. While the available connectivity maps have been used in various com-
putational studies, prominent features of the simulated activity such as the spon-
taneous firing rates do not match the experimental findings. Here, we show that
the inconsistency arises from the incompleteness of the connectivity maps. Our
comparison of the most comprehensive maps (Thomson et al., 2002; Binzegger
et al., 2004) reveals their main discrepancies: the lateral sampling range and the
specific selection of target cells. Taking them into account, we compile an inte-
grated connectivity map and analyze the unified map by simulations of a full scale
model of the local layered cortical network. The simulated spontaneous activity
is asynchronous irregular and the cell-type specific spontaneous firing rates are in
agreement with in vivo recordings in awake animals, including the low rate of layer
2/3 excitatory cells. Similarly, the activation patterns evoked by transient thalamic
inputs reproduce recent in vivo measurements. The correspondence of simulation
results and experiments rests on the consideration of specific target type selec-
tion and thereby on the integration of a large body of the available connectivity
data. The cell-type specific hierarchical input structure and the combination of
feed-forward and feedback connections reveal how the interplay of excitation and
inhibition shapes the spontaneous and evoked activity of the local cortical network.
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Introduction
The local cortical network is considered a building block of brain function and
over the last century, the hypothesis that the interactions of neurons within the
microcircuit are governed by the cell-type specific connectivity has been refined
(see e.g. Douglas & Martin (2007a,b) for reviews). In the last decade, progress in
methodology enabled the compilation of comprehensive connectivity maps: Thom-
son et al. (2002) used electrophysiological recordings to estimate the connection
probabilities between various cell types in layers 2/3, 4 and 5 in slices of rat and cat
neocortex. Shortly thereafter, Binzegger et al. (2004) applied a modified version
of Peters’ rule (Braitenberg & Schu¨z, 1998) to derive the cell-type specific distri-
bution of synapses from morphological reconstructions of in vivo labeled cells from
area 17 of the cat. These approaches entail partly contradicting results (Thom-
son & Lamy, 2007), but the compatibility of these maps and the influence of the
different methodologies have not been quantitatively assessed.
Due to recent advances in in vivo electrophysiology and two-photon optical
imaging, the structural data can now be contrasted with observations of the dy-
namics. Characteristic features are the cell-type specific firing rates during ongoing
activity in awake animals: low pyramidal neuron firing rates below 1Hz are reported
in layer 2/3 (L2/3) and highest rates in L5 (e.g. Greenberg et al., 2008; de Kock
& Sakmann, 2009).
Early network models already incorporate basic anatomy and electrophysiology
such as the separation of excitatory and inhibitory cell types and a sparse, seem-
ingly random connectivity (Amit & Brunel, 1997; van Vreeswijk & Sompolinsky,
1996). The balance of excitation and inhibition explains the asynchronous irregu-
lar (AI) spiking activity and the large membrane potential fluctuations observed in
vivo. Models eventually incorporated multiple cell types to capture layer-specific
connections (e.g. Hill & Tononi, 2005; Traub et al., 2005) and employ data based
connectivity maps (Haeusler & Maass, 2007; Haeusler et al., 2009; Heinzle et al.,
2007; Izhikevich & Edelman, 2008; Binzegger et al., 2009). However, no study to
date reported cell-type specific firing rates consistent with the experimental obser-
vations. A priori it is unclear whether this is due to a misinterpretation of the raw
connectivity data or due to further model assumptions. Since the studies comprise
networks based on point-neuron as well as on multi-compartment neuron models,
the mismatch in fundamental characteristics like stationary firing rates is unlikely
to be caused by a lack in complexity of the network elements but rather by the
incompleteness of the connectivity map.
In the present study we quantify the discrepancies between the electrophysio-
logical and anatomical connectivity maps to systematically compile an integrated
map. To resolve conflicts, we additionally incorporate insights from photostim-
ulation (Dantzker & Callaway, 2000; Zarrinpar & Callaway, 2006) and electron
microscopy (McGuire et al., 1984) studies, reporting the specific selection of in-
terneurons by a subset of inter-layer projections. We then check the consistency
of structure and activity by means of full scale simulations of the local cortical
network.
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Figure 1: Model definition. Layers 2/3, 4, 5 and 6 are each represented by
an excitatory (triangles) and an inhibitory (circles) population of model neurons.
The number of neurons in a population is chosen according to Binzegger et al.
(2004) based on the countings of Beaulieu & Colonnier (1983); Gabbott & Somogyi
(1986). Input to the populations is represented by thalamo-cortical input targeting
layers 4 and 6 and background input to all populations. Excitatory (black) and
inhibitory (gray) connections with connection probabilities > 0.04 are shown. The
model size corresponds to the cortical network below 1 mm2 surface.
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Materials and Methods
The network model (Fig. 1) represents four layers of cortex, L2/3, L4, L5 and
L6, each consisting of two populations of excitatory (e) and inhibitory (i) neurons.
Throughout the article, we use the term connection with reference to populations,
defined by the pre- and postsynaptic layers and neuron types. The term projection
is used for the two connections of a single presynaptic population to both popula-
tions of a target layer. A connectivity map is defined by the sixty-four connection
probabilities between the eight considered cell types.
Connectivity data
For the anatomical map (a), Binzegger et al. (2004) provide the relative number of
synapses participating in a connection and the total absolute number of synapses,
depending on pre- and postsynaptic type, of area 17 (supplementary Table 6).
The product of these measures gives the absolute number of synapses K for any
connection. To calculate the corresponding connection probabilities Ca we assume
that the synapses are randomly distributed allowing multiple contacts between any
two neurons. With Npre(post) being the number of neurons in the presynaptic
(postsynaptic) population:
Ca = 1−
(
1− 1
NpreNpost
)K
. (1)
The often used expression
Ca = K/N
preNpost (2)
is the corresponding first-order Taylor series approximation and valid for small
K/(NpreNpost) (see Supplemental Material). The original published data consti-
tute our raw connectivity map (Binzegger et al. (2004), their figure 12). Consistent
with other modeling work (Izhikevich & Edelman, 2008), we construct an improved
(“modified”) anatomical map by assigning the unassigned symmetric (inhibitory)
synapses, originating from a potential underestimation of interneuronal connectiv-
ity, to within-layer projections originating from local interneurons (Binzegger et al.,
2004). The derived connection probabilities are inversely proportional to the con-
sidered surface area pir2 (Fig. 2B). This can be easily understood when considering
the approximation eq. (2): the numbers of neurons N and synapses K increase
linear with the surface area and therefore Ca ∝ pir2/(pir2)2 = 1/pir2. The prod-
uct of the connection probability and the surface area is constant for large areas
(Fig. 2B). Hence, we use throughout this article the area-corrected connection
probability C˜a = limr→∞Capir2 for all numerical values of the anatomical map.
The physiological hit rate estimates (Thomson et al. (2002), their Table 1)
provide the physiological map (p). We combine multiple independently measured
hit rates for the same connection by a weighted sum
Cp =
∑
iRiQi/
∑
j Qj , (3)
where Ri and Qi are the hit rate and the number of tested pairs in the ith ex-
periment, respectively. In accordance with Haeusler & Maass (2007), we set the
probabilities of the L2/3i to L5e and of the L4i to L2/3i connections to 0.2. While
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these data constitute the raw map, we incorporate additional hit rate estimates
(Table 1) to create an improved (modified) physiological connectivity map. The
numerical values of all connectivity maps are listed in supplementary Table 6.
We classify all connections into two main groups: recurrent intra-layer or
“within-layer” connections and connections between different layers or “inter-layer”
connections.
Lateral connectivity model
We use a Gaussian model for describing the lateral connection probability profile
C(r) = C0 exp
(−r2
2σ2
)
. (4)
with r being the lateral distance and C0 and σ specifying the peak connec-
tion probability (zero lateral distance) and the lateral spread of connections, re-
spectively. Thereby, we assume that the underlying lateral connectivity is the
same for both connectivity maps, i.e. that C0 and σ are universal. Further-
more, we assume that the experimental data correspond to a random sampling
of connections within a cylinder of a fixed sampling radius ra > rp and corre-
sponding mean connection probabilities Ca/p = 1/(pir
2
a/p)
∫ ra/p
0
∫ 2pi
0
C(r)rdrdϕ =
2piC0σ
2/(pir2a/p)[1− exp(−r2a/p/2σ2)]. These expressions for the mean connection
probabilities of the two connectivity maps allow us to determine the two unknown
parameters C0 and σ. We obtain in closed form (see Supplemental Material)
σ = rp
[
−2 ln
(
1− pir
2
pCp
C˜a
)]−1/2
(5)
and
C0 =
C˜a
2piσ2
. (6)
In principle, this approach may be applied to an individual connection. However, the
sampling radius is the same for all connections of a map. Therefore we determine
σ and C0 only for the global mean connection probabilities of the two maps which
provides robustness against uncertainties in the probability estimate of a particular
connection.
The simulations use a laterally uniform connectivity profile, i.e. the connectivity
between two neurons is exclusively determined by the cell-types and not their
location in space. The mean connection probability of the model Cm depends on
the size of the network (e.g. the surface area pir2m) and the parameters of the
lateral model, but by applying eqs. (5) and (6) it can also be expressed in terms
of the experimentally accessible parameters Cp, rp and C˜a
Cm =
1
pir2m
rm∫
0
2pi∫
0
C(r)rdrdϕ
=
2
r2m
C0σ
2[1− exp(−r2m/(2σ2))]
=
C˜a
pir2m
[
1− (1− pir2pC¯p/ ¯˜Ca)r
2
m/r
2
p
]
. (7)
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where C¯p, and
¯˜Ca specify the global means. To arrive at the individual connection
probabilities at a given model size it is sufficient to multiply a connectivity map by
the ratio of Cm and the global mean of the map C¯a/p.
Table 1: Modified physiological connectivity map. The map
incorporates hit rate estimates of several studies. The se-
lection of studies is based on the comprehensive review by
Thomson & Lamy (2007) including all data where hit rate
and the number of tested pairs can be extracted such that
eq. (3) is applicable. The table lists, from left to right, con-
nection specifier, number of existing connections (product
of hit rate and number of tested pairs), number of tested
pairs and the publication from which the data are extracted.
A star (*) indicates that the number of tested pairs is not
explicitly given, but estimated from the stated accuracy of
connection probability. Furthermore, we use the following
additional data on within-layer connections that is not re-
ported separately. Thomson et al. (1996); Thomson & Lamy
(2007): i to e in L2/3, L4 and L5 21 connected of 93 tested
pairs; Ali et al. (2007): i to e in L2/3, L4 and L5 30 con-
nected of 90 tested pairs, e to i in L2/3, L4 and L5 21 con-
nected of 48 tested pairs; i to e in L2/3 and L4 9 connected
of 69 tested pairs and e to i in L2/3 and L4 21 connected of
147 tested pairs. The reported numbers of connected and
tested pairs are uniformly distributed to the reported layers.
connection existing tested publication
L2/3e→L2/3e 65 247 Thomson et al. (2002) (rat)
8 81 Thomson et al. (2002) (cat)
8 32 Bannister & Thomson (2007) (rat)
3 36 Bannister & Thomson (2007) (cat)
48 549 Mason et al. (1991)
32 305 Kapfer et al. (2007)
22 112 Yoshimura et al. (2005)
63 760 Holmgren et al. (2003)
24 110 Ren et al. (2007)
L2/3e→L2/3i 6 25 Thomson et al. (2002) (cat)
22 107 Thomson et al. (2002) (rat)
151 243 Holmgren et al. (2003)
19 40 Kapfer et al. (2007) (FS)
29 100 Kapfer et al. (2007)(SOM)
L2/3i→L2/3e 7 25 Thomson et al. (2002) (cat)
17 107 Thomson et al. (2002) (rat)
136 243 Holmgren et al. (2003)
26 39 Kapfer et al. (2007) (FS)
19 39 Kapfer et al. (2007)(SOM)
L2/3i→L2/3i 2 2 Thomson et al. (2002) (cat)
2 8 Thomson et al. (2002) (rat)
L4e→L4e 10 139 Bannister & Thomson (2007) (cat)
22 528 Bannister & Thomson (2007) (rat)
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connection existing tested publication
4 23 Thomson et al. (2002)
131 655 Feldmeyer et al. (2005)
11 89 Beierlein et al. (2003)
25 234 Maffei et al. (2004)
L4e→L4i 8 42 Thomson et al. (2002)
3 21 Ali et al. (2007) (nonFS)
11 154 Ali et al. (2007) (FS)
74 172 Beierlein et al. (2003) (FS)
36 63 Beierlein et al. (2003) (LTS)
L4i→L4e 10 64 Ali et al. (2007) (nonFS)
10 40 Ali et al. (2007) (FS)
83 190 Beierlein et al. (2003) (FS)
26 74 Beierlein et al. (2003) (LTS)
4 42 Thomson et al. (2002)
L4i→L4i 3 6 Thomson et al. (2002)
L5e→L5e 15 163 Thomson et al. (2002)
50 500 Markram et al. (1997)
218 1655 Le Be & Markram (2006)
29 206 Le Be & Markram (2006)
148 1233 Wang et al. (2006)
26 260 Wang et al. (2006)
173 1450 Silberberg & Markram (2007)
L5e→L5i 19 190 Thomson (1997); Thomson & Deuchars (1997)*
6 79 Thomson et al. (1995)
7 73 Thomson et al. (2002)
L5i→L5e 9 73 Thomson et al. (2002)
L5i→L5i 3 5 Thomson et al. (2002)
L6e→L6e 56 1512 Mercer et al. (2005)
4 204 Beierlein & Connors (2002)
L6e→L6i 8 38 West et al. (2006) (cat)
5 21 West et al. (2006) (rat)
L2/3e→L4e 0 25 Thomson et al. (2002) (rat)
0 70 Thomson et al. (2002) (cat)
L2/3e→L4i 1 12 Thomson et al. (2002) (rat)
7 37 Thomson et al. (2002) (cat)
L2/3i→L4e 0 29 Thomson et al. (2002) (rat)
0 10 Thomson et al. (2002) (cat)
L2/3e→L5e 2 2 Thomson et al. (2002) (cat)
16 29 Thomson et al. (2002) (rat)
25 259 Thomson & Bannister (1998)
247 1324 Kampa et al. (2006)
L4e→L2/3e 10 50 Yoshimura et al. (2005)
7 25 Thomson et al. (2002) (rat)
7 70 Thomson et al. (2002) (cat)
64 640 Feldmeyer et al. (2002, 2005)
L4e→L2/3i 1 10 Thomson et al. (2002) (rat)
3 31 Thomson et al. (2002) (cat)
L4i→L2/3e 6 12 Thomson et al. (2002) (rat)
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connection existing tested publication
10 37 Thomson et al. (2002) (cat)
L4e→L5e 12 86 Feldmeyer et al. (2005)*
L5e→L2/3e 1 29 Thomson et al. (2002)
3 259 Thomson & Bannister (1998)
Connectivity data analysis
To compare the connectivity maps we define recurrence strength as the ratio of
the mean within-layer and the mean inter-layer connection probabilities and loop
strength as the ratio of the mean connection probability of the cortical feed-forward
loop (Gilbert (1983), L4 to L2/3 to L5 to L6 and back to L4) and the mean
connection probability of all other inter-layer connections. For a fair comparison
we base recurrence and loop strength only on connections for which estimates are
available in both data sets. Therefore, layers 2/3, 4 and 5 are included but not
layer 6.
A measure with higher resolution is the scaling factor ζ which compares the
connection probabilities of individual connections provided both connectivity maps
assign non-zero probabilities.
ζ =
max(Ca/C¯a, Cp/C¯p)
min(Ca/C¯a, Cp/C¯p)
(8)
is independent of model size because Cm cancels from the expression (see Supple-
mental Material).
Furthermore, to quantify the specificity of connections we introduce the target
specificity
T =
Cpost=e − Cpost=i
Cpost=e + Cpost=i
. (9)
as the normalized difference of the connection probabilities constituting a projec-
tion.
Consistent modifications of target specificity
In order to construct a consistent integrated connectivity map, it is necessary to
modify the target specificity of certain projections (see Results), i.e. connection
probabilities are modified to meet a given target specificity value. However, we
constrain these modifications by demanding consistency with the underlying ex-
perimental data. For the anatomical data, this underlying measure is the number
of synapses participating in a projection. For the physiological data, it is the mea-
sured connection probability of one of the two connections forming the projection
(typically the second connection has not been quantified).
Modifying the connection probabilities while conserving the total number of
synapses of a projection requires a redistribution of synapses across the target
neurons (see supplementary Fig. 13). To that end, we determine the fraction
of synapses targeting excitatory neurons ∆ as a function of the requested tar-
get specificity constrained by the total number of synapses and the sizes of the
presynaptic and the two postsynaptic populations. The main complication is that
target specificity is defined in terms of connection probabilities, see eq. (9), and
the relation of connection probability and the number of synapses is non-linear, see
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eq. (1) (for the exact expression see Supplemental Material). Nevertheless, in the
first-order Taylor series expansion of C, eq. (2), the relation is linear and substi-
tuting Cpost=e = ∆K/(NpreNpost=e) and Cpost=i = (1 − ∆)K/(NpreNpost=i) in
eq. (9) we find
∆ =
(1 + T )Npost=e
(1− T )Npost=i + (1 + T )Npost=e .
The modifications of the physiological data are straightforward because in all
cases considered here only one connection probability is experimentally given so
that we can estimate the unknown value based on the definition eq. (9):
Cpost=i(e) =
(
1− T
1 + T
)+(−)1
Cpost=e(i).
Compilation of the integrated connectivity map
We compile the integrated connectivity map algorithmically. The procedure re-
quires as input the anatomical and the physiological connectivity maps as well as
the model size and information about desired modifications of the target specifici-
ties. The procedure automatically estimates the parameters of the Gaussian model
and, based on these, the mean model connectivity. Subsequently the procedure
separately modifies the target specificities of both scaled maps as instructed and
finally averages the two maps (see also Supplemental Material).
Layer-specific external input
We distinguish three types of layer-specific external inputs: thalamic afferents
as reconstructed by Binzegger et al. (2004), “gray-matter” external inputs, i.e.
intrinsic non-local inputs entering the local network through the gray matter, which
we estimate based on the properties of axonal clusters (Binzegger et al., 2007),
and “white-matter” external inputs, which include all inputs not covered by the
previous types. The number of the latter is estimated based on the difference of
the number of synapses the different cell types receive according to Binzegger et al.
(2004) and the total synapse count in a given layer (Beaulieu & Colonnier, 1985).
The thalamic afferents are included in the anatomical connectivity map (Binzeg-
ger et al., 2004). We extract the gray-matter inputs from the information on bou-
ton distributions in 3-dimensional space described in Binzegger et al. (2007). The
authors find that boutons of all cell types form multiple clusters and the article
provides the lateral distance of cluster centers and the corresponding somata. We
interpret a cluster to be non-local if the lateral distance to the soma is larger than
≈ 0.56 mm (corresponding to a local network surface area of 1 mm2). By addi-
tionally using data on the relative sizes of different cluster types, we estimate the
proportion of intrinsic gray-matter connections that originate outside of the local
network. Thereupon, we use the estimated proportion of gray-matter inputs and
the number of local connections in our network to calculate the absolute number
of gray-matter inputs. In this way we construct an estimate of the gray-matter
external inputs that is consistent with both, the axonal structure in Binzegger et al.
(2007) and the structure of our model. The detailed procedure is described in the
Supplemental Material.
The white-matter inputs are estimated based on the comparison of the abso-
lute number of synapses obtained in Binzegger et al. (2004) which only contains
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the contributions from local, thalamic and gray-matter synapses, with those in
Beaulieu & Colonnier (1985) containing all synapses. The difference has been
termed the “dark matter” of cortex (Binzegger et al., 2004) and, in case of the
excitatory synapses, is usually interpreted as white-matter external inputs. The
explicit numbers are published in Izhikevich & Edelman (2008, their figure 9 of the
supplemental material) at subcellular resolution. As our model is based on point
neurons, we sum over all contributions to a given cell type and average across the
cell types that are collapsed to a single population in our model. Thereby, our esti-
mates take neuronal morphology into account. The resulting counts for the three
external input types as well as the total number of external inputs to the excitatory
populations are given in supplementary Table 7. Since long-range projections tar-
get excitatory as well as inhibitory neurons (Johnson & Burkhalter, 1996; Gonchar
& Burkhalter, 2003), we choose target specificity values for external inputs to be
comparable to recurrent connections, resulting in similar total numbers of external
inputs to inhibitory neurons (Table 3).
The cell-type specific external inputs are used as a reference parametrization
of the model. To comprehensively assess the dependence of the activity on exter-
nal inputs, we conduct simulations in which we choose the external inputs to a
population randomly with uniform distribution: The inputs to the excitatory popu-
lations are constrained by the values from the reference and the layer-independent
parametrization (compare supplementary Fig. 18). Those to inhibitory populations
are chosen such that the target specificity of the external input to a given layer is
between 0 and 0.1 (to L2/3, L4 and L5) and to L6, due to the high number of
external inputs to excitatory cells in this layer, between 0 and 0.2.
Network simulations
The network is defined by eight neuronal populations representing the excitatory
and inhibitory cells in the four layers 2/3, 4, 5 and 6. The populations consist
of current-based leaky integrate-and-fire model neurons with exponential synaptic
currents (see Supplemental Material) and are randomly connected with connection
probabilities according to the integrated connectivity map we derive in this arti-
cle. Every population receives Poissonian background spike trains (Amit & Brunel,
1997; Brunel, 2000a); the firing rates of these inputs are composed by the number
of external inputs a neuron in a particular population receives and the background
spike rate contributed by each synapse. Synaptic strengths and synaptic time con-
stants of all connections are chosen such that an average excitatory postsynaptic
potential (EPSP) has an amplitude of 0.15 mV with a rise time of 1.6 ms and
a width of 8.8 ms mimicking the in vivo situation (Fetz et al., 1991). Inhibitory
strengths are negative and increased by a factor g compared to the excitatory ones.
Delays in the network are chosen independent of the layer, with excitatory delays
being on average around twice as long as inhibitory delays but the exact ratio
is uncritical. To introduce heterogeneity into the network, we draw the synaptic
strengths and delays from Gaussian distributions (prohibiting a change of sign of
the strengths and constricting delays to be positive and multiples of the computa-
tion step size). The network structure and a complete list of parameters and their
values for the reference network model are systematically described according to
Nordlie et al. (2009) in Tables 2 and 3.
In some cases, we explicitly model the thalamic input to L4 and L6 by a thala-
mic population of 902 neurons (Peters & Payne, 1993) that emit Poissonian spike
trains at a given rate in some prescribed time interval. These relay cells are ran-
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A: Model summary
Populations nine; eight cortical populations and one thalamic population
Topology —
Connectivity random connections
Neuron model cortex: leaky integrate-and-fire, fixed voltage threshold, fixed absolute
refractory period (voltage clamp), thalamus: fixed-rate Poisson
Synapse model exponential-shaped postsynaptic currents
Plasticity —
Input cortex: independent fixed-rate Poisson spike trains
Measurements spike activity, membrane potentials
B: Populations
Type Elements Number of populations Population size
Cortical network iaf neurons eight, two per layer N (type-specific)
Th Poisson one Nth
C: Connectivity
Type random connections with independently chosen pre- and postsynaptic
neurons; see Table 3 for probabilities
Weights fixed, drawn from Gaussian distribution
Delays fixed, drawn from Gaussian distribution multiples of sim. stepsize
D: Neuron and synapse model
Name iaf neuron
Type leaky integrate-and-fire, exponential-shaped synaptic current inputs
Subthreshold
dynamics
dV
dt
= − V
τm
+ I(t)
Cm
if (t > t∗ + τref)
V (t) = Vreset else
Isyn(t) = w e
−t/τsyn
Spiking If V (t−) < θ ∧ V (t+) ≥ θ
1. set t∗ = t, 2. emit spike with time stamp t∗
E: Input
Type Target Description
Background iaf neurons independent Poisson spikes (see Table 3)
F: Measurements
Spiking activity and membrane potentials from a subset of neurons in every population
Table 2: Model description after Nordlie et al. (2009).
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B+E: Populations and Inputs
Name L2/3e L2/3i L4e L4i L5e L5i L6e L6i Th
Population size N 20683 5834 21915 5479 4850 1065 14395 2948 902
External inputs kext 1600 1500 2100 1900 2000 1900 2900 2100 —
Background rate νbg 8 Hz
C: Connectivity
from
L2/3e L2/3i L4e L4i L5e L5i L6e L6i Th
to
L2/3e 0.101 0.169 0.044 0.082 0.032 0.0 0.008 0.0 0.0
L2/3i 0.135 0.137 0.032 0.052 0.075 0.0 0.004 0.0 0.0
L4e 0.008 0.006 0.050 0.135 0.007 0.0003 0.045 0.0 0.0983
L4i 0.069 0.003 0.079 0.160 0.003 0.0 0.106 0.0 0.0619
L5e 0.100 0.062 0.051 0.006 0.083 0.373 0.020 0.0 0.0
L5i 0.055 0.027 0.026 0.002 0.060 0.316 0.009 0.0 0.0
L6e 0.016 0.007 0.021 0.017 0.057 0.020 0.040 0.225 0.0512
L6i 0.036 0.001 0.003 0.001 0.028 0.008 0.066 0.144 0.0196
Name Value Description
w ± δw 87.8± 8.8 pA excitatory synaptic strengths
g −4 relative inhibitory synaptic strength
de ± δde 1.5± 0.75 ms excitatory synaptic transmission delays
di ± δdi 0.8± 0.4 ms inhibitory synaptic transmission delays
D: Neuron Model
Name Value Description
τm 10 ms membrane time constant
τref 2 ms absolute refractory period
τsyn 0.5 ms postsynaptic current time constant
Cm 250 pF membrane capacity
Vreset −65 mV reset potential
θ −50 mV fixed firing threshold
νth 15 Hz thalamic firing rate during input period
Table 3: Parameter specification. The categories refer to the model description
in Table 2.
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domly connected to the cortex with the cell-type specific connection probabilities
according to Binzegger et al. (2004), see Table 3.
To instantiate the network model we randomly draw for every synapse the pre-
and the postsynaptic neuron. In contrast to the often used convergent and diver-
gent connectivity schemes (Eppler et al., 2009), this procedure results in binomially
distributed numbers of incoming and outgoing synapses. In practice, we could first
calculate the total number of synapses forming a connection by inverting eq. (1)
and then successively create the synapses. In a distributed simulation setup, how-
ever, this procedure is inefficient because the neurons are distributed over multiple
processes. Although a synapse is only created if the postsynaptic neuron is local to
the process (Morrison et al., 2005) the full algorithm would have to be carried out
on each process. We solve this problem by calculating a priori how many synapses
will be created locally on each process, exploiting that the distribution of synapses
over processes is multinomial. Subsequently we apply the serial algorithm on every
machine to the local synapses only: The presynaptic neuron is drawn from all neu-
rons in the presynaptic population and the postsynaptic cell on a given process is
drawn only from the neurons located on this process (compare supplementary Fig.
16). While the first step is serial, but efficient for the number of processes we typ-
ically employ, the second step is fully parallelized. The procedure is detailed in the
Supplemental Material. A reference implementation of this algorithm will be made
available in the NEST simulation tool (http://www.nest-initiative.org) as
RandomPopulationConnect.
All simulations are carried out with the NEST simulation tool (Gewaltig &
Diesmann, 2007) using a grid constrained solver and a computation step size
h = 0.1 ms on a compute cluster with 24 nodes each equipped with 2 quad core
AMD Opteron 2834 processors and interconnected by a 24 port Voltaire InfiniBand
switch ISR9024D-M. 48 cores simulate the network of around 80,000 neurons and
0.3 billion synapses in close to real-time (Djurfeldt et al., 2010).
Results
Comparison of connectivity maps
The anatomical and the physiological connectivity maps exhibit a similar struc-
ture (Fig. 2): Recurrent within-layer connections are all non-zero with connection
probabilities tending to decrease from superficial to deeper layers, excepting the
physiological interneuron to interneuron connections which are, however, subject
to poor statistics (Table 1). The inter-layer connections can be subdivided into
connections with similar probabilities as within-layer connections and those with
values close or equal to zero. Consequently, the recurrence strength, quantifying
the relative strength of recurrent within-layer connections, is greater than one and
statistically indistinguishable for the two maps (z-test, P > 0.1, Fig. 2C). Similarly,
the loop strength, comparing the connectivity of the feed-forward loop to all other
inter-layer connections, is indistinguishable (z-test, P > 0.05, Fig. 2D). However,
50% of the scaling factors of inter-layer connections are large (L2/3e to L4i, L5e
to L2/3e, L4i to L2/3e and L4i to L2/3i) for both, the raw and the modified data.
Lateral connectivity
In contrast to the largely consistent relative measures (Fig. 2C and D), absolute
connection probability values differ (supplementary Table 6). We hypothesize that
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Figure 2: Properties of connectivity maps. (A) Connection probabilities accord-
ing to the anatomical (top panel, circles) and physiological connectivity map (cen-
ter panel, squares) and corresponding scaling factors (bottom panel, triangles).
Both, raw (closed markers) and modified (open markers) are shown. The data are
horizontally arranged according to their classification as within-layer (black) and
inter-layer (gray) connections. For a given pair of pre- and post-synaptic layer,
the data are arranged from left to right according to connection types: excita-
tory to excitatory, excitatory to inhibitory, inhibitory to excitatory and inhibitory
to inhibitory. L5i to L5e/i outside of the displayed range, see supplementary Ta-
ble 6. Error bars are minimal statistical errors (see Supplemental Material). (B)
Sampling radius dependence of anatomical connection probability (solid: eq. (1),
dashed: eq. (2)) and of the product of connection probability and area (dotted)
in double-logarithmic representation. (C) Anatomical and physiological recurrence
strength. (D) Anatomical and physiological loop strength. Error bars in C and
D are based on the minimal statistical error estimates of connection probabilities
using error propagation.
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the differences in the mean connection probabilities are explained by differences in
the methodology applied to obtain the connectivity maps: Physiological recordings
in slices are usually restricted to a maximal lateral distance of the somata of around
100µm (as reported in Thomson & Morris (2002) for the raw physiological map).
The anatomical data, in contrast, are based on reconstructed axons and dendrites,
with axons extending up to 4mm (Binzegger et al., 2007), in general beyond 1mm.
When providing absolute numbers, Binzegger et al. (2004) refer to the surface area
of cat area 17 (399 mm2).
We employ a Gaussian lateral connectivity model (eq. (4)), similar to the one
by Hellwig (2000); Buzas et al. (2006) to account for the different experimental
sampling radii (see Materials and Methods). We assume the model to reflect the
in vivo connectivity structure and the experimental connectivity maps to charac-
terize samples of this structure. The anatomical measurement is interpreted as
an unconstrained sampling over the complete lateral connectivity structure while
the physiological measurement corresponds to a local measure sampling from the
center region of the Gaussian (Fig. 3A).
The model parameters, peak connection probability and lateral spread, are
determined based on the mean connection probabilities of the two maps and the
physiological sampling radius (eqs. (5) and (6), Fig. 3). The estimated lateral
spread is consistent with data from rat and cat primary visual cortex based on the
potential connectivity method: Hellwig (2000), caption to his figure 7, reports a
lateral spread of 150 to 310 µm, Stepanyants et al. (2008), their figure 7, find a
spread of around 200 µm of main projections in input and output maps. Also the
overall connectivity level of 0.138 for nearby neurons with a distance of 100µm is in
good agreement with the extensively used estimate of 0.1 provided by Braitenberg
& Schu¨z (1998). These consistencies indicate that our underlying assumption
–anatomical and physiological experiments sample independently from the same
lateral connectivity profile– is valid.
Average model connectivity Our network model does not incorporate a lateral
connectivity structure but randomly connected populations. We use the Gaussian
lateral connectivity model exclusively to determine the average connection proba-
bility for a given network size (eq. (7), Fig. 3D). The connectivity of small networks
(up to about 7,000 neurons) is largely determined by the physiological connectivity
and the one of large networks (above 100,000 neurons) by the anatomical con-
nection probability (decaying quadratically, see Fig. 2B). For intermediate network
sizes, eq. (7) interpolates between these two extremes according to the Gaussian
lateral connectivity profile. Fig. 3E shows the average synaptic convergence as a
function of the network size. It reveals that only for large networks the majority of
local synapses is represented in the model: for example a network of around 80,000
neurons comprises more than 85% of all local synapses. In contrast, a network of
e.g. 10,000 neurons represents only around 20% of the local connectivity. There-
fore, we select our network to correspond to 1 mm2 of cortical surface (77,169
neurons).
According to our analysis the maximal average number of synapses per neuron
is about 5,000. This number is consistent with the data of Binzegger et al.(2004,
see their figure 11A). In Fig. 3 we also display the connectivities and convergences
of a selection of other modeling studies on the local cortical network (some data
representing local networks embedded in larger networks). Independent of model
size most studies use a connection probability around 0.1 which is largely consistent
14
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Figure 3: Lateral connectivity model. (A) Two dimensional Gaussian with two
cylinders indicating the lateral sampling of the anatomical (gray outer cylinder) and
the physiological (black inner cylinder) experiments. (B) Estimated peak amplitude
and (C) lateral spread of the connectivity model based on mean connectivity of
the anatomical and physiological raw and modified maps. (D) Average connection
probability and (E) average synaptic convergence (average number of synaptic
inputs per neuron) of the layered network model as a function of the network
size expressed in number of neurons. The dashed horizontal line marks 85% of
the maximal synaptic convergence in the local network. Black diamonds show
the data used in our simulations, further markers indicate other published cortical
network models: Haeusler & Maass (2007) (light gray square), Izhikevich (2006)
(light gray triangle), Izhikevich et al. (2004) (light gray circle, embedded local
network is defined by the area receiving connections from a single long-range axon),
Lundqvist et al. (2006); Djurfeldt et al. (2008) (light gray diamond, local network
represented by one hypercolumn), Vogels & Abbott (2005); Vogels et al. (2005)
(dark gray circle), Sussillo et al. (2007) (dark gray square), Brunel (2000a) (dark
gray triangle), Kriener et al. (2008) (dark gray diamond), Kumar et al. (2008)
(black circles), Morrison et al. (2007) (black square).
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with our results. Only for large networks of 50,000 neurons and more, this con-
nection probability is above our estimate. Two studies use a significantly smaller
connection probabilities of 0.02, arguing that this value interpolates between high
local and low distal connectivity. Although the absolute numbers differ from our
estimates, the reasoning is the same as for our model. In all but two cases (Mor-
rison et al., 2007; Kumar et al., 2008) the models’ convergence is maximally 20%
of the anatomical estimate.
Randomness and specificity
A central assumption of the anatomical connectivity map is randomness, i.e.
synapses are established independent of the pre- and postsynaptic cell type. Never-
theless, the target specificity estimates of the anatomical connectivity map (circles
in Fig. 4) are > 0.2, reflecting a preferential selection of excitatory targets. The
bias is introduced by the application of Peters’ rule, which assumes synaptic densi-
ties on dendrites to be independent of cell-type, to bouton densities and dendritic
lengths. Furthermore, some projections exhibit very high values > 0.5 because
only the dendrites of excitatory cells, but barely those of inhibitory cells, reach into
the cloud of presynaptic axonal elements.
The target specificity values of the physiological map contrast with the anatomi-
cal findings. Most values (squares in Fig. 4) are consistently smaller and show larger
variability than the anatomical estimates. In addition, excitatory within-layer con-
nections of the raw connectivity map univocally select their targets independent
of the postsynaptic type. Several projections in the physiological map, however,
connect exclusively to excitatory neurons due to incomplete sampling of inhibitory
subtypes. This highlights that a straightforward application of the physiological
connectivity map in simulations results in artifacts due to missing feed-forward
inhibition. Finally, the projection from L2/3e to L4 specifically targets inhibitory,
but not excitatory cells (see also Table 1).
The specific selection of inhibitory targets of the L2/3e to L4 projection cannot
be explained by differences in the overlap of the excitatory and inhibitory dendrites
with the excitatory axons and is therefore beyond the scope of anatomical studies
relying on the statistics of neuronal morphology such as Peters’ rule (Binzegger
et al., 2004) and also potential connectivity (Stepanyants et al., 2008). The speci-
ficity in the inter-layer circuitry explains the large scaling factor of this projection
(Fig. 2A).
We identify three additional candidates of specific target type selection: L5e to
L2/3 (Dantzker & Callaway (2000); Thomson & Bannister (1998); Thomson et al.
(2002); Lefort et al. (2009)) L2/3e to L6 (Zarrinpar & Callaway, 2006) and L6e
to L4 (McGuire et al., 1984), see Supplemental Material for details on the choice
of these candidates. The structure of these projections has not been quantified
comprehensively in paired recordings and evidence suggests that the target type
selection is less strict than for the L2/3e to L4 projection. We tentatively assume
them to have intermediate values (triangles in Fig. 4). Two of these projections
(L2/3e to L4 and L5e to L2/3) are inverse to the feed-forward loop. Thomson
& Morris (2002); Thomson et al. (2002) argued that the specific target type
selection plays a distinct functional role because the inhibition-specific (“i-specific”)
feedback projections may prevent reverberant excitation involving L2/3, L4 and L5
and enhance the propagation of synchronous thalamic inputs.
We utilize the information on i-specific feedback and the anatomical estimates
to remove for some projections the methodological biases by consistently mod-
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Figure 4: Anatomical (circles) and physiological (squares) target specificity es-
timates based on the modified connectivity maps. +1(−1) indicates exclusive
selection of excitatory (inhibitory) targets, 0 random selection. Triangles show
additional candidates of inhibition-specific projections discovered in photostimula-
tion or electron microscopy studies. The shaded area highlights the estimates of
within-layer projections and inter-layer projections with target specificity values be-
tween 0 and 0.5 (“non-specific” connections). Within these bounds the anatomical
and physiological estimates are 0.32 ± 0.07 and −0.17 ± 0.28, respectively. The
largest statistically well constrained values from a single laboratory are exhibited
by the projections L2/3e to L2/3, L4e to L4 and L5e to L5 (compare supplemen-
tary Table 6) of the raw physiological map. The target specificity of these data is
−0.01 ± 0.03. The four highlighted data points are candidates of specific target
type selection. For every pair pre- and post-synaptic layer the figure shows data
both pre-synaptic neuron types (left: excitatory, right: inhibitory).
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projection T data source
L2/3e to L4 -0.8 Thomson et al. 2002
L5e to L2/3 -0.4 Dantzker & Callaway 2000
L2/3e to L6 -0.4 Zarrinpar & Callaway 2006
L6e to L4 -0.4 McGuire et al. 1984
L2/3e to L5 0.29 Binzegger et al. 2004
L4e to L5 0.32 Binzegger et al. 2004
L2/3i to L5 0.4 Binzegger et al. 2004
L4i to L2/3 0.23 Binzegger et al. 2004
Table 4: Amendment candidates for target specificity. The rows describe the
projections whose target specificities are modified during the compilation of the
integrated connectivity map. For each projection the second column states the
target specificity value T after the amendment, the third the publication on which
the modification is based. The top four rows are the candidate projections for
a preference of inhibitory targets. In these cases, no quantitative estimates are
known. T = −0.8 is set if the literature provides a strong indication and T = −0.4
for a comparably weak indication (compare Supplemental Material). The T -values
of the bottom four rows are based on the anatomical map and provide estimates of
the previously not measured connections to inhibitory neurons for the physiological
map.
ifying the respective target specificities (see Materials and Methods and Table
4). Thereby, we estimate previously not measured physiological connection prob-
abilities and introduce the specific selection of targets into the anatomical map.
The latter constitutes an effective redistribution of synapses and corresponds to a
refinement of Peter’s rule (supplementary Fig. 13).
Integrated connectivity map
Based on the information gathered in the previous sections we now compile an inte-
grated connectivity map. Our algorithmic compilation (see Materials and Methods)
accounts for the differences in the lateral sampling of the two methods and corrects
for methodological shortcomings expressed in the target specificity of projections
(Table 4) by incorporating photostimulation and electron microscopy data.
The resulting connection probabilities are shown in the upper panel of Fig. 5.
Visual inspection shows that the overall structure of the original connectivity maps
is preserved. For a consistency check, we calculate the scaling factors between
our integrated map and the recently published data for excitatory to excitatory
connections of mouse C2 barrel column (Lefort et al., 2009). In this comparison
we combine the data of Lefort et al. on L2 and L3 to L2/3 and on L5A and L5B
to L5 according to eq. (3). The scaling factors (see Fig. 5, center panel) are low,
indicating a good agreement of the connectivity maps. The main outlier is the
recurrent L4e to L4e connection, which exhibits the highest connection probability
in the study of Lefort et al. (2009) but rather low values in the physiological
and especially the anatomical map. The lower panel of Fig. 5 shows the target
specificity values of the integrated connectivity map. Within-layer projections select
their targets randomly and inter-layer projections inherit mostly the properties of
the anatomical map, except for the four candidate i-specific projections.
The cell-type specific convergences and divergences (Fig. 6) show that the in-
tegrated connectivity map reflects prominent features of local cortical connectivity:
18
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Figure 5: Properties of the integrated connectivity map. Layout of graphs as in
Fig. 2 and Fig. 4 respectively. The top panel shows the connection probabilities of
the model (L5i to L5e/i outside the displayed range, see Table 3). The center panel
shows the scaling factors between the integrated map, restricted to excitatory to
excitatory connections, and the recently published map of Lefort et al. (2009).
The bottom panel shows the target specificity of the integrated connectivity map
(within-layer connections: −0.02 ± 0.17, non-specific inter-layer connections, see
Fig. 4: 0.33± 0.08).
19
Potjans & Diesmann, Connectivity explains cell-type specific activity
Except for L5e, convergence is dominated by within-layer connections (consistent
with e.g. Douglas & Martin, 1991, 2004). Furthermore, the strongest inter-layer
excitatory to excitatory divergences correspond to the feed-forward loop from L4
to L2/3 to L5 to L6 and back to L4 (Gilbert, 1983; Gilbert & Wiesel, 1983).
The excitatory to inhibitory divergence is dominated by the i-specific feedback
connections.
By comparing the average convergence and divergence to the neuronal densities
of the different cell populations (supplementary Fig. 14) we find that neurons in
the local microcircuit sample most excitatory inputs from L2/3 and fewest from
L5 and L6. In contrast, local outputs within the microcircuit project preferentially
to L5.
External inputs The model consists in total of about 217 million excitatory
and 82 million inhibitory synapses. The inhibitory synapse count is consistent with
Beaulieu & Colonnier (1985) (64 ± 21 million) while the number of excitatory
synapses is lower than their estimate (339± 43 million) presumably reflecting that
a fraction of all excitatory synapses originates outside of the local network. The
ratio of local synapses (total number of synapses in our network model) and all
synapses (according to the countings of Beaulieu & Colonnier (1985)) is 0.74,
similar to the ratio reported by Binzegger et al. (2004), but see Stepanyants et al.
(2009).
The layer-specific external input structure distinguishes between thalamic af-
ferents, gray-matter and white-matter inputs (see Materials and Methods). The
resulting total number of external inputs per neuron (Table 3) is lowest in L2/3,
intermediate in L4 and L5 and highest in L6. This relative structure is largely
dominated by the white-matter inputs. In contrast, most gray-matter long-range
inputs form synapses on L2/3 neurons and fewest form synapses in L6. Given the
presently available data, we cannot exclude that some synapses treated here as
external input actually represent a pathway in the local microcircuit still awaiting
comprehensive experimental assessment.
Spontaneous layer-specific activity
The simulated spontaneous spiking activity of all cell types corresponds to the
asynchronous irregular activity state observed in mono-layered balanced random
network models (Amit & Brunel, 1997; Brunel, 2000a). Fig. 7 (A-D) shows the
ongoing spontaneous spiking activity of all populations and the corresponding firing
rates, irregularity and synchrony. The activity varies significantly across cell types.
L2/3e and L6e exhibit the lowest firing rates with a mean below or close to 1 Hz.
L4e cells fire more rapidly at around 4 Hz and L5e cells at more than 7 Hz. In all
layers, inhibitory firing exceeds excitatory rates. The boxplots furthermore visualize
that the firing rates of single neurons can differ substantially. For instance in
L2/3e, several neurons fire at more than 5 Hz while the majority of neurons is
rather quiescent emitting less than one spike per second. This effect is due to the
binomially distributed convergence.
Single unit activity is irregular; the mean of the single unit coefficients of
variation of the inter-spike intervals is greater than 0.8. The population activity
is largely asynchronous, but exhibits fast oscillations with low amplitude similar
to balanced random networks (e.g. Brunel, 2000a). We assess the synchrony of
every population’s multi-unit activity by the variability of the spike count histogram
(Fig. 7D). At the given firing rates and bin width, the synchrony of the spiking
20
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Figure 6: Cell-type specific convergence (A) and divergence (B) of the integrated
connectivity map. The histograms display blocks of data for the four different
connection types between excitatory (e) and inhibitory (i) neurons (as indicated).
For a neuron in the layer specified on the horizontal axis, the individual bar segments
show the absolute number of synapses the neuron receives from a source layer
(convergence) or establishes in a target layer (divergence). Bar segments are
arranged according to the physical location of the layers in the cortex (from top
to bottom: L2/3, L4, L5, L6). Hatched bars represent within-layer connections.
Lightness of gray increases from superficial to deeper layers. Gray horizontal lines
indicate the convergence and divergence of a balanced random network with the
same total number of neurons and synapses as the layered model.
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Figure 7: Spontaneous cell-type specific activity. (A) Raster plot of spiking
activity recorded for 400 ms of biological time of layers 2/3, 4, 5 and 6 (from
top to bottom; black: excitatory, gray: inhibitory). Relative number of displayed
spike trains corresponds to the relative number of neurons in the network (total
of 1862 shown). (B-D) Statistics of the spiking activity of all eight populations
in the network based on 1000 spike trains recorded for 60 s (B and C) and 5 s
(D) for every population. (B) Boxplot (Tukey, 1977) of single-unit firing rates.
Crosses show outliers, stars indicate the mean firing rate of the population. (C)
Irregularity of single-unit spike trains quantified by the coefficient of variation of
the inter-spike intervals. (D) Synchrony of multi-unit spiking activity quantified by
the variance of the spike count histogram (bin width 3 ms) divided by its mean.
(E-H) Histograms of the excitatory and inhibitory population firing rates for L2/3
(E), L4 (F), L5 (G) and L6 (H) for randomly drawn external inputs (100 trials, see
Materials and Methods for details).
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activity is highest in L5e and lowest in L6. The synchrony of the membrane
potential traces (Golomb, 2007, supplementary Fig. 20) confirms that the activity
is asynchronous.
The observed activity features of the network do not depend on the specific
structure of the external inputs: replacing the Poissonian background by a constant
current (DC) to all neurons (supplementary Fig. 17) or applying layer-independent
Poissonian background inputs (supplementary Fig. 18) yields similar results. Ran-
dom selection of the number of external inputs (see Materials and Methods) also
confirms the previous findings: Fig. 7 (E-H) shows the histograms of the population
firing rates in the different layers for excitatory and inhibitory cells, respectively.
The distribution of excitatory population firing rates in L2/3 and L6 are persistently
low. L5e activity exhibits the highest firing rates and also the largest variability.
L4e and the inhibitory populations vary only slightly with mean firing rates similar
to the reference parametrization (Fig. 7B). Apparently, the local microcircuitry
reconfigures the firing rate distributions for different input situations while con-
serving general features like the low rate regime in L2/3e and L6e. In 85% of the
simulations, L2/3e and L6e fire at a lower rate than L4e and simultaneously L5e
exhibits the highest firing rate. Also, we observe the inhibitory firing rate within a
given layer to be higher than the excitatory rate in 83% of all cases.
Comparison to in vivo activity Table 5 contrasts the experimentally observed
firing rates in individual layers with our simulation results. Experimentally, the
spontaneous activity of L2/3e pyramids has been studied extensively. Consistent
over species and areas the firing rate is below 1Hz, in good quantitative agreement
with the model. The L6e firing rates are similar to the model values, although the
experimental data base is more sparse. The L4e and L5e firing rates of rat primary
somato-sensory cortex are lower than in the model, but L5e consistently shows the
highest spontaneous activity, also in rat auditory cortex. The activity of cortico-
tectal cells in L5 (and L4) of various cortices in the rabbit is slightly higher. Several
studies provide data on putative interneurons (Swadlow, 1988, 1989, 1991, 1994;
Sakata & Harris, 2009), demonstrating that inhibitory activity is typically higher
than that of excitatory cells. The statistics of single neuron spike trains in our
model show great variations due to the random connectivity which also imposes
a variance in the convergence of inputs. Therefore, “neighboring” neurons, i.e.
neurons with statistically identical connectivity, can exhibit very different firing
rates, which has also been observed experimentally (e.g. Swadlow, 1988; Heimel
et al., 2005; de Kock & Sakmann, 2009).
Stability of the network activity The low-rate asynchronous irregular (AI)
firing regime has been considered to be the ground state of cortical activity (Amit
& Brunel, 1997). For the balanced random network model, the region of stability
of the AI state is bounded by the relative strength of inhibitory synapses (> 4)
and sufficiently high background rates (Brunel, 2000a). Fig. 8 characterizes the AI
state of the layered network. As in the balanced random network model, the layered
network requires sufficient external input and sufficiently strong inhibitory coupling
to enter the AI state. Increasing the background rate predominantly affects the
activity of L4e, while an increase of the relative inhibitory synaptic strength de-
creases mostly the activity of L5e cells. Consequently, the order of excitatory firing
rates (smallest in L2/3 and L6, highest in L5) is largely preserved except for large
relative inhibitory synaptic strengths (combined with large background rates).
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Figure 8: Dependence of network activity on the external background firing rate
and the relative inhibitory synaptic strength. White stars mark the reference pa-
rameter set. (A) Population firing rates of excitatory populations in layers 2/3
(squares), 4 (diamonds), 5 (circles) and 6 (triangles), lightness increases with cor-
tical depth, as a function of the background rate with fixed relative inhibitory
synaptic strength (4). (B) AIness%, the percentage of populations with firing rate
below 30 Hz, irregularity between 0.7 and 1.2, and synchrony below 8 (data col-
lected for 5s per simulation), as a function of the background rate and the relative
inhibitory synaptic strength. Labeled black iso-lines indicate areas where 50%,
75% and 100% of all populations fire asynchronously and irregularly at low rate.
Dashed iso-lines confine the area where the firing rates are ordered in accordance
to Table 5. (C) Population firing rates of excitatory populations as a function of
the relative inhibitory synaptic strength at fixed background rate (8 Hz) (markers
as in A).
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Figure 9: Relevance of target specificity for network stability. (A) Population firing
rates (top panel) and synchrony (bottom panel), both in logarithmic representation,
as a function of the target specificity of candidate projections L2/3e to L4 (negative
values twice as large), L2/3e to L6, L5e to L2/3 and L6e to L4. A target specificity
of 0 reflects random connectivity, gray-shaded area marks range of target specificity
of other inter-layer connections (0.33 ± 0.08). (B) Population firing rates of the
model with target specificity of candidate projections of +0.4 as a function of
the asymmetry of excitatory to inhibitory and excitatory to excitatory synaptic
strengths (defined as (wie−wee)/(wie +wee), with fixed mean excitatory synaptic
strength). Stars indicate firing rates of the reference model with target specificity
of candidate projections of −0.4. (C) As B, but as a function of the relative
inhibitory synaptic strength. All markers as in Fig. 8A.
Role of i-specific projections for the stability of the AI state In the
following we conduct a series of simulation experiments where we alter the target
type selection of the i-specific projections. The modifications affect exclusively the
target specificity of these projections (upper four rows in Table 4). Technically,
we compile for each parameter set a new connectivity map algorithmically (see
Materials and Methods) so that the experimental data are fully respected. Fig. 9A
shows that the firing rates and the synchrony of the excitatory populations first
increase exponentially and then superexponentially when the target specificity of
the four candidate projections approach random connectivity and then the level of
other inter-layer connections, before the spike rates saturate for target specificity
values above 0.2. The increase in synchronization precedes the firing rate increases.
For L6e, we observe two outliers at T = 0.2 and 0.25 where the activity in this layer
corresponds to the low-rate AI state. This is likely due to the strong within-layer
inhibitory feedback in L6 and the high amount of random external inputs to L6e.
The general trend for L6 is nevertheless the same as for the other layers.
The modification of target specificity not only changes the local microcircuit
at the level of specific cell types but also the overall level of excitation in the net-
work. Therefore, we simulate further control networks which globally correct for
the change in the level of excitation: we increase for all connections, not only for
the i-specific candidates, the synaptic strength of excitatory to inhibitory connec-
tions and simultaneously reduce the synaptic strength of excitatory to excitatory
connections. Fig. 9B shows that a sufficiently large asymmetry of excitatory synap-
tic strengths with respect to target cell type counterbalances the overexcitation.
However, the natural order of the excitatory activity levels of the cortical layers
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(Table 5) is partly inverted.
This stabilization procedure uses different excitatory synaptic strengths ac-
cording to the target cell type and thereby introduces an additional parameter.
Therefore, we also investigate whether the network can alternatively be stabilized
by changing an already existing parameter, the relative inhibitory synaptic strength.
We find that only implausibly large values (> 15) lead to a stable low-rate AI state
(Fig. 9C) and that also in this case the order of firing rates is partly inverted.
In summary, a layered network model that is parametrized equivalent to the
balanced random network model requires the inclusion of i-specific feedback con-
nections in order to exhibit asynchronous irregular spiking activity. The alternative
stabilization of the network by global changes of parameters results in a distribution
of layer-specific firing rates in conflict with experimental observations.
Propagation of transient thalamic inputs
Confronted with a transient thalamic input the layered network model responds
with a stereotypic propagation of activity through the different layers. Fig. 10A
shows an exemplary spike raster of the model after a short-lasting increase of
thalamic firing rate. The cell-type specific activity pattern is consistent over 100
different network and input instantiations (Fig. 10B).
Amplitude and timing of cell-type specific responses L2/3e, L4e and L5e
emit a comparable amount of additional spikes in response to the stimulus while
L6e shows a comparatively sparse response (Fig. 10B). In total, only a minority of
all neurons in the network is activated by the thalamic stimulus (Fig. 10E). Only in
L5e a large fraction of all cells emits additional spikes in response to the stimulus.
In relation to the ongoing activity, we find that the input layers (L4 and L6) exhibit
a similar dynamical gain which is much lower than the gain of the output layers
L5 and especially L2/3.
The response is initiated in the input layers and then propagates to layers L2/3
and L5 (see Fig. 10A, B). The latency of activation (defined as the maximum of
the excitatory spike count histogram) is shortest in L4 followed by L6 and L5, and
finally L2/3. The early onset of activation of L5, not after but rather synchronously
with L2/3, is in contrast to the expectation according to the classical notion of the
feed-forward loop from L4 to L2/3 to L5 (Gilbert, 1983) but in agreement with the
experimental activity data (Sakata & Harris, 2009, compare also Mitzdorf, 1985).
The feed-forward connection from L2/3 to L5 causes the prolonged response in L5
that is reflected in the second peak in the spike count. L6, being already slightly
excited by the thalamic input, receives feed-forward input from L5 which triggers
a sparse response during the ramp-up phase in L5. The activity is back to baseline
in all layers before the last thalamic spikes arrive at cortex. Deactivation is ordered
similar to activation, starting in L4, followed by L2/3 and L6, and finally L5.
Interplay of excitation and inhibition in the propagation of inputs Not
only the excitatory populations but also the inhibitory populations show a distinct
activation pattern (see Fig. 10A, gray dots, and B, gray lines). Initially, as the
interneurons in any layer receive the same, albeit slightly weaker, feed-forward
inputs, the inhibitory response resembles the excitatory response. However, the
inhibitory populations show, in contrast to the respective excitatory populations,
two pronounced activation peaks in L2/3, L4 and L6. As shown above, these
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Figure 10: Response to transient thalamic input. Thalamic firing rates increase
step-like by 15 Hz for a duration of 10 ms; 0 ms corresponds to the onset of tran-
sient input, gray bars show the arrival of thalamic spikes at cortical neurons taking
the mean delay (for simplicity the same as within the network, 1.5 ms) into ac-
count. (A) Cell-type specific spiking activity of the network with i-specific projec-
tions. Markers as in Fig. 7A. (B) Corresponding cell-type specific population spike
counts averaged over 100 instantiations of network and input (excitatory popula-
tions in black, inhibitory in gray). Spike counts are calculated with a bin-width
of 0.5 ms with the number of recorded neurons L3e: 500, L3i: 141, L4e: 529,
L4i: 132, L5e: 117, L5i: 25, L6e: 347, L6i: 71 (numbers correspond to rela-
tive population sizes). (C) Spiking activity of a control network without i-specific
projections (target specificity of candidate projections of +0.4) stabilized by an
asymmetry of excitatory synaptic strengths of 0.095. (D) Corresponding cell-type
specific population spike counts of excitatory populations averaged over 100 in-
stantiations. Filled area shows the difference of the data in D and B. (E) Average
percentage of cells in the excitatory populations that are activated by thalamic
stimulation in relation to the ongoing activity (according to the data in B). (F)
Dynamical gain, defined as the firing rate during the stimulus presentation divided
by the spontaneous firing rate, of excitatory populations (according to data in B).
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layers receive i-specific feedback connections. Apparently, the cell-type specific
connectivity structure results in a complex interplay of excitation and inhibition not
explained by within-layer recurrent inhibition and thereby shapes the propagating
response to a transient thalamic input. Specifically we observe that the activation
of L2/3 entails the increased activity of inhibitory interneurons in L4, thereby
stopping the excitatory activity in this layer. A similar effect is observed in the next
step of the feed-forward loop between L2/3 and L5. Activation of L2/3 prolongs
the excitatory activity in L5 as stated above. In contrast, the early activation of
L5 results in a sharpening of the response in L2/3 by the additional activation of
L2/3 interneurons. The connection from L6e to L4i adds to the sharpening of the
L4 response and the rather weak i-specific connection from L2/3 to L6 plays a role
in preventing a stronger ramp-up of excitatory activity in L6.
Role of i-specific feedback connections for the propagation of inputs
These observations suggest that the i-specific feedback connections control the
duration and the amplitude of the response to thalamic inputs. To further eluci-
date their role for the propagation of input-related activity, we study the response
of a network without i-specific feedback connections but similar spontaneous ac-
tivity. The small differences in the firing rates (compare Fig. 9B) are reflected in
the initial response of the network to the thalamic input (first bumps in the spike
count histograms in Fig. 11D) which exhibits a steeper increase in L2/3e and L4e
and is weaker in L5e. After this initial phase, the response is drastically different
and shows reverberating activation of the different layers lingering well beyond the
offset of the input. The response is much stronger and shows oscillatory compo-
nents by reciprocal activation of the different layers. The effect stays the same,
albeit smaller, for a control network with the candidate projections having a target
specificity value of +0.2 which is well below the range for non-specific inter-layer
connections.
Discussion
Modeling approach
The present work extends the balanced random network model (Amit & Brunel,
1997; Brunel, 2000a; van Vreeswijk & Sompolinsky, 1996, 1998) to multiple layers
with realistic connection probabilities. Despite their reduced structure the mono-
layered models exhibit qualitatively consistent activity dynamics and the classical
analysis of them has guided our research. Our neuron and synapse model as well as
the random connectivity scheme do not differ qualitatively from the earlier work.
The model size is selected sufficiently large to incorporate the majority of all local
synapses. The network structure, one excitatory and one inhibitory population in
each layer, represents the minimal laminar extension of the mono-layered models
and also the minimal set of cell types typically distinguished in experiments. Data
resolving the connectivity at a finer scale (e.g. Mercer et al., 2005; West et al.,
2006) are combined to match the more coarse resolution of our model. Previous
multi-layered models partly use the same approach (e.g. Haeusler et al., 2009) and
partly more detailed cell type classifications (e.g. Traub et al., 2005; Izhikevich &
Edelman, 2008). However, quantitative connectivity data are not yet widely and
consistently available on a finer level of detail so that it remains unclear which
dynamical consequences any further separation of cell types implies.
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Integrated connectivity map
The success of the dynamical analysis in the second part of the study relies on
our finding that the two connectivity maps are consistent when one considers the
differences in methodology. The compiled connectivity map accounts for these,
but it nevertheless mingles data not only from multiple laboratories but also from
different cortical areas and species. This choice is not exclusively motivated by
canonicity in structure (e.g. Douglas et al., 1989; Nelson, 2002; Groh et al., 2010)
and activity (Table 5), but driven by the incompleteness of data for a specific area
and species. The density of neurons in our model is based on cat area 17 and
the density of synapses is consistent with cat data (Beaulieu & Colonnier, 1985).
The most crucial difference between our map and the original data based maps
is the target specific structure which removes the fundamental bias introduced by
undersampling of inhibitory cells (electrophysiology) or by the application of Peters’
rule (anatomy).
The integrated connectivity map is consistent with the most prominent features
of the cortical microcircuit: the recurrence of connections (Douglas & Martin,
1991) and the feed-forward loop from L4 to L2/3 to L5 to L6 to L4 (Gilbert,
1983). The excitatory sub-circuit is largely consistent with the recently published
excitatory map of the C2 barrel column of the mouse (Lefort et al., 2009). In
addition, the circuit exhibits a distinct feedback structure with projections targeting
predominantly interneurons from L2/3e to L4 and from L5e to L2/3. Thomson
et al. (2002); Thomson & Morris (2002) recognized the potential of selective
feedback projections for stabilizing the activity and increasing the sensitivity for
time-dependent signaling, but were not able to test this hypothesis. Furthermore,
reports on the projections from L6e to L4 and the rather weak projection from
L2/3e to L6 indicate specific selection of inhibitory target cells. Our selection of
the projection from L6e to L4 is based on the electron microscopy study by McGuire
et al. (1984), providing sparse and partial data. In their discussion, Ahmed et al.
(1994) present an alternative interpretation of these data proposing that many
synapses originally assigned to inhibitory targets are potentially on excitatory cells.
Still they acknowledge that the relative number of synapses targeting interneurons
is very high in comparison to other excitatory projections. The ongoing discussion
on this projection has recently been reviewed by Thomson (2010).
Here, we quantified the dynamical relevance of these i-specific connections for
spontaneous and evoked activity. Especially the two feedback projections (L2/3e to
L4 and L5e to L2/3) are crucial for stability and reliable input propagation because
of the relatively small structural and dynamical impact of L6 on other layers.
Extending the idea of i-specific feedback, it is a conceivable but untested hypothesis
that L6e (especially cortico-thalamic cells) targets predominantly interneurons in
L5, too.
Model parametrization
Only a subset of the required model parameters are known experimentally. Here,
we focus on cell-type specific structural parameters: the numbers of neurons,
the numbers of external inputs and the connection probabilities between neurons.
Other parameters like neuronal parameters, synaptic strengths and delays are se-
lected independent of the cell type. This choice enables us to expose the dynamical
consequences of the structure of the local microcircuit unaffected by additional cell-
type specificity (e.g. Bre´maud et al., 2007; Lefort et al., 2009). The consistency
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Figure 11: Sketch of the flow of activity following transient thalamic input. Black
and gray ellipses represent excited and inhibited activity states, respectively. Dark
gray dashed arrows indicate input and output of the local network. The black
arrows represent the feed-forward loop projections L4 to L2/3 to L5 to L6. The
gray arrows correspond to the activation of the candidate i-specific connections
(L2/3e to L4 and to L6, L5e to L2/3 and L6e to L4).
of the activity in our model with the experimental data suggests that the (static)
connectivity structure plays a dominant role in shaping the neuronal activity and
that it is not required to model complex neuronal features such as morphology to
reproduce the experimental findings discussed here. In future, modeling of more
complex neuronal dynamics will eventually reveal where spatially extended neuron
models are required to understand the experimentally observed phenomena.
An exception to the cell-type independent parametrization is the increased
synaptic strength for the connection from L4e to L2/3e. Although this change
affects the ongoing activity only marginally (supplementary Fig. 19), it is impor-
tant for a successful transmission of activity from L4 to L2/3 following thalamic
stimulation. The modification is motivated by the large discrepancies of the L4i
to L2/3 projection in the anatomical and physiological maps and the difference in
the relative convergence of excitatory inputs from L2/3 and L4 to L2/3 pyramids
between our model and Feldmeyer et al. (2006). To ultimately resolve this issue,
it might be necessary to incorporate additional specificity (Yoshimura et al., 2005;
Sarid et al., 2007; Fares & Stepanyants, 2009) and, despite a plethora of studies on
the L4 to L2/3 connections, potentially additional experiments especially regarding
the inhibitory projection.
Cell-type specific activity
The application of the integrated connectivity map and the parametrization accord-
ing to balanced random network models (Brunel, 2000a) results in asynchronous
irregular activity without specific tuning. This activity state is stable over a wide
range of parameters regarding e.g. external inputs, synaptic strengths and delays.
The model predicts cell-type specific firing rates in agreement with data from
awake animals (Table 5). In particular, the connectivity map captures the low
excitatory firing rates in L2/3 and L6 quantitatively although mono-layered models
hardly show stable activity at these low levels of activity (Sussillo et al., 2007). The
particular ordering of firing rates depends, however, on the inclusion of i-specific
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Figure 12: Differences in input structure for the excitatory cell types L2/3e (A),
L4e (B), L5e (C) and L6e (D) (large triangles). The illustrations show the strongest
pathways of direct (first-order, thick arrows) and indirect (second-order, thin ar-
rows) excitation (black) and inhibition (gray) of a given population (see Supple-
mental Material for further details). Triangles represent excitatory and circles
inhibitory populations.
feedback connections. The lacking consistency of the firing rates in previous models
is presumably due to the incompleteness of the previously used connectivity maps.
Confronted with a transient thalamic input, the model shows a concise prop-
agation of activity from the input layers to the output layers (compare Miller,
1996). The propagation pattern (Fig. 11) is shaped by the interaction of excita-
tion and inhibition between the different layers and promotes a temporal neural
code (Thomson & Morris, 2002).
Relation of structure and activity
The differences in the cell-type specific input structure (Fig. 12) shed light on the
mechanisms underlying the observed activity features. For example, the low firing
rates of L2/3e and L6e neurons have different structural origins: L2/3e effectively
integrates, next to the excitatory inputs from L2/3e and L4e, inhibitory inputs from
all layers. In contrast, L6e interacts largely with the recurrent within-L6 network;
other inputs predominantly pass through L5e and rather modulate L6e activity. L4e
is also dominated by within-layer connectivity and the i-specific inputs from L2/3
and L6 modulate its activity and temporally structure the response to transient
stimuli. L5 consists of relatively few neurons and correspondingly forms rather
few recurrent within-layer inputs. Furthermore, L5e integrates the highest number
of first-order inputs, but does not receive i-specific projections. As a result, L5e
reacts with a wide range of firing rates to changes in the external input, especially
in comparison to the other layers. This, together with the control that L5 exerts
on L2/3 by the i-specific feedback, puts it in a special position to integrate and
amplify information. Inhibitory cells receive predominantly excitatory inter-layer
inputs (supplementary Fig. 15) and therefore exhibit elevated firing rates.
Conclusion
The connectivity structure of the local cortical network shapes the cell-type specific
activity and defines functional roles of the different layers. Any fine-scale connec-
tivity structure (e.g. Song et al., 2005; Yoshimura et al., 2005; Kampa et al., 2006)
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faces the constraints imposed by the connectivity implemented in this model. The
presented framework can be continuously refined as new data become available
and extends the available mathematical methods to infer synaptic connectivity
from neuronal morphology. Based on the currently available data it reproduces
prominent activity features, suggesting that these arise predominantly from the
network structure, not single cell properties. The results predict distinct activity
patterns of interneurons and highlight the need to uncover the target specificity of
projections in future experiments.
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Supplemental Material
Connection probabilities
Derivation of Eq. (1) The connection probability CNpre,Npost(K) of two neu-
rons from populations of sizes Npre and Npost which are randomly connected (with
uniform probability) by K synapses can be derived as follows: the probability that
a particular pair of neurons is connected is equal to one minus the probability that
it is not connected, i.e.
CNpre,Npost(K) = 1− qNpre,Npost(K).
Since the K synapses are created independently, qNpre,Npost(K) is the probability
of not being connected by any of the synapses
qNpre,Npost(K) =
K∏
i=1
qNpre,Npost(1) = [qNpre,Npost(1)]
K .
The probability of not being connected by a particular synapse is one minus the
probability of being so
qNpre,Npost(1) = 1− CNpre,Npost(1)
= 1− 1/NpreNpost,
hence
CNpre,Npost(K) = 1−
(
1− 1
NpreNpost
)K
.
Taylor-series expansion of Eq. (1) The expression for the connection prob-
ability can be expanded in a Taylor series using the binomial series
(1 + x)K = 1 +Kx+
K(K − 1)
2
x2 + ...
Although conversion is guaranteed for x < 1, we require K2x2 → 0 in order to
write (1 + x)K = 1 +Kx. With x = −1/NpreNpost we find the approximation
CNpre,Npost(K) = 1−
(
1− 1
NpreNpost
)K
= 1− (1 + x)K
= 1− (1 +Kx)
= −Kx
=
K
NpreNpost
valid for small K/NpreNpost.
Errors of experimental connection probabilities A lower bound for the sta-
tistical error of Ca results from the experimental standard deviations of the neuron
count by Beaulieu & Colonnier (1983) and the consideration of error propagation.
The physiological search for connected neurons corresponds to a random sam-
pling test, so that the statistical error of the number of connected neuron pairs
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δ(RQ) is given by the standard deviation of the binomial distribution. Therefore,
the statistical error of the connection probability is δCp =
√
Cp(1− Cp)/Q (given
Q > 0). For untested connections (i. e.
∑
j Qj = 0), we set δCp = 0.01.
Both estimates are minimal statistical errors. The estimate for the anatomical
data ignores errors in the estimation of the number of synapses as well as errors due
to the limited number of reconstructed axons and dendrites. Both error estimates
do not account for any potential systematic error e.g. due to sampling biases. The
minimal statistical errors are sufficient to show that recurrence strength and loop
strength of the two connectivity maps (see Fig. 2) are statistically indistinguishable.
Gaussian lateral connectivity model
The anatomical and physiological mean connection probabilities Ca/p correspond
to the integration of the lateral connectivity profile C(r) over the corresponding
sampling radius ra/p, i.e. Ca/p = 1/(pir
2
a/p)
∫ ra/p
0
∫ 2pi
0
C(r)rdrdϕ, yielding the two
equations
Ca = 2piC0σ
2/(pir2a)[1− exp(−r2a/2σ2)] (10)
Cp = 2piC0σ
2/(pir2p)[1− exp(−r2p/2σ2)]. (11)
Assuming that the parameters of the lateral connectivity profile C0 and σ are
identical in both equations, we find
pir2aCa
1− exp(−r2a/2σ2)
=
pir2pCp
1− exp(−r2p/2σ2)
.
This equation can be solved numerically for σ. For ra  σ we have exp(−r2a/2σ2) =
0 and therefore
exp(−r2p/2σ2) = 1−
pir2pCp
pir2aCa
which can be solved for σ:
σ = rp
[
−2 ln
(
1− pir
2
pCp
pir2aCa
)]−1/2
.
C0 can now be found by solving eq. (10) (or analogously eq. (11)):
C0 =
pir2aCa
2piσ2
[
1− exp
(
− r
2
a
2σ2
)]−1
.
In practice, we are interested in the limit ra → ∞, arriving at eq. (5) for σ and,
using limra→∞ exp(−r2a/2σ2) = 0, eq. (6) for C0.
The resulting parameters depend on the sampling radius of the physiological
experiments, i.e. the lateral distance of the somata of cells in the paired recordings.
For the raw data set, this value is provided (100 µm, Thomson & Morris, 2002).
The modified physiological map, however, combines different experiments with po-
tentially different sampling radii. Here, we find that increasing the sampling radius
increases the zero-distance connection probability monotonically but decreases the
lateral spread. Nevertheless, the effect is small: the estimates of both parameters
change by less than 8% when altering the sampling radius from 50 to 150 µm.
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Scaling factor
The scaling factor ζ is used to compare measurements of connection probabilities
of individual connections. In order to first remove global differences that arise from
the differences in the lateral sampling, we scale the connection probabilities Ca/p of
a connectivity map such that the new mean of the map corresponds to a previously
determined model connectivity Cm: C
′
a/p ← Ca/pCm/C¯a/p, where C¯a/p denotes
the global mean of the original connectivity map. The ratio of the scaled individual
connection probabilities is 1 if two maps differ with respect to the lateral sampling
but are otherwise in perfect agreement. In order to exclusively measure the quality
of the agreement, we remove the information which connectivity map provides the
larger estimate by calculating the ratio of the larger of the two estimates divided
by the smaller one
ζ =
max(C ′a, C
′
p)
min(C ′a, C ′p)
if C ′a/p > 0,
restricting the measure to ζ > 1. Instead of scaling to a previously determined
model connectivity, it is equivalent to compare the normalized connection proba-
bilities
ζ =
max(C ′a, C
′
p)
min(C ′a, C ′p)
=
max(CaCm/C¯a, CpCm/C¯p)
min(CaCm/C¯a, CpCm/C¯p)
=
max(Ca/C¯a, Cp/C¯p)
min(Ca/C¯a, Cp/C¯p)
.
This can be seen by substituting the mathematical definitons of max(x, y) and
min(x, y), |x+ y| ± |x− y|.
Consistent modification of target specificity: exact expression for redis-
tribution of synapses
The redistribution of synapses is a method to modify the connection probabilities
forming a projection while conserving the total number of synapses. The connection
probability is a non-linear function of the number of synapses (see Eq. (1)) and
therefore the proportion of synapses that contacts excitatory targets ∆ depends
on the number of neurons in the presynaptic and the two postsynaptic populations
(Npre, Npost=e and Npost=i) as well as on the total number of synapses K and
the desired target specificity T . In Materials and Methods, we provide the solution
for ∆ assuming the linear approximation C = K/(NpreNpost). The exact value is
found by numerically solving
2T =
(
1− 1
Npost=iNpre
)(1−∆)K
(1 + T )
−
(
1− 1
Npost=eNpre
)∆K
(1− T ) (12)
for ∆. In practice, we use this variant in order to prevent inaccuracies due to the
approximation if K/(NpreNpost) is not sufficiently small.
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Figure 13: Redistribution of synapses with conserved total number of synapses
according to eq. (12). The cartoons depict a situation with Npre = 10 presy-
naptic neurons (bottom triangles), Npost=e = 16 excitatory (top triangles) and
Npost=i = 4 inhibitory (circles) postsynaptic neurons and K = 20 synapses form-
ing the projection of the presynaptic population to the postsynaptic layer. The
arrow thickness corresponds to the indicated number of synapses that select ex-
citatory (Ke) and inhibitory (Ki) targets. (A) Due to the larger dendritic length
of the postsynaptic excitatory neurons, the application of Peters’ rule results in
a preferential targeting of excitatory neurons with a target specificity of at least
T = +0.2 (Fig. 4). (B) Random selection of postsynaptic neurons as it is typically
applied in mono-layered network models (e.g. Brunel (2000b)). (C) and (D) show
preferental selection of inhibitory targets with a target specificity of T = −0.2 and
T = −0.5, respectively.
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Selection of additional candidates for specific target type selection
Electrophysiological recordings (Thomson et al., 2002) demonstrated that the pro-
jection from L2/3e to L4 exclusively targets interneurons. We are not aware of
further studies that investigate the inputs from L2/3 to L4 inhibitory cells. How-
ever, no further study in visual or somatosensory areas found connections from
L2/3e to L4e, but connections in the inverse direction were reported from L4e to
L2/3e (see Table 5). Only in auditory cortex, projections from L2/3e to L4e have
been reported to pyramids and star pyramids (Barbour & Callaway, 2008).
The projection from L5e to L2/3 has a large scaling factor (Fig. 2) and evidence
exists from several studies that this projection targets specifically inhibitory neurons
in L2/3: Strongest evidence comes from a photostimulation study (Dantzker &
Callaway, 2000) reporting that L2/3e cells receive few inputs from L5e while a
subset of L2/3 inhibitory neurons receives the majority of its inputs from this layer.
For the inputs from deep L5, only the input to this type of interneurons is significant
at all. Yet, no paired recordings study reports measurements of the L5e to L2/3i
connection, but several studies report an asymmetry of the feed-forward L2/3e
to L5e and the inverse L5e to L2/3e connection (Thomson & Bannister, 1998;
Thomson et al., 2002: ten-fold higher feed-forward connectivity, Lefort et al., 2009:
3.6-fold higher feed-forward connectivity). In contrast, the anatomical estimate
provides similar probabilities for both connections and, in addition to Binzegger
et al. (2004) which is based on a single reconstructed L5e axon projecting to L2/3,
several studies found L5e cells predominantly projecting to L2/3 (e.g. Martin
& Whitteridge, 1984; Stepanyants et al., 2008). These discrepancies between
physiological and anatomical estimates can partly be related to undersampling of
cells projecting to L2/3 in physiological recordings and also to stronger cutting of
ascending axons in slice experiments: Stepanyants et al. (2009) estimated that only
60% of all potential connections can be expected to be intact for the excitatory
L5 to L2/3 connection in paired recordings in slices. A refinement of our model
that takes into account multiple excitatory L5 populations (e.g. L5A and L5B, see
Schubert et al., 2006) can potentially resolve some of the connectivity observed
on a finer scale. Taken together, this evidence qualifies the L5e to L2/3 projection
as an i-specific candidate projection.
Zarrinpar & Callaway (2006) investigated the layer-specific input to L6 pyra-
mids and interneurons in photostimulation experiments in rat primary visual cortex.
Although the inputs from L2/3 to L6 are found to be sparse, they are significantly
preferring interneuronal targets: in only very few cases (less than 10%) significant
excitatory inputs from L2/3 to L6 pyramids are found, but in around 70% of all
trials to interneurons (see their figure 5).
McGuire et al. (1984) find in an electron microscopy (EM) study that asym-
metric (excitatory) synapses originating in L6 preferentially target the shafts of
dendrites in L4. We include this projection as a candidate for specific target type
selection inspite of the few samples underlying this study and the indirect assess-
ment of connectivity without explicit identification of the postsynaptic cell. This
interpretation of the EM data is partly supported by a similar case in the literature:
White & Keller (1987) and Elhanany & White (1990) applied EM to study the
connections of L6 cortico-cortical (CC) and cortico-thalamic (CT) cells and found
that CT cells target predominantly dendritic shafts (as the L6e to L4 projection
inMcGuire et al. (1984)) while CC cells target spines as typical for excitatory cells
(Braitenberg & Schu¨z, 1998). Later, paired recordings (Mercer et al., 2005; West
et al., 2006) showed that this ultrastructural feature indeed reflects specific target
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type selection of interneurons. Since primarily CT cells project to L4 (Briggs, 2010)
it is possible that these cells show the same target type selection in this layer as in
L6. Although the evidence is rather sparse (see also Discussion), we include also
this projection in the list of i-specific candidates.
For the simulations, our reference parametrization assumes that the target
specificity of the i-specific projections is −0.8 for the projection from L2/3e to L4
and −0.4 for the three other candidate projections.
Algorithmic compilation of integrated connectivity map
(i) Input:
(a) Ca = 1−
(
1− 1
NpreNpost
)K
(b) Cp =
∑
iRiQi/(
∑
j Qj)
(c) define rm (here 1 mm
2)
(d) define amendment candidates for target specificity T (Table 2)
(ii) Scale connection matrices
(a) σ = rp
[
−2 ln
(
1− C˜p
C˜a
)]−1/2
(b) C0 =
C˜a
2piσ2
(c) C¯m =
2
r2m
C0σ
2[1− exp(−r2m/(2σ2))]
(d) Ca/p ← Ca/pC¯m/C¯a/p
(iii) Redistribute synapses of anatomical map
(a) solve eq. (12) for ∆
(b) Cpost=ea ← 1−
(
1− 1
NpreNpost
)∆K
(inhibitory connections analogously)
(iv) Correct target specificity of physiological map
(a) C
post=i(e)
p ←
(
1−T
1+T
)+(−)1
C
post=e(i)
p
(v) Cm =
1
2
(Ca + Cp)
Gray-matter long-range inputs
In order to estimate the layer-specific number of external gray-matter inputs Kgmext ,
we first define the relative number of external gray-matter connections as γext =
Kgmext/K
gm
total, where the total number of gray-matter connections can be divided
into local and external connections Kgmtotal = Klocal + K
gm
ext . Here, we assume
that the relative number of external gray-matter connections γext corresponds to
the weighted and normalized number of bouton clusters located outside of the
local cortical network as measured by Binzegger et al. (2007). The weighted and
normalized number of non-local bouton clusters is defined as follows: we count the
number of bouton clusters ξρ with a horizontal displacement greater than 0.56 mm
(i.e. outside of the local cortical volume below 1 mm2 of cortical surface) in
Binzegger et al. (2007), their figure 11, according to the rank ρ ∈ {1, 2, 3} (where
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Figure 14: Relative connectivity of the four connection types. The relative con-
vergent (left column) connectivity is the ratio of the relative averaged convergence
(weighted according to neuronal densities of postsynaptic cell types) and the rela-
tive neuronal densities of the presynaptic cell types. The relative divergent (right
column) connectivity is defined analogously for divergence. The relative connec-
tivity can be used to determine, which layer plays the dominant role in the local
network: If the overall effect of a neuron would be independent of its layer, any
neuron in the network, on average, sampled randomly from all other neurons and
the layer specificity of the average convergence and divergence corresponded to the
distribution of the number of neurons (relative connectivity of 1). We find that
neurons do not sample randomly from all other neurons in the network, for differ-
ent connection types, different layers play the dominant role: the highest number
of excitatory inputs relative to neuron numbers (to excitatory and inhibitory tar-
gets) originates from L2/3, inhibitory inputs (again to both target types) from
L4. Fewest inputs relative to neuron numbers are provided by L6 (e to e) and L5
(all other connection types). For outputs, the situation is different: the highest
number of outputs relative to neuron numbers are projected to L5 (e to e), to L4
(e to i) and to L2/3 (i to e/i). Fewest outputs relative to neuron numbers are
projected to L4 (i to e) and to L6 (all other types).
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L2/3e L4e L5e L6e
number of external clusters ξ1 1 2 1 0
number of external clusters ξ2 2 1 0 1
number of external clusters ξ3 9 1 1 2
number of clusters Ξtotal 24 18 6 14
cluster weight ω1 0.65 0.75 0.55 0.75
cluster weight ω2 0.18 0.2 0.25 0.2
cluster weight ω3 0.17 0.05 0.2 0.05
number of local connections klocal 4512 3277 2721 2702
number of gray-matter inputs kgmext 534 353 389 79
number of thalamic inputs 0 93 0 47
number of white-matter inputs 1072 1665 1609 2790
total number of external inputs ktotalext 1606 2111 1997 2915
Table 6: Layer-specific external input properties. From top to bottom: the ex-
tracted parameters required to calculate the number of gray-matter external con-
nections, the estimates of the three types of external inputs (gray-matter, thalamic
and white-matter) to excitatory neurons, and the total number of external inputs.
The total number of external inputs is rounded for simulations (compare Table 4).
rank 3 collapses rank > 2). The relative number of external bouton clusters
is calculated by dividing ξρ by the total number of clusters Ξtotal that can be
extracted from Binzegger et al. (2007), their figure 3B. In order to assess the
relative proportion of synapses formed by neurons outside of the local cortical
network, we multiply the relative number of external bouton clusters with the
cluster weights ωρ that can be extracted from Binzegger et al. (2007), their figures
4C and 4D for rank ρ = 1 and 2. As an estimate for rank 3 we use the remaining
weight ω3 = 1− (ω1 + ω2). Finally, we sum over all ranks and obtain with
γext =
3∑
ρ=1
ξρωρ/Ξtotal
for the number of external gray-matter inputs:
Kgmext = Klocal
γext
1− γext
= Klocal
∑3
ρ=1 ξρωρ
Ξtotal −
∑3
ρ=1 ξρωρ
.
The total number of layer-specific external inputs Kext then is the sum of the
external gray-matter inputs Kgmext , the extrinsic (white-matter, wm) inputs K
wm
ext
and specific thalamic inputs Kthext. Table 6 contains detailed information on the
extracted values for all parameters of external inputs.
Cell-type specific input structure
To visualize the strongest pathways in the cell-type specific input structure we
calculate a input hierarchy. Therefore, we consider the graph G = (V,E) with the
neuronal populations as vertices V = {L2/3e,L2/3i,L4e,L4i,L5e,L5i,L6e,L6i}
and the edges E = {(v, w)|C((v, w)) > 0.04} being those connections with
connection probabilities C greater than 0.04. In the input hierarchy, the first
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Figure 15: Differences in input structure for inhibitory cell types L2/3i (A), L4i
(B), L5i (C) and L6i (D) (large circles). The illustrations show the strongest path-
ways of direct (first-order, thick arrows) and indirect (second-order, thin arrows)
excitation (black) and inhibition (gray) of a given population. Triangles represent
excitatory and circles inhibitory populations.
order inputs to a vertex w are defined as the direct inputs
L1(w) = {v|(v, w) ∈ E}.
The second order inputs to w are the strongest of the direct inputs to the elements
in L1(w):
L2(w) = {v|∃v ∈ V \ L1(w)
∩∃w′ ∈ L1(w) : (v, w′) ∈ E
∩∀w′′ ∈ L1(w) \ {w′} : C((v, w′))C((w′, w)) > C((v, w′′))C((w′′, w))}.
The definition can easily be extended to higher order inputs. Second and higher
order inputs are excitatory (inhibitory) if the product of mean synaptic strengths
in the pathway is positive (negative).
Wiring algorithm
The time consumption of the serial wiring algorithm described in Fig. 16A is O(K).
In a distributed simulation setup (Fig. 16B), the neurons are distributed over M
processes and the synapses are only created on the process where the postsynaptic
neuron is located. In this case, the high-level connection routine for randomly
connecting neuronal populations is as follows: Let M be the number of processes,
K the number of synapses to create, Npre(post) the arrays containing all global
identifiers (GIDs) of the presynaptic (postsynaptic) neurons and NpostM the dis-
tribution of postsynaptic neurons on processes, i.e. NpostM [m] contains all GIDs
of postsynaptic neurons located on the mth process. The numbers of synapses
created on a given process KM is binomially distributed (because of the uniform
probability that a synapse is established on a given machine) with the boundary
condition that the total number of connections is K =
∑
m KM [m], i.e. KM is
multinomially distributed. In order to optimize the parallelization of the high-level
connection routine, we draw a priori a random sample KM from the multinomial
distribution depending on K, M and NpostM (Davis, 1993). This sample has to be
identical on every process, which can be achieved by the usage of an identically
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Figure 16: Wiring algorithm. The cartoons depicts the presynaptic (bottom
triangles) and the postsynaptic (top triangles) populations, here both containing
Npre(post) = 21 neurons. The connection probability between the two populations
is C = 0.357, corresponding to K = 16 synapses (arrows, black indicating the
currently established synapses). (A) Serial version. For every synapse, the pre-
and postsynaptic neuron (highlighted triangles) are drawn from the corresponding
populations. (B) Distributed version. The network is distributed over M = 5
processes (gray boxes) such that the first process hosts Npost5 [0] = 5 postsynaptic
neurons and all other processes 4 postsynaptic neurons. The number of synapses on
each process (here KM = [3, 2, 4, 4, 3]) is multinomially distributed. The algorithm
can establish 5 connections in parallel (black arrows and highlighted triangles).
seeded random number generator. To create the synapses, we draw (on process
m and using independent random number generators on every process) KM [m]
times a presynaptic neuron j from Npre and a postsynaptic neuron i from NpostM [m]
as well as the synaptic weight wij and delay dij from the gaussian distributions
and call the low-level function Connect(i,j,wij,dij). Fig. 16B shows that the
presynaptic neuron is drawn from all neurons in the presynaptic population, but
that the postsynaptic neuron on a given process is drawn only from postsynaptic
neurons located on this process.
The algorithm requires a small serial overhead in order to create the distribu-
tion of the postsynaptic neurons over processes and the random sample from the
multinomial distribution. Else, it guarantees that on every process, only calcula-
tions are carried out that are required to create synapses local to the process, i. e.
the time consumption is O(K/M).
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Figure 17: Replacing the Poissonian background noise with constant input cur-
rents to all neurons yields basically the same activity, demonstrating that the ex-
ternal noise is not requirement for the asynchronous irregular firing. The raster
plot (A) exhibits only slightly more synchrony than the simulation with Poissonian
background (Fig. 7A). The input current to the different populations is chosen
identical to the mean input current evoked by the Poissonian background input
in the reference parametrization (Table 4). The resulting firing rates (B) are the
same as in Fig. 7B.
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Figure 18: The network simulations exhibit comparable spontanous activity fea-
tures when the external inputs are independent of the layer. (A) shows the raster
plot and (B) the cell-type specific firing rates after replacing the estimated num-
bers of external inputs kext with k
hom
ext = 2000 for excitatory populations and
khomext = 1850 for inhibitory populations. The order of firing rates is basically the
same as with data based external inputs: L2/3e and L6e exhibit lowest, L4e in-
termediate and L5e highest rates; inhibitory rates are higher than excitatory ones.
L6e is basically silent. This is due to the small excitatory input to the excitatory
population: the data based estimate assigns 50% more inputs to this population.
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Figure 19: Dependence of stationary activity on the synaptic strength of the
L4e to L2/3e connection. The available experimental data do not constrain the
connection probabilities between L4 and L2/3 unambigously (see also Discussion).
Feldmeyer et al. (2006) find that the convergence onto L2/3 pyramids from other
L2/3 pyramids and from L4 cells is the same. In our model, however, the conver-
gence from L2/3 cells is twice as large as from L4. To test for the influence of
this connection, we increase the synaptic strength of the L4e to L2/3e connection.
The graph shows the firing rates of the excitatory populations in L2/3 (squares),
L4 (diamonds), L5 (circles) and L6 (triangles), lightness increases with depth as
a function of the relative increase of this synaptic strength. L2/3e fires a signifi-
cant number of spikes for an increase of > 1.6. The other layers are only slightly
affected by this modification. An increase of 2 is consistent with the relative con-
vergence described by Feldmeyer et al. (2006) and corresonds to our reference
parametrization.
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Figure 20: Membrane potential synchrony according to (Golomb, 2007). The
graphs shows the membrane potential synchrony of (A) excitatory populations and
(B) inhibitory populations in L2/3 (squares), L4 (diamonds), L5 (circles) and L6
(triangles), lightness increases with depth, as a function of the number of recorded
membrane potential traces. The membrane potential synchrony χ depends on
the number of neurons N as χ(N) = χ(∞) + a√
N
+ O(N) where a > 0 is a
constant (Golomb, 2007). As known from previous studies on mono-layer models
(Brunel, 2000b), the asynchronous activity is not perfectly asynchronous (which
would correspond to χ(∞) = 0), but weakly synchronized. In the layered network
model, the subthreshold activity is similar, with χ(∞) ≈ 0.1. The membrane
potential synchrony of excitatory neurons is ordered as follows (from largest to
smallest values): L2/3e, L6e, L4e, L5e. For inhibitory neurons it is highest in L5i
and almost identical in the other layers.
Table 7: Numerical connectivity values. From left to right:
connection specifier, physiological connection probability es-
timates for raw and modified data, anatomical estimates for
the number of synapses (in billion) and the corresponding
connection probabilities for raw and modified data sets, re-
spectively. A dash (–) indicates connections that have not
been measured. Non-zero but undetermined values of the
raw physiological data set are given with the estimates used
by Haeusler & Maass (2007) in brackets.
connection Crawp C
mod
p K
raw
a K
mod
a C˜
raw
a C˜
mod
a
L2/3e→L2/3e 0.223 0.122 73.6 73.6 0.172 0.172
L2/3e→L2/3i 0.212 0.416 10.3 10.3 0.086 0.086
L2/3i→L2/3e 0.182 0.413 16.7 20.3 0.139 0.169
L2/3i→L2/3i 0.4 0.4 2.9 3.4 0.086 0.101
L4e→L4e 0.174 0.122 23.5 23.5 0.05 0.05
L4e→L4i 0.19 0.282 3.5 3.5 0.029 0.029
L4i→L4e 0.095 0.304 10.8 18.0 0.09 0.15
L4i→L4i 0.5 0.5 1.9 2.9 0.065 0.098
L5e→L5e 0.092 0.122 3.1 3.1 0.13 0.13
L5e→L5i 0.096 0.109 0.42 0.42 0.081 0.081
L5i→L5e 0.123 0.194 0.42 4.0 0.082 0.781
L5i→L5i 0.6 0.6 0.07 0.47 0.062 0.414
L6e→L6e – – 15.7 15.7 0.075 0.075
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connection Crawp C
mod
p K
raw
a K
mod
a C˜
raw
a C˜
mod
a
L6e→L6i – – 1.4 1.4 0.032 0.032
L6i→L6e – – – 11.4 – 0.269
L6i→L6i – – – 1.5 – 0.173
L2/3e→L4e 0.0 0.0 9.2 9.2 0.02 0.02
L2/3e→L4i 0.163 0.163 0.95 0.95 0.008 0.008
L2/3i→L4e 0.0 0.0 1.8 1.8 0.014 0.014
L2/3i→L4i 0.0 0.0 0.22 0.22 0.007 0.007
L2/3e→L5e 0.58 0.180 12.3 12.3 0.123 0.123
L2/3e→L5i 0.0 0.0 1.5 1.5 0.067 0.067
L2/3i→L5e >0.0(0.2) >0.0(0.2) 0.84 0.84 0.03 0.03
L2/3i→L5i >0.0(0.0) >0.0(0.0) 0.08 0.08 0.013 0.013
L2/3e→L6e – – 9.2 9.2 0.031 0.031
L2/3e→L6i – – 0.26 0.26 0.004 0.004
L2/3i→L6e – – 0.66 0.66 0.008 0.008
L2/3i→L6i – – 0.02 0.02 0.001 0.001
L4e→L2/3e 0.147 0.112 18.4 18.4 0.041 0.041
L4e→L2/3i 0.098 0.098 2.6 2.6 0.02 0.02
L4i→L2/3e 0.327 0.327 0.96 0.96 0.008 0.008
L4i→L2/3i >0.0(0.2) >0.0(0.2) 0.17 0.17 0.005 0.005
L4e→L5e 0.0 0.14 3.7 3.7 0.035 0.035
L4e→L5i 0.0 0.0 0.42 0.42 0.018 0.018
L4i→L5e 0.0 0.0 0.36 0.36 0.014 0.014
L4i→L5i 0.0 0.0 0.03 0.03 0.005 0.005
L4e→L6e – – 7.8 7.8 0.025 0.025
L4e→L6i – – 0.26 0.26 0.004 0.004
L4i→L6e – – 1.6 1.6 0.02 0.02
L4i→L6i – – 0.01 0.01 0.001 0.001
L5e→L2/3e 0.034 0.014 8.9 8.9 0.089 0.089
L5e→L2/3i 0.0 0.0 1.3 1.3 0.045 0.045
L5i→L2/3e 0.0 0.0 0.0 0.0 0.0 0.0
L5i→L2/3i 0.0 0.0 0.0 0.0 0.0 0.0
L5e→L4e 0.0 0.0 1.7 1.7 0.016 0.016
L5e→L4i 0.0 0.0 0.21 0.21 0.008 0.008
L5i→L4e 0.0 0.0 0.18 0.18 0.001 0.001
L5i→L4i 0.0 0.0 0.0 0.0 0.0 0.0
L5e→L6e – – 4.8 4.8 0.068 0.068
L5e→L6i – – 0.47 0.47 0.033 0.033
L5i→L6e – – 0.36 0.36 0.024 0.024
L5i→L6i – – 0.03 0.03 0.01 0.01
L6e→L2/3e – – 2.7 2.7 0.009 0.009
L6e→L2/3i – – 0.42 0.42 0.005 0.005
L6i→L2/3e – – – 0.0 – 0.0
L6i→L2/3i – – – 0.0 – 0.0
L6e→L4e – – 37.2 37.2 0.12 0.12
L6e→L4i – – 5.7 5.7 0.072 0.072
L6i→L4e – – – 0.0 – 0.0
L6i→L4i – – – 0.0 – 0.0
L6e→L5e – – 1.7 1.7 0.024 0.024
L6e→L5i – – 0.16 0.16 0.01 0.01
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connection Crawp C
mod
p K
raw
a K
mod
a C˜
raw
a C˜
mod
a
L6i→L5e – – – 0.0 – 0.0
L6i→L5i – – – 0.0 – 0.0
mean values 0.145 0.139 – – 0.046 0.079
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