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THE STOKES PHENOMENON IN THE CONFLUENCE OF THE
HYPERGEOMETRIC EQUATION USING RICCATI EQUATION
CAROLINE LAMBERT AND CHRISTIANE ROUSSEAU
Abstrat. In this paper we study the onuene of two regular singular
points of the hypergeometri equation into an irregular one. We study the
onsequene of the divergene of solutions at the irregular singular point for
the unfolded system. Our study overs a full neighborhood of the origin in
the onuene parameter spae. In partiular, we show how the divergene of
solutions at the irregular singular point explains the presene of logarithmi
terms in the solutions at a regular singular point of the unfolded system.
For this study, we onsider values of the onuene parameter taken in two
setors overing the omplex plane. In eah setor, we study the monodromy
of a rst integral of a Riati system related to the hypergeometri equation.
Then, on eah setor, we inlude the presene of logarithmi terms into a
ontinuous phenomenon and view a Stokes multiplier related to a 1-summable
solution as the limit of an obstrution that prevents a pair of eigenvetors of
the monodromy operators, one at eah singular point, to oinide.
1. Introdution
The hypergeometri dierential equation arises in many problems of mathematis
and physis and is related to speial funtions. It is written
(1) X(1−X) v′′(X) + {c− (a+ b+ 1)X} v′(X)− ab v(X) = 0.
More preisely, any linear equation of order two (y′′(z) + p(z)y′(z) + q(z)y(z) =
0) with three regular singular points an be transformed into the hypergeometri
equation by a hange of variables of the form y = f(z)v and a new independant
variable X obtained from z by a Möbius transformation (see for example [6℄).
The onuent hypergeometri equation with a regular singular point at z = 0
and an irregular one at z =∞ is often written in the form
(2) zu′′(z) + (c′ − z)u′(z)− a′u(z) = 0.
Solutions of this equation at the irregular point z = ∞ are in general divergent
and always 1-summable. C. Zhang ([12℄ and [13℄) and J.-P. Ramis [8℄ showed that
the Stokes multipliers related to the onuent equation an be obtained from the
limits of the monodromy of the solutions of the nononuent equation (1). They
assumed that the bases of solutions of (1) around the merging singular points (z = b
and z = ∞) never ontain logarithmi terms and they desribed the phenomenon
using two types of limits: rst with ℑ(b)→∞, then with ℜ(b)→∞ on the subset
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b = b0 + N for b0 ∈ C. They also proved the uniform onvergene of the solutions
on all ompat sets in the ase ℑb→∞.
In this paper, we propose a dierent approah : we desribe the phenomenon
in a whole neighborhood of values of the onuene parameter, but we are fored
to over the neighborhood with two setors on whih the presentations are dier-
ent. We are then able to explain the presene of the logarithmi terms: they our
preisely for disrete values of the onuene parameter when we unfold a onu-
ent equation with at least one divergent solution. On eah setor, eah divergent
solution explains the presene of logarithmi terms at one of the unfolded singular
points. The ourrene of logarithmi terms, a disrete phenomenon, is embedded
into a ontinuous phenomenon valid on the whole setor.
To help understanding the phenomenon, we give a translation of the hyper-
geometri equation in terms of a Riati system in whih two saddle-nodes are
unfolded with a parameter ǫ. The parameter spae is again overed with two
setors S±. For this Riati system, we onsider on eah setor S± of the pa-
rameter spae a rst integral whih has a limit when ǫ → 0, written in the form
Iǫ
±
(x, y) = Hǫ
±
(x)y−ρ1(x,ǫ)
y−ρ2(x,ǫ) where y = ρ1(x, ǫ) and y = ρ2(x, ǫ) are analyti invari-
ant manifolds of singular points and, for ǫ = 0, enter manifolds of the saddle-nodes.
Then, when we alulate the monodromy of one of these rst integrals, we an sep-
arate it into two parts: a ontinuous one whih has a limit when ǫ → 0 inside the
setor S± and a wild one whih has no limit but whih is linear. The wild part
is independent of the divergene of the solutions and present in all ases. The di-
vergene of ρ1(x, 0) orresponds to the analyti invariant manifold of one singular
point being ramied at the other in the unfolding of one saddle-node. For partiular
values of ǫ for whih one singular point is a resonant node, this fores the node to
be nonlinearisable (i.e. to have a nonzero resonant monomial), in whih ase loga-
rithmi terms appear in Iǫ
±
. This is alled the parametri resurgene phenomenon
in [9℄. The divergene of ρ2(x, 0) orresponds to a similar phenomenon with the
pair of singular points oming from the unfolding of the other saddle-node. Finally,
we translate our results in the ase of a universal deformation.
2. Solutions of the hypergeometri equations
In this paper, we study the onuene of the singular points 0 and 1; the onuent
hypergeometri equation has an irregular singular point at the origin. We make the
hange of variables X = x
ǫ
in (1) to bring the singular point at X = 1 to a singular
point at x = ǫ 6= 0. We onsider small values of ǫ and we limit the values of c to
(3) c = 1− 1
ǫ
.
Let v(x
ǫ
) be denoted by w(x). Then (1) beomes
(4) x(x − ǫ)w′′(x) + {1− ǫ+ (a+ b + 1)x}w′(x) + abw(x) = 0.
We will then let ǫ → 0. We want to study what happens in a neighborhood of
ǫ = 0. The onuene parameter ǫ will be taken in two setors, the union of whih
is a small pointed neighborhood of the origin in the omplex plane.
Remark 1. Although not expliitly written, our study is still valid if we let a(ǫ)
and b(ǫ) be analyti funtions of ǫ.
Denition 2. Given γ ∈ (0, π2 ) xed, we dene
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• S+ = {ǫ ∈ C : 0 < |ǫ| < r(γ), arg(ǫ) ∈ (−π + γ, π − γ)},
• S− = {ǫ ∈ C : 0 < |ǫ| < r(γ), arg(ǫ) ∈ (γ, 2π − γ)}.
Remark 3. γ an be hosen arbitrary small, but r(γ) will depend on γ and r(γ)→ 0
as γ → 0. In partiular, we will ask a+ b + 1
ǫ
/∈ −N, a+ 1
ǫ
/∈ −N and b+ 1
ǫ
/∈ −N
on S+ and 2− a− b− 1
ǫ
/∈ −N, a− 1
ǫ
/∈ −N and b− 1
ǫ
/∈ −N on S− (in this paper
N = {0, 1, ...}).
2.1. Bases for the solutions of the hypergeometri equation (4) at the
regular singular points x = 0 and x = ǫ. The fundamental group of C\{0, ǫ}
based at an ordinary point ats on a solution (valid at this base point) by giving
its analyti ontinuation at the end of a loop. In this way we have monodromy
operators around eah singular point. We an extend it to at on any funtion of
solutions.
Notation 4. The monodromy operator M0 (resp. Mǫ) is the one assoiated to the
loop whih makes one turn around the singular point x = 0 (resp. x = ǫ) in the
positive diretion (and whih does not surround any other singular point). In this
paper, sine we use bases of solutions whose Taylor series are onvergent in a disk
of radius ǫ entered at a singular point, it will be useful to dene M0 (resp. Mǫ)
with the fundamental group based at a point belonging to the line joining −ǫ and
0 (resp. ǫ and 2ǫ).
As the hypergeometri equation is linear of seond order, the spae of solutions
is of dimension 2. Given a basis for the spae of solutions, the monodromy operator
M0 (resp. Mǫ) ating on this basis is linear and is represented by a two-dimensional
matrix.
As elements of a basis B0 (resp. Bǫ) around the singular point x = 0 (resp.
x = ǫ), it is lassial to use solutions whih are eigenvetors of the monodromy
operator M0 (resp. Mǫ) whenever these solutions exist. However, none of these
bases is dened on the whole of a setor S+ or S−. This is why we later swith to
mixed bases. C. Zhang ([12℄ and [13℄) also used mixed bases but he has not pushed
the study as far as we do.
Denition 5. The hypergeometri series kFj(a1, a2, ...ak, c1, c2, ..., cj ;x) is dened
by
(5) kFj(a1, a2, ...ak, c1, c2, ..., cj;x) = 1 +
∞∑
n=1
(a1)n(a2)n...(ak)n
(c1)n(c2)n...(cj)nn!
xn
with
(6)
{
(a)0 = 1
(a)n = a(a+ 1)(a+ 2)...(a+ n− 1)
and for c1, ..., cj /∈ −N.
A basis B0 = {w1(x), w2(x)} of solutions of (4) around the singular point x = 0
is well known (see [5℄ for details):

w1(x) = 2F1(a, b, 1− 1ǫ ; xǫ )
= (1− x
ǫ
)1−
1
ǫ
−a−b
2F1(1− 1ǫ − a, 1− 1ǫ − b, 1− 1ǫ ; xǫ ),
w2(x) = (
x
ǫ
)
1
ǫ 2F1(a+
1
ǫ
, b+ 1
ǫ
, 1 + 1
ǫ
; x
ǫ
)
= (x
ǫ
)
1
ǫ (1 − x
ǫ
)1−
1
ǫ
−a−b
2F1(1 − a, 1− b, 1 + 1ǫ ; xǫ ).
(7)
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The solution w1(x) exists if 1− 1ǫ /∈ −N whereas w2(x) exists if 1 + 1ǫ /∈ −N.
Similarly, a basis Bǫ = {w3(x), w4(x)} of solutions of (4) around the singular
point x = ǫ is given by:{
w3(x) = 2F1(a, b, a+ b+
1
ǫ
; 1− x
ǫ
),
w4(x) = (
x
ǫ
)
1
ǫ (1 − x
ǫ
)1−
1
ǫ
−a−b
2F1(1− a, 1− b, 2− 1ǫ − a− b; 1− xǫ ).
(8)
The solution w3(x) exists if a+b+
1
ǫ
/∈ −N whereas w4(x) exists if 2− 1ǫ−a−b /∈ −N.
In partiular, w2(x) and w3(x) exist for all ǫ ∈ S+ and w1(x) and w4(x) exist
for all ǫ ∈ S−, provided r(γ) is suiently small.
Traditionally, in order to get a basis when 1− 1
ǫ
∈ −N, a /∈ −N and b /∈ −N (resp.
2− 1
ǫ
− a− b ∈ −N, 1 − a /∈ −N and 1− b /∈ −N), the solution w1(x) in B0 (resp.
w4(x) in Bǫ) is replaed by some other solution w˜1(x) (resp. w˜4(x)) whih ontains
logarithmi terms. The onverse is true if ǫ ∈ S+ is suiently small. Similarly,
we have w˜2(x) and w˜3(x) for spei value of ǫ in S
−
(see for example [2℄).
The problem with this approah is that the basis B0 = {w1(x), w2(x)} (resp.
Bǫ = {w3(x), w4(x)}) does not have a limit when the parameter tends to a value
for whih there are logarithmi terms at the origin (resp. at x = ǫ). For ǫ ∈ S+,
there are values of ǫ for whih w1(x) or w4(x) may not be dened, whereas w2(x)
or w3(x) may not be dened for some values of ǫ in S
−
. This means that B0
and Bǫ are not optimal bases to desribe the dynamis for all values of ǫ in the
setors S±. We will rather onsider the bases B+ = {w2(x), w3(x)} on S+ and
B− = {w4(x), w1(x)} on S−. With these bases we will explain the ourene of
logarithmi terms (a phenomenon ouring for disrete values of the onuene
parameter) in a ontinuous way. The following lemma will allow us to onsider
only one of the bases, namely B+ with ǫ ∈ S+.
Lemma 6. The equation (4) is invariant under
(9)


c′ = 1− c+ a+ b
ǫ′ = 11−c′
x′ = ǫ′(1− x
ǫ
)
a′ = a
b′ = b
whih transforms S+ into S− and B+ into B−.
2.2. The onuent hypergeometri equation and its summable solutions.
Taking the limit ǫ→ 0 in (4), we obtain a onuent hypergeometri equation:
(10) x2 w′′(x) + {1 + (1 + a+ b)x}w′(x) + abw(x) = 0.
A basis of solutions around the origin is
(11)
{
gˆ(x) = 2F0(a, b;−x),
kˆ(x) = e
1
xx1−a−b 2F0(1− a, 1− b;x) = e 1xx1−a−bhˆ(x).
Remark 7. The onuent equation in the literature is often studied with the irreg-
ular singular point at innity:
(12) zu′′(z) + (c′ − z)u′(z)− au(z) = 0.
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The following transformation applied to (12) yields the onuent equation (10):
(13)


z = 1
x
,
u( 1
x
) = xaw(x),
c′ = a+ 1− b.
The following theorem is well-known, one an refer for instane to [7℄.
Theorem 8. The series gˆ(x) is divergent if and only if a /∈ −N and b /∈ −N. It
is 1-summable in all diretions exept R−. The series hˆ(x) is divergent if and only
if 1 − a /∈ −N and 1 − b /∈ −N. It is 1-summable in all diretions exept R+. The
Borel sums of these series, denoted g(x) and h(x), are thus dened in the setors
illustrated in Figure 1.
PSfrag replaements
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Figure 1. Domains of the Borel sums of the onuent series g(x)
and h(x)
As illustrated in Figure 1, we have one Borel sum g(x) in the region ℜ(x) > 0.
When extending g(x) to the region ℜ(x) < 0 by turning around the origin in the
positive (resp. negative) diretion, we get a sum g+(x) (resp. g−(x)). The funtions
g+(x) and g−(x) are dierent in general and never oinide if the series is divergent.
Sine g+(x) and g−(x) have the same asymptoti expansion g(x), their dierene
is a solution of (10) whih is asymptoti to 0 in the region ℜ(x) < 0, and thus
(14) g+(xe2πi)− g−(x) = λk(x) if arg(x) ∈ (−3π
2
,
−π
2
).
Similarly, we onsider h(x) dened in the region ℜ(x) < 0. When we extend it by
turning around the origin in the positive (resp. negative) diretion, we obtain the
sum h+(x) (resp. h−(x)). We dene
(15)
{
k+(x) = e
1
xx1−a−bh+(x)
k−(x) = e
1
xx1−a−bh−(x)
for ℜ(x) > 0, and
(16) k(x) = e
1
xx1−a−bh(x)
for ℜ(x) < 0. Then we an write
(17) k+(x)− e2πi(1−a−b)k−(xe−2πi) = µg(x) if arg(x) ∈ (−π
2
,
π
2
).
Remark 9. For all n ∈ Z, it is possible to onstrut a funtion gn(x), orresponding
to the Borel sum of the divergent series gˆ(x) in the regions arg(x) ∈ (−π2 +2πn, π2 +
2πn). Then, g+n (x) (resp. g
−
n (x)) denotes its analyti ontinuation in the positive
(resp. negative) diretion around the origin, dened in the region arg(x) ∈ (π2 +
2πn, 3π2 +2πn) (resp. arg(x) ∈ (−3π2 +2πn, −π2 +2πn)). Sine g+n+1(xe2πi) = g+n (x),
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g−n+1(xe
2πi) = g−n (x) and gn+1(xe
2πi) = gn(x), the subsript n is not neessary and
the funtions g(x), g+(x) and g−(x) are univalued. But what is important is that,
when onsidering g+(x), the + does not refer to the values of arg(x), but to the
fat that g+(x) has been obtained by analyti ontinuation of g(x) when turning in
the positive diretion. Similar relations for h+(x), h−(x) and h(x) imply that these
funtions are also univalued. On the other hand, x1−a−b is a multivalued funtion,
whih beomes univalued as soon as arg(x) is determined.
Denition 10. In the relations (14) and (17), we all λ and µ the Stokes multipliers
assoiated respetively to the solutions g(x) and k(x).
Their values are alulated in [7℄. Using the hange of variable (13), we have
(18) λ = −2πie
iπ(1−a−b)
Γ(a)Γ(b)
and
(19) µ = − 2iπ
Γ(1− a)Γ(1− b) .
Notation 11. Let us write
(20) H0(x) =
{
k(x)
g−(x) if ℜ(x) < 0
k+(x)
g(x) if ℜ(x) > 0
and
(21) H0
′
(x) =
{
k−(x)
g(x) if ℜ(x) > 0
k(x)
g+(x) if ℜ(x) < 0
with H0(x) (resp. H0
′
(x)) analyti in the omplex plane minus a ut with values in
CP
1
, as illustrated in Figure 2. On purpose we leave the ambiguity in the argument.
In this form, H0(x) and H0
′
(x) are multivalued. They will beome univalued when
arg(x) is speied.
PSfrag replaements
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Figure 2. Domains of H0(x) and H0
′
(x), with arbitrary radius
Proposition 12. The Stokes multiplier of g(x) is
(22)
λ = 1
H0′(x) − 1H0(x) if arg(x) ∈ (−3π2 , −π2 ),
while the Stokes multiplier of k(x) is
(23) µ = H0(x) − e2πi(1−a−b)H0′(xe−2πi) if arg(x) ∈ (−π2 , π2 ).
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Proof. We have
(24)
λ = g
+(xe2πi)
k(x) − g
−(x)
k(x)
= g
+(x)
k(x) − g
−(x)
k(x)
= 1
H0′(x) − 1H0(x) if arg(x) ∈ (−3π2 , −π2 )
and
(25)
µ = k
+(x)
g(x) − e2πi(1−a−b) k
−(xe−2πi)
g(x)
= k
+(x)
g(x) − e2πi(1−a−b) k
−(xe−2πi)
g(xe−2πi)
= H0(x) − e2πi(1−a−b)H0′(xe−2πi) if arg(x) ∈ (−π2 , π2 ).

In view of this proposition, it will seem natural in the next setion to study the
monodromy of some quotient of solutions of the hypergeometri equation (4). But
before, let us explore the link between divergent series in partiular solutions of
the onuent dierential equation and analyti ontinuation of series appearing in
solutions of the nononuent equation.
3. Divergene and Monodromy
3.1. Divergene and ramiation: rst observations. Let us illustrate by an
example the link between the divergene of a onuent series and the ramiation
of its unfolded series.
Example 13. The series g(x) = 2F0(a, b;−x) is non-summable in the diretion
R−, i.e. on the left side. By ontinuity, when we unfold with a small ǫ ∈ R, the
unfolded funtions are
(26) gǫ(x) =
{
2F1(a, b, a+ b+
1
ǫ
; 1− x
ǫ
) if ǫ ∈ S+
2F1(a, b, 1− 1ǫ ; xǫ ) if ǫ ∈ S−.
Their analyti ontinuations will be ramied at the left singular point and regular at
the right singular point. For the speial values of ǫ for whih logarithmi terms may
exist in the general solution at the left singular point, this will fore their existene.
Indeed, for these speial values of ǫ, the solution either has logarithmi terms or is
a polynomial, in whih ase it annot be ramied.
This example illustrates that a diretion of non-summability for a onuent
series determines whih merging singular point is "pathologi" (with ǫ in S±) for
an unfolded solution, as illustrated in Figure 3. Although subtleties are needed
to adapt Example 13 to the other solution k(x) = e
1
xx1−a−bh(x) beause of the
ramiation of x1−a−b, we have a similar phenomenon if we dene adequately the
pathology. For example, if ǫ ∈ S+, the singular point x = 0 will be dened
pathologi for the solution w3(x) if the analyti ontinuation of this solution is
not an eigenvetor of the monodromy operator M0. This will be studied more
preisely in Setion 3.3 using the results we will obtain in the next two setions.
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Figure 3. Link between ramiation of the analyti ontinuation
of the hypergeometri series in the unfolded ase and divergene
(ramiation) of the assoiated onuent series
3.2. Limit of quotients of solutions on S±. We will later see that a divergent
series in the basis of solutions at the onuene neessarily implies the presene of
an obstrution that prevents an eigenvetor of M0 to be an eigenvetor of Mǫ. As
a tool for our study, we will onsider the behavior of the analyti ontinuation of
some funtions of the partiular solutions wi(x) ∈ B± when turning around singular
points. A rst motivation for studying these funtions omes from Proposition 12.
We will also see in Setion 4 that these quantities have the same ramiation as
rst integrals of a Riati system related to the hypergeometri equation, these rst
integrals having a limit when ǫ→ 0 on S±. They are dened by
(27) Hǫ
+
(x) =
κ+(ǫ)w2(x)
w3(x)
if ǫ ∈ S+
and
(28) Hǫ
−
(x) =
κ−(ǫ)w4(x)
w1(x)
if ǫ ∈ S−
with
(29) κ+(ǫ) = ǫ1−a−beπi(a+b−1+
1
ǫ
), κ−(ǫ) = ǫ1−a−be−πi(a+b−1+
1
ǫ
).
Hǫ
±
(x) are rst dened in B(0, ǫ) ∩ B(ǫ, ǫ) and then analytially extended as in
Figures 4 and 5. The oeients κ± in the funtions Hǫ
±
(x) are hosen so that
Hǫ
±
(x) have the limit H0(x) when ǫ → 0 inside S±. More preisely, for ǫ ∈ S+,
we replae f(x) = (x
ǫ
)
1
ǫ (1− x
ǫ
)1−
1
ǫ
−a−b
by κ+(ǫ)f(x), so that the limit when ǫ→ 0
and ǫ ∈ S+ exists and orresponds to e 1xx1−a−b. The limit is uniform on any
simply onneted ompat set whih does not ontain 0. The onstant κ+(ǫ) (resp.
κ−(ǫ)) is the natural one to onsider for ǫ ∈ S+ (resp. ǫ ∈ S−) when the analyti
ontinuation of κ+(ǫ)f(x) (resp. κ−(ǫ)f(x)) is done like in Figure 4 (resp. Figure
5).
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Proposition 14. When ǫ→ 0 and ǫ ∈ S+ (resp. ǫ ∈ S−), Hǫ+(x) (resp. Hǫ−(x))
onverges uniformly to H0(x) on any simply onneted ompat subset of the domain
of H0(x) illustrated in Figure 2. More preisely, we have the uniform limits on
ompat subsets:
(30)


limǫ→0
ǫ∈S+
κ+(ǫ)w2(x) = k
+(x)
limǫ→0
ǫ∈S+
w3(x) = g(x)


limǫ→0
ǫ∈S−
κ−(ǫ)w4(x) = k+(x)
limǫ→0
ǫ∈S−
w1(x) = g(x)
Proof. The hypergeometri funtions appearing in wk(x) (k = 1, 2, 3, 4) and having
the limit h(x) or g(x) are ramied as illustrated in Figure 3, whih suggests to take
setors like in Figure 2 when onsidering the quotient of these funtions.
We rst prove the uniform onvergene w3(x) to g(x) on simply onneted om-
pat subsets of the domain {x, | arg(x)| < 3π2 } for ǫ ∈ S+. This proof has been
inspired by [12℄. Let us suppose that a− b /∈ Z. The Borel sum of g(x) is the same
as the analyti ontinuation of this solution, whih is (see [5℄)
(31) w3(x) =
Γ(a+ b + 1
ǫ
)Γ(b− a)
Γ(b)Γ(b + 1
ǫ
)
w5(x) +
Γ(a+ b+ 1
ǫ
)Γ(a− b)
Γ(a)Γ(a+ 1
ǫ
)
w6(x)
with
(32)
{
w5(x) = (
ǫ
x
)a 2F1(a, a+
1
ǫ
, a+ 1− b; ǫ
x
)
w6(x) = (
ǫ
x
)b 2F1(b, b+
1
ǫ
, b+ 1− a; ǫ
x
).
The funtion 2F1(a, a+
1
ǫ
, a+1− b; ǫ
x
) onverges uniformly on simply onneted
ompat subsets to 1F1(a, a+ 1− b; 1x ) and we have
(33)
limǫ→0
ǫ∈S+
ǫaΓ(a+b+ 1
ǫ
)
Γ(b+ 1
ǫ
)
= 1.
The same relations apply with a and b interhanged so w3(x) onverges uniformly
on simply onneted ompat subsets to
(34) g(x) =
Γ(b− a)
Γ(b)
x−a 1F1(a, a+ 1− b; 1
x
) +
Γ(a− b)
Γ(a)
x−b 1F1(b, b+ 1− a; 1
x
)
Let us suppose now that a − b = −m with m ∈ N. We take h small, we
let a = b − m + h. We rst show that limh→0 w3(x) exists with x on a simply
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onneted ompat subset of the domain {x, | arg(x)| < 3π2 }. We write w3(x) as
(35)
w3(x) = (a− b)Γ(b − a)Γ(a− b) Γ(a+ b+ 1ǫ )[
w5(x)
Γ(b)Γ(b+ 1
ǫ
)Γ(a−b+1) −
w6(x)
Γ(a)Γ(a+ 1
ǫ
)Γ(b−a+1)
]
and take the limit h → 0 with a = b −m+ h. The part inside brakets has a zero
at h = 0 sine
(36)
limh→0
w5(x)
Γ(a−b+1) = (
ǫ
x
)b
(b−m)m(b−m+ 1ǫ )m
m! 2F1(b, b+
1
ǫ
,m+ 1; ǫ
x
)
=
Γ(b)Γ(b+ 1
ǫ
)w6(x)
Γ(a)Γ(a+ 1
ǫ
)Γ(b−a+1)
The left part of (35) has a simple pole at h = 0 so limh→0 w3(x) exists. Sine w3(x)
is an analyti funtion of h on a puntured neighborhood of h = 0, we have that
w3(x) onverges uniformly on simply onneted ompat subsets to limh→0 w3(x)
when h → 0. Similarly, g(x) onverges uniformly on simply onneted ompat
subsets to limh→0 g(x) sine
(37) limh→0
1F1(a,a+1−b; 1x )
xaΓ(a−b+1) =
Γ(b)1F1(b,b+1−a; 1x )
xbΓ(a)Γ(b−a+1) .
Hene, limh→0 w3(x) onverges uniformly on simply onneted ompat subsets to
limh→0 g(x) when ǫ → 0 with ǫ ∈ S+. Interhanging a and b leads to the ase
b− a ∈ −N.
Now, w2(x) (as in (7)) onverges uniformly to k(x) on simply onneted ompat
subsets of the domain {x, | arg(−x)| < 3π2 } to k(x). Indeed, we an deompose
κ+(ǫ)w2(x) as
(38)
(
e
πi
ǫ (
x
ǫ
)
1
ǫ (1− x
ǫ
)−
1
ǫ
)(
(x− ǫ)1−a−b 2F1(1 − a, 1− b, 1 + 1
ǫ
;
x
ǫ
)
)
.
The rst part onverges to e
1
x
. The seond part onverges to x1−a−b 2F0(1−a, 1−
b;x). The fat that 2F1(1−a, 1−b, 1+ 1ǫ ; xǫ ) onverges uniformly on simply onneted
ompat subsets to 2F0(1−a, 1−b;x) an be obtained from the onvergene of w3(x)
to g(x) by a hange of oordinates. The ase ǫ ∈ S− is similar. 
3.3. Divergene and nondiagonal form of the monodromy operator in
the basis B+. It is lear that w2(x) is an eigenvetor of the monodromy operator
M0 with eigenvalue e
iπ
ǫ
, and that w3(x) is an eigenvetor of Mǫ with eigenvalue
1. In general, eigenvetors of the monodromy operators M0 and Mǫ should not
oinide. In the generi ase, the analyti ontinuation of an eigenvetor of the
monodromy operator M0 is not an eigenvetor of Mǫ. If we are in the generi
ase and this persists to the limit ǫ = 0, then at the limit we have a nonzero
Stokes multiplier. The results stated in the next theorem tell us whether or not the
analyti ontinuation of w3(x) (resp. w2(x)) is an eigenvetor of M0 (resp. Mǫ).
This is done in the two overing setors S± of a small neighborhood of ǫ, and it
inludes the presene of logarithmi terms: we will detail this last part in Theorem
17 below.
Notation 15. Let w(δ,θ)(x) be the analyti ontinuation of w(x) when starting on
(0, ǫ) and turning of an angle θ around x = δ, with δ ∈ {0, ǫ} (see Figure 6). In
short, w(δ,π)(x) an be obtained from the ation of the monodromy operator around
x = δ applied on w(δ,−π)(x).
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Theorem 16. • If ǫ ∈ S+, then
(39)
(
κ+(ǫ)w2,(0,π)
w3,(0,π)
)
=
(
e
2πi
ǫ 0
λ+(ǫ) 1
)(
κ+(ǫ)w2,(0,−π)
w3,(0,−π)
)
and
(40)
(
κ+(ǫ)w2,(ǫ,π)
w3,(ǫ,π)
)
=
(
e2πi(1−a−b−
1
ǫ
) µ+(ǫ)
0 1
)(
κ+(ǫ)w2,(ǫ,−π)
w3,(ǫ,−π)
)
,
with
(41) µ+(ǫ) =
−2πi
Γ(1− a)Γ(1− b)
ǫ1−a−bΓ(1 + 1
ǫ
)
Γ(a+ b+ 1
ǫ
)
and
(42) λ+(ǫ) =
−2πieπi(1−a−b)
Γ(a)Γ(b)
ǫa+b−1Γ(a+ b+ 1
ǫ
)
Γ(1 + 1
ǫ
)
.
Hene, when it is nonzero, the oeient λ+(ǫ) (resp. µ+(ǫ)) represents
the obstrution that prevents w3(x) (resp. w2(x)) of being an eigenvetor
of the monodromy operator around x = 0 (resp. x = ǫ).
• If ǫ ∈ S−, then
(43)
(
κ−(ǫ)w4,(ǫ,π)
w1,(ǫ,π)
)
=
(
e2πi(1−
1
ǫ
−a−b) 0
λ−(ǫ) 1
)(
κ−(ǫ)w4,(ǫ,−π)
w1,(ǫ,−π)
)
and
(44)
(
κ−(ǫ)w4,(0,π)
w1,(0,π)
)
=
(
e
2πi
ǫ µ−(ǫ)
0 1
)(
κ−(ǫ)w4,(0,−π)
w1,(0,−π)
)
,
with
(45) µ−(ǫ) =
−2πi
Γ(1− a)Γ(1 − b)
(ǫeπi)1−a−bΓ(2− 1
ǫ
− a− b)
Γ(1 − 1
ǫ
)
and
(46) λ−(ǫ) =
−2πi
Γ(a)Γ(b)
(ǫ)a+b−1Γ(1− 1
ǫ
)
Γ(2− 1
ǫ
− a− b) .
Hene, when it is nonzero, the oeient λ−(ǫ) (resp. µ−(ǫ)) represents
the obstrution that prevents w1(x) (resp. w4(x)) of being an eigenvetor
of the monodromy operator around x = ǫ (resp. x = 0).
Then, with the limit taken for any path in S+ or in S−, we have
(47) lim
ǫ→0
µ±(ǫ) = µ
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and
(48) lim
ǫ→0
λ±(ǫ) = λ,
whih are preisely the Stokes multipliers assoiated to the solutions k(x) and g(x)
and given by (18) and (19).
Proof. Let ǫ ∈ S+. To make analyti ontinuation of the solutions w2(x) and w3(x),
we need to make further restritions on the values of ǫ, but we will shortly show
the validity of the result without these hypotheses. We have (see for example [5℄)
• if 2− 1
ǫ
− a− b /∈ −N,
(49)
w2(x) =
Γ(1− 1
ǫ
−a−b)Γ(1+ 1
ǫ
)
Γ(1−a)Γ(1−b) w3(x) +
Γ(a+b−1+ 1
ǫ
)Γ(1+ 1
ǫ
)
Γ(a+ 1
ǫ
)Γ(b+ 1
ǫ
)
w4(x)
= D(ǫ) w3(x) + E(ǫ) w4(x);
• if 1− 1
ǫ
/∈ −N,
(50)
w3(x) =
Γ( 1
ǫ
)Γ(a+b+ 1
ǫ
)
Γ(b+ 1
ǫ
)Γ(a+ 1
ǫ
)
w1(x) +
Γ(a+b+ 1
ǫ
)Γ(− 1
ǫ
)
Γ(a)Γ(b) w2(x)
= A(ǫ) w1(x) +B(ǫ) w2(x).
These relations allow the alulation of the monodromy of w2(x) (resp. w3(x))
around x = ǫ (resp. x = 0). The explosion of the oeients (oeients beoming
innite) for spei values of ǫ orresponds to the presene of logarithmi terms in
the general solution around the singular point x = ǫ (resp. x = 0). We have, in the
region B(0, ǫ) ∩B(ǫ, ǫ) (with the hypothesis that 2− 1
ǫ
− a− b /∈ −N),
(51)
κ+(ǫ)w2(x) = κ
+(ǫ)(D(ǫ)w3(x) + E(ǫ)w4(x))
= κ+(ǫ)(D(ǫ) 2F1(a, b, a+ b+
1
ǫ
; 1− x
ǫ
)
+E(ǫ)(x
ǫ
)
1
ǫ (1− x
ǫ
)1−
1
ǫ
−a−b
2F1(1− a, 1− b,− 1ǫ + 2− a− b; 1− xǫ )).
Sine w3,(ǫ,−π) = w3,(ǫ,π), we obtain
(52) κ+(ǫ)w2,(ǫ,π) = e
2πi(1−a−b− 1
ǫ
)κ+(ǫ)w2,(ǫ,−π) + µ
+(ǫ)w3,(ǫ,−π)
with
(53)
µ+(ǫ) = D(ǫ)ǫ1−a−beπi(a+b−1+
1
ǫ
)
(
1− e2πi(1−a−b− 1ǫ )
)
= −D(ǫ)ǫ1−a−b
(
eπi(1−a−b−
1
ǫ
) − e−πi(1−a−b− 1ǫ )
)
.
Sine sin(z) = e
iz−e−iz
2i and Γ(z) sin(πz) =
π
Γ(1−z) , we an simplify the latter
expression:
(54)
µ+(ǫ) = −2iD(ǫ)ǫ1−a−b sin(π(1 − a− b− 1
ǫ
)
= −2iΓ(1−1ǫ−a−b)Γ(1+ 1ǫ )Γ(1−a)Γ(1−b) ǫ1−a−b sin(π(1 − a− b− 1ǫ ))
= −2πi Γ(1+ 1ǫ )Γ(1−a)Γ(1−b)ǫ1−a−b 1Γ(a+b+ 1
ǫ
)
.
Remark that this expression is dened even if 2 − 1
ǫ
− a − b ∈ −N, so we have
removed the indeterminay!
In the partiular ase a+ b ∈ Z,
(55) µ+(ǫ) = − −2iπ
Γ(1− a)Γ(1− b)ǫ
1−a−br(a+ b)
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with
(56) r(γ) =
Γ(1+ 1
ǫ
)
Γ(γ+ 1
ǫ
)
=


∏γ−1
j=1
1
1
ǫ
+j
γ > 1 ,∏0
j=γ(
1
ǫ
+ j) γ < 1 ,
1 γ = 1 .
Finally,
(57) lim
ǫ→0
ǫ∈S+
ǫ1−a−b
Γ(1
ǫ
+ 1)
Γ(1
ǫ
+ a+ b)
= 1.
Hene
(58) lim
ǫ→0
ǫ∈S+
µ+(ǫ) = − 2iπ
Γ(1− a)Γ(1− b) = µ.
Let ǫn suh that 2− 1ǫn −a−b = −n, n ∈ N. Reall that we have supposed ǫ 6= ǫn
to obtain µ+(ǫ). Sine µ+(ǫ) is analyti in a puntured disk B(ǫn, ρ)\{ǫn} (for some
well hosen ρ ∈ R+), and limǫ→ǫn µ+(ǫ) exists, then µ+(ǫ) is analyti in B(ǫn, ρ).
Hene, the result obtained is valid without the restrition 2− 1
ǫ
− a− b /∈ −N.
A similar alulation gives, with w2,(0,π) = e
2πi
ǫ w2,(0,−π),
(59) w3,(0,π) = w3,(0,−π) + λ
+(ǫ)κ+(ǫ)w2,(0,−π)
with λ+(ǫ) = B(ǫ)e−πi(a+b−1+
1
ǫ
)ǫa+b−1
(
e
2πi
ǫ − 1
)
.
And then
(60) λ+(ǫ) = −2πieπi(1−a−b) 1
Γ(a)Γ(b)
ǫa+b−1
Γ(a+ b+ 1
ǫ
)
Γ(1 + 1
ǫ
)
,
whih, for a+ b ∈ Z, yields
(61) λ+(ǫ) =
−2πieπi(1−a−b)ǫa+b−1
Γ(a)Γ(b)
1
r(a+ b)
.
Hene,
(62) lim
ǫ→0
ǫ∈S+
λ+(ǫ) =
−2πieiπ(1−a−b)
Γ(a)Γ(b)
= λ.
Finally, Lemma 6 and equation (3) relates the ase ǫ′ ∈ S+ to the ase ǫ ∈ S−,
and we have, denoting wi(x) by wi(x, ǫ),
(63)
κ+(ǫ) = (eπi ǫ
′
ǫ
)a+b−1κ−(ǫ′)
w2(x, ǫ) = w4(x
′, ǫ′)
w3(x, ǫ) = w1(x
′, ǫ′)

Theorem 17. (1) If the series g(x) is divergent, then, for all ǫ ∈ S+ (resp.
for all ǫ ∈ S−), w3(x) (resp. w1(x)) is not an eigenvetor of the mon-
odromy operator M0 (resp. Mǫ). In partiular, this fores the existene of
logarithmi terms at x = 0 (resp. x = ǫ) for all speial values of ǫ for whih
they may exist.
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(2) Conversely, for xed a and b, if w3(x) (resp. w1(x)) is not an eigenvetor
of the monodromy operator M0 (resp. Mǫ) for some ǫ ∈ S+ (resp. for some
ǫ ∈ S−), then the series g(x) is divergent.
(3) If the series h(x) is divergent, then, for all ǫ ∈ S+ (resp. for all ǫ ∈ S−),
w2(x) (resp. w4(x)) is not an eigenvetor of the monodromy operator Mǫ
(resp. M0). In partiular, this fores the existene of logarithmi terms at
x = ǫ (resp. x = 0) for all speial values of ǫ for whih they may exist.
(4) Conversely, for xed a and b, if w2(x) (resp. w4(x)) is not an eigenvetor
of the monodromy operator Mǫ (resp. M0) for some ǫ ∈ S+ (resp. for some
ǫ ∈ S−), then the series h(x) is divergent.
Proof. Let ǫ ∈ S+ (the proof for ǫ ∈ S− is similar). With Theorem 8, we have
that g(x) is divergent if and only if λ 6= 0. Sine limǫ→0 λ+(ǫ) = λ, we have
λ+(ǫ) 6= 0 for ǫ ∈ S+ provided the radius of S+ is suiently small. If w3(x) were
an eigenvetor of the monodromy operatorM0, then we would have λ
+(ǫ) = 0 whih
is a ontradition. If λ+(ǫ) 6= 0, then the analyti ontinuation of w3(x) is ramied
around x = 0. When 1 − 1
ǫ
∈ −N, w2(x) is not ramied around x = 0 and either
w1(x) is a polynomial or it has logarithmi terms. Sine the analyti ontinuation
of w3(x) is ramied at x = 0 and sine it is a linear ombination of w1(x) and w2(x),
we are fored to have w1(x) with logarithmi terms. The argument is similar for
w2(x).
To prove the onverse, we use the expressions (41) and (42): for ǫ ∈ S+ and a
and b xed, we have λ+(ǫ) 6= 0 if and only if λ 6= 0 as well as µ+(ǫ) 6= 0 if and only
if µ 6= 0. 
Hene, the singular diretion R− (resp. R+) of the 1-summable series g(x) (resp.
h(x)) is diretly related to the presene of logarithmi terms at the left (resp. right)
singular point for spei values of the onuene parameter.
Remark 18. The neessary ondition (1) in Theorem 17 is still valid when a and
b are analyti funtions a(ǫ) and b(ǫ). A ounter example to the onverse (2), for
instane with a(ǫ) and b(ǫ) non onstant, is given by
(64)
{
a(ǫ) = n+ ǫ, n ∈ −N
b(ǫ) = m+ ǫ, m ∈ N∗.
Looking at Theorem 16, it is lear that, even in the onvergent ase, there is
some wild behavior (e
2πi
ǫ
) in the monodromy of the solutions whih does not go
to the limit. Fortunately, this wild behavior is linear. In the next setion, we will
separate it from the non linear part in order to get a limit for the latter.
3.4. The wild and ontinous part of the monodromy operator. In this
setion, we see that the monodromy of Hǫ
±
(x) an be separated in a wild part
and ontinuous part. This is the advantage of studying the monodromy of Hǫ
±
(x)
instead of the monodromy of eah solution. The wild part is present even in the
ase of onvergene of the onuent series in g(x) and in k(x) and is purely linear.
The ontinous part leads us to the Stokes oeients. This is still done in the two
overing setors S± of a small neighborhood of ǫ.
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Theorem 19. Let Hǫ
±
i,(δ,θ)(x) be obtained from analyti ontinuation of H
ǫ±(x) as
in notation 15. The relation between Hǫ
±
(ǫ,∓π) and H
ǫ±
(ǫ,±π), as well as the relation
between Hǫ
±
(0,∓π) and H
ǫ±
(0,±π) may be separated into
• a wild linear part with no limit at ǫ = 0
• a ontinuous non linear part
on eah of the setors S±. More preisely,
• if ǫ ∈ S+,
(65) Hǫ
+
(ǫ,−π) = e
2πi(a+b−1+ 1
ǫ
)(Hǫ
+
(ǫ,π) − µ+(ǫ))
and
(66)
1
Hǫ
+
(0,π)
= e
−2πi
ǫ
(
1
Hǫ
+
(0,−π)
+ λ+(ǫ)
)
with µ+(ǫ) and λ+(ǫ) as in (41) and (42).
• if ǫ ∈ S−,
(67) Hǫ
−
(0,−π) = e
−2πi
ǫ (Hǫ
−
(0,π) − µ−(ǫ))
and
(68)
1
Hǫ
−
(ǫ,π)
= e2πi(a+b−1+
1
ǫ
)
(
1
Hǫ
−
(ǫ,−π)
+ λ−(ǫ)
)
with µ−(ǫ) and λ−(ǫ) as in (45) and (46).
Proof. The proof is a mere alulation using (39), (40), (43) and (44). 
Proposition 20. To know whih invariants are realisable, it is suient to look
at the produt λ+(ǫ)µ+(ǫ). If a and b are analyti funtions of ǫ, this last produt
is analyti in a neighborhood of ǫ = 0.
Proof. If µ+(ǫ) 6= 0, we an take µ+(ǫ)w3(x) instead of w3(x) in the expression
for Hǫ
+
(x). Then, µ+(ǫ) is replaed by 1 in equation (65) and λ+(ǫ) is replaed
by λ+(ǫ)µ+(ǫ) in equation (66). Similarly if λ+(ǫ) 6= 0. So we an regard our
invariants as 1 and λ+(ǫ)µ+(ǫ), instead of λ+(ǫ) and µ+(ǫ) in the ase where one
of them is dierent from 0. We have
(69)
λ+(ǫ)µ+(ǫ) = − 4π2eπi(1−a−b)Γ(1−a)Γ(1−b)Γ(a)Γ(b)
= −4eπi(1−a−b) sin(πa) sin(πb)
= −(1− e−2πia)(1− e−2πib)
= λ−(ǫ)µ−(ǫ).

Remark 21. If µ+(ǫ) 6= 0 (resp. λ+(ǫ) 6= 0), the produt λ+(ǫ)µ+(ǫ) = λ−(ǫ)µ−(ǫ)
is zero preisely when a ∈ −N or b ∈ −N (resp. 1 − a ∈ −N or 1 − b ∈ −N), i.e.
when g(x) (resp. k(x)) is a onvergent solution.
Remark 22. When a + b = 1, we have µ+(ǫ) = λ+(ǫ) and µ−(ǫ) = λ−(ǫ) (and
µ = λ). We will see in Remark 26 of Setion 4 that this is the partiular ase when
the formal invariants of the two saddle-nodes of the Riati equation (70) vanish.
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4. A related Riati system
4.1. First integrals of a Riati system related to the hypergeometri
equation (4). We studied the monodromy of Hǫ
±
(x) = κ
±(ǫ)wi(x)
wj(x)
(with (i, j) ={
(2, 3), ǫ ∈ S+
(4, 1), ǫ ∈ S− ) instead of the monodromy of eah solution wk(x), for k = i, j.
To justify this hoie, we transform the hypergeometri equation into a Riati
equation (see for instane [3℄) and nd a rst integral of the Riati system.
Proposition 23. The Riati system
(70)
{
x˙ = x(x − ǫ)
y˙ = abx(x− ǫ) + (−1 + (1− a− b)x)y + y2
is related to the hypergeometri equation (4) with singular points at {0, ǫ,∞} with
the following hange of variable:
(71) y = −x(x− ǫ)w
′(x)
w(x)
The spae of all nonzero solutions (Ciwi(x) + Cjwj(x)) of the hypergeometri
equation is the manifold CP
1 × C∗. The next proposition give the expression of
a rst integral of the Riati system whih takes values in CP
1
. Up to a onstant
(in C∗), this rst integral is related to a general solution of the hypergeometri
equation.
Proposition 24. Let wj(X) et wi(X) be two linearly independent solutions of the
hypergeometri equation (4). In their shared region of validity we have the following
rst integral of the Riati system (70):
(72) Iǫ(i,j) =
wi(x)
wj(x)
(
y − ρi(x, ǫ)
y − ρj(x, ǫ)
)
where
(73) ρi(x, ǫ) = −x(x− ǫ)w
′
i(x)
wi(x)
.
In order that the limit exists when ǫ ∈ S+ goes to zero, we onsider the rst
integral
(74) Iǫ
±
=
{
κ+(ǫ)Iǫ(2,3) if ǫ ∈ S+
κ−(ǫ)Iǫ(4,1) if ǫ ∈ S−
where κ±(ǫ) are dened in (29). Now let us see why we an work with a simpler
expression than this one to study its ramiation.
Proposition 25. The quotient Hǫ
±
= κ±(ǫ)wi(x)
wj(x)
has the same ramiation around
x = 0 and x = ǫ as
(75) Iǫ
±
= κ±(ǫ)
wi(x)
wj(x)
(
y − ρi(x, ǫ)
y − ρj(x, ǫ)
)
,
namely we an replae Hǫ
±
by Iǫ
±
in the formulas (65), (66), (67) and (68).
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Proof. Let us prove that Hǫ
+
= κ+(ǫ)wi(x)
wj(x)
has the same ramiation as Iǫ
+
in the
ase ǫ ∈ S+. We start with the ramiation around x = ǫ. We have, with relation
(40),
(76)
w′2,(ǫ,−π)(x)
w2,(ǫ,−π)(x)
=
κ+(ǫ)w′2,(ǫ,−π)(x)
κ+(ǫ)w2,(ǫ,−π)(x)
=
e
2πi(a+b+ 1
ǫ
−1)(κ+(ǫ)w′2,(ǫ,π)(x)−µ+(ǫ)w′3,(ǫ,π)(x))
e
2πi(a+b+ 1
ǫ
−1)(κ+(ǫ)w2,(ǫ,π)(x)−µ+(ǫ)w3,(ǫ,π)(x))
= 1
κ+(ǫ)
w2,(ǫ,π)(x)
w3,(ǫ,π)(x)
−µ+(ǫ)
(κ+(ǫ)
w′2,(ǫ,π)(x)
w3,(ǫ,π)(x)
− µ+(ǫ)w
′
3,(ǫ,π)(x)
w3,(ǫ,π)(x)
)
= 1
Hǫ
+
(ǫ,π)
−µ+(ǫ)
(
w′2,(ǫ,π)(x)
w2,(ǫ,π)(x)
Hǫ
+
(ǫ,π) − µ+(ǫ)
w′3,(ǫ,π)(x)
w3,(ǫ,π)(x)
)
.
Using (73), (65) and (76), we have
(77)
Iǫ
+
(ǫ,−π) = H
ǫ+
(ǫ,−π)
(
y−ρ2,(ǫ,−π)(x,ǫ)
y−ρ3,(ǫ,−π)(x,ǫ)
)
= e2πi(a+b−1+
1
ǫ
)(Hǫ
+
(ǫ,π) − µ+(ǫ))
y+x(x−ǫ)
w′
2,(ǫ,−π)(x)
w2,(ǫ,−π)(x)
y+x(x−ǫ)
w′
3,(ǫ,−π)(x)
w3,(ǫ,−π)(x)
= e2πi(a+b−1+
1
ǫ
)
(Hǫ
+
(ǫ,π)−µ+(ǫ))y+x(x−ǫ)
„
w′
2,(ǫ,π)
(x)
w2,(ǫ,π)(x)
Hǫ
+
(ǫ,π)−µ+(ǫ)
w′
3,(ǫ,π)
(x)
w3,(ǫ,π)(x)
«
y+x(x−ǫ)
w′
3,(ǫ,π)
(x)
w3,(ǫ,π)(x)
= e2πi(a+b−1+
1
ǫ
)
(
Hǫ
+
(ǫ,π)
y−ρ2,(ǫ,π)(x,ǫ)
y−ρ3,(ǫ,π)(x,ǫ) − µ+(ǫ)
)
= e2πi(a+b−1+
1
ǫ
)
(
Iǫ
+
(ǫ,π) − µ+(ǫ)
)
.
The proofs for Iǫ
+
(0,±π), I
ǫ−
(0,±π) and I
ǫ−
(ǫ,±π) are similar to this one. 
4.2. Divergene and unfolding of the saddle-nodes. Let us onsider the Ri-
ati system (70) with ǫ = 0. It has two saddle-nodes loated at (0, 0) and (0, 1)
(see Figure 7). In the unfolding (with maybe a(ǫ) and b(ǫ)), this yields the Riati
PSfrag replaements
y = 1
y = 0
x = 0
Figure 7. Phase plane ǫ = 0
system (70) with the four singular points (0, 0), (ǫ, 0), (0, 1) and (ǫ, y1) as illustrated
in Figures 8 and 9, with y1 = 1 + ǫ(a+ b− 1).
The quotient of the eigenvalue in y by the eigenvalue in x of the Jaobian, for
eah singular point, is given in Table 1.
Remark 26. By summing the quotient of the eigenvalues at the orresponding
saddle and node, we get the formal invariant of the saddle-node at (0, 0) (resp. at
(0, 1)), whih is 1− a− b (resp. a+ b − 1).
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Singular point Quotient of eigenvalues
(0, 0) 1
ǫ
(ǫ, 0) 1− 1
ǫ
− a− b
(0, 1) −1
ǫ
(ǫ, y1) −1 + 1ǫ + a+ b
Table 1. Quotient of the eigenvalue in y by the eigenvalue in x
of the Jaobian for eah singular point
PSfrag replaements y = 1
y = y1
y = 0y = 0
x = 0 x = ǫ
Figure 8. Phase plane if ǫ and 1
ǫ
+ a+ b ∈ R, ǫ > 0
PSfrag replaements y = y1
y = 1
y = 0y = 0
x = ǫ x = 0
Figure 9. Phase plane if ǫ and 1
ǫ
+ a+ b ∈ R, ǫ < 0
The urves y − ρk(x, ǫ) = 0 for k = i, j appearing in the rst integral (72) are
solution urves (trajetories) of the Riati system, more preisely analyti invariant
manifolds of two of the singular points when ǫ ∈ S±. For example, for ǫ ∈ S+,
y = ρ2(x, ǫ) is the invariant manifold of the singular point (0, 1) and y = ρ3(x, ǫ) is
the invariant manifold of (ǫ, 0) (see Figure 10).
Indeed,
(78)
ρ2(x, ǫ) = −x(x− ǫ)w
′
2(x)
w2(x)
= 1− x
ǫ
+ {ǫ(a+ b− 1) + 1}x
ǫ
+ x(1 − x
ǫ
) (1−a)(1−b)
1+ 1
ǫ
2F1(2−a,2−b,2+ 1ǫ ; xǫ )
2F1(1−a,1−b,1+ 1ǫ ; xǫ )
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PSfrag replaements
y = 1 y = y1
y = 0
y = 0
x = 0 x = ǫ
y = ρ2(x, ǫ)
y = ρ3(x, ǫ)
Figure 10. Invariant manifolds y = ρ2(x, ǫ) and y = ρ3(x, ǫ), ase
ǫ ∈ R+
and ρ2(0, ǫ) = 1. Similarly,
(79)
ρ3(x, ǫ) = −x(x− ǫ)w
′
3(x)
w3(x)
= −x(x− ǫ) ab
a+b+ 1
ǫ
2F1(1+a,1+b,1+a+b+
1
ǫ
;1− x
ǫ
)
2F1(a,b,a+b+
1
ǫ
;1− x
ǫ
)
and ρ3(ǫ, ǫ) = 0.
The divergene of g(x) orresponds to a nonanalyti enter manifold at (0, 0) for
ǫ = 0. When we unfold on S+ (resp. S−), the invariant manifold of (ǫ, 0) (resp.
(0, 0)) is neessarily ramied at (0, 0) (resp. (ǫ, 0)) for small ǫ (see Figure 11). In
the partiular ase when 1 − 1
ǫ
∈ −N (resp. a + b + 1
ǫ
) with ǫ small, then (0, 0)
(resp. (ǫ, 0)) is a resonant node. Then neessarily in this ase it is non linearisable
(the resonant monomial is nonzero) whih in pratie yields logarithmi terms in
the rst integral.
Besides, if g(x) is onvergent, the invariant manifold y = ρ3(x) (after unfolding
in S+, keeping a and b xed) is not ramied at (0, 0) (reall that if a ∈ −N or
b ∈ −N, i.e. if g(x) is onvergent, then w3(x) is a polynomial). This orrespond to
Figure 12, an exeptional ase.
Figure 11. Analyti ontinuation of an invariant manifold of a
saddle when the orresponding analyti enter manifold is diver-
gent
The divergene of k(x) has a similar interpretation with the pair of singular
points oming from the unfolding of the saddle-node at (0, 1). If k(x) is divergent
then, when we unfold in S+ (resp. S−) the invariant manifold of (0, 1) (resp. (ǫ, y1))
is neessarily ramied at (ǫ, y1) (resp. (0, 1)). As before, this implies that (ǫ, y1)
(resp. (0, 1)) is nonlinearisable as soon as it is a resonant node.
The general desription of this parametri resurgene phenomenon is desribed
in [9℄.
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Figure 12. Analyti ontinuation of an invariant manifold of a
saddle when the orresponding analyti enter manifold is onver-
gent (this is the ase sine a and b are xed)
4.3. Universal unfolding. As the universal deformation of x2 is x2 − ǫ, let us
translate the previous results in the ase of this deformation. When studying the
universal unfolding of the Riati system (70) evaluated at ǫ = 0, the singular
points to onsider would be at x = −√ǫ and x = √ǫ (instead of x = 0 and x = ǫ).
Proposition 27. The unfolded Riati system (with maybe a(ǫ) and b(ǫ))
(80)
{
x˙ = x2 − ǫ
y˙ = a(ǫ)b(ǫ)(x2 − ǫ) + (1 + (1 − a(ǫ)− b(ǫ))x)y + y2
is related, with c = 1
2
√
ǫ
+ a+b+12 , to the hypergeometri equation with singular points
(−√ǫ,√ǫ,∞)
(81) (x2 − ǫ)w′′(x) + {−1 + (a+ b+ 1)x}w′(x) + abw(x) = 0
with the hange of variables
(82) y = −(x2 − ǫ)w
′(x)
w(x)
.
The produt λ+(
√
ǫ)µ+(
√
ǫ) is an analyti funtion of ǫ (and not of
√
ǫ):
Theorem 28. For the family of systems (80), in whih a(ǫ) and b(ǫ) are analyti
funtions of ǫ, the produt L(ǫ) = λ+(
√
ǫ)µ+(
√
ǫ) is an analyti funtion of ǫ.
Proof. Given γ ∈ (0, π2 ) xed, we dene
• S+ = {ǫ ∈ C : 0 < |ǫ| < r(γ), arg(ǫ) ∈ (γ, 4π − γ)}.
The setor S+ is dened suh as w2(x) and w3(x) always exist for these values of
ǫ. In partiular, we ask − 1
2
√
ǫ
+ 3−a+b2 /∈ −N, − 12√ǫ + a+b+12 /∈ −N, − 12√ǫ + a+1−b2 /∈
−N and − 1
2
√
ǫ
+ b+1−a2 /∈ −N.
Then, we dene
(83) Hǫ
+
=
κ+(
√
ǫ)w2(x)
w3(x)
with
(84) κ+(
√
ǫ) = (2
√
ǫ)1−a−beπi(
1
2
√
ǫ
+ a+b+12 )
The funtions µ+(
√
ǫ) and λ+(
√
ǫ) an be dened as before and the alulations
give the same relation
(85) L(ǫ) = λ+(
√
ǫ)µ+(
√
ǫ) = −(1− e−2πia(ǫ))(1− e−2πib(ǫ)).
This produt is thus analyti in ǫ if a(ǫ) and b(ǫ) are analyti funtions of ǫ. 
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These results are used in [1℄ to haraterize the spae of modules of a Riati
equation under orbital equivalene.
Remark 29. L(ǫ) is related to known invariants. Indeed, we have the relation
L(ǫ) = −4π2eπiα(ǫ)γ(ǫ)γ′(ǫ), where α(ǫ) = 1− a(ǫ)− b(ǫ) is the formal invariant of
the saddle-node family (80), while γ(ǫ) and γ′(ǫ) are the unfolding of the Jurkat-
Lutz-Peyerimho invariants γ and γ′ (see [4℄) obtained with the hange of variable
(13) in the system assoiated to the dierential equation (12).
5. Diretions for further researh
The hypergeometri equation orresponds to a partiular Riati system. The
study of this system allowed us to desribe how divergene in the limit organizes
the system in the unfolding. Similar phenomena are expeted to our in the more
general ases where solutions at the onuene are 1-summable or even k-summable.
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