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1. INTRODUCTION 
The removal of small particles from some of the fluid in which they are 
immersed is an important practical problem. Separation by sedimentation occurs 
in clarifiers, classifiers, and thickeners [l]. When container, fluid, and initial 
configuration of particles are specified, particle trajectories are, in principle, 
calculable from the creeping-motion equation [2, 31. Adequate computational 
schemes using the method of reflections [3, 41 can be conceptualized [5], but 
unrealistic assumptions are necessary to make the problem tractable [5, 61. 
Not surprisingly, the design of commercial thickeners owes much to operating 
experience and little to the fluid mechanics tradition. Faced with the complexity 
of mining and industrial slurries, designers and researchers used bench-scale 
tests and pilot-plant studies to predict the settling behavior of slurries in large 
continuous thickeners. 
Kynch’s theory [7], proposed as a first step in the analysis of experimental 
data, assumes that the settling velocity of any particle in a slurry depends only 
and continuously on the local concentration of solids. Kynch’s explicit statement 
of this assumption (implicit in work published much earlier [8]) and his 
deductions from it illuminated settling phenomena and provided the impetus 
for 20 years of further research. The theory has been used successfully to predict 
settling curves for glass spheres in water [9]. It has also been useful in predicting 
and interpreting settling curves for industrial slurries [l&13]. 
Ironically, the assumption is clearly false. All particles should have the same 
velocity when concentration is constant, but observations in this and previous 
work [14--18-J show that the velocities of virtually identical spheres vary greatly. 
Clusters of particles move quickly downward. Individual spheres, caught in an 
upstream, may even move upward. These observations of individual variability 
cannot be reconciled with the theory. 
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The utility of Kynch’s theory suggests that it may be approximately true in 
some statistical sense. Hence, we seek an explicitly probabilistic formulation 
which deals effectively with individual particles, provides a perspective for the 
application of Kynch’s theory, and supplies new results and insights. 
2. INFERENCES FROM A SIMPLE SYSTEM 
We first examine the simple case of two arbitrarily oriented, identical spheres 
settling slowly in an infinite, viscous fluid. The analytical solution for creeping 
flow [19] predicts, and experimental observations at very low Reynolds numbers 
[20] confirm, that these spheres move in straight lines with equal uniform 
velocities, i.e., they retain their original position relative to each other and their 
velocities are time-invariant. 
We now consider the very slow settling of an exceedingly dilute suspension 
in which rigid spheres are initially distributed randomly [21] in a viscous fluid. 
The dispersion consists essentially of single particles and relatively few pairs 
of particles [21]. For each member of a pair, the most important interaction is 
with its partner, but the translational and rotational velocities of all spheres are 
determined by the configuration of the total system [2, 31. The effect of any 
sphere on any other decreases with distance. The total effect of distant spheres 
on a particular sphere cannot be neglected [21], but the exact configuration 
of these spheres matters littIe. If their configuration changes, slight increases in 
the effect of some spheres are likely to be approximately counterbalanced by 
slight decreases in the effect of others. To some degree, therefore, the configura- 
tion of distant spheres may be replaced by concentration. 
The effect of concentration on a pair of spheres is to reduce their velocity [21], 
but the other spheres’ influence on each of them is not precisely the same. The 
additional effect of configuration, as distinct from concentration, is to change 
their relative velocities. Though this changes their relative position and hence 
their overall velocity, these changes occur very slowly. Let r be the vector from 
the center of one partner to the center of the other, and let s be the location, 
relative to some fixed point, of the midpoint of r (which we take as the position 
of the pair). Given the changes dr and As in time At, then Ar <As. This 
persistence of local configuration results in persistence of velocity. 
In this suspension in which all spheres move with velocities corresponding 
to the instantaneous configuration, the velocity of a given “single” differs only 
slightly from that of any other. The velocity of a pair, on the other hand, is 
strongly influenced by the separation and orientation of its constituent spheres 
[19]. Since each sphere has a nearest neighbor, there is no clear division between 
a pair and two singles and, consequently, no clear division between their 
velocities. 
Replacing configuration by solids concentration (which is but one parameter 
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of it), Kynch relinquished complete but unattainable information. Without 
knowing the forces on individual particles [7, p. 1661, he easily acquired some 
knowledge of the settling process. By introducing two additional parameters 
(variability of configuration at a given concentration, and persistence of con- 
figuration), we could hope to gain more information at the cost of increased 
mathematical complexity. The discussion above suggests that we can achieve 
this result by considering particle velocities. Their spatial variability suggests 
that they be described by a probability density function. The correlation of a 
particle’s velocity in one time interval with its velocity in the next (i.e., the 
phenomenon of persistence) requires that it be a conditional p.d.f. [22, p. 641. 
3. MARKOV MODEL 
By making strong assumptions concerning the transition p.d.f., we could 
treat settling as a diffusion process satisfying a Fokker-Planck equation [23, 
p. 1801, but we know nothing of the derivate moments [23, p. 1711 and little of 
the p.d.f. Conceived in ignorance, computer simulation of sedimentation is 
feasible and useful if and only if the predicted qualitative behavior transcends 
the particular specifications of the model and allows comparison with plentiful 
observations of settling phenomena. Thus, we need a general theoretical 
framework to legitimize and guide our studies [24] without unduly restricting 
our choices. 
We now begin the formal development of a Markov model. 
ASSUMPTION Al. h(v, t 1 II, c) is the probability density that a particle (at 
concentration c) having velocity u at time T will have velocity v at time T + t. 
u and 21 come from a closed bounded interval V of attainable velocities. Each 
h(*, t / ., c) is continuous on V X V. 
In what follows, u, v, w, 7 E V, integrals are taken over I’, and suprema and 
infima over V x I’ unless otherwise indicated. Dependence on c is made explicit 
only when c varies. Al, the principal assumption of this work, ensures that H(c) 
is a time-homogeneous Markov process with continuous state space whose 
nonnegative transition probability densities satisfy 
s h(7, t I 4 4 = 1 (3.1) 
and the Chapman-Kolmogorov equation 
W, t + T I 4 = s h(v, t I 7) h(7, T I 4 4 (3.2) 
for all t, T > 0 and all U, v E V [23, pp. 57-60; 25, Chap. 51. 
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Since the transition p.d.f.‘s are continuous on the closed bounded set V x V, 
they are uniformly continuous there, achieve their extrema there, and have 
finite moments of all orders [23, p. 17. Define M(t) = sup h(., t / *) and 
m(t) = inf h(., t 1 .). 
LEMMA I. For every positive c, t, every u, v E V, and every T 3 t, 
m(t) < m(T) < h(v, T / u) < M(T) < M(t). 
Proof. Choose c, t > 0, and u, v E V. For T > t, the recurrence relation 
(3.2) and the definitions of m(t) and M(t) yield 
j- m(t) WI, T - t I 4 d7 < h(v, T I 4 < j- M(t) h(r), T - t I u) 4, 
which simplifies via (3.1) to give the required inequality. 
LEMMA 2. For every positive c, t and E, the-re xists 8 > 0 (6 dependent onb 
on c, t and 6) such that for every u, v, w E V 
I h(v, T I 4 - h(v, T I 41 < E (3.3) 
whenever ) u - w I < 6 and T > t. 
Proof. Choose c, t, E > 0, and u, v, w E V. For T > t/3, (3.2) yields 
I h(v, T I 4 - NV, T I 4 = j- NV, T - t/3 I 41 h(rl, t/3 I 4 - 47, t/3 I 414. 
(3.4) 
The uniform continuity of h(*, t/3 / .) implies that 6 > 0 exists (dependent only 
on c, t, and c) such that for every 17 E V, 
I hh t/3 I 4 - hh t/3 I 41 < 4W) WtPN (3.5) 
whenever I u - w j < 6. (L(V) is the length of the interval V.) Furthermore, 
for T > t, T - t/3 > t/3, and hence, from Lemma 1, 
h(v, T - t/3 j u) < M(T - t/3) < M(t/3) (3.6) 
on V x V. Whenever T > t and / u - w j < 6, (3.5) and (3.6) give a suitable 
dominance for the integrand in (3.4). Hence (3.3) holds. 1 
Lemma 2 is a regularity condition on the transition p.d.f.‘s which is used in 
the proof of Theorem 1. 
The persistence of particle velocities requires that it be possible (in the sense 
of positive probability density) for a particle to have the same velocity before 
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and after sufficiently small time increments. In fact, a weaker assumption will 
suffice. viz. : 
ASSUMPTION A2. For some t > 0, h(u, t j U) > 0. 
LEMMAl3. For every c > 0 there exists 7 > 0 such that for every T > T and 
every u,iv E V, 
h(v, T 1 u) 2 m(7) > 0. (3.7) 
Proof. Let D = {(u, u): u E V}, i.e., D is the diagonal of V x V. Then 
from Al and A2 there exists t > 0 such that h(u, t 1 U) is continuous and positive 
on the compact set D. Hence h(u, t 1 U) restricted to D achieves its infimum. So 
for every 24 E V, 
h(u, t 1 u) > igf h(u, t 1 u). (3.8) 
Since h(., t / .) is uniformly continuous on 17 x V, for E = Qinf, h(u, t u) 
there exists 6 > 0 such that 
j u - w j < 6 =s h(v, t / u) > h(u, t / u) - E 
which together with d = 6/2, the value of E, and (3.8) gives 
/ u - w 1 < A =z- h(v, t / u) > 0. (3.9) 
Next we show by induction that, for all positive integers N, 
1 II - w j < Nd a h(w, Nt 1 u) > 0. (3.10) 
From (3.9), it holds for N = 1. Assume it holds for N. Let 
Iu--lI(N+l)d (3.11) 
and assume, with no loss in generality, that u < v. Then 
h(v (N + 1) t I u) = j h(v, Nt IT> h(T, t I u) d?. (3.12) 
Choose q, = (Nu + v)/(N + 1); th en u < Q, < v and Q E V. It then follows 
from (3.11) that 1 r), - u / < d and / r10 - z1 ! < Nd. From (3.9) and the 
inductive hypothesis (3.10), it follows that the integrand in (3.12) is positive. 
Hence the integral is positive and the inductive step is proved. Now let 
N,, = [L(V)/d] + I. Then N,d > L(V) and u - v 1 < N,,d on I/ x V. 
Therefore, 
h(v, iV,t 1 u) > 0 (3.13) 
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on the compact set V x V and so achieves its infimum there. Then (3.13) and 
Lemma 1 ensure that (3.7) holds with T = NJ. 1 
Lemma 3 states that it is possible (again in the sense of positive probability 
density) to accelerate from any attainable velocity to any other. 
4. STEADY-STATE THEOREM 
Consider a region in a slurry in which the solids concentration is precisely 
constant at c. Let the particles in this region have velocities initially distributed 
according to the bounded p.d.f. p(w, 0). Further, let the p.d.f. p(w, t) describe 
the distribution of velocities at time t > 0. Within this region, the recurrence 
relation 
follows from the definitions of p (for t > 0) and h and ensures that each p(q T) 
is continuous on V for 7 > 0. 
THEOREM 1 (STEADY-STATE THEOREM). For all positiwe c, there exists a 
function q (dependent on c) such that 
(i) q is a continuous p.d. f. on V, 
(ii) q(w) = lim,,, h(w, t 1 u), 
(iii) q(w) = lim,,, p(w, t) for all initial p.d. f.‘s, 
t>iv) qisth e unique steady-state p.d.f. for each h(*, t 1 *), i.e., for every 
, 
q(w) = j q(v) h(w, t I 4 4. (4.2) 
Moreower, the convergence in (ii) and (iii) is uniform. 
Proof. We first show that (i), (iii), and (iv) follow from (ii). Then, by showing 
that there exists a function f satisfying 
f (w I 4 = F,y W, t I u> 
and 
f(~Iu)=fbJIW) 
for all u, w, w E V, we prove that there exists a q satisfying (ii). 
Claim. (ii) * (i). 
(4.3) 
(4.4) 
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Proof. Since f is the uniform limit of continuous functions on V x V, it is 
continuous there and hence 4 is continuous on V. From Lemma 3, p is positive 
there. Since the convergence in (ii) is uniform, 
$+? j h@, t 1 u) dv = j” I dv 
and the left-hand side, by (3.1), equals 1. 1 
Claim. (ii) 3 (iii). 
Proof. Let p(~, 0) b e an initial p.d.f. Given the uniform convergence in (ii), 
we can then write (4.1) as 
;+&P(v, 4 = j P(T, 0) & h(c, 7 I 4 6 
and the convergence of this limit is also uniform, i.e., 
&PC”, 4 = j PCS 0) dv) 4 = dv). I 
Claim. (ii) 3 (iv). 
Proof. Equations (3.1) and (3.2) yield, for every t, T > 0, 
htv, t + T I 4 - d4 = j Ph t I 71) - d4lh(~, T I 4 6 
It follows from the uniform convergence in (ii) that 
0 = j I?(~, t I rl) - ddl dd 6, 
which gives (4.2) and shows that Q is a steady-state p.d.f. for each h. To show 
uniqueness, we let p be a steady-state p.d.f. of some h, i.e., 
~69 = j P(T) NW, t I d 4. 
Beginning with (3.2) and finishing with (4.5), we obtain 
j P(T) h(v, W + 1) t I 4 4 = j ~(7) d7 j WV, Nt I 4 4% t I rl) du 
= j NV, Nt I u) du j” P(d N% t I 4 4 
= 
J 
p(u) h(v, Nt 1 u) du. 
(4.5) 
(4.6) 
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By induction, we get p(u) = sp(~) Jl(w, Nt 1 7) dq for all positive integers N. 
The method used in the previous claim yields p(w) = Q(S). 1 
Comment. In the definitions and proofs which follow, suprema are taken over 
one or more of u, v, w, 7 E V, but not over T. Restrictions are stated explicitly 
only when they are not obvious. c is positive and bounded. 
For each V, h(v, t J U) is continuous in u on the compact set V, so there exist 
CY, j? E V (dependent only on V, t, and c) such that 
h(v, T I cx) = iff h(v, T 1 u) and &, T I B) = S”,P h(v, T I u). (4.7) 
Define d(v, T) = SUP~,~ I h(v, T I 4 - A@, T I 41 = f@ T I B) - 4~ T I 4 
and 
d(T) = sup J h(v, T / u) - h(v, T 1 w)l = sup d(v, T). (4.8) 
Claim. For every c there exists d (dependent only on c) such that 
liw,, d(T) = d. 
Proof. From (3.2) and (4.7), we get 
which simplifies via (3.1) to 
+, T I 4 G +, T + t I 4 6 +J, T I B). (4.9 
The right- and left-hand sides are independent of u, so h(v, T + t / w) can also 
be wedged between them. It follows that 
I h(v, T + t I a) - h(a, T + t j w)l < h(er, T / p) - h(a, T ( a) = d(w, T). 
We take the suprema over both sides and use (4.8) to obtain 
d(T + 4 < d(T), (4.10) 
i.e., the collection (d(T)}=,,, is nonincreasing and is bounded below by zero. It 
follows (by an argument similar to that for bounded monotone sequences) 
that there exists d such that lim,, d(T) = d > 0. 1 
Claim. For every c, d = 0. 
Proof. Choose E > 0. For each 6 (0 < 6 < L(V)), choose a subinterval I of V 
such that 
CLEZ and L(Z) = s/2. (4.11) 
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It is clear from (4.7) and (3.2) that 
Using Lemma 3, choose t > 0 such that m(t) > 0. Then 
I+, T I t I u) < h(a, T I ,@ - im(t) [W, T I B) - h(a, T I 414. 
Since h(v, T : /?) - h(a, T 1 7) = d(v, T) - [h(a, T ~ 7) - h(c, T I cr)], this 
becomes 
h(a, T 2 t / u) 
< h(e!, T j j3) - m(t)L(I) d(v, T) + m(t) I [I+, T I 7) - h(a, T I a)] do. 
(4.12) 
We now use Lemma 2 to choose 6 (dependent only on c, t, and c) such that 
I h(o, T 7) - 4~ T I 41 < E whenever ( n - cy. 1 < 6 and T 3 t. From (4.1 l), 
; 71 - a ~ < 6/2 < 6 on I. Hence (4.9) and (4.12) yield 
h(o, T / LX) < h(a, T + t I u) < h(v, T / B) - m(t) ; d(v, T) + m(t) $ E. 
The right- and left-hand sides are independent of u, so h(v, T + t j w) can also 
be wedged between them. Thus 
I h(v, T + t I u) - h(v, T + t [ w)I < d(v, T) (1 - m(t) s/2) f cm(t) s/2. 
Taking the suprema over both sides and noting that 6, E, and m(t) are independent 
of u, ZI, w (and T), we obtain d(T + t) < d(T) (1 - m(t) S/2) + cm(t) S/2 which, 
in the limit as T -+ co, becomes d < d(1 - m(t) 6/2) + cm(t) S/2. This simpli- 
fies to d < E. Since d > 0 and E > 0 is arbitrary, we have shown that 
lim d(T) = d = 0. 
T-m 
(4.13) 
Claim. For each c, the Markov process H(c) is uniformly Cauchy, i.e., for 
every E > 0 there exists 7 > 0 such that for every t, T > T and every I(, v E V, 
1 h(v, T I u) - h(a, t j u)I < E. (4.14) 
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Proof. The result is obvious for T = t. Hence it suffices to consider the 
case T > t > 7. Then from (3.1) and (3.2), we have 
NW, T I 4 - WJ, t I 4 = /h(7, T - t I 4 [h(v t I 7) 
and hence 
W, T I 4 - &, t I 41 < j. &, T - t I 4 sup I &, t I 7) - Q4 t I 41 4 
which, from (4.8) and (3.1), becomes ( h(o, T 1 u) - h(v, t / u)I < d(t). Since 
t > 7, (4.10) yields d(t) < d(7). F or every E > 0 choose 7 > 0 from (4.13) such 
that d(7) < E. Equation (4.14) follows. 1 
Claim. For all c there exists h (dependent on c) satisfying (4.3) and (4.4). 
Proof. Since the collection {h(u, 7 / u)},,~ is uniformly Cauchy, it follows 
(by an argument similar to the one for uniformly Cauchy sequences of functions) 
that there exists f (v j U) which is the uniform limit (4.3). Furthermore, since 
d(t) = sup j h(v, t I U) - h(w, t ) w)I converges to zero for each choice of 
u, 2), w E V, lim,,, 1 h(w, t I u) - h(v, t 1 w)l = 0 and (4.4) follows from (4.3). 
I 
This completes the proof of Theorem 1. 
5. IMPLICATIONS AND APPLICATIONS OF THE STEADY-STATE THEOREM 
Successful applications of Kynch’s model use empirical determinations of 
solids flux vs solids concentration. Though neither flux nor particle velocity 
is a function of concentration alone, there may exist unique, time-independent, 
characteristic velocities and fluxes, each of which is always representative of all 
values at a given concentration. To be representative, these characteristic values 
must be expected values. To be consistent, characteristic flux must be the 
product of concentration and characteristic velocity. 
Clearly, characteristic values must involve the steady-state p.d.f. Three 
implications of Theorem 1 are important here. 
IMPLICATION Il. When the initial velocity p.d.f. is the steady-state p.d.f., 
so is the velocity p.d.f. at all subsequent times, i.e., the Markov process is 
stationary [28, pp. 11-121. 
IMPLICATION 12. Once convergence to within some E > 0 is accomplished, 
i.e., q(v) is a uniform c-approximation to p(w, t) and h(w, t 1 u), the Markov 
process is approximately stationary thereafter. This convergence is rapid if 
persistence is low. 
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IMPLICATION 13. 4 has finite moments of all orders. In particular, 
/L(C) = j wq(w, c) du. (5-l) 
Under steady-state conditions, the expected flux is 
E(F) = j cwq(w, c) de, = C/J(C). (5.2) 
Since these expected values of velocity and flux are mutually consistent and 
depend only on concentration, they are the required characteristic values. 
12 indicates that they may be good approximations even when they do not hold 
exactly. We consider this further in Section 7 and elsewhere [29]. 
In this paper, we do not attempt to justify Al for actual slurries since it is not 
clear that the set of velocities is compact. It is obviously bounded, but analytical 
approximations for h, p, and CJ may have domains which are not [30]. In simula- 
tions, it is convenient to truncate these where the contribution of the “tails” 
is negligible, yielding a compact set. Since p and h are uniformly continuous, 4 
can be approximated by a probability vector q and h by a matrix H. Appro- 
ximations such as the well-known computer generation of an approximately 
normal distribution [31] have domains which are compact. Furthermore, any H 
used in a simulation will certainly have a nonzero diagonal. Al and A2 ensure 
convergence to a steady state without greatly restricting the choice of functions. 
Experimentally, it is easier to obtain information about p than about h. It is 
useful for simulations to be able to calculate H compatible with known q. The 
problem is then to find H for which q is a fixed point, i.e., q = q . H. Note that 
XV, qi = 1, XY, hjj = 1 for j = 1, 2 ,..., n. 
THEOREM 2. If H and q satisfy qihii = qihii for i, j = 1, 2 ,..., n, then q 
is a $xed point of H. 
Proof. 
cl q&ii = f q&i = qj jJ hji = qj . 
i=l i=l 
This theorem can be used to define a trial matrix [24], as shown below. 
SPECIFICATION Sl. 
(i) hii =f(i,)), i <j, 
(ii) hij = hj,qj/qi , i > j, 
(iii) hji = 1 - xi+ hij . 
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The approach to steady state can be simulated by using periodic boundary 
conditions (top and bottom) as a substitute for an infinite column. Simulation 
of settling in a finite column is more complicated because the simulated particles 
may pass through regions of varying concentration. 
6. CONTINUITY OF THE MARKOV PROCESS 
The continuity of particle velocities requires that velocity transitions be small 
over short time increments, i.e., for small t the probability in h(=, t j u) should be 
concentrated near u. 
ASSUMPTION A3. hm,l, JtVulaa h(v, t J u) dl = 0 for all S > 0. 
THEOREM 3. When A3 holds, 
(i) as 7 $0, h( *, r ) u) becomes a Dirac delta function, 
(ii) each Markov process H(c), treated as a function of r, u, and v, is jointly 
continuous on (0, a) x V x V and the continuity is uniform on [t, 00) x V x V 
for all t > 0, 
(iii) the particle velocities are continuous in probability. 
Proof. (i) See [32, pp. 34-371. 
(ii) By the continuity of h(*, t 1 a) on V x V, we can choose d = 
d(e, r) > 0 such that for every u, u’, v, v’ E V, 
1 u - u’ 1 , 1 v - v’ 1 < A =s 1 h(v’, t/3 1 u’) - h(v, t/3 1 u)I 
< cl(4MW3) V))* 
Using A3, we choose S = S(u, E, t) with 0 < S < A such that 
O<e&-J ,n-u,>shh 7 I 4 d7 G l /(4W/3)W)). 
Consider u’, v’ E V and T’, T > t with ) u’ - u I , ) v’ - v 1 , 1 T’ 
Then 
1 h(o’, T’ 1 u’) - h(v, T I u)I 
- TI <a. 
(6.1) 
(6.2) 
< 1 h(v’, T’ I u’) - h(v’, T’ I u)l + I h(o’, T’ I u) - h(v, T’ I 4 
+ I h(w, T’ I u) - h(v T I 41 . 
(6.3) 
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We deal with these pieces separately. For the first, we obtain 
1 h(w’, T’ j u’) - &I’, T’ 1 u)j < c/4 
by following the proof of Lemma 2. Similarly, 
1 h(w’, T’ / u) - h(v, T’ 1 u)i < ~14. 
Let T- = min(T, T’) and T* = j T - T’ 1 . Then 
I NW, T’ I 4 - h(v, T I 41 
(6.4) 
(6.5) 
< .r ,n--u,<64~> T* I 4 IW T- I  - 4~ T-IdI 4
+ Ls WI, T* I u> IWA T- I 4 - WA T- I d/4. 
Since T- > t, we may bound / h(o, T- 1 u) - h(a, T- j y)l by e/4 (as above) 
when / 77 - u : < 6 and by M(t/3) when j 7 - u j > 6, SO that 
I h(w, T’ I u> - &A T I 4 
Applying (3.1) and (6.2), we get 
/ h(w, T’ / u) - h(w, T 1 u)! < c/2. 
Collecting terms from (6.4), (6.5), and (6.6), we simplify (6.3) to 
I I+‘, T’ / u’) - h(w, T / u)i < E, 
(6.6) 
(6.7) 
i.e., h(w, T j U) is jointly continuous on [t, co) x V x V. Since t > 0 is arbitrary, 
h(w, 7 j u) is jointly continuous on (0, co) X V X V. 
Let t > 0. Since [t/2,2t] X V X V is compact, h(w, 7 [ u) is uniformly 
continuous there. Let l > 0 and choose 6* = a*(<, t) with 0 < S* < d such 
that for U, II’, w, w’ E V and 7, T’ E [t/2,2t], we have 
! 7 - 7’ 1 , 1 U - U’ , / W - 0' : < S* 3 i h(W', 7’ 1 U’) - h(W, 7 j U)l < E/2. 
With T, T’ 2 t, we obtain (6.3), (6.4), and (6.5) exactly as before. Let 
T- = min(T, T’) and T* = j T - T’ / < 6*. Then 
1 h(w, T’ I u) - h(w, T 41 
(6.9) 
< h(~, T- - t/2 s 
u) 1 h(w, t/2 + T* I 7) - h(w, t/2 I ?)I dq < ~12 
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by (6.8) and (3.1). 0 rice again we obtain (6.7). Hence h(o, 7 [ u) is uniformly 
continuous on [t, co) X V X V for all t > 0. 
(iii) We must show that Pr(l X(t + T) - X(t)1 > 8) < c for every 
positive E and 6 when 1 7 / < d = A(E, 6, t). Using (4.1) and Lemma 1, 
we obtain 
P@, T) d J4vP) (6.10) 
for T > t/2 > 0. Choose E, 8, t > 0 and consider 
h(v, 7’ 1 24) dq < 6/2 for 0 < 7’ < 7 (6.11) 
For fixed E, 8 the collection {U(T)}+~ is monotone as 7 4 0 and A3 yields 
lim,, U(T) = V. The u(T)‘S are measurable, so we can choose d = L](E, 6, t) 
with A < t/2 such that the Lebesgue measure of V - u(T) is smaller than 
+?M(t/2) for all 7 < d. Choose / 7 1 < t/2 and Set t- = min(t, t + T) 2 t/2. 
By definition 
(6.12) 
We break the right-hand side into two pieces and evaluate them separately. 
s v-rr(,) P(U,t-1du J7,pu,>6 41,  7 IIu) 6G jvB,, ) Pkt-1 du <E/2. (6.13) 7 
The first inequality follows from (3.1) and the second from (6.10) and the 
Lebesgue measure of V - u(T) for 7 < d. For t = 0, we simply use the bound 
sup p(u, 0) in place of M(t/2). For the other piece, 
follows from the definition of U(T). Substitution of (6.13) and (6.14) into (6.12) 
yields the required result. 1 
The results of this section will be useful when we consider the passage of 
simulated particles through a concentration gradient. 
7. SEDIMENTATION IN REGIONS OF VARIABLE CONCENTRATION 
Small changes in the concentration of slurries effect only small changes in 
their behavior [15-171, so we assume that the Markov processes H(c) depend 
continuously on the parameter c, i.e., each Markov process is an equicontinuous 
family on V x V. We define h(o, t / u, 0) = lim,,, h(w, t j u, c). 
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ASSUMPTION A4. For every c E [0, r] and every positive E, there exists a 
positive 6, dependent only on c and E such that, for every u, v E V and every 
positive t, 
c‘ E [O, l-j, I c - c’ 1 < 6 3 / h(v, t 1 u, c) - h(v, t 1 u, c’)I < l . 
By Theorem 1, each Markov process converges to its steady-state p.d.f. 
q(c). Thus, we expect that these will also vary continuously with c. 
THEOREM 4. The steady-state p.d. f.‘s q(c) depend continuously on the para- 
meter c. The continuity is uniform. 
Comment. Since continuity on a compact set is uniform, it suffices to show 
that, for every c E [0, r] and every positive B, there exists a positive 6, dependent 
only on c and E, such that for every v E V 
I c - c’ I < 8 => 1 q(v, c) - q(v, c’)I < e. (7.1) 
Proof. For every U, v E V, every c, c’ E [0, P], and every positive t, 
I q(v, c) - q(v, c’>I < I q(v, c> - h(v, t I 11, c)I + I h(v, t I u, c) - h(v, t I u, c’)l 
+ I No, t I u, ~‘1 - q@, c’)I . (7.2) 
Choose E > 0. A4 lets us choose 6 > 0 such that 
c - c’ j < 6 3 / h(o, T I u, C) - h(v, 7 / U, c’)] < c/3. (7.3) 
Choose c’ so that I c - c’ I < 6. The uniform convergence in Theorem 1 lets 
us choose T (depending only on c) and T’ (depending only on c’) so that 
and 
T > T => I q(v, c) - h(o, T I u, c)l < c/3 (7.4) 
T > T’ G- ) q(v, c’) - h(v, 7 ( u, c’)I < c/3. (7.5) 
Choose t = max(T, T’). Then the substitution (with T = t) of (7.3), (7.4), and 
(7.5) into (7.2) yields (7.1). i 
COROLLARY. The mean p(c) and variance u”(c) of q(c), the steady-state of 
H(c), w,my continuously with c. The co&m&y is uniform. 
Proof. Let V = [a, b] and M = max(l a I , / b 1 , 1). From (5.1), 
I 144 - Al G M j I 6 4 - qh 41 4- (7.6) 
409/W2-5 
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The difference between variances is 
u”(c) - u2(c’) 
= j ?12d% 4 4 - [I 74h 4 &],I2 - f 724(7, 4 6 + [I w(7, 4 &I2 
= s 72w?, 4 -4h414 
+ [J- 7M%C’) - Qh 4 41 [J- rlM% 4 + 4h 4 41 * 
Hence 
Since M > 1 and j{q(~, c) + q(7, c’)) do = 2, (7.6) and (7.7) yield 
m4 ~(4 - PVI , I ~“(4 - ~2(411 G 3M2 j I q(r), 4 - drl, 41 4 (7.8) 
The uniform continuity in Theorem 4 lets us choose 8 > 0 (dependent only 
on E > 0) such that 
1 c - c’ I -=c 6=- I q(v, c) - q(q, c’)I < 43M2L(V)). (7.9) 
Substitution of (7.9) into (7.8) s h ows that p(c) and u2(c) are uniformly continuous 
functions of c. 1 
Small-scale fluctuations in solids concentration are an integral part of our 
theory; they induce velocity fluctuations which are approximated by Al. There 
are regions, small in comparison with the total volume, where the concentration 
is considerably higher than the mean. Since clusters of particles settle more 
rapidly than widely spaced ones [33,34], the velocities of particles in this region 
will probably exceed the mean. Similarly, a particle isolated in a region in 
which there is return flow may move downward very slowly [14] or even be 
carried upward [15]. The downward mobility of locally dense regions prevents 
the formation of large-scale density inversions. 
Large-scale variations require us to specify the meaning of c. Recognizing 
the exact equality of mean area and volume void fractions [35, p. 161, we begin 
by defining the local solids concentration to be the solids concentration at a 
plane, i.e., the cross-sectional area solids fraction. Every particle affects every 
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other, but those which are close have much more influence [3]. According to 
Kynch [36], the latter shield a particle from the effects of distant particles. 
Empirical support for Kynch’s theory [7] suggests that it is often sufficient to 
use the concentration in thin horizontal slices. The concentration and con- 
figuration in such a slice determine the nature of the return flow [371 there. This 
is important even in dilute slurries [21]. 
ASSUMPTION A5 The parameter c is defined by 
4% , t) = (* f (x - x0) C(x, t) dx, 
a 
where C is the local solids concentration and f is a nonnegative-valued, inte- 
grable function which is monotone increasing for a < x < x0 and monotone 
decreasing for x0 < x < b. 
In the limiting case of A5, f is replaced by 8(x - x0) and the sifting property 
of the Dirac delta function equates the parametric and local solids concentra- 
tions. Since Kynch [7] assumed dependence of velocity on “local” concentration 
and no variation in concentration in a horizontal plane, this definition of c 
(rather than the more genera1 A5) is equivalent to his. 
THEOREM 5. Provided that the local solids concentration in a region of a slurry 
remains suficiently constant, that region can be characterized (as a uniform appro- 
ximation) by a single Markov process. 
Proof. A5 shows that 
; c - C’ / < s* a / c - c’ j < 6. 
From A4, the parametric concentrations come from a compact interval. Hence, 
the continuity in c is uniform and the theorem follows immediately for any 
region of the slurry for which the local solids concentration varies in [C - S*, 
c+a*1. I 
COROLLARY. Under the stated conditions, p(v, r, c) is a uniform (in 7, v) 
+approximation to the p.d. f. of velocities in the region. 
Proof. The result follows directly from (4.1), Theorem 5, and (3.1). 1 
This theorem has profound consequences for mathematical modeling of 
sedimentation. The results in Sections 4 and 5 hold when c is precisely constant. 
Theorem 5 guarantees that all these results hold (as uniform approximations) 
in regions where c is only essentially constant. This is important because the 
use of a finite number of particles in a simulation yields fluctuating concentra- 
tions. 
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When a slurry containing a great many particles is uniform in the large, the 
concentration at a plane is stationary in the stochastic sense [35, pp. 11-13; 38, 
Table 21. Furthermore, the effect of fluctuations in the local solids concentration 
is moderated by adopting A5 as the definition of c. By Theorem 5, such slurries 
are uniformly approximated by a single Markov process. After sufficient time 
has elapsed, the steady state of this process is a uniform approximation to the 
p.d.f. of particle velocities anywhere in the slurry (I2 of Theorem 1). If particle 
velocities are highly damped, this time can be rather short. Furthermore, this 
characterization of the slurry is stable (11) and applies whenever c remains 
essentially constant. For some slurries, therefore, a single p.d.f. can describe the 
particle velocities. 
THEOREM 6 (FINITENESS THEOREM). Ewety slurry can be characterized (as a 
unajwm approximation) by jnitely many Markov processes. 
Proof. For uniform e-approximations, we choose N = N(c) a positive integer 
such that I’/N < 8, where S is defined in the proof of Theorem 5. When we set 
yt = iI’/N, i = 0, l,..., N, the concentration parameter c varies by less than 6 
on [yi-r , y,.]. From Theorem 5, the Markov process H(cJ with yi-r < cI < yi 
applies on [y+r , yi], i = 1,2 ,..., N, and thus these finitely many processes 
characterize the entire slurry. 1 
The instantaneous velocity of a settling particle is governed by the Markov 
process corresponding to the value of c for the region which currently contains 
the particle. Now finitely many Markov processes govern settling and the rele- 
vant process is the one for the concentration interval within which c falls. This 
provides a procedure for computer simulation of slurries which shows consider- 
able promise [24]. 
The q(v, c) model approximates the Markov model by its steady-state p.d.f.‘s 
and is appropriate when q(w, c) uniformly approximates p(w, t, c) for all but 
“small” t. When the concentration gradient is small, the particles remain under 
the influence of a single Markov process (Theorem 6) for a reasonable time 
interval. Hence H(c) is approximated by its steady state for at least the latter 
part of this time interval. By Theorem 4, the initial velocity distribution at any 
concentration is already close to its steady state. It follows that the convergence 
in (ii) and (iii) of Theorem 1 will be rapid and, by 12, such regions are “well 
behaved.” The smoothing effect of A5 enhances the value of this model. Where 
only the steady-state behavior of the Markov processes is important, finitely 
many p.d.f.‘s can characterize the particle velocities. 
When significant concentration changes are encountered before the Markov 
process can converge (e.g., at the interface and packed bed), it is their transient 
behavior that is relevant, and the steady-state model is inappropriate. Also, it 
may require several Markov processes to characterize particle motion in these 
cases. High persistance indicates a slow approach to the steady-state distribu- 
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tion. Thus, sharper gradients can be tolerated when persistence is low. 
Persistence is high in very dilute slurries. For example, if the initial configuration 
consisted entirely of close pairs of equal spheres, the slurry would take a very 
long time indeed to reach the steady-state p.d.f. Persistence should be low in 
concentrated slurries because each particle is considerably affected by the many 
others which are close. 
8. DISCUSSION 
The five assumptions in this paper are easily satisfied and well suited for 
computer simulations. Within the interrelated guidelines supplied by this paper, 
there is plenty of room for experimentation and adjustment. For actual slurries, 
those assumptions which do not hold exactly appear to be reasonable approxima- 
tions. Thus, it is not surprising that computer simulations accurately reflect the 
qualitative behavior of actual slurries [24]. 
The results of this paper, particularly the proof of Theorem 1, form the basis 
for a quasi-steady-state model for sedimentation [29]. This, in turn, provides a 
new perspective for Kynch’s flux theory [7] and offers guidance in the design 
and analysis of experiments [29]. 
For the future, two complementary approaches are possible. The results 
of computer simulations suggest that additional assumptions of a very general 
nature might be sufficient to prove further theorems concerning the qualitative 
behavior of settling slurries. Theoretical and/or experimental studies might 
provide reasonable estimates of probability densities and permit quantitative 
comparisons with experimental data. 
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