In the recent years, we have witnessed hyperbolic interest within the potential use of wireless sensor networks (WSNs) in an exceedingly wide selection of applications like area observation, healthcare observation, pollution observation, fire detection, landslide detection, natural disaster hindrance, machine health observation, etc., it is become a hot research space. To support high scalability and higher knowledge aggregation, sensor nodes are typically sorted into disjoint, non-overlapping subsets known as clusters. Clusters produce stratified WSNs that incorporate economical utilisation of restricted resources of sensor nodes and so extends network period. Specifically, we will examine the performance in terms of the ability and quality aspects of those schemes. We tend to conjointly discuss enhancements to be created for future planned cluster schemes. Finally, we tend to summarise and conclude the paper with some future directions.
Introduction
With the continuing advances in electronics and communication, wireless sensor networks (WSNs) have played a significant role in our daily lives. Humans have relied on wired sensors for years, for straightforward tasks like temperature watching to complicated tasks like watching life-signs in hospital patients. Wireless detector Networks give unforeseen applications during this new field of devise (Zeng et al., 2013) . From military applications like battlefield mapping and target observation, to making context aware homes (Takaishi et al., 2014) , wherever sensors monitor safety and supply machine-driven services tailored to the individual user; the amount of applications square measure endless. Patients care watching is associate in nursing example of one such application (Poornima and Amberker, 2011; Hsu and Yen, 2011; Jiang et al., 2011) , but this new technology poses several design goals, that up till recently, have not been thought-about possible for these applications. A sensor network is a set of nodes in which a battery, a sensing and a wireless communication device are embedded which is shown in Figure 1 . Sensor networks are a special case of ad-hoc networks with objects generally densely deployed either very close or inside a studied phenomenon. Sensor nodes are deployed over hostile or remote environments to monitor a target area. Therefore, their unrepeatable batteries imply energy to be the most important system resource. These objects are expected to work and collaborate as long as possible in order to send their collected data to one or more sink stations (Alippi et al., 2011) . These sinks, also called monitoring stations, are considered to have unlimited battery and aim to collect information from sensor nodes in multi-hop manner.
The lifetime of the network is the time during which the surface coverage is maintained. A point of the target surface is said to be covered if it is in the sensing range of an active sensor which can report to a sink. It means that the sensor network can accomplish its surveillance task while the set of connected components contain monitoring stations covers the target area (Konstantopoulos et al., 2012) . To extend the network lifespan, some nodes are placed into sleeping mode to save their energy. The issue consists in these nodes deciding themselves whether to turn off or not so that the whole area remains to be covered and the subset of active nodes could be connected. Due to their economic and computational feasibility, a network of hundreds and thousands of sensors has the potential for numerous applications in both military and civil applications such as combat field surveillance, security and disaster management. These sensing devices are capable to monitor a wide variety of ambient conditions such as: temperature, pressure, motion, etc. The sheer number of these devices and their ad-hoc deployment in the area of interest brings numerous challenges in networking and management of these systems (Lu et al., 2014) . Sensors are typically disposable and expected to last until their energy drains. Therefore, energy is a very scarce resource for such sensor systems and has to be managed wisely in order to extend the life of the sensors for the duration of a particular mission.
The clustering phenomenon as we can see, plays an important role in not just organisation of the network, but can dramatically affect network performance. There are several key limitations in WSNs, that clustering schemes must consider.
• Limited energy: unlike wired designs, wireless sensor nodes are 'off-grid', meaning that they have limited energy storage and the efficient use of this energy will be vital in determining the range of suitable applications for these networks. The limited energy in sensor nodes must be considered as proper clustering can reduce the overall energy usage in a network.
• Network lifetime: the energy limitation on nodes results in a limited network lifetime for nodes in a network. Proper clustering should attempt to reduce the energy usage, and hereby increase network lifetime.
• Limited abilities: the small physical size and small amount of stored energy in a sensor node limits many of the abilities of nodes in terms of processing and communication abilities. A good clustering algorithm should make use of shared resources within an organisational structure, while taking into account the limitation on individual node abilities (AbdelSalam and Olariu, 2012) .
• Application dependency: often a given application will heavily rely on cluster organisation. When designing a clustering algorithm, application robustness must be considered as a good clustering algorithm should be able to adapt to a variety of application requirements.
The rest of this paper is organised in the following manner: Section 2 will introduce the clustering. Section 3 will provide a classification of clustering algorithms while Section 4 will draw comparisons of the different grid-based clustering algorithms. Section 5 discusses various heuristic algorithms and Section 6 talk about a variety of hierarchical-based clustering algorithm. Section 7 elaborates different miscellaneous clustering algorithms. We will conclude this paper with Section 8, in which we will examine some future research problems and draw conclusions on the current state of sensor network clustering.
Motivation
WSNs present vast challenges in terms of implementation. Design goals targeted in traditional networking provide little more than a basis for the design in WSNs (Ammari, 2012; Konstantopoulos et al., 2012; AbdelSalam and Olariu, 2012) . Clustering algorithms play a vital role in achieving the targeted design goals for a given implementation. There are several key attributes that designers must carefully consider such as cost of clustering, selection of cluster heads (CHs) and clusters, real-time operation, synchronisation, data aggregation, repair mechanisms, quality of service (QoS) are particular importance in WSNs which motivate us to do this survey on the various clustering algorithms.
Clustering
In recent years, researchers have proved that clustering is an efficient scheme in increasing network lifetime and scalability of WSNs (Cheng et al., 2013) . In clustering schemes, there are two types of nodes in one cluster, one CH and several cluster members. Cluster members collect data from the environment periodically and send the data to the CHs. CHs serve as fusion point for data aggregation, so that the actual data transmitted to the base station (BS) is reduced. Clustered WSNs could also be classified as single-hop and multi-hop. In a single-hop clustered WSN, the sensor nodes communicate directly with the CH using a single-hop communication (Hoang et al., 2014) .
In a multi-hop WSN, the CHs use multi-hopping to reach the BS. However, multi-hop communication is often required, when the communication range of the sensor nodes are limited or the monitoring area is very large (Abo-Zahhad et al., 2015) . For direct communication, the CHs furthest away from the BS are the most critical nodes, whereas in multi-hop communication, the CHs closest to the BS are burdened with a heavy relay traffic load and die first. Therefore clustering and multi-hop communication are the most efficient routing schemes in WSNs to balance the relay traffic over the network and effectively overcome the path loss effects (Maddali, 2015) . Figure 2 shows that decentralised data source architecture eliminates the single-point of failure. This allows nodes to enter and leave the network frequently. Hence, a peer-to-peer network acts as a dynamic architecture. Moreover, decentralised networks have security issues since each node is responsible for controlling their data and resources. Hence, unauthenticated node within the cluster may send data that turns out to be a virus. This paper presents a combination of peer-to-peer and WSN networks to ease the development of models that rely on WSN functionality. As a result, we propose a network of, say, sensors, or peer-to-peer nodes, which allow integrating widely, distributed sensor nodes and other computing devices. The pros of Clustering are that it enables bandwidth reuse thus can improve the system capacity . Due to the fact that within a cluster, all the normal nodes send their data to the CHs so energy saving is achieved by absence of flooding, multiple routes, or routing loops. Due to the fact that clustering enables efficient resource allocation and thus help in better designing of power control and other advantage is due to the fact that any changes of nodes behaviour within a cluster affect only that cluster but not the entire network, which will therefore be robust to these changes. There are also several cons of existing clustering schemes in WSNs like in the selection of the CHs, some algorithm selects CHs only according to the ID number or residual energy of the sensor nodes. All the data in sensor network are sent to the BS, the traffic near the BS is higher. The sensor nodes in these areas will therefore run out energy earlier. The BS will then be isolated and as a result, the residual energy stored in the other sensor nodes will be wasted. Another disadvantage is the energy is wasted by flooding in route discovery and duplicated transmission of data by multiple routes from the source to the destination. Figure 3 shows the classification of the clustering algorithms.
Grid-based

Alcaraz et al. (2011)
Supervisory control and data acquisition (SCADA) systems are very dependent on advanced technologies and on traditional security mechanisms for protecting the system against anomalous events. Security mechanisms are not enough to be used in critical systems, since they can only detect anomalous events occurring at a certain moment in time. For this reason it becomes of paramount importance the usage of intelligent systems with capability for preventing anomalous situations and reacting against them on time. This type of systems is, for example, early warning system (EWS). In this EWS based WSNs and reputation for controlling network behaviour. The WSN are organised into clusters where a CH is designated. This CH will contain a reputation manager module. The usability of this approach is also analysed considering a smart grid scenario.
Bhatti et al. (2012)
This probabilistic model of target-tracking WSNs will help to analyse the phases of FTTT protocol on a limited scale with finite utilisation of time. There are three main contributions of this study; first consideration of synchronised events between the modules, second, random placement of sensor nodes is taken into account in addition to grid-based sensor node arrangement, third one is the reduction in state space size through symmetry reduction technique, which also facilitates to analyse a larger size network. Symmetry reduction on probabilistic symbolic model (PRISM) checker models is performed by PRISM-symm and the generic representatives in PRISM (GRIP) tool. Modelling of FTTT protocol is proved better with the usage of PRISM-symm after comparing the results of PRISM model, PRISM-symm and GRIP.
Ammari (2012)
This method describe cover-sense-inform (CSI) framework for k-covered WSNs, where each point in a sensor field is covered by at least k active sensors. In CSI, k-coverage, sensor scheduling, and data forwarding are jointly considered. Based on connected k-coverage, the first design of geographic forwarding protocols for duty cycled k-covered WSNs with and without data aggregation. When they evaluate the performance of joint k-coverage and geographic forwarding protocols and compare them to CCP, a k-coverage configuration protocol, with a geographic forwarding protocol on top of it, such as BVGF, which we have slightly updated in such a way that it considers energy for a fair comparison.
Shanmukhi and Ramanaiah (2015)
By extending the basic comb-needle discovery support model by including cluster-based data aggregation mechanism, which helps minimise the communication cost. Cluster-based approach, groups the sensor nodes in the sensor network. Each node of a group will send information to its CH, which then aggregates and forwards the information to the BS (sink). When compare the performance of proposed cluster-based comb-needle model with the basic comb-needle model using the parameters, namely, energy consumption and communication cost. The cluster-based comb-needle model for data aggregation helps a sensor network in conserving its energy, and thereby extending its lifetime.
Lin et al. (2015a)
A clustering protocol called fan-shaped clustering (FSC) to partition a large-scale network into fan-shaped clusters. Based on this clustering scheme, different energy saving methods is proposed, such as efficient CH and relay selection, locality of re-clustering, simple but robust routing and hotspot solution. Performance of this FSC can efficiently save energy, which is much better than hybrid, energy-efficient, and distributed clustering in terms of both energy saving and packet collection rate.
Heuristic-based
A heuristic algorithm is an algorithm that usually solving a problem(s). One or both of the finding an algorithm with reasonable run-time (time needed to set up clusters is affordable) and/or with finding the optimal solution. This means that a heuristic algorithm leads to reasonable performance and is not based on particular metrics.
There are many different types of heuristic algorithms that exist in choosing CHs. These algorithms deal only with a subset of parameters which impose constraints on the system. From this point of view, each one of these algorithms is only suitable for a specific application, rather than any arbitrary wireless mobile network.
Lin and Üster (2014)
This method considers a mixed-integer linear programming (MILP) model, to optimally determine the sink and CH locations as well as the data flow in the network. This is effectively utilises both the position and the energy-level aspects of the sensors while selecting the CHs and avoids the highest-energy sensors or the sensors that are well-positioned sensors with respect to sinks being selected as CHs repeatedly in successive periods. For the solution of the MILP model, effective benders decomposition (BD) approach that incorporates an upper bound heuristic algorithm, strengthened cuts, and an optimal framework for accelerated convergence. This demonstrates the efficiency of the BD approach and the heuristic in terms of solution quality and time.
Ganesh and Amutha (2013)
Efficient and secure routing protocol for WSNs through SNR-based dynamic clustering (ESRPSDC) mechanisms can partition the nodes into clusters and select the CH among the nodes based on the energy, and non-CH nodes join with a specific CH based on the SNR values. Error recovery has been implemented during the inter-cluster routing in order to avoid end-to-end error recovery. Security has been achieved by isolating the malicious nodes using sink-based routing pattern analysis. Hybrid ESRP significantly improves the energy efficiency and packet reception rate as compared with the SNR unaware routing algorithms.
He et al. (2014)
This method aims to achieve barrier coverage in the sensor scarcity scenario by dynamic sensor patrolling. A periodic monitoring scheduling (PMS) algorithm in which each point along the barrier line is monitored periodically by mobile sensors. Based on the insight from PMS, a coordinated sensor patrolling (CSP) algorithm to further improve the barrier coverage, where each sensor's current movement strategy is derived from the information of intruder arrivals in the past. By jointly exploiting sensor mobility and intruder arrival information, CSP is able to significantly enhance barrier coverage. This proves that total distance that sensors move during each time slot in CSP is the minimum. Considering the decentralised nature of mobile sensor networks, this introduces two distributed versions of CSP: S-DCSP and G-DCSP. In this scenario where sensors are moving on two barriers so they propose two heuristic algorithms to guide the movement of sensors.
Sahoo and Liao (2015)
This algorithm considers a limited mobility of the nodes and can select the mobile nodes based on their degree of coverage overlapping. In order to repair coverage holes of the network, nodes with higher degree of density are moved to maintain uniform network density without increasing the coverage degree of the neighbours of a mobile node. This shows that the energy consumption due to mobility of nodes is least as compared to other similar protocols of the WSNs and also substantial amount of coverage overlapping can be minimised and percentage of coverage of the holes can be maximised.
Hoang et al. (2014)
This method enables practical development of centralised cluster-based protocols supported by optimisation methods for the WSNs. Based on this framework, a protocol using harmony search algorithm (HSA), a music-based meta-heuristic optimisation method, is designed and implemented in real time for the WSNs. It is expected to minimise the intra-cluster distances between the cluster members and their CHs and optimise the energy distribution of the WSNs. The HSA cluster-based protocol is deployed in an indoor environment to monitor the ambient temperature for fire detection. HSA can be realised in centralised cluster-based WSNs for safety and surveillance applications in building environments. It can be seen that the WSNs lifetime has been extended using the proposed HSA protocol.
6 Hierarchical-based 6.1 Bao et al. (2012) Propose a highly scalable cluster-based hierarchical trust management protocol for WSNs to effectively deal with selfish or malicious nodes. Which derives the multidimensional trust attributes from communication and social networks to evaluate the overall trust of a sensor node. This heterogeneous WSN comprise of a large number of sensor nodes with vastly different social and QoS behaviours with the objective to yield 'ground truth' node status. This shows in trust-based geographic routing approach, the ideal performance level achievable by flooding-based routing in message delivery ratio and message delay without incurring substantial message overhead. For trust-based intrusion detection, there exists an optimal trust threshold for minimising false positives and false negatives.
Wu et al. (2015)
A dynamic gradient aware hierarchical packet forwarding mechanism is designed according to the relative positions of nodes, gradient aware clusters are established. Consequently, considering the energy conversion efficiency and relative distance, CHs are selected reasonably. Furthermore, by exploiting the available energy and the number of cluster members, packets can be forwarded to the sink in an energy-efficient manner. This approach claims that there are noticeably improvements in the network lifetime.
Liu (2015)
Designing an effective hierarchical-based clustering technique for WSNs based on different topologies still needed to design cross layer routing protocols in WSNs. For example, physical layer and MAC layer can realise transmission range adjustment and communication collision avoidance, which can facilitate routing designing in network layer. It is a tendency to adopt multiple sinks and mobile sinks in WSNs, for the sake of energy efficiency increase, energy hole avoidance, and network lifetime extension. However, this easily results in great information flooding by multiple sinks and mobile sinks. Further research should be done to minimise the control overhead. Every type of topology has specific advantages and drawbacks, and how to aggregate different types of topologies and merge their advantages is still a challenge.
Arjmandi and Lahouti (2011)
Distributed source coding (DSC)-based rate allocation structure, which takes into account the CH in data gathering node (DGN) memory and computational constraints. Specifically, this is accomplished, respectively, by limiting the number of nodes whose data may be stored at the CH and exploited during decoding, and the number of nodes that can be jointly (de)compressed using DSC. Optimal dynamic programming solutions based on a trellis structure are incurring substantially smaller computational complexity in comparison to an exhaustive search. Also, a suboptimal yet high performance solution is presented whose complexity grows in polynomial order with the number of network nodes. This claims that even with limited complexity, allow for exploiting most of the available dependency and hence the achievable compression gain.
Cheng et al. (2011)
The high-energy first (HEF) clustering algorithm is an optimal clustering policy under certain ideal conditions. To address network lifetime predictability in practice, the network lifetime bounds and feasibility test for the HEF are developed via the worst-case energy consumption analysis. This claims that clustering sensors into groups is a popular strategy to maximise the network lifetime, but none of the clustering algorithms address the predictability issue for time critical WSNs. The network simulator 2 (NS2) is used to verify the proposed network lifetime predictability model; the derived bounds of the predictability provide accurate estimations of the system lifetime. (Hu et al., 2015) Appropriate CH election is one such issue, which can reduce the energy consumption dramatically. Low energy adaptive clustering hierarchy (LEACH) is the most famous hierarchical routing protocol, where the CH is elected in rotation basis based on a probabilistic threshold value and only CHs are allowed to send the information to the BS. But in this approach, a super-CH (SCH) is elected among the CHs who can only send the information to the mobile BS by choosing suitable fuzzy descriptors, such as remaining battery power, mobility of BS, and centrality of the clusters fuzzy inference engine, i.e., Mamdani's rule is used to elect the chance to be the SCH. This performs better than the LEACH protocol in terms of the first node dies half node alive, better stability, and better lifetime. (Zhu et al., 2015) Tree-cluster-based data-gathering algorithm (TCBDGA) for WSNs with a mobile sink is a weight-based tree-construction method is introduced. The root nodes of the constructed trees are denied as rendezvous points (RPs). Additionally, some special nodes called sub rendezvous points (SRPs) are selected according to their traffic load and hops to root nodes. RPs and SRPs are viewed as stop points of the mobile sink for data collection, and can be reselected after a certain period. TCBDGA can significantly balance the load of the whole network, reduce the energy consumption, alleviate the hotspot problem, and prolong the network lifetime. (Zhao et al., 2015) Treelet-based clustered compressive data aggregation (T-CCDA), treelet transform is adopted as a sparsification tool to mine sparsity from signals for compressive sensing (CS) recovery. This approach not only enhances the performance of CS recovery but reveals localised correlation structures among sensor nodes as well. Then, this is also facilitating energy saving by taking advantage of the correlation structures, thus giving a T-CCDA scheme. This improves the WSN's in terms of communication overhead per reconstruction error for adopted data sets. (Gupta et al., 2015) Energy-efficient homogeneous clustering that periodically selects the CHs according to a hybrid of their residual energy and a secondary parameter, such as the utility of the sensor to its neighbours. In this way, the selected CHs have equal number of neighbours and residual energy. A route optimisation technique in clustered WSNs among obstacles using Dijkstra's shortest path algorithm which is reduces the average hop count, packet delay and energy-consumption of WSNs. (Ishaq et al., 2015) This method incorporates two special nodes called CH and inspector node (IN) that work in a specific way, and adopts the reputation scheme to restrain selfishness of nodes in the whole cluster. The IN overhears CH's transmission in order to prevent the selfishness attack, while CH randomly checks IN to ascertain its status. A reputation scheme can further improve the security of clusters. This is not only provides security against the selfishness attack (passive attack) but also controls the black hole attack (active attack), thus providing more consistent clusters for cluster-based wireless sensor networks (CBWSNs) sustainability. This approach is also effective on packet drop control and improve throughput.
Miscellaneous
Fuzzy-based
Tree-based
Treelet-based
Geographic
Selfish nodes
RejinaParvin and Vasanthanayaki (2015)
Particle swarm optimisation (PSO)-based effective clustering in WSNs is compared with optimised energy efficient routing protocol (OEERP), during cluster formation some of the nodes are left out without being a member of any of the cluster which results in residual node formation. Such residual or individual nodes forward the sensed data either directly to the BS or by finding the next best hop by sending many control messages hence reduces the network lifetime. The enhanced-OEERP (E-OEERP) reduces/eliminates such individual node formation and improves the overall network lifetime when compared with the existing protocols. It can be achieved by applying the concepts of PSO and gravitational search algorithm (GSA) for cluster formation and routing, respectively. For each CH, a supportive node called cluster assistant node is elected to reduce the overhead of the CH. With the help of PSO, clustering is performed until all the nodes become a member of any of the cluster. This eliminates the individual node formation which results in comparatively better network lifetime.
Discussion
QoS and prolong network lifetime
QoS metrics such as delay, data loss tolerance, and network lifetime expose reliability issues when designing recovery mechanisms for clustering schemes. These important characteristics are often opposed, as one often has a negative impact on the other. Our survey shows that heuristic-based clustering algorithm performs better when compare to other type of clustering algorithms but anyway this also suffers from the various concern like sink selection, network coverage, complexity of cluster can occurs at different level and error recovery.
Energy efficiency and CH selection process
We surveyed energy efficient clustering protocols based on CH selection techniques; we observe that most of the clustering approach leads to variable cluster count and variable cluster size. In this type of clustering approaches, network hole is created. In the grid-based clustering approach, cluster count and cluster size are preeminent but it requires more number of message transmissions for CH selection, which is very energy consumable. On other hand, the hierarchical model provides the better communication and optimum sink selection but it is also undergo with the problems like not capable for a large networks, require global information of nodes which is not possible all the time, suffer from overhead so that each iteration huge number of packets are broadcasts.
Conclusions
In this paper, we have surveyed the state-of-art of different clustering algorithms in WSNs and there are still many challenges that need to in more optimised algorithms to handle the major issues like reducing energy consumption, prolong network lifetime, Form set of clusters from a set of nodes, Cluster the whole network with the selected CH, Rotate CHs for energy distribution, CH selection and cluster formation and intra and inter cluster communication. We made the contributions towards improving the QoS, prolong network lifetime, energy efficiency and CH selection.
In future direction this work can be extended towards to satisfy all these major concern by using the hybrid framework which has to adapt the dynamic scenario of the WSN. By combining the fuzzy logic and particle swarm optimisation can perform better when compare to other methods.
