Introduction
The problem whether the set of all equations that are satisfiable in some free semigroup -or, equivalently, in an algebra of words with concatenation -is recursive (usually called the satisfiability problem for semigroup equations) was first formulated by A.A. Markov in early sixties (see [3] ). Special cases of the problem were solved affirmatively by A.A. Markov (see [3] ), Yu.I. Khmelevskiȋ [8] , [7] , G. Plotkin, [14] and A. Lentin [11] . The full positive solution, was given by G.S. Makanin in a paper [12] , which is long and very technical.
Makanin's decision procedure for equational satisfiability in semigroups has received a lot of attention in the literature. Undoubtedly, this is because the notion of an algebra of words (or strings) with the operation of concatenation -is of fundamental importance in computer science: many algorithms and data structures refer to words. Thus, several improvements of Makanin's algorithm have been given by H. Abdulrab, J.-P. Pecuchet, K. Schulz, A. Kościelski and L. Pacholski (see [2] , [13] , [15] , [9] , and [10] ), and attempts have even been made to implement the algorithm (see [1] ). Moreover, related unification problems have been studied. In particular, J. Jaffar, in [6] , basing on the Makanin's decision procedure, described an algorithm which, when an equation has a solution, generates all its solutions and halts if the set of solutions is finite.
An important fact used in the Makanin's algorithm and in the unification algorithms based on it, is that the periodicity exponent of a minimal solution of a word equation can be bounded by a recursive function of the length of the equation. In fact, V.K.Bulitko, in [4] , proved that if d is the length of an equation, then the index of periodicity of its minimal solution (see below) does not exceed (6d) 2 2d 4 + 2. Kościelski and Pacholski ( [9] , [10] ) forced this bound down to 2 1.07d . They also prove a lower bound of 2 0.29d for the exponent of periodicity of minimal solutions of a word equation of length d.
Although the bound on the exponent of periodicity given by Kościelski and Pacholski gave an overexponential improvement of the algorithm its complexity is still so high that it prohibits any applications in practice. Moreover, Kościelski and Pacholski [10] proved that the problem of the solvability of word equations is N P-hard, even if a linear bound is put on the length of possible solutions. Thus, for a given constant c > 2 the problem of the existence of a solution of length cd for an equation of length d is N P-complete. This implies, that there does not exist any fast algorithm, which decides solvability of all word equations and suggests that good algorithms can be found only for restricted classes of equations. This paper contains the first report on our research project with the aim to describe classes of word equations for which fast algorithms, deciding solvability or giving actual solutions, exist. In this paper by "fast" we mean "deterministic polynomial time". Of course for many actual applications it would be better to consider more restricted classes like linear time or DTIME(nlog(n)). This problem will be considered in subsequent papers.
We consider equations which have at most two distinct variables. For such equations we give a deterministic polynomial time algorithm deciding their solvability. Our technique and algorithm is based on the notion of an "equation in exponent" which has been introduced by Yu.I. Khmelevskiȋ [7] .
Preliminaria
The set of nonnegative integers is denoted by IN . For a finite set , * is the set of words over (the free semigroup generated by ), + is the set of nonempty words over , and c is the set of words of length c over . ε denotes is the empty word, and |W | denotes the length of a word W . Let = {a 1 , . . . , a n } and = {x, y} be two disjoint alphabets, called respectively the alphabet of coefficients and the alphabet of variables. A word equation E over ( , ) is a pair of words ( Notice that every equation with one variable is equivalent to one in the form 
Definition 2.4 An exponential equation is an expression of the form P
0 [S λ i i P i ] n i=1 = Q 0 [T µ j j Q j ] m j=1 , where λ i , µ j are integer variables, P i , Q j ∈ * , S i , T j ∈ + . A
solution of such an equation assigns integer values to variables in such a way, that both sides of the equation become graphically identical.

Lemma 2.5 (Proposition 2.4 in [8]) If an exponential equation
P 0 [S λ i P i ] n i=1 = Q 0 [S µ j Q j ] m j=1 with two variables, (i.e. λ i , µ j ∈ {λ, µ}) is solvable, then it has a solution such that λ ≤ 4h 2 H or µ ≤ 4h 2 H , where h = max{n, m, 8}, and H = max{|S|,|P i |,|Q j |} |S| Lemma 2.6 (Proposition 2.7 in [8]) If an exponential equation P 0 [S λ P i ] n i=1 = Q 0 [S λ Q j ][(S σ C) λ i S σ A i ] n i=1 = [(S σ C) µ j S σ B j ] m j=1 with variables λ i , µ j , σ has a solution such that λ i , µ j ≥ 3, then it has a solution such that λ i , µ j ≥ 3 and σ |S| + |C| ≤ max i, j {|A i |, |B j |} + 2|SC|.
Corollary 2.8 If an exponential equation P
, where λ i , µ j ∈ {λ, µ} are integer variables, is solvable, then it has a solution such that λ ≤ 4d
Proof. It is an easy consequence of Lemma 2.5 and Lemma 2.6.
Definition 2.9 A directed equation is an expression of the form x
, and B j ∈ * for j ≤ b, where b is an
be a directed equation with two variables x, y. For integers t, k and a word B such that 0 ≤ t, 0 ≤ k < b, and B < B k+1 , we put
) is a solution of (2) then exactly one of the two conditions below holds:
and a prefix B of B k+1 we have
and v(y) is a solution of the equation
obtained by applying σ 1 to (2).
For some integers k, t such that
0 ≤ k < b, 0 ≤ k and a word X we have v(x) = ([v(y)B j ] b j=1 ) t [v(y)B j ] k j=1 X(5)
and (X , v(y)) is a solution of the equation
obtained by applying σ 2 to (2). 
Moreover, for any solution v(y) of (4) the pair (v(x), v(y)), where v(x) is defined by (3) is a solution of (2). Finaly, for any solution (X , v(y)) of (6), the pair (v(x), v(y)), where v(x) is defined by (5) is a solution of (2).
1 2 = 1 2 ⇐⇒ ∃R ∈ c ( 1 = 1 R & R 2 = 2 )
Lemma 2.12 (Proposition 5.10 in [8]) The directed equation x Ay → y Bx is solvable if and only if there exist words P, S ∈ *
, Q ∈ + such that A = P Q S, B = S Q P.
Definition 2.13 For an equation
x Ay → y Bx
and a substitution σ such that σ (x) = (x Ay B) t x, σ (y) = x Ay. equations x Ayσ ( ) → y Bxσ ( ) and x Ayσ ( ) ← y Bxσ ( ) are called t-images of (7) .
We say that equation (7) 
has the property α if it is equivalent to an equation of the form x Ay Pξ
Lemma 2.14 (Proposition 7.4 in [8] ) If A = B, then either equation (7) is equivalent to the equation x Ay → y Bx, or each t-image of (7) has the property α. A proof of this lemma is given in [5] following the idea of the proof of the main theorem of Chapter 3 in [9] . Step 1.1 For each suffix Z of A and prefixes Step 1.2 For each λ, µ such that either (λ < 3, µ ≤ 4d 
Case 2 A = B
Step 2.1 substitute y for x and solve the equation with one variable obtained by the substitution
Step 2.2 solve two systems of equations (x Ay → y Bx, = ) and (x Ay ← y Bx, = )
Step 2.2.1 input: a system x Ay → y Bx, = of equations output: at most one system of equations of the form x Ay → y Bx, Pξ = η (ξ, η ∈ ). Step 2.2.2 input: system of equations x Ay → y Bx, Pξ = η with |Pξ η | = d For each t ≤ 4d 5 and P 1 < P substitute yx for x, and then P t P 1 for y in the equation x Ay Pξ → y Bxη and solve equation with one variable obtained by this substitution. 
Correctness of the algorithm
If λ < 3 then (treating λ and σ as fixed) by proposition 2.7 of [8] we have µ ≤ 4d 2 , and similarly for µ < 3. If λ, µ ≥ 3 then by proposition 2.8 of [8] we have σ ≤ 6M and by substituting (S σ S 1 A) λ S σ S 1 for x, and (S σ S 1 A) µ S σ S 1 for y we get an exponential equation of length less then 12d 3 which can be solved using lemma 2.8. we have ¬τ (v, M) , proposition 1.16 of [8] gives us n = m, A i = B i for i ≤ n. Case 2. Steps 2.1 and 2.2 correspond to the three possibilities: either |x| = |y| (step 2.1), or |x| < |y|, or |x| > |y| (step 2.2).
Step 1.3 corresponds to the case ¬τ (v, M). After substituting (v A)
Step 2.2.1. Proof of correctness of this step can be found in the proof of propositions 7.4 and 5.10 of [8] .
Step 2.2.2. From the definition of directed equation it follows that any solution of the system x Ay → y Bx, Pξ = η is such that x = yx for some nonempty word x . After substitution yx for x the equation Pξ = η gets the form P y = y and the thesis follows from lemma 2.17.
Reduction to basic equations
Now we consider an arbitrary equation of length d with two distinct variables. Reducing the same symbols in the beginning of both sides of the equation we can assume the equation has the form Pξ = η , where P ∈ * , ξ, η ∈ = {x, y}, and , ∈ ( ∪ ) *
The algorithm
Step 1 Case 1.1 ξ = η, and the equation has the form P x = x . For each t ≤ 4d 5 and each P 1 < P substitute P t P 1 for x and solve the equation with one variable obtained by this substitution. Case 1.2 ξ = η, and the equation has the form P x = y ,
Step 1.2.1 For each P 1 < P substitute P 1 for y and solve the equation with one variable obtained by this substitution.
Step 1.2.2 Substitute P y for y and solve the equation x = y obtained by this substitution.
Step 2 input: an equation x = y output: two equations of the form x → y
Step 2.1 Substitute y for x and solve the equation with one variable obtained by this substitution. Step 3.1
y B k+1 for x and solve the equation with one variable obtained by this substitution. Step 3.4 For each A 1 < A substitute A 1 for y and solve the equation with one variable obtained by this substitution.
Step 3.2 For each
Step 3.5 Substitute Ay for y and get x Ay = y B 1 x
Step 4 Proof. We will prove this theorem separately for each step of the algorithm.
Step 1. In the case 1.1 thesis of the theorem follows from lemma 2.17. In the case 1.2 there are two possibilities: either |y| ≤ |P| (this is step 1.2.1) or |y| > |P| (this is step 1.2.2).
Step 2. It follows from the fact that there are three possibilities: either |x| = |y| or |x| < |y| or |x| > |y|.
Step 3. Steps 3.1 and 3.2 follow from proposition 3.1 of [8] .
Step 3.3 follows from definition of a directed equation. The next two steps (3.4, 3.5) correspond to cases |y| ≤ |A| and |y| > |A|.
Step 4 
where ← − P is the reverse of the word P, i.e. the word P read from right to left. After reducing this equation
Step 4.2 follows from proposition 5.10 of [8] .
Theorem 4.2 The algorithm presented above works in polynomial time.
Proof. This follows from the fact that in each step we create polynomial number of equations of polynomial length and from lemmas 2.3 and 2.8. Remark. For the simplicity of the algorithm we did not take care of its complexity. In fact the complexity of the algorithm we have presented is of order O(d
100
), what suggests that this algorithm is not of practical value. However, this complexity can be improved -namely in most places the number d can be replaced by a much smaller number called by Khmelevskiȋ the characteristics of an equation (see [8] for details).
An example
As an aplication of the algorithms given in sections 3 and 4, we shall solve the following problem.
Problem. Find all integers k, l such that the equation
with coefficients = {a, b}, and variables = {x, y} is solvable. Describe the set of all solutions.
Without any loss of generality we can assume that k ≤ l, since otherwise we can consider the equivalent equation (by)
, obtained by reversing the order in (8) . Therefore, it suffices to consider only solutions v, for which |v(x)| ≥ |v(y)|. First, we shall follow the algorithm described in Section 4.
Reduction of the example to basic equations
Step 1 The equation has the form described by Case 1.2, so we follow instructions described in Step 1.2.1 and Step 1.2.2.
Step 1.2.1 We substitute a for y and get the equation Step 1.2. 2 We substitute ay for y and get the equation
as an input for Step 2.
Step 2. • 
