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SUMMARY 
 
 This thesis focuses on the micromechanical modeling of particulate viscoelastic 
composite materials in the quasi-static frequency domain to approximate macroscopic 
damping behavior and has two main objectives.  The first objective is the development of 
a robust frequency dependent multiscale model.  For this purpose, the self-consistent 
(SC) mean-field micromechanical model introduced by Cherkaoui et al [J. Eng. Mater. 
Technol. 116, 274-278 (1994)] is extended to include frequency dependence via the 
viscoelastic correspondence principal.  The quasi-static model is then generalized using 
dilute strain concentration tensor formulation and validated by comparison with complex 
bounds from literature, acoustic and static experimental data, and established models.  
The second objective is SC model implementation as a tool for the design of high loss 
materials.  This objective is met by integrating the SC model into a Compromise 
Decision Support Protocol (CDSP) to explore the microstructural design space of an 
automobile windshield.  The integrated SC-CDSP design space exploration results 
definitively indicate that one microstructural variable dominates structure level acoustic 
isolation and rigidity: negative stiffness inclusions.  The work concludes with a detailed 
description of the fundamental mechanisms leading to negative stiffness behavior and 









1.1 Objective and motivation 
 
The principal objective of this thesis is the derivation, development, and 
validation of a multiscale model to explore microstructural aspects that lead to 
enhanced damping behavior for future creation, design, and development of 
materials with high capacity to absorb mechanical energy. 
 
 Throughout history humankind has created tools and structures to satisfy wants 
and needs.  These structures are omnipresent in daily life and range in form and function 
from buildings, to cars, to computers, to airplanes.  The success of any given structure 
depends entirely on a hierarchy of elements and the design of those elements.  This 
hierarchy includes the structure as a whole, the individual structural elements, the 
components comprising each of those individual elements, the materials from which each 
component is fabricated, and finally the composition of those materials [1].  In other 
words, a structure can be viewed as a system which possesses elements that exists at 
multiple length scales.  Behavior of the structure as a whole is governed by behavior at 
each individual length scale and by interactions between those length scales [2].  True 
engineering design must take this fact into account.  It is clear, therefore, that successful 
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design must consider not only the design of each element at its length scale, but also the 
complex interaction of the hierarchy of length scales [3].  This design philosophy can 
ideally be extended to include even the design of the materials. 
 Classic design methods require the selection of materials which conform to the 
needs of the preconceived whole [4].  This design methodology is well developed and 
well understood.  Unfortunately, the limiting factor in design when applying this 
approach is very often the lack of available materials which meet the needs of the 
structure, thereby limiting the entire design processes [2, 5].  The intertwined fields of 
composite material design, manufacture, and modeling have developed in response to this 
lack of available materials and have greatly supplemented the design process.  Though 
these fields address the lack of available materials, seldom is composite material design 
directly integrated in to the design of the structure [6].  Even more rarely is the design 
methodology employed to inform the designer of useful alterations to make within the 
material.  The latter approach, that of concurrently designing a material with the 
structure, represents a more elegant solution which aims to create materials specifically 
conceived for the demands of a given application.  Such an approach not only creates 
materials for specific needs but also includes material creation in the design of the system 
as a whole.  It is therefore correctly called materials design [1]. 
 Material by design, or simply material design, is a very active area of research.  
One well accepted approach to material design aims to extend systems design 
methodologies to concurrently design materials for specific high importance components 
[2, 3, 6].  This approach has been pioneered by the Mechanical Properties Research 
Laboratory and Materials Council at Georgia Institute of Technology by employing 
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knowledge and tools from the fields of materials science, mechanical engineering, and 
engineering design [2, 6].  This extension is very natural as materials themselves can 
easily be viewed as multiscale structures [1, 7].  Such a strategy ensures the function of 
the structure and gives ultimate control to the designer.  The study of material design is, 
however, very new and requires considerable research before being a viable option for 
day to day engineers.  Detailed development and investigation of multiscale structures, 
which includes multiscale material models, is a key aspect of material design research.  
These investigations yield a great deal of information and understanding regarding the 
effects of material structure on desired structural behavior [8, 9].  This information can 
then be used to inform the design of materials through implementation of multi-objective 
design protocols. 
  Materials design is inherently a multiscale and multi-physics problem as the 
demands of a structure include thermal, electrical, and mechanical loading at all length 
scales.  One area of interest in many engineering domains is the dissipation of energy.  
Applications for materials with a high capacity to absorb acoustic and vibrational energy 
can be found in almost every industry.  For example,  high loss materials are often used 
as a filler in structural elements such as the fuselage of an aircraft [10] or the chassis of 
an automobile [11].  As filler, such materials simultaneously reinforce the structure and 
reduce vibrations and noise.  Similar energy attenuation benefits are realized when these 
high loss materials are used in the form of coatings and layers.  Coating treatments have 
been employed for noise abatement in plenum chambers and ducts [12], on vibrating 
structures [13], and in automobile windshields [14].  Furthermore, it is known that the 
damping capacity of materials can be increased by introducing heterogeneities [15] into 
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the material, thereby creating a particulate composite material.  Due to the large number 
of potential applications for lossy materials, constitutive modeling of viscoelastic 
composite materials is of great interest and has been for nearly half a century [16, 17].  
Recent research suggesting the possibility of creating composites that exhibit extremely 
high damping [18-22] combined with advances in the design of materials [2, 5] has given 
renewed impetus to research in the modeling of viscoelastic composite materials.  For 
this reason, this thesis concentrates on modeling particulate composites for damping 
applications and moves towards the implementation of the proposed model in a materials 
design scheme. 
 
1.2 Hypothesis and strategy 
 
 This thesis proposes to satisfy the principal objective indirectly by sequentially 
satisfying two secondary objectives.  Those secondary objectives can be paraphrased as 
(i) Perfecting the understanding of heterogeneous multiscale viscoelastic material 
behavior, and (ii) Implementing this understanding to improve the performance of 
structures requiring the absorption of mechanical energy.  Here, two coupled hypotheses 
are formulated which, if accepted, equate to the satisfaction of the secondary objectives 
and, consequently, the principal objective. 
 
Hypothesis 1: The development of a quasi-static frequency domain self-
consistent micromechanical model will provide a powerful tool for the 




Hypothesis 2: The integration of the quasi-static self-consistent model and 
a compromise decision support protocol will yield concrete information 
regarding the design of lossy materials which will inspire new research to 
create of highly absorptive materials. 
 
 Hypothesis 1 is accepted through the development and validation of a robust 
quasi-static frequency domain self-consistent (SC) micromechanical model.  This model 
must be capable of approximating the effective frequency dependent behavior of a large 
range of particulate composite materials.  Model inputs will be the material properties of 
each constituent phase and the inclusion shape and orientation.  The desired model output 
is the effective frequency dependent stiffness tensors describing isotropic or anisotropic 
viscoelastic composite material behavior.  Model validation will be accomplished 
through comparisons with theoretical bounds from complex composite media, accepted 
models, experimental data, and through parametric studies.  The SC model must then be 
integrated into a multiscale structural model.  Hypothesis 2 is accepted when the SC 
model is integrated into a compromise decision support protocol (CDSP) to solve a 
material design problem and quantify the influence of microstructural variables on 
structural performance.  The results inform future lossy material design when they are 
subsequently employed to formulate a clear set of research objectives that ultimately lead 
to the enhancement of macroscopic material damping.  The proceeding discussion and 
steps to achieve the dual thesis objectives are summarized with the research plan given 





Table 1.1: Overview of thesis research plan. 









consistent model be 
developed to calculate 
the effective lossy 
properties of “any” 
particulate composite 
material? 
How does the quasi-
static SC model 
compare with known 
bounds in the 
complex domain? 
Can the SC model be 
used in the present 
state for a multiscale 
materials design 
problem? 
How does the SC 
model map unstable 
inclusion behavior to 
the effective material 
properties? 
Can knowledge 
gained from SC 
model mapping be 
used to inform 
decisions for 
inclusion parameters 
















of any material that 
can be approximated 
as a combination of a 
matrix with N 
different coated 
ellipsoidal inclusion 




model satisfies all 
existing complex 
bounds. 
Yes.  The SC model is 
successfully 
integrated into a 
nested hierarchy of 
models predicting the 
behavior of an 
automobile 
windshield.  Thus 
approximating 
behavior at micro, 
macro, part, and 
structural levels. 
The SC model is a 
mean field model. As 
such it can only 
approximate the 
volume averaged 
effects of unstable 
inclusion behavior as 
a negative stiffness 
domain existing a 
priori within a 
positive stiffness 
matrix. 
Yes. The results of 
CDSP-SC integration 
clearly indicate that 
negative stiffness 
domains are the most 





The concept of 
negative stiffness is a 
convenient meta-
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approximate nonlinear 



























1.3 Thesis overview 
 
 This thesis is divided into eight chapters.  The following chapter, Chapter II, 
summarizes the principles employed throughout the thesis and notes many important 
works from which considerable background has been gathered.  Chapter II begins with a 
general discussion regarding energy dissipation in both homogeneous and heterogeneous 
materials and recalls measures of energy dissipation.  A structural vibrations approach to 
energy dissipation, known as the strain energy method, is then discussed.  The approach 
employs the relationship between energy dissipation and strain energy to quantify energy 
dissipation.  After examining strain energy dissipation approximations the chapter then 
discusses acoustic scattering in particulate composites, its fundamental physical 
principles, and related modeling methods.  Chapter II terminates with a detailed 
bibliographical review of the two prominent research areas covered in this thesis: (i) 
homogenization techniques for modeling effective particulate composite material 
behavior from both the static (micromechanical) and the dynamic (acoustic scattering) 
perspectives, and (ii) important developments in materials design research using a 
multiscale and multi-physics approach. 
 Chapter III derives a SC micromechanical model in the quasi-static frequency 
domain for a composite consisting of a viscoelastic host containing viscoelastic 
ellipsoidal coated inclusions.  This is achieved by extending the static model of 
Cherkaoui et al [23, 24] to include the constitutive frequency dependence of the 
constituent phases.  The derivation is posited on the elastic-viscoelastic correspondence 
principle and employs Green’s formalisms and interfacial operators to arrive at a general 
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frequency dependent homogenization model for particulate composites.  The resulting 
quasi-static model is then generalized using dilute strain concentration tensor (DSCT) 
formulation.  This generalization permits the homogenization of composites containing a 
large array of coated inclusions, inclusion orientation distributions, and coating 
thicknesses. 
 The purpose of Chapter IV is to validate the quasi-static SC model though 
comparisons with accepted analytic bounds, acoustic scattering based models, and elastic 
and acoustic experimental data.  The chapter begins with an overview of the important 
contributions in bounding methods for complex valued effective material behavior.  
Three specific complex bounding techniques are introduced and approximations from the 
quasi-static SC model derived in Chapter III are shown to fall within those bounds.  The 
model is then employed in several elementary studies concerning the particulate 
composite lossy behavior.  Next the SC model is then employed to approximate the 
isotropic composite material behavior of a viscoelastic material containing spherical 
hollow glass micro-spheres [25].  SC model results are used to calculate the transmission 
loss (TL) of a layer of this composite material submerged in water.  These results are 
shown to agree with an acoustic scattering model proposed by Baird et al [26] and 
experimental TL data from the same authors.  Oriented ellipsoidal coated inclusion 
effects are then examined via parametric studies of TL, complex wavenumber, and 
complex sound speed for hypothetical materials created from the same constituent phases 
as those studied by Baird et al [26].  The next validation step is an illustration of DSCT 
SC model generality.  The DSCT SC model is first used to approximate isotropic 
behavior resulting from a uniform distribution of ellipsoidal inclusions embedded in a 
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host material.  These results are compared with a model proposed by Berryman for a 
lossy rock-water suspension as a function of volume fraction [27].  This comparison 
validates the usage of the DSCT SC form to approximate the effects of varying 
ellipsoidal inclusion orientation on macroscopic composite material behavior.  The next 
SC DSCT model check presents a parametric study of inclusion orientation distribution 
on macroscopic composite anisotropy.  The DSCT SC model is next compared with the 
experimentally obtained and theoretically approximated stiffness values of a composite 
shale material studied by Jones and Wang [28] and Hornby et al [29], respectively.  The 
shale material studied by these researchers consisted of several different mineral phases 
embedded in preferentially oriented clay platelets.  Effective stiffness tensor 
approximations provided by the SC DSCT model show good agreement with both 
experimental and theoretical values provided by these researchers.  The SC DSCT model 
is then employed to approximate the behavior of a silicon carbide – aluminum composite 
material.  Due to fabrication processes, the microstructure of this composite is best 
described as consisting of two distinct length scales: (i) sub-micron SiC particulates 
embedded in an Al matrix, and (ii) identically oriented mesoscopic Al particulates 
embedded in a SiC-Al composite. The effective behavior of this composite was 
approximated using the SC DSCT via a nested multiscale approach (sub-
micron meso macro) and shows good agreement with both the multiple scattering 
model and experimental data provided by Ledbetter and Datta [30].  Finally, the SC 
DSCT model is validated by returning to the analysis of the particulate composite slab TL 
data provided by Baird et al [26].  The SC DSCT model is employed to approximate the 
effects of coating thickness variation on the observed TL.  The result of this 
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approximation shows large improvement in agreement with experimental data over the 
simple single-thickness approximation. 
 Chapter V investigates the feasibility of quasi-static SC model implementation as 
a tool for a materials design strategy.  This is achieved by constructing a hierarchy of 
models which are valid on each length scale of a simple dynamic structure: a vibrating 
sandwich plate.  This structural element is analogous to an automobile windshield and 
was chosen to show the practical implications of this approach.  Modeling begins by 
discussing the relevant part and structure level models for a vibrating sandwich plate.  
Part level modeling consists of finding the effective sandwich plate bending modulus 
using the constrained layer damping model derived by Ross et al [31].  Analysis of 
sandwich plate behavior begins with parametric studies on the constituent material 
behavior and geometry of a sandwich plate to provide information about effective lossy 
sandwich plate behavior.  Sensitivity analysis of the effective modulus yields information 
which can be applied to efficiently increase lossy plate behavior.  This model is validated 
though comparison with experimental TL data from several different layered windshield 
samples.  Next, models for a viscoelastically constrained beam and plate are employed to 
study the contributions of lossy plate and boundary condition behavior to the modal loss 
factor of a vibrating plate.  The beam and plate models used for this study were derived 
using classic beam and plate theory.  These models represent the structural level behavior 
of the simple multiscale example.  The structure and part level models are then integrated 
and compared with finite element approximations of the modal loss factor for a 
viscoelastically constrained “cantilever” sandwich beam.  Finally, SC model 
approximations of the behavior of a particulate composite constrained layer and/or 
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boundary conditions are integrated into the part and structure level models to yield a 
nested hierarchy of behavioral models.  The integration of these models permits the study 
of microstructural effects on the dissipation of structural vibrations.  Voided viscoelastic 
materials are shown to increase the structural damping of a circular sandwich plate and 
the increases in modal loss factor is shown to increase quadratically as a function of void 
fraction.  Windshield TL is then approximated by integrating part level and material 
homogenization models combined with the analytic modified-mass law [32].  Voided 
interlayer materials yield TL improvements near coincidence, though they are marginal.  
A simple example of high loss composites employing negative stiffness inclusions [18, 
19, 21], however, are shown to greatly improve TL behavior at coincidence.  The results 
of this chapter are very encouraging and suggest that the quasi-static SC model can be 
implemented as tool in a materials design strategy. 
 Chapter VI is a continuation of the design process initiated in the feasibility study 
of Chapter V.  This chapter implements a top-down systems design approach, known as a 
compromise design support protocol (CDSP), to explore the design space of an 
automobile windshield.  The CDSP is construct that aids the designer to efficiently design 
a structure in the face of multiple conflicting performance goals.  The present CDSP 
implementation yields optimal design results, though the CDSP can also be employed to 
provide robust design solutions.  For the automobile windshield those goals are the 
improvement of its acoustic performance while striving for weight reduction and a 
minimum reduction of in-plane stiffness.  The design space exploration and subsequent 
analysis of design results achieves two purposes.  First, the results shed light on sub-
microscale behavior and structure that lead to significant enhancements of the 
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macroscopic material damping.  Second, the results validate the integration of a top-down 
design methodology and micromechanical techniques to concurrently design structures 
and their constituent materials.  One very positive aspect that emerges from Chapter VI is 
that the coupled CDSP-SC design approach permits both an analysis of trends and 
statistical analysis of the influence of microstructural variables on structural performance.  
Indeed, Chapter VI results unequivocally show that a windshield having isotropic or low-
level transversely isotropic interlayer and glass layers that both contain negative stiffness 
inclusions display a statistically significant performance enhancement over the standard 
windshield material configuration.  The critical condition that emerges from the results is 
the need for minute quantities (≤ 1% by volume) of heterogeneities displaying negative 
stiffness behavior.  Chapter VI clearly demonstrates that negative stiffness regions proved 
to be the only means to simultaneously enhance the mechanical damping capacity of the 
windshield and increase its stiffness.  It is in this way that the integrated CDSP-SC design 
approach informs material design by clearly indicating the need to understand, create, and 
exploit negative stiffness behavior occurring on or below the microscale.  That is the 
subject of Chapter VII. 
 Chapter VII chapter goes beyond the design of lossy materials to explore 
negative stiffness behavior in detail.  First, it gives a detailed explanation of what exactly 
is meant by the term negative stiffness with respect to both material and structural 
systems.  The foundations of negative stiffness behavior and its influence on macroscopic 
material behavior are investigated via a discussion of the thermodynamic state of the 
material.  The chapter clearly shows that negative stiffness behavior stems from the 
existence of an elevated thermodynamic energy state and the tendency of a system to 
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lower its internal energy.  It also demonstrated that any system displaying a non-
monotonic force versus displacement curve will display negative stiffness.  The chapter 
continues by illustrating that negative stiffness usually exists as a transient, resulting from 
state switching between two bistable configurations, but that it can be constrained by a 
surrounding positive stiffness.  Next, experimental and theoretical research from the 
literature which is pertinent to understanding negative stiffness behavior is presented and 
discussed.  The chapter concludes by discussing several promising avenues to create 
negative stiffness inclusions in the future.  In particular, a candidate inclusion structure 
and corresponding meta-modeling technique to approximate its negative stiffness 
behavior is proposed.  The proposals and discussions of the chapter are limited to 
explanations of the causal mechanisms, physical principles, and potential means to 
generate this extraordinary behavior. 
 The final chapter, Chapter VIII, concludes and summarizes the important results 
and contributions from the models and methods presented in each chapter.  This chapter 
also presents some perspectives on the role of the work presented in this thesis and 
suggests avenues for future research.  The chapter concludes with a brief discussion on 
the importance of the multiscale and multi-physics material modeling and evokes ideas 







BIBLIOGRAPHIC REVIEW AND PRINCIPLES 
2  
2.1 Damping Materials 
 
 Applications for materials with a high capacity to absorb acoustic and vibrational 
energy can be found in almost every industry.  For example, high loss materials are often 
used as a filler in structural elements such as the fuselage of an aircraft [10] or the chassis 
of an automobile [11].  As filler, such materials simultaneously reinforce the structure 
and reduce vibrations and noise.  Similar energy attenuation benefits are realized when 
these high loss materials are used in the form of coatings and layers.  Coating treatments 
have been employed for noise abatement in plenum chambers and ducts [12], on 
vibrating structures [13], and in automobile windshields [14].  Furthermore, it is known 
that the damping capacity of materials can be increased by introducing heterogeneities 
[15] into the material, thereby creating a particulate composite material. 
 Due to the many different areas for application of high loss materials, constitutive 
modeling of viscoelastic composite materials has been, [17, 33], and remains of high 
interest in many different engineering fields.  This work to derives, develops, validates, 
and explores a multiscale material model of lossy composite materials and implements 
the model in a top-down materials design strategy.  Such material modeling begins with a 
 
15 
fundamental understanding of the physical processes that leading to damping behavior.  
This section, therefore, gives a brief overview of the mechanisms that lead to damping, 
the mathematical tools used to approximate lossy behavior, and the simplifying 
assumptions employed throughout this thesis. 
 In general, all materials that display damping behavior can be defined as 
viscoelastic materials [34].  viscoelastic behavior is fundamentally due to the intrinsic 
absorption of dynamic strain energy in a material by conversion to heat.  Crystallographic 
materials, such as metals, convert strain energy to heat through internal friction while 
energy absorption in polymeric materials is the result of molecular chain sliding and 
relaxation.  In general, the stress in a viscoelastic material is dependent on imposed strain 
rate.  This rate dependence translates to a stress response in the frequency domain that is 
called a relaxation spectrum.  The relaxation spectrum of a viscoelastic material shows 
that the stress level is dependent on both the magnitude and frequency of the applied 
strain [35].  In most cases the stress-strain relationship in crystallographic materials is 
very weakly rate dependent and leads to a broadband damping response in the frequency 
domain.  The magnitude of this broadband damping capacity is also very small and for 
these two reasons metals are seldom referred to in the context of viscoelastic behavior.  
Polymeric materials, on the other hand, display both high rate dependences and high 
losses and are therefore classified as viscoelastic.  It is important to note, however, that 
all small strain behavior of real materials can be classified, to a certain degree, as 
viscoelastic [35]. 
 A simple method to show the principles of viscoelastic material behavior is to 
discuss the time dependent behavior of a one-dimensional sample: a bar.  The phenomena 
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that typify the viscoelastic response of a bar are creep and stress relaxation.  Creep is the 
strain increase over time due to constant applied stress and stress relaxation is the decay 
of the stress level in a material when subjected to a constant strain [34].  These two 
phenomena are shown graphically in Figure 2.1and Figure 2.2, respectively. 
 
 
 Figure 2.1: Evolution of the strain, ε, of a bar under constant stress, σ0 (creep response).  I, II, and 
III represent the three stages of creep.  ε0 is the value of the elastic strain. 
  
 
Figure 2.2: Stress relaxation, σ(t), in a bar under constant strain, ε0.  σ0 is the value of the elastic 






















The initial elastic response represents only an infinitesimally small fraction of the total 
response time in most materials and has therefore not been included in the figures above.  
It is also very important to stress that the viscoelastic response is not characterized by the 
whole of the responses illustrated above because they display both the elastic and plastic 
response of a material.  viscoelastic behavior involves only recoverable deformation and 
therefore is more conceptually related to elasticity.  However viscous behavior, which is 
generally associated with inelastic deformation, must be used to describe the lossy 
component of viscoelastic materials.  These two figures clearly illustrate that the material 
response can be decomposed into two parts: (i) the elastic part and (ii) the viscous part 
[36].  Using this information, the moduli relating the time dependent stress or strain to the 
loading condition is written in the very general form of Eqns. (II.1.1) and (II.1.2) below. 
 
  ( ) ( ) ( )0
0
t d
t E t d
d
ε τ
σ σ τ τ
τ
= + −∫  (II.1.1) 
  ( ) ( ) ( )0
0
t d
t J t d
d
σ τ
ε ε τ τ
τ
= + −∫  (II.1.2) 
 
In the above expressions, E(t) is the relaxation modulus and J(t) is the relaxation 
compliance of the material, ( )tσ  and ( )tε  represent the total stress and strain of the 
material respectively at time t, 0σ  and 0ε  are the initial elastic stress and strain,  and τ is 
the retarded time.  The elastic values of stress and strain are given via the one 
dimensional Hooke’s law as: 0 0 0Eσ ε=  and 0 0 0 0 0E Jε σ σ= = .  Expressions (II.1.1) and 
(II.1.2) show that the stress and strain at any given time is a function of both the initial 
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elastic response and some value that evolves with time according to the integral on the 
right-hand side (RHS).  This integral represents a material memory function that takes the 
loading history into account in the present value and is the source of the phase lag / 
hysteresis observed in viscoelastic materials when submitted to cyclic loading [35]. 
 Noting that Eqns. (II.1.1) and (II.1.2) are mathematically analogous, the following 
analysis will be carried out for the stress relaxation case only.  Given a time varying 
imposed strain, ( )tε , the stress at any time can be determined from Eq. (II.1.3) below. 
 
  ( ) ( ) ( ) ( ) ( )
0
t
e M dt E t t E t d
d
ε τ
σ ε τ τ
τ
= + −∫  (II.1.3) 
 
In this expression, ( )eE t  represents the elastic part of the material response at time t, and 
( )ME t  is the rate dependent material memory function.  The elastic function represents 
the material stiffness at time t and the memory function is dependent on the mechanical 
loading history from time t = 0 to the present time, t.  This formulation of the material 
behavior is called the Boltzmann equation which takes the relaxation of the material into 
account [15].  From this relationship it is easy to show that Eq. (II.1.3) is the time domain 
representation of a complex Young’s modulus in the frequency domain.  The frequency 
dependent complex modulus is found by applying the Fourier transform to both sides of 
Eq. (II.1.3).  The integral in (II.1.3) represents the convolution of ( )ME t  with the applied 
strain rate, ( )d t dtε .  The application of the Fourier transform and some simplification 
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will yield the following frequency dependent complex modulus representation of the time 
dependent behavior given in (II.1.3) [15, 34]: 
 
  ( ) ( ) ( ) ( )'ˆ ˆ ˆˆ 1 EE iσ ω ω η ω ε ω= −⎡ ⎤⎣ ⎦  (II.1.4) 
 
where ( )ˆEη ω  represents the Young’s modulus loss factor defined as 
( ) ( ) ( )'' 'ˆ ˆˆE E Eη ω ω ω≡ .  The exact relationships between the variables ( )eE t , ( )ME t , 
( )'E t , and ( )''E t  depend on the material model employed and therefore are not 
explicitly given here (see Christensen [37]).  It is important to note that the Euler’s 
equation convention employed above is the ‘ i te ω− ’ convention shown in Eq. (II.1.5).  This 
convention is employed throughout this work. 
 
  ( ) ( )cos sinie iϕ ϕ ϕ− = −  (II.1.5) 
 
 Equation (II.1.4) can be written in the same form as its static equivalent.  The 
ability to describe viscoelastic material behavior by substituting complex valued variables 
into classic behavioral laws in place or purely real variables is called the elastic – 
viscoelastic correspondence principle [34].  The corresponding one dimensional 
viscoelastic Hooke’s is given in (II.1.6). 
 




In the above expression the * indicates that the quantity is complex in general.  The real 
part of the complex Young’s modulus, ( )'Ê ω , is called the storage modulus and 
represents the part of the material behavior that stores energy.  The imaginary part, 
( )''Ê ω , is called the loss modulus, and describes material behavior that dissipates energy.  
This complex representation of the rate dependent lossy behavior of viscoelastic 
materials through complex moduli in the frequency domain greatly facilitates material 
behavior calculations.  It is for this reason that the lossy behavior of a viscoelastic 
material is almost always represented in this simplified form and it has been shown to be 
applicable to micromechanical modeling [38-41]. 
 Now consider the case where ( )tε  is imposed and is, therefore, a purely real 
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Noting that the tangent of the loss angle, φ, given in Eq. (II.1.7) is the equal to the 
Young’s modulus loss factor, ˆEη . 
 
  ˆ tanEη ϕ=  (II.1.8) 
 
All variables with a subscript “0” in the above equations represent the magnitude of the 
corresponding variable [15]. 
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 It is important to recognize that representing viscoelastic behavior by employing 
the elastic-viscoelastic correspondence principle greatly simplifies mathematical models 
of the complex physical mechanisms leading to lossy behavior in any material.  For 
example, when a time varying strain is imposed on a one-dimensional material sample 
the material immediately develops some stress depending on the strain rate and the 
specific material.  The imposed deformation is completely recovered upon unloading, but 
the recovery path is not linear (as is evidenced from Eq.(II.1.2)).  Just after loading, the 
material relaxes leading to a stress reduction.  The stress relaxation results in a phase lag 
between the imposed cyclic strain and the resulting cyclic stress.  The phase lag, clearly 
shown in Figure 2.3, is directly related to the loss factor of the material through relation 
(II.1.8).  This lag corresponds to a hysteresis loop that is traced in the ε(t) – σ(t) plane as a 
function of time.  The area of this hysteresis loop is what quantifies the absorption of the 
strain energy by the viscoelastic material. 
 
   











 Finally, it should be noted that the above simple demonstration only considered 
material behavior in extension, though an identical analysis could have been carried out 
for shear or volumetric behavior.  It is therefore possible to extend the one dimensional 
relations given above to the more general case of viscoelastic anisotropy.  As discussed 
above, due to the elastic-viscoelastic correspondence principle, extension of the 
constitutive laws of one dimensional viscoelastic behavior to behavior in three 
dimensions is almost trivial.  Relations (II.1.9) and (II.1.10) give the constitutive 
viscoelastic material behavior laws for an anisotropic viscoelastic solid. 
 
  ( ) ( ) ( )* * *ˆ ˆˆij ijkl klCσ ω ω ε ω=  (II.1.9) 
with: 
  ( ) ( ) ( )* 'ˆ ˆ ˆijkl ijmn mnkl mnklC C I iω ω η ω= −⎡ ⎤⎣ ⎦  (II.1.10) 
 
Where Iijkl represents the fourth order identity tensor defined below. 
 
  ( )12ijkl ik jl il jkI δ δ δ δ= +  (II.1.11) 
 
 Equation (II.1.9) is the general form of the elastic-viscoelastic correspondence 
principle.  In this form, both the frequency dependent stiffness, ( )'ˆijklC ω , and the loss 
factor, ( )îjklη ω , can depend on direction.   A large part of this thesis deals with the 
approximation of the frequency dependent complex stiffness tensor, ( )*ˆijklC ω , of 
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viscoelastic particulate composites through micromechanical methods.  The aim of this 
modeling is to validate a material model for future introduction into a material design 
strategy. 
 The following sections introduce two different approaches utilized to approximate 
the macroscopic damping behavior of a particulate composite.  Section 2.1.1 presents the 
idea of approximating structural damping capacity through strain energy methods.  This 
approach is wide spread in the field of structural vibrations, but the same rationale can 
also be applied, within certain limits, to composite material modeling.  The strain energy 
approach approximates the damping capacity by calculating the ratio of the strain energy 
in lossy components to the strain energy in the non-lossy components.  Section 2.1.2 
presents a completely different approach based on the physics of acoustic wave 
propagation.  This methodology is based on the mechanisms of the reflection and mode 
conversion of waves incident on a material heterogeneity (inclusions).  These two 
approaches are based on very different physical concepts.  However, each approach 
merits study since the physical mechanisms they describe are all present in the dynamic 
behavior of particulate composites. 
 
2.1.1 Strain energy methods for approximating damping capacity 
 
 One well known method in the field vibrations for approximating the damping 
capacity of structures with lossy components is called the strain energy method.  This 
approach consists of calculating the ratio of two different measures of strain energy.  The 
numerator is the sum of the product of the strain energy, Wi, and material loss factor, ηi, 
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of all lossy elements of the structure, and the denominator is simply the sum of the strain 
energy in every structural element [41].  Ungar and Kerwin introduced this approach 




















This relationship is a direct result of the complex modulus formulation employed in 
modeling viscoelastic materials.  For the unidirectional loading case, the material’s loss 
factor is related to the strain energy and the hysteresis area via the following relationship: 
 
  0 0Dη πσ ε=   (II.1.13) 
 
Here D represents the hysteresis area and the denominator is the total strain energy of one 
cycle of loading.  Given the definition of specific strain energy (energy per unit volume), 
0 0W πσ ε≡ , and by setting N = 1, Eq. (II.1.12) reduces to the definition of the material 
loss factor for a lossy single element.  Expression (II.1.12) generalizes this rationale to a 
system of N different elements potentially having N different damping capacities.  The 
method described above is a simple, accurate, and very amenable to finite element (FE) 
calculations [39-41].  This approach is employed in many structural vibrations 
applications where each element can easily be modeled as a continuous material having a 
distinct viscoelastic response [43].  The works of Ross et al [31], Soni [44], and Mead 
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and Markus [45], are further examples of this approach and its application to the 
approximation of the damping capacity of multi-layered plates. 
 The method explained above is conceptually easy to understand and to apply at 
the structural level, especially though FE analysis, see the examples of Sun and Lu [46], 
Nashif [47], or McDaniel and Ginsberg [48].  Unfortunately, the case of particulate 
composites presents many difficulties to the application of this approach.  The difficulty 
stems from the fact that the calculation of the strain distribution in each material phase is 
complicated by the shape, orientation, and distribution of the inclusion phases.  However, 
since the approach has proven robust and accurate at a structural level, it is interesting to 
explore its potential for application to particulate composites which represent structures 
in a more general sense.  To this end, a brief study of the strain energy of the composite 
sphere shown in Figure 2.4 is given.  A sphere, with bulk and shear moduli of K and µ, 
respectively, has an outer radius b and is subject to an external pressure p0 and boundary 





Figure 2.4: Composite sphere of inner and outer radii a and b respectively.  The material has a bulk 
and shear moduli denoted as K and µ respectively.  The boundary conditions at r = a can be changed 
and are designated as χ. 
 
When submitted to external loading, the strain energy in the material located between r = 
a and r = b  is be calculated from expression (II.1.14) below [49]. 
 
  1 1
2 2ij ijkl kl ij ijV V
W C dV dVε ε σ ε= =∫ ∫  (II.1.14) 
 
The following ration is now defined in order to show the change in strain energy located 
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Where CSxxσ  and 
CS
xxε  represent the stress and strain in the x direction (either r, φ, or θ in 
the spherical coordinate system) of a continuous sphere and CpSxxσ  and 
CpS
xxε  are the same 
constants for the case of a composite sphere.  When the loading is spherically symmetric 
(as is the case for an imposed external pressure) the stresses and strains in the material 
will only exhibit radial dependence.  This dependence is derived by solving the Navier-
Stokes equations whose results are given in Eqns. (II.1.16)(a)-(e) [49].  The values of 
coefficients α and β can then be determined from the BC’s at r = a and the pressure, p0, 
imposed at r = b. 
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The resulting relationship expressing the total strain energy for a continuous sphere (a = 
















 To show how the boundaries at r = a affect the total strain energy in the 
composite sphere, the following cases will be investigated and compared: (i) rigid 
boundary conditions at r = a ( ( ) 0ru a = ), and (ii) pressure release boundary conditions at 
r = a ( ( ) 0rr aσ = ).  The result of the evaluation of the ratio in Eq. (II.1.15) for cases (i) 
and (ii) are given below in Eqns. (II.1.18) and (II.1.19) with corresponding plots in 
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Ri vs. Volume Fraction of Rigid Inclusion








Figure 2.5: Ratio of strain energy in matrix material of composite sphere for three different values of 













Rii vs. Void Volume Fraction








Figure 2.6: Ratio of strain energy in matrix material of composite sphere for three different values of 
Poisson’s ratio with pressure release (σrr = 0) BC’s at r = a as a function of volume fraction, f = a3/b3. 
  
In Eqns. (II.1.18) and (II.1.19) f represents the volume fraction of the composite sphere 
occupied by the rigid inclusion or void, f = a3/b3, and ν is the Poisson’s ratio of the 
material occupying the space between r = a and r = b.  This simple illustration 
demonstrates how the presence of voids in a material quickly raises the total strain energy 
as a function of volume fraction.  This strain energy rational to approximate damping 
capacity implies that if the matrix material is lossy, voiding the material greatly increases 
the composite material’s capacity to dissipate energy for a given applied stress (in this 
case p0).  Along the same lines of thought, if the voids were instead inclusions having a 
lower stiffness value than that of the matrix, the damping capacity of the composite 
would still be superior to a sphere consisting of the matrix material alone for the same 
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applied stress.  It is also obvious that rigid inclusions, or indeed inclusions that are stiffer 
than the matrix, diminish the strain energy present in the matrix material for a fixed 
applied stress.  In the case where only the matrix is lossy, this would have a negative 
effect on the composite’s damping capacity for the imposed stress case.  It must be noted, 
however, that the in wave propagation problems the effects of inertia and multiple 
scattering renders this statement is not necessarily true.  Converse to the arguments 
above, if the composite sphere is loaded with a fixed strain imposed at r = b, rigid 
inclusions will increase the total strain energy present in the matrix material.  For the 
imposed strain case all of the arguments given above for the voided sphere will be true 
for the sphere containing a rigid inclusion. 
 Unfortunately, for a true composite material, the calculation of the strain energy 
in each constituent phase is complicated by material stiffness contrasts and anisotropy 
along with inclusion shape and spatial orientation.  Approximation of the overall loss 
factor of a particulate composite material through the strain energy method therefore 
becomes difficult.  However, a micromechanical approach, which relies on the 
calculation of the average strain field in each constituent phase of the composite, may 
provide a practical means to approximate the damping capacity of particulate composites.  
A bibliographic review of the important contributions to micromechanics and the specific 
work of this thesis will be given in Section 2.2. 
 




 Acoustic wave absorption is the result of the four following physical mechanisms: 
(i) scattering by inhomogeneities, (ii) mode conversion at the interfaces of 
inhomogeneities, (iii) redirection, and (iv) intrinsic absorption by conversion to heat [15].  
Figure 2.7 illustrates the dominant physical processes that occur when a plane wave 
impinges on an inhomogeneity in the form of a coated inclusion.  The propagation of a 
harmonic longitudinal plane wave in the xi direction is described by Eq. (II.1.20) below. 
 






= =  (II.1.21) 
 
In the above equations Â  represents the complex magnitude of the incident wave, k is the 
wavenumber calculated using Eq. (II.1.21), ω is the angular frequency, λ is the 





Figure 2.7: Illustration of the dominant physical mechanisms that take place when a longitudinal 
plane wave impinges on an material inhomogeneity. 
 
 Figure 2.7 illustrates the four mechanisms leading to energy dissipation.  The first 
mechanism mentioned is scattering due to inhomogeneities.  The incident wave is 
scattered when longitudinal and shear waves are generated due to reflection at the 
interface of the material discontinuity.  These waves propagate out from the 
inhomogeneity in all directions with magnitudes that depends on the angle (measured 
with respect to the incident wave direction) and frequency of the incident wave [50].  
Following scattering, the host material attenuates each new wave front and therefore the 
it is in this manner that scattering leads to more efficient absorption of wave energy and 
not simply redirection of that energy.  This process leads to an increased damping 
capacity of the heterogeneous material as a whole.  It is the goal of wave scattering based 
models of composite materials to capture this physical behavior in order to quantify the 
effective material stiffness and damping properties. 
 In general, each time a plane wave encounters an impedance difference (an 
inhomogeneity) a portion of the incident energy is reflected and the rest is transmitted.  A 
portion of the reflected energy propagates as plane waves and the remaining energy 
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propagates in the form of different types of waves, a high percentage of which are shear 
waves.  The amount of energy propagating in each wave depends on the specific material 
properties of the medium on each side of the interface and the angle of incidence [51].  
This process of generating several types of waves due to the reflection of a plane wave at 
a material inhomogeneity is known as mode conversion, and it leads to more efficient 
damping.  One of the reasons mode conversion increases damping efficiency is difference 
in the wavelength of shear waves and longitudinal waves.  The wavelength of shear 
waves is shorter than that of longitudinal waves in the same material for the same 
frequency.  This difference in wavelength means that a shear wave will undergo more 
cycles when propagating the same distance as a longitudinal wave.  Since lossy material 
absorb a given percentage of wave energy each cycle, this process leads to more energy 
absorption for the same distance traveled.  The fact that most materials display a higher 
damping capacity in shear further increases the damping capacity when mode conversion 
occurs.  Mode conversion also creates more wave fronts.  Because each wave front 
propagates in the absorptive material, the net result is an increase in the total damping 
efficiency.  Mode conversion also occurs when shear waves are also generated due to the 
transverse displacement of the heterogeneity in the direction of propagation.  This 
displacement results from the stress gradient of the longitudinal wave.  The gradient first 
pushes the inclusion to the right (as sketch in the figure above) until the maximum stress 
level is reached, and then pulls it back to the left during rarefaction.  It is obvious that this 




 The way in which the redirection of wave energy leads to a reduction in energy 
should be clarified.  For an ideal infinite lossless medium, the energy of a plane wave 
received at point B is the same as the energy when it was sent from point A.  If an 
heterogeneity is placed in between these two points, part of the energy present at point A 
will never arrive at point B because of the reflection/scattering by the heterogeneity.  The 
result for the lossless medium is that the total energy in the composite will remain 
unchanged.  There will, however, be a decrease in the wave’s amplitude at point B.  The 
amplitude reduction due to the presence of an heterogeneity could be quantified with a 
measure called the Insertion Loss (IL) [12].  When the host material is lossy and many 
inhomogeneities are present, redirection increases absorption by increasing the distance a 
single wave front travels due to multiple reflections.  Since the absorption of energy is a 
function of the distance traveled, the final result is an increase in the damping capacity 
[15]. 
 Finally, in all real materials acoustic wave absorption results from viscoelastic 
material behavior discussed at the beginning of this section.  Lossy behavior is, in 
general, dependent on internal friction, molecular chain relaxation, and other physical 
phenomena that change mechanical energy into thermal energy which ultimately heats 
the material [34].  The capacity of a given material to damp a traveling wave is easily 
quantified by complex wave number, ( )k̂ ω , calculation for propagation in the host 
medium using Eq. (II.1.20) [51]. 
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In the above equation, ρ is the material density, ( )*ijklC ω  is the complex frequency 
dependent stiffness described by relation (II.1.10), nj and nk are the normal directions as 
described by the Christoffel equation, * 2 0ijkl j k ilC n n cρ δ− =  [51], δil is the Kronecker 
delta, pl is the wave polarization describing the propagation direction, ( )'îk ω  is the real 
part of the wave number, and ( )ˆiα ω  is the attenuation coefficient.  It is important to note 
that for realistic values of the loss factor ( 0 1η≤ ≤ ) and if the real part of the elastic 
moduli remains constant, the attenuation coefficient is a monotonically increasing 
function of the host material loss factor.  By inserting (II.1.22) into (II.1.20) it becomes 
obvious that the wave magnitude decays exponentially as a function of αi and the distance 
traveled as shown in Eq. (II.1.23). 
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The relationships presents thus far show why a homogenization scheme that correctly 
captures the mechanisms of scattering by finding a complex, frequency dependent, 
effective stiffness tensor, can yield insight into the design of lossy materials. 
 One problem with the method described in Section 2.1.1 is its limitation to the 
quasi-static case.  The quasi-static domain is defined by the ratio of the incident 
wavelength to the descriptive inclusion dimension and is usually expressed via the non-
dimensional quantity ka where a represents the largest inclusion dimension and k is the 
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wavenumber.  The quasi-static domain is limited to those frequencies that render ka << 1 
[50]. 
 Energy dissipation due to wave scattering by the presence of a material 
inhomogeneity is well approximated in the quasi-static domain by the extensional strain 
energy in the near field of that inhomogeneity [15].  In this frequency range the 
“propagation” of the wave at the inclusion scale is well represented as a time varying 
stress/strain field.  At this scale the effects of wave scattering are very small compared to 
the stress/strain concentration in the neighborhood of the inclusion.  Using this 
knowledge, a strain energy based approach delivers reliable particulate composite 
damping capacity approximations in the frequency domain by introducing the lossy, 
frequency dependent, constituent material behavior into static models [38].  In order for a 
model to be reliable for complex particulate composites careful consideration must be 
taken in modeling the strain field everywhere in the composite.  This is the is the case for 
most mean field homogenization theories [52].  If, on the other hand, the frequency of the 
propagating waves is such that ka ≈ 1 or even ka ≥ 1, models based on mean stress/strain 
field theories are no longer valid.  For these frequencies such models neglect the physical 
mechanisms of scattering [53] and, therefore, single or multiple scattering 
homogenization approaches must be employed.  The model and experimental data 
presented in this thesis are limited to the quasi-static domain.  However, in an effort to 
give a complete picture of the frequency dependent behavior of particulate composites, a 
bibliographic review of the significant works in the area of scattering based 




2.2 Homogenization of particulate composites through micromechanics 
 
 The most precise approach to modeling the macroscopic behavior of complex 
materials would be one that takes its intrinsic multiscale structure into account.  This type 
of multiscale approach requires knowledge of the physical behavior of the material at 
each scale as well, as the nature of the interaction between scale levels.  If a modeling 
approach captures the material behavior at each scale level of interest and the interaction 
mechanisms between scales, it is possible to approximate material behavior at all scales 
based on knowledge of the material’s composition.  The micromechanical approach is, by 
definition, a multiscale modeling approach.  It assumes that two structural levels exist 
such that the effects of interfaces, heterogeneities, and other physical phenomena at the 
lower level can be taken into account at the upper level via an averaging approach.  These 
structural levels are defined by length scales such that l<<L where l is the descriptive 
dimension at the lower length scale and L describes the higher length scale.  This tacitly 
assumes that the upper length scale properties, referred to as global or macroscopic, are 
the result of an average of the behavior of the lower length scales and therefore that no 
point to point interaction takes place between scales [33].  The idea behind this approach 
is illustrated by defining a Representative Volume Element (RVE).  A RVE is the 
smallest material volume unit (element) whose effective behavior is assumed to represent 
the macroscopic behavior of the complex material.  Selection of a RVE plays a large part 
in defining the limitations of any proposed micromechanical method [54].  A RVE 
example and associated elementary inclusion problem (EIP) illustration for a composite 
consisting of a matrix with identically oriented coated ellipsoidal inclusions is shown 
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below in Figure 2.8.  This RVE and EIP represents the self-consistent (SC) model 
introduced by Cherkaoui et al [23].  This RVE assumes that the composite material 
behavior can be well approximated by writing the constitutive equations of a single 




Figure 2.8: RVE for the SC model of Cherkaoui et al [23].  λx and  µx represent the Lamé constants 
and ρx the density of material x.  
eff
ijklC  is the effective stiffness tensor and I, C, and M specify 
respectively the inclusion, coating, and matrix. 
 
 Historically, all micromechanical mean field theories have been based entirely on 
the physical principles of continuum mechanics.  The approach taken in this thesis will be 
no different.  Since its inception nearly fifty years ago, micromechanics has become a 
well developed field of study which has been shown capable of addressing many 
different fields of science.  The approach is even currently being adapted to approximate 
the behavior of nanomaterials (ex: [55-57]).  The development of this field is the result of 
two distinct needs: (i) the need to approximate the macroscopic behavior (elastic, plastic, 
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thermal, electromagnetic, etc.) of materials containing micro-scale heterogeneities 
(micro/µ  macro/M scale transition) and (ii) the need to localize macroscopically 
applied fields to inferior length scales (M µ scale transition) [33, 54].  Indeed, the 
approximation of the macroscopic response of an inhomogeneous material, which is an 
average of the microscopic behavior, requires knowledge of the spatially varying 
microscopic fields [58]. 
 A good example that illustrates this point is the model proposed by Song et al 
[59] to approximate the global response of a bi-phase composite material having 
inclusions that can undergo phase transformation.  This model applies a SC 
homogenization approach to approximate the macroscopic elastic and thermal material 
properties.  The first step homogenizes the material (µ M) thereby approximating the 
effective macroscopic composite properties based on its composition and 
thermomechanical loading.  At this point, the localization of the imposed loads to the 
microscopic level (M µ) is performed in order to calculate thermomechanical phase 
equilibrium of the inclusions via local physical laws and localized loads.  Given the 
change in the phase composition of the inclusion, which changes the elastic and thermal 
properties, another homogenization step is made.  This process repeats itself during the 
entire loading history.  The micromechanical approach thus gives information of not only 
of the macroscopic response, but also of the thermomechanical state of the inclusions at 
all times during the loading history. 
 The specific materials and behavior just discussed are much different than those 
discussed in this work.  However, the above example clearly shows the capacity of 
micromechanical models to resolve multiscale problems and give material behavior 
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information at multiple length scales simultaneously.  Further, the example illustrates an 
important principle: the behavior of microscopic heterogeneities can have a significant 
influence on the macroscopic behavior of a material.  It is for these reasons that the 
micromechanical modeling approach is a powerful tool that can be employed to analyze 
multi-scale problems. 
 
2.2.1 Pertinent micromechanical modeling developments 
 
 The micromechanical approach employed in this work is a mean field model for 
particulate composite materials.  All mean field models are based, in one way or another, 
on the seminal work of Eshelby [58].  Eshelby’s results marked a great improvement over 
elementary techniques such as the work of Voigt [60], Reuss [61].  Voigt and Reuss used 
variational principles and strain energy which cannot take inclusion shape into account. 
 The micromechanical modeling approach initiated by Eshelby consists of two 
fundamental operations: (i) localization and (ii) homogenization [33, 54].  As previously 
stated, these operations require the existence of at least two length scales within the 
material.  It also assumes that that the effect of material behavior and structure at the 
microscopic particulate length scale has only an average effect on the behavior of the 
material behavior at the macroscopic scale and that macroscopically applied loads can be 
localized to the microscopic level [33].  Eshelby’s results [58] provide the insight and 
mathematical tools to resolve the localization problem via the equivalent inclusion 
method which results in localization tensor now called Eshelby’s tensor, Sijkl.  This 
capability to localize macroscopically applied mechanical loading to the microscopic 
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level is fundamental to the approximation of volumetric average stress and strain fields in 
the heterogeneous material.  This set of operations is called the homogenization step.  
Localization allows volume averaging since it permits the derivation of stress and strain 
fields as a function of position which depend not only on the applied load, but also 
inclusion forms, orientations, and properties [62-64]. 
 Following Eshelby’s fundamental contribution a large array of models, for 
example those of Kröner [65], Budiansky [66], Wu [64], and Mori and Tanaka [67] to 
name very few.  All of these models employ a similar equivalent inclusion approach.  
Zeller and Dederichs [68], however, improved on the equivalent inclusion method by 
introducing a Green’s function formalism that permits the calculation of the stress and 
strain fields at every point in a heterogeneous material at the microscopic scale.  Their 
approach is based on the idea that the material behavior of a particulate composite can be 
approximated on the local, or microscopic, scale via expressions of the form shown 
below. 
 
  ( ) ( )0 δ= +X r X X r  (II.2.1) 
 
In this expression, X represents the material properties or fields of interest in the 
heterogeneous medium.  The concept behind this approach is that the material properties 
and fields of interest are globally homogeneous, X0, with small perturbations due to 
microscopic heterogeneities scattered throughout the host material, δX(r).  Using Green’s 
tensors, the field generated by these heterogeneities can be approximated at every point in 
the material, thereby providing a good representation of the microscopic behavior.  This 
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approach was improved upon by Mura [69] and Willis [70] to include plastic deformation 
and generalized for  the case of two disoriented ellipsoidal plastic inclusions by 
Berveiller et al [71].  Another important improvement over the equivalent inclusion 
method was the introduction of interfacial operators which relate the stress and strain 
state across the interface of dissimilar materials [72, 73]. 
 The combination of these two mathematic techniques provides an extremely 
powerful modeling tool of the physical phenomena present at the microscopic length 
scale which, in turn, improves the volumetric average approximation required in the 
homogenization step.  The SC coated inclusion model of Cherkaoui et al [23, 24, 74], 
which will be extended to account for frequency dependent viscoelastic constituent 
phases in this work, owes its accuracy to the fact that it is derived using these tools. 
 It has been previously stated that all micromechanical models require the 
selection of a RVE.  Each individual model is then derived using constitutive laws and 
the appropriate mathematical tools (Green’s functions and interfacial operators, for 
example) based on the composition of the specific RVE and by solving an associated 
elementary inclusion problem (EIP).  An EIP for a material consisting of a matrix 




   
Figure 2.9: EIP of composite material consisting of a matrix containing coated ellipsoidal inclusions. 
 
The Mori-Tanaka (MT) model, for example, assumes that the reference material of 
Figure 2.9 is the matrix material having elastic properties CM and the imposed global 
strain, Eij, is that of the matrix, Mijε [67].  This results of this modeling approach at 
elevated volume fractions ( If  > 50%) is disputable, as are many others, due to the tacit 
assumption that stress and strain fields of multiple inclusions do not interact [75].  In 
order to overcome this limitation, several approaches can be taken.  One is a 
computationally expensive periodic array type of approach where the interaction of 
heterogeneities is directly taken into account [52].  A strong example of this approach is 
the explicit model proposed by Molinari and El Mouden [76] which applies Berveiller et 
al’s [71] paired inclusion Green’s formalism and agrees well with established models and 
experiment for elevated volume fractions.  Another approach is the SC approach which 
assumes that the reference material of Figure 2.9 is an effective material having unknown 
elastic properties, Ceff [75].  This approach was first proposed in the area of mechanics of 
materials by Kröner [65] to approximate the behavior of polycrystalline materials where 
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Budiansky [66], Hill [77, 78], and Berveiller and Zaoui [79], and finally generalized by 
Christensen and Lo [80]. 
 The case of coated inclusions is of interest for several different reasons.  One 
reason is to approximate the behavior of a bi-phase composite by assuming that the 
material in the neighborhood of an inclusion, the “interphase,” behaves differently than 
the matrix material.  This is the aim of the model proposed by Jasiuk and Kouider [81].  
Another, more obvious, reason for choosing a coated inclusion RVE is that the composite 
consists of a matrix containing coated inclusions.  The model proposed by Cherkaoui et 
al [23, 24, 74] can be used for either aspect of the coated inclusion problem.  Hervé and 
Zaoui [82] extended such an approach to model the N-layered coated inclusion case.  
Approximation of the dynamic behavior of such materials by employing the elastic-
viscoelastic correspondence principle, in accordance with the works of Hashin [17, 83, 
84] and Christensen [16], is the subject of this thesis.  This will be done by extending the 
work of Cherkaoui et al [23, 24, 74] to the quasi-static domain and further refining the 
model. 
 
2.3 Homogenization of particulate composites through acoustic scattering  
 
 Homogenization models for particulate composites based on the effects of wave 
scattering presented in Section 2.1.2 take two general forms: i) single scattering models 
and ii) multiple scattering models.  Both approaches are based on resolution of the 
problem posed by finding the acoustic field resulting when a wave traveling in a host 
medium that encounters an heterogeneity.  The difference between the two modeling 
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approaches, as suggested by the naming convention, resides in the treatment of the 
interaction of waves reflected by the material discontinuity. 
 
2.3.1 Single scattering models 
 
 The basis of all single scattering approaches is the assumption that inclusion 
concentration, usually referred to as scatterers, is low.  This assumption allows the 
approximation of the entire acoustic displacement field in the composite as a summation 
of the field scattered from each individual scatterer and that no interaction between these 
fields takes place.  The first influential single scattering model of note was proposed by 
Ying and Truell [85] which resolves the emulsion problem: fluid inclusions embedded in 
a fluid host medium.  Their model introduces the important basic ideas of material 
homogenization via scattering methods but lacks the complexity needed to resolve the 
problem presented by heterogeneous solids. 
 The seminal work of Chaban [86] was a major contribution to the single 
scattering approach.  It introduced two important hypotheses.  The first hypothesis is that 
the total displacement field, totu , in the heterogeneous medium can be represented as the 
summation of the incident displacement field, incu , and the scattered field due to each 
scatterer, ,s iu .  This approximation requires that there can be no interaction between the 
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In the above expression, the observation point and scatterer location are represented by x, 
and xs,i, respectively [87].  The second hypothesis is the assumption that the scattered 
displacement field due to an inclusion having a volume, V0, and the effective medium 
material properties is equivalent to the field scattered by the same volume of composite 
material if the observation point is in the far-field [26, 87-90].  Figure 2.10 shows a 
schematic of the “RVE” of the single scattering approach.  One implication of the second 
hypothesis is that the center of each inclusion must be approximated as being located at 
the center of the scattering volume, V0.  This is mathematically expressed as: 
0, ,s i V center
− ≈ −x x x x . 
 
 
Figure 2.10:  The composite material, (a), and the RVE, (b), for the single scattering approach 




To find the analytic solution to this problem, the equations of an incident plane wave 
must be decomposed as a summation of spherical waves that encounter an inclusion for 
the both case (a) and (b) illustrated above.  The approximate solution is a series 
expansion with respect to ka, where higher order ka terms are truncated [26].  This 
truncation is only valid in the case where ka<<1 therefore corresponding to the quasi-
static case discussed in Section 2.1.  Finally, the expressions arising from the solutions of 
configurations (a) and (b) are set equal and it is then possible to resolve the system for the 
effective material properties of the heterogeneous material. 
 The result of all of these approximations, especially the first hypothesis, is that 
simple scattering models are only valid for low concentrations of inclusions, 10%≤  as a 
rule of thumb, and for ka<<1.  This scattering regime is called Rayleigh scattering in 
honor of Lord Rayleigh [32].  However, several clever approaches have been found that 
provide a reliable approximation of the effective material behavior for an increased 
volume fraction; on the order of 30%≤  scatterer concentration.  These approaches are 
called SC scattering models.  Chaban’s model incorporates the SC approximation by 
assuming that the scattered field from multiple non-interacting inclusions is equivalent to 
the field created by a single inclusion having effective material properties [86]. 
 Another highly employed single scattering model was proposed by Kuster and 
Toksöz (KT) [87] which is based on the integral equations for the displacement field 
derived by Mal and Knopoff [91].  Their model has the capacity to approximate the 
effective behavior of a material containing spherical and spheroidal inclusions, but 
unfortunately has no dependence on the frequency outside of the frequency dependent 
matrix material.  The absence of frequency dependence results from the fact that the 
 
49 
model does not take into account inclusion resonant behavior.  Though this model gives 
reasonable approximations for several areas of study, such as geophysics, the first 
resonance, which is related to monopole scattering, can have an important effect on the 
effective behavior of the material even in the quasi-static domain [90, 92, 93].  Gaunaurd 
and Überall (GU) included several higher order terms in the series expansion described 
previously in order to address this problem [89].  The idea of including resonant behavior 
is a result of their work with voided materials and bubbly liquids.  For such materials 
experimental results showed a marked deviation from theoretical values calculated using 
KT methods which lack resonant scattering effects [94].  It is, however, important to note 
that for certain types of materials, those where the inclusion has a higher stiffness value 
than that of the matrix, the KT approach provides a good approximation in the quasi-
static domain.  For this case, the monopole resonance does not have a significant effect 
on the global behavior.  Indeed, the SC model proposed by Berryman for bi-phased 
composites with spherical [95] or ellipsoidal [27] inclusions shows good agreement with 
the KT approximation. 
 The work presented in this thesis focuses on the behavior of composite materials 
in the quasi-static domain and, therefore, single scattering models are very relevant to this 
discussion.  Among the multitude of single scattering models, some of the most relevant 
to this work are highlighted below.  The model described by Kerr [90] is a GU-type SC 
single scattering model for bi-phase composites.  This model was extended to the case of 
coated fluid inclusions by Baird et al [26] and its approximations have been compared 
with experimental values of Transmission Loss (TL).  The model of Anson and Chivers 
[96], also a GU-type single scattering model, deserves mention as it is probably the most 
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complete scattering model describing isotropic composite behavior for a material 
consisting of a matrix containing spherical coated micro-inclusions.  Their model can 
approximate the effective behavior of a composite material, a suspension, or an emulsion 
based on the elastic, viscous, and thermal properties of the constituent phases.  Though it 
is a very complete model, its complexity is usually superfluous as the time scales for 
viscoelastic and thermal processes in viscoelastic composites are very different [26].  It is 
for this reason that the only scattering model considered in this work is that of Baird et al 
[26]. 
 
2.3.2 Multiple scattering models 
 
 Multiple scattering models are generally employed in order to overcome two 
specific limitations of single scattering approaches: (i) the inability to provide reliable 
approximations of the effective behavior of composites with high scattering 
concentrations, and (ii) the inability to model effective behavior at higher frequencies 
[93, 97].  The first significant contribution to the multiple scattering problem was that of 
Foldy [98].  Foldy’s work introduced a multiple scattering formalism based on a set of 
truncated integral equations resulting from the fields of multiple point scatterers in an 
isotropic host material.  Lax extended this formalism to the case of anisotropic scatterers 
by employing a correlation function for two particles [99].  These two contributions 
employ a complex wavenumber and depend on the frequency, the scatterer volume 
fraction, and the far-field forward scattering amplitude [93].  Waterman and Truell (WT) 
improved these models by adding the effect of far-field back-scattering [100].  Their 
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approach is the basis of a large number of multiple scattering models.  Models based on 
the WT approach include those of Bose and Mal [101], Lloyd and Berry [102], Ledbetter 
and Datta [30], Lu and Liaw [63], and Aggelis et al [93]. 
 Another very important contribution to the multiple scattering approach was 
contributed by Twersky [103-105].   Twersky developed a method that takes the 
interaction of inclusions into account via a pair correlation function.  This was done in a 
series of papers, most importantly for the free space [103] and two dimensional [104] 
cases.  The same methodology has since been employed by several authors, notably 
Varadan et al [97].  These authors designate relations (II.3.2) and (II.3.3) shown below as 
the total displacement field for the multiple scattering case.  Varadan et al then employ 
Twersky’s the pair correlation function formalism to relate these fields [97]. 
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In the above equations a represents the descriptive dimension of the scattering 
heterogeneity. 
 The multiple scattering models introduced above provide a very realistic picture 
of the physical processes taking place at the inclusion scale.  One notable drawback is 
that they are extremely mathematically complicated even for simple cases such as an 
isotropic matrix containing spherical inclusions.  Despite their added complexity, several 
of these models, [97-99, 106, 107] for example, are still only valid at low volume 
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fractions of scatterers and for spherical inclusions.  Further, implementation of these 
models for non-spherical scatterers or anisotropic phases becomes even more 
complicated, if not impossible.  Though methods exist to overcome these problems (see 
Anson and Chivers [108], Aggelis et al [93], or Yang [109] for example), these 
approaches are generally more important for applications outside the quasi-static domain 
represented by 1ka ≈  or ka>1 [97] and for this reason are not considered in this work. 
 
2.4 Materials design 
 
 Classic system and structure design require material selection for each material 
component.  The selection depends on the foreseen physical demands: elastic, thermal, 
electric, etc [110, 111].  Unfortunately, the limiting factor in design is often material 
behavior of the components.  A clear example of material limiting design is the 
microprocessor.  Microprocessor performance depends on the thermal properties of the 
material from which it is fabricated.  By assuming that the material properties cannot be 
changed, excellent solutions have been found to resolve the problem as a heat transfer 
problem. A more elegant solution, however, would be the design of a material uniquely 
created for the multifunctional needs of the microprocessor.  This latter approach is 
known as Inductive Design, an approach studied in detail by Olsen [1, 5] and illustrated 




   
Figure 2.11: Schematic representation of the two approaches to design, adapted from Olsen [1, 5]. 
 
 The concept of inductive (or top-down) design requires the ability to design 
materials according to the needs of a structure.  In other words, inductive design 
represents the idea of designing for manufacture and not the classic idea of manufacture 
for design.  The idea of material design is not entirely new (see, for example, Cohen’s 
discussion on the reciprocity of structure and properties of a material [112] or Smith’s 
work on hierarchical structure of materials [7]), however the scientific community still 
does not truly design materials [8, 113].  Material design of is therefore a very active 
research area.  Traditional material design, however, has been somewhat inefficient due 
to the deductive bottom up nature of creating materials.  The bottom-up methodology is 
not without merit.  Indeed, Olsen et al successfully designed of high strength steels [114], 
and Stupp and Braun proposed designing biomaterials, ceramics, and semi-conductors 
using a bottom-up approaches [115]. 
 The ever increasing depth, breadth, and precision of material modeling, however, 
make it feasible to employ top-down design strategies.  One very interesting approach to 
solving material design problems in a top-down manner is the implementation of 
Cause and effect (Deductive) 







strategies developed in the field of systems design to include material design through 
incorporation of existing material models [2].  Top-down methodologies are of 
significant interest as they favor exploration, discovery, and creation [5, 6].  One well 
accepted approach to material design aims to extend systems design methodologies to 
concurrently design materials for specific high importance components.  This approach, 
which employs knowledge and tools from the fields of materials science, mechanical 
engineering, and engineering design, was pioneered by the Mechanical Properties 
Research Laboratory and Materials Council at Georgia Institute of Technology [2, 3, 6, 
116, 117].  Such a strategy ensures the function of the structure and gives ultimate control 
to the designer.  A particularly useful top-down design strategy is known as the 
Compromise Decision Support Protocol (CDSP).  The technique was developed by Bras 
and Mistree [118] and in the context of robust design and by Mistree, Smith, and Bras for 
concurrent design [119].  Several strong examples of the implementation of CDSP 
methodology for material design exist, notably those of Seepersad et al on the 
multifunctional and multiphysics design of cellular structures [3], Karandikar et al [120] 
for the design of pressure vessel composite materials,  Edwards and Deng [121] for the 
design of structures employing materials in combination, and for the robust design of 
energetic materials by Choi et al [117].  These references give a representative example 
of the range of problems that have been treated using a top-down systems design 
approach.  The ultimate implementation of a top-down methodology requires 
collaboration between many different areas of research and development from economic 
analysis to the modeling of macroscopic behavior of materials based on micro and 





Figure 2.12: Schematic of complete system design which includes materials design.  Figure from 
Seepersad [8], Cochran [122], Randle [123], and Piscanec [124]. 
 
2.5 Chapter summary 
 
 The previous discussion and Figure 2.12 indicate that the design of a structure 
requires collaboration between many different areas of research and development from 
economic analysis to the modeling of macroscopic behavior of materials based on micro 
and molecular structure.  This thesis, however, does not try to put in place such an 
overreaching strategy.  Rather it aims to implement a micromechanical model developed 
in this work as a tool for the design of the constituent materials of a structure where the 
damping of mechanical energy is a key consideration.  The design results issuing from 
the use of micromechanical modeling as a design tool inform the design process with 





gained from the design results which is then employed to do a focused investigation of 
micro- and nanoscale behavior that enhances macroscopic damping.  This work 
terminates with several micro and nanoscale material design proposals to whose 
successful investigation and creation will material performance in terms of passive 
absorption of mechanical energy and increased stiffness.  These proposals are the result 
of the top-down material design space exploration.  It is in this sense that the present 







MICROMECHANICAL MODELING OF VISCOELASTIC 




 The previous chapter introduced the self-consistent homogenization technique and 
examples were given in the static (ex: Cherkaoui et al [23, 74]) and quasi-static (ex: 
Gaunaurd and Überall (GU) [89, 94] and Kuster and Toksöz (KT) [87]) domains.  Both 
methodologies approximate macroscopic behavior by modeling physical processes at the 
microscopic scale and then applying averaging techniques to arrive at homogeneous 
material approximations of the particulate composite macroscopic behavior.  The GU 
approach (which was employed by Kerr [90], Baird et al [26], and Anson and Chivers 
[96, 108]) is based on elastic wave propagation in heterogeneous media and is limited to 
the case where the wavelength of the incident wave, λ, is much larger than the inclusion’s 
descriptive dimension, a.  The same frequency dependent restriction on the wavelength 
also applies to the KT approach.  These quasi-static scattering approaches have been 
shown to be applicable across a large range of length scales, from geophysics [87] to 
ultrasonics [26].  Further, the GU approach has the added advantage of taking inclusion 
resonant behavior into account, which is often important even in the quasi-static domain 
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[26, 89, 94].  Implementing scattering based models is, unfortunately, extremely difficult 
or even impossible when inclusions are non-spherical and/or constituent phases are 
anisotropic.  This restriction greatly limits scattering model application for the wide range 
of existing particulate composites.  The micromechanical approach, on the other hand, is 
not limited by the complexities presented by material anisotropy or non-spherical 
inclusions.   
 As discussed in Chapter II, the elastic-viscoelastic correspondence principle [34, 
83] and strain energy arguments [42] suggest that macroscopic lossy behavior of 
particulate viscoelastic composites will be well approximated through micromechanical 
methods.  It is with this rationale that the micromechanical model of Cherkaoui et al [23] 
will be extended to the quasi-static regime in an effort to approximate the macroscopic 
lossy behavior of particulate viscoelastic composites as a function of frequency.  This 
chapter aims to introduce and develop the self-consistent micromechanical approach in 
the quasi-static domain for a composite material consisting of a homogeneous matrix 
containing coated ellipsoidal inclusions. 
 
3.2 Derivation of quasi-static three phase self-consistent model 
 
 In general, micromechanical methods are based on two distinct steps: (i) 
localization, which determines the relationship between the microscopic (local) fields and 
the macroscopic (global) loading, and (ii) homogenization, which employs averaging 
techniques to approximate macroscopic behavior [54].  Sections 3.2.1 – 3.2.3 of this 
chapter show the derivation of the average strain fields in the viscoelastic inclusion and 
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coating materials by employing the integral equation, Green’s formalism, and interfacial 
operators by adopting the work of Cherkaoui et al [23, 24] to the quasi-static domain.  
This is the localization step.  Section 3.2.4 then applies a self-consistent scheme to find 
the viscoelastic particulate composite’s frequency dependent effective stiffness tensors 
via the relationships derived in Sections 3.2.1 – 3.2.3.  This is the homogenization step.  
Finally, the quasi-static form of the model presented by Cherkaoui et al will be 
generalized using dilute strain concentration tensors in Section 3.3. 
 The localization step is essentially based on the equivalent inclusion method 
introduced by Eshelby [58].  Eshelby’s approach is modified in the present work by 
solving an integral equation for the displacement field at every point in an infinite 
homogeneous reference medium rather than by directly employing the equivalent 
inclusion method.  The integral equation employed in this work is the result of a Green’s 
function relating the stiffness contrast between the reference medium and a coated 
inclusion to the displacement field at each point in space [68, 71, 125].  This integral 
equation will be coupled with interfacial operators to modify the solution to the simpler 
problem of an inclusion in an infinite host medium and thereby find the solution for a 
coated inclusion embedded in an infinite host [72, 73]. 
 The first requirement for the derivation of the integral equation is the definition of 
an elementary unit which is assumed to represent the particulate composite studied.  This 
unit is called the representative volume element (RVE) [54].  The RVE chosen to 
describe the material presently studied consists of a host material containing some 
volume fraction, φ , of identically oriented coated inclusions.  The problem is then solved 
by writing the constitutive equations for the elementary inclusion problem (EIP) of two 
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concentric ellipsoidal inclusions shown in Figure 3.1.  The two ellipsoids represent the 
inclusion, I, and its coating, C [23].  In this work the coating thickness is assumed to be 
sufficiently thin to permit the approximation of the strain field in the coating as uniform 
in directions normal to the inclusion’s surface.  This assumption allows calculation of the 
average strain field in the coating via interfacial operators.  These operators are applied to 
the strain field in the inclusion, which is assumed to be uniform in accordance with 
Eshelby [23, 58].  It is important to point out that the thin coating approximation 
simplifies the following model but limits its applicability.  Fortunately, the methodology 
employed can be extended to the more general case of a multi-coated inclusion that does 
not require the thin coating approximation which is covered elsewhere, [126]. 
 
   
Figure 3.1: Topology of a coated inclusion embedded in a limitless matrix.  Σij and Eij represent the 
macroscopically applied stresses and strains, respectively. 
 
 The following quasi-static self-consistent model derivation for a heterogeneous 
viscoelastic material closely follows Cherkaoui’s derivation of the static (purely elastic) 
analogue [127].  The following derivation is important, however, because employs the 
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follows the rationale of Hashin [17, 83] and Christensen [16].  The derivation will detail 
the physical principles captured by the model and explicitly state limitations for its 
application. 
 The topology of the present coated inclusion problem consists of an inclusion 
phase occupying a volume, VI, whose frequency dependent mechanical behavior is 
described by the viscoelastic stiffness tensor, ˆ IC .  Surrounding this inclusion phase is a 
thin coating of another material whose viscoelastic behavior described by the tensor ˆ CC  
and that occupies a volume, VC.  The coated inclusion is embedded in a host material 
described by the viscoelastic stiffness tensor, 0Ĉ .  The following derivation assumes that 
the viscoelastic stiffness tensor of each material is frequency dependent.  The frequency 
dependent behavior can be approximated by material models (Kelvin-Voigt, Zener, etc) 
or from curve fits of experimental data (Havriliak-Negami [128], etc).  For this model the 
exact representation of the frequency dependence it not important, it is only important to 
note that the model derivation does not make any restriction on the constituent material 
viscoelastic behavior. 
 At this point, several notation conventions need to be mentioned.  First, tensor 
quantities will be denoted either with index notation or in bold, for example: ˆ ˆijklC ⇔ C .  
These two representations are interchangeable and will appear throughout this thesis 
corresponding to the required clarity for the mathematical operations employed.  The 
next commonly employed convention is the representation of complex frequency 




  ( ) ( ) ( ) ( ) ( ) ( ) ( )ˆ ˆ 1 iR I R XX X X iX X i X e ϕ ωω ω ω ω η ω ω⇔ = − = − =⎡ ⎤⎣ ⎦  (III.2.1) 
 
Where ( )X̂ ω  represents any complex variable in the frequency domain and ω is the 
frequency.  The complex quantity consists of real, ( )RX ω , and imaginary, ( )IX ω , parts 
and has a loss factor and loss angle denoted by ( )Xη ω  and ( )ϕ ω  respectively.  The final 
convention employed is the “e-ix” Euler’s equation: ( ) ( )cos sinixe x i x− = − . 
 This derivation is further limited to the case of linear viscoelasticity and small 
perturbation theory.  The interfaces matrix-coating and coating-inclusion interfaces are 
assumed to be perfect, thus ensuring continuity of traction and displacement across these 
boundaries [23].  One of the most limiting hypotheses for the application of this theory in 
the frequency domain is the small perturbation approximation [83].  This approximation 
assumes that inertial effects within the composite are negligible and, therefore, that the 
equilibrium equation (in the absence of body forces) reduces to the following: 
 
   
2
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It is this approximation that limits micromechanical methods to the quasi-static, 1ka << , 
domain and can lead to large error when inertial terms are important as those terms can 
lead to inclusion resonances and other important dynamic effects.  Despite this limitation, 
the micromechanical approach provides a very accurate approximation of the frequency 
dependent lossy behavior of viscoelastic particulate composites when applied in the 
correct frequency range.  This enhanced modeling freedom makes the quasi-static 
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micromechanical approach very interesting for application in a materials design 
stratagem. 
 
3.2.1 Localization and the integral equation 
 
 Zeller and Dederichs proposed modeling the composite material shown in Figure 
3.1 as a homogeneous material whose elastic behavior varies spatially [68].  Taking this 
approach, the local behavior is dictated by the constitutive laws at each point is space.  
Elastic-viscoelastic correspondence allows the expression of the constitutive viscoelastic 
material behavior at each point in space through the viscoelastic form of Hooke’s law: 
( ) ( ) ( )ˆ ˆˆij ijkl klCσ ε=r r r .  The form proposed by Zeller and Dederichs implies that local 
material properties can be approximated as spatially dependent variations about the 
properties of the reference material which are independent of position.  The mathematical 
expression of their approach is shown in Eq. (III.2.3) for the viscoelastic stiffness tensor 
[71]. 
 
  ( ) ( )0ˆ ˆ ˆ with Vδ= + ∈C r C C r r  (III.2.3) 
 
In the above equation 0Ĉ  represents the viscoelastic stiffness tensor of the reference 
material which is constant for all r, ( )ˆδC r  denotes the spatially dependent viscoelastic 
stiffness tensor variation, and V represents the volume of the homogeneous medium.  It is 
now assumed that there exists some displacement field, ˆˆ ˆdi ij ju E x=  imposed on the 
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external surface of the reference medium, S, where ˆ jx S∈  and ˆijE  is the macroscopically 
imposed strain.  The localization step begins by writing the equations for the stress and 
strain fields at every point in the homogenous medium [127].  These relations will be 
derived from the local expression for equilibrium, Eq. (III.2.2), the local constitutive law, 
Eq. (III.2.3), and by assuming that the contrast of the viscoelastic stiffness tensors of the 
constituent materials can be approximated with a locally compatible strain field, ( )îjε r  
[68, 71].  The local constitutive law is first substituted into the local equilibrium equation 
yielding: 
 
  ( ) ( )( ), ,ˆ ˆ 0ijkl k l jC u =r r  (III.2.4) 
 
where ( )ˆku r  is the local compatible displacement field in the composite material at every 
point in V.  For the case of small perturbations, this displacement field is related to the 
strain field with the classic relation:  ( ) ( ) ( ), ,
1ˆ ˆ ˆ
2ij i j j i
u uε ⎡ ⎤= +⎣ ⎦r r r  [49].  Now, when Eq. 
(III.2.3) is inserted into the form of the equilibrium equation given by (III.2.4), the result 
is: 
 
  ( ) ( ) ( )0 , ,
ˆ ˆ ˆˆijkl k lj ijkl kl jC u Cδ ε
⎡ ⎤= −⎣ ⎦r r r  (III.2.5) 
 
The left hand side (LHS) of expression (III.2.5) can be understood to represent a 
distribution of fictitious volume forces [68].  It is therefore obvious that (III.2.5) can be 
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re-written as follows, and that the distribution of volume forces will be related to the 
spatial variation in the viscoelastic stiffness tensor. 
 
  ( ) ( ) ( )
,
ˆ ˆ ˆi ijkl kl jf Cδ ε
⎡ ⎤= ⎣ ⎦r r r  (III.2.6) 
 
This form of the equilibrium equation makes it evident that Eq. (III.2.5) can be solved by 
employing Green’s formalism.  This is done through the second order Green’s tensor, 
( )0ˆ 'kmG −r r , where the superscript 0 denotes that the resulting solution propagates the 
effect of the volume force distribution through the reference medium.  In this case, 
Green’s tensor calculates the displacement in the k direction at the point r due to a time 
varying unit force, ˆ ˆ i ti if f e
ω−= , acting in the m direction and located at the point 'r .  
This force is mathematically represented as: ( ) ( )ˆ ' 'i imf δ δ δ ω ω= − −r r , where imδ  is the 
Kronecker delta, ( )'δ ω ω−  is the frequency domain Dirac delta function, and ( )'δ −r r  
is the three dimensional Dirac delta function [71]. 
 The second order Green’s tensor ( )0ˆ 'kmG −r r  is found by solving the differential 
equation below: 
 
  ( ) ( ) ( )0 0 ,ˆ ˆ ' ' ' 0ijkl km lj imC G δ δ δ ω ω− + − − =r r r r  (III.2.7) 
 
for the boundary conditions on the external surface, S, of the homogeneous medium [71].  
Now, by modifying the work of Berveiller et al [71] to take the time variation of the body 
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force distribution into account, it can be shown that the solution to Eq. (III.2.5) is given 
by the two integral equivalent equations below. 
 
  ( ) ( ) ( ) ( )0 0 ˆˆˆ ˆ ' ' ' 'm m im i
V
u u G f d dω
∞
−∞
= + −∫ ∫r r r r r r  (III.2.8) 
  ( ) ( ) ( ) ( ) ( )0 0
, '
ˆ ˆ ˆˆ ˆ ' ' ' ' 'm m im ijkl kl j
V
u u G C d dδ ε ω
∞
−∞
⎡ ⎤= + − ⎣ ⎦∫ ∫r r r r r r r  (III.2.9) 
 
Integrating (III.2.9) by parts, the displacement field becomes: 
 
  ( ) ( ) ( ) ( ) ( )0 0 , 'ˆ ˆ ˆˆ ˆ ' ' ' ' 'm m im j ijkl kl
V
u u G C d dδ ε ω
∞
−∞
⎡ ⎤= − − ⎣ ⎦∫ ∫r r r r r r r  (III.2.10) 
 
Now it is important to recall the following properties of the Green’s tensor. 
 




ˆ ˆ' 'ˆ ˆim im





∂ − ∂ −
= = − = −
∂ ∂
r r r r
 (III.2.11) 
 
And lastly, the small perturbation approximation of strain and the integral property of the 
Dirac delta function, ( ) ( ) ( )' ' 'g g dω ω δ ω ω ω
∞
−∞
= −∫ , can be employed to yield the 




  ( ) ( ) ( ) ( )0 ˆˆ ˆˆ ˆ' ' ' 'ij ij ijkl klmn mn
V
E C dε δ ε= − Γ −∫r r r r r r  (III.2.12) 
 
In the above expression, ˆijE  represents the uniform strain field of the medium 
(macroscopic strain field that has no spatial dependence), and ( )0ˆ 'ijklΓ −r r  is known as 
the modified Green’s tensor.  The modified Green’s tensor is related to the second order 
Green’s tensor given above by Eq. (III.2.13) below. 
 
  ( ) ( )0 0 0, ,
1 ˆ ˆˆ ' '
2ijkl ki jl kj il
G G⎡ ⎤Γ = − − + −⎣ ⎦r r r r  (III.2.13) 
 
Relation (III.2.12) specifically shows that the strain field at the macroscopic length scale 
can be approximated by averaging the effects of material variations within the volume, V.  
This reinforces Christensen’s statement that multi-scale modeling requires that the effects 
of discontinuities at the lower length scale only have an average effect on the 
macroscopic behavior [33]. 
 It is now useful to define the spatial variation of the viscoelastic constants.  For 
the topology shown in Figure 3.1, this variation can be mathematically expressed using 
the Heaviside step function ( )θ r [129]. 
 




Where the Heaviside step functions of the inclusion, ( )Iθ r , and composite inclusion, 
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and V2 designates the volume of the composite inclusion.  Equation (III.2.14) can then be 
expressed in a more compact form by introducing viscoelastic stiffness contrast tensors 
and the variation of the Heaviside step function, ( )Iδθ r  [24, 74]. 
 
  ( ) ( ) ( )0 0ˆ ˆ ˆI I C Iδ θ δθ= Δ + ΔC r C r C r  (III.2.16) 
 
In the relation above, ˆ XYCΔ  represents the difference (contrast) between the viscoelastic 
rigidity tensor of materials X and Y.  The variation ( )Iδθ r  is defined by the first 
expression in Eq. (III.2.17).  The second relationship will only hold true for the case of a 
thin inclusion coating. 
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Cherkaoui et al [24], have further shown that for the thin coating case, ( )Iδθ r  can be 
approximated by Eq. (III.2.18). 
 








δθ δΔ≈ ∑r  (III.2.18) 
 
In the above expression, xi are the coordinates of a point on the surface of the inclusion, ai 
is the radius of the ellipsoidal inclusion and Δai is the thickness of the inclusion coating 
in the direction xi, ( )ISδ  is the Dirac delta distribution for the surface of the inclusion, 
SI, and p is the perpendicular distance from the center of the inclusion center to the 
tangent plane of the surface at the point xi.  The distance p can be calculated for any point 









− = + +  (III.2.19) 
 
Now, Eqns. (III.2.18) and (III.2.16) can be inserted into Eq. (III.2.12) to yield an 
expression for the strain field in the homogenous medium for the coated inclusion 
topology.  Further, one part of the resulting volume integral can be simplified by 
employing the property of the Dirac delta distribution that: ( ) ( ) ( )
V S
g S d g dSδ =∫ ∫r r r .  
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Δ
− Γ − Δ
∫
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+  is the external surface of the inclusion, r+ is a point on the coating side of the 
inclusion – coating interface, and the components of ( )mnε +r  describe the strain field 
inside the coating at a point very close to the inclusion – coating interface.  Equation 
(III.2.20) is quite complicated a presents would be difficult to resolve. Fortunately, it is 
possible to find a relationship between the field ( )mnε +r  and the strain field in the 
inclusion (which, following the results of Eshelby [58], is assumed to be uniform).  This 
can be done by employing interfacial operators [127], which is the subject of the 
following section. 
 
3.2.2 Interfacial operators 
 
 In general, the stress and strain fields in the coating material can be very 
complicated.  This problem is exacerbated by the material discontinuity that exists at the 
coating – inclusion and coating – reference material interfaces.  This material 
discontinuity leads to jumps in the stress and strain fields across material interfaces.  In 
order to approximate the stress and strain state in the coating material, this section first 
makes simplifying hypothesis that the stress and strain fields are uniform along the 
thickness of the coating.  This is a reasonable approximation for a thin coating, but care 
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must be taken when the ratio 1i ia aΔ <<  no longer holds true.  Then, interfacial 
operators studied by Walpole [73] and Hill [72] will be employed to relate these fields in 
the inclusion to those in the coating material. 
 Interfacial operators are a very convenient mathematical tool that efficiently 
calculates the stress or strain jump across a material interface (an interface separating two 
dissimilar materials).  These operators are derived by writing the equations for the 
continuity of displacement and traction across the material interface.  This derivation 
begins with the general case of two solid phases, A and B, with viscoelastic constants ˆ AC  
and ˆ BC  separated by a surface with unit normal, n  (see Figure 3.2). 
 
   
Figure 3.2 : Schematic of the interface of two viscoelastic solids used in the derivation of interfacial 
operators. 
 
The interfacial operator derived below assumes that the bond between materials A and B 
is perfect.  This leads to two requirements about the mechanical behavior across the 
material interface: (i) continuity of displacement, u , and (ii) continuity of traction, ij jnσ .  
These two mechanical behaviors are mathematically represented with Eqns. (III.2.21) and 






















  [ ]ˆ ˆ ˆ 0A Bi i iu u u≡ − =  (III.2.21) 
 
  ( )ˆ ˆ ˆ 0A Bij j ij ij jn nσ σ σ⎡ ⎤ ≡ − =⎣ ⎦  (III.2.22) 
 
where nj represents the components of the unit normal vector of the surface, here 
assumed to be in the form of an ellipsoid.  The values of the normal vector are 








=  (III.2.23) 
 
Now, using the continuity of displacement requirement given in expression (III.2.21), it is 
possible to calculate the jump in the gradient of the displacement at each point r(xi) on 
the interface.  Noting ,i i j jdu u dx= , Eq. (III.2.21) leads to: 
 
  ( ), , ,ˆ ˆ ˆ 0A Bi j j i j i j ju dx u u dx⎡ ⎤ = − =⎣ ⎦  (III.2.24) 
 
Then, given that the direction tangent to the surface is described by dxj and that 0j jn dx =  
by definition, (III.2.24) is equivalent to the following expression [24]: 
 
  , , , ˆˆ ˆ ˆ
A B




In the above expression, îλ  represents the jump across the interface in the complex 
magnitude of the gradient of the displacement field.  Noting that the gradient field is 
symmetric with respect to indices i and j, Eq. (III.2.25) can be altered to find the strain 
jump across the material interface, îjε⎡ ⎤⎣ ⎦ . 
 
  ( )1 ˆ ˆˆ ˆ ˆ 2
A B
ij ij ij i j j in nε ε ε λ λ⎡ ⎤ = − = +⎣ ⎦  (III.2.26) 
 
Now, the continuity of traction requirement can be changed by inserting the constitutive 
laws of each material. 
 
  ˆ ˆˆ ˆˆ ˆ     A B A A B Bij j ij j ijkl kl j ijkl kl jn n C n C nσ σ ε ε= ⇒ =  (III.2.27) 
 
Using this form of the continuity of traction expression, it is possible to eliminate one of 
the strain fields in Eq. (III.2.26).  For example, if phase B is assumed to be the reference 
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Noting that the right-hand side (RHS) of the bottom equation in (III.2.28) is simply 
Christoffel’s matrix for material A, ˆ AikK , times the complex magnitude of the strain jump 
across the interface, k̂λ .  Christoffel’s matrix is ˆˆ
A A
ik ijkl l jK C n n= .  From this expression, the 
magnitude of the strain jump can be calculated simply from knowledge of the viscoelastic 
stiffness tensors of each material, the outward unit normal of the surface, and the strain 
field in the reference material. 
 
  ( ) ( )1ˆ ˆ ˆˆ ˆA B A Bi ik l klmn klmn mnK n C Cλ ε−= −  (III.2.29) 
 
Using the above expression, the strain jump becomes: 
 
  ( )ˆ ˆ ˆˆ ˆ ˆA B A B A Bij ij ijkl klmn klmn ijP C Cε ε ε− = −  (III.2.30) 
 
where the interfacial operator, ˆ AijklP , follows directly from the substitution of Eq. (III.2.29) 
into (III.2.26).  The interfacial operator, dependent only on the constituent material 
properties and the unit normal of the interface, is defined below in Eq. (III.2.31) [74]. 
 
  
( ) ( )
( ) ( ) ( ) ( )
1 1
1 1 1 1
1ˆ ˆ ˆ
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1ˆ ˆ ˆ ˆ ˆ
4
A A A
ijkl ik j l jk i l
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ijkl ik j l jk i l il j k jl i k
P K n n K n n
P K n n K n n K n n K n n
− −
− − − −
⎡ ⎤≡ +⎢ ⎥⎣ ⎦
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This leads to the following general expressions that relate the strain field in phase A to 







A A B A B
ij ijkl klmn klmn ijmn mn
B B A B A
ij ijkl klmn klmn ijmn mn
P C C I
P C C I
ε ε
ε ε
⎡ ⎤= − +⎣ ⎦
⎡ ⎤= − +⎣ ⎦
 (III.2.32) 
 
where the fourth order identity tensor, Iijkl, is defined as ( )12ijkl ik jl il jkI δ δ δ δ= +  and ijδ  is 
the Kronecker delta.  Interfacial operators have several important mathematical properties 
which have been detailed by Hill [72].  For the purposes of this work, however, they will 
simply be used to calculate the discontinuities of the stress and strain fields across a 
material interface. 
 
3.2.2.1 Application to local strain fields 
 
 The interfacial operators developed above can be used to simplify Eq. (III.2.20) 
which describes the local strain field in the homogeneous medium.  This simplification 
occurs when the strain field in the coating is related to the strain field in the inclusion by 
applying interfacial operators.  These operators permit the calculation of the strain field at 
the inclusion-coating interface on the coating side, ( )îjε +r , from the strain field the same 
interface on the inclusion side, ( )îjε −r .  This strain jump calculation does not require any 
simplifying assumptions about the strain fields in either medium.  This is done by adding 
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the strain jump across the interface to the strain field on the inclusion side of the 
interface.  The strain jump is simply calculated through the interfacial operators given in 
Eq. (III.2.32). 
 
  ( ) ( ) ( )ˆˆˆ ˆ ˆC ICij ij ijkl lkmn mnP Cε ε ε+ − −= + Δr r r  (III.2.33) 
 
where ˆ ICΔC  is a tensor representing the contrast in the viscoelastic stiffness of the 
inclusion, I, and coating, C.  This value is generalized for any two materials in Eq. 
(III.2.34) below. 
 
  ˆ ˆ ˆXY X YΔ = −C C C  (III.2.34) 
 
Next Eshelby’s assumption that the strain field in the inclusion, being on the smallest 
length scale, can be accurately approximated by a uniform strain field whose values are 
the volumetric average will be used [58].  Mathematically, this is represented as: 
 
  ( ) ( )1ˆ ˆ ˆ ˆ     
I
I I




ε ε ε ε −≡ ∈ ⇒ ≡∫ r r r r  (III.2.35) 
 
Therefore, Eq. (III.2.33) simplifies to the following: 
 




Finally, the expression above for ( )îjε +r  into the integral equation, the resulting local 
strain field in the heterogeneous medium becomes [24]: 
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It is important to point out that the above integral equation only depends on the average 
strain field in the inclusion, the viscoelastic stiffness of the constituent materials, and the 
geometry of the coated inclusion.  When carrying out the homogenization step, only the 
average strain field in each phase will be required.  Given that the stiffness tensor, ( )Ĉ r , 
is piece-wise uniform, it will be possible to calculate the macroscopic average from Eq. 
(III.2.37).  Then, after finding the expression for the average macroscopic strain of the 
medium, the strain localization tensor for the average strain in the coated inclusion will 
also be found [24]. 
 
3.2.3 Localization: Average strain fields in the inclusion and coating 
 
 The derivation of the integral equation in Sections 3.2.1 and 3.2.2, which used 
techniques introduced by Zeller and Dederichs [68], Hill [72], and Walpole [73], 
underlines the most basic requirements for multiscale modeling given by Christensen 
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[33].  The requirement is that inhomogeneities at the smallest length scale only have an 
average effect on the behavior observed at the macroscopic scale.  Following this logic, 
the representation of the integral equation given in (III.2.37) for the local strain field 
(spatially varying strain at the smallest scale) will be used to approximate the effective 
behavior of the heterogeneous medium at the macroscopic scale by calculating the 
volumetric average of ( )îjε r . 
 First, the average complex strains in the inclusion and coating, ˆ Iijε  and ˆ
C
ijε  
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Now it is necessary to employ the simplifying assumption that the strain field in the 
coating is uniform along its thickness.  Then by noting that ˆCijε  is equal to ( )îjε +r , the 
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average strain field can calculated from Eq. (III.2.36).  It is noted here that for the 
specific case of a thinly coated inclusion, the strain field in the coating only depends on 
the inclusion normal, the average strain in the inclusion, and the constituent material 
properties of the inclusion and coating as shown below. 
 
  1 ˆˆˆ ˆ ˆ
C
C I C IC I





⎧ ⎫⎪ ⎪= + Δ⎨ ⎬
⎪ ⎪⎩ ⎭
∫ r  (III.2.40) 
 
At this point, it is useful to define the following tensor denoting the volume average of 
the modified Green’s tensor. 
 





T d V= Γ − ∈∫C r r r r  (III.2.41) 
 
This tensor is related to Eshelby’s tensor, S, as shown below [58, 71]: 
 
  ( )0 0ˆ ˆˆ :I=S T C C  (III.2.42) 
 




d+Γ −∫ r r r  can be related to the relationship given in 
(III.2.41) as shown [24]: 
 









Equation (III.2.43) can be inserted into the expression for the average strain field in the 
inclusion, (III.2.39), in order to eliminate the volume integral inside the summation and 
the surface integral.  Unfortunately, the expression is still complicated by the terms 
containing the projection, p, and interfacial operators, *P̂ .  At this point expression 
(III.2.39) can be greatly simplified by through further application of the thin coating 
assumption and Eq. (III.2.43).  This analysis will yield an expression for the average 
strain field based only on the viscoelastic material properties and the geometry of the 
coated inclusions. 
 First, the volume of the coating can be related to an integral on the entire 
representative volume, V, using the Heaviside functions given in Eq. (III.2.15). 
 





V d dθ θ⎡ ⎤= = −⎣ ⎦∫ ∫r r r r  (III.2.44) 
 
For the thin coating case, the variation of the Heaviside function, ( )Iδθ r , defined with 
relation (III.2.18) can be used to find the coating volume: 
 




i i i i
C I
i ii i i iV S
a x a xV p S d p dS
a a a a
δΔ Δ≈ =∑ ∑∫ ∫r  (III.2.45) 
 
The far RHS of the expression above partially simplifies the expression of the average 
strain in the inclusion.  However, the expression is still complicated by the surface 
integral of the interfacial operators.  This problem will be addressed in the following 
 
81 
analysis.  First, Eq. (III.2.41) will be integrated with respect to the coating volume, VC 
[24]. 
 
  ( ) ( )* * *ˆˆ ˆ ˆ
C C I
I
ijkl C ijkl ijkl
V V V
P d V T d d+ += − Γ −∫ ∫ ∫r C r r r r  (III.2.46) 
 
Since VC = V2 – VI, the term on the right above can be decomposed as follows: 
 
  ( ) ( ) ( )
2
* * *ˆ ˆ ˆ ' '
C I I I I
ijkl ijkl ijkl
V V V V V V
d d d d d d+ + + +Γ − = Γ − − Γ −∫ ∫ ∫ ∫ ∫ ∫r r r r r r r r r r r r (III.2.47) 
 
And (III.2.41) can be generalized [23]: 
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 (III.2.48) 
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Using these relations, Eq. (III.2.47) becomes [24]: 
 
  ( ) ( ) ( )( )* 2 * *ˆ ˆˆ ˆ ˆ
C I
I
ijkl I ijkl ijkl
V V
d d V T T+ +Γ − = −∫ ∫ r r r r C C  (III.2.50) 
 
Next, the volume integral of the interfacial operators in the coating can be found by 
inserting (III.2.50) into Eq. (III.2.46). 
 
  ( ) ( ) ( )( )* * 2 * *ˆ ˆ ˆˆ ˆ ˆ ˆ
C
I I
ijkl C ijkl I ijkl ijkl
V
P d V T V T T= − −∫ r C C C  (III.2.51) 
 
The volume integral of the interfacial operator *P̂  on VC can be extended to an integral on 
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⎡ ⎤= − −⎣ ⎦




Using all of the above expressions, it is finally possible to express the average strain 
fields as a function of tensors ( )*ˆˆ IT C  and ( )2 *ˆT̂ C , the geometry of the coated inclusion, 
and the viscoelastic stiffness tensors of the constituent materials.  This is done by 
substituting Eqns. (III.2.45) and (III.2.52) in integral Eqns. (III.2.39) and (III.2.40) 
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C ( ) ( )2 ˆ ˆ ˆˆ ˆC I C IC Imnpq pqrs rsT C ε⎡ ⎤− Δ⎣ ⎦C C
 (III.2.53) 
 
  ( ) ( ) ( ){ }2ˆ ˆ ˆ ˆˆ ˆ ˆˆ ˆ ˆC I I C C I C IC IIij ij ijkl ijkl ijkl klmn mn
C




= + − − Δ⎢ ⎥
⎣ ⎦
C C C  (III.2.54) 
 
At this point, several important aspects of the integral of the modified Green’s tensor 
must be highlighted.  First, ( )2 *ˆT̂ C  is calculated on the volume V2 which represents the 
volume of the inclusion and coating together.  This volume is assumed to be ellipsoidal in 
shape and the volume integral is dependent on the ratio of its axes, ( ) ( )i i j ja a a a+ Δ + Δ .  
Likewise, ( )*ˆˆ IT C , is calculated on the volume VI and depends on the ratio i ja a  [127].  
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Therefore, when the ratio of the coating thickness to the inclusion axis is the same in all 
directions and the coating is thin the following will always be true: ( ) ( )2 * *ˆ ˆˆ ˆ I=T C T C .  
The remainder of this work is based on the above assumption, which further simplifies 
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  ( )ˆ ˆˆˆ ˆ ˆC I I C IC Iij ij ijkl klmn mnT Cε ε ε= + ΔC  (III.2.57) 
 
These equations will be used in the following section to find the strain localization 
tensors, ˆ IA  and ˆ CA , and then the effective viscoelastic stiffness tensor for the composite 
material.  It is important to note that calculating ( )*ˆˆ IT C  for the general case is not trivial 
[54, 71, 75].  The three different methods for numerically approximating this entity are: 
(i) Fourier transforms, (ii) potential functions, and (iii) direct implementation using 
Eshelby’s results [127].  The simplest of these methods, implementation of Eshelby’s 
results, can only be used when the host material is isotropic.  The Fourier transform 





3.2.4 Homogenization and the self-consistent approximation 
 
 The integral equations derived above provide a means to calculate the local strain 
fields given the loading conditions imposed as infinity (at the boundaries of the RVE).  
From averaging operations, it is possible to use these expressions in order to approximate 
the macroscopic behavior or a viscoelastic particulate composite in the dilute case.  
Unfortunately, the assumptions implicit with the Green’s function formulation of the 
integral equation do not take into account the interactions of the inclusions, which will be 
a requirement for the non-dilute case.  Several different approaches exist which 
approximate this interaction and the method employed in this work is the self-consistent 
method.  The SC model is derived by defining the EIP as shown below in Figure 3.3.  It 
assumes that the reference material is the effective material, an assumption that indirectly 
takes inclusion interaction into account [77].  The resulting SC model is an implicit set of 
tensor equations for the effective viscoelastic stiffness tensors which must be evaluated 




   
Figure 3.3: The SC model EIP consists of a coated inclusion surrounded by the homogeneous 
effective medium.  The inclusion and coating are full described by their viscoelastic properties ˆ IC  
and ˆ CC , an average strain field ˆ Iijε  and ˆ
C
ijε , and volume fractions 
If  and Cf , respectively.  The 
effective medium is submitted to macroscopic stress and strain fields, ˆ ijΣ  and ˆijE , and has 
viscoelastic stiffness tensor ˆ effC . 
 
The volumetric composition of the composite must be defined in order to carry out the 
homogenization step correctly.  The total volume of the particulate composite can be 
decomposed into portions that are occupied by the inclusion, VI, coating, VC, and matrix, 
VM, according to M I CV V V V= + + .  This equation yields the obvious volume fraction 
relation below. 
 
  1M I Cf f f+ + =  (III.2.58) 
 
where Xf  is the volume fraction of phase X and is related to the total volume fraction of 
the composites by X Xf V V= . 
 Before beginning the homogenization step, the uniform stress and strain fields of 
the composite, ˆ ijΣ  and ˆijE , must be defined in terms of their local corollaries, ( )ˆijσ r  and 
Effective Medium 




- ˆ CC  
- Cf  
- ˆCijε  
Inclusion 
- ˆ IC  
- If  
- ˆ Iijε  
ˆ
ijE , ˆ ijΣ
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( )îjε r .  The classic approach defines the macroscopic fields as the volumetric average of 
the local fields found using the following equations [54]. 
 




ε= ∫ r r  (III.2.59) 
 




σΣ = ∫ r r  (III.2.60) 
 
Homogenization begins by relating the macroscopic stress and strain to each other 
through Hooke’s law for viscoelastic solids using the elastic-viscoelastic correspondence 
principle. 
 
  ˆˆ ˆeffij ijkl klC EΣ =  (III.2.61) 
 
In the above equation, ˆ effC  is the effective viscoelastic stiffness tensor of the composite.  
The next step is the definition of a strain localization tensor, ( )Â r .  This tensor relates 
the macroscopic strain field, applied at RVE limits, to the local strain field as shown 
below in Eq. (III.2.62) [69, 75]. 
 




 Now the average macroscopic strain and stress can be found by using relations 
(III.2.59) and (III.2.60) together with the average strains in each phase and Eq. (III.2.58) 
[54]. 
 
  ˆ ˆ ˆ ˆM M I I C Cij ij ij ijE f f fε ε ε= + +  (III.2.63) 
  ˆ ˆ ˆ ˆM M I I C Cij ij ij ijf f fσ σ σΣ = + +  (III.2.64) 
 
From Eq. (III.2.62) it is possible to find the two following relationships between the 
macroscopic strain field and the average strain in the inclusion and coating materials. 
 
  ˆ ˆˆ I Iij ijkl ijA Eε =  (III.2.65) 
  ˆ ˆˆC Cij ijkl ijA Eε =  (III.2.66) 
 
Also important are the constitutive laws for each material phase given below. 
 
   ˆ ˆˆ I I Iij ijkl klCσ ε=  (III.2.67) 
  ˆ ˆˆ C C Cij ijkl klCσ ε=  (III.2.68) 
  ˆ ˆˆ M M Mij ijkl klCσ ε=  (III.2.69) 
 
Now, by substituting the relations of the form of Eqns. (III.2.65) and (III.2.66) into the 
constitutive law equations, a simple relation between the average local stress field in 




  ˆ ˆ ˆˆ X X Xij ijkl klmn mnC A Eσ =  (III.2.70) 
 
Next, the average strain and stress fields in the matrix are found by first inserting Eqns. 
(III.2.65) and (III.2.66) into relation (III.2.63), and then by simply applying Hooke’s law 
to the composite using Eq. (III.2.69) [24].  The results of these operations are given 
below in expressions (III.2.71) and (III.2.72), respectively. 
 
  ( )1 ˆ ˆ ˆˆM I I C Cij ijkl ijkl ijkl klM I f A f A Efε = − −  (III.2.71) 
 
  ( )1 ˆ ˆ ˆ ˆˆ M M I I C Cij ijkl klmn klmn klmn mnM C I f A f A Efσ = − −  (III.2.72) 
 
The average stress in the matrix material can also be found by combining Eq. (III.2.64) 
and stress localization equations in the form of (III.2.70), yielding: 
 
  ( )1 ˆ ˆ ˆ ˆ ˆ ˆˆ M eff I I I C C Cij ijmn ijkl klmn ijkl klmn mnM C f C A f C A Efσ = − −  (III.2.73) 
 
The effective viscoelastic stiffness tensor of the particulate composite is finally found by 
equating relations (III.2.72) and (III.2.73) and solving for ˆ effC  [24]. 
 




To complete this model, the strain localization tensors, ˆ IA  and ˆ CA , must be found.  
These tensors will be dependent on the volumetric composition of the composite, the 
geometry of the coated inclusions, the constituent material properties, and the effective 
material properties [23].  Expressions for these terms must be solved for via integral 
equations derived in the previous section.  The strain localization tensors are the result of 
re-arranging (III.2.56) and (III.2.57) as shown below in Eq. (III.2.75). 
 
  ( ) 1ˆˆ ˆX Xij ijkl klE A ε−=  (III.2.75) 
 
Here X can represent the inclusion, I, or the coating, C.  After re-arranging these 
expressions into the above form, the model must be made self-consistent by setting the 
effective material properties equal to the reference material ( 0ˆ ˆ eff=C C ) in keeping with 
the EIP given in Figure 3.3.  The resulting strain localization equations are then: 
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= + Δ + Δ Δ
⎡ ⎤+ − Δ⎣ ⎦
A I T C C T C C T C C
T C T C C
 (III.2.76) 
 




Note that Differential Effective Medium (DEM) and Mori-Tanaka (MT) models can be 
obtained for the coated inclusion problem from Eqs. (III.2.71), (III.2.74), (III.2.76), and 
(III.2.77) if 0ˆ ˆ eff≠C C .  This is done in Appendix D. 
 One further term of interest is the strain localization tensor for the matrix material.  





M I I C Cf f
ϕ
⎡ ⎤= − −⎣ ⎦−
A I A A  (III.2.78) 
 
In the above equations, the contrast tensors are defined as ˆ ˆ ˆX X effΔ = −C C C  where X 
represents the inclusion or coating, I4 is the fourth order identity tensor, and φ is the 
volume fraction of the inclusion and coating together: I Cf fϕ = + .  Eqns. (III.2.74), 
(III.2.76), and (III.2.77) constitute Cherkaoui’s general SC micromechanical model 
extended to the quasi-static frequency domain through application of the elastic-
viscoelastic correspondence principle. 
 
3.3 Generalization using Dilute Strain Concentration Tensors 
 
 In reality the composition of particulate composite materials comes in an infinite 
number of constituent material and coated inclusion geometry combinations.  
Unfortunately, the model derived in Section 3.2 is limited in the types of composites that 
can be treated.  The form of Eqns. (III.2.74), (III.2.76), and (III.2.77) will only allow the 
approximation of the effective material behavior for the simple case of a composite 
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material consisting of three material phases (matrix, inclusion, and coating) an identical 
shape and orientation of all coated inclusions [130].  This limitation is a direct result of 
the derivation of the strain localization tensors and, more specifically, the integral 
equation approximation.  A significant improvement of the SC model derived above 
would be its generalization to include the effects of multiple types of coated inclusions 
(different materials), a variation of coating thickness, multiple coated inclusion 
geometries, and a variation in the coated inclusion orientation.  This level of generality is 
achievable through the application of dilute strain concentration tensors (DSCT) [130].  
Recent DSCT applications to approximate the effective behavior of polymers containing 
nano-tubes have shown the generality of this approach [55-57].  These applications have 
shown that DSCT formulation of micromechanical models accurately approximate effect 
the wavy shape and orientation distribution of the nanotubes on the global behavior of the 
composite.  The DSCT approach applied in this work will expand the RVE to include all 
of the different coated inclusion variations.  This change of RVE will lead to a SC model 
that is analogous to the one derived in Section 3.2.  Because the SC approach assumes 
that the reference material surrounds each coated inclusion, it is easy to visualize 
calculating the fields of the expanded RVE of the DSCT approach as a summation of N 





Figure 3.4: Schematic representation of DSCT formulation of the SC model as the sum of fields 
found from N different EIP's corresponding to each coated inclusion family. 
 
The schematic representation in Figure 3.4 clearly shows the SC DSCT approach.  All 
coated inclusions that have identical material type, spatial orientation, and shape 
constitute a coated inclusion family.  The entire composite consists of N different coated 
inclusion families depending on the true nature of the material.  For the SC 
approximation, each family is assumed to be surrounded by the effective material and to 
occupy a volume fraction, , ,I Cf fς ς ςϕ = + .  The assumption of the DSCT formulation is 
that the effects of each coated inclusion family can be superimposed in order to arrive at a 
reasonable approximation of the effective behavior of the particulate composite.  The 
DSCT approach assumes that the descriptive dimension of all coated inclusion families is 
of the same order of magnitude and, like all micromechanical approaches, that this 
dimension is much smaller than the global (macroscopic) length scale [33].  Just as in the 
model given in Section 3.2, all DSCT models that do not take inclusion interaction into 
account will be limited to low volume fraction applications [57].  In the following 
sections, the derivation presented in Sections 3.2.1 – 3.2.4 is adapted to the case of a 
composite containing multiple coated inclusions and a DSCT SC model corollary to 
Eqns. (III.2.74), (III.2.76), and (III.2.77) is found.  The generality of the model that will 
be derived will allow the approximation of the effective behavior of composites 
+ + +   …   + 
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containing coated inclusions having a range of different material properties, spatial 
orientations, and shapes.  For the sake of brevity, the following “derivation” is not a 
detailed repetition of all equations in Sections 3.2.1 – 3.2.4, but rather a summary of the 
preceding derivation adapted to the multiple coated inclusion case. 
 
3.3.1 Localization and the integral equation 
 
 Derivation of the DSCT SC model requires several changes during the 
localization step.  First, differences in the topology of the RVE must be addressed.  The 
RVE shown in Figure 3.1 for a single coated inclusion is understood here to represent a 
single family of coated inclusions.  In the DSCT approach, an RVE such as the one 
shown in Figure 3.5 will consist of N different sub-RVE’s like the RVE shown in Figure 
3.1. 
 
   











The topology of the above RVE corresponds to N coated inclusion families where each 
family, ς, is represented with a single inclusion of volume, VI,ς, and viscoelastic stiffness, 
,ˆ I ςC , and is coated with another material having a volume, VC,ς, and viscoelastic stiffness, 
,ˆ C ςC .  Each family is also assumed to have a unique ellipsoidal shape characterized by 
major axes, ia
ς , aligned with the local coordinate system, ςx .  Euler angles ςϑ , ςφ , and 
ςψ  relate the local coordinate system to the global coordinates using the “x” convention 
(see Appendix B) [129].  As before, all coated inclusions are embedded in the reference 
material with viscoelastic stiffness, 0Ĉ .  The reference material shown above is the 
matrix material. 
 It is now possible to start the derivation of the DSCT SC model beginning with 
the expression for the local behavior of the composite material.  As in the previous 
section, the viscoelastic stiffness tensor of the heterogeneous material will be expressed 
as a homogeneous material having spatially varying viscoelastic properties.  For the RVE 
shown in Figure 3.5 this variation is expressed identically to Eq. (III.2.3). 
 
  ( ) ( )0ˆ ˆ ˆ with Vδ= + ∈C r C C r r  (III.3.1) 
 
As before, 0Ĉ  represents the spatially uniform viscoelastic stiffness tensor of the 
reference material and V is the volume of the RVE.  Unlike the previous derivation, 
however, the spatial variation tensor, ( )ˆδC r , must be modified to allow for N different 
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coated inclusion families.  In order to do so, Eq. (III.2.14) must be generalized to the 
form shown below. 
 
  
( ) ( ) ( ) ( ) ( ) ( )
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Δ + Δ∑ C r C r
 (III.3.2) 
 
In Eq. (III.3.2) the shorthand viscoelastic contrast tensors introduced in Eq. (III.2.34) 
have been employed to denote the contrast of the ςth coating or inclusion and the 
reference material.  The Heaviside step functions ( ),I ςθ r , ( )2,ςθ r , and ( ),I ςδθ r  defined 
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It is important to note that the form of Eqns. (III.3.2) and (III.3.3) assume that all 
viscoelastic stiffness tensors and Heaviside step functions are expressed with respect to 
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the global coordinate system.  This fact requires the rotation of each quantity from their 
local coordinate system to the global coordinate system. 
 The derivation of the DSCT SC model can now be taken up from the modified 
equilibrium equation given in Eqns. (III.2.5) and (III.2.6).  These equations will be used 
to derive the N different modified Green’s tensors that take the shape, orientation, and 
stiffness contrast of each family into account.  Eq. (III.3.4) below gives the equilibrium 
equation for the N coated inclusion families. 
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For the N coated inclusion family case, it is obvious that the distribution of fictitious 
forces becomes the result of the summation of N distributions each described by Eq. 
(III.2.6).  The Green’s tensor solution to this differential equation, therefore, must be 
represented as the sum of N Green’s tensors, ( )0, ,ˆ 'kmG ς ς−r r .  Each individual Green’s 
tensor is a function that calculates the displacement in the k direction at the point r when 
a time varying unit force due to the inhomogeneity of the ςth family of coated inclusions, 
( )îf ς r , is applied at the point ,' ςr  in the m direction.  Equation (III.2.7) must therefore be 




  ( ) ( ) ( )0 0, , ,,ˆ ˆ ' ' ' 0ijkl km lj imC G ς ς ςδ δ δ ω ω− + − − =r r r r  (III.3.5) 
 
Given this corollary expression to (III.2.7), the resultant integral equation for the 
displacement field becomes a summation of N Green’s tensors representing each coated 
inclusion family as shown below in Eq. (III.3.6): 
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Where ( )ˆmuς r  and ( )ˆklςε r  represent the compatible displacement and strain at the point r 
due to the ςth family of coated inclusions.  Then, by using the properties of the Dirac delta 
function for the frequency integral and the small strain approximation, the resulting 
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Where the modified Green’s tensor for each coated inclusion family, 0,ˆ ijkl
ςΓ , is expressed 




  ( ) ( )0, 0, , 0, ,, ,1 ˆ ˆˆ ' '2ijkl ki jl kj ilG G
ς ς ς ς ς⎡ ⎤Γ = − − + −⎣ ⎦r r r r  (III.3.8) 
 
It is important to note that in the present form, all of the terms in the above equations are 
defined with respect to the global coordinate system, x.  The simplification of the above 
integral equation by employing interfacial operators as described in sections 3.2.2 and 
3.2.3, however, is greatly simplified by employing all operations in the local coordinate 
system, ςx , and then rotating the result to the global reference system and finally 
performing the summation.  Indeed, the entire derivation of the interfacial operators given 
in Section 3.2.2 remains identical for each coated inclusion family with respect to their 
local coordinate system.  For this generalization of the SC model, it therefore suffices to 
restate the important results in local coordinates.  In the following paragraphs all 
variables represented as X ς  represent the variable X ς  with respect to the local 
coordinates of the ςth coated inclusion family. 
 
3.3.2 Interfacial operators and average strain fields of coated inclusion families 
 
  The interfacial operators derived in Section 3.2.2 are general expressions that 
only assume that the reference coordinates of phases A and B are identical.  Because of 
this, no re-derivation is necessary for the problem of multiple coated inclusions.  
However, for the sake of simplicity in what follows, Eqns. (III.2.31) and (III.2.32) are re-
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ij ijkl klmn klmn ijmn mn
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ε ε
⎡ ⎤= − +⎢ ⎥⎣ ⎦




χ  is Christoffel’s matrix for material χ with respect to the local coordinates 
defined as ˆˆ ik ijkl l jK C n n
χ χ= . 
 Now, in order to apply the interfacial operators given above to simplify the 
integral equation, it is necessary to return to expression (III.3.4), and specifically the 
approximation of the variation in Heaviside step functions, ( ),I ςδθ r , for the case of a 
thinly coated inclusion, and the viscoelastic contrast tensors. As in the case of the 
interfacial operators, expression (III.2.18) can be adopted to the local coordinate system 
by simply using local variables. 
 














δθ δΔ≈ ∑r  (III.3.11) 
 
Here pς  is the perpendicular distance from the center of the ςth coated inclusion to its 
tangent plane at the point ςx  (represented in local coordinates identically to Eq. (III.2.19)
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), aςα  represents the α
th major axes, and ,IS ς  the surface of the inclusion of the ς
th coated 
inclusion family.  Using this local expression, it is now simple employ Eq. (III.3.2) to 
express the ςth variation in viscoelastic constants as shown below: 
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It is important to stress that the calculation of this variation requires the rotation of the 
reference material to the local coordinates.  Now, Eq. (III.3.13) below results from the 
insertion of (III.3.12) into the integral Eq. (III.3.7) and application of the appropriate 
rotation matrices. 
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ς  is the rotation matrix determined from the Euler angles of the ςth coated 
inclusion family.  The modified Green’s tensor in the local coordinate system is 
determined through the evaluation of Eq. (III.3.5) when the reference material and all 
spatial variables have been rotated to the local reference frame. 
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 At this point, it is now possible to move towards the calculation of the average 
strain in the inclusion and coating of each coated inclusion family.  First, it is necessary 
to state the local coordinate equivalent of the strain jump between the inclusion and the 
coating material and the average strain in each phase.  The equation describing the strain 
at a position just outside the ςth coated inclusion can be calculated via the local equivalent 
of Eq. (III.2.36) given below. 
 
  ( ) ˆˆˆ ˆ ˆI C IC Iij ij ijkl lkmn ijP Cε ε ε+ = + Δr  (III.3.14) 
 









































Using these expressions, the integral equation given in (III.3.13) simplifies to give the 
average strain in the inclusion and coating of each family with respect to the local 
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At this stage in the derivation of the N coated inclusion SC model, it is necessary to 
define the volume integral of the modified Green’s tensor.  In accordance with Eq. 
(III.2.48), this integral is defined for each family of coated inclusions using the following 
equation. 
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Where Vχ,ς represents the inclusion or composite inclusion (inclusion + coating) volume 
and * can represent the inclusion or coating of the ςth coated inclusion family or reference 
material.  Now, because the coating is assumed to be thin for each family, Eqns. (III.2.44) 
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The derivation of equations equivalent to (III.2.46)-(III.2.52) for the local coordinates of 
the ςth coated inclusion family is identical the analysis carried out in Section 3.2.3.  The 
expressions below relating the inclusion and coating volumes to the interfacial operators 
and the integral of the modified Green’s tensor are, therefore, given for continuity and 
clarity.  First, the following property of the interfacial operator is important. 
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Then, the equivalent statements to Eqns. (III.2.51) and (III.2.52) are shown below. 
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Finally, the results of applying the assumption that i i j ja a a aΔ = Δ and inserting the 
above expressions into Eqns. (III.3.16) and (III.3.17) are given below.  These two integral 
equations can be used to calculate the average strain field in the inclusion and coating of 
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  ( ), , , , , ,ˆ ˆˆˆ ˆ ˆC I I C IC Iij ij ijkl klmn mnT Cς ς ς ς ς ςε ε ε= + ΔC  (III.3.24) 
 
From these expressions it is now possible to move to the homogenization step and derive 
the SC model generalized using DSCT. 
 
3.3.3 Homogenization and effective material properties 
 
 The next step in the derivation of the DSCT SC model requires the selection of a 
RVE.  For the DSCT formulation of the SC model, the simplest visualization of the RVE 
has been given in Figure 3.4.  This representation breaks the true RVE into N different 
RVE’s each representing a coat inclusion family.  In this case, each individual RVE is 
identical to that presented in Figure 3.3.  The RVE consists of a single inclusion having 
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viscoelastic properties ,ˆ I ςC  and occupying a fraction of the total volume ,If ς , coated by 
a different material with viscoelastic constants ,ˆ C ςC  and which occupies a fraction of the 
total volume ,Cf ς .  The coated inclusion is embedded in the effective infinite medium 
with viscoelastic rigidity tensor ˆ effC  which has been subjected to a time varying 
macroscopic strain represented by ˆijE .  Further, as in Section 3.2.4, the following identity 
is noted for the sum of the volume fractions of all phases. 
 




M I Cf f fς ς
ς =
+ + =∑  (III.3.25) 
 
 Now, the definitions of the macroscopic strain and stress given in Eqns. (III.2.63) 
and (III.2.64) can be modified for the N coated inclusion family case as shown below. 
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Where the strain and stress values on the right-hand side of the above equations denote 
the average value in their respective phase. 
 Next, the strain localization tensors for each phase are defined via the general 
expression (III.2.62).  For the specific case studied here, equations relating the average 
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At this point, it is possible to express the average strain and stress fields in the matrix 
material.  First, Eq. (III.3.26) and the strain localization relations above are employed 
yielding: 
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Then by employing the local constitutive law, the average stress in the matrix is: 
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The average stress in the matrix can also be deduced from the combination of Eq. 
(III.3.27), local constitutive laws, and strain localization equations of the form of Eq. 
(III.3.28).  The result yields the following expression for the matrix stress. 
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Setting Eqns. (III.3.31) and (III.3.32) equal and solving for the effective viscoelastic 
stiffness tensor yields the following expression. 
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This equation, coupled with the following expression for the strain localization tensors, is 
the DSCT form of the SC model, a generalization of the model originally derived by 
Cherkaoui et al [23]. 
 The strain localization tensors for each phase are derived by rearranging Eqns. 
(III.3.23) and (III.3.24) in the form: 
 
  ( ) 1, ,ˆˆ ˆX Xij ijkl klE A ς ςε−=  (III.3.34) 
 
where X can represent either the inclusion or the coating in each family.  Also, the SC 
approximation requires that the reference material in all expressions be set equal to the 
effective medium.  It is important to note that for each coated inclusion family the strain 
localization tensors derived from Eqns. (III.3.23) and (III.3.24) will yield expressions 
with respect to the local coordinate system of the ςth coated inclusion family.  In order to 
implement these localization tensors in Eq. (III.3.33) for correct calculation of the 
effective properties, it is therefore necessary to rotate the resulting tensor to the global 
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  ( )( ), , , , ,4ˆ ˆ ˆ ˆˆ : :C I C IC Iς ς ς ς ς= + ΔA I T C C A  (III.3.36) 
 
Where , ,ˆ ˆ ˆX X effς ςΔ = −C C C  X representing either the inclusion or coating, and I4 is the 
fourth order identity tensor.  The local expressions of the strain localization tensors given 
above are then rotated to the global system according to the Euler angles of the ςth coated 
inclusion family as follows: 
 
   , ,ˆˆijkl im jn kp lq nmpqA R R R R A
χ ς ς ς ς ς χ ς=  (III.3.37) 
 
Finally, as for the case base case of identical coated inclusions presented in Section 3.2.4, 
it is possible to calculate strain localization tensor for the matrix material.  The 
expression for the DSCT case is given below in Eq. (III.3.38). 
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Equations (III.3.33), (III.3.35), and (III.3.36) constitute a generalized form of the quasi-
static SC micromechanical model developed in Section 3.2 using DSCT.  This 
generalized form of the SC model permits approximation of the effective elastic or 
viscoelastic properties for a wide variety of particulate composites.  Indeed, the 
attractiveness of this formulation of the SC model is its flexibility to be employed in 
modeling the effective behavior for a wide variety of particulate composites including 
lossy composites.  It presents an improvement in the static domain over the model as 
introduced by Cherkaoui et al [23, 24], and a vast improvement in the quasi-static domain 
for the approximation of lossy behavior over the scattering based models. 
 
3.4 Chapter summary 
 
 This chapter successfully derived a quasi-static mean field micromechanical 
model describing the effective behavior of a viscoelastic matrix containing thinly coated 
inclusions.  The model was then generalized using DSCT formulation to permit the 
approximation of materials with vastly different microstructures.  Before employing this 
model in a materials design strategy, however, it is first necessary to verify its accuracy 
and robustness.  The aim of the following chapter is to validate this model derived above 
in the quasi-static regime through two different methods.  First, the model will be 
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compared to established bounds in the complex domain.  This will ensure that the 
formulation of the model does not violate energy restrictions.  Second, the model will be 
validated by comparing SC approximations against experimental data taken from the 
literature in both the static and quasi-static domain.  Following this validation, Chapter V 
will investigate the feasibility of employing the SC model in a materials design strategy 
by solving an elementary multiscale materials design example employing the quasi-static 







VALIDATION AND APPLICATION OF THE SELF-




 The aim of this chapter is the validation and application of the SC model in the 
quasi-static regime.  This will be accomplished in two steps.  The first step is the 
comparison of the SC model with existing bounds for complex composite media.  The 
complex bounding validation section begins with an introduction of complex bounding 
methods available in the literature.  Following a detailed introduction, the SC is used to 
approximate the effective complex behavior of several different hypothetical composite 
media and the results are compared to accepted bounds.  Agreement with existing bounds 
insures that the derived SC model does not violate basic physical laws.  The second part 
of the SC model validation is done via parametric studies and comparison with 
experiment.  That section begins by employing the general SC model to do parametric 
studies of the effective lossy behavior of viscoelastic composite materials containing 
oriented ellipsoidal inclusions.  The transmission loss (TL) of a slab of a viscoelastic 
composite is calculated from the effective material behavior approximated using the 
general SC model.  These results are then compared to experimental data and a SC single 
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scattering model of Baird, Kerr, and Townend (BKT) [26].  Following this analysis, 
DSCT SC model approximations are compared with experimental data for viscoelastic 
composite materials having varying orders of anisotropy, multiple inclusion types, 
multiple length scales, and varying coating thicknesses.  All of the above steps will 
validate the use of the SC model in the quasi-static domain and will indicate the 
robustness of the DSCT formulation.  Finally, the last section of this chapter discusses 
important numerical difficulties encountered and solution paths employed during 
implementation of the SC model. 
 
4.2 Complex bounds and the self-consistent model 
 
 In order to properly frame the use of the SC model for such applications as quasi-
static wave propagation problems, the issue of bounds must be addressed.  Insight into 
the validity and optimality of any mean field model can be established by investigating 
the effective properties calculated with the model and comparing the results to well-
established bounds [131].  Comparison with bounds has a two fold purpose.  Bounds on 
the effective behavior of composite materials describe the limits of possible effective 
material properties due to minimal and maximal energy restrictions.  They are dependent 
on constituent material properties, inclusion geometries, and the volume fractions of each 
phase.  Disagreement with bounds invalidates a material model as it implies that physical 
laws have been violated during model derivation.  Verification that a proposed effective 
medium theory (EMT) falls within accepted bounds is, therefore, a first order model 
check.  The second purpose for comparison with bounds is to check model optimality.  
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Because bounds are derived based on upper and lower energy restrictions, the closer a 
model approximation lies upper or lower bounds, the closer that model is to describing 
optimal behavior due to composite composition, inclusion geometry, or both. 
 Bounding techniques for purely elastic materials (purely elastic meaning that no 
losses occur and all material properties are modeled as real) are well known; see, for 
example, Hashin & Shtrikman [132], Walpole [133], Hill [134, 135], and for a summary 
see Hashin [136].  It is well known that the n-phase SC model falls within accepted 
bounds in the purely elastic case [77].  There has been comparatively little work done on 
the bounds of the effective material properties of a composite with complex material 
properties.  The subject of bounding the effective complex moduli of multiphase 
composites has been addressed in several papers starting with Hashin [17, 83, 84], 
Christensen [16], and Roscoe [137, 138].  Hashin’s work proposes a method for 
calculating the effective complex moduli as a function in the frequency domain for 
elementary composites and only briefly mentions bounds which are restricted to very 
simple material mixtures.  Christenson discusses the bounding problem, but restricts the 
discussion to the application of Hashin-Shtrikman (HS) bounds for a bi-phase 
viscoelastic matrix material containing either voids or rigid inclusions.  Christenson’s 
approach is simply the application of HS bounds to the real and imaginary parts of the 
effective moduli separately.  Roscoe takes a similar approach to bounding effective 
viscoelastic behavior by applying the Voigt and Reuss bounds separately to the real and 
imaginary parts of a viscoelastic composite; the simplest and least restrictive complex 
bounding technique in the literature.  These bounds were derived from variational 
principles expressing minimal and maximal strain energy in the viscoelastic composite, 
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but the interaction of the real and imaginary parts was not considered.  Recent 
developments in bounding the effective behavior of complex composites are based on the 
variational techniques of Cherkaev and Gibiansky [139] (see also Milton [140] and Miller 
[141]) which couple contributions from the real and imaginary parts of the constitutive 
phases on the expressions for overall energy.  Results based on this approach are detailed 
in series of related papers: Gibiansky & Milton [142], Milton & Berryman [143], 
Gibiansky & Lakes [144, 145], and Gibiansky & Torquato [146].  Many of the works 
referenced above were introduced for bounding the effective behavior of any complex 
composite medium including the effective electrical conductivity or viscoelastic moduli.  
The methods derived by the above authors bound the effective bulk and/or shear moduli 
of bi-phase viscoelastic composite in zones prescribed by arcs in the complex plane.  
These circular arcs are functions of the complex moduli of the constituent phases and the 
inclusion volume fraction.  The variational approaches of the above authors are more 
restrictive than those proposed by Roscoe, Hashin, or Christensen because they relate the 
complex bounds of the effective moduli to the real and imaginary parts of the constituent 
phases.  For the elastic case, all of these approaches reduce to the Hashin-Shtrikman 
bounds for an isotropic bi-phase composite. 
 All of the bounding methods introduced above have limitations, especially for 
application to the materials which are the subject of this thesis: composites containing 
coated ellipsoidal inclusions.  The most relevant restrictions to the application of these 
bounds to the composites studied in this work concern the number of constituent phases 
in the composite and composite anisotropy.  Applying bounds derived for purely elastic 
composites to the real and imaginary parts of a viscoelastic composite separately, as 
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proposed by Roscoe [137, 138] and Christenson [16], does not limit the resultant bounds 
to any specific number of constituent phases.  However, the Reuss [61], Voigt [60], and 
HS [132] bounds require the constituent phases and the composite material to be 
isotropic.  More importantly, the interaction between the real and imaginary parts, which 
are related by the principle of causality [147, 148], is neglected.  The more restrictive 
bounds, which do take storage and loss moduli interactions into account, and are derived 
from the variational methods introduced by Cherkaev and Gibiansky are restricted to bi-
phase composites and have the same problem as the aforementioned approaches of 
requiring both the constituent and effective materials be isotropic.  Though these methods 
are limited in terms of the number of phases and material anisotropy, they are the most 
developed bounds to be found in the literature.   The three most tractable approaches 
available (those of Roscoe [137, 138] and presented by Milton and Berryman [143] and 
Gibiansky and Lakes [144]) are summarized below and plotted together with SC model 
estimates. 
 
4.2.1 Roscoe’s complex bounds 
 
 The upper and lower bounds derived by Roscoe for a viscoelastic composite 
reduce to the application of Voigt and Reuss bounds separately to the real and imaginary 
parts of the composite [12].  These bounds provide the least restrictive limits of possible 
effective viscoelastic properties and can be calculated as a function of either inclusion 
volume fraction or frequency.  Though these bounds are not restrictive they represent a 
good starting point for the validation of the SC model in the quasi-static domain. 
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 The equations used to derive bounds proposed by Roscoe are analogous 
statements of the potential energy equations which are the basis of the extremum 
principles used to find the bounds for elastic composites, see Voigt [60] and Reuss [61].  
The result of this analysis in the complex domain, see Appendix C, yields the bounds 
described by Equations (IV.2.1) and (IV.2.2) which are the weighted harmonic average 












⎛ ⎞ ⎛ ⎞
= =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠
∑ ∑  (IV.2.1) 
 
  ','' ','' ','' ',''          RU r r RU r r
r r
f fμ μ κ κ= =∑ ∑  (IV.2.2) 
 
In the above relationships, RL and RU denote the lower and upper bounds derived by 
Roscoe and are analogous to the Reuss and Voigt bounds, respectively.  It is now 
important to note that due to energy considerations the following is true: 
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  An important aspect of these bounds is their lack of restrictions with respect to the 
frequency inspected, the total number of constituent viscoelastic phases, r, or the total 
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volume fraction, φ.  This logic leads to the following restrictions on the possible values 
for the effective viscoelastic moduli: 
 
   
( ) ( ) ( )







μ ω ϕ μ ω ϕ μ ω ϕ





where ω is the frequency of interest.  It is also useful to note that 1matrixf ϕ= − . 
 At this stage the quasi-static SC model to the will be compared to the simple 
bounds proposed by Roscoe and summarized above.  This is achieved through two 
different comparisons.  First, the approximations from the quasi-static SC model are 
compared to the upper and lower bounds for a fixed frequency while the coated inclusion 
volume fraction is varied from 0 to 1 for a hypothetical viscoelastic composite created 
from the materials studied by Baird et al [26].  Then the frequency dependent SC model 
approximation for a viscoelastic composite having fixed volume fraction will be 
compared the same bounds.  The constituent material properties that will be employed for 




Table 4.1: Constituent material properties of the viscoelastic composites studied by Baird et al [26]. 
  “Soft” Polymer “Stiff” Polymer 
Bulk modulus of matrix (Pa): KM 3 x 109 3 x 109 
Density of matrix (kg/m3): ρM 935 1090 
Dynamic shear modulus coefficients: A0 5.93978 6.675 69 
 A1 2.6618 x 10-1 3.954 x 10-2 
 A2 -3.613 x 10-2 9.39 x 10-3 
 A3 4.1 x 10-3 3.85 x 10-3 
Dynamic loss factor coefficients: B0 5.251 x 10-2 9.792 x 10-2 
 B1 1.9374 x 10-1 5.9 x 10-4 
 B2 -6.209 x 10-2 6.89 x 10-2 
 B3 8.19 x 10-3 -9.25 x 10-3 
Bulk Modulus of coating (Pa): KC 2.1 x 109 2.1 x 109 
Density of coating (kg/m3): ρC 1700 1700 
Shear Modulus of coating (Pa): μC 1.26 x 109 1.26 x 109 
Loss factor of coating: ηC 0.1 0.1 
Bulk modulus of air at 1 atm (Pa): KI 1.4 x 105 1.4 x 105 
Density of air at 1 atm (kg/m3): ρI 1.28 1.28 
Average coating fraction: ε 2.5 e 10-2 2.5 e 10-2 
Average outer shell radius: b 5 x 10-5 5 x 10-5 
 
The frequency dependent shear modulus of each matrix material detailed in the above 
table is approximated through Eqns. (IV.2.5) – (IV.2.7) and the above information. 
 
  ( ) ( )332210 loglogloglog fAfAfAARM +++=μ  (IV.2.5) 
 
  ( ) ( )332210 logloglog fBfBfBBM +++=δ  (IV.2.6) 
 




These equations and coefficients were found by fitting experimental data obtained from a 
Dynamic Mechanical Thermal Analyzer (DMTA) [26]. 
 The results of the two studies comparing the quasi-static SC model approximation 
to the elementary bounds proposed by Roscoe are given below in Figure 4.1 - Figure 4.4.  
The matrix material is the “soft” material given in Table 4.1. 
 










































Figure 4.1:  Real and imaginary parts of the effective shear modulus as function of coated inclusion 
volume fraction for a fixed frequency.  SC model approximation shown with the upper and lower 
















































Figure 4.2: Real and imaginary parts of the effective bulk modulus as a function of coated inclusion 
volume fraction for a fixed frequency.  SC model approximation shown with the upper and lower 


























































Figure 4.3: Real and imaginary parts of the effective shear modulus as a function of frequency for a 
fixed coated inclusion volume fraction.  SC model approximation shown with the upper and lower 


































































Figure 4.4: Real and imaginary parts of the effective bulk modulus as a function of frequency for a 
fixed coated inclusion volume fraction.  SC model approximation shown with the upper and lower 
bounds proposed by Roscoe. (Lower bound of imaginary part is zero everywhere). 
 
The plots above clearly show that the SC model falls within Roscoe’s bounds for 
viscoelastic composites as a function of both frequency and coated inclusion volume 
fraction.  Though the study was far from exhaustive and not a direct proof, the plots 
suggest that no physical laws have been violated during the derivation of the quasi-static 
model.  These observations are encouraging; however, since Roscoe’s bounds are the 
least restrictive, it is prudent to compare the SC model against more restrictive bounds.   
The bounds chosen for this analysis are the shear and bulk bounds for bi-phase 
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viscoelastic composites derived by Milton and Berryman [143] and Gibiansky and Lakes 
[144], respectively. 
 
4.2.2 Complex bounds using variational and translational techniques 
 
 The two bounding techniques described in this section stem from the 
complementary works of Milton [140] and Cherkaev and Gibiansky [139].  The objective 
of their work was to simplify the algebraic calculations required to find the bounds for 
complex valued effective material properties resulting from heterogeneous media.  This is 
done via a fractional-linear Y-transformation [146].  These methods were derived for any 
complex valued material property whose fields are dissipative and time varying.  The 
resulting bounds can therefore be applied to physical properties as disparate as electrical 
conductivity and viscoelasticity.  Using complex valued expressions of Hooke’s law and 
strain energy density, Cherkaev and Gibiansky [139] formulated four different min-max 
variational principles.  These principles lead to rigorous bounds for the effective 
viscoelastic moduli of a bi-phase composite material.  This approach inspects a bi-phase 
viscoelastic composite at a fixed inclusion volume fraction and prescribes a zone in the 
complex modulus plane which bounds the set of permissible values describing effective 
material behavior.  Their results yield coupled bounds.  Coupled bounds restrict the 
effective complex valued moduli based on functions of both the real and imaginary parts 
of the constituent phase moduli.  Gibiansky and Lakes employed this approach to find the 
bounds on the effective viscoelastic bulk modulus [144].  Those bounds are defined by 
four arcs that intercept each other at two points in the complex plane.  The outer-most of 
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those four arcs define the limits of permissible effective complex bulk modulus values of 
a bi-phase viscoelastic composite.  The approach derived by Milton and Berryman [143] 
to find bounds on the effective shear modulus is similar in its derivation and also based 
wholly on the work of Cherkaev and Gibiansky [139] and Milton [140].  Both of these 
bounding approaches, which are summarized in Appendix C, are restricted to the 
following cases:  (i) bi-phase viscoelastic composites, (ii) isotropic behavior of both the 
composite and constituent phases, and (iii) calculation of bounds for a single frequency 
and a single volume fraction.  These restrictions limit quasi-static SC model validation.  
The third restriction is the most limiting for the inspection of a wide range of material 
compositions and exciting frequencies.  These restrictions illustrate why these methods 
do not easily lend themselves to inspect the validity of an effective medium theory as a 
function of either volume fraction or frequency.  Bounds based on these variational 
techniques are, however, the most rigorous available.  Therefore, despite these 
limitations, it is valuable to check SC model approximations against these bounds.  The 
following sub-sections employ the bounds described in Appendix C and plot the bounds 
together with the quasi-static SC approximation.  This analysis provides further 
validation of the SC model in the quasi-static frequency domain. 
 
4.2.2.1 Complex bounds on the bulk modulus of bi-phase media 
 
 The bounds for the bulk modulus derived by Gibiansky and Lakes [144] are 
defined for a bi-phase viscoelastic composite material.  The composite’s composition is 
defined by a phase 1 which occupies volume fraction f and its complex bulk and shear 
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moduli are represented as κ1 and µ1, respectively.  Conversely, phase 2 occupies a 
volume fraction ( )1 f− and its bulk and shear moduli are represented as κ2 and µ2, 
respectively.  The effective complex valued bulk modulus of the isotropic viscoelastic 
composite will be constrained to a “lens-shaped” region in the complex bulk modulus 
plane that is bounded by the outer-most pair of four circular arcs each of which 
correspond to the four min-max variational principles proposed by Cherkaev and 
Gibiansky [139] and Milton [140].  To illustrate their bounds, Gibiansky and Lakes 
presented a hypothetical viscoelastic comsposite material having constituent material 
properties defined in whose composition and constituent material properties are defined 
in Table 4.2.  Figure 4.5 shows that the bi-phase isotropic SC model falls within the bulk 
modulus bounds calculated using the relations of Appendix C. 
 
Table 4.2: viscoelastic composite composition and constituent material properties for hypothetical 
material presented by Gibiansky and Lakes [144]. 
 f μ1 K1 μ2 K2 




























Figure 4.5: Bounds in the complex bulk modulus plane calculated from reference [144] and SC model 
approximation of the same composite.  Bounds are delineated by four, sometimes overlapping, lines: 
κ(1-4). 
 
4.2.2.2 Complex bounds on the shear modulus of bi-phase media 
 
 The bounds on the effective complex shear modulus derived by Milton and 
Berryman [143] are also based on the four variational principles and the Y-transform 
introduced by Cherkaev and Gibiansky [139] and Milton [140].  Their results yield arcs 
in the complex modulus plane which define the limits of permissible effective complex 
shear modulus values of a bi-phase viscoelastic composite.  The bounds are best 
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described by an algorithm in reference [143] which is summarized in Appendix C for 
convenience.  It must be noted that difficulties can arise in calculating these bounds 
because some factors may be driven to infinity while the final result is always finite.  
Further, these bounds are sometimes not completely closed, and tangent lines must be 
drawn to close the bounds.  These complications make the process arduous and less than 
ideal for an exhaustive evaluation of model validity as a function of frequency or volume 
fraction, or both.  Despite these difficulties, the comparison shown in Figure 4.6 of the 
quasi-static SC model and these bounds using constituent properties defined in given in 
Table 4.3 shows good agreement and further suggests that the application of the SC 
model in the quasi-static regime is valid. 
 
Table 4.3: Material properties used to evaluate the complex bounds shown and SC model point in  
f μ1 K1 μ2 K2 



























Figure 4.6: Bounds on the complex effective shear modulus given in reference [143].  Calculated SC 
model point is shown to fall within ellipsoidal bounded area. 
 
4.3 Validation of the general SC model in the quasi-static domain 
 
 The previous section serves as a fundamental check of the quasi-static SC 
modeling approach.  The fact that the SC model was shown to fall within accepted 
complex bounds proves that no physical laws were violated in the derivation of the model 
and that it is, therefore, a valid homogenization method in the quasi-static domain.  
Though model validation against complex bounds is very important, it yields little 
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information about the precision and versatility of the SC model.  The purpose of this 
section is, therefore, to investigate the SC model for more specific information about its 
capacity to model the effective behavior of various viscoelastic composite materials.  
This information will be gathered through two methods: comparison with experiment and 
parametric studies.  Specifically, the SC model precision will be investigated by 
comparing model results with experimental data and the versatility will be validated 
though a series of parametric studies.  These two approaches will provide a clear picture 
of SC model precision and its adaptability to model many different types of viscoelastic 
composites. 
 
4.3.1 Elementary validation of quasi-static SC model 
 
The fundamentals detailed in Chapter II indicate that the effective lossy behavior 
of a viscoelastic composite in the quasi-static domain is intimately related to the strain 
energy in its lossy components.  To illustrate this point, the increase in strain energy in 
the “matrix” material of a voided composite sphere was given as an example.  The 
present section generalizes the voided sphere concept to the case of an isotropic voided 
viscoelastic material.  The elementary parametric studies below will show trends of the 
effective behavior of the voided viscoelastic material as calculated by the SC model.  The 
relationship of interest is between the composite’s macroscopic lossy behavior and the 
void fraction.  The goal of this simple study is to provide a first order validation of the 
quasi-static SC model by showing that the trends calculated with the SC model are in 
 
131 
accordance with expectations.   This analysis will serve as the starting point for SC model 
validation in the quasi-static domain. 
The viscoelastic composite studied is a hypothetical material resulting from the 
introduction of spherical voids in a matrix of the “soft” polymer matrix material studied 
by Baird et al [26].  The properties of the matrix (together with other material properties 
which will be important in examples following this one) were given by Baird et al and 
have been repeated in Table 4.1 in the previous section. 
The fundamentals of the frequency dependent behavior of voided viscoelastic 
materials is well understood (see, for example, Jarzynski [15]).  The three following 
trends are expected: (i) a decrease in the elastic moduli of the material, Cv, with 
increasing void fraction, φ, (ii) an increased damping capacity with increasing frequency, 
and (iii) an increased damping capacity with increasing void fraction.  The first trend is 
the result of removing material and thereby weakening the resistance of the whole to 
deformation.  Figure 4.7 clearly shows that the SC model correctly approximates this 


































































Figure 4.7: Effective complex shear modulus of a voided viscoelastic material as a function of 
frequency.  The pure matrix response is shown together with three differnent values of void fraction. 
 
The second trend, an increase in lossy behavior with increasing frequency, is independent 
of the void fraction and is simply due to constitutive material behavior.  Increasing the 
frequency of an applied load increases the characteristic phase lag between the load and 
the resulting strain.  This increases the area of the hysteresis loop in stress-strain space 
(see Section 2.1.1).  It is very important to note that this is not true for all materials at all 
frequencies [149].  Typical characteristics of the frequency dependant complex shear 
modulus are shown below in Figure 4.8.  The figure clearly shows that both the storage 
and loss modulus are strongly frequency dependent and that the monotonic increase in 
damping capacity as a function of frequency is only true for 0 critf f< < .  However, for 
the materials and frequency range used in this example, the damping capacity will 
increase monotonically as a function of frequency.  The ability of the SC model to 
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Figure 4.8: General characteristics of the frequency dependent shear modulus of viscoelastic.  The 
modulus is approximated by the Havriliak-Negami model [128].  Damping capacity of the viscoelastic 
material is a monotonically increasing function of frequency for 0 < f < fcrit . 
 
The third trend, an increase in damping capacity with increasing void fraction, can be 
explained from two different points of view.  The first is within the framework of wave 
scattering.  As frequency increases, the relative size of voids with respect to the 
wavelength of traveling waves increases (the non-dimensional number, ka, increases).  
This “increase” in void size leads to more efficient reflection, re-direction, and mode 
conversion (scattering) of an incident wave by voids in the material and thus creates more 
wave-fronts which are attenuated by the host material.  The ultimate result is an increase 




Lord Rayleigh to explain why the sky is blue: blue light, having a short wavelength 
compared to the rest of the visible spectrum, is more efficiently scattered by particles in 
the air.  His fundamental work in the area of wave scattering is also the reason that simple 
low frequency (low ka) scattering models are called Rayleigh scattering models.  The 
increase in damping capacity with increasing void fraction can also be explained from the 
perspective of strain energy.  The time varying specific strain energy (strain energy per 
unit volume) and specific complementary strain energy in any material can be calculated 
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In the above equation ŵ  represents the specific strain energy, ˆijσ  the applied stress, 
îjε the strain, and Ĵ  is the compliance tensor which is the inverse of the stiffness tensor, 
Ĉ .  For a propagating wave or a time-varying applied stress having a known magnitude 
the strain energy should be calculated with the relation ˆˆ ˆ ˆ2 ij ijkl klw Jσ σ= .  As previously 
stated, increasing void fraction of any material leads to a decrease in the elastic constants 
and conversely to an increase in the compliance of the effective material.  It is clear from 
this expression that for a given applied stress level an increase in the magnitude of the 
material’s compliance translates to an increase in the specific strain energy in the 
effective material.  Further, since voids cannot carry any load, this increase in strain 
energy is concentrated in the viscoelastic host material.  Chapter II illustrated that an 
increase in strain energy of lossy materials leads to an increase in the total energy 
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absorbed.  Figure 4.9 below illustrates the ability of the SC model to correctly 
approximate this expected physical behavior.  The plot shows the ratio of the specific 
strain energy in the voided material to that in a homogeneous material for the same 
applied shear strain, τ.  The plot clearly shows that the SC model correctly captures the 
increase in specific strain energy for all frequencies as the void fraction is increased. 
 











































Figure 4.9: Increase in the specific strain energy of voided composites due to pure shear loading.  The 
ratio shown is the ratio of the specific strain energy in a voided composite to the strain energy in a 
homogeneous material submitted to the same shear stress. 
 
 The result of the increase of strain energy in the lossy matrix material shown 
above is an increase in the macroscopic damping capacity of the composite.  Evidence of 
the increase in the damping capacity is best captured through parametric studies of the 
attenuation coefficient of shear and longitudinal waves.  The attenuation coefficient is the 
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imaginary part of the complex wave number and is a measure of the decay rate for a 
wave propagating in a medium with lossy properties.  Recalling Eqs. (II.1.20) and 
(II.1.21), the attenuation coefficients for longitudinal and shear waves propagating in the 
voided polymer given here are found from the two expressions below. 
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These equations show clearly that an increase in the magnitude of the attenuation 
coefficient leads directly to an increase in the attenuation of the propagating wave.  
Figure 4.10 shows that the SC model captures the increase in lossy behavior of a voided 
polymer both with increasing void fraction and increasing frequency.  This parametric 























































Figure 4.10: Attenuation coefficients for the propagation of shear and longitudinal waves in a pure 
polymer compared with the effective behavior of three different voided composites approximated by 
the SC model. 
 
One very important observation about Figure 4.7 and Figure 4.10 is that the increasing 
lossy behavior is due to the softening of the material caused by introducing voids.  This 
softening is best indicated by an increase in the magnitude of the compliance tensor.  
Given the case of an imposed stress, σ, which is the case for a propagating wave, the 
strain energy will increase in the lossy component and, as a direct result, the overall 
damping capacity of the material will be increased.  This is further illustrated by 

































































Figure 4.11: The imaginary part of the inverted shear and longitudinal moduli of a pure polymer 
compared with the effective behavior of three different voided composites as approximated by the SC 
model. 
 
It is also important to specify that an increase in lossy properties for the case of an 
imposed stress (such as a propagating wave) is the result of a softening of a host material 
by introduction of voids and, to a lesser extent, coated inclusions having less resistance to 
deformation than the matrix material.  However, the opposite is true for the case of an 
imposed time-varying strain.  An increase in the overall lossy behavior of the composite 
will result from the reinforcement of a lossy host, thereby increasing the strain energy 
present in all constituent materials ( ˆˆ ˆˆ2 ij ijkl klw Cε ε= ).  The true measure of the pure 
damping capacity of a composite material is therefore not its stiffness tensor loss factor, 
but rather the magnitude of the imaginary part of the tensor directly related to the 
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loading in question.  When the real part of the stiffness or compliance tensor in question 
does not change, then the increase of the corresponding loss factor is the important 
measure of the damping capacity of the composite.  For the case of waves propagating in 
a material (representing an imposed stress), the best measure of damping capacity is the 
imaginary part of the effective compliance tensor and related terms.  The following 
section presents a measure related to the compliance of a composite material, the 
Transmission Loss (TL).  SC estimates of the effective complex moduli for a composite 
consisting of a viscoelastic matrix containing coated micro-inclusions are compared with 
Baird et al’s experimental data [26] and parametric studies of inclusion geometry and 
orientation are given. 
 
4.3.2 Comparison of modeling results with experimental TL data: Oriented 
ellipsoidal inclusions 
 
 The following quasi-static SC model verification is a sound isolation application.  
SC model estimates of the effective complex moduli of a viscoelastic composite are used 
to calculate the TL of a material layer as a function of frequency.  The SC estimates of 
the TL are compared to experimental data and the low ka scattering model of Baird et al 
[26].  Following this comparison, parametric studies of the inclusion geometry effects on 
the spatial dependence of composite material lossy properties are presented in order to 
explore SC model strengths. 
 The following short analysis details how the TL of a slab of viscoelastic 
composite material is calculated from the effective material properties.  TL is a measure 
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of the sound isolation provided by an obstruction between a sound source and receiver.  
Specifically, TL is the ratio the energy of the incident wave to the energy transmitted 
through the obstruction (in this case the material layer) [12].  For the following analysis, 
normal incidence is assumed because it represents is the worst case (TL increases as a 
function of angle of incidence).  By assuming normal incidence of a plane wave on the 
submerged composite material layer, the magnitude of the incident, reflected, and 
transmitted pressures can be calculated by using continuity of pressure and velocity at the 
two water-composite interfaces (x3 = 0 and x3 = L). 
 
  
Figure 4.12: (a) Representation of viscoelastic matrix containing identically oriented ellipsoidal 
inclusions.  (b) Incident, reflected, and transmitted plane-wave visualization used to calculate the TL 
of the composite material layer. 
  
In the figure above, ˆ Ip  is the magnitude of the incident pressure, R̂  is the reflection 
coefficient, T̂  is the transmission coefficient, L is the thickness of the composite, and a 
and c represent the major and minor axes of the oriented oblate coated inclusions. 
( )ˆ ,Ip x t
( )ˆ ˆ ,IRp x t
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 Consider an isotropic fluid medium of density ρ and sound speed c in which an 
acoustic plane wave of the form ei(kx3 −ωt ) is normally incident on an infinitely long slab 
of thickness L, as shown in Figure 4.12b.  The composite is composed of a viscoelastic 
matrix material described by the complex Lamé constants, ˆ ˆ,    and density M M Mλ μ ρ  and 
containing coated ellipsoidal inclusions.  This initial study considers the orthotropic case 
of a slab containing oblate spheroidal inclusions all oriented such that their minor axes 
are along the x3 direction of propagation.  The inclusions are defined by their Lamé 
constants ˆ ˆ,    and density I I Iλ μ ρ , and the coating by ˆ ˆ,    and density C C Cλ μ ρ .  The 
coating has a thickness Δa where Δa/a assumed to be much less than unity.  Further, it is 
assumed that Δa/a = Δc/c.  In the quasi-static case, ka << 1, it is reasonable to model the 
composite as a homogeneous material defined by its complex effective elastic stiffness 
tensor ˆ effC . For plane wave transmission through the slab submerged in water along the 
x3 axis, the TL, in decibels, is defined in terms of the transmission coefficient T̂  by [50] :  
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a ICMMeff 313 ρρρφρρ              (IV.3.6)  
and 
  33 33ˆ ˆˆ  
eff eff eff eff effZ c Mρ ρ= =  (IV.3.7) 
 
In the above equations, 33ˆˆ
eff effM C=  is the complex plane wave modulus of the material in 
the direction of wave propagation, 33ˆ
effc  is the longitudinal phase velocity in the x3 
direction, 33ˆ
effα  is the longitudinal wave amplitude attenuation coefficient in the x3 
direction, φ  is the volume fraction of coated inclusions, ( )watercρ  is the specific acoustic 
impedance of water and is known to be 1.5x106 Rayl, and the asterisk denotes the 
complex conjugate. 
 It was previously shown that micromechanical models can be used to approximate 
the global dynamic behavior of isotropic three phase lossy composites in the low 
frequency, or quasi-static, regime [38].  In that study, viscoelastic composite materials 
were created by introducing various volume fractions of spherical (a/c = 1) coated 
inclusions were introduced into the “stiff” matrix material given in Table 4.1.  The TL 
was then measured for frequencies ranging from 0 to 100 kHz by Baird et al [26].  Model 
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estimates of the TL were calculated using the BKT model (a low ka scattering model) 
and the coated inclusion SC model which was derived in  
Chapter III.  The results have been reproduced in Figure 4.13 below.  These plots 
replicate Figures 2 – 6 of reference [26].  From these plots two facts are readily apparent.  
First, the application of the SC model in the quasi-static regime has good agreement with 
the low ka scattering model for composites containing coated inclusions.  Second, the SC 
model provides precise estimates of the frequency dependent lossy behavior of such 
viscoelastic composites as a function of both frequency and volume fraction. 
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Figure 4.13: SC and BKT model estimates of TL for a 1 cm thick slab of viscoelastic composite 




The precision of the SC model in the quasi-static domain is a result of the fact that the 
main features of the dynamics of the composite are correctly captured.   Namely, the 
micromechanical approach takes small strains in the neighborhood of an inclusion into 
account using homogenization techniques.  It therefore accounts for losses during 
propagation directly due to that strain and not by using asymptotic scattering 
approximations.  This approach has the added advantage of being amenable to the 
modeling the anisotropic behavior of the material when the inclusions are no longer 
spherical and are similarly oriented with respect to the coordinate system of reference. 
 The following section employs the SC model to predict sound transmission 
through a 1 cm thick viscoelastic composite slab containing 13% volume fraction of 
coated oblate inclusions of varying aspect ratios.  The constituent materials are taken to 
be the same as those used by Baird et al [26] for the case of a stiff matrix.  Figure 4.14 
gives the transmission loss as a function of frequency for various aspect ratios:  a/c= 1 
(spherical inclusions), a/c = 1.5, 2.0, and 2.5, while keeping the volume fraction constant 





Figure 4.14: Transmission loss of 1 cm thick slab of composite material having the orientation shown 
in Figure 4.12 and containing 13% by volume of oblate coated inclusions of varying aspect ratios. 
 
The oscillations in TL observed at the lower frequencies of the frequency range studied 
are caused by resonances in the finite thickness of the slab.  Maximum transmission, i.e., 
minimum TL, occurs at the half-wavelength resonances while maximum transmission 
losses occur at the odd quarter wavelength resonances.  It is observed that increasing the 
aspect ratio a/c results in a small increase in TL (less than 2 dB in the 0 to 100 kHz 
range) because of the increased shear strain in the neighborhood of the inclusion caused 
by its form.  In other words, for the same traveling compressional stress wave field, more 
deformation occurs in the neighborhood of the oblate inclusions as compared to the 
spherical inclusion.  Thus more mode conversion to shear occurs, with subsequent 
increased losses.  This trend is also confirmed by plotting the attenuation coefficient, 
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ˆ effα , of the longitudinal wave number as a function of the angle in the x1-x3 plane, as 
shown in Figure 4.16.  The angle is the polar angle, here denoted as θ, in spherical 
coordinates and the plot shows the attenuation coefficient for a longitudinal wave 
traveling in the direction, n, defined as kjin ˆ cos ,ˆ sinsin ,ˆ cossin θϕθϕθ= , in an 
infinite medium containing oriented ellipsoidal inclusions (where ϕ  is the azimuthal 
angle), see Figure 4.15. 
 
   
Figure 4.15: Geometry of oblate spheroids and their orientation with respect to the global coordinate 
system. 
 
It is in this way that the influence of changing the orientation of inclusions with respect to 
the coordinate system shown in Figure 4.12a (i.e. rotating the inclusions about the x2-axis 
in the material for a slab of composite material can be studied.  The attenuation 
coefficient in the x1-x3 plane (ϕ  = 0) as a function of polar angle is calculated from Eq. 
(IV.3.8). 
 
  ( )2 2 2 2 211 33ˆ ˆ ˆsin cosα θ α θ α θ= +  (IV.3.8) 












Both the attenuation coefficient (in Np/m) and the anisotropy factor, defined as 
( )11 33 33ˆ ˆ ˆα α α− , increase as the aspect ratio increases, as expected.  One interesting point 
is that as the angle of propagation increases, the attenuation coefficient is seen to 
increase.  Here it is noted that there are competing factors which tend to increase or 
decrease the lossy behavior with respect to the polar angle.  These competing factors are 
the effective shearing area of the inclusions (which depends on their form) and the 
increase or decrease in effective material stiffness of the composite due to coated-
inclusion properties.  For the case shown in Figure 4.16, the oblate form of the inclusions 
increases the shearing area parallel to the propagation direction.  This tends to increase 
the lossy properties of the composite and results in an increase in the composite 
material’s damping capacity, described here by the attenuation coefficient, as a function 





Figure 4.16: Attenuation coefficient as a function of angle in the x1-x3 plane of material containing 
oblate ellipsoidal inclusions of varying aspect ratios (θ = 0 coincides with x3-axis).  The volume 
fraction of inclusions is 13% and the frequency of the incident wave is 50 kHz. 
 
In example given below, that of prolate and penny shaped Lucite inclusions, the opposite 
trend is observed as the inclusion and coating material properties lead to an overall 
increase in stiffness which will dominate the increase in shearing area related to inclusion 
geometry.  Staying with the oblate inclusion example, Figure 4.17 plots the real and 
imaginary parts of the complex wave speed in the x3 -direction as a function of frequency 
for aspect ratios a/c = 1, 1.5, 2.0, and 2.5, again for a fixed volume fraction φ = 0.13.  The 
results show another aspect of the change in inclusion form, specifically that at a fixed 
frequency, the real part of the phase velocity decreases with increasing aspect ratio.  This 
corresponds to a relative softening of the composite in the x3-direction as the aspect ratio 
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increases.  The softening, a result of oblate inclusion geometry, increases the specific 
strain energy in the neighborhood of the inclusion for the same imposed stress levels.  At 
the same time, for single frequency, the absolute value of the imaginary part of the phase 
velocity also decreases with increasing aspect ratio.  This decrease in the imaginary part 
is proportionally less than the decrease of the real part and therefore corresponds to an 
increase in attenuation in the x3-direction for the oblate geometry.  Otherwise stated: the 
magnitude of the imaginary part of the inverted plane wave modulus along x3 increases 
with increasing aspect ratio.  As discussed in Section 4.3.1, this causes an increase in the 
specific strain energy for a fixed value of imposed stress, thereby increasing the 





Figure 4.17: Real and imaginary parts of effective complex longitudinal wave speed in x3-direction as 
function of frequency for a volume fraction inclusions of 13%. 
 
 The above discussion is for a specific case of a viscoelastic matrix containing 
oblate coated inclusions.  The SC model is more general, however, and can be used to 
study the effects of prolate, needle shaped, and penny shaped inclusions (along with any 
variation of these forms).  In what follows, the SC model is applied to the case of 
composite material composed of the same “stiff” viscoelastic matrix material containing 
inclusion and coating materials with the properties given in Table 4.4.  This parametric 





Table 4.4: Material properties of coating and inclusion for material modeled in Figure 4.18. 
 μ (GPa) ν ρ (kg/m3) 
Coating 1.40 0.40 1200 
Inclusion 28.5 0.23 2300 
 
To display the SC model’s capabilities, five types of inclusions are considered: spherical, 
oblate, prolate, penny-shaped, and needle-shaped ellipsoids.  Table 4.5 gives the minor 
radius ratios, a/b and a/c, for each of these cases. 
 
Table 4.5: Minor radius ratios for composite modeled in Figure 4.18. 
 Sphere Oblate Penny Prolate Needle 
a/b 1 1 1 1 1 






Figure 4.18 shows the variation of the calculated attenuation coefficient in the x1 – x3 
plane as a function of polar angle.  Minimum attenuation observed coincides with 
propagation along the x3-axis (θ = 0) for a composite containing needle shaped inclusions 
aligned with this axis.  For the same composite, attenuation increases monotonically with 
increasing angle between incident plane wave and the long-axis of the needle shape 
inclusions.  This plot also shows that attenuation diminishes for propagation along the x1-
axis (and therefore, by symmetry, the x2-axis) of a composite containing penny-shaped 
inclusions whose large radii (a and b) are aligned with the x1-x2 plane.  It was previously 
mentioned that this decreasing attenuation is the result of increased stiffness in the 
direction that coinciding with the long major axes when the composite inclusion has a 
higher stiffness value than the matrix.  For the present material studied, this affect 
dominates the increase in shearing area due to inclusion geometry.  Using the specific 
strain energy argument, the increase in composite material stiffness in certain directions 
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decreases the strain specific energy for stress wave of fixed magnitude propagating in the 
same direction.  This reasoning also explains why the attenuation coefficient anisotropy 
factor of the oblate and penny shaped inclusions is lower than for the needle shaped 
inclusions.  The oblate form of those inclusions renders the increase in shearing area 
increasingly influential with respect to the reinforcement it imparts to the composite.  For 
the oblate and penny-shaped inclusions the increase in stiffness still dominates but the 
effects are reduced because the shearing area is significantly higher in this form of 
inclusion (compared to the needle-shape). 
 
 
Figure 4.18: Attenuation coefficient as a function of angle in the x1-x3 plane for a composite 
consisting of a viscoelastic matrix with Lucite coated glass ellipsoidal inclusions of different forms (θ 
= 0 coincides with x3-axis).  The volume fraction of inclusions is 10% and the frequency of the 




As expected, the composite containing spherical inclusions has a constant attenuation 
regardless of propagation direction, and the oblate and prolate inclusion cases fall 
somewhere between the limits of the penny-shape and needle-shape inclusions, 
respectively.  One point of interest is that the attenuation coefficient for propagation 
along the x3 axis for materials containing both oblate and penny-shaped inclusions is 
slightly superior to that of the material containing spherical inclusions.  An explanation of 
this behavior is that the shape of the inclusion leads to stronger mode conversion at the 
boundaries resulting from stress concentrations related to the inclusion form. 
 At this point it is interesting to point out that all of the factors discussed above 
give a few guidelines for the design of composite materials having a desired lossy 
behavior.  First, if inclusions are softer than the matrix material, increased inclusion 
aspect ratios lead to increased damping capacity in all directions compared to the same 
inclusion volume fraction of spherical inclusions.  The highest losses will be observed in 
directions perpendicular to the outward normals of increased shear areas.  This is 
illustrated with the oblate inclusion case shown in Figure 4.16.  Secondly, if stiffness is 
required in one direction while high losses are desired in an orthogonal direction, high 
modulus needle shaped inclusions are an ideal solution (see for example Figure 4.18).  
This type of inclusion leads to low losses and high reinforcement along the longest 
inclusion minor axis but maintains lossy behavior nearly identical to spherical inclusions 
(twice the attenuation as observed along the longest axis) for propagation in all directions 
perpendicular to that axis.  Using these two cases as guidelines and the quasi-static 
general SC model for design, numerous types of materials of varying lossy behavior can 
be conceived relatively easily. 
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 The present section explored some of the strengths of the general SC model in the 
quasi-static domain.  The SC model used for these calculations is limited to a single 
inclusion form, set of material properties, and spatial orientation.  Reformulation of the 
SC model using dilute strain concentration tensors (DSCT) permits the approximation of 
the behavior of many different types of viscoelastic composite materials with relative 
ease.  It is the purpose of the following section to show the level of generality achievable 
through application of the DSCT SC model derived in Section 3.3. 
 
4.3.3 Identical coated inclusions with a known orientational distribution 
 
 The most common application of dilute strain concentration tensors cited in 
literature is the approximation of the globally isotropic material properties of composites 
containing identical non-spherical inclusions having a uniform orientation distribution.  
The generality of Eq. (III.3.33), however, permits the homogenization of composites 
containing non-spherical inclusions with a preferential orientation distribution just as 
easily as for the case of a uniform distribution.  This is done by taking the approach 
discussed below.  First the orientational average or a fourth order tensor quantity is 
defined in the following equation [56]. 
 
   { } ( ) ΩΩ= ∫
Ω
dBaaaapB nmpqlqkpjnimijkl α




In this expression, α is an integration factor, aij is the rotation matrix determined by the 
appropriate Euler angles, θ, φ, and ψ, B is a fourth order tensor defined with respect to its 
local coordinate system, { }B  is the orientational average of the same tensor with respect 
to the global coordinate system, Ω is the orientational space defined by the Euler angles, 
and ( )Ωp  is the orientation distribution function.  It is now useful to define a normalized 
distribution function, ( )Ωn : 
 













Equation (IV.3.10) defines a distribution which has the desirable property that its integral 
over the entire orientation space is unity. Substituting Eq. (IV.3.10) into Eq. (IV.3.9) 
yields: 
 
   { } ( )ijkl im jn kp lq nmpqB n a a a a B d
Ω
= Ω Ω∫  (IV.3.11) 
 
Now, in order to find the effective properties of a composite containing ellipsoidal 
inclusions with a known orientation distribution and a known inclusion and coating 
volume fraction ( If  and Cf , respectively), it is helpful to define the following tensor 
quantity. 
 




ˆ locC  is simply the last two terms of Eq. (III.2.74) and is calculated by the SC model with 
respect to the local coordinate system for the family of inclusions having the same 
orientation in space.  Then, when all coated inclusions in the composite are assumed to 
have identical shape and material properties, the effective material properties of the 
composite can be found by taking the orientational average of ˆ locC  and adding it to the 
matrix stiffness tensor, ˆ MC , as follows: 
 
    ( )ˆ ˆ ˆ, ,eff M locijkl ijkl im jn kp lq nmpqC C n a a a a C
θ φ ψ
θ φ ψ θ φ ψ= + Δ Δ Δ∑∑∑  (IV.3.13) 
 
Equation (IV.3.13) is a general expression that permits the calculation of the effective 
properties of a composite consisting of identical oriented coated inclusions such as those 
studied by Haberman et al [150], randomly oriented inclusions such as for the composites 
studied by Berryman [27], and for any known preferential orientation distribution such as 
can be observed in shale material studied by Hornby et al [29] by selection of the 
appropriate orientation distribution.  Equation (IV.3.12) for ˆ locC  is not, in general, an 
analytical expression and therefore the evaluation of the integral is approximated by a 
summation in Eq. (IV.3.13). 
 




 The section presents the verification first step of the generalized SC model using 
concentration tensors.  The verification is simply a check on the agreement between the 
DSCT SC model and Berryman’s model [27] for the case of ellipsoidal inclusions having 
a uniform orientation distribution.  The effective compressional and shear wave speeds in 
the materials studied by Berryman have been reproduced for the prolate and oblate 
inclusion cases (see Figures 5b, c and 6b, c of reference [27]) in Figure 4.19 and Figure 
4.20, respectively.  The materials studied are suspensions of either prolate (a/b = a/c = 
10) or oblate (a/b =1; a/c = 10) rock particles in water.  The rock material is assumed to 
have the bulk and shear moduli Kr = 44.9(1-0.004i) GPa and μr = 37.9 GPa, respectively 
and a density of ρr = 2700 kg/m3 while the same properties for water are Kw = 2.18 GPa, 
μw = 1-i682 Pa, and ρw = 1000 kg/m3.  The shear modulus of water is assumed to be lossy 
in accord with Berryman’s paper and a very small (but non-zero) value is assigned to the 
real part in order to avoid singularity problems with calculation of the strain localization 















































































Figure 4.19: Compressional and shear wave speeds and Q-1 values as a function of volume fraction 
calculated using the DSCT SC model and Berryman’s model [27] for the case of prolate rock 



















































































Figure 4.20: Compressional and shear wave speeds and Q-1 values as a function of volume fraction 
calculated using the DSCT SC model and Berryman’s model [27] for the case of oblate rock 
inclusions in water where a/b = 1 and  a/c = 10.  f = 10 Hz. 
 
 These plots illustrate that the behavior modeled by the DSCT SC model and 
Berryman’s model (which were reproduced for reference using the equations (32) and 
(33) along with the appendix of reference [27]) is qualitatively similar though there are 
some significant quantitative differences.  Firstly, the real parts of both the compressional 
and shear wave speeds ( and C Sc c  respectively) are nearly constant as a function of 
volume fraction up to a certain concentration where the effect of the rock inclusions 
begins to have a marked effect on the global behavior and a sharp increase in both wave 
speeds is observed.  It is important to point out that the sharp increases in effective sound 
speed observed at specific model dependent concentration levels have a physical 
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significance and that the apparent jump (or discontinuity) is due to the numerical 
evaluation.  The sharp increase in sound speed is directly related to the fact that the 
elastic constants of the constituent phases differ by several orders of magnitude.  When 
the matrix material is significantly softer than that of the inclusion, many models will 
predict a similar sharp increase in the effective elastic constants at some level of 
concentration.  This occurs at some concentration level that represents the point at which 
the reinforcement of the stiffer phase becomes important and, because the high contrast 
between the materials is high, the result is a sharp increase in effective elastic properties 
as a function of volume fraction.  Berryman refers to this concentration as the “threshold 
of rigidity” and gives an excellent discussion of the physics of the modeled behavior in 
Section V of reference [95] in terms of different modeling approaches.  Physically it is 
obvious that regardless of the abruptness of this transition, there can never be a true jump 
in material properties as a function of the volume fraction of constituent materials.  
Indeed, the magnitude of the observed “jump” decreases as the step size used for 
evaluation decreases leaving instead a very steep slope which is exacerbated by the 
implicit nature of the self-consistent model [95].  Smaller concentration steps have not 
been employed in order to reduce calculation time and because this behavior can be 
explained in terms of physical phenomena and the modeling approach.  It is important to 
note that the specific volume fraction corresponding to the threshold of rigidity varies 
depending on the inclusion aspect ratio and the elastic contrast of the constituents for 
both the DSCT SC model and Berryman’s model. 
 The threshold of rigidity discussed above coincides with another observation, the 
presence of a singularity in the values of 1ˆcQ
−  associated with the compressional wave 
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number for the same rock concentration value.  1ˆcQ
−  is related to the damping quality of 
the composite and calculated from the expression ', , ,ˆ ˆ ˆ2c s c s c sk k i Q= + , where ,ĉ sk  is the 
complex compressional or shear wave number of the effective material, indeed 
1
, ,
ˆ ˆ2c s c sQ α
− = .  Importantly, both the micromechanical DSCT SC model and Berryman’s 
model show this result.  For the case of prolate inclusions, the DSCT SC formulation 
shows the singularity at ≈ 23% rock, whereas Berryman’s model displays this singularity 
at a concentration of ≈ 30% and for the case of oblate inclusions these values are ≈ 21% 
using DSCT SC and ≈ 38% using Berryman’s model.  Though the location of the 
singularity in the DSCT SC model is different from that modeled by Berryman, the 
behavior, as described at length by Berryman [95], is non-physical in both cases and is 
due uniquely to SC modeling’s implicit solution formulation for composites consisting of 
materials with such high contrast between elastic constants.  Here it is stressed, as was 
pointed out by Berryman [95], that the lossy component of the effective wave speeds are 
over predicted near this singularity and that this is a weakness of the SC modeling 
approach for high contrast composites.  More importantly, the trends of the DSCT 
formulation for the SC coated inclusion model agree well with Berryman’s accepted 
model.  Indeed Berryman’s SC relations were derived by using the orientational averages 
of Wu’s “T-matrix” formulation [64] (which is based on Eshelby’s solution) for the case 
of a uniform distribution of orientation of ellipsoidal inclusions.  The two approaches are 
therefore quite similar, with Berryman’s formulation falling closer to the lower bound 
and the DSCT SC being nearer the upper bound.  The large quantitative difference 
between the two models is due this fact coupled with the high contrast of constituent 
materials for this particular case.  The qualitative agreement with Berryman’s approach is 
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pointed out here as a validation the DSCT formulation for implementation in the quasi-
static regime when a composite material has a complex microstructure and yet displays 
globally isotropic behavior because the identical inclusions have a random orientation 
distribution. 
 At this point it is informative to show that the DSCT formulation can just as 
easily be used allow an increased degree of flexibility in modeling particulate composites 
that are globally anisotropic as a result of inherent material anisotropy, preferential 
orientation of ellipsoidal inclusions, or both.  The advantage of the DSCT SC model is 
that modeling of such materials, which are globally anisotropic, is treated in the exact 
same manner as discussed above, and therefore no additional modeling complexity is 
added for homogenization of such composites.  This is a marked improvement over 
Berryman’s approach, which is limited to globally isotropic materials, or the SC model, 
which is limited to either spherical or identically oriented inclusions.  One further 
improvement that can be made by using the current model, since it is valid for coated 
inclusions, is the implementation of the generalized SC (GSC) model for the case of bi-
phase composites.  The GSC model, which was introduced by Christensen and Lo [80], 
assumes that the inclusion phase is surrounded directly by the matrix material and that 
entire coated inclusion is then embedded in an effective medium of unknown properties.  
This modification to the SC model has been shown to yield better results than the SC, 
Mori-Tanaka, and differential methods for increased volume fractions [151]. 
 




 DSCT formulation easily lends itself to computations of the effective material 
properties for composite materials consisting of inclusions having non-spherical 
geometries with a preferential orientation (neither aligned nor randomly oriented).  Such 
microstructures can be observed in geologic materials, such as the shales studied by 
Hornby et al [29], or in fabricated materials due to manufacturing processes.  This section 
presents a parametric study of the attenuation coefficient as a function of propagation 
angle in a composite consisting of prolate inclusions in a lossy matrix in order to 
illustrate the capability of the DSCT SC model to capture these effects. 
 Consider a hypothetical material consisting of a polymer matrix having the 
properties of the “soft” polymer characterized by Baird et al [26] which is assumed to be 
incompressible at all frequencies and containing prolate glass inclusions (a/b = a/c = 5, 
μglass = 28.5 GPa, υglass = 0.23 GPa, ρglass = 2300 kg/m3).  The inclusions are assumed to 
have an axis-symmetric preferential orientation along the x1-axis where the level of 
preference is fully described by a Gaussian distribution of solid azimuthal angle, θ , 




   
Figure 4.21: Orientation of prolate glass inclusions.  θ is the azimuthal angle. 
 
The complete orientation distribution, ( )n Ω , given in Eq. (IV.3.10) is then defined using 
the normalized Gaussian distribution for the azimuthal angle, ( )gaussn θ , as follows: 
 
  
( ) ( ) ( )
,where:  ,2 2
ij gauss i gauss j
i j
n n nθ θ
π πθ
Ω =
−⎡ ⎤∈ ⎢ ⎥⎣ ⎦
 (IV.3.14) 
 
It is important to note that the comma in Eq. (IV.3.14) does not denote the special 
derivative.  This normalized distribution function can then be employed directly in Eq. 
(IV.3.13) to approximate the effective properties of a material having inclusions of 
assumed orientational preference.  This was done for a composite consisting of 10% by 
volume glass inclusions at a frequency of 25 kHz for five different values of θσ  ranging 











Figure 4.22: Variation of attenuation coefficient as a function of azimuthal angle for glass/polymer 
composite with varying degrees of anisotropy.  Volume fraction of prolate inclusions φ = 10%, a/b = 
a/c = 5, frequency inspected f = 25 kHz. 
 
Two intuitive checks are immediately obvious from the inspection of Figure 4.22.  First, 
the magnitude of anisotropy factor, defined here as ( )3 1 3ˆ ˆ ˆα α α− , decreases with 
increasing θσ  from the case of aligned prolate inclusions ( 0θσ = ) up to the limit of 
θσ = ∞  where the composite is isotropic and similar to the materials studied in the 
previous section.  Second, the minimum attenuation coefficient calculated is for 
propagation along the x1-axis for the case of identically oriented glass inclusions aligned 
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with the x1-axis.  This yields minimal attenuation because of the high-stiffness and non-
lossy material behavior of the inclusions.  Several other interesting points can be 
observed about these calculations.  An interesting feature of this plot is that for highly 
preferential orientation distributions one observes a slightly higher value of α̂  in 
directions orthogonal to the x1-axis over the uniform distribution case.  This is due to the 
increase in strain energy brought about by stress concentration at inclusion ends for plane 
wave incidence perpendicular to the major inclusion axis.  Though this effect is small, it 
is an interesting result of orientational preference.  It also illustrates the effects that can be 
captured by the quasi-static DSCT SC model that relate stress concentration due different 
inclusion geometries and orientation distributions to the macroscopic damping capacity 
of a viscoelastic composite.  This parametric study clearly shows the capability of the 
DSCT SC model to capture the variation of anisotropy depending on orientational 
preference of like inclusions.  Since, either as a natural occurrence or due to inherent 
variability in processing techniques, very few real materials have identically oriented 
particulate inclusions this additional flexibility is very useful.  Indeed, the case study 
below shows a potential application of this specific capability. 
 
4.3.3.3 Comparison with experiment 
 
 The effective elastic constants of the shale material studied by the Hornby et al 
[29] are approximated here using the DSCT SC model as a case study.  The shale can be 
broadly described as a composite material consisting of a load bearing water-filled porous 
clay containing three distinct “spherical” mineral inclusion phases (quartz, feldspar, and 
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pyrite) of different concentrations (see Figure 4.23).  For a more detailed description of 
the composition of the material see reference [29]. 
 
   
Figure 4.23: Micrograph of shale studied by Horby et al  [29] (image from reference). 
 
The porous clay itself is best described by fully-connected oblate clay platelets with a 
preferential orientation distribution (axis-symmetric about the x3-axis) arranged such that 
~11% porosity remains.  For modeling purposes, it is assumed that the water-filled pores 
can conversely be considered as oblate inclusions (a/b = 1, a/c = 20) with preferential 
orientation (axis-symmetric about the x3-axis) in an otherwise continuous isotropic clay 
matrix of known properties given in reference [29].  The material properties used here are 
summarized in Table 1 and were taken from various sources (Mavko et al [152] and 





Table 4.6: Material properties of the constituent phases of shale studied by Hornby et al.  Material 
data taken from various sources: clay [29], quartz and feldspar [152], pyrite [153]. 
 K (GPa) μ (GPa) ρ (kg/m3) φ (% ) 
Clay 22.9 10.6 1826 --- 
Water 2.2 1 x 10-6 1000 11 
Quartz 36.4 45.0 2640 53 
Feldspar 75.6 25.6 2630 11 
Pyrite 103.7 109 5015 9 
 
Hornby et al’s approximation of the effective properties of shale studied was done in 
three different homogenization steps.  First, the effective fluid-clay composite was 
approximated as a transversely isotropic clay medium with 11% oblate water-filled pores.  
An orientational average was then taken of this medium by employing the spatial 
distribution of pore orientation (approximated from micrographs of the shale) yielding 
the effective properties of the fluid-clay matrix.  Finally, the spherical mineral phases 
were added to this effective fluid-clay composite to get an approximation of the effective 
components of the stiffness tensor.  For approximation of the global effective properties 
of this shale material the DSCT SC model yields the most accurate results when the 
modeling is done in two separate steps.  First, a transversely isotropic matrix fluid porous 
clay medium is approximated using techniques described in Section 4.3.3.2 above.  The 
pores are assumed to have an orientation distribution similar to that given in Eq. 
(IV.3.14), but for the case of oblate inclusions the axis of symmetry is the x3-axis and the 
angular variations are for the solid polar angle, φ.  The standard deviation of angular 
variation was assume to be 30ϕσ =  in accordance with the histogram show in Fig. 9 of 
reference [29].  This effective medium was then used as the matrix to which the three 





Table 4.7: Experimental data and results of effective stiffness coefficients of shale (GPa) for various 
modeling techniques.  DSCT = Dilute strain concentration tensor; SC = Self-Consistent; GSC = 
Generalized Self-Consistent. 
 Observed (GPa) Hornby et al (GPa) DSCT SC (GPa) DSCT GSC (GPa) 
C11 34.3 ± 1.4 34.7 37.3 37.1 
C22 34.3 ± 1.4 34.7 37.3 37.1 
C33 22.7 ± 0.9 22.2 21.7 21.4 
C44 5.4 ± 0.8 6.0 5.2 5.1 
C55 5.4 ± 0.8 6.0 5.2 5.1 
C66 10.6 ± 1.6 10.8 11.1 11.1 
C12 Not reported Not reported 13.1 13.0 
C13 10.7 ± 5.4 11.5 12.1 12.1 
C23 10.7 ± 5.4 11.5 12.1 12.1 
 
 
 The results of the DSCT SC model are in good agreement with the properties 
observed by Jones and Wang [28] and modeled by Hornby et al [29].  Approximations 
have been run using both the DSCT SC model and the GSC model with DSCT 
formulation.  It is noted that the experimental error on the mean value of components C13 
and C23 is very high, and so comparison of the model with the experimental values is 
mostly for qualitative purposes.  These results clearly show that the anisotropy of the 
composite shale due to the preferentially oriented oblate pores is well captured by the 
DSCT formulation.  With regards to the accuracy of the DSCT SC and GSC model 
approximations with respect to the approach of Hornby et al, several points musts be 
raised.  First of all, the agreement of the two models is highly dependent on the values 
used for the moduli of the constituent mineral phases.  Due to the fact that these values 
were not given in the reference, this could be one source of disagreement between the 
results given here and those arrived at by Horby et al.  It is also important to note that the 
agreement with the experimental data is partially dependent on the modulus in question.  
The DSCT SC and GSC models show better agreement with the values of the shear 
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moduli whereas the approach Hornby et al obviously approximates the plane wave 
moduli (C11, C22, and C33) more accurately.  Most importantly, the application of the 
DSCT SC model to approximate the effective properties of this material with good 
qualitative and quantitative agreement between model and experiment is a strong 
example of the generality of the DSCT approach. 
 
4.3.4 Sub-micron  Micro  Macro Modeling 
 
 Another area where the DSCT SC model can be show to be applicable is in the 
area of multi-scale modeling.  Many complex materials are most accurately modeled as 
having behavior that can be modeled on several scales.  The main problem presented by 
these materials is the ability to tie behavior on multiple scales together in a manner that 
yields a complete picture of the material behavior at the scale of interest based on its 
multi-scale composition.  Indeed the micromechanical approach is, by definition, a type 
of multi-scale modeling.  The materials modeled above, however, have been for the 
simple case of two separate scales.  In the following case the influence of the material 
properties and geometry of one or multiple types inclusions on the same length scale is 
homogenized in order to approximate the behavior of the composite on a larger length 
scale.  For multi-scale modeling purposes, it is, in general, assumed that there exist 
several length scales such that the effect of inhomogeneities and interfaces at an inferior 
scale can be taken into account at the next highest length scale through some type of 
averaging technique.  This tacitly assumes that the behavior at lower level length scales 
only have an effect on the next highest level in some average way and that no point-to-
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point interactions are important between length scales [33].  For the cases presented 
above, for example, the effect of inclusions (whose interaction at their respective length 
scale is indirectly taken into account via the self-consistent scheme) on the global 
homogeneous behavior is done through an averaging scheme that involves finding the 
proper DSCT.  For composites consisting of more than two scales, homogenization 
techniques analogous to the DSCT describe above must be developed between each 
length scale and the next highest length scale, starting with the smallest scale to be 
considered and increasing until the effective global behavior is approximated.  This is a 
very interesting problem that applies to nano-composites and many naturally occurring 
materials displaying structural hierarchy.  The approach requires the ability to model 
inhomogeneities and interfaces on the local level (at their respective length scale) with 
respect to the surrounding medium and then to use this information to model the global 
behavior (see, for example, Spearot et al [154]).  Problems of this kind are very difficult 
due to the complexity of models at very small length scales, and are beyond the scope of 
this work.  Here the emphasis is simply on showing that the DSCT SC model can be used 
when the effect of multiple scales must be taken into account.  To do so, the results of the 
DSCT SC model of a silicon carbide–aluminum (SiC-Al) composite material presented 
by Ledbetter and Datta are shown together with the experimental and theoretical results 
presented in the reference [30]. 
 




 The material studied by Ledbetter and Datta is a bi-phase material with complex 
microstructure due to manufacturing processes.  Modeling this material requires a scale 
transition between two different length scales.  The smallest length scale is that of prolate 
(a/b = a/c = 3) SiC inclusions with a uniform orientation distribution embedded in an 
aluminum matrix.  These prolate inclusions have sub-micron descriptive lengths (~250-
750 nm) and are non-uniformly distributed within the aluminum host (see Figure 4.24a).  
The distribution of the SiC particles within the aluminum host is such that identically 
oriented oblate islands (a/b = 1, a/c = 3) of pure aluminum with descriptive lengths of 
~2-4 μm remain.  These pure aluminum islands are surrounded by a “sea” of high volume 
fraction SiC–Al composite.  The length scale associated with the Al islands is an 
intermediate scale, which is referred to as the meso-scale, between the sub-micron scale 
and the macroscopic scale.  The total volume fraction of SiC in the composite was 
experimentally determined to be 30%, but, because of the non-uniformity of the spatial 
distribution, the concentration level of SiC particles in the “sea” is approximated as being 
50% [30].  For modeling purposes, the important material properties of SiC and Al were 
given as: KSiC = 223.4 GPa, μSiC = 188.1 GPa, ρSiC = 3160 kg/m3, KAl = 74.9 GPa, μAl = 





Figure 4.24: Composite material studied by Ledbetter and Datta (image taken from reference [30]).  
The material consists of a non-uniform distribution of sub-micron prolate SiC particles in an 
aluminum matrix. (a) Micrograph of material, SiC particles are dark areas, (b) Schematic of 
modeling approach employed. 
 
 Ledbetter and Datta proposed a scattering based model which is valid for 
ellipsoidal inclusions having either uniform or identically oriented orientation distribution 
to approximate the effective material properties of this composite which gives good 
results [30].  Their model illustrates the difficulty involved in finding scattering-based 
models for approximation of the effective properties of composites displaying complex 
microstructure.  The modeling was done in two steps (see Figure 4.24b) the first of which 
involves approximating the “sea” as a homogeneous isotropic medium resulting from the 
50-50 mix of uniformly oriented SiC prolate inclusions and an aluminum matrix.  This 
isotropic medium is then idealized as the matrix material of the global composite material 
which has identically oriented (aligned with the x1-x2 plane) oblate Al inclusions with a 
volume fraction of 40%.  The implementation of the DSCT SC model is done in an 
identical manner.  First the sub-micron meso transition is made by employing the 




acts as the matrix for a meso macro scale transition modeling step.  The meso macro 
step is done by employing the basic SC model given in Eqns. (III.2.74)-(III.2.77) where 
the matrix found in the previous step is assumed to contain 40% oblate Al inclusions 
aligned with the x1-x2 plane.  The results of this modeling approach are tabulated in Table 
4.8 together with the theoretical and experimental values given by Ledbetter and Datta 
[30], the DSCT GSC, and the DSCT Mori-Tanaka (MT) model results.  See Appendix D 
for a derivation of MT and Differential Effective Medium (DEM) schemes from the local 
expressions derived in Chapter III. 
 
Table 4.8: Observed and calculated values of the coefficients of the stiffness tensor (GPa) for Al-SiC 
composite of Ledbetter and Datta [30].  (DSCT = Dilute strain concentration tensor; GSC = 
Generalized Self-Consistent; MT = Mori-Tanaka; LD = Ledbetter and Datta). 
 Observed  DSCT SC DSCT GSC DSCT MT LD 
C11 165.9 172.9 170.8 240.9 172.7 
C22 165.1 172.9 170.8 240.9 172.7 
C33 148.3 161.7 160.7 118.7 148.0 
C44 43.3 47.9 47.3 42.9 42.9 
C55 43.4 47.9 47.3 42.9 42.9 
C66 48.7 51.7 50.6 51.3 51.3 
C12 68.5 69.2 69.1 99.1 70.1 
C13 62.2 69.1 69.0 67.9 67.7 
C23 62.2 69.1 69.0 67.9 67.7 
 
The DSCT GSC and DSCT MT models were run for comparison purposes.  For this 
particular composite, the MT model seems to greatly over-estimate the effective material 
properties and approximates too high of a degree of anisotropy.  This is not unexpected, 
as the MT is known to overestimate effective material properties when the matrix 
material is more stiff than the inclusion phase [155, 156].  As observed in the previous 
section, the DSCT GSC model again shows improved agreement with the experimental 
values as compared to the DSCT SC model.  The capability of the three-phase coated-
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inclusion SC model of Cherkaoui to be extended to a GSC scheme is indeed one of the 
strengths which was also noted Section 4.3.3.3 that is stressed.  The results indicate that 
the DSCT SC and GSC models both over-estimate the measured material properties and 
show a lower degree of anisotropy than that observed; the difference in the values of C12 
and C23 is negligible and the contrast between C44 and C66 is not as marked as is the 
actual material or the LD model.  Nevertheless, the theoretical transverse isotropy, 
( )66 11 12 2theory SC SCC C C= − , shows only a 0.5% difference between the DSCT SC model and 
theoretical values of C66.  The model is therefore shown to be giving consistent results.  
Here it must be noted that the LD model yields a better approximation of the observed 
effective properties of the SiC-Al composite than the DSCT SC model.  The improved 
agreement more than likely stems from the fact that the LD model is derived from 
multiple scattering considerations and therefore is able to directly take into account high 
volume fractions whereas the SC formulation implicitly approximates such behavior.  As 
the volume fraction increases, the error involved in the implicit scheme will increase and 
therefore leads to the SC model’s lower precision approximation.  It is important, 
however, to stress that the generality of the DSCT SC model for applications to 
composite materials of very different constituent phases, geometries, and orientational 
preferences as displayed here and in the examples above is a great advantage over models 
such as that proposed by Ledbetter and Datta which are restricted to heterogeneities with 
identical orientations or a uniform orientation distribution. 
 




 The last validation of the DSCT SC model is an example of how it can be 
extended to capture the effect of the variation in coating thickness observed in real 
materials.  Previous sections showed that the SC model gives very good approximations 
of the lossy behavior of a viscoelastic material containing hollow microspheres by 
comparing calculated values of TL to experimental values.  One of the assumptions of 
that formulation is that all coated inclusions are identical.  Though the effect of the 
relative inclusions size with respect to other inclusions can be assumed to have a 
negligible effect on the global properties since they are all on the same length scale and 
must be several orders of magnitude smaller than the wavelength of the incident wave in 
the host material, the distribution of coating thickness can still have a non-negligible 
effect.   This is due to the fact that the contrast in material properties between the 
inclusion (which is a void) and coating (a glassy material) is significant.  Indeed, the 
model proposed by Baird et al [26], included a modification for what they called a “size 
effect.”  Though the appellation of their model as capturing a “size-effect” is a misnomer 
as only the variation in coating thickness is taken into account, their model shows 
improved agreement with TL data for a 2.5 cm thick slab of viscoelastic composite.  Here 
the SC model can is modified by using the concept of DSCT to take into account a 
variation in coating thickness.  This is done by recognizing that each family of composite 
inclusions that have the same coating thickness can be modeled as representing a family 
of inclusions with slightly different material properties.  The homogenization scheme is 
then represented similarly to that shown in Section 3.3, where the coating thickness of the 
inclusions is varied from family to family and there is no orientational effect because of 
the spherical symmetry of this particular case. 
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  In order to cast the tensor relations for the effective moduli of the composite for a 
variation of coating thickness an approach similar to that outlined by Baird et al is 
employed.  First, the coating fraction, γi,j, is defined which quantifies the percentage of 
the composite inclusion volume which is coating for a family of spherical coated 
inclusions with inner radius ai and outer radius bj.  Here, the subscripts on γ do not denote 
a tensor quantity but simply the coating fraction for different values of inner and outer 
radii, likewise the comma does not denote a spatial derivative.  For this idealized family 
of spherical composite inclusions, the coating fraction can then be expressed as a function 















aγ  (IV.3.15) 
 
It is further assumed that the relative size of the inclusions has a negligible effect on the 
globally observed properties and that the inner radius has a constant value, aave.  The 
coating fraction for each family of inclusions then relates the inclusion and coating 
volume fractions to total volume fraction of the family having the same outer radius (and 
therefore coating fraction) with the following relations. 
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It is important to note that the above relations also hold for ellipsoidal inclusions (though 
it would be admittedly difficult to experimentally determine the coating fraction for non-
spherical inclusions).  For a true composite material, it is obvious that the coating 
thickness will be found in some distribution that can be related to a measured distribution 
of outer radii through Eq. (IV.3.15).  From this measured distribution, ( )γp , the 
normalized distribution, ( )γn , is calculated by using Eq. (IV.3.10).  The resulting 
expression of the SC model for the case of varying coating thicknesses is then written: 
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The expression given in Eq. (IV.3.18) is a continuous function of γ though the strain 
localization tensors, Aχ, cannot be integrated for the case of ellipsoidal inclusions since 
they are not analytic functions.  Equation (IV.3.19) must therefore be employed for 
correct implementation for those cases or for simplified direct application in the case of 
spherical inclusions as the coating distribution function may yield integration extremely 




4.3.5.1 Comparison with experiment 
 
 The use of DSCT for the case of a distribution of coating thicknesses will be 
verified by implementing Eq. (IV.3.19) to calculate the TL of a 2.5 cm thick slab of 
viscoelastic material containing coated micro-inclusions submerged in water.  The results 
are compared with the experimental data of Baird et al [26] as well as the SC 
approximation which only uses the average coating thickness hypothesis.  The 
viscoelastic composite material in question is composed of the “soft” viscoelastic 
polymer and 10% by volume coated inclusions.  The material properties of each phase 
are given in Table 4.1.  The coating fraction distribution is assumed to be well 
approximated by the Rayleigh distribution given below based on heuristic grounds and 
through “initial measurements” by Baird et al [26].  The average coating fraction is 
2105.2 −×=γ . 
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This distribution is then used to calculate the complex effective stiffness tensor of the 
viscoelastic composite through Eq. (IV.3.19) and the TL is then calculated by employing 
relations (IV.3.3)-(IV.3.7).  The material is fully described by the two Lamé coefficients 
since the inclusions are spherical and the composite is therefore globally isotropic.  It is 
also important to point out that due to the distribution of shell thicknesses, the equation 
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expressing the effective density of the composite, (IV.3.6), must be calculated by the law 
of mixtures relationship below. 
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 Figure 4.25 shows the results of the SC model as modified with DSCT for the 
case of a variation in coating thickness when applied to the “soft” polymer composite 
material with 10% coated inclusions tested by Baird et al [26].  Included on the plot is the 
curve resulting from implementation of the uniform coating thickness model given by 





Figure 4.25: Transmission loss calculated using SC and DSCT SC with experimental data from 
reference [26]. 
 
As can be clearly seen in the plot, the agreement of the model with the experimental data 
is improved.  The slope of the high frequency regime is very nearly the same as the trend 
observed in the data which is a marked improvement over the uniform thickness model.  
Further, the value of the TL approximation in general is within 2-3 dB across the full 
range of frequencies inspected: 0–100 kHz. 
 




 Successful SC model implementation depends on the ability to numerically 
evaluate the implicit problem given in Eqns. (III.2.74)-(III.2.77).  These equations 
represent a tensor relationship whose solution must be found implicitly.  The implicit 
nature requires a careful consideration of numerical root-finding and/or minimization 
techniques to find the effective viscoelastic stiffness tensor, ˆ effC .  For the case of 
spherical isotropic coated inclusions embedded in an isotropic matrix, the resulting 
effective properties will also be isotropic and Eqns. (III.2.74)-(III.2.77) can be reduced to 
two implicit equations for the effective Lamé constants, effμ  and effλ .  These relations 
are given in Appendix A of Haberman et al [38].  Solutions to this set of equations can be 
obtained by using a two-dimensional Newton-Raphson numerical root-finding scheme.  
This technique for the isotropic effective material is very robust and no convergence 
problems have been observed regardless of material contrasts or volume fraction of 
coated inclusions. 
 The implicit solution to the general anisotropic case is not as simple nor is it 
guaranteed to converge for all combinations of material stiffness contrasts, inclusion 
aspect ratios, or volume fractions.  One approach to finding an approximate solution of 
the composite’s effective viscoelastic properties is through minimization.  The first step 
in the minimization process it the re-arrangement of the SC tensor equations into a vector 
function to be minimized to an acceptable level of accuracy.  Orthotropic materials are 
fully described by nine independent viscoelastic constants and therefore the coefficients 
of the effective stiffness tensor can be re-arranged as a 9x1 vector, ˆ eff eff→C v .  The SC 
model and the approximate solution can then be used to create the function shown below 




  ( ) ( )eff eff effh SC= −v v v  (IV.4.1) 
 
In this relationship, ( )effh v  is the function to be minimized and ( )effSC v  is understood to 
represent the result, represented in vector form, of the SC model given in Eqns. (III.2.74)-
(III.2.77) for an input of ˆeff eff→v C .  It is also important to point out that the evaluation 
of ( )ˆˆ I χT C  is required for correct evaluation of the strain localization tensors, 
ˆ ˆ and I CA A . This is achieved through numerical integration of the modified Green’s 
tensor, ( )0ˆ 'ijklΓ −r r , through an n-point Gauss-Legendre quadrature integration, after 
using Fourier transform techniques to transform the ellipsoidal inclusions into spheres in 
the Fourier domain as outlined in the Appendix A.  A nine dimensional simplex method 
is then used to minimize the implicit relationship given in Eq. (IV.4.1) [157].  The 
simplex method is robust and effective because it does not require the calculation of rates 
of change in the function with respect to each individual variable.  The technique 
involves the evaluation of the SC model at ten points suspected to surround the solution 
in the 9-dimensional space.  During implementation, these points are chosen by varying 
each of the nine elements of effv  of the previous volume fraction step by a small 
percentage (1% used for this evaluation) thus yielding nine initial guess points and then 
using the unaltered elements of effv  for the tenth point.  The algorithm then uses a series 
of reflections and contractions of the ten points until an acceptable level of convergence 
is found.  Though the technique is robust, it is not guaranteed to converge to the correct 
solution and calculation time can be significant for a high volume fraction of inclusions. 
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 Several factors can cause significant problems in the convergence of the 
numerical evaluation of the general SC model.  Therefore, a few qualitative observations 
may help for successful implementation of the method.  The parameter that has the 
strongest influence on the convergence of the model is the contrast of the moduli of the 
constituent phases.  If the moduli of the inclusion materials are significantly lower than 
that of the matrix (as is the case with voids or air inclusions) the numerical scheme has 
great difficulty in converging to the correct solution.  This convergence difficulty is still 
observed when the inclusions are coated.  Indeed, glass coated voids embedded in a soft 
matrix prove to be one of the most difficult set of parameters for the resolution of the 
general self-consistent model.  Another parameter that has strong influence on the 
convergence of the general model is the aspect ratio of the inclusions.  As the aspect ratio 
(either a/b or a/c) increases, the likelihood of poor convergence behavior also increases.  
It should be noted that poor convergence due to the inclusion aspect ratio is coupled with 
the contrast of the material properties, the higher the material contrast the less stable the 
SC method for any given aspect ratio.  However, no obvious practical guidelines can be 
given.  Here it is emphasized that, even with large aspect ratios, the model is strictly valid 
in the low-ka regime.  Yet another parameter that can influence convergence, though to a 
lesser extent, is the ratio of Δa/a, i.e., the normalized coating thickness.  It has been 
observed that values of this parameter  below 10-3 can lead to poor convergence behavior, 
though, like the effect of the aspect ratio, the influence of Δa/a on the convergence is 
coupled to the material contrast and therefore smaller ratios can be tolerated for lower 
contrast situations.  Other known issues are usual user defined parameters of root-finding 
techniques, such as the initial values for the numerical search algorithm, the volume 
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fraction step size, and the number of points chosen for Gauss-Legendre evaluation of the 
integral of the modified Green’s tensor. 
 
4.5 Chapter summary 
 
 Despite numerical difficulties manifest in the coated-inclusion SC model, this 
chapter has shown, through comparison with experiment and parametric studies, both the 
generality and precision of the SC model.  The SC model has been shown to reliably 
approximate the lossy behavior of many different types of viscoelastic composites.  This 
ability is a great improvement over scattering based models because of the enhanced 
flexibility to include material anisotropy and the effects of inclusion orientation which is 
afforded by the micromechanical approach.  The enhanced level of generality makes the 
SC micromechanical model a strong candidate to play a role in a materials design 
strategy.  The next chapter will present a simple multi-scale modeling application that 
employs the SC model to enhance absorptive properties of a structure through variation 







TOWARDS SELF-CONSISTENT MODEL 





 Material selection, traditionally a key component of the design process [4], is a 
very limiting aspect of design.  Indeed the systems design approach, which pervades the 
design community, assumes that component design will be restricted by the physical 
properties of materials available [8].  This paradigm is changing as the systems approach 
is being extended to include the design of materials for multi-functional and multi-
physics applications [2, 5].  This approach is called inductive design.  The inductive 
methodology of material design aims to design materials for manufacture, while 
traditional methods manufacture materials that will be used in design, a deductive 
approach [6].  One very important aspect of this emerging design approach is the 
development of robust multiscale material models that can be employed to inform the 
material design process [2].  For true material design, models capable of bridging 
disparate length and time scales (length scales ranging from atomistic to macroscopic and 
time scales ranging from pico-seconds to years) are far beyond the reach of current 
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modeling approaches.  Instead, researchers currently employ a nested hierarchy of 
different models, each of which is capable of making one or more scale transitions [8].  
One of the most prominent problems with this approach is the lack of information about, 
and/or the extremely complex behavior of material models in the design space [6].  These 
problems restrict the efficient implementation of many material models in an overarching 
material design scheme.  One way this shortcoming can be overcome is by solving simple 
multiscale problems in order to observe trends that can inform future materials design 
strategies.  Another approach would by to employ meta-models that approximate material 
behavior between two specific scales when models based on more rigorous physical 
considerations impede the design process.  The meta-model approach could be employed 
in material design, for example, to approximate the scale transition between atomistic and 
continuum behavior.  These modeling simplifications permit an efficient means to 
perform behavioral studies of a model or investigate the design space at multiple scales 
[9].  Regardless of the method employed, any material design process will require not 
only robust multiscale models, but also the profound understanding of the material 
behavior in the design space that a well developed model yields.  The aim of this chapter 
is to provide an introductory level example of self-consistent (SC) model implementation 
in the design of a lossy structure.  This is accomplished by studying the damping 
properties of a simple structure: a vibrating sandwich plate.  The results of this study 
provide preliminary insight into the role the quasi-static SC model can play in a material 




5.2 Multiscale windshield modeling 
 
 Structural applications for layered sandwich plates are numerous and typically 
aim to reduce overall weight while simultaneously maintaining structural rigidity.  Some 
examples of such sandwich structure applications include aircraft wings and fuselage [10] 
or reinforcement and noise isolation in automobiles [11, 14].  One consequence of 
sandwich plate geometry is a pronounced ability to provide acoustic and thermal isolation 
[158].  An example of a structural element that fulfills all of the roles highlighted above 
is the automobile windshield.  Current windshield design is a layered structure consisting 
of two identical high performance glass layers sandwiching a viscoelastic layer.  From a 
mechanical perspective, the interior viscoelastic layer serves the dual purpose of holding 
glass fragments in place in the event of projectile impact while simultaneously providing 
enhanced structural vibration dissipation and sound isolation qualities during normal 
operating conditions.  The ability to reduce sound transmission has become one of the 
many requirements placed on automobile windshield.  This requirement stems from a 
desire to reduce driver noise annoyance and to eliminate structural vibrations of the 
automobile frame as a whole. 
 The case study presented in this chapter aims to model a sandwich plate behavior 
as a multiscale structure.  In so doing, this study introduces the key variables which 
define the design space and provides an important study of their interaction and influence 
on the behavior of the structure.  Figure 5.1 illustrates the multiscale windshield 
modeling approach employed.  The study begins with part level modeling.  First, a simple 
sandwich plate model is introduced and the mechanisms that enhance flexural wave 
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damping are discussed in the context of strain energy.  Several parametric studies 
investigating optimal damping design of a sandwich plate complete the part level 
modeling study.  Following this analysis the structural level model considered is the 
modal response of a viscoelastically constrained plate and beam.  The simple layered 
plate model is incorporated into the modal analysis and results are compared with a 
sophisticated finite element model.  Finally, the study considers the effect of 
microstructural behavior on structural level damping through SC homogenization.  The 
aim of this study is to observe the capability of microstructural behavior to increase the 
overall absorptive properties of the plate while limiting negative effects on its structural 
rigidity role thereby providing insight to multiscale modeling for damping applications. 
 
 
Figure 5.1: Multiscale windshield modeling approach. 
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5.3 Part level modeling: Damped flexural waves in a sandwich plate 
 
 The three layer structure of a windshield capitalizes on the interlayer’s lossy 
properties by inducing high shear strains in the viscoelastic layer upon vibrational 
excitation [14].  The high shear strain in the interlayer results from the viscoelastic 
material’s relatively low shear resistance as compared to that of the sandwiching plates.  
The high shear compliance of the constrained viscoelastic layer means that shear stresses 
resulting from an imposed bending moment will translate into large deformations [31].  
The ultimate consequence of this geometric configuration is an increase in vibrational 
and acoustical energy damping capacity coupled with the structural advantage of being 
highly shatter resistant [11]. 
 The study of sandwich structures is not a recent development.  As early as 1959 
Kerwin presented an analytic thin three-layered plate model [159].  The plates he studied 
consisted of three isotropic layers and had no restriction on layer thicknesses or 
symmetries.  Following this introductory model, Ross, Kerwin, and Ungar  derived a 
more general analytic model that describes the flexural behavior of a three layered plate 
to approximate the lossy behavior of structures with viscoelastic treatments (external 
viscoelastic layers, non-symmetric or symmetric viscoelastic sandwich structures) [31, 
160].  Their model was followed by many other constrained plate analytical models that 
are applicable for plates having simple boundary conditions.  Representative examples 
include Ditaranto’s layered beam model [161], Mead and Markus’s model of the forced 
vibration of a layered beam [45] , Yan and McDowell’s work on the dynamic behavior of 
constrained layer plates [162] , and Cupial and Niziol seminal work on the damping of a 
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three layered plate [163].  The strength of analytical models lies in their ability to 
quantitatively compare the behavior of different sandwich structures with relative ease of 
implementation.  For many cases, however, such models are not applicable because they 
are limited to simple geometries (flat plates, uniform thicknesses, etc) and simple 
boundary conditions (B.C.’s).  True engineering problems often present complexities that 
analytical models cannot take into account.  It is for this reason that many researchers 
have concentrated on the development of sandwich structure finite element (FE) models 
which approximate dynamic lossy behavior.   Representative works in this area are those 
of Soni [44], Johnson and Kienholz [164], Rikards and Chate [165], and Daya and Potier-
Ferry [166].  For an excellent review of a significant developments in constrained layer 
damping models, see Austin [167].  FE models are more precise and provide a richer 
analysis of the dynamic stress and strain states in a layered plate.  Further, they can be 
implemented in structural analysis of higher order structures, such as the structural 
behavior of an automobile as a whole.  However, the aim of this chapter is not to provide 
a detailed analysis of a complex structure but rather to give an introductory level study of 
the effect of microstructure on the damping properties of a multiscale approach.  It is for 
this reason that FE studies will only be employed in this study for qualitative verification 
of analytical studies. 
 
5.3.1 Approximation of the effective bending modulus of a sandwich plate 
 
 The concise study of the microstructural effects on the damping capacity of a 
layered plate as a structural element first requires the selection of the appropriate part-
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level model.  The analytic model developed by Ross, Kerwin, and Ungar (RKU) [31] is 
ideal for our present study.  This model is computational light and provides reasonable 
estimates of the enhanced damping capacity due to a constrained viscoelastic layer as a 
function of frequency, material properties, and plate geometry [168]. 
 The proceeding discussion has pointed out that the constrained layer geometry 
and material stiffness contrast lead to the enhanced damping capacity of the layered plate.  
These both contribute by inducing large shear deformation in the absorptive central layer.  
This increased deformation leads to a large increase in strain energy located in the lossy 
material thereby increasing the damping capacity of the layered plate as a whole [160].  
Kerwin [159] showed that the flexural behavior of such a layered plate is reasonably 
approximated as a uniform plate having an effective complex bending (or flexural) 
modulus.  The real part of this modulus describes the resistance to flexure due to an 
imposed time-varying bending moment and the imaginary part relates is a descriptor of 
the composite plate’s capacity to absorb flexural wave energy [31, 159].  Indeed, for an 
out of plane flexural disturbance, ( )ˆ ,w x t , propagating in the +x direction of a layered 
plate the damped wave is described using Eqns. (V.3.1) and (V.3.2) below.  These 
expressions are analogous to Eq. (IV.3.2) for pressure wave propagation. 
 
  ( ) ( ) ( )
,'ˆ ˆˆˆ ˆˆ ,



















In the above expressions Â  is the complex amplitude, ω is the angular frequency, ,'ˆ flexk  
and ˆ flexα  are components of the frequency dependent complex flexural wavenumber, 
ˆ flexk , effρ  is the effective density of the entire plate, htot is the thickness of the entire 
plate, and ˆ effB  represents the layered plate’s effective complex frequency dependent 
bending modulus.  Note also that the present study treats structural vibrations.  Therefore, 
in keeping with the conventions of the vibrations community, the ‘ j te ω ’ convention is 
employed in this section.  The RKU model aims to provide an accurate approximation of 
the plate’s effective bending modulus which takes the exaggerated interlayer shearing 
into account.  This is accomplished by writing equations of motion for the plate element 
shown below in Figure 5.2. 
 
 
Figure 5.2: (a) Differential element of a sandwich plate; (b) Cross sectional geometry. 
 
The RKU model results from solving the wave equation for the out of plane flexural 
disturbance, Eq. (V.3.3), together with the moment equation, (V.3.4), given below. 
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In these expressions ( )p̂ x  represents the frequency dependent and spatially varying 
forcing pressure, ( )M̂ x  denotes the total flexural moment applied to the plate, ( )ˆ iM x  is 
the resulting moment in each layer, ( )ˆ jF x  is the net transverse force in each layer, and 
Hj0 represents the distance from the center jth of the layer to the neutral plane of the 
composite [31]. 
 This resulting model is simple and it has many restrictions for implementation.  
They are the following [31]: 
 1) The Young’s modulus of the upper and lower layers (1 and 3) must be much 
larger than that of layer 2. 
 2) The flexural, shear, and longitudinal wavelengths of the composite plate 
must be much larger than the total thickness of the plate. 
 3) The slope of the neutral plane must be very small, ( ) 1xΦ << . 
 4) The thickness of the interlayer (layer 2) remains fixed (no standing waves 
within the interlayer). 
Ross et al derived their model for the effective bending modulus of a three layer plate 
using these simplifying assumptions.  The resulting RKU model does not have any 
further restrictions regarding material or geometric symmetries.  If symmetry is required, 




 5) Layers 1 and 3 have identical material properties and geometries.  The 
Young’s modulus is denoted as E, the density ρ, and the thickness h 
( hHH == 31 ). 
The result of these many simplifying assumptions is the set of implicit relations below for 
the layered plate’s complex effective bending modulus. 
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Here Y represents a variable called the geometric parameter and ĝ  is the complex shear 
parameter.  This simple equation satisfies physical intuition about the behavior of a 
layered plate.  The term 3ˆ 6Eh  is simply the bending rigidity of two plates of thickness h 
about their base.  The term within the parenthesis increases the bending rigidity based on 
geometry and the interlayer’s shear resistance.  The geometry and shear parameters are 
defined in Eqns. (V.3.6) and (V.3.7) below. 
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In the above relationships, 2μ̂  is the interlayer’s complex shear modulus, 
( )'2 2 ˆˆ ˆ 1 jμ μ β= + , and the effective density of the composite plate is calculated from the 
following law of mixtures approximation. 
 
  ( ) ( )2 2 21eff tot totH h H hρ ρ ρ= − +  (V.3.8) 
 
Ross et al further observed that assumption (2) above requires that 'ĝ  be larger than 
unity.  As previously stated, this model is yields an implicit solution for the effective 
bending modulus.  Appendix E details a numerical solution scheme for RKU model 
implementation. 
  It is now interesting to show constrained layer damping behavior as 
approximated by the RKU model.  For this purpose, consider a symmetric plate 
composed of two identical glass layers sandwiching a Saflex© PVB (viscoelastic) layer 
[170].  The layer geometry and material properties are given in Table 5.1.  The values 
chosen represent PVB complex moduli corresponding to observed behavior at 1 kHz 
(beginning of high sensitivity frequency range for human hearing) and 20ºC.  The values 
were approximated from Havriliak-Negami (HN) fits [128] of DMTA data, see Figure 
5.3.  The HN model is given in Eq. (V.3.9) and the HN coefficients for this PVB material 
were found to be: 82.35 10μ∞ = × , 
5
0 4.79 10μ = × , 0.46HNα = , 0.1946HNβ = , and 
0 0.3979τ = . 
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Figure 5.3: DMTA data and HN curve fits for PVB material.   
 
Table 5.1: Layer properties representing windshield constituent properties and geometry. 
 Hx (m) μ’(1+ jβ) (GPa) E(1 + jη) (GPa) ρ (kg/m3) f (Hz) 
Layers 1&3 2.0 x 10-3 29.5(1 + 0.02j) 72(1 + 0.02j) 2469 1000 




The plots below show parametric studies of the effective sandwich plate bending 
modulus, B̂ , shear parameter, ĝ , and flexural wavenumber, ˆ flexk , as a function of the 
thickness ratio, H. 
 








































Figure 5.4: Variation of sandwich plate complex bending modulus as a function of the thickness 
























































Figure 5.5: Variation of sandwich plate complex flexural wavenumber as a function of the thickness 











































Figure 5.6: Variation of sandwich plate complex shear parameter as a function of the thickness ratio, 
H.  Parametric study on the shear loss factor of the interlayer. 
 
 Several physically intuitive behaviors are apparent from these plots.  Figure 5.4 
shows that the plate’s resistance to flexure decreases with increasing H.  Coupled with 
this reduction in flexural rigidity is a loss factor increase.  The increased damping 
capacity results from augmented strain energy located in the lossy interlayer.  The 
increases in the magnitude of the flexural wavenumber and attenuation coefficient shown 
in Figure 5.5 are also direct results of the increasing compliance of the sandwich plate.  
Figure 5.6 illustrates that the shear parameter’s loss factor also increases with increasing 
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H and also as the shear loss factor of the interlayer, 2β̂ , increases.  One very important 
observation is that the RKU model is not valid for small values of ĝ  (assumption 2 
listed above) thus limiting application of this model for these constituent material 
properties to values of H greater than ~0.6. 
 It is also interesting to inspect the flexural modulus variation as a function of the 
shear parameter’s loss factor, γ̂  while keeping H constant.  Figure 5.7 shows the results 

























































Figure 5.7: Complex effective flexural modulus calculated with BKT model as a function of the shear 




This figure clearly shows that at a given frequency, ω, there exists some value of γ̂  for 
each value of 'ĝ  that yields optimal damping properties for a sandwich plate in flexure, 
ˆoptpη .  If all other parameters are fixed, this optimal value of γ̂  can be found through 
inspection of the partial derivative ˆ ˆpη γ∂ ∂ .  Figure 5.8 shows the complex effective bending 
modulus for a large range of 'ĝ  values when the associated value loss factor is optimal, ˆoptγ .  
Mathematically stated, the value of B̂  is calculated as a function of 'ĝ  when the associated 
value of γ̂  is such that 
ˆ






















































Figure 5.8: “Optimally” lossy complex effective bending modulus calculated as a function of 'ĝ .  The 
material properties employed are those given in Table 5.1 
 
This plots clearly show that highest damping is expected with decreasing values of 'ĝ .  It 
is imperative to keep in mind, however, that the RKU model is not valid for small values 
of 'ĝ .  It is also important to observe that variations in 'ĝ  have large effects on the plates 
overall resistance to flexural deformation.  Large reductions in flexural rigidity, though 
ideal for damping applications, are not acceptable for such real-world applications as 
windshields which must fulfill multiple, often conflicting, design requirements [11].  The 
ideal solution for such an application is a more robust design that considers both the 
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flexural rigidity, 'B̂ , and damping capacity, ˆpη , in an effort to find the highest damping 
capacity with a minimal reduction in rigidity. 
 
5.3.2 RKU model sensitivity analysis 
 
 The automobile windshield is a good example of a structural element requiring 
both structural rigidity and absorptive qualities.  One simple manner to approach this 
optimization problem is through sensitivity analysis of important variables.  The 
materials and geometry given in Table 5.1 are representative of actual values in current 
windshield design, however, Figure 5.6 shows that they yield a shear parameter far from 
optimal across all frequencies of interest (H = 0.4, 'ˆ 2g ≈  , and ˆ 0.13γ ≈  but ˆ 1.1optγ ≈ ).  
All of the above information suggests that the most efficient means to increase the 
damping capacity of the plate while having a minimal effect on the flexural rigidity as a 
whole is to increase γ̂  while minimally decreasing the real part of the shear parameter, 
'ĝ .  It is assumed that structural design constraints require the total thickness and the real 
parts of the material properties remain constant.  Therefore, the two remaining variables 
that can influence the plate’s lossy behavior are the thickness ratio, H, and shear loss 






























































Figure 5.9: Sensitivity of the complex shear parameter to changes in the thickness ratio and the shear 
loss factor of the interlayer. Partial derivatives of g’ and γ with respect to H and β2 are shown.  For 
(a) and (c), β2 = 0.13; for (b) and (d), H = 0.4. 
 
Plots (a) and (c) show that varying the thickness ratio has a strong negative effect on the 
stiffness (decrease of 'ĝ ) with minimal improvement of the damping capacity.  On the 
other hand, it is obvious that an increase of the shear loss factor of the interlayer will have 
a notable effect on the damping capacity, γ̂ , (
2
2
ˆˆ fγ β⎛ ⎞⎡ ⎤= ⎜ ⎟⎣ ⎦⎝ ⎠
) with a minimal increase in 
compliance.  The previous chapter has shown that introducing inhomogeneities into a 
viscoelastic material can change the macroscopic damping capacity significantly.  
Section 5.5 will employ the SC model to investigate such microstructural effects on 
structural damping behavior.  It should also be noted that the complex shear parameter’s 
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dependence on the stiffness ratio, ' '2 ˆˆ Eμ  has also been studied.  The results show, however, 
that when in the RKU’s domain of applicability, specifically restriction (1), variations of this ratio 
have little influence on the plate’s damping capacity as a whole. 
 This section has shown that a simple analytical model for the effective bending modulus 
of a sandwich plate can yield considerable knowledge about the design space.  The influence and 
interaction of design space variables has been investigated resulting in several guidelines for the 
design of the constituent materials.  In short, the part level modeling performed here has given 
insight and a few “handles” for lossy structure design.  Further knowledge can be gained by 
exploring damping behavior on the structural level, the subject of the following section. 
 
5.4 Structure level modeling 
 
 The previous section has shown that much information about constrained layer 
damping is gained from part level modeling and analysis.  In application, however, such 
plates will be mounted in structures which excite structural vibration.  The resulting 
structure level frequency response is governed by the part level behavior and the plate’s 
boundary conditions (BC’s) [171].  Both the BC’s and the plate’s constitutive lossy 
behavior have a significant effect on the damping capacity of the structure as a whole.  
The analysis below extends the present analysis to forced vibration of beams and plates 
with viscoelastic BC’s.  The study examines the independent influence of BC’s and plate 
lossy behavior on structural modal damping.  It is limited to the vibration of flat 
constrained layer sandwich structures with simple plate geometries.  The aim of this 
study is to approximate the behavior of a windshield mounted in a rubbery material in 
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order to observe modal loss factor trends resulting from variations in the plate and B.C. 
material behavior.  These trends are studied and it is shown how this information can be 
used to inform design on the part and microstructural scales.  It is important to stress that 
the work presented here is an elementary step which gives reason to implement a 
materials design approach.  It is submitted a proof of concept and motivation for SC 
model application as a tool in the materials design process than an exhaustive study.  
More advanced modeling techniques, such as finite elements, should be employed to 
approximate true B.C.’s and complex plate geometries which occur in reality.  Chapter 
VII employs the knowledge gained in this chapter by integrating the SC modeling 
approach into a Decision Based Design protocol to solve a material design problem. 
 An initial validation of the RKU model implementation in structural level models 
is a comparison of resonant frequency approximations and experimental observations.  
The results of acoustic Transmission Loss (TL) tests of four sandwich structures can be 
used for this purpose.  The sandwich structures, prepared by Pacific Northwest National 
Laboratory (PNNL), were geometrically identical (length, width, and layer thickness) 
each having slightly different viscoelastic interlayer materials.  Generic sample geometry 
and material properties are given below in Table 5.2.  The exact material properties of 
each interlayer material were not provided, but are known to be very close the PVB 
values provided in Table 5.2. 
 
Table 5.2: Generic layer and plate properties used to approximate resonant behavior. ν ~ Poisson 
ratio, L ~ sample length, and W ~ sample width. 
 Hx (mm) μ’(1+ jβ) (GPa) ν ( ) ρ (kg/m3) L (cm) W (cm) 
Layers 1&3 2.0 29.5(1 + 0.02j) 0.23 2469 30.5 30.5 




Two resonant frequency approximations, one corresponding to Law of Mixtures (LOM) 
homogenization and the other to RKU modeling of sandwich plate material properties, 
are given below in Table 5.3. See Appendix F for a derivation of elementary LOM 
approximations of in- and out-of-plane properties of layered plates.  These values were 
calculated using the information in Table 5.2 and eigenvalues based on Rayleigh-Ritz 
methods provided by Angloulvant [172]. 
 
Table 5.3: Approximate sandwich plate resonant frequencies from LOM and RKU model 
homogenization. 
Resonant Frequency of 1st Six modes (Clamped Boundaries) Part-
Level 
Model f11 (Hz) f12 (Hz) f22 (Hz) f13 (Hz) f23 (Hz) f33 (Hz) 
LOM 580 1100 1620 1900 2390 3150 
RKU 518 1418 1418 1648 2100 2780 
 
TL testing was done for third-octave bands between 125 Hz and 8 kHz in accordance 
with SAE J1400 [173].  Samples were mounted in the test window between the 
reverberant chamber and the semi-anechoic chamber of the Integrated Acoustics 
Laboratory (IAL) at Georgia Tech.  Figure 5.10 shows a schematic of the test setup and 





Figure 5.10: Schematic of general set-up used for SAE J1400 TL testing. 
 
Figure 5.11 shows experimental TL results of four different glass-viscoelastic sandwich 
plates.  This experimental data shows two important facts: (1) An increase in the 
interlayer damping capacity (S4) leads to a notable increase in TL and (2) Incorporation 
of RKU part level modeling into structural models yields increased accuracy in the 
approximation of the first and second resonant frequencies.  The first point validates the 
discussion given in the previous section and the second validates the usage of the RKU 
model in structural models such as modal analysis. 
 







Figure 5.11: TL due to four different windshield samples.  Notches in TL at ~ 500 Hz and ~ 1000 Hz 
agree well with RKU model approximation. 
 
 One further validation provided by these experiments is the effect of B.C.’s on 
observed TL.  The experimental data in Figure 5.11 was taken with samples having 





















f11 ≈ 500 Hz 




Figure 5.12: TL experimental setup.  Sample window contains stainless steel plug.   Note red clamps 
and isolation putty around exterior of test window. 
 
The clamped conditions were modified in another set of tests by releasing the red clamps 
seen above in Figure 5.12 to approximate viscoelastic boundary conditions.  The exact 
conditions are very difficult to quantify because the samples were held in place only by 
isolation putty whose purpose is to seal air gaps between the reverberant and semi-
anechoic chambers.  Though they are difficult to quantify analytically, the qualitative 
difference in TL near the first resonant frequency is significant (~ -4dB re 20µPa), see 
the results for S1 shown in Figure 5.13.  These results also show the expected reduction 
in resonant frequency resulting from the decreased “stiffness” of the structure as a whole 











Figure 5.13: TL results for S1 with different boundary conditions.  Viscoelastic B.C.’s show a 
substantial increase in observed TL. 
 
5.4.1 Analysis of the lossy behavior of simplified structures 
 
 The TL study results shown in Figure 5.13 illustrate the need to incorporate plate 
boundary conditions into structural level models.  The inclusion of influence of B.C.’s on 
the structural level lossy behavior adds another degree of freedom to the design space and 
more closely approximates real-life applications.  This sub-section inspects the influence 
of viscoelastic boundaries on the lossy behavior of two simplified structures, a 
viscoelastically constrained beam and a viscoelastically constrained circular plate, 
through modal analysis.  The aim of this study is to approximate changes in the structural 


















ΔTL ≈ 4 dB 
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Such an analysis gives a clearer picture of how microstructural variations propagate to 
higher length scales and thereby illustrates the value of SC micromechanical modeling in 
the design process. 
 
5.4.1.1 Forced vibration of a beam with elastic boundary conditions 
 
 One of the simplest ways to quantify the modal loss factor of a uniform beam due 
to different boundary conditions is to find the solution for the general case of a vibrating 
beam with elastic boundary conditions as shown below in Figure 5.14.  The present 
analysis finds this solution but is limited to a beam of uniform cross-section and material 
properties as a function of x.  Further, the present work will be limited to classic plate 
theory discussed at length elsewhere [174]. 
 
 
Figure 5.14: Schematic of an elastically constrained beam. 
 
The advantage of finding a solution to the forced vibration of such a beam is that it can 
easily be modified to approximate many different boundary conditions by changing the 
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values associated with the linear displacement springs, 1,2wK  [N/m], the rotational 
displacement springs, 1,2Kψ [N·m], or both (see Appendix G for examples).  Figure 5.15 
shows one approach to approximating these coefficients, representing elastic boundary 
conditions at the extents of the beam, from the viscoelastic material constants in which 
the beam is embedded and the boundary geometry.  Koutsawa et al have developed a 
more exact approach employing finite element methods and the same viscoelastic spring 
BC approximation [175].  Through application of the elastic-viscoelastic correspondence 
principle the boundary conditions can be altered to study the effects of different 
viscoelastic boundary conditions and interlayer materials on modal damping.  The 
derivation of the general solution is given in Appendix G. 
 
 
Figure 5.15: Approximation of viscoelastic boundary conditions as linear and rotational springs. 
 
 One way to check this nested analytic multiscale modeling approach is to 
compare modal analysis results from the analytic models above to finite element (FE) 
approximations.  Figure 5.16 shows the results of a study that employed these two 
different approximations methods.  The subject of study is a sandwich beam of length 





b – Beam width 
( ) 2ˆ ˆ 2  ;  unitsVEK t h b N mμΨ ≈ + → ⋅
x = 0 
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L+t, a total thickness h, and width b.  The beam is embedded at x = 0 in a viscoelastic 
medium which has the same material properties as the beam interlayer.  The beam 
dimensions and material properties are given in Table 5.4.  For this study the beam is 
excited using a time varying spatially uniform pressure on the top surface thereby 
simultaneously exciting all modes of vibration. 
 
Table 5.4: Sandwich beam geometry and properties for analytic and FE study in Figure 5.16. 
 H (m) L (m) t (m) b (m) μ (GPa) ν ( ) ρ (kg/m3) 
Layer 1&3 2.0 x 10-3 0.100 1.0 x 10-2 0.01 29.5 0.23 2469 
Layer 2 1.0 x 10-3 0.100 1.0 x 10-2 0.01 0.133+0.13j 0.49 1115 
B.C. 5.0 x 10-3 --- 1.0 x 10-2 0.01 0.133+0.13j 0.49 1115 
 
 The analytical approach employed approximates sandwich beam behavior using 
the RKU model and the resulting effective bending modulus is used in model general 
vibrating beam model derived in Appendix G.  The value used for the Poisson ratio, ν12, 
can be found using the approximations given in Appendix F.  The analytic model results 
were compared to FE analysis to validate employing such a simplified multiscale 
modeling approach.  The FE results were calculated using the sophisticated FE model of 
Daya and Potier-Ferry [166] where the viscoelastic boundaries were not approximated as 
linear and rotational springs and are therefore represent reality much more closely.  In 
both cases the modal loss factor was estimated using the half-power beam width method 
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Figure 5.16: Viscoelastic constrained Beam LF as function of the LF of constraining and interlayer 
material.  Compared to FEA model derived by Daya and Potier-Ferry [166] 
 
The results shown above have several encouraging points.  First, it is obvious that the 
viscoelastic material lossy behavior has a linear effect on the macroscopic damping 
properties of the structure for low loss factor values.  This is to be expected [171].  When 
the value of the loss factor increases the analytic approach presented here will no longer 
be valid and more involved analytic models or FE models are required.  Indeed the plot 
suggests that the validity of the proposed method is questionable for VEη  values 
exceeding ~ 0.5.  Another encouraging point is the agreement between this simple 
analytic approach and the FE model, showing only a 6.3% difference in the slope 
1st VEη η∂ ∂ .  Considering all of the simplifying approximations, especially those 
concerning the viscoelastic boundaries, the estimates provided by the analytic model are 
 
217 
quite close.  The over-estimation provided by the analytic model is in part explained by 
the well-known fact that the RKU model generally provides superior damping estimates 
to those observed in reality [167].  This comparison, more importantly, validates using 
the RKU model in such a multiscale approach.  The analytical nature of this nested 
multiscale model approach permits efficient study of the effects of different B.C.’s, 
constituent material properties, and microstructures on structural damping behavior, 
thereby reducing the overall computational load.  It is for this reason that it is attractive as 
a first step in the design of absorptive materials. 
 
5.4.1.2 Forced vibration of an elastically constrained circular plate 
 
 It is instructive to study a two dimensional plate in order to move closer to true 
windshield structure.  This is most easily accomplished through analytical methods by 
studying the vibration of a circular plate.  Due to symmetries, the circular plate solution 
can be found through analytical methods thus eliminating the need for  Rayleigh-Ritz 
schemes which are inherent in two-dimensional rectangular plate models [171, 174].  
This fact simultaneously reduces modeling complexity and computational load.  Further, 
the main objective of the following study is to show the effects of component 
viscoelasticity on the system response so the actual geometry is unimportant as long as 
the plate is two dimensional.  As with prior beam problem, it is essential to first find the 
solution for the general case of a plate having uniform cross-section and material 
properties in the plane of the plate with elastic boundary conditions at r = a.  Figure 5.17 
illustrates this geometry.  A detailed derivation of the general solution of a vibrating 
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circular plate with elastic B.C.’s is given in Appendix G, or see Koutsawa et al for a 
finite element method using the same approximation [175]. 
 
 
Figure 5.17: Schematic of elastically constrained circular plate. 
 
The advantage of the resulting solution is that it is easily modified to represent many 
different boundary conditions by changing the values associated with the distributed 
linear displacement spring, wK  [N/m
2], the distributed rotational displacement spring, 
Kψ  [N], or both.  These coefficients are chosen represent elastic boundary conditions at 
r a=  by relating them to the material constants in which the plate is embedded and the 
geometry of the plate-boundary interface.  A simple approximation scheme is shown 
below in Figure 5.18.  Finally, by assigning complex values to the elastic B.C.’s and plate 





Figure 5.18: Approximation of viscoelastic boundary conditions as linear and rotational springs. 
 
 One of the main objectives of design is efficiency.  Design efficiency refers to the 
ability to arrive at a design that fulfills all requirements though minimal design iterations 
and by reducing variables in the design space.  Keeping this in mind, it is interesting to 
study the relative effect each “component” contributes to damping plate vibration at the 
first resonant frequency.  The following study investigates the independent effects of 
plate, linear spring, and rotational spring lossy behavior on the modal loss factor of a 
viscoelastic constrained circular plate.  This is done in an effort to shed light on the most 
efficient means of damping resonant behavior and is accomplished via three parametric 
studies. The plate geometry and material properties employed in these parametric studies 
are detailed in Table 5.5.  It is important to note that the plate studied in each of these 
parametric studies is not a sandwich structure and therefore only the effects of lossy plate 
behavior are studied.  In the first parametric study the plate is pinned at r =a ( wK → ∞ ) 
and the plate material is a homogeneous non-lossy glass.  The values for the rotational 
spring are calculated according to the equation given in Figure 5.18 using shear modulus 
values given in the PS1 row of Table 5.5.  Shear modulus loss factor values are varied 
2ˆ ˆ ;  unitsw VEK E N m≈ →







between 0 and 1 and the half-power bandwidth method is employed to calculate the loss 
factor of the first mode.  For the second parametric study the plate’s slope is required to 
be zero at r = a ( Kψ → ∞ ) and the plate material is again homogeneous non-lossy glass.  
The linear spring values are calculated from the equation given in Figure 5.18 using shear 
modulus values given in the PS2 row of Table 5.5.  Again the shear modulus loss factor 
values are varied from 0 to 1 and the results of the structural model yield the modal loss 
factor of the first mode via the half-power bandwidth method.  The final parametric study 
represents the behavior of a clamped ( wK → ∞  and Kψ → ∞ ) viscoelastic plate where 
the plate material loss factor is varied between 0 and 1.  The results of these three studies 
are given in Figure 5.19. 
 
Table 5.5: Plate geometry and material properties for parametric studies of component influence on 
structural damping. 
 a (m) h (m) t (m) μVE (GPa) νVE ( ) 
Ep 
(GPa) νp ( ) 
Kw 
(N/m2) Kψ (N)
PS1 0.100 0.005 0.010 0.133 (1+ηj) 0.49 72.0 0.23 1x10
10 calc 
∈  
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Figure 5.19: Modal loss factor of vibrating plate as a function of each contributing element.  Solid 
line indicates the influence of the rotational spring loss factor, the dashed line indicates the effect of 
the linear spring’s loss factor, and the dash-dot line indicates the beam loss factor’s influence. 
 
 The results of these parametric studies clearly show that lossy plate behavior 
dominates damping behavior on a structural scale.  It is therefore obvious that the most 
efficient means to achieve increased acoustic and vibrational isolation with a constrained 
plate is to increase the plate material loss factor.  It must be stated that this study assumes 
that all other parameters remain equal, which is often difficult to achieve in reality.  
Indeed, increasing the material loss factor usually implies an undesired decrease in 
material strength: the classic material strength versus damping capacity dichotomy.  
Recent research suggests, however, that the introduction of certain trace microstructural 
heterogeneities can have marked effects on material damping behavior while minimally 
affecting material strength [18, 19, 21].  For this reason it is very interesting to study the 
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present nested multiscale modeling approach and its capacity to capture micro-scale 
influence on the structure-level damping behavior. 
 
5.5 Microstructural influence on structural damping capacity 
 
  The final step in validating the proposed multiscale modeling approach is to 
inspect the influence of microstructural changes on structure level damping.  The results 
of such a study will provide a complete picture of the role microstructure plays in 
structural damping for a vibrating sandwich plate.  It will also illustrate how multiscale 
modeling lends designers high levels of control and insight at each individual scale and 
how changes at one level propagate through length scales.  This section, therefore, 
endeavors to incorporate the SC micromechanical homogenization model developed in 
Chapter III into the multiscale model detailed in the prior sections and to show 
microstructural influence on structural behavior. 
 Previous sections have investigated the influence of material loss factors and 
sandwich geometry have on structural damping.  Chapter IV made it abundantly obvious 
that changes in material microstructure can greatly increase material damping capacity by 
altering the amount of strain energy present in lossy components under identical loading 
conditions.  The loads applied to windshield sandwich plates result from air-structure 
coupling, frame vibrations, and projectile impacts.  All of these loads are fixed 
force/stress loads, as opposed to displacement or strain based loads.  The simplest way to 
increase strain energy in lossy material components for such loading is to increase their 
compliance.  Chapter IV illustrated that this can be achieved by introducing inclusions 
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into a viscoelastic material which are less rigid than the host.  Voiding a material is the 
most efficient known means of increasing a composite viscoelastic compliance [64] and 
therefore voided viscoelastic material is subject of this study.  The scope, however, is 
limited to isotropic bi-phase particulate composites resulting from a viscoelastic host 
material containing spherical voids. 
 Several points must be raised in regards to such a treatment for an automobile 
windshield.  Voiding a windshield interlayer material has both positive and negative 
aspects.  The most apparent drawback is that introducing heterogeneities of any kind will 
have a negative impact on the light transmission.  The same scattering phenomena 
addressed in Chapter II with respect to acoustic waves are applicable to light waves when 
there is a material discontinuity.  The major difference is that for light waves the ka value 
will be much larger and, consequentially, light scattering effects will be pronounced.  
Light scattering leads to poor windshield transparency and is a major restriction to the 
introduction of voids to achieve elevated windshield damping capacity.  However, the 
physical mechanisms leading to enhanced energy dissipation, namely increasing strain 
energy in lossy components, are not restricted to voids.  Ideally a material can be found to 
take the place of voids which has weak elastic constants but an index of refraction similar 
to the viscoelastic interlayer.  This would eliminate light scattering problems.  It is also 
possible that materials can be found which can analogously increase lossy behavior 
through the addition of only infinitesimal amounts of heterogeneity.  A positive aspect of 
introducing voids into the interlayer material is that the resulting sandwich windshield 
will have a lower density.  Lower overall density translates to increased energy efficiency 




5.5.1 Microstructure  Part level modeling 
 
 To study void fraction effect on part level behavior, it is interesting to re-visit the 
parametric studies shown in Section 5.3.1.  That section investigated changes in the 
complex effective bending modulus, the flexural wavenumber, and the shear parameter as 
a function of the thickness ratio for several values of interlayer shear loss factor (Figure 
5.4 – Figure 5.6).  The plots showed that increasing interlayer material loss factor has a 
positive influence on the plate damping capacity.  The most desirable result shown was 
that by only varying the material loss factor, i.e. no change in shear stiffness, the bending 
loss factor increased while very little change was observed in the real part of the effective 
bending modulus.  Similar plots are shown below where the interlayer void fraction is 
varied in order to observe the effect on the complex effective flexural behavior. 
 Figure 5.20 clearly shows that the void fraction has a strong influence on the 
effective complex bending modulus.  The reduction in real part, 'B̂ , is rapid with 
increasing void fraction for any fixed thickness ratio, H.  This is an undesirable result of 
adding voids to the interlayer material.  Conversely, the bending modulus loss factor, ˆpη , 
quickly increases as a function of void fraction. 
 
Table 5.6: Material properties used to produce Figure 5.20-Figure 5.24 and Figure 5.26.  The 
viscoelastic properties are calculated from (V.3.9) and the HN coefficients given in the associated 
paragraph for an exciting frequency of 1 kHz. 
 μVE (GPa) νVE ( ) 
ρ 














(1+0.13j) 0.49 1115 
72.0 
(1+0.02j) 0.25 2469 1x10





































Figure 5.20: Effective bending modulus as a function of layer thickness ratio for varying values of 
interlayer void fraction at f  = 1 kHz. 
 
The increased damping capacity is further evidenced by inspecting the results in Figure 
5.21 and Figure 5.22.  The prior shows the effective complex flexural wave number and 
the latter a measure of the attenuation per flexural wavelength suggested by Kinsler et al 
[176], ,'ˆˆ flex flexkα .  The wavenumber plot shows two interesting aspects.  The most 
obvious observation is that the magnitude of the flexural attenuation coefficient, ˆ flexα , 
monotonically increases both for a fixed void fraction with increasing thickness ratio and 
for a fixed thickness ratio with increasing void fraction.  This is due to the fact that both 
changes, increasing void fraction and increasing thickness ratio, result in increased plate 
flexural compliance.  The increased compliance augments the strain energy present in the 
viscoelastic material for a fixed applied moment/stress, thereby increasing the plate’s 
damping capacity.  The less obvious result is the non-monotonic behavior of the real part, 
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,'ˆ flexk .  For a fixed frequency, an increase in real part of the wavenumber implies a 
decrease in the wave speed, ˆ flexc , since ˆ ˆk cω= .  Because the flexural wave speed is 
related indirectly to the inverse of the modulus through Eq. (V.3.2), it would seem 
apparent that a decrease in the real part of the flexural modulus would likewise lead to an 
increase in the wavenumber’s real part.  However, for high loss factor values, this is not 
always the case.  The relationship between the real parts of these two quantities is not 
independent of the flexural modulus loss factor.  It is for this reason that Figure 5.22 
shows non-monotonic curves for ,'ˆ flexk  and that the maximum value is observed for 
consecutively smaller thickness ratio values as the void fraction increases.  The non-
dimensional measure of attenuation plotted in Figure 5.22 clearly shows that the 
attenuation efficiency is a monotonic function of both the thickness ratio and the void 
fraction despite the increased wave speed for all values inspected.  One further 
observation of effective plate behavior concerns the shear parameter.  Figure 5.23 shows 
that values of 'ĝ  decrease rapidly with increasing void fraction and thickness ratio.  The 
RKU model is only valid when 'ˆ 1g >  implying that the RKU model may give erroneous 


























































Figure 5.21: Effective flexural wavenumber as a function of the thickness ratio at f = 1 kHz for a 





























Figure 5.22: Measure of damping amplitude attenuation per flexural wavelength for layered plate 
















































Figure 5.23: Effective shear parameter as a function of the layer thickness ratio for several values of 
interlayer void fraction at f = 1 kHz. 
 
5.5.2 Microstructure  Structure level modeling 
 
 The final subject of interest is the influence of microstructural changes, in the 
form of void fraction, on structure-level damping.  The results are presented in two 
different ways.  First changes in the modal loss factor of a vibrating circular sandwich 
plate as a function of viscoelastic interlayer and boundary void fraction are shown.  This 
yields insight into the increased capacity of the sandwich structure to damp resonant 
behavior.  The second study approximates windshield transmission loss for an incident 
plane wave as a function of frequency.  The results of this study will illustrate the relative 
acoustic isolation improvements a voided interlayer provides. 
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 Section 5.4.1.2 presented the effects of different lossy elements on the damped 
behavior of a viscoelastically constrained circular plate.  Though it was shown that the 
most efficient means to damp flexural vibrations is by elevating the beam loss factor, it is 
of interest to demonstrate the generality of the nested multiscale approach through a 
study that take into account the behavior of voided viscoelastic boundary conditions and 
sandwich interlayer.  For this purpose the following studies the damped 1st resonance of a 
circular sandwich plate embedded at r = a in a voided viscoelastic material.  The 
interlayer material is also assumed to contain voids with the same volume fraction.  For 
this study the same materials and geometries are employed as those presented in Table 
5.5 and the modal loss factor was again approximated using the half-power bandwidth 
method.  Figure 5.24 shows interlayer and boundary material void fraction effects on the 
modal loss factor of the first mode.  The plot clearly shows a quadratic correspondence, 
as was suggested in the RKU model sensitivity analysis presented in Section 5.3.2.  This 
quadratic correspondence is due to the introduction of voids in the interlayer material, 
thereby increasing the loss factor of that layer.  Section 5.4.1 showed that viscoelastic 
plate and B.C. behavior has only a quasi-linear influence on the modal loss factor, 
therefore the quadratic tendency observe in Figure 5.24 is a result of constrained layer 
damping of the sandwich plate.  These results are encouraging and show that 
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Figure 5.24: Variation of the loss factor of the 1st mode of vibration for a circular sandwich plate as a 
function of interlayer void fraction, φ . 
 
 Noise in an automobile interior has two distinctly different sources.  A major 
contributing source is sound radiated by structure borne vibrations that originate from 
engine vibrations and, more importantly, the interaction between the road and the 
automobile [11].  The efficiency with which the windshield radiates this vibrational 
energy in the form of sound is dominated by its modal response.  For this noise source, 
the previous study is more applicable.  Figure 5.24 has clearly shown that increasing the 
void fraction of the viscoelastic interlayer and boundary materials displays the desirable 
ability to reduce resonant behavior.  The second source of noise is sound originates 
outside the vehicle and is consequently transmitted through the windshield and other 
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acoustic paths.  The quality of noise isolation is usually measured by the transmission 
loss (TL) discussed in previously.  For a panel (homogeneous, sandwich, or otherwise) 
the general TL characteristics as a function of frequency are shown in Figure 5.25 [168]. 
 
 
Figure 5.25: General characteristics of TL versus frequency for a panel (figure from Buerhle et al 
[168]). 
 
This figure illustrates the four regimes of panel transmission loss.  From left to right, the 
first is the stiffness controlled domain which is represents the quasi-static case for the 
plate, meaning acoustic wavelengths are much larger than the panel of interest.  This 
regime is not of interest in the present work.  The second regime, resonance controlled, is 
similar to the case studied above.  It is reasonable to assume that behavior due to air-
borne waves exciting resonance behavior will be damped in the same manner as structure 
borne vibrations and therefore this case was treated by the previous study.  In the mass 
controlled TL regime, acoustic wavelengths are much smaller than the panel and the 
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panel is therefore approximated as a limp hanging panel with a known mass per unit area.  
The pressure gradient of the incident sound wave causes the panel to move as a whole 
and radiate sound on the other side.  In this regime TL is dominated by the panel 
(windshield) mass and a doubling the frequency leads to a 6 dB TL increase [32].  It is 
obvious from this behavior that high density panels are ideal for noise isolation.  The 
final TL regime is the coincidence controlled regime.  In this frequency range the 
incident wavelength projected onto the panel matches the wavelength of flexural waves 
in the panel.  Coincidence occurs when these two wavelengths match, resulting in near 
perfect transmission and a greatly diminished TL.  The result is a sharp decrease in 
observed TL at a specific frequency depending on the air-borne plane wave angle of 
incidence.  This region of high sound transmission is called the coincidence notch [32]. 
 Microstructural effects of resonant behavior were previously shown for a 
vibrating plate so it is now interesting to inspect the effect of microstructural changes on 
windshield TL in the mass-controlled and coincidence-controlled regimes.  Panel 
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In these expressions cair and ρair represent the speed of sound (343 m/s) and density (1.21 
kg/m3) of air, respectively, ˆcoincω  is the coincidence frequency, ˆ pZ  represents the plate 
impedance, and the other variables have been previously introduced. 
 For a sandwich plate consisting of the same materials and geometry as for the 
resonance behavior discussed in Section 5.5.1, Figure 5.26 shows the approximate TL 
calculated from Eqns. (V.5.1)-(V.5.3).  These results clearly show the expected mass and 
coincidence-controlled regimes.  In the mass controlled regime the void fraction is small 
enough to have minimal detrimental effects on the TL.  It also shows that the non-voided 
interlayer material already provides substantial coincidence notch reduction.  The voided 
materials do enhance damping in this frequency range, but improvements are marginal at 





Figure 5.26: Theoretical TL of layered windshield as a function of frequency for an incident angle of 
θI = 60º.  Slight improvements are predicted for voided PVB near coincidence frequency. 
 
Unfortunately, the results of this study show only marginal damping improvements at the 
structure-level.  This can be attributed to the fact that only traditional materials have been 
investigated.  It is very possible that non-conventional inclusion materials or trace 
treatments of the interlayer material could translate to large effects on the structure-level 
damping capacity.  One specific inclusion behavior leading to increased macroscopic 
material damping are negative stiffness inclusions.  Lakes et al [18, 19, 21] have shown 
that “snap-through” phenomena observed in instable inclusion materials can be 
approximated as a negative stiffness.  Their work has clearly shown that this extreme 
damping is due to large strains in the neighborhood of inclusions which exhibit “snap-
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lossy behavior result from inclusions whose modulus, ˆ Iμ , is related to the matrix 
modulus, ˆMμ , as ˆ ˆ1.1I Mμ μ≈ −  [18].  It has been shown theoretically [18] and 
experimentally [19, 21] that treatments using inclusions displaying negative stiffness 
behavior can significantly increase lossy behavior with only trace amounts of the 
inhomogeneities, indeed, Lakes called such treatment “homeopathic.”  Figure 5.27 
investigates structural behavior, in the form of sandwich windshield TL, when the 
interlayer contains small volume fractions of hypothetical negative stiffness inclusions 
whose modulus obeys ˆ ˆ1.1I PVBμ μ≈ −  at each frequency while all other materials and 



































Figure 5.27: Transmission Loss of sandwich panel when PVB interlayer contains small volume 
fractions of negative stiffness inclusions (μI = -1.1μPVB).  Coincidence notch moves to dramatically 
lower frequencies and nearly vanishes. 
 
This plot shows a dramatic increase in observed structural level energy dissipation at 
coincidence.  Indeed, the introduction of such inclusions nearly eliminates the 
coincidence notch while simultaneously moving coincidence to lower frequencies.   
 
5.6 Chapter summary 
 
 Though the behavior shown in Figure 5.27 represents that of a hypothetical 
material, it is very interesting for future research to show that this behavior can be 
captured by a nested multiscale modeling technique such as the one presented in this 
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chapter.  It also encourages further research in the design of materials with negative 
stiffness or “snap-through” behavior for use as treatments in structures where the 
dissipation of mechanical energy is important.  More importantly for this work, the 
multiscale study of an automobile windshield gives merit to incorporating the SC 
micromechanical model into a materials design strategy and clears the way for more 
intense research on microstructural behaviors which have more pronounced effects on 
structural level damping.  Chapter VI employs the nested multiscale modeling scheme 
developed in the introductory study of the current chapter and employs it in a decision 
based systems design strategy to explore the design space of an automobile windshield.  
Chapter VII then investigates the phenomenon of negative stiffness in more detail.  
Finally, Chapter VII integrates information gathered from the design process of Chapter 








MATERIALS DESIGN: COMPROMISE DESCISION 




 The purpose of this chapter is to implement a Decision-Based Design (DBD) 
technique for the purpose of exploring the design space of high loss materials.  The DBD 
approach is taken in an effort to employ a systems design methodology to a material 
design problem.  This is motivated by the observation that though materials design is a 
rapidly expanding area of research, the vast amount of existing materials design literature 
rarely represents design in the truest sense [6, 113].  The preponderance of material 
design research intently focuses on perfecting the understanding of material behavior 
based on its structure and processing.  This understanding yields a more perfect 
knowledge of material behavior from first principles and is critical to the advance of the 
field of material design.  However, the capacity to truly design materials must aim to 
develop and exploit existing knowledge and tools to specify material structure based on 
performance demanded by technology [113].  In other words, materials design must 
involve solving the inverse problem of specifying material structure and processing, at all 
length and time scales, based on properties needed to fulfill design requirements.  These 
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two approaches are fundamentally different.  The former is a deductive/bottom-
up/manufacture for design approach which favors empiricism while the latter is better 
described as an inductive/top-down/design for manufacture approach which favors 
exploration, discovery, and creation [5, 6].  This statement does not imply that further 
study of material behavior is unwarranted or unneeded.  To the contrary, fundamental 
understanding of material behavior at all scales is indispensable to the future of material 
design.  However, perfection of the latter approach represents the highest promise to 
efficiently search for and ultimately create new materials to meet current and future 
technological needs.  One well accepted top-down approach to material design aims to 
extend systems design methodologies to concurrently design materials for specific high 
importance components.  This approach, which employs knowledge and tools from the 
fields of materials science, mechanical engineering, and engineering design, was 
pioneered by the Mechanical Properties Research Laboratory and Materials Council at 
Georgia Institute of Technology [2, 3, 6, 116, 117].  This chapter builds on their approach 
by employing a systems design construct together with the self-consistent 
micromechanical model developed in Chapter III to design an automobile windshield. 
 The following presents a design space exploration of an automobile windshield to 
improve its acoustic performance while simultaneously reducing weight and minimally 
reducing in-plane stiffness.  The analysis serves two purposes.  First, it is postulated that 
the results will shed light on sub-microscale behavior and structure that lead to significant 
enhancements of the macroscopic material damping.  Second, the results will validate the 
integration of a top-down design methodology and micromechanical techniques to 
concurrently design structures and their constituent materials.  This represents an effort to 
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employ a top-down methodology to design materials to the microscale for optimal 
performance by exploiting an existing robust multiscale micromechanical model [130].  
The design methodology employed is a Compromise Decision Support Protocol (CDSP).  
CDSP is a general systems design technique which was developed by Mistree, Hughes, 
and Bras [177].  The technique was implemented by Bras and Mistree [118] and 
Seepersad et al [3] in the context of robust design and by Mistree, Smith, and Bras 
concerning concurrent design [119].  In a similar vein to the work proposed in this thesis, 
CDSP has been employed for composite material pressure vessel design by Karandikar et 
al [120],  for the design of structures employing materials in combination by Edwards 
and Deng [121], and for the robust design of energetic materials by Choi et al [117].  
These references give a representative example of the depth and breadth of problems that 
have been treated using this approach and gives promise to the integration of 
micromechanical models for the purpose of designing materials to the microscale. 
 
6.2 System Specification 
 
 “Designing is a process of converting information that characterizes the needs and 
requirements for a product into knowledge about a product.”  In this statement, taken 
from the Handbook of the Systems Reliability Lab at Georgia Institute of Technology 
[178], the term product is used in its most general sense.  In other words, not only can 
specific objects be designed, but processes can also be designed.  For example, a designer 
may design a transducer and also design the process by which the design of the 
transducer is to be obtained.  The approach to design which emphasizes the role of 
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designer decisions is called a decision support protocol.  This technique holds that the 
principal role of a designer is to make decisions and thereby bridge the gap between an 
idea and reality.  The Handbook continues to summarize what is meant by “design 
decisions” by using descriptive sentences.  Those applicable to the current material-
structure system are given below. 
 
 Decisions in design are invariably multi-leveled and multi-dimensional in nature. 
 Decisions involve information that comes from different sources and disciplines. 
 Decisions are governed by multiple measures of merit and performance. 
 
 In this design approach, called Decision-Based Design, decisions serve as markers 
to identify the progression of a design from initiation to implementation to termination.  
The Compromise Decision Support Protocol is a construct created to aid the designer in 
implementing the DBD methodology.  It is stressed that a compromise decision be 
defined as the process of determining the ‘right’ set of design variable values, such that 
the system is feasible with respect to system constraints and maximizes its performance.  
The support protocol is a construct which aids the designer to find this ‘right’ set of 
independent system variables.  The example given in this chapter employs CDSP to 
design a multi-functional layered plate, an automobile windshield, in order to 
simultaneously improve performance of the plate with respect to noise isolation, in-plane 
stiffness, and area density.  Though this chapter specifically models a windshield, the 
particular modeling approach may be employed for the design of any three layer plate 
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that exploits constrained layer damping as a mechanism to passively dissipate out-of-
plane bending. 
 Multiscale modeling of the multi-layered plate is performed in a forward sense 
(material microstructure  macroscopic material behavior  structure) through a 
hierarchy of nested models as proposed in Chapter V.  The frequency range of interest is 
the mass and coincidence controlled domains described in Section 5.5.2 of this thesis (or 
see Blackstock for a description [50]).  CDSP and numerical optimization techniques are 
then applied to this hierarchy of models in order to efficiently “design” the microstructure 
of the plate materials based on system level goals (see Figure 6.1).  The overall goals of 
windshield design considered in this work are to (i) reduce sound transmission, (ii) move 
the phenomenon of coincidence to a frequency outside the highly sensitive frequency 
range of human hearing, (iii) reduce the total windshield density, and (iv) maintain or 





Figure 6.1: Visualization of the hierarchical modeling of an automobile windshield using different 
homogenization models.  Curved arrow indicates the sense of the solution path of an inductive design 
methodology. 
 
6.2.1 Design space description 
 
 The present section defines the design variables which fully define that 
automobile windshield design space using the proposed modeling approach.  It is 
imperative to specify that CDSP lexicon differentiates between design variables and 
system parameters.  Design variables are those system variables which are considered 
alterable from the initial state in order to improve system performance.  Design variables 
are denoted with the vector X.  System parameters describe any other model variables 
needed to fully describe the system but which cannot be altered from the initial system 
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 The layered plate behavior is modeled using four specific models implemented as 
schematized in Figure 6.2.  First, the macroscopic material behavior is approximated 
through applicable micromechanical effective medium theories (EMT), specifically the 
self-consistent (SC) micromechanical model derived in Chapter III.  This is the micro  
macro modeling step.  The modeling step employs Ross, Kerwin, and Ungar (RKU) 
model [31] and a simple law of mixtures (LOM) modeling approach.  The RKU model 
approximates the enhanced damping of flexural waves traveling in the sandwich plate 
brought about by the high shear strain of the viscoelastic interlayer.  The effective in-
plane stiffness, denoted as 11ˆ
effE  or 22ˆ
effE , is simultaneously calculated using a LOM 
approach [179].  The details of these two models were discussed in Chapter V and 
Appendices E and F.  This is the part level modeling.  Finally, the modified mass-law 
(MML) given by Pierce [32] and detailed in Chapter V is employed to approximate the 
frequency dependent acoustic transmission loss (TL) of the sandwich plate.  This is the 





Figure 6.2: Schematic of the nested hierarchical modeling approach and solution scheme for material 
design employing micromechanics.  EMT – Effective medium theory, RKU – Ross, Kerwin, Ungar 
Model, LOM – Law of mixtures, MML – Modified Mass Law, DF – Deviation Function 
 
 The CDSP design approach is then applied to this multi-scale system model to 
determine material microstructures that improve the performance of the sandwich plate.  
The CDSP is extremely important to solving this computationally intensive inverse 
problem as it has been devised to efficiently find design solutions for complex systems.  
The following sections describe in words the design space for the automobile windshield.  
As with all mathematical approximations of physical systems, each individual model 
described above introduces system variables and parameters, and imposes design space 
restrictions due to assumptions made in their formulation.  These restrictions are 
described by the CDSP as either constraints or bounds.  A complete list of design 
variables, their associated bounds and constraints, and all system parameters, is given in 





















6.2.1.1 Design variables, bounds, and constraints introduced by micromechanical 
modeling 
 
 Micromechanical effective medium theories represent very well-established 
mathematical schemes whose assumptions and domains of applicability are well 
understood. This section delineates the variables and parameters defining the design 
space occupied by the SC micromechanical model, which are listed in Table 6.1, and 
their associated constraints and bounds, which are listed in Table 6.2. 
 The SC model derived in Chapter III homogenizes the mechanical properties of a 
three-phase material consisting of a continuous matrix phase containing thinly coated 
inclusions.  In the most general case, each phase of the heterogeneous material is 
assumed to have some frequency dependent viscoelastic behavior which is described by a 
complex valued fourth order stiffness tensor.  The viscoelastic stiffness tensors of these 
phases are represented as ˆ MijklC , ˆ
I
ijklC , and ˆ
C
ijklC , respectively.  The current material design 
problem restricts material phase anisotropy to materials displaying transverse isotropy.  It 
is important to note that the SC model does not require this restriction, but rather that it is 
a design constraint intended to reduce calculation time by reducing the size of the design 
space to be inspected.  Transverse isotropy reduces the total number of independent 
material constants of each phase from nine to five, C11, C12, C13, C22 (or C33), and C44.  
The symmetries and restrictions for transverse isotropy of C are given in Eq. (VI.2.1) 
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 In this chapter the term microstructure refers to a volume fraction of coated 
ellipsoidal inhomogeneities embedded in a continuous matrix having a given orientation 
distribution.  It is proposed that micromechanical effective medium theories (EMT) be 
employed to predict the macroscopic material behavior as a function of this 
microstructure.  The EMT employed is the previously derived self-consistent (SC) model 
which is based on the integral equations derived by Cherkaoui et al [23] and extended to 
the quasi-static frequency regime by Haberman et al [38].  It is important to emphasize 
that the CDSP material design approach is not restricted to the use of the SC model.  
Indeed it is entirely possible, and even preferable in some cases, to implement the models 
such as the differential effective medium (DEM) or and Mori-Tanaka (MT) schemes 
given in Appendix D. 
 Micromechanical models discussed in this work are strict mean-field approaches 
and therefore require that the inhomogeneities be “well mixed” in the continuous matrix.  
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In other words, the micromechanical models are not sensitive to the spatial distribution of 
inhomogeneous phases in the matrix or their relative proximity.  Material microstructure 
specification is therefore limited to inhomogeneity volume fraction, φ , inclusion 
geometry described by their aspect ratios a/b and a/c, and their orientation distribution, 
( ), ,γ θ ψΩ  [150].  The inclusion volume fraction is physically restricted to the fall within 
the values of 0 and 1 but can be further constrained through designer specification or 
another physical property requirement, such as transparency, that is not considered here.  
The orientation distribution is fully described by the some probabilistic distribution of 
Euler angles.  For the current application, it is assumed that this distribution is amply 
described using a three dimensional Gaussian distribution, ( ), ,p γ θ ψσ σ σ , defined by the 
standard deviations of each Euler angle represented by , ,  and γ θ ψσ σ σ , respectively.  All 
of the above restrictions result from the fact that mean-field theories are limited to 
predictions of material behavior at one scale, the macroscale for the current case, 
resulting from heterogeneities that exist at another, inferior, scale.  The mathematical 
approach assumes that the macroscale behavior is a volume average of material 
properties at the inferior, microscopic, length scale.  This assumption implicitly requires 
that the combination of heterogeneities in the matrix phase be well-mixed, that is, 
uniform from one representative volume element to the next, see Figure 6.3.  If this is not 
true, then the EMT prediction of macroscopic behavior is only valid for the material 
domain having the assumed volume fraction and orientation distribution.  Given these 
restrictions, the only variables available to describe the effective material behavior are the 





Figure 6.3: Schematic displaying continuity of RVE composition at any location in a material 
volume.  Such continuity is required to expect valid results from mean-field EMT. 
 
 The SC model implemented in this study has been formulated such that the effects 
of thinly coated heterogeneities can be studied.  The capability to include an inclusion 
coating is advantageous for several reasons.  The first, most obvious, reason to model 
coated inclusions is that certain particulate composite materials consist of coated 
inclusions embedded in a continuous matrix [26, 180].  Another reason for including a 
coating phase is to improve modeling precision by the appearance of an “interphase” 
surrounding the material heterogeneity.  Such is the case of the generalized self-
consistent model developed by Christensen [80].    The SC model improves the generality 
of the design space exploration by allowing the effects of coated inclusion or interphase 
behavior to be considered.  For coated inclusions, the volume fraction of coated 
inclusions is the sum of the volume fractions of the inclusion, If , and its coating, Cf . 
 
  ( )1I C If f fφ ε= + ≈ +  (VI.2.2) 
 
Effective Medium 
RVE 1 RVE 2
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The far right-hand side (RHS) of Eq. (VI.2.2) is an approximation that is valid when the 
coating is thin and “homothetic.”  For thinly coated inclusions, the coating percentage, ε¸ 
is well approximated with the formula 3 a aε ≈ Δ .  The term homothetic describes the 
case where the coating thickness along the primary axes of the ellipsoid denoted as aΔ , 
bΔ , and bΔ  are such that a a b b c cΔ = Δ = Δ .  These are bounds placed on inputs to the 
SC model initially derived by Cherkaoui et al [23].  The CDSP design approach could, 
however, be implemented such that no inclusion coating is considered by introducing 
further design constraints. 
 One benefit of the micromechanical modeling technique proposed is the ability to 
account for microstructural variations resulting from fabrication processes and naturally 
randomness.  Variability in inclusion orientation or coating thickness is easily 
approximated using the DSCT formulation described by Haberman et al [130].  Such 
variability has an effect on the final structure and is often a significant hurdle in material 
design.  The topic of uncertainty and variability has been considered by several authors.  
Choi et al [116, 117, 181] and Panchal et al [182]  have investigated the propagation of 
uncertainty through multi-scale models and its effect on robust design.  While the effects 
of imprecise information on DBD has been investigated by Aughenbough and Paredis 
[183] and Aughenbough et al [184] in the context of information economics.  The CDSP 
approach has been shown sufficiently flexible to consider degrees of randomness which 
can be traced to material variation, manufacturing processes, or even the non-
deterministic nature of the model employed.  These facts illustrate the power of the 
coupling of the robust micromechanical model with a systems design approach to explore 
material design possibilities.  The former permits the exploration of many different 
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material properties and configurations and even variability while the latter provides a 
framework for logical and efficient design space exploration. 
 
Table 6.1: Summary of quasi-static micromechanical modeling variables for a material consisting of 
a viscoelastic matrix containing thinly coated micro-inclusions.  
Table 6.1 (continued). 
Variable Model Description Units 
Inclusion 
ˆ IC  Stiffness tensor Pa 
a/b Aspect ratio --- 
a/c Aspect ratio --- 
Iρ  Density kg/m3 
IL
γσ  Standard dev. of Euler angle, γ radians 
IL
θσ  Standard dev. of Euler angle, θ radians 
IL
ψσ  Standard dev. of Euler angle, ψ radians 
Coating 
ˆ CC  Stiffness tensor Pa 
Cρ  Density kg/m3 
a aΔ  Coating thickness ratio --- 
Matrix 
ˆ MC  Stiffness tensor Pa 
Mρ  Density kg/m3 
Overall 
φ  Volume fraction --- 
 
Table 6.2: Summary of assumptions for micromechanical modeling in the quasi-static domain.  
Assumption Description 
1a aΔ  ▪ Thin coating approximation 














▪ Quasi-static approximation 
 ▪ a is descriptive dimension of 
inclusion 
 ▪ kx represents the wavenumber of 
longitudinal, shear, or flexural waves 




6.2.1.2 Design variables, bounds, and constraints introduced by the RKU model and law 
of mixtures approximations 
 
 The part level modeling of the layered plate is achieved using two different 
models: the constrained layer damping model developed by Ross, Kerwin, and Ungar 
(RKU) [31] and LOM formulae derived in Appendix F.  The purpose of the RKU model 
is to approximate the effective complex valued bending modulus, ˆ effB , while the LOM 
formulae yields approximations of the in-plane Young’s modulus of the plate, 11ˆ
effE .  
These models require inputs describing the material stiffness of each layer, denoted as 
ˆ ILC , and ˆ gC ,  the thickness of each layer, denoted as ILh , and gh , and the frequency of 
interest, ω.  The multi-scale modeling scheme in Figure 6.2 shows that the inputs to these 
two models come from both the initial design parameters and from the outputs of micro 
 macro scale micromechanical modeling.  The stiffness tensors of the interlayer and 
glass layers are functions of their respective microstructures which are determined using 
the SC micromechanical model.  The RKU and LOM models rely on several simplifying 
assumptions, most of which are automatically satisfied by a typical automobile 
windshield.  The most important of these is the restriction on the following Young’s 
modulus ratio: ', ',11 11 1
IL gE E .  This restriction implies that the interlayer will chiefly 
undergo shear deformation during the passage of a flexural wave.  Shear deformation in 
this highly absorptive layer is the origin of the increased damping of the sandwich plate.  
The RKU model further requires that the overall thickness of the plate be much smaller 
than the wavelength of any waves (longitudinal, shear, or flexural) traveling in the plate.  
This assures that no standing waves are present and therefore that the multilayered plate 
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behavior is reasonably well approximated as a single entity.  The last restriction of the 
RKU model is the assumption that the out-of-plane slope due to flexural motion is very 
small.  This is required because the RKU model is based on Kirchhoff plate theory [185] 
(though this fact is not explicitly stated by the authors).  Lastly, it is important to note that 
the restrictions placed on the RKU model are such that if they are satisfied, the 
restrictions placed on the LOM formulae will also be satisfied. 
 Several part level variables are restricted based on overall design considerations.  
One such variable is the overall thickness of the sandwich plate, toth , which must 
conform with pre-existing conditions, namely the windshield mounting.  Another very 
important consideration is the effective in-plane stiffness, ',11
effE .  This stiffness variable 
has a direct impact on the structural soundness of the car frame.  It is desirable that the 
effective in-plane stiffness be superior to some value.  This is achieved by requiring that 
the in-plane Young’s modulus not depart, in the negative sense, from that of the initial 
configuration by more than some 11EΔ , defined by the designer. 
 
  ', ', '11 11 11
eff refE E E− ≥ −Δ  (VI.2.3) 
 
where ',11
refE  is the in-plane stiffness of the windshield before design changes.  The value 
of '11EΔ is defined with respect to some admissible percentage decrease in in-plane 
stiffness which is a designer input.  Table 6.3 and Table 6.4 summarize the model 




Table 6.3: Summary of RKU and LOM model variables. 
Variable Model Description Units 
ˆ ILC  Stiffness tensor Pa 
ˆ gC  Stiffness tensor Pa 
ILh  Interlayer thickness m 
gh  Glass layer thickness m 
ω Frequency rad./s 
 
Table 6.4: Summary of RKU and LOM model assumptions to approximate the enhanced damping 


















▪ Wavelength, λ, of longitudinal, shear, 
and flexural waves in the sandwich plate 

















▪ The out of plane slope induced by 
traveling flexural waves must be very 
low in magnitude.  This requirement is a 
result of the fact that the RKU model 
essentially employs Kirchhoff plate 
theory. 














▪ The thickness of the central layer, h2, of 
the sandwich plate is constant. This 
implies that no standing waves can be 
established in the central layer.  This is 










▪ The total thickness of the plate must be 
far inferior to the length, L, and width, 
W, of the plate. This implies that edge 
effects are negligible. 
 
6.2.1.3 Design variables, bounds, and constraints introduced by the modified mass law 
 
 The modified mass law was introduced in Chapter V to explore the effects of 
different materials on the transmission loss through a sandwich plate.  This model 
 
256 
requires only the bending rigidity, ˆ effB , thickness, toth , and density, 
effρ , of the sandwich 
plate, the speed of sound in air, airc , and the frequency of interest, ω.  The effective 
bending rigidity is calculated by the RKU model, toth and 
effρ  are functions of the 
sandwich geometry, and 343airc =  m/s at 20C.  Though simple, this model provides a 
very accurate picture of the underlying physics governing the transmission of acoustic 
energy though the plate if several restrictions are applied.  The first of these restrictions is 
on the wavelength.  Specifically, the model is only valid when, regardless of frequency, 
the wavelength of a flexural wave in the plate is much larger than the plate thickness.  
This requirement is identical to that given for the RKU model in Section 6.2.1.2.  The 
other is that the characteristic impedance of the plate be much larger than that in air, or: 
( ) ( )ˆ ˆL Lplate airc cρ ρ .  This permits the approximation of the plate as a lumped mass 
that is moved by the pressure gradient presented by an incident acoustic wave.  Table 6.5 
summarizes these assumptions which are implemented as constraints in the CDSP design 
approach explained in Section 6.2.2. 
 
Table 6.5: Summary of assumptions for TL approximation using the modified mass law.  Note: these 
assumptions are automatically satisfied if the RKU model assumptions are satisfied. 
Assumption Description 
1flex totk h  
▪ This inequality states that the flexural 
wavelength in the plate and in all layers 
is much longer than the total plate 
thickness, htot. Note: 2flex flexk π λ=  
( ) ( )ˆ ˆL Lplate airc cρ ρ  
▪ The magnitude of the characteristic 
impedance of the plate, ˆ plateZ , must be 




6.2.1.4 Overall bounds and constraints 
 
 It almost goes without saying that the constitutive material behavior of each layer 
must to obey the laws of physics.  For the specific problem of material design for an 
automobile windshield, this statement implies that the stiffness tensor of the material 
comprising each layer must be positive definite.  This requirement is a fundamental 
restriction placed on the strain energy function of any material which implies, according 
to Gibbs theorem, that the material is in a state of thermodynamic stability [185].  Any 
material not obeying this requirement is not in a “zero state” and is therefore 
thermodynamically unstable.  However, the positive definite requirement only applies to 
the macroscopic stiffness tensor of each layer.  Lakes and Drugan [186] and Wang and 
Lakes [187] have shown that it is admissible to consider the presence of inclusion 
materials whose stress tensor is not positive definite.  This is possible because the 
material phase surrounding the instable material holds the unstable inclusion in a state of 
quasi-stability.  The materials are said to be in quasi-stability, because they will become 
unstable if removed from the surrounding material.  Such material behavior and its 
consequences are discussed in more detail in Chapter VII.  For the purposes of CDSP 
design of an automobile windshield, it is sufficient to require that the macroscopic 
stiffness tensors of each plate layer be positive definite. 
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▪ Macroscopic stiffness tensor of all plate 
materials must be positive definite. n and 




6.2.2 Structuring design space using CDSP 
 
 Now that all of the variables, restrictions, and assumptions of each model 
comprising the nested multi-scale modeling approach have been delineated, it is now 
possible to explore the design space using a CDSP.  The CDSP is a mathematical 
construct to aid in the identification of design solutions in the presence of multiple 
conflicting goals.  The generic CDSP is a hybrid formulation that incorporates concepts 
from both traditional mathematical programming and goal programming [177].  These 
two approaches are similar in that they refer to system constraints that must be satisfied.  
The difference between these approaches lays in the way the deviation or objective 
function is modeled.  In the compromise DSP, as in goal programming, multiple 
objectives are formulated as system goals involving deviation variables, and the deviation 
function is modeled using deviation variables rather than system or decision variables.  
The CDSP is further tailored to handle common engineering design problems in which 
physical limitations are described as system constraints and bounds on the system 
variables. 
 The conceptual basis of the CDSP is to minimize the difference between that 
which is desired and that which can be achieved when multiple goals are considered 
[177].  The desired results are labeled the goal(s) and denoted as iG  while the 
achievement of those goals is denoted as ( )iA X .  The goals are defined by the designer 
at the outset of the CDSP and the actual attainment of those goals is a function of the 
independent system variables, X, which are altered to improve performance.  This is 
accomplished by minimizing a deviation function, Z, which depends on deviation 
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variables represented with in the vector d.  The deviation function provides an objective 
measure of the extent to which multiple, often conflicting, goals are achieved.  In the 
CDSP, multiple goals are considered conventionally by formulating the deviation 
function in either an Archimedean or pre-emptive manner [177].  The Archimedean case 
assigns a weight, Wi, to the deviation variable, di, proportional to the importance level of 
the design goal, Gi.  The pre-emptive case requires that n different pre-defined deviation 
functions, ( )k if d , be minimized sequentially.  The CDSP contrasts with traditional 
mathematical programming which typically models the objective function as a single 
goal, by which the desirability of a design solution is measured and all other 
characteristics of the design are modeled as hard constraints.  The formulation of a CDSP 
is achieved through a logical problem solving approach.  A summary of the mathematical 
description of the generic CDSP is given in Table 6.7.  The protocol is defined as 
consisting of four specific sections: Given, Find, Satisfy, and Minimize.  The first section 
serves to define and initiate the design problem while the Find and Satisfy sections are 
solved using an iterative minimization scheme to arrive at the set of design variable 
values yielding the best system performance, see Figure 6.4.  The minimization scheme is 
not specified by the CDSP and should be chosen by taking into consideration the specific 
system and associated design space.  Sections 6.2.2.1 – 6.2.2.4 specify the 





Figure 6.4: Schematic of CDSP steps.  The given information corresponds to the initial product 
configuration and designer specified goals. The minimization loop contains the Find and Satisfy steps. 
 
Table 6.7: Generic mathematical description of a compromise decision support protocol. 
CDSP Summary 
Given 
An artifact to be improved in its initial configuration 
n, number of system/design variables 
 p, number of equality constraints 
 q, number of inequality constraints 
 m, number of system goals 
 ( )ig X , constraint functions 
 iG , system goals 
 ( )iA X , attainment values 
( )k if d , function of deviation variables to be minimized at priority level k (pre-emptive 
case) 
iW , Archimedean weight for the i
th goal (Archimedean case) 
Find 
 X, system variables 
 ,  i id d











Table 6.7 (continued) 
CDSP Summary 
Satisfy 
 System constraints: 
  ( ) 0 1, ,ig i p= =X …  
  ( ) 0 1, ,ig i p p q≤ = + +X …  
 System goals: 
  ( ) 1 1,  ,  i i i iA G d d i m− ++ − = =X …  
 Bounds: 
  min max 1,  ,  j j jX X X j n≤ ≤ = …  
  ,  0i id d
− + ≥  and 0i id d
− +⋅ =    1,  ,  i m= …  
Minimize 
 Preemptive Minimization: ( ) ( )1 , ,i i k i iZ f d d f d d− + − +⎡ ⎤= ⎣ ⎦  
























 The given section of any design problem serves as the entry point for the iterative 
evaluation of the system model which employs the CDSP as a guide to improve the 
performance of any product.  A symmetric three-layer sandwich plate consisting of two 
glass layers sandwiching a soft polymer interlayer with a fixed overall thickness, toth , is 
the product under consideration.  The symmetric layer configuration will not altered in 
this work as is has been shown by Buerhle et al [188] to be optimal for noise isolation 
applications.  The design aim is to search for changes in the material microstructure of 
each windshield layer that yields improved structural performance as defined by multiple, 
conflicting goals, Gi. The CDSP requires that all system parameters, system goals, and 
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the attainment of those goals by the initial artifact configuration, ( )i initA X , be defined at 
this stage.  The attainment of system goals by the initial configuration are calculated 
using the nested multi-scale modeling technique described in Figure 6.2 using the initial 
values of the independent system variables and the full set of system parameters.  The 
initial values of the independent system variables, initX , are those of the traditional 
windshield configuration. 
 Table 6.8 lists the system parameters which must be defined in order to simulate 
the automobile windshield behavior as delineated in Figure 6.2.  These are variables 
required for model implementation but they cannot be varied with respect to the original 
windshield configuration in order to improve system performance.  Two very important 
system parameters are the stiffness tensors of the materials comprising the bulk material 
of each windshield layer.  The detailed example given by this chapter allows the designer 
to select between three different polymers interlayer polymers.  This is done to illustrate 
the practicality of applying this approach to a true design problem which could 
simultaneously consider both material selection and material design. It should be clear 
that the available number of bulk polymer and glass materials could easily be augmented 




Table 6.8: Table of system parameters. 
Xi Description Units Comments 
Interlayer Matrix 
,ˆ M ILC  
Interlayer matrix 
stiffness tensor 
( )ˆ IL fC , ∈  
Pa Designer Selection, isotropic material 
ILρ  Density kg/m3 Designer Selection 
Glass 
,ˆ g ILC  
Glass matrix 
stiffness tensor 
fα/ , ∈  
Pa Soda-Lime Glass, isotropic material 
gρ  Density kg/m3 Soda-Lime Glass 
Air 
airρ  Density kg/m3 Given 
airc  Sound Speed m/s Given 
System 
toth  Plate thickness m Fixed 
 
The pertinent material properties of soda-lime glass and three different polymers are 
givenin Table 6.9.  These are the bulk materials whose microstructures are altered during 
the design process in order to improve the performance of the windshield as quantified by 
goals defined by the designer and given in Table 6.10.  It is noted that, for simplicity, the 
results given in Section 6.4 only consider a PVB interlayer. 
 
Table 6.9: Sandwich plate geometry and bulk material properties.  The results given in Section 6.4 
only consider a PVB interlayer. 
 h (m) μ (GPa) ν ( ) ρ (kg/m3) 
Glass 2.0 x 10-3 29.5(1+0.02j) 0.23 2469 
ILPVB (@ 1kHz) 8.0 x 10-4 0.133(1 + 0.13j) 0.40 1115 
ILPNNL (@ 1kHz) 8.0 x 10-4 1.58(1 + 0.19j) 0.45 1100 




 The design goal values are set by the designer at the outset of the CDSP.  Section 
6.2 defined the windshield design goals in general terms as (i) reducing sound 
transmission, (ii) moving the phenomenon of coincidence to a frequency outside the 
highly sensitive frequency range of human hearing, (iii) reducing the total windshield 
density, and (iv) maintaining or improving the structural rigidity of the windshield.  
These goals are now specified with respect to the system model outputs as (i) goalTLΔ , (ii) 
goal
coincf , (iii) 
goal
totρ , and (iv) ( )11 11 11ref goal refE E E− , respectively.  Goals (iii) and (iv) are 
straightforward calculations resulting from the multi-scale model.  Goals, (i) and (ii), 
however, cannot be calculated directly from the multiscale model.  These outputs are 
measures of the acoustic performance and must be found through analysis of the TL 
versus frequency curve.  TLΔ  measures the coincidence notch depth.  It is defined as the 
difference between the TL measured at points A and B show in Figure 6.5.  Point A is the 
first point of zero-slope encountered as a function of increasing frequency and point B is 
the second point of zero slope.  coincf  defines the frequency at which the TL is at its 
lowest point of the coincidence notch and is the frequency component of point B.  These 
points must be found numerically through analysis of the TL versus frequency curve 
resulting from the nested multi-scale modeling.  It is interesting to note that point A is a 
reasonable descriptor of the frequency at which the plate no longer obeys the mass-law.  
The simple diagram shown in Figure 6.5 illustrates TLΔ  and coincf . 




Figure 6.5: Idealized plot of a typical windshield TL vs. frequency curve.  The diagram shows how 
the acoustic measures ΔTL and fcoinc are defined with respect to specific characteristics of this curve. 
 
The actual values of goalTLΔ  and goalcoincf  are defined via designer inputs which result from 
design decisions.  The CDSP is implemented in this work using a Graphic Design 
Interface (GDI) created in Matlab which is described in Section 6.3.  A summary of the 
design goals for an automobile windshield are summarized in Table 6.10. 
 
Table 6.10: Table of system goals. 
Gi Description Units Goal 
Air 
goal





frequency Hz Minimize 
goalTLΔ  
Coincidence notch 
depth dB Minimize 




6 dB / Octave 
Mass Controlled TL
Coincidence Controlled TL 
fcoinc 





Given the initial design variable values, initX , the system parameter values, the designer 
specified system goals, iG , and the initial attainment of those goals, ( )i initA X , it is now 
possible to employ the CDSP for the microstructural design of the windshield materials.  




 The find section of CDSP is the first of the step to be calculated within the 
iterative minimization of the deviation function.  This step involves the calculation of the 
deviation variables based on the nth iteration of the independent system design variables, 
X.  A complete list of independent system design variables, which was described in 
Section 6.2, is given in Table 6.11.  The design variables describe the full design space of 
the windshield.  In its most general form the design space consists of 38 independent 
variables.  Regardless of the numerical minimization scheme employed, this size of 
design space coupled with the implicit nature of the SC model and the complexity of 
mean-field micromechanical modeling can lead to considerable design calculation times.  
This is an illustration of a common conundrum posed by conflicting requirements of 
material design.  Specifically, material design requires complex models to correctly 
predict behavior at smaller and smaller scales but the penalty for increased information at 
smaller scales is an amplified calculation time.  The goal in this chapter is to propose a 
middle path which introduces a satisfactorily high degree of microstructural complexity 
while allowing the designer to reduce calculation time to an acceptable level.  For 
example, the size of design space can be reduced by only considering inclusions of 
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spheroidal geometry, .i.e. oblate, prolate, or spherical inclusions, by neglecting the role of 
inclusion coating, by neglecting the possibility of heterogeneities in a specific material 
layer, or any combination of the above.  This chapter introduces methods by which such 
options are made available to the designer by prompting input in the form of pertinent 
design questions.  Section 6.3 addresses the issue of calculation time through the creation 
of a GDI.  This interface allows the designer to interactively restrict the number of 
variables in the design space.  The result is an example of the practical use of mean-field 




Table 6.11: Table of design variables, X. 
Xi Description Units Constrained? 
Interlayer Heterogeneities 
CI,IL (2 or 5 
variables) 
Stiffness Tensor 
fα/ , ∉  Pa Y 
(a/b)IL Inclusion aspect ratio --- Y 
(a/c)IL Inclusion aspect ratio --- Y 
,I ILρ  Density kg/m3 Bounded 
CC,IL (2 or 5 
variables) 
Stiffness Tensor 
fα/ , ∉  Pa Y 
( ) ILa aΔ  Coating thickness measure --- Y 
,C ILρ  Density kg/m3 Y 
IL
γσ  
Euler Angle, γ, 
Standard Deviation radians Y 
IL
θσ  
Euler Angle, θ, 
Standard Deviation radians Y 
IL
ψσ  
Euler Angle, ψ, 
Standard Deviation Radians Y 
Glass Heterogeneities 
CI,g (2 or 5 
variables) 
Stiffness Tensor 
fα/ , ∉  Pa Y 
(a/b)g Inclusion aspect ratio --- Y 
(a/c)g Inclusion aspect ratio --- Y 
,I gρ  Density kg/m3 Bounded 
CC,g (2 or 5 
variables) 
Stiffness Tensor 
fα/ , ∉  Pa Y 
( )ga aΔ  Coating thickness measure --- Y 
,C gρ  Density kg/m3 Y 
g
γσ  
Euler Angle, γ, 
Standard Deviation radians Y 
g
θσ  
Euler Angle, θ, 
Standard Deviation radians Y 
g
ψσ  
Euler Angle, ψ, 
Standard Deviation radians Y 
Layers 
g ILh h  
Ratio of layer 




 The values of the deviation variables, di, are calculated once the values of the 
system design variables are determined for the nth minimization iteration step.  The 
manner in which these values are found is entirely dependent on the minimization 
scheme employed.  The current CDSP implementation uses a Sequential Quadratic 
Programming (SQP) algorithm which is discussed in more detail in Section 6.2.2.4.  The 
deviation variables describe the extent to which the system goals are achieved and have 
the characteristics defined by Eq. (VI.2.4).  
 
  ,  0i id d
− + ≥   and  0i id d
− +⋅ =  (VI.2.4) 
 
In accordance with Table 6.7 there are m deviation variables, one corresponding to each 
design goal.  The deviation variables corresponding to the current the system design goals 
are describe by Eqs. (VI.2.5). 
 
  ( ) 1 for 1,  ,  4ii i i
i
A
d d d i
G
+ −≡ − ≡ − =
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Note that the superscript A denotes the value attained by the system at the current 
minimization step and the superscript goal denotes the desired design value.  It is obvious 
that from these expressions the value of each deviation variable has a range of )0 ∞⎡⎣ .  
This fact is very important for the minimization of the deviation function which is 




 The satisfy section of the CDSP considers the (i) limitations of models 
implemented to approximate system behavior, (ii) limits defined by the designer, (iii) 
system bounds, and (iv) system design goals. Limitations described by points (i) and (ii) 
are called design constraints.  Constraints are usually the result of model assumptions, but 
can also result from processing restrictions or from decisions taken by the designer for 
reasons ranging from materials sourcing to monetary cost.  Constraints delimit the 
acceptable values which the independent design variables may assume during the 
deviation function minimization, see the illustration of a 2D design space shown in 
Figure 6.6. The figure illustrates how each point in the feasible design space, X, is linked 
 
271 
to a single point in the m-dimensional attainment space by system simulation methods.  It 
is noted that the deviation variables defined in Eqs. (VI.2.5) and (VI.2.6) are a related to 
the m space vector difference between the goal point, ( )G X , and the attainment point, 
( )A X , via relation (VI.2.7). 
 
  ( ) ( )i i iA G D− =X X  (VI.2.7) 
 
Then, normalizing Eq. (VI.2.7) by Gi yields Eq. (VI.2.5). 
 







X  (VI.2.8) 
 
 The assumptions of each individual model employed in the current nested multi-
scale windshield model are detailed in Sections 6.2.1.1 – 6.2.1.3.  These system 
constraints can be altered by employing a different modeling scheme, or through designer 
decisions.  The third item considered by this section is the design variable bounds.  
Bounds differ from constraints in the sense that they are not negotiable.  For example, the 
density of any given constituent material cannot have a value of less than 0 kg/m3.  A less 
obvious bound is the positive definiteness requirement placed on the effective stiffness 
tensor of each layer material which was mentioned in Section 6.2.1.4.  Lastly, this section 
considers system goals.  The goal values are defined here in order to enter the 
minimization step which negotiates between what is wanted from the design and what is 





Figure 6.6: Visualization of system constraints and bounds.  Simulation methods are shown bridging 
the design space to the aspiration space which includes the system goals. 
 
 The previous paragraph stated that system constraints must be satisfied for the 
solution to be feasible.  Constraints are formulated as functions denoted as ( )ig X  and 
can be classified as either equality or inequality constraints.  Constrain functions are 
described with Eq. (VI.2.9).  It is important to note that the CDSP does not place 
restrictions on the linearity or convexity of either the system model or the constraint 
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G, A, and X 
Attainment 
Design Goal Point, G 
X
Goal Attainment Point, A
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Equality constraints can be used to serve several purposes.  The first would be the 
requirement that the independent design variables lie on some curve in the n dimensional 
design space.  An example of this type of equality constraint is the relationship between 
the overall coated inclusion volume fraction, that of the individual constituents, and the 
shell thickness given by Eq. (VI.2.10) which employs a thin shell approximation. 
 
  1 3I af
a




This relationship places restricts the possible values of If  and a aΔ  for any given value 
of total volume fraction, φ .  Equation (VI.2.10) can be expressed as an equality 
constraint in the form of Eq. (VI.2.9) as: 
 
  , , 1 3 0I Ia ag f f
a a
φ φΔ Δ⎛ ⎞ ⎛ ⎞= − + =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠
 (VI.2.11) 
 
The other way an equality constraint can be employed is to effectively demote a design 
variable to a design parameter.  For example, the following equality constraint function 
can be implemented if the designer desires to inspect the design space in the case where 
the coating thickness is fixed or neglected. 
 
  0a ag x
a a






Where x is constant whose value is assigned by the designer and may assume any value, 
including zero.  The second classification of system constraint is the inequality constraint.  
This is the type of constraint illustrated by the blue lines in Figure 6.6.  These constraint 
functions limit the potential design variable values to lie on or above some n-1 
dimensional surface in the n-dimensional design space.  The system constraints for the 
windshield design problem are summarized in Table 6.12. 
 
Table 6.12: Specification of system constraints. 
Xi Description Units Constraint 
Inclusion 
I Mμ μ  Shear modulus ratio --- [ ]2 1∈ −  
Iν  Inclusion Poisson Ratio --- [ ]0.1 0.49∈  
11
IC  Stiffness tensor element Pa 
Design Decision: 
High: , ,11 11
I low I hiC C⎡ ⎤∈ ⎣ ⎦  
Med: , ,11 11
I low I hiC C⎡ ⎤∈ ⎣ ⎦  
Low: , ,11 11
I low I hiC C⎡ ⎤∈ ⎣ ⎦  
Iso: , ,11 11
I low I hiC C⎡ ⎤∈ ⎣ ⎦  
33
IC  Stiffness tensor element Pa 
Design Decision: 
High: , ,33 33








IC  Stiffness tensor element Pa 
Design Decision: 
High: , ,I low I hiμ μ⎡ ⎤∈ ⎣ ⎦   
Med: , ,I low I hiμ μ⎡ ⎤∈ ⎣ ⎦  
Low: , ,I low I hiμ μ⎡ ⎤∈ ⎣ ⎦  





Table 6.12 (continued) 
Xi Description Units Constraint 
12
IC  Stiffness tensor element Pa 
Design Decision: 
High: , ,12 12
I low I hiC C⎡ ⎤∈ ⎣ ⎦  
Med: , ,12 12
I low I hiC C⎡ ⎤∈ ⎣ ⎦  
Low: , ,12 12
I low I hiC C⎡ ⎤∈ ⎣ ⎦  
Iso: , ,12 12
I low I hiC C⎡ ⎤∈ ⎣ ⎦  
13
IC  Stiffness tensor element Pa 
Design Decision: 
High: , ,13 13







a/c Inclusion aspect ratio --- 
Design Decision: 
High: [ ]0.1 10∈  
Med: [ ]0.2 5∈  
Low: [ ]0.5 2∈  
Iso: 1 
σ Euler Angle Standard Deviation radians 
Design Decision: 
High: 0 
Med: [ ]0.25 0.40∈  
Low: [ ]0.40 1.00∈  
Iso: Not defined 
Coating 
C Mμ μ  Shear modulus ratio --- [ ]2 1∈ −  
Cν  Inclusion Poisson Ratio --- [ ]0.1 0.49∈  
11
CC  Stiffness tensor element Pa 
Design Decision: 
High: , ,11 11
C low C hiC C⎡ ⎤∈ ⎣ ⎦  
Med: , ,11 11
C low C hiC C⎡ ⎤∈ ⎣ ⎦  
Low: , ,11 11
C low C hiC C⎡ ⎤∈ ⎣ ⎦  
Iso: , ,11 11





Table 6.12 (continued) 
Xi Description Units Constraint 
33
CC  Stiffness tensor element Pa 
Design Decision: 
High: , ,33 33








CC  Stiffness tensor element Pa 
Design Decision: 
High: , ,C low C hiμ μ⎡ ⎤∈ ⎣ ⎦   
Med: , ,C low C hiμ μ⎡ ⎤∈ ⎣ ⎦  
Low: , ,C low C hiμ μ⎡ ⎤∈ ⎣ ⎦  
Iso: , ,C low C hiμ μ⎡ ⎤∈ ⎣ ⎦  
12
CC  Stiffness tensor element Pa 
Design Decision: 
High: , ,12 12
C low C hiC C⎡ ⎤∈ ⎣ ⎦  
Med: , ,12 12
C low C hiC C⎡ ⎤∈ ⎣ ⎦  
Low: , ,12 12
C low C hiC C⎡ ⎤∈ ⎣ ⎦  
Iso: , ,12 12
C low C hiC C⎡ ⎤∈ ⎣ ⎦  
13
CC  Stiffness tensor element Pa 
Design Decision: 
High: , ,13 13







a aΔ  Coating thickness measure --- 
<< 1 
(model restriction) 
[ ]0 0.1∈  
Interlayer & Glass Layers 
', ',
11 11
IL gE E  Ratio of in-plane Young’s moduli --- 
<< 1 
(model restriction) 
](0 0.1∈  
System 




[ ]0 0.05∈  
φ  Volume fraction of 
coated inclusions --- 
Design Decision 




Table 6.12 (continued) 
Xi Description Units Constraint 
, ,I af
a
φ Δ  Volume fraction restriction --- 
1 3I af
a




It is emphasized that this design space inspection is limited to the combinations of 
material anisotropy–inclusion geometry–inclusion orientation distribution combinations 
shown in Figure 6.7.  The decision on admissible macroscopic anisotropy level (isotropic, 
low, medium, and high) is taken by the designer at the outset of the design problem.  
These particular combinations have been created to limit design calculation time.  
Introducing these limitations on the design space is not required per the generality of the 
micromechanical models, but rather implemented as practical measure to render design 





Figure 6.7: Flow chart of constraints placed on the geometry and material properties of inclusion and 
coating phases depending on design decisions pertaining to the macroscopicly permissible anisotropy 
level. 
 
The different combinations shown in  Figure 6.7 have been chosen based on observations 
of simulation results such as those given by Haberman et al [130, 150].  The limit values 
have been observed to induce anisotropic macroscopic material properties while 
minimally increasing calculation times.  It must be noted that thought the statement that 
the calculation time is minimally increased does not mean that the calculation time is 
negligible.  However, introducing these combinations of limit values allows the designer 
to explore various levels of macroscopic material anisotropy in the most time-efficient 
manner for the current nested multiscale model. 
 The limit values of the stiffness tensors in the isotropic case are determined from 
its classic representation shown in Eq. (VI.2.13) and the relationship between the Lamé 
constants and Poisson’s ratio given by Eq. (VI.2.14). 
High Isotropic LowMedium
Design Decision: Anisotropy Level
[ ]0.1 10a c ∈  
0σ =  
CI  Trans Iso 
Constraint Values Assigned 
1a c =  
0σ =  
CI  Isotropic 
[ ]0.2 5a c ∈
[ ]0.25 0.4σ ∈  
CI  Isotropic 
[ ]0.5 2a c ∈
[ ]0.4 1.0σ ∈  















Based on these expressions, the upper and lower constraint values for each element of 
stiffness tensor are estimated from isotropic property relations and isotropic initial 




11,33 max max 11,33 min min
max max
, ,min min
11,33 max max 11,33 min min
min min
1 12 if 0 2 if 0
1 2 1 2
1 12 if 0 2 if 0
1 2 1 2
X X
X hi X X X low X X
X X
X X




ν νμ μ μ μ
ν
ν νμ μ μ μ
ν ν
⎛ ⎞ ⎛ ⎞− −
= ≥ = <⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞− −
= < = ≥⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠
 
   (VI.2.15) 
 
  
, ,max max min max
12,13 max 12,13 min
max max
, ,max min min min
12,13 min 12,13 min
min min
2 2if 0 if 0
1 2 1 2
  
2 2if 0 if 0
1 2 1 2
X X X X
X hi X X low X
X X
X X X X




μ ν μ νμ μ
ν ν
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ν ν
= ≥ = <
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Where X of ,,
X hi
wx yzC  represents either I or C and the comma denotes that the associated 
limit applies to both element wx and element yz.  It is noted that the limits are dependent 
on the sign of the moduli to be considered.  Because this chapter studies the effects of 
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negative moduli on the structural behavior of an automobile windshield, the above limit 
values apply to any given value of μ. 
 The lower and upper bounds on the system are now specified.  As with many 
other design problems, most design variable bounds are not often encountered since 
variable constraints or generally more restrictive.  The applicable upper and lower bounds 
on this problem are given in Table 6.13.  There are three sets of bounds which may be 
active (which have not already been superseded by a constraint in Table 6.12) during 
design calculations.  Those three are the inclusion and coating density bounds and the 
requirement that the effective stiffness tensor of the glass and interlayers be positive 
definite. 
 
Table 6.13: Table of system bounds.  These bounds are based on physical and geometric 
considerations and cannot be violated in any case. 
Xi Description Units Bounds 
Inclusion 
σγ 
Euler Angle, γ, 
Standard Deviation radians )0∈ ∞⎡⎣  
σθ 
Euler Angle, θ, 
Standard Deviation radians )0∈ ∞⎡⎣  
σψ 
Euler Angle, ψ, 
Standard Deviation radians )0∈ ∞⎡⎣  
ρI Density kg/m3 )0∈ ∞⎡⎣  
Coating 
ρC Density kg/m3 )0∈ ∞⎡⎣  
Interlayer & Glass Layers 
IL gh h  
Ratio of layer 
thickness --- ( )0∈ ∞  









 Measure of positive 




 Finally, the system goal values are considered in this section.  More specifically, 
the designer is prompted to enter values for the system goals.  Table 6.14 gives a list of 
suggested goal values.  The reference value of each variable corresponds to that of the 
traditional sandwich windshield.  The values of the coincidence notch frequency and 
depth for the reference case are given here since they are absolute values and are not 
relative measures.  The reference coincidence frequency is approximately 4 kHz and 
notch depth is 3-4 dB.  Because the coincidence phenomenon occurs at 4 kHz, which is 
within the most sensitive range of human hearing, significant acoustic performance 
improvements can be made by simply moving it to a lower frequency.  Achievement of 
the system goal values in Table 6.14 will improve windshield performance with respect 
to weight reduction, structural rigidity, and acoustic isolations. 
 
Table 6.14: Suggested system design goal values. 
Gi Description Units Goal 





frequency Hz 1500 
goalTLΔ  
Coincidence notch 
depth dB 0.2 






 This section has defined the constraints, bounds, and design goal values needed to 
design an automobile windshield having improved acoustic performance, reduced 
density, and minimally reduced structural rigidity.  The following section closes the 
discussion of CDSP implementation for windshield design by detailing the minimization 






 Deviation function minimization represents the final stage of a CDSP.  The 
deviation function gives an objective measure of the difference between system 
attainment and system goals for any given set of independent design variables, X.  The 
current CDSP implementation employs a deviation function having an Archimedean 
form.  An Archimedean expression is one that sums the products of each deviation 
variable, defined in Eqs. (VI.2.5) and (VI.2.6), and their relative weights, Wi.  The 
deviation function for the system goals specified in Section 6.2.2.1 is given by expression 
(VI.2.17).  
 













=⎪= + + + ⎨
⎪ ≥⎩
∑  (VI.2.17) 
 
The individual deviation variable weights are specified by the designer.  Equation 
(VI.2.17) states that the Archimedean weight values must be such that each weight is 
greater than zero and that all weights sum to unity.  The current design problem 
determines these values through design decisions prompted by the GDI detailed in 
Section 6.3.2.  Note that deviation function minimization implies that the CDSP is 
implemented in a manner such that the design solution is optimal.  Other CDSP 
implementations exist, such as the robust design methodologies of Seepersad et al [3] and 
Choi et al [117], which take into consideration the sensitivity of the solution to input 
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variable noise.  Robust solutions have not been considered as this work is primarily 
concerned with finding microstructural variables that lead to enhanced mechanical 
damping. 
 The minimization of any function of the design variables requires a robust 
numerical scheme and represents a key part of any design problem.  Eq (VI.2.18) 
expresses the minimization problem in general terms. 
 








Where X is subject to the constraints and bounds defined in Table 6.7.  Advances in 
computing power and numerical methods give the designer numerous options to 
efficiently minimize the deviation function and thereby determine the set of design 
variables yielding which improve windshield design. The major benefit of having 
numerous numerical minimization schemes available is the ability to select the scheme 
best suited for the deviation function defined in Eq. (VI.2.17).  However, a high degree of 
scrutiny must be employed in choosing a numerical minimization scheme.  Indeed, the 
use of some schemes can lead to very long evaluation times, erroneous results, or both. 
 An efficient and accurate solution to the minimization problem depends not only 
on the size of the problem in terms of the number of constraints and design variables but 
also on characteristics of the deviation function and constraints. When both the deviation 
function and the constraints are linear functions of the design variable, the problem is 
known as a Linear Programming (LP) problem. Quadratic Programming (QP) concerns 
the minimization (or maximization) of a quadratic deviation function that is linearly 
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constrained [189].  Reliable solution procedures are readily available for both the LP and 
QP problems [189]. The Nonlinear Programming (NP) problem is much more difficult to 
solve.  A NP problem is one in which the deviation function and constraints can be 
nonlinear functions of the design variables.  This is the case for the current design 
problem because the nested multiscale windshield model represents a non-linear 
relationship between the microstructural design variables and the deviation function.  
Finding a solution to a NP problem generally requires employing an iterative procedure 
which finds the solution to an LP or a QP sub-problem within some trust region in the 
design space [189].  The concept of a trust region is briefly discussed in the following 
paragraph.  The present CDSP implementation employs an extremely robust NP problem 
solving method known as Sequential Quadratic Programming (SQP). 
 SQP methods represent the state of the art in nonlinear programming methods. 
For example, Schittkowski [190] has implemented and tested a version that outperforms 
every other tested method in terms of efficiency, accuracy, and percentage of successful 
solutions, over a large number of test problems. Based on the work of Biggs [191], 
Han[192], and Powell [193, 194], the method closely mimics Newton's method for 
constrained optimization of a NP problem.  SQP makes an approximation of the Hessian 
and the Lagrangian function of the deviation function via a quasi-Newton updating 
method at each major SQP iteration. The update is then used to generate a QP sub-
problem whose solution is used to form a search direction for a line search procedure. 
This is a type of trust region method.  The basic idea of a trust region is to approximate 
the objective function, in this case ( )Z X , with another function, ( )'Z X , which 
reasonably reflects the behavior of ( )Z X  in a neighborhood around the design point in n 
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dimensional design space.  This neighborhood is known as the trust region.  A trial step is 
then computed by finding the minimum of ( )'Z X  within the trust region.  The SQP 
method employed in this work computes ( )'Z X , selects and modifies the trust region in 
the neighborhood of the design variable point, X, and determines the accuracy of the 
trust-region sub-problem through the BFGS QP algorithm.  The BFGS algorithm is 
simply an QP technique named after contributing researchers Broyden [195], Fletcher 
[196], Goldfarb [197], and Shanno [198].  Further information regarding SQP and the 
BFGS algorithm can be found in Fletcher [189], Gill et al. [199], Powell [200], and Hock 
[201]. 
6.3 Strategy for design space exploration 
 
 The previous sections gave a description of how a CDSP can be implemented to 
employ the nested multiscale model for the design of an automobile windshield.  This 
section develops and implements a strategy to explore the windshield design space and 
clearly illustrates how this information can be used to inform design decisions.  Section 
6.3.1 determines a set of parametric studies used to identify key material microstructural 
variables which influence windshield performance.  The results of these parametric 
studies isolate specific microstructural variables and explore their influence on overall 
windshield performance.  Section 6.3.2 then develops a basic graphic design interface 
(GDI) in order to (i) permit efficient evaluation of the parametric studies delineated in 
Section 6.3.1 and (ii) illustrate the how a correctly implemented CDSP can simplify 
design space exploration to yield useful multiscale modeling results.  The second point is 
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very important for the future of material design as it this section shows that CDSP and 
similar techniques greatly aids in the process of inductive material design. 
  
6.3.1 Parametric studies: Identifying trends and forming the design envelope 
 
 This section details a deliberate calculation strategy consisting of a set of 
parametric studies which aim to isolate the influence of individual microscale variables 
on windshield performance.  Though each model making up the nested multiscale model 
and their associated assumptions include significant simplifications, design calculation 
time can still be considerable in the most general case.  Further, finding a design solution 
in the most general case does not inform the designer of the of windshield performance 
sensitivity to individual microstructural variables.  For these reasons it is highly desirable 
to create a calculation strategy.  The calculation strategy yields data about the system 
performance as a function of microstructural variables.  The data can be analyzed to 
predict what microstructural variable combinations provide superior performance, the 
performance sensitivity to each variable, and finally design specifications for material 
microstructure. 
 For any pair of glass and interlayer host materials, design constraints placed on 
macroscopic material anisotropy of each layer (no inclusions, isotropic, low, medium, 
and high anisotropy) result in twenty five possible bulk material configurations.  These 
combinations are the result of the presence or absence of inclusions in both glass and 
interlayer materials, their geometry and orientation, and/or their inherent stiffness 
anisotropy.  It is noted that one of those combinations is the reference case, i.e. no 
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inclusions present in any layer.  Each combination results in different achievement levels 
for any given set of design goals and Archimedean weighting schemes. The overall 
performance of each configuration changes again when permitting higher inclusion 
volume fractions or by altering the importance levels of each design goal.  As can be 
seen, the number of possible combinations is infinite.  It is, therefore, important to limit 
the design exploration to the smallest set of microstructural variables and goal weighting 
schemes which gives a sufficiently complete picture of windshield performance. 
 This section employs the CDSP to minimize the deviation function having the 
same system goals for each of the twenty-five permissible macroscopic anisotropy level 
combinations at four different goal importance level combinations.  In total, 100 different 
design calculations are carried out.  The results of these calculations are given and 
analyzed in Section 6.4.  It is first necessary to specify the design goals employed for 
every calculation considered.  The system goals used for every design calculation are 
given in Table 6.15. 
 
Table 6.15: Design goals used for each of 100 different design 






coincf  0.20 dB 





 It is noted that the overall plate density goal is a linear function of the interlayer 
thickness ratio given in Chapter V, 2 1,3H h h= , the inclusion volume fraction in each 
layer, and the respective inclusion density given by Eq. (VI.3.1).  The current design 
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ρ ρ ρ ρ
= + − −
⎡ ⎤+ − + −⎣ ⎦
 (VI.3.1) 
 
Equation (VI.3.1) makes it obvious that any minimization scheme searching to reduce 
plate density would find the maximum volume fraction of inclusions having zero density.  
This is a trivial result and the variation in density goal importance is not considered here.  
It is important to point out, however, that increased effective in-plane stiffness indirectly 
translates to the potential for reduced windshield density as it would permit the 
fabrication of thinner windshields.  Further, preliminary design space exploration gave 
the following observations which help limit the design space for more efficient 
exploration. 
 
1. The presence of inclusion coating in the interlayer the glass layers or both did not 
improve overall system response.  Inclusion coatings are not considered. 
a. The minimization scheme consistently “eliminated” the coating either by 
driving it to have the same material properties as that of the inclusion or 
by driving the coating thickness measure, a aΔ , to zero. 
2. Overall anisotropy is the result of either anisotropic included material behavior, 
preferential orientation of non-spherical inclusions, inclusion aspect ratio, or a 
combination of these variables.  Upon employing the constraints given in Table 
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6.12, no particular advantage was found in allowing simultaneous variation in 
both the inclusion geometry, a c , and orientation distribution, σ.  Further design 
space restrictions given in Table 6.16 reflect this observation while allowing 
significant freedom to inspect the design space. 
 
Table 6.16: Restricted design space variables for both interlayer and glass layer inclusions to achieve 
macroscopic anisotropy levels qualified as isotropic, "low," "medium," and "high." 
Macroscopic 
Anisotropy Level a c  σ 
Isotropic 1 Not defined 
Low 2 [ ]0.40 1.00∈  
Medium 5 [ ]0.25 0.40∈  
High 10 0 
 
 Finally, it is important to observe that the current nested multiscale model is 
deterministic.  This essentially means that one set of inputs will always yield the same 
results.  This is in contrast to probabilistic models which display model variability.    This 
is an important subtle point as non-deterministic models require special consideration for 
CDSP implementation, see Choi et al [117].  Though the current modeling scheme is 
deterministic it is entirely possible to arrive at different deviation function minimums by 
varying initial guesses of microstructural variables.  This variability in design results is 
the result of the minimization scheme and the complex relationship between 
microstructural variables and the deviation function.  This complex relationship means 
that several local minima of the deviation may exist in the n-dimensional design space.  
Fortunately, preliminary design space exploration has shown the current model to be 




 It is now possible to delineate the design calculations necessary to provide a 
complete exploration of an automobile windshield.  As previously stated, there are 
twenty-five potential combinations of material anisotropy levels for the effective 
behavior or the interlayer or glass layers.  All twenty five possible combinations are 
given in Table 6.17.    For each of these anisotropy level combinations it is necessary to 
determine the material microstructure of each layer that minimizes the deviation function 
for a given Archimedean weighting scheme. 
 
Table 6.17: All possible anisotropy level combinations for glass layers (GL) and interlayer (IL). N – 
no inclusions, I – isotropic, L – low, M – medium, H – high. 
GL IL GL IL GL IL GL IL GL IL 
N N I N L N M N M N 
“” I “” I “” I “” I “” I 
“” L “” L “” L “” L “” L 
“” M “” M “” M “” M “” M 
“” H “” H “” H “” H “” H 
 
The specific Archimedean weighting schemes must now be considered.  It is proposed 
that four different weighting schemes be employed.  Recall from Eq. (VI.2.17) that the 
deviation function is simply summation of the each deviation variable multiplied by its 
associated weight: 1 1 2 2 3 3 4 4Z W d W d W d W d= + + + .  In the first weighting scheme all 
design goals are assigned equal importance.  In this case each deviation variable weight, 
Wi, is assigned the same value: 1/4.  The other three weighting schemes give highest 
importance to one specific design goal and equal but lesser weights to the other goals.  




Table 6.18: Four different Archimedean weighting schemes investigated by calculations strategy. 
Goal Equal Weight High goalcoincf  High goalTLΔ  High 11
goalE  
goal
totρ  1/4 1/6 1/6 1/6 
goal
coincf  1/4 1/2 1/6 1/6 
goalTLΔ  1/4 1/6 1/2 1/6 
11
goalE  1/4 1/6 1/6 1/2 
 
 The above proposed calculation strategy consists of 100 different design 
calculations in all.  It is asserted that this strategy will provide a significant understanding 
of how to improve multi-objective windshield performance by manipulating the 
constituent material microstructure.  Further, the results of this calculation strategy give 
sufficient data points quantify those microstructures using classic mechanical design 
lexicon such as design specifications and confidence intervals. 
 
6.3.2 Design calculation facilitation through a graphic design interface 
 
 This section describes the material design graphic design interface (GDI) 
developed to implement the CDSP as specified in Section 6.2.  The ultimate goal of this 
GDI is the facilitation of automobile windshield design space exploration for any 
designer.  At present, the objective of its creation is to permit efficient implement of the 
calculation strategy detailed in the previous section.  The GDI is divided into three main 
parts: (i) initial structure, (ii) design goal specification and importance, and (iii) design 
decisions.  The following paragraphs define these sections and show the appropriate 
screen capture images of the GDI. 
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 Figure 6.8 shows the first GDI section which allows the designer to enter the 
initial windshield structure.  It is in this section that the bulk windshield layer materials 
and overall thickness are specified.  The bulk layer materials are selected from a pull-
down menu while the overall thickness is entered directly as shown in the figure.  It is 
noted that adding to the list of available bulk layer materials is trivial.  To further 
generalize the GDI, the option has been given to the designer to optimize interlayer 
thickness by checking the appropriate box in the bottom right-hand corner.  This option 
has not been employed in the current design space exploration as the focus has been on 
microstructural variables.  It is important to show, however, that coupling a GDI with a 
CDSP micromechanical design approach allows simultaneous consideration of variables 
at multiple length scales. 
 
 
Figure 6.8: Initial structure section of GDI.  Bulk layer materials are specified via pull-down menus 
while overall thickness is entered directly. 
 
 The next GDI section is the goal specification and importance section shown in 
Figure 6.9.  This part of the GDI gives the designer the ability to directly enter the design 
goals.  This is done via keyboard entry in the text boxes shown on the left-hand column.  
Notice that the values shown in Figure 6.9 are those specified in Table 6.15.  The notes 
given in red text below each goal refer to a reference image similar to Figure 6.5 which is 





Figure 6.9: Design goal specification and importance section of the GDI.  Actual goal values are 
entered directly and importance levels are chosen using drop-down menus. 
 
The right column of this section allows the designer to specify the importance level of 
each goal by selection using drop-down menus having four different design importance 
levels, DI.  Each term in the importance level drop-down menu corresponds to the 
following numeric values: DI(No Importance) = 0, DI(Low) = 1, DI(Medium) = 2, 










= ∑  (VI.3.2) 
 
 Figure 6.10 shows the final GDI section where the designer is prompted to make 
decisions regarding the permissible microstructure of each windshield layer.  The 
designer uses this section to specify whether each layer can contain inclusions and what 
level of macroscopic anisotropy is permissible.  Viewed from another standpoint, this 
section allows a designer to determine the best possible performance of an existing 
windshield if some manufacturing process is altered such that it may introduce impurities 
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into the structure.  Decisions taken by the designer in this section also allow non-
quantifiable considerations to be taken into account.  For example, transparency is of 
paramount importance for a windshield and transparency is highly dependent on the 
presence and concentration of heterogeneities in each layer.  However, the current 
multiscale model does not directly consider transparency.  Fortunately, design decisions 
of maximal inclusion volume fraction (percentage by volume as shown in the GDI) can 
indirectly consider a parameter such as windshield transparency. 
 
 
Figure 6.10: Design decisions section of the GDI.  The designer is prompted make design decisions 
regarding inclusions and overall anisotropy of each layer. 
 
Ultimately, design decisions taken in this section determine constraints placed on volume 
fraction, aspect ratio, orientation distribution, and inherent anisotropy of included phases.  
For example, the design decisions shown in Figure 6.10 set design constraints such that 
the glass layers can contain up to 1% by volume of isotropic spherical inclusions while 
the interlayer can contain up to 1% by volume of inclusions which induce a “medium” 
level of interlayer anisotropy.  In accordance with Table 6.12 and Table 6.16, a medium 
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level of anisotropy requires the inclusion material to be isotropic with an aspect ratio 
5a c =  and orientation distribution described by an Euler angle standard deviation 
whose range is [ ]0.25 0.40 .  These values can be changed by checking/unchecking the 
boxes on the right-hand side of this section and by choosing the appropriate anisotropy 
levels via the drop-down menus.  Finally, the designer is then prompted to save the 
design results which are exported to a text file.  Example contents of a text file for equal 
weighting is given in Table 6.19.  It is in this manner that the twenty five different 




Table 6.19: Example of data output file from a single design calculation.  This example assigns equal 
importance weights to each deviation variable. 
Example Design Output File Data 
Date 19-Oct-06 
Time: 02:50.3 
Calculation Time (s) 760.158 
System Goals System Goal Archimedean Weights 
100 eff refρ ρΔ  (%) 10 ( ) 1effW ρΔ ≤  0.25 
goalTLΔ  (dB) 0.2 ( ) 1effW TLΔ ≤  0.25 
goal
coincf  (Hz) 1500 ( ) 1effcoincW f ≤  0.25 
11 11100
eff refE EΔ  (%)  2 ( )11 1effW EΔ ≤  0.25 
Final Attainment Values 
effρ  ( )3kg m  2241 
100 eff refρ ρΔ  (%) – 0.10 
TLΔ  (dB) 0.20 
coincf (Hz) 1500 
11
effE  (Pa) 43.63 x 109 
11 11100
eff refE EΔ (%) 15.2 
min
EWZ  ( )0≥  0.065 
h2 (mm) 0.768 
Glass Layer Inclusion Variables Interlayer Inclusion Variables 
( ),  %I gφ  1.00 ( ), %I ILφ  1.00 
Optimized Inclusion Material Properties 
, ,I g M gμ μ  – 0.76 , ,I IL M ILμ μ  – 1.09 
( ),  PaI gμ  – 22.35 x 109 ( ), PaI ILμ  – 146 x 106 
,I gν  ( ) 0.21 ,I ILν  ( ) 0.40 
Optimized Inclusion Geometry and Orientation 
( ) ,I ga c  1 ( ) ,I ILa c  1 
( ),  radI gazσ  N/A ( ), radI ILazσ  N/A 
Effective Material Properties 
,
11
ˆ g effC  ( ) 954.6 1 0.16 10i− ×  ,11ˆ IL effC  ( ) 90.53 1 0.20 10i− ×  
,
12
ˆ g effC  ( ) 99.39 1 0.20 10i− × ,12ˆ IL effC  ( ) 90.28 1 0.07 10i− ×  
,
13
ˆ g effC  ( ) 99.39 1 0.20 10i− × ,13ˆ IL effC  ( ) 90.28 1 0.07 10i− ×  
,
33
ˆ g effC  ( ) 954.6 1 0.16 10i− ×  ,33ˆ IL effC  ( ) 90.53 1 0.20 10i− ×  
,
44




 The GDI developed in this section provides a tool for intuitive and efficient 
automobile windshield design space exploration.  The complete interface is shown in 
Figure 6.11.  This GDI has been employed to execute the design strategy described by 
Section 6.3.1 and can likewise be employed to further investigate the design space in the 
future.  The results of those calculations are given, analyzed, and discussed in the 
following section.  The GDI illustrates one way in which micromechanical models and a 




Figure 6.11: Complete image of the GDI created for the CDSP microstructural design of the 




6.4 Design results and analysis 
 
 Completion of the calculation strategy detailed in Section 6.3.1 provides 
numerical design results for analysis on several different levels.  First of all, it is possible 
to indicate which of these twenty five potential configurations yield the best system 
performance, analogous to the lowest deviation function value, for each Archimedean 
weighting scheme.  These results also indicate the influence of layer microstructure and 
macroscopic anisotropy on overall system performance.  The values of the minimized 
deviation function of each macroscopic anisotropy combination for all goal weighting 
schemes are given in Figure 6.12 and Figure 6.13.  These are plots of the raw data given 
in Appendix H.  The four different plots represent the four different weighting schemes 
listed in Table 6.18 and each data point on those plots corresponds to a single 
macroscopic anisotropy level combination from Table 6.17.  Both figures show the same 
data, however Figure 6.12 displays the data as a function of interlayer anisotropy level 
while Figure 6.13 represents the data as a function of glass layer anisotropy.  In total, 
each figures show four different plots each containing twenty five data points.  Those 
data points make up five different curves.  In  Figure 6.12 each curve represents the 
minimal deviation function value attained at each interlayer anisotropy level for a given 
glass layer anisotropy level.  The reverse is plotted in Figure 6.13.  Note that the 
following representation has been employed to represent macroscopic material 
anisotropy: 0 = No inclusions, 1 = Isotropic, 2 = Low Anisotropy, 3 = Medium 
Anisotropy, and 4 = High Anisotropy. 
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 Inspection of these plots immediately clarifies several key points.  First, it is 
apparent that a large percentage, 70%, of all materials designed using the coupled CDSP-
micromechanics approach yield structural performances superior to that of a standard 
windshield.  Superior performance is indicated when the minimized deviation function 
value is less than the reference value, represented in both figures with a bold horizontal 
blue line.  These figures also clearly show that overall performance is highly dependent 
on interlayer anisotropy.  Indeed, each curve of Figure 6.12 varies wildly with changing 
interlayer anisotropy.  The same is not true of glass layer anisotropy.  Figure 6.13 shows 
that for any given interlayer anisotropy level the designed structural response is much 
more consistent as a function of glass anisotropy.  This is stated somewhat loosely as it is 
obvious, especially from Figure 6.13(b), that Zmin variability does change with glass 
anisotropy when interlayer anisotropy is high.  These results also clearly indicate that the 
designed modifications of interlayer materials are more important than doing so to the 
glass layers.  Figure 6.12 demonstrates this fact showing that data points coinciding with 
the case where glass layers do not contain inclusions show significantly improved system 
performance if the interlayer is designed to be isotropic or anisotropic.  The opposite is 
not true.  That is, if the interlayer is unmodified while glass layers are designed, the 
performance is roughly the same as that of the standard windshield configuration as 
indicated in Figure 6.13.  A final general conclusion can be made from inspection of 
these plots. Namely that the best performance is observed, regardless of Archimedean 
weighting scheme, when both the interlayer and glass layers are constrained to be 
macroscopically isotropic.  Similar attainment levels are possible if either the interlayer 
or glass layers display low levels of anisotropy, but in general the best performance was 
 
301 
recorded in all cases when all materials were constrained to be macroscopically isotropic.  
The following sections look more specifically at the designed microscopic inclusion 
variables and analyze the deviation function minimums attained by the designed system. 
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Figure 6.12: Parametric studies of Zmin for four different Archimedean weighting combinations. Each 
curve plots Zmin as a function of IL anisotropy level for five different anisotropy levels in glass layers. 
Bold blue line – Reference windshield performance; *— No inclusions in glass; Δ—Isotropic glass 













































Figure 6.13: Parametric studies of Zmin for four different Archimedean weighting combinations. Each 
curve plots Zmin as a function of IL anisotropy level for five different anisotropy levels in glass layers. 
Bold blue line: Reference windshield performance; *— : No inclusions in IL; Δ— : Isotropic IL; □—: 
Low anisotropy IL; ◊— : Medium anisotropy IL; o— : High anisotropy IL. 
 
6.4.1 Inclusion design specifications 
 
 The previous paragraph discussed the results of design calculations in terms of 
deviation function minimums and layer anisotropy.  It is now of interest to inspect the 
microscale variables for both interlayer and glass layers which were calculated using the 
coupled micromechanics-CDSP methodology developed in this chapter.  The results of 
Figure 6.12 and Figure 6.13 illustrate that the deviation function is much more sensitive 
to changes in the anisotropy level of the interlayer that that displayed by the glass layers.  
For this reason it is most meaningful to show the design results corresponding to each 
interlayer anisotropy level.  The sample mean and standard deviation values of 
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microstructural variables resulting from calculations of each weighting scheme described 
in Table 6.18 are summarized below in Table 6.20–Table 6.23.  The mean and standard 
deviation have been calculated for each interlayer anisotropy level with respect to the five 
different anisotropy levels in glass.  Stated mathematically, the mean value of inclusion 
volume fraction in glass and interlayer for any given weighting scheme can be calculated 
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I g I g I g I g I g
g iso g L g M g H
I IL I IL I IL I IL I IL I IL
g N g iso g L g M g H
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= + + +
= + + + +
 (VI.4.1) 
 
Note that ,I Xφ  represents the mean inclusion volume fraction in material X, and ,,
I X
g ALφ  
represents the inclusion volume fraction in material X when the glass layers have an 
anisotropy level, AL.  In accord with Table 6.17, the anisotropy levels are represented as 
N – no inclusions, I – isotropic, L – low, M – medium, H – high.  The mean values of all 
designed inclusion variables for both the interlayer and glass layers are calculated in the 
same manner and tabulated in Table 6.20–Table 6.23.  Inspection of the results shown in 
these tables allows the following observations. 
 
 The most important factor influencing the windshield response is the shear 
modulus ratio in both the interlayer and glass layers. 
o For any given interlayer anisotropy level the absolute value of I Mμ μ  is 
generally larger in glass layers than in the interlayer. 
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 The second most important factor influencing windshield behavior is the volume 
fraction of negative stiffness inclusions in glass and interlayers. 
o The performance is therefore highly sensitive to variations in inclusion 
stiffness and volume fraction of the stiffness.  The impact of these two 
factors should be investigated using non-optimal CDSP design stragies 
such as a robust CDSP design methodology [3, 117]. 
 As a general rule increasing interlayer anisotropy leads to an increased value of 
I Mμ μ  in both glass and interlayer.  This presumably is a result of the 
minimization scheme trying to overcome the detrimental effect of interlayer 
anisotropy on performance. 
 The deviation function minimization generally drives the both glass and interlayer 
inclusion volume fractions to the maximum inclusion fraction constraint value 
when the interlayer is constrained to be isotropic or have low levels of anisotropy. 
o At increased anisotropy levels the actual volume fraction is more random 
in glass layers. This is evidenced from lower mean values of ,I gφ  with 
much higher standard deviations. 
 When the interlayer is constrained to have high anisotropy, the minimization 
scheme drives the volume fraction to low values, even zero.  This clearly 
indicates that increased interlayer anisotropy is detrimental to system 
performance. 
 Poisson ratio of included phase is important and its value appears to reflect that of 
the host medium.  Interlayer inclusions are generally 0.40≥  while those in glass 
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are 0.23≥ , the respective bulk material values.  It is observed that the designed 
Poisson ratio values tend to increase with increasing interlayer anisotropy.  
 Macro- and microscopic anisotropy are not desirable for improved system 
performance. 
 Standard deviation of Euler angles is driven towards the upper constraint limit in 
an effort to reduce macroscopic anisotropy. 
 
Table 6.20: Mean and standard deviation values of designed inclusion variables when each design 
goal is ascribed equal weight.  Values are given for each IL anisotropy level which are averaged 
across all glass layer anisotropy levels. 
Designed Inclusion Variables – Equal Design Weights 
IL Anisotropy Isotropic Low Med High 
IL Inclusion Variables 
ILσ  (radians) --- 0.62 ± 0.15 0.37 ± 0.07 --- 
, ,
44
I IL M ILC μ  – 0.94 ± 0.10 – 0.79 ± 0.16 – 1.21 ± 0.48 – 1.48 ± 0.08 
,I ILν  0.40 ± 0.01 0.45 ± 0.06 0.49 ± 0.00 --- 
,I ILφ  1.00 ± 0.01 0.99 ± 0.03 0.98 ± 0.04 0 ± 0 
GL Inclusion Variables 
gσ  (radians) 0.46 ± 0.30  0.33 ± 0.11 0.46 ± 0.13 0.51 ± 0.37 
, ,
44
I g M gC μ  – 1.10 ± 0.25 – 1.21 ± 0.16 – 1.42 ± 0.44 – 1.54 ± 0.32 
,I gν  0.31 ± 0.13 0.32 ± 0.16 0.40 ± 0.15 0.49 ± 0.01 





Table 6.21: Mean and standard deviation values of designed inclusion variables when the coincidence 
notch depth goal is given highest importance.  Values are given for each IL anisotropy level which 
are averaged across all glass layer anisotropy levels. 
Designed Inclusion Variables – High TLΔ  Weight 
IL Anisotropy Isotropic Low Med High 
IL Inclusion Variables 
ILσ  (radians) --- 0.63 ± 0.22 0.36 ± 0.07 --- 
, ,
44
I IL M ILC μ  – 0.93 ± 0.11 – 0.99 ± 0.45 – 1.43 ± 0.66 – 1.64 ± 0.23 
,I ILν  0.42 ± 0.04 0.45 ± 0.06 0.32 ± 0.16 --- 
,I ILφ  0.96 ± 0.05 0.99 ± 0.02 0.60 ± 0.55 0.13 ± 0.29 
GL Inclusion Variables 
gσ  (radians) 0.33 ± 0.10 0.38 ± 0.19 0.38 ± 0.18 0.45 ± 0.25 
, ,
44
I g M gC μ  – 1.22 ± 0.33 – 1.25 ± 0.24 – 1.36 ± 0.52 – 1.68 ± 0.33 
,I gν  0.21 ± 0.05 0.35 ± 0.11 0.36 ± 0.11 0.47 ± 0.02 
,I gφ  1.00 ± 0.00 0.98 ± 0.02 0.29 ± 0.44 0.53 ± 0.39 
 
Table 6.22: Mean and standard deviation values of designed inclusion variables when the coincidence 
frequency goal is given highest importance.  Values are given for each IL anisotropy level which are 
averaged across all glass layer anisotropy levels. 
Designed Inclusion Variables – High coincf  Weight 
IL Anisotropy Isotropic Low Med High 
IL Inclusion Variables 
ILσ  (radians) --- 0.61 ± 0.25 0.40 ± 0.00 --- 
, ,
44
I IL M ILC μ  – 0.95 ± 0.08 – 1.02 ± 0.50 – 1.34 ± 0.12 – 1.47 ± 0.03 
,I ILν  0.41 ± 0.01 0.43 ± 0.07  0.47 ± 0.04  --- 
,I ILφ  0.99 ± 0.01 0.99 ± 0.01 0.99 ± 0.02 0.00 ± 0.00 
GL Inclusion Variables 
gσ  (radians) 0.48 ± 0.28 0.43 ± 0.25 0.42 ± 0.24 0.52 ± 0.38 
, ,
44
I g M gC μ  – 1.07 ± 0.17 – 1.46 ± 0.44 – 1.14 ± 0.29 – 1.48 ± 0.42 
,I gν  0.24 ± 0.05 0.34 ± 0.09 0.29 ± 0.18 0.42 ± 0.12 





Table 6.23: Mean and standard deviation values of designed inclusion variables when the in-plane 
stiffness goal is given highest importance.  Values are given for each IL anisotropy level which are 
averaged across all glass layer anisotropy levels. 
Designed Inclusion Variables – High 11EΔ  Weight 
IL Anisotropy Isotropic Low Med High 
IL Inclusion Variables 
ILσ  (radians) --- 0.77 ± 0.23 0.40 ± 0.00 --- 
, ,
44
I IL M ILC μ  – 0.85 ± 0.27 – 1.05 ± 0.45 – 1.44 ± 0.04 – 1.23 ± 0.64 
,I ILν  0.41 ± 0.01 0.40 ± 0.14  0.49 ± 0.01 --- 
,I ILφ  0.96 ± 0.10 0.99 ± 0.02 0.94 ± 0.13 0.17 ± 0.28 
GL Inclusion Variables 
gσ  (radians) 0.63 ± 0.53 0.33 ± 0.11 0.35 ± 0.07 0.33 ± 0.11 
, ,
44
I g M gC μ  – 0.84 ± 0.27 – 1.23 ± 0.30 – 1.52 ± 0.37 – 1.20 ± 0.22 
,I gν  0.22 ± 0.12 0.47 ± 0.03 0.47 ± 0.03 0.49 ± 0.01 
,I gφ  0.80 ± 0.37 0.87 ± 0.26 0.55 ± 0.42 0.57 ± 0.41 
 
 The design results above give the researcher and designer clear target values, or 
design specifications, on how to modify the microstructure of each material constituting 
an automobile windshield to achieve improved performance.  It is postulated that this 
may be achieved by introducing specifically created heterogeneities or by modifying the 
glass or interlayer materials processing techniques.  Several promising paths towards the 
creation of such materials are discussed more thoroughly in Chapter VII.  The remainder 
of this chapter focuses on goal attainment, deviation function minimums, and the 
significance of the design results. 
 Table 6.24 shows the mean and standard deviation of the goal attainment values 
for all deviation function weighting schemes for a macroscopically isotropic interlayer 
material.  These values were calculated by averaging the raw design results but could be 
reproduced using the average design results reported in the first column of Table 6.20–
Table 6.23.  It is in this sense that the inclusion property values reported in the previous 
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three tables serve as design specifications for improving the performance of an 
automobile windshield. 
 
Table 6.24: Mean and standard deviation of attainment variables for each weighting scheme when 
the interlayer is constrained to remain isotropic. 
Population Estimates of System Attainment Variables – Isotropic IL 
Weighting Scheme TLΔ  (dB) coincf  (Hz) 11 11100
eff refE EΔ  (%) 
Equal Weights 0.27 ± 0.09 2070 ± 805 21.5 ± 17.3 
↑ goalTLΔ  0.26 ± 0.09 2300 ± 765 31.4 ± 27.3 
↑ goalcoincf  0.30 ± 0.09 2300 ± 765 27.8 ± 18.6 
↑ 11
goalE  0.29 ± 0.09 2300 ± 765 28.8 ± 19.7 
 
 The results of Table 6.24 show that the designed isotropic interlayer material 
satisfactorily attains the system goals given in Table 6.15.  Section 6.4.2 examines this 
statement in further detail by exploring the statistical significance of the results and 
determining confidence intervals for improved performance.  One striking result shown 
in Table 6.24 is in regards to TLΔ  results.  The table shows that the designed isotropic 
interlayer consistently reduces the coincidence notch depth, regardless of weighting 
scheme employed.  These changes in TLΔ  are very encouraging given that this parameter 
is a dominate indicator of sound transmission through the windshield.  The results of the 
final attainment of the other variables are also encouraging.  The mean coincidence 
frequency value for each weighting scheme is at least 1700 Hz below the standard value 
of 4 kHz while the mean value of effective in-plane stiffness ranges from 21-31% higher 
than the standard value.  Noting that the standard coincidence frequency coincides with 
the most sensitive frequency range of human hearing [202], the significant decrease in 
coincf  is important.  The simultaneous reduction in TLΔ  and coincf  results in both an absolute 
and perceived noise reduction.  The absolute decrease in sound transmission is reflected in the 
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decreased TLΔ value while the perceived decrease stems from decreases in both TLΔ  and coincf .  
The 20% in-plane stiffness increase is important as it implies that the total windshield thickness 
can be reduced, thereby opening the door for significant weight reduction.  Reduced automobile 
weight is a key component of increasing fuel efficiency in modern vehicles, of which the 
windshield is not an insignificant percentage.  On its face, the increase in calculated in-plane 
stiffness by the addition of negative stiffness inclusions seems contradictory.  However, 
this behavior has been noted and theoretically investigated Lakes and Drugan [186].  
Their results point out that a stiffness increase is to be expected when the inclusion shear 
modulus ratio, I Mμ μ , is less than ~ 1.1− .  The designed microstructure data in Table 
6.20-Table 6.23 make it apparent that the improved stiffness emanates from the presence 
of negative stiffness inclusion in the glass layers whose shear ratio is usually 1.1≤ − .  
These are very important results which should not be overlooked.  Indeed, the 
simultaneous improvements in both in-plane stiffness, damping capacity, and perceived 
sound transmission which are afforded by the addition of trace amounts of negative 
stiffness materials is the most attractive result of this design space exploration. 
 It must be pointed out that the coincidence frequency and in-plane stiffness results do 
display substantial levels of variance.  It is believed that the observed level of variation is 
largely due to the small sample size and the fact that the mean value has been obtained by 
averaging the effect of all glass anisotropy levels.  The sample size has not been 
increased for two reasons.  (i) Despite the many measures taken to reduce calculation 
time, design calculation remains a time-consuming task, requiring upwards of four hours 
to obtain a single set of design results.  (ii) The reason for implementing this 
micromechanics-CDSP method was to illustrate the power of the method and not to 
exhaustively solve a design problem.  The 100 sets of results issuing from the completion 
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of the calculation strategy described in Section 6.3.1 have given sufficient information to 
validate the design approach and to make matter of fact statements about the design of 
material microstructure for windshield design.  Indeed Table 6.25 and Section 6.4.2 
clearly show that despite these large variations the designed system performance displays 
a statistically significant improvement over those related to standard windshield 
materials. 
 
Table 6.25: Mean and standard deviation values of deviation variable attainment.  Reference 
deviation function values are: ZEW = 1.74, ZΔTL = 2.92, Zf = 1.68, and ZΔE = 1.16. 
Minimum Deviation Function Values for Various IL Anisotropy Levels 
IL Anisotropy Isotropic Low Med High 
min
EWZ  0.23 ± 0.23 0.29 ± 0.23 1.01 ± 0.70 1.56 ± 0.58 
min
TLZ Δ  0.32 ± 0.26  0.52 ± 0.24 2.18 ± 1.29 2.96 ± 0.52 
min
fZ  0.41 ± 0.29 0.49 ± 0.24 1.23 ± 0.45 1.65 ± 0.16 
min
EZ Δ  0.33 ± 0.16 0.53 ± 0.39 1.04 ± 0.30  1.07 ± 0.37 
 
6.4.2 Confidence intervals for superior system performance 
 
 The sample mean and standard deviation values given in Table 6.20 – Table 6.25 
strongly suggest that a large percentage of the candidate material design configurations 
yield performance superior to that of a standard windshield.  To place these estimates of 
mean performance on more solid ground, however, it is necessary to apply standard 
statistical analysis to these results.  One very applicable concept from the fields of 
statistics and design is that of confidence intervals.  A confidence interval gives an 
estimated range of values which is likely to include an unknown population parameter, 
such as the true mean value.  The estimated range is calculated from a set of sample data 
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and is known as a confidence interval. The extent of the range is dependent on the 
probability (the confidence) that the unknown parameter will fall within the estimated 
range.  Consider, for example, the unknown population parameter ℘ and an estimate of 
that value calculated from a set of sample data, ℘.  Equation (VI.4.2) shows that some 
value, A, must exist such that the probability that the true population parameter, ℘, lies 
within the range [ ]A A℘− ℘+  is 90%. 
 
  ( )Pr 0.9A A℘− ≤℘≤℘+ =  (VI.4.2) 
 
The present study is concerned with the performance of an automobile windshield as 
measured by the deviation functions min
EWZ , min
TLZ Δ , min
fZ , and min
EZ Δ .  It is, therefore, of 
interest to determine such a confidence interval from the sample mean and standard 
deviation values given in Table 6.25 for the true mean deviation function value. 
 The most common method of constructing confidence intervals from sample 
estimates is the Student t-distribution [203].  Given the sample mean of a set of 
observations, which can reasonably be expected to have a normal distribution, it is 
possible to use Student’s t-distribution to construct the confidence limits on the mean 
include some theoretically predicted value.  The actual approach to constructing a 
confidence interval is to devise a null hypothesis which states that there is no difference 
between the attained deviation function values and that of the standard windshield 
configuration.  The t-distribution is then employed to find the value A in Eq. (VI.4.2) 
such that the null hypothesis is rejected in ( )1 α− % of the occurrences when the estimate 
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of the population parameter ℘ falls within [ ]A A℘− ℘+ , see Figure 6.14.  The value 
A is related to the sample standard deviation, S, and t-distribution through Eq. (VI.4.3) 
[203]. 
 




α −=  (VI.4.3) 
 
Where , 1ntα −  is the t-distribution variable value for a confidence level α of accepting the 




Figure 6.14: t-distribution showing confidence level α of accepting the null hypothesis. 
 
The one-sided ( )1 α− –upper confidence limit, 1UCL α− , of the mean is then calculated 




, 1ntα −  
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− = +  (VI.4.4) 
 
1UCL α−  represents the greatest average value that will occur for a given confidence 
interval and population size.  In other words, given a mean of the set of observations, nX , 
the probability that the mean of the distribution is inferior to 1UCL α−  is equal to the 
confidence level 1 α−  [203].  The t-distribution values are readily available in any 
statistics text, several values relevant to the present design problem are: t2.5%,4 = 2.776, 
t1%,4 = 3.747, t0.5%,4 = 4.604.  This information has been used to calculate the upper 
confidence limits of the minimum of each different deviation function considered in this 
work.  The results are shown in Table 6.26. 
 
Table 6.26: 99% Upper confidence limit of deviation variable attainment for designed IL inclusion 
variable values given in Table 6.20 – Table 6.23.  Reference deviation function values are: ZEW = 1.74, 
ZΔTL = 2.92, Zf = 1.68, and ZΔE = 1.16. Highlighted values denote superior performance to reference 
windshield microstructure. 
99% Upper Confidence Limit of Zmin for Various IL Anisotropy Levels 
IL Anisotropy Isotropic Low Med High 
( )99% minEWUCL Z  0.615 0.675 2.183 2.532 
( )99% minTLUCL Z Δ  0.756  0.922 4.342 3.831 
( )99% minfUCL Z  0.896 0.892 1.984 1.918 
( )99% minEUCL Z Δ  0.598 1.183 1.710  1.690 
 
The values Table 6.26 in can be used to calculate the percent improvement, PI, of these 















Table 6.27: Percent improvement of UCL values over standard windshield configuration. 
Improvement (%) of 99% Upper Confidence Limit Values over Reference 
IL Anisotropy Isotropic Low Med High 
( )minEWPI Z  65 61 – 25 – 46 
( )minTLPI Z Δ  74 68 – 49 – 31 
( )minfPI Z  47 47 – 18 – 14 
( )minEPI Z Δ  48 – 2 – 47 – 46 
 
 The results of Table 6.26 unequivocally show that a windshield designed to have 
isotropic or low-level transversely isotropic interlayer and inclusion in the glass layers 
having inclusion properties given in Table 6.20–Table 6.23 will indeed result in a 
statistically significant performance enhancement over the standard windshield material 
configuration.  The same statement cannot be made when the interlayer displays a 
medium or high level of macroscopic anisotropy.  However, it is possible that increasing 
the design sample size may reduce variability in the mean values calculated to ultimately 
show that designing medium and high interlayer anisotropy can yield improved 
performance.  Obviously this would not be an ideal situation, but rather a case where it is 
impossible to eliminate macroscopic anisotropy.  Most importantly, the results of this 
section have clearly shown that the material design tool devised in this chapter permits 
top-down design space exploration as well as design analysis.  First, the design tool 
allows a designer to investigate the microscale variables which have an influence on 
multi-objective performance.  Secondly, the same tool simplifies the task of executing a 
calculation strategy to perform meaningful analysis on expected achievement.  This is a 
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very encouraging illustration of the promise in integrating micromechanical models and a 
CDSP design technique for material design. 
 
6.4.3 Results summary 
 
 Chapters III and IV developed a robust self-consistent micromechanical model 
which has been shown capable of capturing the effects of microscopic behavior and 
structure on macroscopic damping capacity in the low frequency limit [38, 130, 150]. The 
previous sections of the present chapter have used this SC model in an optimal CDSP 
design methodology to create a design tool to explore the design space of an automobile 
windshield.  The encouraging results were discussed in detail in Sections 6.4.1–6.4.2.  
Some key overall points deserve to be reiterated. 
 
 ~70% of trial configurations yield superior performance to a standard windshield. 
 ≤ 1% negative stiffness heterogeneities are required in each layer to achieve this 
improved performance. 
 Up to 11 dB increase in TL at 4 kHz is predicted.  A 10 dB drop in sound pressure 
level is equivalent to the difference in noise level on a street corner and that of a 
two person conversation. 
 On average the in-plane stiffness is increased by 17%.  Increased in-plane 
stiffness permits a decreased total thickness and, in turn, decreased weight.  
Weight reduction is a key thrust for increased automobile fuel efficiency. 
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 On average the coincidence moved from 4 kHz  2.3 kHz.  This leads to a 
significant decrease in the perceived sound transmission. 
 
Figure 6.15 plots the TL versus frequency curves of the standard windshield together 
with the best design results of four different deviation functions.  These curves clearly 
display the improved acoustic performance. 
 




























ΔTL_max ~ 11 dB
▪ ≤ 1% Inclusions in Glass
▪ ≤ 1% Inclusions in IL
 
Figure 6.15: Best curves for four different design goal importance levels. 
 




 This chapter has achieved several different goals.  First and foremost it has 
detailed a successful integration of micromechanical modeling and a CDSP design 
methodology.  Subsequently a simple, interactive, design tool was created and employed 
to carry out a calculation strategy to explore the windshield design space.  The chapter 
serves as a concrete illustration of the ability to employ tools from both the field of 
mechanical design and material modeling to explore the design space of a material.  This 
is extremely important as it simultaneously validates the inductive, or top-down, 
approach to material design and gives a blueprint of how to employ multiscale models in 
design protocols.  It is further reasoned that this same technique may be employed to 
inform material design at smaller scales by extending the approach to include either 
comprehensive nanoscale analysis (such as Monte Carlo simulations) or nanoscale meta-
models.  Just as importantly, the design results given in Section 6.4 have shed 
considerable light on microstructural variable combinations which enhance the absorptive 
capacity of viscoelastic materials while simultaneously improving their structural rigidity.  
The results provide specific microstructural variable values, the acceptable variability of 
those variables, the associated system performance, and confidence intervals for 
achievement of those performance indices.  This gives researchers who are trying to 
enhance lossy material behavior a much more specific set of target variables, some 
expected outcomes, and a methodology to further explore the design space.  Moreover, 
the validation of the micromechanics-CDSP design approach opens the door to designing 












 Chapter VI clearly demonstrated that coupling of micromechanical modeling and 
a CDSP design methodology provides a robust exploratory tool for material design.  The 
chapter illustrated that fact by exploring the design space of an automobile windshield in 
an effort to simultaneously achieve multiple, conflicting, macroscale design goals by 
altering microscale material variables.  The critical condition that emerges from those 
results is the need for minute quantities (≤ 1% by volume) of heterogeneities displaying 
negative stiffness behavior.  Indeed, negative stiffness regions proved to be the only 
means to simultaneously enhance the mechanical damping capacity of the windshield and 
increase its stiffness.  The determination of the physical mechanisms which bring about 
negative stiffness phenomena and the understanding of how to exploit that behavior is, 
therefore, the crux of creating such extraordinary damping materials.  This chapter 
explores negative stiffness behavior in several different aspects.  First, it gives a detailed 
explanation of what exactly is meant by the term negative stiffness with respect to both 
material and structural behavior.  Next, experimental and theoretical research from the 
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literature which is pertinent to understanding negative stiffness behavior is presented and 
discussed.  Lastly, the chapter discusses several avenues to create negative stiffness 
inclusions in the future.  In particular, a promising candidate inclusion structure and 
corresponding meta-modeling technique to approximate its negative stiffness behavior is 
proposed.  The proposals and discussions of the chapter are limited to explanations of the 
causal mechanisms, physical principles, and potential means to generate this 
extraordinary behavior.  Further targeted research is required to quantify and implement 
the proposals and ultimately to create high loss heterogeneous materials that exploit 
negative stiffness. 
 
7.2 Defining negative stiffness behavior 
 
 What is meant by the term negative stiffness?  Negative stiffness involves a 
reversal of the usual directional relationship between force and displacement in deformed 
objects.  In the vast majority of cases, objects display positive stiffness by resisting 
deformation with a restoring force.  The restoring force returns the deformable body to its 
neutral position upon removal of an imposed deformation.  A negative stiffness object, on 
the other hand, assists the imposed deformation as a result of energy stored within or 
supplied to the object.  The added energy could be the result of processing techniques 
[21, 204-206], pre-stressing/straining of elements in a discrete system [20, 207], or an 
external energy source, usually described as an active element [208, 209].  Negative 
stiffness can refer to the behavior of either a material or a structure because the term 
stiffness refers to the ratio of the generalized force to the generalized displacement.  For a 
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structure such as a spring the stiffness is the ratio of the force to the displacement and is 
usually denoted as k. For a three-dimensional solid viewed as a continuum, the measure 
of stiffness is the ratio of the stress to the strain and referred to as a modulus or stiffness 
[185].  For this reason, the following discussion often employs simple structural elements 
to illustrate negative stiffness behavior in a clear manner.  It is to be understood that these 
structures are analogous to specific cases of material behavior.  
 As an example of negative stiffness, consider the bistable buckled beam structure 
and corresponding transverse force versus displacement curves shown in Figure 7.1. The 
non-monotonic relationship observed between applied force and the resulting transverse 
displacement is indicative “snap-through” behavior and, therefore, negative stiffness. 
 
(a) (b) (c) 
Figure 7.1: Structural analogue of negative stiffness: bistability of a laterally loaded post-buckled 
beam. (a) shows the buckled beam with an applied lateral load, (b) the beam has “snapped through” 
to the alternate stable configuration, and (c) is a qualitative representation of the force vs. lateral 
displacement curve. 
 
The curve shown in Figure 7.1c is obtained by imposing a constant rate of displacement 
in the x-direction (as defined in Figure 7.1a) at the point of contact on the post-bucked 
beam and measuring the force required to obtain this displacement.  Such behavior is 
common in micro-electromechanical systems (MEMS) devices and has been modeled by 
Saif [210] and experimentally observed by Qiu et al [211] and many others.  Indeed the 
F 







MEMS community has successfully employed bistable structures to create many 
ingenious devices, such as an optical micro-switch devised by Texas Instruments [212] 
and a microscale gate valve for regulation of fluid delivery on the microscale [213].  It is 
important to emphasize that negative stiffness behavior is analogous to the portion of the 
force versus displacement curve possessing a negative slope, not negative force.  This is 
the domain bounded by x1 and x2 in Figure 7.1c.  It is for this reason that the axial 
displacement of buckled beams or tubes also displays negative stiffness behavior [19]. It 
has been shown that thin-shelled tubes display non-monotonic force versus displacement 
relationship upon the onset of buckling and negative stiffness post-buckling behavior [19, 
214]. 
 
7.2.1 Thermodynamic equilibrium and negative stiffness 
 
 Negative stiffness is intuitively unfamiliar to the engineer, especially with respect 
to material behavior, because it rarely exists in nature.  Its rarity stems from the fact that 
negative stiffness is inherently unstable when unconstrained in all but very few special 
cases and even when constrained it often is transient in nature.  The unstability of 
negative stiffness materials or systems is rooted in their thermodynamic state, which is 
not in equilibrium with its environment.  Recall that the thermodynamic state of a system 
is the set intensive properties such as temperature, density, and entropy, and the 
thermodynamic forces acting on the system, such as mechanical stresses and heat energy.  
The set of variables that fully describe the thermodynamic state of a system are known as 
the state variables.  The state variables of the system can then be used to calculate 
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information such as its energy via classic thermodynamic expressions known as the 
equations of state [185]. 
 It is instructive to consider the energy of a material volume or discrete system to 
understand why negative stiffness is usually thermodynamically unstable.  If one 
considers quasi-static loading it is reasonable, though limiting, to approximate the total 
energy of any system as the sum of the internal energy of its parts.  A more general 
analysis of the thermodynamic state of a system undergoing loading requires 
consideration of either the Helmholtz free energy function or the Gibbs thermodynamic 
potential [185].  Given this simplified quasi-static approach, the total internal energy, E, 
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For a continuous system such as a material volume, V, bounded by some surface, S, the 




E dVρ≈ = ∫ E  (VII.2.2) 
 
where E  represents the internal energy per unit mass.  Classic thermodynamics show that 
the strain, stress, temperature and entropy of the system is related to the change in 




  1 ij ijd Tds dσ ερ
= +E  (VII.2.3) 
 
An isolated system is in a state of thermodynamic equilibrium when any thermodynamic 
force applied to the system leads to a variation in the total energy of the system, denoted 
here as Eδ , which is positive.  In other words, thermodynamic equilibrium corresponds 
to a system configuration which attains some local energy minimum.  The above 
statements describe Gibbs’ theorem of thermodynamic stability in words [185, 215, 216].  
The local minimum in energy represents a condition which requires work to be done on 
or heat, Q, to be added to the system in order to change its configuration, i.e. 
work doneE Qδ δ= + . 
 Gibbs’ theorem of stability stems from the requirement of the second law of 
thermodynamics which states that for any isolated system undergoing a thermodynamic 
process, the infinitesimal change in entropy will always be positive, 0sδ > .  This 
requirement is such that “for a system to be in thermodynamic equilibrium no change in 
boundary conditions is permissible and no spontaneous process which is consistent with 
the boundary conditions will occur in it [185].”  This was first stated by J.W. Gibbs who 
showed that thermodynamic equilibrium of an isolated system having a given total 
energy corresponds to the thermodynamic state having entropy, s, that is maximum 
compared with respect to all neighboring states of the same energy.  Equation (VII.2.4) 




  ( )max const., const.ijs ε= = =E  (VII.2.4) 
 
The conditions which satisfy Eq. (VII.2.4) which are particularly applicable to the 
mechanics of deformable bodies is given by Gibbs: “for the equilibrium of any isolated 
system it is necessary and sufficient that in all possible variations in the state of the 
system of which do not alter its entropy, the variation of its energy shall either vanish or 
be positive [216].” 
 
  ( ) const. 0sδ = ≥E  (VII.2.5) 
 
One very important aspect of Gibbs’ theorem of equilibrium is that it guarantees more 
than just equilibrium: it guarantees stable equilibrium.  That is to say that a disturbed 
state neighboring equilibrium will tend to return the system to equilibrium.  This is 
observable as the restoring force of a positive stiffness material or structure which returns 
it to the initial configuration.  Negative stiffness behavior, by contrast, assists 
deformation when the system is perturbed from its initial state.  The result is a net 
deformation when the perturbing strain, or stress, is removed.  In so doing, negative 
stiffness employs its stored energy to do work on its surroundings, thereby violating 
conditions for stable equilibrium.  Section 7.2.1.1 further explores and clarifies 





7.2.1.1 Thermodynamic equilibrium, the strain energy function, and constrained 
structures 
 
 Equation (VII.2.3) relates the variation of the internal energy of a system and its 
thermo-mechanical state.  That expression implies that for any given stress and 
temperature conditions, the internal energy is a function of entropy and strain, ( ), ijs εE .  
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Recall also that the theory of elasticity often makes use of a strain energy function, W, of 
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The first equality of (VII.2.8) is compared with Eq. (VII.2.7) to give (VII.2.9) relating the 
internal energy of a system and the strain energy function for any revisable adiabatic 
process. 
 
  Wρ =E  (VII.2.9) 
  
The equality given in Eq. (VII.2.9) states that for a material satisfy Gibbs’ equilibrium 
theorem its strain state must be such that the strain energy function is positive definite.  
This result is very important for the current discussion as it gives a direct relationship 
between the strain state of a system, which is related to its stiffness, and the internal 
energy of the system. 
 The strain energy function of a material is defined by the differential of Eq. 
(VII.2.7).  That relationship can be re-arranged to ij ijdW dσ ε=  and then related to the 
stiffness of the system using the three dimensional form of Hooke’s law.  The result is 
then integrated with respect to any imposed strain to yield the classic quadratic form of 


















Equation (VII.2.10) clearly shows that the positive definiteness of ijklC  is the only 
condition which must be satisfied in order to assure the positive definite nature of the 
 
327 
strain energy function (and therefore thermodynamic stability).  In other words, stability 
is assured when the following classic condition is true. 
 
  0ijkl i k j lC n n m m >  (VII.2.11) 
 
Where n and m represent arbitrary non-zero vectors.  For a homogeneous and elastically 
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The results of Eq. (VII.2.12) are found by applying restrictions to the classic relationships 
between elements of the stiffness tensor and the elastic moduli [215].  One final 
important observation that can be made with respect to Eq. (VII.2.10) is that the stiffness 
of a material or structure can be found by finding the curvature of the strain energy 
function.  This gives insight to the discussion of Section 7.2.2.1. 
 




 A very reasonable question surfacing from this analysis, especially relation 
(VII.2.12) is: How is it possible for negative stiffness to exist?  The answer is not trivial.  
Indeed, a considerable amount of research has already been committed to understanding 
this phenomenon in the hopes of harnessing the desirable anomalies of negative stiffness.  
Of particular interest for this work are its effects on composite stiffness and damping 
properties which greatly exceeds those of the constituent materials.  The literature 
presents two answers to the question: 
 
i. Negative stiffness domains can conditionally exist within a multiscale system 
(discrete or continuous) where the remainder of the system consists of positive 
stiffness domains.  Positive stiffness stabilizes the negative stiffness domains 
putting the system into a state of stable equilibrium. 
 
ii. Negative stiffness behavior can be elicited by providing a system with enough 
energy to drive an otherwise positive stiffness domain to exhibit negative stiffness 
behavior.  This behavior is transient.  It is reversible under certain conditions. 
 
 The first answer has been studied in more detail with respect to composite 
material behavior.  It has been theoretically demonstrated that domains of negative 
stiffness can exist within a system that constrains the negative stiffness domain with 
positive stiffness.  Lakes and Drugan  used both the Hashin-Shtrickman bounds [132] and 
finite deformation theory to show that it is theoretically admissible to consider negative 
stiffness domains within a multiscale material given that the resulting macroscopic 
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stiffness tensor is positive definite.  Such a heterogeneous material obeys Gibb’s theorem 
of stability and exhibits extremal stiffness and damping behavior.  This is fact has been 
employed in Chapter VI to consider negative stiffness domains in the design of an 
automobile windshield.  Wang and Lakes illustrated the same principle for discrete 
systems using Lyapunov’s stability theorem [20, 217]. 
 The ability of a positive stiffness matrix to stabilize a negative stiffness domain 
has been confirmed by calculating the effective behavior of a composite consisting of a 
positive stiffness viscoelastic matrix and small fractions of negative stiffness domains.  
The composite contained 2% by volume negative stiffness inclusions of varying 
negativity and the effective behavior was calculated using four different effective 
medium theories: the Hashin-Shtrickman lower bound (HS-), the self-consistent model 
(SC), the Mori-Tanaka model (MT), and a differential effective medium model (DEM).  
The results shown in Figure 7.2 verify that the macroscopic behavior is stable.  This is 
indicated by the fact that the ratio eff Mμ μ⎡ ⎤ ⎡ ⎤ℜ ℜ⎣ ⎦ ⎣ ⎦  is greater than zero for all ratios of 
I Mμ μ⎡ ⎤ℜ⎣ ⎦ . Figure 7.2 also validates observations in the literature that the absorptive 
















Various Model Approximations of ℜ[μeff]/ℜ[μM] vs. μI/ℜ[μM] for φ = 2%























Various Model Approximations of tan(δeff) vs. μI/ℜ[μM] for φ = 2%












Figure 7.2: Effective shear modulus ratio and tan δ of a viscoelastic composite having a matrix with 
Poisson’s ratio of ν = 0.3 and containing 2% by volume of negative stiffness inclusions.  HS-, SC, 
DEM, and MT models predictions. 
 
One very important point concerning the theoretical consideration of negative stiffness 
domains presented by Lakes and Drugan [186] and Wang and Lakes [217] is that they 
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consider negative stiffness to exist a priori.  In other words, their tacit assumption is that 
the system has been created in a manner such that stabilized negative stiffness domains 
co-exist within an otherwise positive stiffness system.  Monte Carlo simulations of 
nanoscale behavior suggests that this may be possible [206, 218], but thus far the creation 
of such materials for realistic applications remains problematic. 
 Transient negative stiffness represents a behavior more familiar to the scientific 
community, though the behavior which can be described as displaying negative stiffness 
is rarely identified as such.  In fact, transient negative stiffness behavior is exhibited by 
phenomena more commonly classified as a metastable, bistable, or “state switched.”  The 
snap through behavior of a buckled beam illustrated in Figure 7.1 is a simple example of 
a bistable system.  As a general rule, the metastable, bistable, and state-switched 
processes are characterized two stable states that are related by nonlinear behavior.  
Specifically, such systems can be forced from one state to another by a small external 
input which elicits a large output.  As the system goes from one stable state to another, 
negative stiffness behavior manifests itself and work is done on its environment.  The 
only materials and structures produced up to this point have exploited transient negative 
stiffness behavior as the physical mechanism of damping enhancement.  Metastable and 
bistable systems are present in many areas of science ranging from optics, to chemistry, 
to engineering controls, to weather systems.  This work is specifically concerned with 
systems requiring small mechanical inputs which evoke large mechanical outputs.  
Section 7.2.2.1 explores this behavior in more detail by relating metastable and bistable 
systems to negative stiffness.  Another, very specific, theoretical case of stable negative 




7.2.2.1 Metastable and bistable systems 
 
 Any process that assists an externally imposed thermodynamic load will do more 
work on the system than that input into the system by the external source.  This fact 
betrays the existence of energy stored within the material.  These systems release some of 
their stored energy when the system is perturbed and work is done on the environment.  It 
is in this manner that negative stiffness systems violate the conditions for thermodynamic 
equilibrium.  It is also why they are very interesting.  The fact that negative stiffness 
systems are able to do more work on their environment than that input by the external 
source is the causal mechanism of the extraordinary behavior observed by many authors 
[18-22, 186, 187, 204, 205, 207, 219].  It is asserted here that the abnormal behavior of 
materials containing negative stiffness domains is only possible if those domains are 
initially constrained to some metastable state.  Metastability is an unstable and transient 
but relatively long-lived state of a physical system illustrated in the plot of energy, E, 
versus state variable, X, of Figure 7.3.  A metastable state has an elevated internal energy 
which requires only small amounts of input energy to force the system into a state having 
another, lower, equilibrium energy level.  Note that the time and energy required to force 
a system from state 1 to state 3 may vary wildly.  For example, a diamond is simply a 
metastable form of graphite that persists for millennia while some chemical processes 




Figure 7.3: General illustration of metastability showing system energy, E, versus state the variable, 
X.  Point 1 is metastable and point 3 is strongly stable.  Point 2 represents the activation energy 
required to perturb the sytem from state 1 to state 3. 
 
The illustration in Figure 7.3 shows a metastable state, point 1, and a strongly stable state, 
point 3.  When the system is perturbed by an external source that increases in internal 
energy equal to 2 1inδ = −E E E , the resulting net change in energy will be negative, namely 
3 1 0totδ = − <E E E .  The energy needed to drive the system from point 1 to point 3 is 
known as the activation energy.  If the perturbation energy is greater than the activation 
energy, the metastable domain will release energy and do work on the environment.  This 
is in violation of requirement (VII.2.5) for the domain to obey thermodynamic stability.  
Metastable systems, therefore, only conditionally obey thermodynamic equilibrium 
conditions.  That is, they are stable only if the work done on the system is such that the 
internal energy is raised by a value 2 1inδ < −E E E . 
 A system displaying a behavior similar to that shown in Figure 7.3 is very 
interesting as it introduces the possibility of eliciting a large response from a system 
given a small input.  Specific to the passage of a wave in a viscoelastic medium 
containing metastable domains, the behavior described above would provoke strain 




than those due to the stress wave alone.  This is the physical mechanism which induces 
extremal damping in heterogeneous materials containing negative stiffness domains.  
Note that any system manifesting a large response due to a small input is inherently 
nonlinear.  Indeed, the concept of negative stiffness is simply a convenient meta-model 
researchers have used to approximate nonlinear small scale behavior.  It is also a 
potential source of discrepancy between observed behavior and micromechanical models 
which tacitly assume that behavior on the microscale can be related to that on the 
macroscale via a linear operator [54].  One problem with a metastable state such as the 
one illustrated in Figure 7.3 is that the energy required from the external source to push 
the system from state 1 to state 3 is different than that required to go from state 3 to state 
1: 1 3 3 1δ δ→ →<E E .  Previously observed negative stiffness behaviors, such as the collapse 
of isolated foam cells [220], do indeed display the same non-symmetry with respect to 
activation energy.  This is problematic for practical damping purposes. Actual 
applications must rely on the presence of some disturbance to overcome the activation 
energy and elicit negative stiffness as the domain goes from state 1 to state 3.  All linear 
stress disturbances consist of high stress and low stress cycles which are equal in overall 
energy [32].  For this reason, a non-symmetric metastable system such as the one shown 
in Figure 7.3 may be driven from state 1 to state 3 but would require a different, higher 
amplitude, disturbance to return the system to state 1 from state 3.  The expected 
improved damping behavior would therefore be a one time occurrence.  It is for this 
reason that bistability, a special case of metastability, is of interest and is the subject of 
the remainder of this section. 
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 To illustrate the occurrence of bistability induced negative stiffness, consider the 
buckled beam shown in Figure 7.1.  It is well known that upon removal of the 
displacement constraints positioned at the beam ends, the beam will spontaneously 
elongate to its free length via the energy stored in the buckled configuration.  The free 
length, therefore, corresponds to its lowest internal energy configuration whose behavior 
is intuitive to the experience of the engineer.  A transverse force versus transverse 
displacement plot for the unconstrained beam will no longer display the non-monotonic 
curve shown in Figure 7.1, effectively eliminating negative stiffness behavior.  When, 
however, the beam is constrained either in displacement or via an axial load, P, the 
transverse force versus transverse displacement is altered as a function of the magnitude 
of that axial load.  This behavior was explored in detail both theoretically and 
experimentally by Saif for micromachined beam which is assumed to be pinned at its 
endpoints [210].  Figure 7.4 shows an adaptation of the models derived by Saif describing 
the force applied at the midpoint of a beam which is required to induce transverse 





Figure 7.4: Normalized transversly force loaded applied at midpoint of a beam with axial load verus 
transverse displacement, adapted from Saif [210].  The solid curve shows behavior prior to buckling, 
the solid curve with crosses shows behavior when the axial load equals the critical buckling load, and 
the solid curve with circles shows behavior post-buckling.  Vertical blue lines indicate equilibrium 
states and vertical red lines denote critical conditions for snap through. 
 
 The force versus displacement curves of Figure 7.4 provide a simple and clear 
illustration to aid in describing the mechanism of transient negative stiffness and how it 
significantly increases lossy behavior when embedded in a viscoelastic material.  In 
Figure 7.4, the behaviors depicted by the solid line and solid line with crosses are 
consistent with usual engineering experience.  Namely, in order to displace the midpoint 
in the positive or negative direction requires increasing the force applied the same 
direction, i.e. positive stiffness.  It is possible recognize positive stiffness from direct 
observation of the required monotonic increase in force as a function of displacement.  
Recall from Eq. (VII.2.7) that the slope of the force versus displacement curve defines 








Normalized Transverse Force of a Beam with Axial Load vs. Normalized Transverse Displacement
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the stiffness of the structure.  The behavior of the buckled beam, represented by the solid 
line with circles, is no longer monotonic.  The displacement values for which the curve 
has a negative slope are delineated by points labeled (a) and (b).  For purposes of 
describing this behavior, the coordinates of point (a) and (b) are identified as 
( )max,act Fδ−  and ( )max,act Fδ − , respectively.  Between these two values, the beam 
displays transient negative stiffness behavior by snapping from one stable state, where 
the beam midpoint is located at –δcrit, to another, where the midpoint is located at δcrit.  A 
reasonable first order estimate of the negative stiffness value of the beam between points 
(a) and (b) is given by Eq. (VII.2.13). 
 




→ ≈ −  (VII.2.13) 
 
These two states and an intermediate unstable equilibrium position for a bistable buckled 






Figure 7.5: General illustration of bistability of a buckled beam.  The upper plot shows system energy, E, 
versus state the variable, X, which is the displacement of the beam midpoint.  Points 1 and 3 are both 
strongly stable and have the same stored energy.  Point 2 represents an unstable equilibrium position. 
 
 As previously mentioned, for a bistable structure to pass from one stable 
equilibrium position to the other requires that the environment supply energy known as 
the activation energy, actδE .  The activation energy is a key parameter for understanding 
how to induce negative stiffness behavior in true applications.  If the work done on the 
bistable system is not adequate to induce snap-through from one bistable position to the 
other, only positive stiffness is observed.  Figure 7.6 depicts both the case where (a) the 
supplied energy is sufficient to create snap through and (b) the supplied energy is 








Figure 7.6: Two possible behaviors of a buckled beam when submitted to a transverse force at its 
midpoint.  (a) Snap-through, or negative stiffness, behavior is observed if the product Fδ = Eact.  (b) 
Bounce back, or positive stiffness, is observed if Fδ < Eact.  Image from Qui et al [211]. 
 
To take advantage of the interesting properties of a bistable system brought about by 
transient negative stiffness, it is essential to understand what activation energy must be 
supplied to the system.  Integration of the force versus displacement curves of Figure 7.4 
shows that the activation energy required to cause beam snap through is given by Eq. 
(VII.2.14). 
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Indefinite integration of the force versus displacement curve yields a general expression 
for the internal energy of the strained beam as a function of transverse displacement.  The 
result is an expression for the internal energy which is a fourth order function of the 
transverse displacement, δ, in the form of Eq. (VII.2.15) [210]. 
 
  2 41 2norm norm normK K Cδ δ= − + +E  (VII.2.15) 
 
K1 and K2 of Eq. (VII.2.15) represent stiffness terms related to the beam properties and 
geometry and C is a constant of integration related to the strain energy due to axial 
compression [210].  Neglecting the constant C, which results in vertical translation of the 
curve, Equation (VII.2.15) is plotted in Figure 7.7 for the same axial loads as those given 





Figure 7.7: Normalized internal energy of a transversly loaded beam with axial load verus transverse 
displacement, adapted from Saif [210].  Points (i) and (iii) represent bistable half-wavelength buckled 
states while point (ii) represents a full wavelength “S-shape” unstable equilibrium position. 
 
Figure 7.7 clearly shows that the bistable behavior of a buckled beam is consistent with 
expect behavior shown in Figure 7.5.  Note that points (A), (B), and (C) of Figure 7.7 
corresponds to the configurations represented by points (1), (2), and (3) of Figure 7.5, 
respectively.  Point (B) is of particular interest as it represents a condition of unstable 
equilibrium where any perturbation drives the system to one of the lower energy 
configurations and elicits negative stiffness.  In other words, the activation energy is zero.  
Obviously such behavior would be ideal for true applications since a disturbance of any 
magnitude would incite negative stiffness and the associated extremal behavior.  
Unfortunately, the ability to place a beam, or any other structure, in this precarious 
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configuration and then stabilize it is far from trivial, especially for material systems.  
Note, however, that research which assumes that negative stiffness exists a priori within 
a system assumes that the negative stiffness domains assumes an precarious configuration 
analogous to that of point (B).  The stability of an idealized “beam” structure placed in 
the S-shaped configuration in is discussed in more detail in Section 7.2.2.2. 
 One very important observation of bistable behavior is that despite the fact that 
the system requires input energy to elicit negative stiffness, snap through results in net 
work being done on then environment.  To clarify this point, consider the buckled beam 
with linear spring force attached at its midpoint shown in Figure 7.8.  Note that this 
illustration is only valid if the restriction given in Eq. (VII.2.16) applies to the stiffness of 
the linear spring fixed to the left-hand side of the beam mid-point. 
 
  a bbeamk k





Figure 7.8: Schematic of transverse inducing snap through of a buckled beam.  (I) Displays physical 
processes, and (II) displays the spring force generated at each point shown in (I).  Net work is done 
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Figure 7.8 represents four snap-shots of one possible transverse loading path on a buckled 
beam by an external source via a spring of stiffness k restricted by Eq. (VII.2.16).  This is 
done to illustrate how a system displaying bistable behavior does work on its 
environment.  The configuration labeled (i) depicts the buckled beam in its “free state.”  
That is, its motion constrained in the y-direction, inducing bistability, but it is not yet 
loaded by the spring.  Energy is then put into the beam by moving the left-hand side of 
the spring in the positive x-direction until the force in the spring reaches a value of Fmax.  
This process is depicted by configuration (ii).  Note that a reasonable estimate of the 
compressed spring length, lc, and the total travel of the left-hand side of the spring 
required to reach Fmax can be determined from the model provided by Saif and the spring 
stiffness. 
 At this point it is reasonable to assume that the left-hand side of the spring is fixed 
if condition (VII.2.16) is met.  The reason for imposing this restriction is that once Fmax is 
attained, the force required at some incremental distance, δx, to the right of δact is still 
positive, though less than Fmax.  If max actk F δ< , it can be shown that the force in the 
linear spring will be sufficient to continue to displace the beam without requiring further 
imposed displacement on its left-hand side.  The remainder of the beam travel will take 
place without further displacement input from the environment due to the bistability of 
the beam.  However, the spring continues to deliver energy to the beam until the beam 
midpoint is such that the spring length attains its free length, which is illustrated as 
configuration (iii).  At configuration (iii) the midpoint is located at some value denoted δ0 
which is 0≥  given that condition (VII.2.16) is met.  At this point, the total energy 
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imparted to the beam by the linear spring, inputspE , is given by Eq. (VII.2.17) and is related 
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Further beam midpoint displacement is achieved solely due to beam bistability.  
Configuration (iv) depicts the buckled beam in its final location denoted as fδ .  Note that 
f critδ δ<  due to the force generated in the linear spring.  Equation then defines the work 
done on the spring by the bistable system, beam envW → , using the variables introduced in 
Figure 7.8. 
 
  ( )20beam env fW k δ δ→ = −  (VII.2.18) 
 
 A few important points should now be highlighted with respect to the idealized 
behavior shown in Figure 7.8 and discussed in the preceding paragraphs which can be 
generalized to any bistable system.  First and foremost, it is essential to recognize that the 
bistable condition has clearly been shown capable of doing work on its environment, in 
this case the linear spring, after an the environment inputs the activation energy.  The 
amount of work done on the environment depends on many factors which are specific to 
each bistable system and its environment.  However, the inequality given in Eq. 




  BiSt env actW δ→ ≤ E  (VII.2.19) 
 
Where BiSt envW →  represents the work done on the environment by the bistable system.  
Further, recall from Chapter II that if the environment is lossy described with a loss 
factor, η , the total energy dissipated, D, upon forcing the system through a cycle from 
configuration (i)  (iv) and back (iv)  (i) is reasonably well approximated with Eq. 
(VII.2.20). 
 
  ( )act BiSt envD Wη δ →≈ +E  (VII.2.20) 
 
This can be compared to the dissipation given in Eq. (VII.2.20) that of a lossy 
environment imparting a total strain energy, actδE , to a positive stiffness system.  
Equation (VII.2.21) shows that negative stiffness associated with bistability affords a 
percentage increase in absorption whose theoretical limit is 100%. 
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The enormous increase in dissipation is a direct result of the work done on the 
environment by the bistable system during snap through behavior.  This is in concert with 
the discussion of Chapter II regarding strain energy and energy dissipation in viscoelastic 
materials. 
 One further informative point notes an observation by Lakes [18] which was 
confirmed in Figure 7.2.  The observation being that the maximum increase in 
macroscopic damping due to negative stiffness inclusions in a lossy matrix occurs when 
the ratio of the inclusion shear modulus, Iμ , to matrix shear modulus, Mμ , is 
1.1 I Mμ μ− ≈ .  This analogous to restriction (VII.2.16) placed on the current example.  
Thus the simple one dimensional example of Figure 7.8 seems to confirm observation of 
three dimensional variational models.  Further the 1D representation appears to provide 
an explanation for the behavior, namely that the absolute value of the inclusion modulus 
must be greater than that of the matrix in order to maximize the work done on the lossy 
matrix. 
 It is essential to stress that the concept if bistability is not restricted to structures, 
but that it can be generalized to the behavior of a continuous material.  Indeed, Landau 
theory predicts that some crystalline materials, which are known as ferroelastic or co-
elastic, experience bistability under specific thermomechanical loading conditions [221].  
The bistability is a phase transformation where the crystalline structure of the ferroelastic 
exhibits a “spontaneous strain.”  Just as a buckled beam switches from one buckling 
mode to the next, the crystal strain appears when the environment imposes the activation 
energy necessary to drive a crystal from one state to another of equal energy.  The phase 
transformation occurs as determined by a temperature dependent sixth order polynomial 
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of strain [222].  The crystalline state, and therefore bistable behavior, is dictated by the 
Helmholtz free energy of the crystal, ( ),F Tε , which is given in simplified form by Eq. 
(VII.2.22). 
 
  ( ) 6 4 21,
4
F T Tε ε ε ε⎡ ⎤= − + +⎢ ⎥⎣ ⎦
 (VII.2.22) 
 
In Eq. (VII.2.22) ε represents that strain imposed on the crystal, and T is a temperature 
measure defined as env crit critT T T T= −  where envT  is the environmental temperature and 
critT  is the critical temperature at which phase transformation takes place in the absence 
of imposed strain.  Representative Helmholtz free energy curves calculated using 





Figure 7.9: Normalized Helmholtz free energy, F, of a ferroelastic crystal as a function of strain for 
several values of temperature. Multiple energy wells when T = -0.5 show that multiple configurations 
exist which minimize the free energy, i.e. that are stable. 
 
 Analogous to the previously discussed bistable beam behavior, stable crystalline 
states are indicated by minimums in the energy function, ( ),F Tε .  Figure 7.9 clearly 
displays that for temperatures lower than the critical temperature, phase change can be 
induced by supplying the crystal with some activation energy.  The crystal only has one 
stable state when above the critical temperature.  Unfortunately, the activation energy 
required to drive phase transformation is much too large to be supplied by low amplitude 
stress waves and is therefore not of interest for quasi-static damping of harmonic 
vibrations.  However, the figure also suggests that at or near the critical temperature, 
0T ≈ , spontaneous strain is induced for very small values of imposed strain.  While the 






































system is at the critical temperature the ferroelastic material behavior exemplifies 
constrained unstable equilibrium position where negative stiffness exists a priori.  Such a 
point is depicted as point 2 of Figure 7.5 and is discussed in Section 7.2.2.2.  This is the 
phenomena that researchers have already employed to produce true materials displaying 
the hallmarks of microscopic negative stiffness behavior, namely extremal macroscopic 
damping [21, 204, 205].  Their studies validate the idea of employing negative stiffness 
to create high loss materials.  The major drawback to employing ferroelastic materials as 
inclusions to induce extremal damping is that the desired negative stiffness behavior can 
only be observed when the system is near a specific temperature, critT .  Another fact that 
restricts the use of ferroelastics is that negative stiffness behavior is only observed when 
single domains are embedded in a host matrix.  This is not a trivial task.  When multiple 
domains are present, phase transformation is coupled with the formation of twins which 
auto-accommodate and produce negligible spontaneous strain to do work on the 
environment [21, 221].  These facts make the use of martensitic phase transformation as 
the mechanism for negative stiffness exceedingly restrictive for the majority of 
applications. 
 
7.2.2.2 Constrained negative stiffness and stability 
 
 It was previously stated that it is possible to constrain negative stiffness systems 
which would otherwise be unstable.  To illustrate this point, consider the S-shaped 
buckled beam shown on the left-hand side of Figure 7.10 and the approximate spring 
model at right in the same figure adapted from the unconstrained case given by Wang and 
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Lakes [217].  The vertical springs are assumed to be pre-compressed to a load, f0, which 
is always positive in the following discussion and whose magnitude is calculated from 
the spring stiffness of the beam in compression, kb, the free length of that spring, lb0, and 
its compressed length, lb. 
 
  ( )0 0b b b b bf k l l k l= − = Δ  (VII.2.23) 
 
 
Figure 7.10: Simplified model of an S-shaped buckled beam permitting an elementary study of 
employing a spring to stabilize the system. 
 
Lyapunov stability for any system is found by inspection of its free vibration state space 
description when it is perturbed from the equilibrium at 0x = .  State space is the 
representation of any dynamic system in the form [ ]=x J x , where x is a vector of state 
variables and x  is the time derivative of x.  The eigenvalues of [ ]J  define the stability of 
the system.  If all eigenvalues of the system are real and negative, the system is 
asymptotically stable.  If the real parts of the eigenvalues or zero, the system is stable 
when the imaginary part is non-zero [223]. 
l0 










 Equation (VII.2.24) describes the free vibration of this system. It assumes small 
perturbation, 1x , and that kt is complex valued, that is that it can be represented as a 
spring-damper system.  Recall that the Fourier transform can be employed to related the 
spring loss factor, η , to the viscous damping coefficient, vc , at a given frequency, ω, 
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Equation (VII.2.24) is represented in state space form given in Eq. (VII.2.25) by 
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 (VII.2.25) 
 
The stability of the system is now found by inspecting the eigenvalues of matrix [ ]J  in 
Eq. (VII.2.25).  The eigenvalues of [ ]J  are given by the roots of expression (VII.2.26). 
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The state of stability of this system is summarized by Eq. (VII.2.27).  Note that stability 
is dependent on the spring stiffness ratio, the viscous damping coefficient, and the pre-
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The eigenvalues of the system can then be written in terms of the constant Z  as shown by 
Eq. (VII.2.28) 
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Z= Z  (VII.2.29) 
 
These results are significant because they show that a negative stiffness system, which is 
unstable when unconstrained, can be constrained with a positive stiffness.  In addition, 
relation (VII.2.27) quantifies the nature of constraint needed to stabilize negative stiffness 
behavior of a simple discrete system, in other words it gives stability criteria. 
 Though the analysis presented in this section for a mass-spring-damper system is 
relatively simple, such stability analysis is less obvious when extended to continuous 
material behavior.  At present the only means to evaluate the stability of a composite 
material system is through evaluation of the positive definiteness of the macroscopic 
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material [186].  This is very useful knowledge, but it tells little about macroscopic 
stability in terms of constituent properties, material composition, and inclusion geometry.  
A significant contribution to the research of effective behavior of media containing 
instable heterogeneities would benefit from a conclusive study with regards to 
macroscopic stability as a function of instable microscopic behavior and geometry. 
 
7.2.2.3 Unconstrained stable negative moduli? 
 
 Section 7.2.1.1 showed that unconstrained negative stiffness behavior is precluded 
from existence due to its thermodynamic unstability.  Wang and Lakes have shown, 
however, that it is possible for a material with hierarchical structure to display an 
unconstrained negative bulk modulus under specific conditions [187].  At present these 
materials have not yet been created.  Section 7.2.1.1 detailed the limits placed on the 
moduli of a homogeneous isotropic material and the physical principles from which these 
limits stem.  If the isotropic material is heterogeneous and has a hierarchical structure, 
however, those limits can be slightly altered [185].  In this a case, Knowles and Sternberg 
have shown that requirement of positive definiteness of C leads to the following limits on 

















Using this information, one observes that it is possible to have a heterogeneous material 
displaying negative bulk modulus if 1ν < − .  Such materials are both macroscopically 
stable while unconstrained and strongly elliptic, meaning the material microstructure will 
not form shear bands (twins) [187, 224, 225].  It is encouraging to observe that Lakes and 
co-workers have created materials with Poisson ratios near –1 [226-228].  Their research 
coupled with the fact that theory does not exclude the existence of stable macroscopic 
materials is very exciting.  However, further research must be carried out to validate these 
theories and create structured materials displaying this promising behavior. 
 
7.2.3 Summary of negative stiffness behavior 
 
 This section has clarified the meaning of negative stiffness by discussing its 
existence with respect underlying physical mechanisms and thermodynamic stability.  In 
brief, the reason negative stiffness is of interest is that it is an indicator of the underlying 
physical behavior of a system doing work on its surroundings.  Negative stiffness is only 
observed after an external source perturbs a system from some metastable state.  
Therefore, the goal of producing materials that take advantage of negative stiffness is to 
create multiscale systems containing metastable domains.  It is asserted here that the 
most realistic manner to achieve this is by either exploiting systems that are bistable and 
have low actuation energies or by employing constraints to confine a system to an 
otherwise unstable state of equilibrium.  In the first case, the energy input to a system 
will drive the bistable system through an instability resulting in net work being done on 
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the environment by the bistable system.  In the second case, input energy will temporarily 
force the system out of the constrained unstable equilibrium position.  The system then 
does work on the environment and is returned to the constrained unstable equilibrium 
position.  In both cases extremal behavior will be observed on the macroscale. 
 With the potential exception of negative bulk modulus/negative Poisson ratio 
materials discussed in Section 7.2.2.3, naturally occurring unconstrained negative 
stiffness materials are unstable or transient.  Further, it has been shown that it is possible 
to constrain negative stiffness materials with a positive stiffness matrix, but the 
relationships between variables such as material moduli and inclusion fractions rendering 
the material macroscopically stable are not well understood.  However, negative stiffness 
is much more prevalent than it may seem.  One very interesting example is hair cell 
behavior in the inner ear of mammals.  These cells have been observed to employ 
negative stiffness to enhance mechanical response to low amplitude signals.  The actual 
mechanism creating this behavior is an active biological element driving the system 
between two stable states [209, 229].  Some other examples of phenomena that could be 
interpreted as displaying negative stiffness are bubble collapse [230-232], micro-bucking 
instability in single cells of cellular foams [186], phase transformation in single domain 
ferroelastic materials [21], and even active control [208].  This section has discussed the 
principles defining negative stiffness behavior and the underlying physical mechanisms 
leading to the extraordinary behavior observed when negative stiffness domains are 
present in a heterogeneous material or composite system.  The next section briefly 
discusses the salient research pertinent to employing negative stiffness to enhance the 




7.3 Observation and modeling of negative stiffness behavior 
 
 A significant amount of recent research carried out by R. Lakes and his colleagues 
[18, 19, 21, 186] has shown that included materials possessing negative stiffness behavior 
can lead to extremely high macroscopic damping properties.  This section explores past 
and ongoing research regarding negative stiffness behavior.  Several types of systems 
which display negative stiffness have been thoroughly investigated.  They fall into broad 
classes: (i) Materials undergoing phase transition, (ii) nanocomposites or nanostructured 
materials, and (iii) materials having domains undergoing structural failure.  These three 
general domains are introduced in the following sections and their relevance for practical 
use in material damping applications is discussed. 
 
7.3.1 Phase transition 
 
 Section 7.2.2.1 discussed ferroelastic crystals and their ability to display negative 
stiffness during phase transition.  According to Landau theory, the existence of negative 
stiffness behavior during phase transformation is suggested by the presence of multiple 
local energy minimums, or energy wells, in the Helmholtz free energy of the crystal as a 
function of crystal strain [221, 222, 233].  Though multiple energy minimums, and 
therefore negative stiffness behavior, exist for all ferroelastic crystals, peaks in material 
damping are rarely observed in ferroelastic materials.  This is due to the fact that the 
energy minimums described by Landau theory describe the behavior at the crystal level.  
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When multiple crystal domains exist and phase transformation occurs, each domain 
displays a spontaneous strain according to its own preference (auto-accommidation), 
twinning occurs, and bands form [221, 224].  The result is a macroscopic stress-strain 
curve that plateaus rather than showing the reduced stress with increasing strain 
characteristic of negative stiffness.  Such are the macroscopic stress-strain curves of 
Shape Memory Alloys (SMA) and Transformation Induced Plasticity (TRIP) steels [234].  
Lakes et al noted however, that it is possible for a single ferroelastic domain near the 
transition temperature, Tcrit, to display negative stiffness behavior [21].  In the case of a 
single domain, the competition between surface and volume energy causes the 
ferroelastic domain to behave according to Landau theory and subsequently display 
negative stiffness [21].  Indeed, extreme damping behavior has been experimentally 
observed in bi-phase materials containing trace elements of single domain crystals 
undergoing phase transformation [21, 204, 205].  Phase transformation of single crystal 
domains appears to be the most straightforward way to induce negative stiffness 
behavior.  Unfortunately, it is very impractical for most real-world applications phase 
transition only occurs at a very specific temperature in the presence of low amplitude 
stress disturbances.  Employing phase transformation as the mechanisms to produce 
negative stiffness is therefore very useful to demonstrate and validate the use of negative 
stiffness to enhance damping, but exceedingly restrictive for the majority of applications. 
 




 One promising, but little investigated and highly theoretical, area of negative 
stiffness research involves the study of material nanostructures and nanoparticle 
embedding which lead to domains of negative stiffness in an otherwise homogeneous 
material.  Examples include preliminary research conducted by Yoshimoto et al [206] 
and Papakonstantopoulos et al [218].  Yoshimoto et al investigated the effects of 
nanostructure of polymer glasses while Papakonstantopouls et al studied the effects of 
nanoparticle potentials on the local properties of nanocomposites.  Both works employed 
molecular dynamics simulations to investigate local mechanical properties of their 
respective materials and found regions of negative stiffness.  They employed Lennard-
Jones potential functions and calculated local mechanical properties using techniques 
introduced by Lutsko [235] which were later augmented by Yoshimoto et al [236].  
These two studies suggest that negative stiffness regions can be induced in a material that 
has the proper nanostructure.  The ability to make homogeneous materials containing 
negative stiffness domains through processing techniques is extremely appealing for 
many reasons.  Most importantly, however, is the fact that homogeneous materials with 
negative stiffness domains are not prone to the same types of failures, such as matrix-
inclusion debonding and poor fatigue performance, as heterogeneous materials. 
 
7.3.3 Single cell foam inclusions 
 
 Yet another negative stiffness mechanism was noted in articles by Moore et al 
[220] and Rosakis et al [237].  Their research on polymer foams from Foamade 
Industries (Auburn Hills, MI, USA), Foamex International (Eddystone, PA, USA), and 
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Scott Industrial Foam (Henderson, KY, USA) showed both theoretically and 
experimentally that single cells of polymer foams display negative stiffness upon 
buckling.  It is interesting to note that these foams exhibit identical behavior on the 
macoscale as ferroelastic materials with multiple domains, and for the same reasons.  
That is, the buckling of large numbers of polymer foam cells is characterized by a 
macroscopic stress-strain plateau [220, 237].  A non-monotonic stress-strain relationship 
betraying negative stiffness is only observed when at the cell level.  This implies that 
employing polymer foam cell buckling as the mechanism to induce negative stiffness is 
complicated by the need to produce materials with single isolated foam cells.  
 
7.4 Proposed structures and research for damping applications 
 
 Section 7.3 recounted existing research regarding negative stiffness behavior with 
respect to extremal damping.  It is obvious from this research that the mechanisms 
exploited to produce real materials exhibiting negative stiffness are quite impractical or 
very too poorly understood for implementation in everyday structures.  For example, 
materials exploiting martensitic phase transformations as the negative stiffness 
mechanism do indeed display significant damping peaks, but only at a very specific 
temperature.  Single cells of polymer foams may also display peaks in damping upon 
collapse, but their behavior requires high energy to instigate collapse.  Negative stiffness 
behavior in polymer foams also require the extremely difficult task of creating isolated 
single cells within the viscoelastic matrix. 
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 This section addresses the evident lack of true materials displaying negative 
stiffness which can be employed as inclusions.  The purpose of this section is to employ 
the fundamental understanding of negative stiffness behavior given in Section 7.2 to 
ideate candidate materials and structures to produce negative stiffness inclusions.  The 
ultimate aim is the creation of micro- and nanoscale structures for implementation in 
common materials and structures which are more practical than those delineated in 
Section 7.3.  It is left to future work to create and validate the following proposals.  Two 
potential candidate mechanisms are identified.  The first is highly theoretical and 
proposes the creation of inclusions containing buckled nanotubes and the second 
proposes employing MEMS technology to produce bistable thin walled micro-tubes.  
Each proposal presents significant challenges, both theoretically and technically, and 
detailed study of each proposal would result in considerable knowledge contribution to 
their respective fields.  Most importantly to the current study, the successful 
implementation of one or both of these proposed solutions would produce inclusions that 
display negative stiffness behavior in the presence of low amplitude disturbances and 
which do not display a high dependency on temperature variation.  The proposed 
structures are therefore more practical for use in common structures.  In short, each 
proposal represents a promising avenue to enhance material performance for a broad 
range of applications requiring high damping and high stiffness. 
 




 Scientific literature is raft with potential applications for carbon nanotubes which 
include mechanical reinforcement, micro-electronics, semiconductors, waste recycling, 
and thermal protection, to name just a few.  Of specific interest to this work is their 
unique ability to undergo very large reversible buckling deformation without damage.  
Such behavior was theoretically predicted by Yakobson et al [238] and verified by Falvo 
et al  [239].  The latter group experimentally buckled isolated nanotubes using a device 
designed by Topometrix Inc [240] and studied the resulting shapes.  It is well known that 
the axial force required to deform a buckled macroscopic tube is not monotonic [214].  
Indeed, Lakes employed a very simple experiment to show that cyclic axial loading of a 
buckled tube leads to negative stiffness behavior due to this non-monotonic axial force 
versus displacement relationship [19].  Theory suggests that non-monotonic axial force 
versus displacement relationships, and therefore negative stiffness, also exist at the 
nanoscale [238, 241], though to the author’s knowledge this has not been confirmed 
experimentally.  It is proposed that the possibility of creating inclusions containing 
buckled nanotubes be rigorously inspected.  Ideally such inclusions could be created to 
display roughly isotropic negative stiffness behavior matched to the specific application 
per material design results such as those given in Chapter VI.  The suggestion of creating 
inclusions containing buckled nanotubes is very ambitious due to the associated 
theoretical and technical challenges.  Many unknowns are associated with this subject 
including, but in no way limited to: (i) detailed studies on their manipulation and 
associated forces and displacements, (ii) focused research on processing bundles of 
buckled tubes to create single “inclusions” having isotropic non-montonic stress-strain 
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curves, and (iii) the ability to include buckled tubes into a material to induce extremal 
macroscopic material behavior due to their negative stiffness behavior. 
 The next section proposes a more practical, though still highly challenging, 
approaches to creating negative stiffness inclusions.  It is proposed that MEMS 
technology be employed to produce microtubes in a bistable energy configuration having 
low activation energies.  Though the theoretical and fabrication challenges associated 
with these tubes are far from trivial, they represent a very promising avenue to creating 
negative stiffness inclusions for a broad range of applications.  Due to the high level of 
control available in fabricating MEMS structures and their continuous improvement, it is 
submitted that microtubes may indeed represent a more promising means to achieve 
negative stiffness behavior than any mechanisms previously mentioned in this work. 
 
7.4.2 Bi-stable microtubes 
 
 Section 7.2.2.1 discussed bistable mechanisms and their relationship to negative 
stiffness behavior in detail.  The present section aims to make use of that knowledge to 
proposing the fabrication of microtubes which are bistable in ambient conditions, have 
low activation energies, and can be activated in the quasi-static domain due to acoustic or 
vibrational disturbances.  The general processing structure to arrive at a bistable state is 
as follows. (i) A thin walled microtube having a length, L, thickness, h, and radius, R is 
created at temperature, TH, from material 1.  (ii)  A solid rod, concentric with the 
microtube, having of length, L, and radius, r, is created at temperature, TH, from material 
2.  (iii)  Still at temperature, TH, the microtube and rod are joined at top and bottom by 
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capping or other practical means.  (iv)  The microtube-rod composite structure is included 
into a matrix material.  (v)  The heterogeneous material is cooled to ambient temperature.  
The microtube-rod structure is illustrated Figure 7.11.  The purpose of microtube-rod 
composite structure design is to define the tube and rod geometries and choose materials 
1 and 2 such that when the composite microtube-rod structure is cooled to the ambient 
temperature the buckling load is achieved within the tube walls. 
 
 
Figure 7.11: General representation of a microtube-rod composite structure to create bistable 
microtube shell walls.  For clarity, tube caps are not shown. 
 
The creation of microtubes is not trivial, but it is a well developed technology patented by 
the United States Air Force [242, 243].  The proposed structure is further complicated by 
the addition of a co-axial rod and adjoining surfaces which make the tube wall buckling 
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dimensional object which must withstand high stresses and many cycles of large strain.  
For the purposes of this section, which is ideation, it is assumed that a similar structure to 
that proposed can, or will, be fabricated. 
 At this stage it is important to give a general sense to modeling the behavior of the 
composite microtube.  The remainder of this section provides an introductory analysis of 
the composite microtube to initiate tube modeling from an analytical standpoint.  More 
detailed analysis, such as finite element methods, is left for future work.  The literature is 
replete with theoretical and numerical studies concerning the complex buckling behavior 
of cylindrical shells.  An excellent overview and literature survey for the behavior of thin 
walled shells is given by Wullschleger and references therein [214].  Other important 
references include Donnell [244], who provides a very approachable models for the 
buckling of thin-walled cylinders, a great overview of nonlinear shell modeling by Doyle 
[245], a concise theory regarding buckling and post-buckling behavior of Budiansky 
[246], and Markus’ [247] complete summary and analysis of the shell vibrations.  For the 
purposes of the current work, only a few basic relationships are necessary to illustrate 






Figure 7.12: Schematic of thin walled cylinder having a height, L, radius, R, and thickness, h. 
 
 Consider thin walled cylinder having isotropic material properties and the 
geometry shown in Figure 7.12.  When this structure is subjected to a linearly distributed 
axial compression load, N, the theoretical buckling load depends on both the geometry 
and material properties of the cylinder.  Wullschleger shows that if the edges are hinged, 
the critical buckling load can be estimated by finding the minimum value for the axial 
load in given by Eq. (VII.4.1) [214]. 
 
















Where β and η represent the number of axial half-wavelengths and complete wavelengths 
along the circumference of the post-buckled cylinder, respectively.  They are represented 
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Expression (VII.4.1) explicitly shows that the value of the critical axial load is quite 
complex and, interestingly, that many different buckling modes may be simultaneously 
induced when the critical load is reached.  Indeed, for intermediate lengths of tube, that is 
those having a length to radius ratio that is neither 1R L  nor 1R L , buckling 
occurs upon satisfaction of Eq. (VII.4.3). 
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Substituting ing Eq. (VII.4.3) into expression (VII.4.1) and dividing by the thickness of 
the cylinder gives a critical compressive stress which will buckle the cylinder.  The 
critical stress level can then be multiplied by the cross-sectional area of the cylinder, 
2A Rhπ≈ , to yield the compressive load required to buckle the thin walled cylinder.  
Expressions for both of these critical entities are given in Eq. (VII.4.4). 
 
  














It is interesting to note that Eq. (VII.4.3) predicts buckling will occur with any number of 
modal number combinations.  This fact may be problematic for actual implementation as 





Figure 7.13: Bistable post-buckled axis-symmetric configuration for microstructures that can 
enhance damping through transient negative stiffness behavior. 
 
Despite this potential difficulty, several points regarding post-buckled behavior are 
important.  (i) Any buckling mode will have at least two alternate configurations.  
Negative stiffness will therefore be observed when external loading in the x-y plane 
exceeds the activation energy needed to switch between any alternate configuration of 
equal energy.  This means that though more than the n = 0, m = 1 bistable mode will be 
present, enhanced damping due to transient negative stiffness is still observed. (ii) Higher 
modes (those with higher modal numbers) undergo smaller displacements when 
switching between states [214].  This more than likely will lead to decreased lossy 
behavior despite the presence of negative stiffness.  Only further detailed research can 
quantify the extent of degradation to damping enhancement caused by the presence of 
higher modes.  (iii)  The simple linear analytical model employed to give Eq. (VII.4.1) 
and (VII.4.3) may neglect either geometric or material property aspects that limit the 









make a structure pre-disposed to a specific mode by alter the wall or internal stress 
profile.  Again, further research must be conducted in order to gain a more detailed 
understanding of the resulting post-buckled configuration.  This may permit the 
researcher to control the onset of buckling and the final post-buckled form. 
 Equation (VII.4.4) defines the theoretical axial stress level at which the tube will 
buckle.  For the composite microtube-rod structure proposed here, the stress level in both 
elements is brought about uniquely by a mismatch in thermal expansion coefficients, ijβ , 
and the difference between the fabrication and ambient temperatures, 0HT T TΔ = − .  To 
define the temperature at which tube wall buckling will occur a generalized form of 
Hooke’s law which includes the effects of temperature must be employed [185]. 
 
  ij ijkl kl ijC Tσ ε β= − Δ  (VII.4.5) 
 
Assuming the rod and tube are perfectly bonded requires equality of axial strain in both 
elements: 33 33
T Rε ε= .  The expression for the critical stress given in Eq. (VII.4.4) is then 
used in conjunction with Eq. (VII.4.5) and axial strain compatibility to define a material 
dependent expression for the temperature change required to induce tube buckling. 
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Where the Ex is the Young’s modulus of material x, 1,2β  represents one element of the 
matrix of thermal expansion coefficients ijβ , and the critical stress is defined with respect 


















Equations (VII.4.6) and (VII.4.7) give an initial guideline to the choice of materials to 
employ to create bistable microtubes. 
 Several other important points, ideas, and potential problems should be 
considered for the designing of these microtube inclusions.  They are listed here. 
 
 The matrix surrounding the composite microtube must have a higher volumetric 
coefficient of thermal expansion to ensure that the bistable tube walls be pushed 
somewhere between either bistable two positions.  This is an example of the 
creation of materials having negative stiffness domains which exist a priori. 
 
 The proposed configuration introduces several difficulties, one of which is the 
need to induce large stress levels to put the microtube into its buckled state.  Qiu 
et al [211] created a bistable beam mechanism by joining two curved beams at 
their mid-point.  This was done because thermally induced buckling has been 
observed to be difficult using micro-manufacturing techniques.  There is 
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considerable merit in exploring the extension of this technique to concentric 
cylinders. 
 
 To eliminate the presence of higher buckling modes it may be of interest to study 
the feasibility and effect of adjusting tube wall profiles. 
 
 Fatigue will pose a very real problem in the tube, rod, and matrix materials.  All 
materials are under elevated cyclical stress levels and the tube walls will undergo 
large deformations.  It is essential to consider fatigue problems when employing 
these or any other negative stiffness inclusions. 
 
 Tube-matrix and tube-cap debonding will also pose a serious problem to 
implementing bistable structures for damping purposes.  This problem is stems 
from negative stiffness behavior in general, namely the high strain amplitudes 
induced during snap through. 
 
Though the creation of bistable microtubes present many challenges, the proposed 
structure has several significant benefits.  First, the axis-symmetry of the induced 
bistability guarantees that negative stiffness will be activated in quasi-static loading 
conditions.  Another important benefit of this structure is that it has much more promise 
the most other candidate materials that are known or theorized to display negative 
stiffness.  Ferroelastics do display negative stiffness due to phase transformation.  
However that behavior only occurs at very specific temperatures which is a definite 
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impediment to their widespread use.  Material heterogeneities displaying stable negative 
bulk moduli have also been proposed to enhance damping.  Unfortunately such materials 
must simultaneously display Poisson ratios < -1, a material that has yet to be fabricated 
and represents a very significant technical challenge.  One last benefit of the tubular 
structure is the ability to construct a transversely isotropic stiffness matrix to describe its 
behavior.  This can be done by employing a finite element approximation of the post-
buckled tube behavior and a procedure similar to that employed by Shen and Li [248].  
They employ four stress-strain tests can be used to approximate the moduli of a tube.  
Specifically, axial tension yielding zE  and pzν , axial torsion giving pzμ , biaxial plane 
stress applied in the plane of symmetry to obtain the plane stress bulk modulus, pK , and 
biaxial shear test in the plan of symmetry to yield pμ .  Note that the transversely 
isotropic stiffness tensor, in Voigt notation, is written in terms of properties aligned with 
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This stiffness matrix can then be employed in mean-field modes such as those developed 
and employed throughout this work.  As an illustration, consider the acoustic wave 
amplitude attenuation per wavelength, 'kα , discussed in Section 5.5.4 for a PVB matrix 
containing 2% by volume of randomly oriented pin-shaped isotropic inclusions 
( 1 1/10a b a c= = ).  The material properties for PVB can be found in Chapters IV, V, 
and VI and the assumed inclusion Poisson ratio is 0.20Iν = .  The Poisson ratio was 
chosen arbitrarily for the purposes of illustrating the ability to successfully integrate 
tubular shapes with negative bulk moduli to approximate peaks in lossy behavior.  The 
results are encouraging for future research, displaying significant peaks in macroscopic 
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Figure 7.14: Effective compressional and shear wave amplitude attenuation per wavelength versus 
ratio of inclusion to matrix bulk moduli for a 2% inclusion fraction. The matrix material the PVB 
material employed as interlayer material in Chapters V and VI and the inclusion Poisson ratio is 
assumed to be νI = 0.20. 
 
7.5 Chapter summary 
 
 The ability to design and create inclusions displaying negative stiffness is crucial 
to the fabrication of high loss – high stiffness materials.  This chapter explored the roots 
of negative stiffness behavior in detail, discussed existing research and observations of 
negative stiffness, and proposed two very different, but promising, avenues to create 
negative stiffness inclusions.  Unfortunately, both proposals require significant focused 
research and technological advancement before they can be successful created.  Research 
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on the creation of negative stiffness materials, however, is of high value both from 
theoretical and practical standpoints.  The insight gained by searching to understand and 
implement mechanisms displaying negative stiffness will directly influence the creation 
of a generation of materials displaying previously unattainable property combinations. 
 One final note is in order regarding the proposals of this chapter.  Namely: the 
insight gained in this chapter is a direct result of implementing a top-down design 
methodology to explore the multiscale design space of an automobile windshield.  This 
chapter is, therefore, a confirmation of the power of the top-down/inductive material 
design approach to efficiently identify unique solutions paths for existing problems and to 









8.1 General conclusions and perspectives 
 
The principal objective of this thesis is the derivation, development, and 
validation of a multiscale model to explore microstructural aspects that lead to 
enhanced damping behavior for future creation, design, and development of 
materials with high capacity to absorb mechanical energy. 
 
 The above statement recounts the principal thesis objective which was 
annunciated at the outset of this work.  Satisfaction of the principal objective was 
accomplished by sequentially satisfying two secondary objectives.  Those secondary 
objectives can be paraphrased as (i) a perfection of the understanding of heterogeneous 
multiscale viscoelastic material behavior, and (ii) an implementation of this 
understanding to improve the performance of structures requiring the absorption of 
mechanical energy.  To achieve these objectives this thesis first concentrated on 
furthering the fundamental understanding of multiscale heterogeneous viscoelastic 
material behavior.  Intertwined with the need for an understanding of this behavior is the 
ability to successfully model the effective lossy properties of a multiscale viscoelastic 
material.  Of specific interest was the desire to understand the principal variables 
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governing the capacity of a material to absorb mechanical energy and how this could be 
applied to problems of wave propagation in absorptive media.  These topics are the 
subjects of Chapters III and IV of this thesis.  The pertinent results relating to the thesis 
objectives are summarized below in Sections 8.1.1 and 8.1.2.  Next, it was postulated that 
the models developed and validated in Chapters III and IV could be integrated as a tool 
for the design of high loss materials and systems.  To that end a nested multiscale model 
linking microstructural variables to structure level performance of an automobile 
windshield was created.  A design strategy and methodology was then obtained from the 
systems design field.  The desired characteristics of the design approach was one that 
aided in design space exploration to improve performance of a specific structure while 
simultaneously aiding in gaining knowledge on how to enhance the material damping 
capacity.  Chapters V and VI detail the creation of the nested multiscale model and its 
implementation in an optimal design protocol, respectively.  Subsequently, Chapter VII 
explores the intriguing results issuing from the design space exploration.  The results 
relating to the satisfaction of this secondary objective are summarized in Sections 8.1.3 
and 8.1.4. 
 It is obvious that the two objectives are not independent.  Indeed design of lossy 
materials heavily depends on the designer having minimum level of understanding of the 
fundamentals of viscoelastic material behavior.  Traditional design approaches placed a 
premium on material behavior knowledge, while the design approach was simply seen as 
an efficient means to optimize overall behavior in the face of conflicting goals [119].  
Interestingly, the employment of certain types of design techniques can reciprocally yield 
significant insight into material behavior.  Such is the case of inductive materials design.  
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Inductive design is a top-down design approach which lends easily exploration, 
discovery, and creation [5, 178].  This thesis has implemented and illustrated that the 
coupling of a robust multiscale modeling techniques with and inductive design approach 
provides a potent methodology to design materials to the microscale.  Further, the results 
have shown that this particular combination allows the designer to efficiently gather 
knowledge of sub-microscale materials and mechanisms that significantly enhance the 
absorption of mechanical energy. 
 Because multiscale models represent the most powerful tools of a researcher for 
studying material behavior at all length and time scales, the development and study of 
multiscale material models is one of the most active research area of material design.  
Consequently, a significant portion of the research presented in this thesis concerns the 
derivation and developed a quasi-static self-consistent micromechanical model.  The 
model was subsequently implemented as a tool in an inductive material design protocol 
to design of high loss materials.  The material model and design protocol embody the 
satisfaction of the two secondary thesis objectives stated at the beginning of this section.  
The model, design protocol, and results ultimately lead to the achievement of the primary 
thesis objective, which required four distinct steps.  The first step was the derivation of a 
robust quasi-static frequency domain micromechanical model for application to a wide 
range of VE particulate composite materials.  Chapter III addressed model derivation by 
extending Cherkaoui’s static SC coated inclusion model [23, 24] to include VE behavior 
of the constituent phases.  The model was further developed via DSCT tensor 
formulation, thereby permitting the approximation of a broad range of VE particulate 
composites.  The second step was the validation of the quasi-static SC model through 
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comparison with complex bounds and experimental data, the subject of Chapter IV.  This 
chapter ensured that no laws were violated in model derivation and displayed model 
accuracy for both static and quasi-static applications.  The third step in achieving the 
thesis objective was SC model implementation into a multiscale structural model.  This 
was achieved in Chapter V through modeling the dynamic behavior of a viscoelastically 
constrained sandwich plate, representing an automobile windshield, through a hierarchy 
of nested models.  The final step entailed the integration of the micromechanical model 
and nested structural model describing windshield material behavior into a compromise 
decision support protocol (CDSP) in Chapter VI.  CDSP implementation allowed 
efficient design space exploration and yielded well defined design criteria to optimally 
enhance multi-objective windshield performance.  In addition, design space exploration 
results informed the design process by showing negative stiffness behavior to be the 
variable of highest importance for absorptive material behavior.  In consequence, Chapter 
VII gave a detailed investigation of the roots of negative stiffness behavior and suggested 
means to create inclusions displaying negative stiffness.  The following subsections 
summarize the important contributions and developments of each section of this thesis, 
give perspectives on the results, and suggest future avenues for detailed study. 
 
8.1.1 Quasi-static model development 
 
 Frequency dependent approximations of heterogeneous material damping 
properties depend strongly on the frequency range of interest.  This thesis has been 
restricted to applications where mechanical loading in the frequency domain is well 
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represented as being spatially homogeneous and varying with time.  It has been shown 
that this frequency range corresponds to heterogeneity length scales, a, which are much 
smaller than the incident wavelengths, λ.  This frequency domain is called the “low 
frequency” limit, low ka scattering, or the Rayleigh scattering limit.  It is well known that 
material behavior in this domain can be captured through static models by applying the 
elastic-viscoelastic correspondence principle.  Based on this reasoning, this thesis 
proposed a micromechanical modeling approach rather than a scattering based model.  
Micromechanical modeling approximates macroscopic frequency dependent behavior 
uniquely through constituent material behaviors and neglects inertial effects present in 
scattering models.  Despite the fact that such an approach limits modeling to the quasi-
static domain, it greatly enhances the range of materials whose frequency dependent 
effective behavior is accurately approximated.  It is for this reason that the 
micromechanical approach has been chosen to be developed as a material design tool. 
 The micromechanical model derived in Chapter III is an extension of the static 
coated inclusion self-consistent model introduced by Cherkaoui et al [23, 24].  Section 
3.2 investigated modeling the simple case of coated ellipsoidal inclusions embedded in an 
infinite matrix.  The model approximates the presence of inhomogeneities as a spatial 
variation of elastic constants in accordance with Zeller and Dederichs [68].  Application 
of this approach in the static domain yields an integral equation based on Green’s 
formalism for the local strain field.  The resulting Green’s function relates material 
stiffness contrast between matrix, inclusion, and coating phases to a distribution of 
volume forces.  Extension of the static model to the quasi-static frequency domain 
requires this distribution of volume forces to become time varying and integrates the 
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static integral equation across all frequencies.  Finally, application of interfacial operators 
and volume averaging local strain fields yields a quasi-static SC micromechanical model 
for VE particulate composites containing coated ellipsoidal inclusions. 
 The quasi-static model derived in Section 3.2 is limited to the approximation of 
effective material behavior resulting from a host containing identical spherical or 
ellipsoidal inclusions which are identically orientated in space.  This limitation is 
addressed in Section 3.3 where the model is generalized by extending the representative 
volume element to include multiple coated inclusion families, each having identical VE 
behavior, inclusion geometry, and spatial orientation.  This is achieved through a dilute 
strain concentration tensor (DSCT) approximation scheme.  Generalization through 
DSCT yields a much more flexible model which is capable of accommodating a vast 
range of materials containing coated inclusions with various VE behaviors, ellipsoidal 
geometries, and spatial orientation distributions. 
 
8.1.2 Model validation 
 
 The quasi-static micromechanical model derived in Chapter III was first validated 
before attempting implementation of the model as a material design tool.  Model 
validation and application was the aim of Chapter IV.  The chapter first compared quasi-
static SC estimates to complex bounds from the literature.  Comparison with bounds has 
a two fold purpose.  Bounds on the effective behavior of composite materials describe the 
limits of possible effective material properties based on minimal and maximal energy 
restrictions.  They are dependent on constituent material properties, inclusion geometries, 
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and the volume fractions of each phase.  Disagreement with bounds invalidates a material 
model as it implies that physical laws have been violated during model derivation.  For 
this reason, verification that a proposed effective medium theory (EMT) falls within 
accepted bounds is a first order check of model validity.  The second purpose for 
comparison with bounds is to check model optimality.  Because bounds are derived based 
on upper and lower energy restrictions, the closer a model approximation lies upper or 
lower bounds, the closer that model is to describing optimal behavior due to phase 
composition, inclusion geometry, inclusion orientation, or any combination of these 
factors.  The quasi-static SC model was compared with three specific complex bounding 
methods taken from the literature for these reasons.  Section 4.2 clearly shows that the 
three phase model falls within the bounds proposed by Roscoe [137, 138] as a function of 
frequency and inclusion volume fraction.  The two-phase isotropic SC model was then 
successfully compared with the variational and translational bounds for complex shear 
and bulk modulus introduced by Gibiansky and Lakes [144] and Milton and Berryman 
[143], respectively.  This study validates the derivation given in Chapter III as well as the 
implementation of the resulting model in the quasi-static frequency domain. 
 
8.1.2.1 Homogenization of composites containing oriented ellipsoidal inclusions 
 
 Section 4.3.2 employed the SC model to evaluate the effective VE constants of an 
isotropic VE matrix containing coated, ellipsoidal elastic inclusions.  The lossy behavior 
of the resulting anisotropic composite was captured by introducing complex frequency 
dependent matrix material moduli.  The section investigated the effects of constituent 
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phase properties, inclusion orientation, and inclusion aspect ratios through a series of 
parametric studies and comparison with experiment. 
 This validation step first investigated the transmission loss (TL) of a plane wave 
normally incident on a slab of VE composite submerged in water for oblate, coated, 
inclusions with aspects ratios ranging from 1.0 (spherical) to 2.5.  For the range of 
material properties used, the effect of the inclusion geometry on the TL was modest, less 
than 2 dB, but agreement with the spherical inclusion approximation and experimental 
data taken from Baird et al [26] was good.  Next, the variation of plane-wave attenuation 
coefficient was studied as a function of inclusion orientation angle for the same 
constituent material properties presented in the TL study.  Directional dependence in 
accordance with the physical dissipation mechanisms were shown to be captured by the 
quasi-static SC model.  The complex effective sound speed of the material was then 
evaluated as a function of frequency, constituent properties, and volume fraction.  The 
effects of different inclusion geometries such as penny-shaped, needle-shaped, oblate, 
and prolate have also been studied.  The results of all these studies clearly showed that 
the quasi-static SC model predicts directional variations of composite material lossy 
behavior induced by aligned ellipsoidal inclusions.  The given calculations and discussion 
of Section 4.3.2 further verify that the quasi-static micromechanical model allows for a 
level of generality in modeling of lossy composites where scattering based approaches 
are limited.  As such, it is possible that it could be a useful tool in the design of new 
anisotropic damping materials for numerous applications, including cases where the 





8.1.2.2 Homogenization through DSCT formulation: Orientation distribution, multiple 
scale modeling, and coating thickness variations 
 
 The next validation step presented was an inspection of the quasi-static DSCT SC 
model.  The SC model was modified in Section 3.3 though dilute strain concentration 
tensor formulation in order to allow for the approximation of the effective properties of 
composites with many disparate coated-inclusion properties, geometries, and orientation 
distributions.  To illustrate the improved modeling flexibility of the DSCT formulation, 
several cases studies were presented in Sections 4.3.3, 4.3.4, and 4.3.5.  Section 4.3.3.1 
showed that DSCT SC approximation of the lossy properties of globally isotropic 
composites containing uniform orientation distributions of ellipsoidal inclusions has good 
qualitative agreement with a model proposed by Berryman [27].  The formulation was 
then shown in Section 4.3.3.2 to capture the effects of varying the orientational 
preference of ellipsoidal inclusions through a parametric study of the compressional wave 
attenuation coefficient of a bi-phase lossy composite.  This is verified by comparison 
with experiment in Section 4.3.3.3.  That section showed, through comparison with 
experimental values from Hornby et al [29], that the DSCT SC model has the ability to 
accurately homogenize composites containing multiple inclusion types together with 
preferential orientations of select inclusion phases.  In Section 4.3.4, the multi-scale 
capability of the DSCT SC model was illustrated.  A SiC-Al composite studied be 
Ledbetter and Datta [30] was idealized as consisting of three distinct length scales.  The 
effective stiffness coefficients calculated using this formulation were shown to have good 
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agreement with experimental values.  In both Sections 4.3.3.3 and 4.3.4.1 another 
strength of the coated-inclusion DSCT SC formulation was indicated, that being the 
simple extension to the form of a generalized SC model for bi-phase composites.  The 
GSC scheme shows slight improvements of approximation without adding modeling 
difficulty.  Finally, the DSCT SC model was shown capable of improving the accuracy of 
TL approximations for a previously studied composite [26, 38, 150] by taking variations 
in inclusion coating thickness into account.  The comparisons detailed above illustrate the 
flexibility and level of generality achievable using the quasi-static DSCT SC model.  The 
model is not without its drawbacks, however, and several points of caution must be 
addressed.  First, it is known that SC models can display some numerical instability due 
to its implicit form.  This drawback with respect to this particular model has been 
discussed at length and must be considered when modeling composites with high contrast 
phases.  Another drawback of the model, which is also linked to its implicit nature, are 
the singularities observed in the imaginary part of the complex wavenumber around the 
threshold of rigidity for high contrast composites.  With these drawbacks in mind, the 
level of achievable generality and accuracy of the DSCT SC model detailed above far 
outweigh these negative aspects in most cases.  Indeed, given the ability of this 
formulation to capture the effects of such complex material microstructure in the static 
and quasi-static regimes, it is an ideal candidate for materials design studies for damping 
applications. 
 




 Chapter V investigated quasi-static SC model implementation as a material design 
tool by presenting and studying the damping behavior of a multi-scale structure.  The aim 
of this chapter was to provide an introductory level example of quasi-static SC model 
implementation in the design of a lossy structure.  This was accomplished by studying the 
damping properties of a simple structure: a vibrating constrained sandwich plate.  A 
vibrating sandwich plate was chosen to represent an automobile windshield, a common 
structural element.  Such a choice clearly shows practical implementation and the 
potential wide-range impact of the materials design approach.  This study provided 
preliminary insight into the role the quasi-static SC model can play in a material design 
strategy and laid the groundwork for more detailed research. 
 A constrained sandwich plate was idealized as consisting of four distinct length 
scales.  These length scales are, from shortest to longest: (i) the constituent material 
microstructure, (ii) the macroscopic plate material, (iii) the structural element, and (iv) 
the constrained structure.  The lossy behavior of this structure was modeled using a 
nested hierarchy of models where each model was capable of making one or more scale 
transitions.  The lossy behavior of the structure as a whole was approximated by the loss 
factor of the first mode of vibration calculated for a viscoelastically constrained sandwich 
plate or beam.  Modal analysis was performed via classic methods discussed by Liessa 
[174].  This study quantified lossy behavior at the highest length scale.  Structure level 
behavior required information about element level behavior in order to make the scale 
transition from length scales (iii)  (iv).  The structural element of interest to this case 
study was represented by a sandwich plate and was modeled using a simple constrained 
layer damping model introduced by Ross, Kerwin, and Ungar (RKU) [31].  This simple 
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analytic model yielded insight into lossy sandwich plate behavior based on constituent 
plate layer material behavior and geometry.  The RKU model was successfully employed 
to model the effective sandwich plate behavior as a function of frequency and made the 
scale transition from macroscopic plate materials and geometry to structural element, 
represented as length scales (ii)  (iii).  The final model employed was the SC model 
which has already been discussed in detail and which performed the scale transition from 
constituent material microstructure to macroscopic material behavior, length scales (i)  
(ii).  This section showed that the SC model gives added design variables, design 
flexibility, and behavioral insight to the design process.  The multi-scale structural 
behavior approximation via the nested hierarchy of models approach was verified by 
comparing results calculated for a viscoelastically constrained vibrating sandwich beam 
with finite element approximations that employed a model proposed by Daya and Potier-
Ferry [166]. 
 The case study presented next employed the SC model to enhance part and 
structural level damping capacity.  The aim of this study was to quantify the effects of 
microstructural variations on part and structural damping properties.  This was done by 
studying the effect of voiding the sandwich plate VE interlayer.  The first effect of 
voiding the VE interlayer inspected was its influence on the damping properties of the 
structural element length scale.  5 – 10% increases in sandwich plate damping capacity, 
measured by amplitude attenuation per flexural wavelength, ,'ˆˆ flex flexkα , were shown for 
interlayer void fractions of 10% or less.  Though this is significant, the effects observed 
at the structural length scale were marginal.  Calculations of circular sandwich plate 
modal loss factor showed a quadratic dependence on void fraction, but the magnitude of 
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this influence was minimal.  Indeed, 10% interlayer void fraction was only shown to 
increase modal loss factor by ~2% over the non-voided interlayer case while the 
sandwich plate suffers a simultaneous significant reduction in flexural resistance upon 
introduction of voids.  The effects of interlayer void fraction was also inspected via the 
frequency dependent TL of the sandwich plate using the nest multi-scale modeling 
approach coupled with fundamental acoustic relationships given by Pierce [32].  
Interlayer voiding showed minimal TL improvement at coincidence.  The improvement 
calculated was merely 2 dB, a level almost imperceptible to human hearing.  Though the 
modeling approach was validated by this case study and microstructural influence was 
observed to propagate through lengths scales, these results were discouraging in terms of 
design benefit. 
 Fortunately, new research suggests that very small volume fractions of instable 
inclusions yield extreme increases in macroscopic damping behavior [18, 19, 21].  The 
set of material models was therefore solicited to approximate windshield TL for a 
sandwich plate whose interlayer contained trace amounts of a hypothetical instable 
material.  The results of this multi-scale study showed the propagation of these 
microstructural variations through multiple length scales finally manifesting in very 
effective increases in structural level damping.  Additions of only 1% instable inclusions 
nearly removed the TL coincidence notch, and 4% inclusions were shown completely 
damp coincidence phenomena.  Though the material studied was hypothetical, such 
broadband material damping have been experimentally observed by Lakes et al [19, 21], 




8.1.3.1 Integration of micromechanical model and a compromise decision support 
protocol 
 
 Top-down material design represents a very promising approach to material 
design.  One such top-down approach is known as decision based design (DBD).  Chapter 
VI employed a specific form of DBD, known as compromise decision support protocol 
(CDSP) to design materials for optimal performance of the automobile windshield 
discussed in Chapter V.  The top-down CDSP approach gives a well-defined structure to 
efficiently solve the inverse problem of specifying material microstructure based on 
properties needed to fulfill design requirements.  The specified design requirements were 
to improve its acoustic performance while simultaneously reducing weight and minimally 
reducing in-plane stiffness.  The analysis served two purposes.  First, the results shed 
light on sub-microscale behavior and structure that lead to significant enhancements of 
the macroscopic material damping.  Second, the results validated the integration of a top-
down design methodology and micromechanical techniques to concurrently design 
structures and their constituent materials.  Some key design results issuing from the 
CDSP-SC model integration are listed below. 
 
 ~70% of trial configurations yield superior performance to a standard windshield. 




 Up to 11 dB increase in TL at 4 kHz is predicted.  (A 10 dB drop in sound 
pressure level is roughly equivalent to the difference in noise level between busy 
traffic and that of a two person conversation.) 
 On average the in-plane stiffness is increased by 17%.  Increased in-plane 
stiffness permits a decreased total thickness and, in turn, decreased weight.  
Weight reduction is a key thrust for increased automobile fuel efficiency. 
 On average the coincidence moved from 4 kHz  2.3 kHz.  This leads to a 
significant decrease in the perceived sound transmission. 
 
Chapter VI of this thesis achieved several different goals.  Foremost it has detailed a 
successful integration of micromechanical modeling and a CDSP design methodology.  It 
also resulted in the creation of a simple, interactive, design tool to carry out a calculation 
strategy to explore the windshield design space.  This serves as a concrete illustration of 
the ability to employ tools from both the field of mechanical design and material 
modeling to explore the design space of a material.  Furthermore, the design results 
provide specific microstructural variable values, the acceptable variability of those 
variables, the associated system performance, and confidence intervals for achievement 
of those performance indices.  Chapter VI represents a significant contribution as it gives 
researchers who are trying to enhance lossy material behavior a much more specific set of 
target variables, some expected outcomes, and a methodology to further explore the 




8.1.4 Understanding and employing negative stiffness behavior 
 
 The most striking result of the studies presented in Chapters V and VI is the 
unmistakably important influence negative stiffness behavior has on macroscopic 
damping and stiffness.  However, material and structural behavior characterized as 
displaying negative stiffness is complex.  The mechanisms governing its influence on the 
overall behavior of multiscale materials are not generally understood.  Chapter VII aimed 
to explain the intriguing behavior manifest by composites materials containing negative 
stiffness materials by investigating material behavior at one of its foundations: 
thermodynamics.  The chapter clearly showed that negative stiffness behavior stems from 
an elevated thermodynamic energy state and the tendency of the system to lower its 
internal energy.  It also showed that any system displaying a non-monotonic force versus 
displacement curve will display negative stiffness.  Further research showed that negative 
stiffness usually exists as a transient, resulting from state switching between two bistable 
configurations, but that it can be constrained by a surrounding positive stiffness.  The 
chapter concluded by proposing and discussing two promising avenues to create negative 
stiffness inclusions.  The proposals are relatively simple, but well thought out, attempts to 
implement the observations from the beginning of the chapter in order to produce useful 
inclusions to improve the absorptive capacity of a material. 
 Although understanding the many different mechanisms leading to negative 
stiffness behavior and how to employ it is far from trivial, that understanding is of crucial 
importance.  Indeed, a firm understanding of negative stiffness behavior and how to 
practically implement it is the gateway to the creation of materials exhibiting desirable 
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extremal behavior such as an elevated capacity to absorb energy: the focus of this work.  
The significant improvement in the performance of an automobile windshield predicted 
in Chapter VI is but one minor example of the plethora of structures that could be 
improved by the creating negative stiffness composites.  Related work by other authors 
have shown that included phases with negative stiffness may also lead to extremal 
behavior with respect to macroscopic stiffness [186], thermal expansion, and 
piezoelectricity [219].  All of these results magnify the impetus to research the creation of 
materials having mechanisms that produce negative stiffness behavior.  Chapter VII 
demonstrated that the ability to create composites containing negative stiffness 
heterogeneities for practical application is therefore an open, very active, and important 
area of research.  The insight gained by searching to understand and implement 
mechanisms displaying negative stiffness will directly influence the creation of a 




 In summary, the original contributions that were made through the present thesis 
are: 
 
1. Extension of the self-consistent model introduced by Cherkaoui et al [23, 24] to 
the quasi-static frequency regime and its generalization using dilute strain 
concentration tensors to the case of random or preferential distribution (coating 
thickness and orientation) of micro-inclusions.  Model validated against elastic 




2. Implementation of the mean-field self-consistent model as a tool in a compromise 
decision support protocol to tackle a real-world multiple scale problem: a study of 
the influence of microscale material behavior and geometry on the macroscopic 
performance of an automobile windshield. 
 
3. Detailed study of unstable material behavior (negative mechanical stiffness), its 
causal mechanisms, and its remarkable effects on the macroscopic damping 
properties of viscoelastic composites. 
 
The publications that resulted from this work are listed in Appendix J.  These 
contributions are important in the general areas of constitutive viscoelastic composite 
material modeling and the active field of materials design.  The details of contribution (1) 
can be found in Chapters III and IV and is summarize in Sections 8.1.1 and 8.1.2 of this 
general conclusion and in references [38, 130, 150].  Contributions (2) and (3) are 
detailed chiefly in Chapter VI.  Chapter VII also contains significant information 
regarding the fundamental mechanisms of negative stiffness behavior.  A summary of the 
results pertinent to these contributions can also be found in Sections 8.1.3 and 8.1.4 of 
this conclusion. 
 
8.3 Perspectives and suggestions for future work 
  
 The results developed in this thesis contribute to a better understanding of 
materials design.  Mean-field models can be overlooked in the design process as they are 
only capable of describing a material as a function of volumetric microstructural 
measures (volume fraction, average aspect ratios, and average orientation distribution).  
However, this work has shown that mean field micromechanical models are very 
effective material design tools.  They are easily incorporated into system design 
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strategies, such as the CDSP, via a nested hierarchy of models and deliver a significant 
amount of information regarding microstructural variables and their influence on 
structural performance.  Specifically, the approach employed in Chapter VI gives 
considerable information and freedom to the design process and represents a significant 
step towards the integration of materials design into the overall design of any structure.  
Further, Chapter VII has shown that the results of integrating mean-field models into a 
top down design approach can yield tremendous insight into the discovery of microscale 
mechanisms to enhance overall performance.  Indeed, the robust quasi-static self-
consistent model derived, developed, and validated in this thesis has been shown to 
enhance knowledge of absorptive behavior as well as and the influence of microstructural 
behavior on damping at macroscopic, elemental, and structural length scales.  This work 
has therefore given promising results which encourage the future development and 
integration of micromechanical tools for material design. 
 
8.3.1 Suggestions for future work 
 
 It has been previously noted that the domain of materials design is rich for study.  
Future research in this domain could include a vast range of areas including the study of 
overarching design strategies, incorporation of fabrication processes and variability, 
studies of computationally efficient design, the design of collaborative systems, 
nano micro scale modeling, and molecular dynamics and quantum approximations of 
sub-continuum material behavior.  Specific to the design of absorptive materials 
discussed in this thesis, it has been noted that the most important factors influencing lossy 
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material behavior response is the inclusion/matrix shear modulus ratio and the volume 
fraction of negative stiffness inclusions in the matrix.  Overall performance is, therefore, 
very sensitive to variations in inclusion stiffness and volume fraction of the stiffness.  
One rich open research area involves solving the problem of finding design solutions 
using non-optimal CDSP design stragies, such as the robust CDSP design methodology, 
to enhance overall mechanical and acoustic properties.  Other suggestions for future 
research given here touch on effective medium theory improvement for wave propagation 
applications but are more specifically concerned with furthering the understanding and 
implementation of negative stiffness behavior.  Yet another very exciting area of research 
where improvements in coupled material modeling and material design can have a 
significant impact is that of the design of biomaterials.  The tools introduced and 
validated in this thesis have undeniable applicability to the design of materials for 
biological applications which also require materials conceived for specific applications 
which require the satisfaction of multiple objectives. 
 
8.3.1.1 Effective medium theories for wave propagation 
 
 One limitation of the micromechanical model presented in this thesis is its 
limitation to quasi-static applications.  This problem is specifically important when 
investigating wave propagation applications where the quasi-static approximation is no 
longer valid.  This problem could be addressed using an approach similar to the 
micromechanical approach presented by this thesis without neglecting inertial terms in 
the first stages of model development.  This is not a trivial modeling problem.  Successful 
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evaluation of this problem would, however, yield a model capable of approximating both 
quasi-static and non-quasi-static material behavior while maintaining the generality of the 
quasi-static SC model presented in this work. 
 
8.3.1.2 Negative stiffness, micro- and sub-microscale bistability 
 
 This work has clearly shown that micro- and sub-microscale instabilities represent 
an exciting mechanism to elicit extremal material behavior.  However, the materials 
exhibiting this behavior are very rare and usually very impractical for broad application.  
For this reason it is of utmost interest to determine methods to design materials and 
structures that exhibit this behavior.  Chapter VII gave a detailed description of the 
fundamental behavior which much be replicated and exploited to produce negative 
stiffness.  It also made several inclusion design suggestions to achieve negative stiffness 
behavior.  The remainder of this chapter discusses these proposals and poses some salient 
research questions which must be considered. 
 One promising, but little investigated and highly theoretical, area of negative 
stiffness research involves the study of material nanostructures and nanoparticle 
embedding which lead to domains of negative stiffness in an otherwise homogeneous 
material.  Examples include preliminary research conducted by Yoshimoto et al [206] 
and Papakonstantopoulos et al [218].  Yoshimoto et al investigated the effects of 
nanostructure of polymer glasses while Papakonstantopouls et al studied the effects of 
nanoparticle potentials on the local properties of nanocomposites.  Both works employed 
molecular dynamics simulations to investigate local mechanical properties of their 
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respective materials and found regions of negative stiffness.  They employed Lennard-
Jones potential functions and calculated local mechanical properties using techniques 
introduced by Lutsko [235] which were later augmented by Yoshimoto et al [236].  
These two studies suggest that negative stiffness regions can be induced in a material that 
has the proper nanostructure.  The ability to make homogeneous materials containing 
negative stiffness domains through processing techniques is extremely appealing for 
many reasons.  Most importantly, however, is the fact that homogeneous materials with 
negative stiffness domains are not prone to the same types of failures, such as matrix-
inclusion debonding and poor fatigue performance, as heterogeneous materials.  Based on 
the research discussed about, three very obvious research questions can be formulated: 
 
1. What is the affect of nanoscale negative stiffness regions on macroscopic 
damping and stiffness? How can they be quantified with respect to the 
nanostructure? 
 
2. Is it possible to make such materials and exploit their advantageous damping and 
stiffness behavior?  How? 
 
3. Do any other possible nanostructures or nanocomposites induce negative stiffness 
regions? 
 
These open questions are very intriguing from both theoretical and practical standpoints 
with potential for significant impact for a broad range of applications. 
 A second very interesting, though equally theoretical area of research concerns 
the creation of inclusions containing buckled nanotubes.  Theoretical studies by 
Yakobson et al [238] suggest that the post-buckled behavior of nanotubes displays non-
monotonic force versus displacement behavior.  Further, nanotubes are known to undergo 
reversible buckling without permanent damage [239].  Successful creation of real 
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inclusions using buckled nanotubes, however requires a significant amount of research in 
many fields.  Three pertinent research questions associated with determining the 
feasibility of using buckled nanotubes as the sources of negative stiffness are given 
below. 
 
1. How can nanotubes be manipulated and their force versus displacement 
relationship measured? 
 
2. Can nanotubes be processed or grown in a way that buckled tubes create single 
“inclusions” displaying non-montonic stress-strain curves? 
 
3. How can buckled nanotubes be included into a matrix material in such a manner 
that their non-monotonic behavior can be employed to enhance macroscopic 
damping and strength? 
 
 
 The last promising and more immediately accessible research area concerns the 
construction of bistable microscale structures using MEMS technology.  Bistable 
structures promise broadband negative stiffness behavior with little temperature 
dependence and low activities.  Below are several important research questions regarding 
the creation of these negative stiffness “materials.” 
 
1. What materials and processes can be identified which permit reliable creation of 
bistable tubular inclusions? 
 
2. How can finite element analysis be leveraged to determine the key parameters 
such as tube wall profile, axial load, and material properties that ensure only axis-
symmetric buckling modes will be activated? 
 
3. What procedures can be created to determine the effective stiffness tensor of a 
post-buckled thin walled tube?  i.e. how can a meta-model be constructed for 
buckled microtube that can be implemented in material design?  Are negative 
moduli sufficient for design purposes to capture the physical processes taking 




4. What processes, material properties, and geometries minimize the activation 
energy required to elicit negative stiffness behavior? 
 
5. How can the bistable structure be bonded to the viscoelastic matrix in such a way 
that high amplitude strains evoked during snap through do not cause debonding? 
 
6. Do high strain amplitudes damage the matrix material via crack initiation or 
otherwise? 
 
Answering all of these research questions regarding the design of negative stiffness 
inclusions and materials presents many formidable challenges.  However, their answers 
promise vast insight into the creation of materials with extraordinary damping and 
stiffness properties.  The significant improvement in the performance of an automobile 
windshield is but one clear example of the multitude of structures that could be improved 







EVALUATION OF MODIFIED GREEN’S TENSORS 
 
 
 Implementation of the mean-field micro-electromechanical modeling techniques 
requires the numerical approximation of the integration of modified Green’s tensors.  The 
Green’s tensors describe the fields of displacement and electric potential when the 
surrounding matrix is anisotropic (this includes cases when the actual material phases are 
anisotropic or when the inclusions are ellipsoidal and oriented). Numerical evaluation is 
accomplished via Fourier transform (FT) techniques as explained by Berveiller et al [71].  
For evaluation using the FT technique, the assumption is made that the displacement field 
caused by the presence of the inclusion can be represented by the superposition of an 
infinite sum of spatially regular fields.  This assumption, by the very nature of the FT, 
implies that the spacing of inclusions is regular.  Though this can be a gross estimate, the 
method has been proven to provide very good approximations to true composite material 
behavior [54].  Simply stated, the technique involves using the Fourier integral to 
transform the ellipsoidal heterogeneity into a sphere in Fourier domain (where the 
transform variable is the “wavenumber” of the spatial regularity of the strain field in an 
infinite homogeneous medium resulting from the presence of inclusions).  The 
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transformation allows for numerical evaluation of volume and surface integrals using 
numerical techniques to evaluate Eqs. (A.1.1)-(A.1.4).  The integrals of interest are: 
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A.1 Derivation of TI(CX) 
 
 The fourth order tensor, ( )I XijklT C , is the volume average of the volume integral 
of the modified Green’s Tensor, ( )'ijklΓ −r r  defined by Eq. (A.1.1).  Numerical 
evaluation of this tensor greatly simplifies implementation of the any mean-field 
micromechanical model when the material surrounding heterogeneities is anisotropic or 
preferentially oriented ellipsoidal inclusions induce macroscopic anisotropy.  First, let the 
Fourier transform of the Green’s tensor in the reference material X and its inverse be 
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where the vector k  is the Fourier variable that represents the periodicity of the 
displacement (and therefore strain) field in an infinite homogeneous medium due to the 
presence of the material heterogeneity.  This variable is analogous to the wavenumber in 
wave propagation problems.  From the derivation of the effective material properties, it is 
known that the Green’s tensor must satisfy the differential equation given in Eq. (A.1.6). 
 
  ( ) ( ), ' ' 0X Xijkl km lj imC G δ δ− + − =r r r r  (A.1.6) 
 
Applying the Fourier transform to Eq. (A.1.6) gives Eq. (A.1.7). 
 
  ( )X Xijkl l j km imC k k G k δ=     (A.1.7) 
 
It is convenient to define elements of the vector k  using spherical coordinate convention 
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Where k is the wavenumber magnitude and the elements of the vector in the far right-
hand side of Eq. (A.1.8) are the direction cosines, defined for [ ] [ ]0, ,    0,2θ π ϕ π∈ ∈ .  
The following shows a complete derivation for the numerical evaluation of Eq. (A.1.1) 
for a spherical inclusion geometry. 
 










The numerical evaluation of ( )I XijklT C  for the case when inclusions are spherical gives 
insight to the evaluation of for the ellipsoidal inclusion case.  Equation (A.1.9) recalls the 
expression for the integral of the modified Green’s tensor in three different forms. 
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Using the FT and inverse FT of the Green’s tensor given in Eq. (A.1.5), Eq. (A.1.9) can 
be written as follows: 
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 (A.1.10) 
 
It is now possible to use Eq. (A.1.10) to arrive at an expression that depends only on the 
direction cosines and the magnitude of the tensor, Mkm, defined by the Green’s tensor 


















Each term of Eq. (A.1.10) can now be re-written in terms of Mkm and direction cosines in 
the following form: 
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where the limits of integration for the magnitude of the Fourier variable, k, have changed 
because spherical coordinates are employed.  Evaluating the final integral on the RHS of 
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 (A.1.16) 
 
It is now important to make several statements regarding this result.  The first is the 
requirement that the result be purely real.  This is required as the result for the integral of 
the modified Green’s tensor must first be evaluated for the purely elastic case.  
Viscoelasticity can then be modeled using the correspondence principle by inserting 
complex valued stiffness tensors into expressions derived for the purely elastic 
solution[33].  Therefore, only the real part of Eq. (A.1.16) is conserved.  The second 
observation regards the change of scale and the assumption that the strain in the inclusion 
is uniform.  Due to these restrictions, it is only necessary to retain the lowest order of the 
non-dimensional variable ka, in other words, all terms of ( )2O ka  or higher.  Doing so 
yields a model that is only capable of capturing displacement fields that vary slowly 
(spatially) in comparison to the inclusion radius, a.  This follows the reasoning of 
Mead[249] which simplified the otherwise unwieldy result given by Kneer[250]. It is also 
noted that e eikr ikre d e d−⎡ ⎤ ⎡ ⎤=⎣ ⎦ ⎣ ⎦∫ ∫r r .  Substituting the result given in Eq. (A.1.16) 
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with the above approximations yields the following expression for the product of the final 
two terms of Eq. (A.1.15). 
 




16e e sin cosikr ikre d e d ka ka ka
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This expression then must be integrated with respect to the Fourier variable, k. 
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In the above expression Y is a constant which includes the leading constant on the RHS 
of Eq. (A.1.15).  The result of this integral is detailed in Eq. (A.1.19) 
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Note that ( )Si x  is the sine integral function.  The resulting simplified version of Eq. 
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Note that the constant 1 IV  on the RHS of Eq. (A.1.33) renders ( )I XklmjT C  a function of 
the matrix anisotropic material properties alone.  Equation (A.1.20) can now be evaluated 
numerically using n point Gauss–Legendre (G-L) quadrature.  It has been observed that 9 
or 10 point quadrature gives acceptable results.  Recall that a double integral, I, of any 
function ( ),f θ ϕ  is approximated by G-L quadrature as follows: 
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Were x represents the integration variable θ or φ, the coefficients c and m appear because 
of the change of variables requiring [ ], 1,  1i jt ∈ − , and wi represents the G-L quadrature 
weights which can be found in any standard numerical methods text.  This numerical 
evaluation permits the calculation of the ( )I XijklT C  for the case of spherical inclusions 
embedded in an isotropic or anisotropic matrix.  The following section delineates the 




A.1.2  Ellipsoidal inclusions 
 
 Consider the case of an ellipsoidal anisotropic inclusion embedded in an 
anisotropic host medium.  In such a case, it is convenient to introduce the following 
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k K     (A.1.22) 
 
Where a general ellipsoid is shown in Figure A.2. 
 
 
Figure A.2: Ellipsoidal inclusion aligned with its local coordinate system.  Minor axes are labeled a, 










This change of variables is useful as the following inner product remains constant 
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Note that these integrals are performed over the transformed volumes, tIV , which is a 
sphere of radius a.  Equation (A.1.7) can then be expressed as for the case of an 
ellipsoidal inclusion: 
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which depends only on the direction cosines of the vector K and the stiffness tensor of the 
host material.  Finally, we are left with the relationships given below. 
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   (A.1.32) 
 
The same approximations and evaluation procedure applies to the last two integrals on 
the RHS of Eq. (A.1.32) as given in Section A.1.1.  The result is the following relation 
for ,I pijklt , which is equally easily evaluated as for the case of spherical inclusions by using 
numerical techniques such as G-L quadrature. 
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Note that the constant 1 IV  on the RHS of Eq. (A.1.33) renders ( )I XklmjT C  a function of 




A.2 Evaluation of tI(κX) 
 
 The second order tensor, ( )I Xijt κ , is the volume integral of the integral over the 
inclusion volume of the modified Green’s function, ( )'ijγ −r r  defined by Eq. (A.1.2).  
The evaluation of this tensor using numerical techniques is developed analogously to the 
development of the fourth order tensor ( )I XijklT C  discussed in Section A.1.  As with 
( )I XijklT C , numerical evaluation of ( )I Xijt κ  greatly simplifies the implementation of any 
mean-field micro-electromechanical model when the material surrounding 
heterogeneities is anisotropic or preferentially oriented ellipsoidal inclusion induce 
macroscopic anisotropy.  First, let the Fourier transform of the Green’s function in the 
reference material X and its inverse be defined as follows: 
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Here the vector k  is the Fourier variable that represents the periodicity of the electric 
potential (and therefore electric field) in an infinite homogeneous medium due to the 
presence of the deposited charge.  This variable is analogous to the wavenumber in wave 
propagation. From the derivation of the effective material properties, it is known that the 




  ( ) ( ), ' ' 0X Xij jigκ δ− + − =r r r r  (A.2.2)  
 
Applying the Fourier transform to Eq. (A.2.2) give expression (A.2.3). 
 
  ( ) 1X Xij j ik k g kκ =     (A.2.3) 
 
The vector k  is defined in spherical coordinates according to the convention shown in 
Figure A.1 of the previous section and related to the Cartesian system with Eq. (A.1.8).  
Section A.2.3 derives a method to numerically evaluate Eq. (A.1.2) for a spherical 
inclusion. 
 
A.2.3 Spherical inclusions 
 
 Equation (A.2.4) recalls the expression for the integral of the modified Green’s 
function in three different forms. 
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Using the FT and inverse FT of the Green’s function given in Eq. (A.2.1), Eq. (A.2.4) can 
be written as follows: 
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It is now possible to use Eq. (A.2.5) to arrive at an expression that depends only on the 
direction cosines and the magnitude of the scalar value, m, defined by the Green’s 















Each term of Eq. (A.2.5) can now be re-written in terms of m and direction cosines in the 
following form: 
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where the limits of integration for the magnitude of the Fourier variable, k, have changed 
because spherical coordinates are employed.  Evaluating the final integral on the RHS of 
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It is noted that the exact same arguments regarding the size of the non-dimensional 
variable ka apply for the electrostatic case for the change of scale involved in micro  
macroscopic averaging as discussed at length in Section A.1.1 for the simplification of 
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Note that the constant 1 IV  on the RHS of Eq. (A.1.33) renders ( )I XklmjT C  a function of 
the matrix anisotropic material properties.  Equation (A.2.12) can now be evaluated 
numerically using n point G-L quadrature.  It has been observed that 9 or 10 point 
quadrature gives acceptable results.  Recall that a double integral, I, of any function 
( ),f θ ϕ  is approximated by G-L quadrature as follows: 
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Were x represents the integration variable θ or φ, the coefficients c and m appear because 
of the change of variables requiring [ ], 1,  1i jt ∈ − , and wi represents the G-L quadrature 
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weights which can be found in any standard numerical methods text.  This numerical 
evaluation permits the calculation of the ( )I Xijt κ  for the case of spherical inclusions 
embedded in an isotropic or anisotropic matrix.  The following section give the results of 
the same the same approach when inclusions are ellipsoidal. 
 
A.2.4 Ellipsoidal inclusions 
 
 Consider the case of an ellipsoidal anisotropic inclusion embedded in an 
anisotropic host medium.  In such a case, the derivation for the electrostatic Green’s 
function is identical to that given in Section A.1.2.  For this reason, the derivation with 
not repeated.  The resulting expression for ellipsoidal inclusions embedded in an 
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Note that the constant 1 IV  on the RHS of Eq. (A.1.33) renders ( )I XklmjT C  a function of 
the matrix anisotropic material properties and the ellipsoidal aspect ratios.  This 
expression can be evaluated using G-L quadrature to yield a good approximation of the 




A.3 Evaluation of BI(CX) 
 
 The third order tensor, ( )I XijkB C , is the volume average of the surface integral of 
the spatial derivative of the Green’s tensor, ( ), 'Xij kG −r r , defined by Eq. (A.1.3).  This 
term is crucial for the calculation of the macroscopic effect of electromechanical coupling 
that occurs at the inclusion level.  As in the previous sections, evaluation of this integral 
is not possible when the matrix surrounding the heterogeneity is anisotropic.  Fortunately, 
the Fourier transform technique delineated in Section A.1 can also be applied to the 
evaluation of this tensor. 
 Given the Fourier transform of the Green’s tensor, ( )'XijG −r r , and inverse 
defined in Eq. (A.1.5), Eq. (A.1.3) can be written as: 
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 (A.3.1) 
    
The Green’s tensor must satisfy differential equation given by Eq. (A.3.2) 
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Using the Fourier transform, it is known that { } ( ),FT X Xkm l l kmG ik Gχ= −  which allows Eq. 
(A.3.1) to be written as a function of the matrix stiffness tensor, the direction cosines, and 
the magnitude of the vector k. 
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It must be known noted that the tensor Xr jrikCχ  is third order and therefore that its inverse 
can only be found using singular value decomposition to find its pseudo-inverse. 
 
A.3.5 Spherical inclusions 
 
 Section A.1.1 showed that the following approximation is valid for the evaluation 
of the volume integral of the complex exponential. 
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Because the solution must be purely real for the evaluation of the electrostatic solution, it 
is only necessary to retain the real part of this solution.  It is then necessary to evaluate 
the integral over the magnitude of the Fourier variable, k. 
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Finally yielding an numerically integrable expression for ( )I XijkB C  
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A.3.6 Ellipsoidal inclusions 
 
The evaluation of ( )I XijkB C  for ellipsoidal inclusion geometry follows directly from the 
approach given in Section A.1.2.  Using that change of variables for an ellipsoidal 
inclusion geometry described in it is possible to show: 
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This expression can then be evaluated using G-L quadrature to yield and approximate 
solution to the integral given in Eq. (A.1.3). 
 
A.4 Evaluation of γI(κX) 
 
 The second order tensor, ( )I Xijb κ , is the volume average of the surface integral of 
the spatial derivative of the Green’s function, ( ), 'Xig −r r , multiplied by the normal to the 
inclusion defined by Eq. (A.1.4).  This term is crucial for the calculation of the 
macroscopic effect of electromechanical coupling that occurs at the inclusion level.  As in 
the previous sections, evaluation of this integral is not possible when the matrix 
surrounding the heterogeneity is anisotropic.  Evaluation of this tensor is greatly aided by 











             = ' '



















r r r r r
r r r r  (A.4.1) 
 
It is important to note that this does not violate any physical law and that the application 
of the divergence theorem is physically objective [251].  Due to this convenience, it is not 
necessary to derive approximate solutions for ( )I Xijb κ  but simply to apply the methods 






TENSOR ROTATION AND EULER ANGLES 
B  
 
 According to Euler's rotation theorem, any rotation may be described using three 
angles. If the rotations are written in terms of rotation matrices B, C, and D, then a 
general rotation can be written as the product of those rotations [129]. 
 
  =R BCD  (B.1.1) 
 
The three angles giving the three rotation matrices are called Euler angles. There are 
several conventions for Euler angles, depending on the axes about which the rotations are 
carried out.  One of the most common conventions is the “x”-convention which has been 
employed in this thesis and is illustrated in Figure B.1. 
 
 




The rotations associated with this convention consist of a rotation, φ, about the z-axis, 
followed by a rotation, θ, about the new x-axis and finally a rotation, ψ, about the new z-
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The rotation of any second order tensor, Xrs, from one coordinate system to its 
representation in another, ijX , using the rotation matrix, R, is shown in Eq. (B.1.7) 
below. 
 
  ij ir js rsX R R X=  (B.1.7) 
 
The rotation of any fourth order tensor, Xnmpq, from one coordinate system to its 
representation in another, ijklX , which is related by the above Euler angles is given in Eq. 
(B.1.8). 
 







COMPLEX BOUNDS SUMMARY 
C  
C.1 Roscoe’s bounds 
 
 The equations used to derive the complex bounds proposed by Roscoe are 
analogous to the statements of potential energy which are the basis of the extremum 
principles used to find the bounds for elastic composites, see Voigt [60] and Reuss [61].  
The following analysis employs the notation used by Roscoe.  First the isotropic and 
deviatoric parts of the relevant tensors are separated in order to simplify the derivation.  
Doing so yields the following classic relations for the stress and strain in a material. 
 
  ij ij ijsσ σδ= +  (C.1.1) 
 
  ij ij ijeσ εδ= +  (C.1.2) 
 
In the equations above the hydrostatic and deviatoric stress values are denoted as σ and s 
respectively, the analogous strain values are assigned the variables ε and e, respectively, 
and ijδ  is the Kronecker delta function.  In the low frequency limit the elastic-VE 
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correspondence principle can be employed and the well-known stress-strain relationship 
for the rth phase is given as [137, 138]. 
 
  rrrrrr εκσμ
** 3          2 == es  (C.1.3) 
 
  σε **
3
1          
2
1
rrrrr lj == se  (C.1.4) 
 
In these expressions an asterisk, *, denotes that the quantity has a complex value, μr and 
κr represent the shear and bulk moduli and jr and lr represent the deviatoric and isotropic 
compliances of the rth phase.  The two elementary extremum principles used for classic 
elastic composites [60, 61] and applied here to VE composites are summarized with the 
two points below. 
 
1. Assume rrss σσ ==  and  for each phase, r, where s  and σ are the global 
deviatoric and isotropic stresses respectively. 
2. Assume rr εε ==  and ee  for each phase, r, where e  and ε  are the global 
deviatoric and isotropic strains respectively. 
 
Applying assumption 1 to the expression for strain energy yields Eq. (C.1.5) below. 
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A bar over any quantity in the above expression denotes the complex conjugate of that 
quantity and Vr is the volume of the rth phase with r
r
V V= ∑ .  Similarly, for assumption 
2, the strain energy relationship is written: 
 
  ( )* * * *12 3 2 3eff ij ij eff ij ij r ij ij r ij ij r
r
e e e e dV
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It is important to note that Eqns. (C.1.5) and (C.1.6) each represent two separate 
relationships each of which relate the real or imaginary parts of macroscopic material 
behavior and mechanical loading to the analogous quantities of the constituent phases.  
Denoting the real and imaginary parts of a complex quantity as * ' ''x x ix= + , these 
relationships are shown below. 
 
  ','' ','' ','' ',''1 1 1 1 1
2 3 2 3eff ij ij eff ij ij r ij ij r ij ij rr
j s s l j s s l dV
V
σ σ σ σ⎛ ⎞+ = +⎜ ⎟
⎝ ⎠
∑∫  (C.1.7) 
 
  ( )','' ','' ','' ',''12 3 2 3eff ij ij eff ij ij r ij ij r ij ij r
r
e e e e dV
V
μ κ ε ε μ κ ε ε+ = +∑∫  (C.1.8) 
 
VE analogues to the elastic Reuss and Voigt bounds are then found by matching terms on 
the LHS and RHS of relations (C.1.7) and (C.1.8).  These bounds are simply the weighted 
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In the above relationships, RL and RU denote Roscoe’s lower and upper bounds, 
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  An important aspect of these complex bounds is the lack of restrictions with 
respect to the frequency inspected, the total number of constituent VE phases, r, or the 
total volume fraction, φ.  This logic leads to the following restrictions on the possible 
values for the effective VE moduli: 
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where ω is the frequency of interest and φ is the total volume fraction of inclusion phases.  
Note: 1matrixf ϕ= − . 
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C.2 Complex bulk modulus bounds 
 
According to the work of Gibiansky and Lakes [144], the effective complex valued bulk 
modulus of the isotropic VE composite is constrained to a “lens-shaped” region in the 
complex bulk modulus plane.  This region is bounded by the outer-most pair of four 
circular arcs, each of which correspond to the four min-max variational principles 
proposed by Cherkaev and Gibiansky [139] and Milton [140].  The equations defining 
these arcs are calculated from Eqns. (C.2.1) – (C.2.5) below. 
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For this relation f, where ]1 ,0[∈f  and represents the volume fraction of phase 2, is fixed 
and γ varies along the real axis from [0, 1].  Functions y(n)( γ) are the previously 
mentioned Y-transforms and are defined for the bulk modulus as shown below. 
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 (C.2.5) 
 
C.3 Complex shear modulus bounds 
 
 Milton and Berryman derived bounds for the complex shear modulus of a bi-
phase isotropic complex composite material using the variational principles introduced by 
Cherkaev et Gibiansky [139].  Application of these bounds is achieved through the 
following algorithm.  Given the complex valued bulk and shear moduli of the constituent 
phases, κ1, κ2, μ1, μ2, the algorithm calculates the bounds in the transformed complex 
plane.  Note that the same notation for VE composite  composition and material 
properties is used for these bounds as for the complex bulk modulus bounds derived by 
Gibiansky and Lakes [144].  The algorithm begins by defining a range of angles which 
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Because both real and imaginary parts of the moduli are forced to be positive for the 
evaluation of these bounds, the values of θU and θL will always fall between 0 and π, and 
– π and 0, respectively.  In the Y-transform space the bounds are defined by some single 
valued function, ,f + − , represented in Eq. (C.3.2) in the most general terms possible 
[143]. 
 
  −+−+−+ ∂∈+== ,,,   ifonly  and if     ),( Biyxzxfy  (C.3.2) 
 
,B+ −∂  in Eq. (C.3.2) represents the upper and lower boundary, respectively, of the set of 
all admissible values of ,z+ −   in complex Y-space, x and y are the real and imaginary parts 
of the complex shear modulus in Y-space on that boundary, and the complex number, 
,z+ − , is some as function of the VE composite’s constituent properties and composition.  
The resulting bounds can now be plotted either in the Y-transformed space or complex 
shear modulus space via the relationships given below.  First, ,z+ −  must be defined in 
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0Im  if     ,
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otherwise     ,
011Im  if     ,
otherwise     ,





















Upon implementation of this algorithm either c1  ∞ or  c2  ∞.  The former occurs 
when one of the shear moduli determines either of the limiting angles in Eq. (C.3.5) and 
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the latter occurs when one of the bulk moduli determines either of the limiting angles in 
Eq. (C.3.6).  It should also be noted that the evaluation of the above equations does not 
always lead to a closed space.  This problem is eliminated by extending tangent lines 
from the limiting angles using the following relationships [143]: 
 
  ( ) ( ) LU iLiU sezzsezz θθ θθ −=+= −−−−           ,  (C.3.7) 
 
  ( )[ ] ( )[ ] 1-1           , −−++−++ −=+= LU iLiU sezzsezz θθ θθ  (C.3.8) 
 
The variable s in Eqns. (C.3.7) and (C.3.8) represents a real variable that can takes any 
value in the range [ )0  ∞  required to close the upper and lower bounds.  The Y-transform 
space bounds given by Eqns. (C.3.1) – (C.3.8) can then be transformed to the complex 
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DERIVATION OF DIFFERENTIAL AND MORI-TANAKA 




 Equation (D.1.1) gives an expression for the effective material behavior of a 
particulate composite having a dilute volume fraction of coated inclusions using the 
concentration tensors derived in the thesis. 
 
  ( ) ( ): :eff M I I M IM M C C M CM Mf f− −= + Δ + ΔC C C A C C A C  (D.1.1) 
 
In this expression, X Y X Y−Δ = −C C C  and AIM and ACM represent the strain localization 
tensors for the inclusion and coating phases, respectively (see Chapter III for the 
derivation and expressions representing these tensors).  When the concentration of coated 
inclusions is low enough to assume that the interaction between inclusions is negligible, 
Eq. (D.1.1) yields a reasonable estimate of the effective material behavior.  This 
approximation should not be used for volume fractions above 10%.  A well established 
method of overcoming the ability of this formulation to approximate effective material 
behavior for higher inclusion volume fractions is to employ a self-consistent scheme.  
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This scheme assumes that the coated inclusions are surrounded by the effective material 
which has unknown material properties [23, 150].  This results in an implicit set of tensor 
equations as the strain localization tensors shown in Eq. (D.1.1) become functions of the 
effective material, shown in Eq. (D.1.2) below. 
 
  ( ) ( ): :eff M I I M I eff C C M C efff f− −= + Δ + ΔC C C A C C A C  (D.1.2) 
 
 The above formulation permits approximation of effective material behavior at 
elevated coated inclusion volume fractions.  Unfortunately, the solution scheme is 
implicit and significant convergence problems have been encountered, specifically when 
inclusion rigidity is significantly lower than matrix rigidity [150].  The root of this is the 
large difference between the upper and lower strain energy bounds of the composite 
medium when inclusion phases are much less rigid than the matrix phase [252, 253].  
Because of the inconvenience posed by numerical evaluation of the self-consistent model 
for such cases, it is sometimes desirable to use volume averaged strain fields and strain 
localization tensors found in previous works to derive direct evaluation models.  Two 
well accepted and versatile schemes are the Differential Effective Medium (DEM) and 
Mori-Tanaka (MT) methods.  In what follows these models are for the specific case of a 
matrix containing coated ellipsoidal inclusions. 
 




 A Differential Effective Medium (DEM) theory can be developed from Eq 
(D.1.1) for the non-dilute case as follows.  This derivation closely follows classic DEM 
theory discussed by Garboczi and Berryman [254] and Norris [255].  For a non-dilute 
concentration of coated inclusions, we can assume that the macroscopic behavior of the 
material has an elastic response described by Ceff,1.  The representative volume element, 
having a volume V0, of this material contains volume fractions of matrix material, Mf , 
inclusion, If , and coating, Cf , such that: 
 
  1 M I C Mf f f f ϕ= + + = +  (D.2.1) 
 
If the coated inclusion geometry is restricted to the thin shell homothetic case 
( 1a a b b c cΔ = Δ = Δ << ) it can further be shown that the coated inclusion 
concentration, φ, is given by: 
 
  ( )1Ifϕ ε≈ +  (D.2.2) 
where 
  3C I Iaf f f
a




The DEM can now be developed through a constant volume process.  We can assume 
that a very small representative volume of material, dV0, is removed from the non-dilute 
representative volume element (RVE), V0.  This representative differential volume is 
assumed to have the same composition as the non-dilute representative volume element, 
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that is: 0 M I CdV dV dV dV= + +  where ( )0 0X Xdf f dV V=  and X represents any of the 
constituent materials.  We then assume that removed composite volume of composite 
material is replaced with the same volume of purely coated inclusion.  The new effective 
material properties due to this change in composition can now be predicted using the 
dilute concentration formula given in Eq. (D.1.1) where CM is replaced by Ceff,1. 
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= + Δ + Δ
= + Δ + Δ
+
C C C
C C A C C A C
C C A C C A C
 (D.2.4) 
 
Where it is noted that c only represents the additional concentration of coated inclusion 
material added: 0 0dV Vϕ = .  It is for this reason the dilute approximation can be 
employed.  Equation (D.2.4) can now be rearranged to find an expression for dC. 
 








− −⎛ ⎞= Δ + Δ⎜ ⎟ +⎝ ⎠
C C A C C A C  (D.2.5) 
 
Note that when the differential volume element was removed from the RVE only a 
percentage of that volume is matrix material.  The relationship relating the differential 
volume and the change in matrix inclusion fraction is given below in Eq. (D.2.6). 
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This knowledge is then used to find the following differential equation describing the rate 
of change in effective elastic constants with respect to the matrix volume fraction. 
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= Δ + Δ
+
C C A C C A C  (D.2.7) 
 
The effective material properties at any matrix material volume fraction can then be 
calculated by evaluating the following integral. 
 













= + ⎜ ⎟
⎝ ⎠
∫
CC C  (D.2.8) 
 
Where it is noted that 1Mf =  corresponds to the pure matrix material case, which has 
know material properties.  The final relationship describing the effective material 
properties is given below in Eq. (D.2.9). 
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Equation (D.2.9) must be evaluated numerically since the strain localization tensors are 
functions of the effective material behavior at any 'Mf  and they cannot be integrated 
analytically except for special cases (such as spherical coated inclusions). 
 
D.3 Mori-Tanaka model 
 
 The Mori-Tanaka (MT) modeling scheme is another well-established mean field 
model.  The advantage of MT formulation over both the SC and DEM models is that it is 
not only explicit, but it also does not require numeric integration to the volume fraction of 
interest.  It must be noted, however, that the MT scheme for multiphase has been shown 
to violate Hashin-Shtrikman bounds for certain three-phase composites, and that it should 
therefore be employed with caution [256]. 
 A Mori-Tanaka scheme can be derived from the integral equation expressions for 
the strain field in the inclusion and coating phases and expressions for the volume 
average of stress and strain in the heterogeneous materials [23].  The MT model assumes 
that the average strain present in the matrix phase is equal to the macroscopically applied 
strain ( Mε = E ) [54], therefore, the volume average strain expression give in Eq. (D.3.1) 
can be rearranged into the form given in Eq. (D.3.2). 
 
  M M I I C Cf f fε ε ε= + +E  (D.3.1) 
 




Note that the following is also assumed for the macroscopically observed stress, Σ. 
 
  M M I I C Cf f fσ σ σΣ = + +  (D.3.3) 
 
Hooke’s law is valid in each constituent phase, so Eq. (D.3.3) can be re-written as: 
 
  ( )1 : : :M I IM I C CM Cf fϕ⎡ ⎤Σ = − + +⎣ ⎦C A C A C E  (D.3.4) 
 
Where the coated inclusion volume fraction is denoted as I Cf fϕ = +  and Hooke’s law 
and the strain concentration tensors have been employed to calculate the average stress in 
each phase.  It is now assumed that the composite obeys Hooke’s law according to its 
effective viscoelastic stiffness as: 
 
  : :eff eff MεΣ = =C E C  (D.3.5) 
 
Where the middle expression is true in all micromechanical approaches, and the far RHS 
expression is only true for the MT approximation.  If the RHS equality in Eq. (D.3.2) and 
Eq. (D.3.4) are inserted into Eq. (D.3.5), the following expression results. 
 
( ) ( )1 : : : : 1 :M I IM I C CM C eff I IM C CMf f f fϕ ϕ⎡ ⎤ ⎡ ⎤− + + = − + +⎣ ⎦ ⎣ ⎦C A C A C E C I A A E  




Equation (D.3.6) implies the following expression to approximate the effective 
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It is obvious from Figure D. 1 and Figure D. 2 that the MT method also provides good 
approximations of the effective behavior of heterogeneous materials.  It is also important 
to note that for a bi-phase composite, the MT model corresponds with lower bounds 
derived by Hashin and Shtrikman [18, 132]. 
 
D.4 Model validation 
 
 A few examples are given here as a check of the DEM and MT formulation.  
Huang and Gibson created and tested a polymer matrix material containing hollow glass 
spheres [180].  Curves showing the effective viscoelastic Young’s and shear moduli as a 
function of voided sphere fraction, I Cf fϕ = + , are shown below in Figure D. 1 and 
Figure D. 2.  Note that the SC model has been shown to be a reliable predictor of the 
elastic material behavior of this composite by Cherkaoui [127].  The viscoelastic material 




Table D. 1: Material properties of composites studied by Huang and Gibson [180]. 
 Matrix Coating Inclusion 
μ (GPa) 1.75(1-0.4i) 28.5(1-0.1i) 0 
ν () 0.40 0.23 0 
 













































Figure D. 1: Effective Young's modulus predicted by self-consistent (SC), Mori-Tanaka (MT), and 

















































Figure D. 2: Effective shear modulus predicted by self-consistent (SC), Mori-Tanaka (MT), and 
differential schemes (DEM). 
 
The two proceeding plots show strong correlation between the established SC model 
(whose agreement with experimental data associated with this composite material has 
been shown [127, 257]) and the DEM formulation derived in this section.  It is noted that 
agreement between the models presented here, DEM, Mori-Tanaka (MT), and SC, 
diverges with increasing composite inclusion volume fraction.  This is to be expected as 
each model is based on different assumptions of macroscopic behavior and numerical 
evaluation schemes.  The DEM model has been shown by several authors to yield reliable 
results for composites where SC solution scheme encounters difficulties [255, 258, 259].  
This is especially true when a matrix contains voids or cracks.  Another attractive 
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property of the DEM formulation over the SC model is its explicit nature.  This renders 
the solution scheme stable while approximating very similar effective composite 
properties, especially at lower volume fractions.  All of these attributes make the DEM 
EMT solution scheme a good candidate for exploration of material microstructures in a 
materials design strategy. 
 The fact that the bi-phase MT model corresponds to the lower HS bound is 
verified by comparing the effective material behavior of a viscoelastic matrix containing 
negative stiffness inclusions. Figure D. 3 and Figure D. 4 below show that the MT 
predictions of the effective shear modulus and tan δ overlay the HS lower bounds.  It is 
also evident that the SC and DEM models predict a similar, though moderated, behavior 
















Various Model Approximations of ℜ[μeff]/ℜ[μM] vs. μI/ℜ[μM] for φ = 2%















Figure D. 3: Effective shear modulus of viscoelastic matrix containing 2% negative stiffness 












Various Model Approximations of tan(δeff) vs. μI/ℜ[μM] for φ = 2%












Figure D. 4: Effective tan δ of viscoelastic matrix containing 2% negative stiffness inclusions and ν = 
0.3.  Predictions by HS- [18], SC, DEM, and MT models. 
 
These models can also be implemented using the DSCT formulation.  Table D. 2shows 
DEM DSCT model predictions of the effective behavior of the composite shales studied 




Table D. 2: Measured values and model approximations of the effective stiffness tensor of a 
cretacious shale studied. 
 Observed (GPa) Hornby et al (GPa) DSCT SC (GPa) DSCT DEM 
(GPa) 
C11 34.3 ± 1.4 34.7 37.3 33.2 
C22 34.3 ± 1.4 34.7 37.3 33.2 
C33 22.7 ± 0.9 22.2 21.7 21.9 
C44 5.4 ± 0.8 6.0 5.2 6.5 
C55 5.4 ± 0.8 6.0 5.2 6.5 
C66 10.6 ± 1.6 10.8 11.1 9.7 
C12 Not reported Not reported 13.1 13.2 
C13 10.7 ± 5.4 11.5 12.1 13.1 
C23 10.7 ± 5.4 11.5 12.1 13.1 
 
From this table it is obvious that the DEM model provides a reasonable alternative to the 







RKU MODEL EVALUATION ALGORITHM 
E  
 
 The effective flexural modulus relation derived by Ross et al [31] is given in 
Eqns. (E.1.1)–(E.1.3).  In order to efficiently evaluate these implicit equations and to 
simplify sensitivity analyses, it is desirable to find analytical expressions for both the real 
and imaginary parts of the bending modulus and shear parameter denoted as: ,'ˆ effB , ˆpη , 
'ĝ , and 'γ̂ . 
 
  ( )3 ,'ˆ1ˆ ˆ ˆ ˆ1 6 1ˆ6 1 2
eff eff
p




= + = +⎜ ⎟⎜ ⎟+⎝ ⎠⎝ ⎠
 (E.1.1) 
 
In the above expression Y denotes the geometric parameter and ĝ  is the complex shear 
parameter.  These parameters are calculated using Eqns. (E.1.2) and (E.1.3), respectively. 
 
  ( )21 HY +=  (E.1.2) 
 
  ( )'22 2













In these equations, H is the ratio of interlayer thickness to the thickness of the top and 
bottom plates (H = H2/h), 2μ̂  is the complex shear modulus of the viscoelastic interlayer 
where ( )'2 2 ˆˆ ˆ 1 jμ μ β= + , Ê  is the complex Young’s modulus of the upper and lower 
plates with ( )'ˆ ˆ ˆ1E E jη= + , ω is the frequency of interest, toth  is the thickness of the 
sandwich plate, and effρ  is the effective sandwich plate density. 
 The following relationship is given which permits the calculation of this implicit 
relationship for the effective flexural modulus of the sandwich plate.  Given the material 
properties and sandwich plate geometry, a rough estimate of the sandwich plate effective 
bending modulus is: ( ), 2 ,',1 16
eff i eff i i
pB Eh B jη≈ = + .  This represents the resistance of the 
top and bottom plates to flexure about their bottom plane.  Using this estimate the 
evaluation loop described by Eqns. (E.1.4) – (E.1.11) will yield the effective flexural 
modulus at each frequency and plate geometry of interest.  Note: frequency dependence 
denoted by “^” is not included in these inclusions. 
 
  ( )21 HY +=  (E.1.4) 
Define: 
  1 1 ipx η= + +  (E.1.5) 
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  ( ) ( ) ( ) ( )1 11 1i i i i ip pi ix xx xγ β η η ηβ ηβ η β η
⎧ ⎫ ⎧ ⎫= − + + + − −⎨ ⎬ ⎨ ⎬
⎩ ⎭ ⎩ ⎭
 (E.1.7) 
 
  ( ) ( ){ } ( ) ( ){ }2 2 2', ', ', ', ',1 2 2 1 2 2i i i i i i i irA g g g g gγ γ= + + + +  (E.1.8) 
 
  ( ){ } ( ) ( ){ }2 2', ', ', ',1 2 2 1 2 2i i i i i i isA g g g gγ γ γ= + − + +  (E.1.9) 
 
  ( )', 1 ' 31 1 66
i i i
r sB E h Y A Aη
+ ⎡ ⎤= + −⎣ ⎦  (E.1.10) 
 
  ( ){ } ( ){ }1 1 6 6 1 6i i i i ip r s r sA Y A Y Y A Aη η η+ = + + + −  (E.1.11) 
 
  ( ), 1 ', 1 11eff i i ipB B jη+ + += +  
 
This model is well-behaved and simple root finding techniques such as bi-section reliably 


















APPROXIMATE BEHAVIOR OF LAYERED MEDIA 
F  
F.1 Effective moduli of a symmetric sandwich plate 
 
 This appendix derives the effective in-plane and out-of-plane moduli for a 
symmetric sandwich plate such as an automobile windshield.  The typical dimensions of 
windshields are such that it is reasonable to assume that a state of plane stress exists in 
the plate.  This is the result of the fact that 1toth L , where htot is the total thickness and 
L represents either the length or width of the plate.  Further, the symmetry of the plate 
about its neutral axis and the out-of plane axis yields transverse isotropy.  This state of 
symmetry reduces the total number of independent material constants needed to describe 
the material behavior to five.  The resulting stress-strain relationship, written in 
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Where the independent material constants are 11E , 33E , 12ν , 13ν , and 13μ .  12μ  is not an 
independent material constant for a transversely isotropic plate.  It can be shown that 
transverse isotropy requires 12μ  to be a function of the stiffness tensor elements, 11C  and 
12C  given in Eq. (F.1.2)[33].  
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Δ =  (F.1.4) 
 
Combining the expressions above gives the following result for 12μ  in terms of the 
independent material constants 11E , 12ν , and 13ν . 
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The following expressions will derive independent material properties of the transversely 
isotropy sandwich plate using law of mixture approximations for the stress and strain. 
 
F.1.1 Determination of E11 
 
 Consider the case where the bonding at the interface of each layer is perfect.  The 
strain resulting from a uni-axial stress imposed in x1 or x2 direction must then be identical 
each layer (i.e., 11 11
g ILε ε=  and 22 22
g ILε ε= ).  This strain is measured by some change in 





Figure F. 1: Schematic used to approximate the effective Young's modulus E11. 
 
The total force applied on the sandwich plate is given by: 
 
  1 11 1 11 1 11 12
IL IL g gF A A Aσ σ σ= = +  (F.1.6) 
 
where 1
ILA  and 1
gA  are the cross sectional areas of the interlayer and the glass layers, 
respectively.  For this case, the effective Young’s modulus along the x1 and x2 directions 
is well approximated as follows. 
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where ILf  and gf  represent the volume fractions of the interlayer and glass layers, 










modulus is known as the volume average of the constituent material constants.  Note that 
the volume fraction of the glass and interlayer is related to their respective thicknesses as 
shown by Eq. (F.1.8). 
 
  ( )1 2 1g IL g IL
tot
h h f f
h
+ = + =  (F.1.8) 
 
F.1.2 Determination of E33 
 
 The effective Young’s modulus in the out of plane, x3, direction, is derived in this 
section.  As in the previous section, it is assumed that the layers are perfectly bonded and 
that the stress in the glass layers and interlayer are the same along the x3 (i.e. 
33 33 33
g ILσ σ σ= = ) when the lamina is subjected to a uniaxial force as shown below. 
 
 












It is noted that in this case the total strain in the x3 direction is the sum strains of the glass 
layers and interlayer.  This can be reasonably approximated in by employing the volume 
average of strains given by Eq. (F.1.9). 
 
  33 33 33
IL IL g gf fε ε ε= +  (F.1.9) 
 
Then the effective Young's modulus E33 can be calculated using Eq. (F.1.9) and the fact 
that 33 33 33
g ILσ σ σ= =  as shown in Eq. (F.1.10). 
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In this case, the fibers and the matrix act like two springs in series and the effective 
properties are the harmonic average of constituent properties. 
 
F.1.3 Determination of ν13 
 





Figure F. 3: Schematic used to approximate the effective Poisson ratio ν13. 
 
The Poisson's ratio 13ν  is defined as ratio of the out of plane strain, 33ε , to the in plane 
strain, 33ε , resulting from an stress imposed in the x1 (or x2) direction.  13ν  is described 






= −  (F.1.11) 
 
Section F.1.1 explained that the imposition of a uni-axial stress, 11σ , requires that 
 
  11 11 11
g ILε ε ε= =  (F.1.12) 
 
Using the same rational as Section F.1.2, the total out of plane strain is approximated as 
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The final result giving the effective Poisson ratio, 13ν , is given in Eq. (F.1.14). 
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F.1.4 Determination of ν12 
 
 The derivation of the effective Poisson ratio 12ν  employs Figure F. 4. 
 
 













12ν  is defined as ratio of the in plane strain, 22ε , to the orthogonal in plane strain, 11ε , 
which results from an stress imposed in the x1 direction.  12ν  is described mathematically 






= −  (F.1.15)  
 
Section F.1.1 explained that the imposition of a uniaxial stress, 11σ , requires that 
 
  11 11 11
g ILε ε ε= =  (F.1.16) 
 
Using the same rational, the in plane strain orthogonal to the imposed stress is also 
identical in each layer as described by Eq. (F.1.17).  It is imperative to note here that 
allowing the existence of strain in the x2 direction implicitly relaxes the plain strain 
assumption asserted at the beginning of the appendix.  It is, however, reasonable to do so 
in order to approximate the effective plate behavior in three dimensions. 
 
  22 22 22
g ILε ε ε= =  (F.1.17) 
 
Recalling the law of mixtures approximation of the in plane stress and Young’s modulus 
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The stress in each material layer along the x1 direction can now be represented as a 
function of the constituent material properties, the strain along x2, and the stress imposed 
































The above expressions for stress in each material phase can then be inserted into Eq. 
(F.1.18)b yielding expression . 
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Noting that 22 22 22
g ILε ε ε= = , making use of Eq. (F.1.18)a, and rearranging the result gives 
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F.1.5 Determination of μ13 
 
 It is possible to assume that the shear stress, 13σ , in each layer is identical based 
on the same argument used in Section F.1.2.  Figure F. 5 gives a schematic showing the 
approximate behavior used to find the effective value of 13μ . 
 
 
Figure F. 5: Schematic used to approximate the effective shear modulus μ13.  
 
The shear stress of the sandwich plate and in each layer is mathematically given as 
13 13 13 13 13 13 132 2 2
g g IL ILσ μ ε μ ε μ ε= = = .  The total resulting shear strain is approximated as the 
sum of the contributions of each layer, which are proportional to their respective volume 
fractions. 
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The overall shear modulus 13μ  is then approximated as the harmonic average of the 
constituent properties given in Eq.(F.1.23). 
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F.1.6 Determination of μ12 
 
 It is possible to assume that the shear stress, 12σ , in each layer is identical based 
on the same argument used in Section F.1.1.  Figure F. 6 looks down on the x1-x2 plane to 
show a square section of layered plate which shows the approximate behavior used to 





Figure F. 6: Schematic used to approximate the effective shear modulus μ12.  
 
The shear strain of the sandwich plate and in each layer is mathematically given as 
12 12 12
g ILε ε ε= = .  The total shearing force applied to each edge of the cut plate is 
approximated as the sum of the contributions of each layer.  The shearing force present in 
each layer proportional to their respective cross sectional areas as shown by Eq. (F.1.24). 
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ILA  and 12
gA  are the cross sectional areas of the interlayer and the glass layers 
normal to the x1-x2 plane, respectively.  For this case, the effective shear modulus, 12μ , is 
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where ILf  and gf  represent the volume fractions of the interlayer and glass layers, 







FORCED VIBRATION OF ELASTICALLY CONSTRAINED 
BEAMS AND CIRCULAR PLATES 
G  
 
G.1 Frequency response of an elastically constrained beam 
 
 This section finds the solution for the y-displacement for a uniform forcing 
pressure as a function of frequency for the general case of a beam with uniform cross-
section and material properties in the x-direction and elastic boundary conditions at x = 0 
and x = L.  The diagram in Figure G. 1 shows this case: 
 
 




 The well known differential equation for the space and time varying out of plane 
displacement, y(x,t), for a vibrating beam of uniform cross section and material properties 
along its length, which is found via the dynamics of beam elements using the Euler-
Bernoulli beam bending assumptions [171], is given below in Eq. (G.1.1). 
 





y x t y x t








In this equation E is the Young’s modulus of the beam, I is the beam’s area moment of 
inertia ( 3 12I bh= ), ρ is the mass per unit volume of the beam, b is the width of the 
beam cross section, h is the beam’s height, and p(x,t) is the space and time varying 
forcing pressure.  The first step in solving this partial differential equation to first take the 
Fourier transform of the out of plane displacement with respect to time, yielding the non-
homogeneous ordinary differential equation below. 
 






d y x p x b
y x
dx EI
β− =  (G.1.2) 
 
Where 4 2 2 212bh EI Ehβ ω ρ ω ρ= =  and represents the flexural wave number in the 
beam.  One arrives at the solution to this ordinary differential equation through the 
resolution of the homogeneous and particular parts.  For simplification of the solution of 
the particular part, exciting pressure is assumed to be constant in space and a harmonic of 
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the form ( ) ( ) ( ), , cos Re i to op r t p t p t p e ωθ ω −⎡ ⎤→ = = ⎣ ⎦ .  The resulting general solution is 
shown below in Eq. (G.1.3). 
 
 ( ) ( ) ( ) ( ) ( ) ( )1 2 3 4 2, cos sin cosh sinh coso
py x t b x b x b x b x t
h
β β β β ω
ω ρ
⎡ ⎤




The undetermined coefficients of the relationship given in Eq. (G.1.3) are dependent on 
the specific boundary conditions of the beam, and are found through the resolution of the 
following four boundary conditions. 
 
G.1.1 Resolution of system for elastic boundary conditions 
 
 For the elastically constrained plate shown in Figure G. 1, the determination of 
the coefficients b1 – b4 require expressions for the shear and moment at the extents of the 
beam.  The boundary conditions are expressed below in the four relations given in 
(G.1.4). 
 
  ( )
( ) ( ) ( )




( )   0, ( )   ,
( )   V 0, 0, ( )   V , ,w w
dy t dy L t
i M t K iii M L t K
dx dx
ii t K y t iv L t K y L t




Where Kψ,1,2 are the rotational spring coefficients on the left and right limits respectively 
(having the units of N·m) and Kw,1,2 are the linear displacement spring coefficients at the 
left and right limits respectively (having units of N/m).  Approximate values for the linear 
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and rotational springs are approximated using the conventions shown in Figure G. 2.  
These shear and moment sign conventions for beam bending shown below in Figure G. 3. 
 
 





Figure G. 3: Sign conventions used in the derivation of the beam bending problem. 
 
Expressions for the shear and moment can also be derived from the deflection expression 
using the following [179]. 
 
  
( ) ( )










M x t EI
x
M x t y x t
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Inserting expression (G.1.3) for the out of plane displacement into the RHS of the 
boundary conditions given in Eq. (G.1.4) where the LHS is determined using the relations 
for shear and moment given in Eq. (G.1.5) yields a system of four equations having four 
unknowns.  These four unknowns are the undetermined coefficients b1,…,4 and can be 
resolved in terms of the specific beam material and geometry specified by E, ρ, b, h, and 
L, the elastic boundary conditions: Kw,1,2, and Kψ,1,2, and the loading conditions po, and ω.  
Useful in this derivation are the following spatial derivations. 
 
  
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1 2 3 4
2
2 2 2 2
1 2 3 42
3
3 3 3 3
1 2 3 43
ˆ
sin cos sinh cosh
ˆ
cos sin cosh sinh
ˆ
sin cos sinh cosh
dy x
b x b x b x b x
dx
d y x
b x b x b x b x
dx
d y x
b x b x b x b x
dx
β β β β β β β β
β β β β β β β β
β β β β β β β β
= − + + +
= − − + +
= − + +
  (G.1.6) 
 
Using all of this information, the following system of equations results: 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )




,2 ,2 ,2 ,2
3 3 3 3
,2 ,2 ,2 ,2
cos sin sin cos cosh sinh sinh cosh
sin cos cos sin sinh cosh cosh sinh
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⎪ ⎪⎥ ⎪ ⎪ −⎪ ⎪ ⎪ ⎪⎥ =⎨ ⎬ ⎨ ⎬⎥ ⎪ ⎪ ⎪ ⎪⎥ ⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭⎦
 (G.1.7) 
 
The system is characterized as a function of frequency by solving this system of 
equations for the unknown coefficients ({ } [ ] { }1b A c−= ) at each exciting frequency.  Or, 
more simply, a search for the zeros of the characteristic equation of the [A] matrix yields 
the resonant frequencies for any system that can be simulated using the elastic boundary 
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conditions above (which includes, cantilevered, simply-supported – simply supported, 
clamped – simply-supported, etc ).  Using this system of equations, the above model was 
verified by checking the first three calculated eigenvalues, βL, with those tabulated in the 
literature [172] which employs an Rayleigh quotient method.  This is summarized in 
Table G. 1 below. 
 
Table G. 1: First three eigenvalues taken from literature and comparison with current model. 
 Cantilevered (C. – F.) S.S. – S.S. C. – S.S. 
 Ref. [172] Model Ref. [172] Model Ref. [172] Model 
(βL)1 1.875 1.875 π 3.142 3.927 3.927 
(βL)2 4.694 4.694 2π 6.286 7.069 7.069 
(βL)3 7.855 7.855 3π 9.425 10.210 10.210 
 
It is important to note that the conditions at x = 0 and x = L required to approximate a 
clamped B.C. were that Kw,1,2 = 1 x 1010 N/m and Kψ,1,2 = 1 x 1010 N·m, and for the 
simply-supported B.C., Kw,1,2 = 1 x 1010 N/m and Kψ,1,2 = 0 N·m were used.  As can be 
seen from this table, this model is easily adaptable to different boundary conditions by 
simply varying the values of the elastic constants at the extents of the beam.  This can 
now be employed in order to study the effects of viscoelastic elements on the modal 
damping of the system.  The most straightforward manner to quantify modal damping 
using the system response relations above is the half-power bandwidth method. 
 




 The general case of a plate having uniform cross-section and material properties 
in the r- and θ-directions and having elastic boundary conditions at r = a.  The diagram in 
Figure G. 4 shows this case: 
 
 
Figure G. 4: Schematic of elastically constrained circular plate. 
 
 For a vibrating plate of uniform cross section and material properties in the r- and 
θ-directions, the well known differential equation for the space and time varying out of 
plane displacement, w(x,t), which is found via the dynamics of plate elements using 
classic Kirchhoff plate theory [174], is given below in Eq. (G.2.1). 
 




ˆ , ,ˆ ˆ ˆ, , , ,
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Where B is the frequency dependent bending modulus described by the relationship 
( )3 2ˆ ˆ 12 1B Eh ν= − , w is the out of plane displacement, ρ is the mass per unit volume, h 
is the thickness of the plate, and p is the forcing pressure.  Now, making the simplifying 





  ( ) ( ) ( )ˆ ˆ ˆ, , cos Re i to op r t p t p t p e ωθ ω −⎡ ⎤→ = = ⎣ ⎦  (G.2.2) 
 
Taking the Fourier transform with respect to time of Eq. (G.2.1), the result is Eq. (G.2.3). 
 
  ( ) ( )4 4 ˆˆˆ ˆ, , ˆ
pw r k w r
B
θ θ∇ − =  (G.2.3) 
 
Where 4 2ˆ ˆk h Bρ ω=  and is the bending wave number.  The general solution to this 
partial differential equation is done by first finding the solution to the homogeneous part 
as follows.  The LHS of the above equation can first be factored into two Laplacian 
operator relations. 
 
  ( ) ( ) ( )2 2 2 2ˆ ˆ ˆ , 0hk k w r θ∇ − ∇ + =  (G.2.4) 
 
Now, due to symmetry, we know that ˆ hw  must be periodic in θ i.e. 
( ) ( )ˆ ˆ, 0 , 2w r w rθ θ π= = = .  Therefore, in taking a separation of variables approach such 
that ( ) ( ) ( )ˆ , , i thw r t R r e ωθ θ −= Θ , it is apparent that ( )θΘ  must be of the form: 
 














Then, returning Eq. (G.2.4), the two similar relations below will require solutions: 
 
  ( ) ( ){ } ( ) ( ){ }2 2ˆ 0R r k R rθ θ∇ Θ − Θ =  (G.2.6) 
 
  ( ) ( ){ } ( ) ( ){ }2 2ˆ 0R r k R rθ θ∇ Θ + Θ =  (G.2.7) 
 
Now, applying the Laplacian operator in cylindrical coordinates and noting that the form 
of ( )θΘ  given in Eq. (G.2.5) requires ( ) ( )'' 2nθ θΘ = − Θ , the following two equations 
result. 
 




1 ˆ 0nR r R r k R r
r r
⎛ ⎞⎛ ⎞+ − + =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠
 (G.2.8) 




1 ˆ 0nR r R r k R r
r r
⎛ ⎞⎛ ⎞+ + − =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠
 (G.2.9) 
 
These are identified as equations whose solutions are respectively the regular and 
modified Bessel and Neuman functions of the first kind.  The complete solution for the 
homogeneous out-of-plane displacement is therefore described with the following 
complete solution. 
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Now, the solution can be simplified by noting specifics of the geometry.  First, due to the 
symmetry about the z-axis, we can discard one of the two functions in θ.  Secondly, 
because the plate is continuous at r = 0, the regular and modified Neuman functions must 
be discarded.  This leaves the following relationship for the solution to the homogeneous 
part of Eq. (G.2.3). 
 
  ( ) ( ) ( ) ( )
0
ˆ ˆˆ , , cos i th n n n n
n




⎧ ⎫⎡ ⎤= +⎨ ⎬⎣ ⎦⎩ ⎭
∑  (G.2.11) 
 
Note that there are two unknown coefficients which must be determined from the shear 
and moment boundary conditions imposed at r = a. 
 To find the particular solution, we must take into account that the exciting 
pressure is uniform in space and harmonic.  This leads to the simple hypothesis that the 
particular solution be simply of the form ( ) ( ) ( )ˆ ˆ, , cos Re i tp pw r t w t C t Ce ωθ ω −⎡ ⎤→ = = ⎣ ⎦ .  
Substituting this solution into Eq. (G.2.3), we have the following. 
 
  ( )4 4ˆˆ ˆ ˆi t i t i to
pC e Ck e e
B
ω ω ω− − −∇ − =  (G.2.12) 
 
The first term on the LHS of Eq. (G.2.12) is zero, and the remaining terms yield an 
expression for the constant, C, in terms of the forcing pressure.  The final general solution 
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0
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⎧ ⎫⎡ ⎤= + −⎨ ⎬⎣ ⎦⎩ ⎭
∑  (G.2.13) 
 
G.2.2 Resolution of system for elastic boundary conditions 
 
 For the elastically constrained plate shown in Figure G.4, the determination of the 
coefficients An and Bn require expressions for the shear and moment at the extents of the 
plate.  The boundary conditions are expressed below in relations (G.2.14) and (G.2.15). 
 
  ( ) ( )
ˆ , ,ˆ , ,r
w a t









  ( ) ( )ˆ ˆ, , , ,r wV a t K w a tθ θ= −  (G.2.15) 
 
Where the linear and rotational spring values are approximated from the true boundary 





Figure G. 5: Approximation of boundary conditions as linear spring and rotational spring. a is the 
plate radius, h is the plate thickness, and t is the radial thickness that the plate is embedded in the 
elastic boundary. 
 
As was done in the previous example, the resolution of the problem requires expressions 
relating the shear and moment to the displacement equation derived above and given in 
Eq. (G.2.13).  The necessary classic plate relations for this problem were taken from 
Liessa [174] and are given below in Eqns. (G.2.16) – (G.2.19) describing  the plate 
bending moments, the transverse shearing forces, and the Kelvin-Kirchhoff edge 
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The evaluation of the boundary conditions will lead to two simultaneous equations at r = 
a that can then be solved for the undetermined coefficients An and Bn.  The system of 
equations is given below in Eqns. (G.2.20) – (G.2.24). 
 
  
( ) ( )
( ) ( ) 3 2
ˆ ˆˆ ˆ ˆ 0
ˆˆ 1ˆ ˆˆˆ
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nn n
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Bk hBR ka S ka ρ ω
⎡ ⎤ ⎧ ⎫ ⎧ ⎫⎪ ⎪⎢ ⎥ =⎨ ⎬ ⎨ ⎬⎢ ⎥ ⎩ ⎭⎪ ⎪⎩ ⎭⎣ ⎦
 (G.2.20) 
 
Where the frequency dependent functions in the matrix of the LHS are specified below.  
Note that in the following the “^” designation has been removed for clarity, but that all 
entities are still dependent on the frequency: 
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Solving relationship (G.2.20) for An and Bn in terms of the forcing function and the elastic 
boundary conditions yields the following expressions. 
 





















Where ( )kaΔ  is the characteristic equation of the matrix in Eq. (G.2.20). 
 
  ( ) ( ) ( ) ( ) ( )n n nka L ka S ka M ka R kaΔ = −  (G.2.27) 
 
From Eqns. (G.2.25) – (G.2.27)  it is obvious that resonance is reached when the 
characteristic equation of the coefficient matrix of Eq. (G.2.20) is equal to zero as would 
be expected.  Eqns. (G.2.20) – (G.2.27) give a complete solution for a thin circular plate 
with a uniform harmonic exciting pressure and allow modeling of the forced frequency 
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response of the system for a large variety of boundary conditions.  It is important to note 
that for simple implementation of these relationships, it is convenient to use the following 
recursion relationships for the regular and modified Bessel functions taken from 
Blackstock [50]. 
 





Χ = Χ − Χ  (G.2.28) 
 
  ( ) ( ) ( )' 1 1
1
2n n n
ka ka ka− +Χ = Χ − Χ⎡ ⎤⎣ ⎦  (G.2.29) 
 
  
( ) ( ) ( ) ( ) ( )1
n n
n n
d ka ka ka ka
d ka −
⎡ ⎤Χ = Χ⎣ ⎦  (G.2.30) 
 
Where Χn(ka) represents either the regular or modified Bessel or Neumann function of 
the first kind. 
 To verify the formulation outlined by Eqns. (G.2.20) – (G.2.27), the first few 
eigenvalues of circular plates having different boundary conditions has been checked 
with models derived by Leissa [174] for the specific case given.  The results are given 




Table G. 2: First four eigenvalues of clamped circular plate taken from literature [174] and 
comparison with current model. ν = 0.30 
 Plate Clamped at r = a, with ν = 0.30 
 n = 0 n = 1 n = 2 
2
,n sβ  Ref. [174] Model Ref. [174] Model Ref. [174] Model 
2
,0nβ  10.2 10.22 21.2 21.26 34.8 34.80 
2
,1nβ  39.7 39.76     
 
Table G. 3: First four eigenvalues of a simply-supported circular plate taken from literature [174] 
and comparison with current model. ν = 0.30 
 Plate Simply-Supported at r = a, with ν = 0.30 
 n = 0 n = 1 n = 2 
2
,n sβ  Ref. [174] Model Ref. [174] Model Ref. [174] Model 
2
,0nβ  4.9 4.94 13.9 13.90 25.6 25.61 
2
,1nβ  29.7 29.72     
 
Table G. 4: First five eigenvalues of free circular plate taken from literature [174] and comparison 
with current model. ν = 0.25 
 Free Plate with ν = 0.25 
 n = 0 n = 1 n = 2 n = 3 
2










,0nβ      5.513 4.600 12.75 12.71 
2
,1nβ  8.892 8.884 20.41 19.97 35.28 33.60   
 
Here the index s indicates the number of nodal circles on the plate (not including the 
boundary).  It is important to note that the conditions at r = a required to approximate a 
clamped B.C. were that Kw = 1 x 109 N/m2 and Kψ = 1 x 109 N, and for the simply-
supported B.C., Kw = 1 x 109 N/m2 and Kψ = 0 N were used.  As can be seen from the 
results, the model derived here yields results for three extremely different boundary 
conditions which are acceptably close, though not identical, to the specific individual 
models of Liessa [174].  The model is therefore ideal for studies on the effects of various 






RAW WINDSHIELD DESIGN RESULTS 
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Table H. 1: Initial calculations.  All design goals are assigned equal importance levels. Weight 
Reduction Goal: 10%, Coincidence Notch Goal: 0.2 dB, Coincidence Frequency Goal: 1.5 kHz, 
Variation in Young’s Modulus Goal: 2%. Green shading indicates the standard configuration, light 
blue shading indicates superior performance to standard configuration, orange shading indicates 
inferior performance to standard configuration.  
Glass Layer Settings IL Settings min
EWZ  
No inclusions No inclusions 1.738 
“” 1 %, isotropic 0.511 
“” 1%, low anisotropy 0.544 
“” 1%, med anisotropy 1.850 
“” 1%, high anisotropy 1.959 
1%, isotropic No inclusions 2.022 
“” 1 %, isotropic 0.065 
“” 1%, low anisotropy 0.385 
“” 1%, med anisotropy 0.409 
“” 1%, high anisotropy 2.020 
1%, low anisotropy No inclusions 1.455 
 1 %, isotropic 0.102 
“” 1%, low anisotropy 0.070 
“” 1%, med anisotropy 0.792 
“” 1%, high anisotropy 1.457 
1%, med anisotropy No inclusions 1.446 
 1 %, isotropic 0.066 
“” 1%, low anisotropy 0.067 
“” 1%, med anisotropy 0.656 
“” 1%, high anisotropy 1.508 
1%, high anisotropy No inclusions 1.976 
 1 %, isotropic 0.547 
“” 1%, low anisotropy 0.536 
“” 1%, med anisotropy 1.891 





Table H. 2: Investigation of design goal importance (1): Coincidence notch depth goal has highest 
importance, others have equal (low) importance.  Weight Reduction Goal: 10%, Coincidence Notch 
Goal: 0.2 dB, Coincidence Frequency Goal: 1.5 kHz, Variation in Young’s Modulus Goal: 2%. Green 
shading indicates the standard configuration, light blue shading indicates superior performance to 
standard configuration, orange shading indicates inferior performance to standard configuration. 
Glass Layer Settings IL Settings min
TLZ Δ  
No inclusions No inclusions 2.915 
“” 1 %, isotropic 0.606 
“” 1%, low anisotropy 0.869 
“” 1%, med anisotropy 3.356 
“” 1%, high anisotropy 3.356 
1%, isotropic No inclusions 3.459 
“” 1 %, isotropic 0.055 
“” 1%, low anisotropy 0.260 
“” 1%, med anisotropy 2.732 
“” 1%, high anisotropy 3.459 
1%, low anisotropy No inclusions 2.332 
 1 %, isotropic 0.046 
“” 1%, low anisotropy 0.248 
“” 1%, med anisotropy 1.042 
“” 1%, high anisotropy 2.319 
1%, med anisotropy No inclusions 2.408 
 1 %, isotropic 0.265 
“” 1%, low anisotropy 0.582 
“” 1%, med anisotropy 3.459 
“” 1%, high anisotropy 2.334 
1%, high anisotropy No inclusions 3.029 
 1 %, isotropic 0.645 
“” 1%, low anisotropy 0.623 
“” 1%, med anisotropy 0.306 





Table H. 3: Investigation of design goal importance (1): Coincidence frequency goal has highest 
importance, others have equal (low) importance.  Weight Reduction Goal: 10%, Coincidence Notch 
Goal: 0.2 dB, Coincidence Frequency Goal: 1.5 kHz, Variation in Young’s Modulus Goal: 2%. Green 
shading indicates the standard configuration, light blue shading indicates superior performance to 
standard configuration, orange shading indicates inferior performance to standard configuration. 
Glass Layer Settings IL Settings min
fZ  
No inclusions No inclusions 1.681 
“” 1 %, isotropic 0.720 
“” 1%, low anisotropy 0.720 
“” 1%, med anisotropy 1.757 
“” 1%, high anisotropy 1.829 
1%, isotropic No inclusions 1.725 
“” 1 %, isotropic 0.055 
“” 1%, low anisotropy 0.523 
“” 1%, med anisotropy 0.525 
“” 1%, high anisotropy 1.725 
1%, low anisotropy No inclusions 1.302 
 1 %, isotropic 0.061 
“” 1%, low anisotropy 0.530 
“” 1%, med anisotropy 0.920 
“” 1%, high anisotropy 1.347 
1%, med anisotropy No inclusions 1.353 
 1 %, isotropic 0.608 
“” 1%, low anisotropy 0.038 
“” 1%, med anisotropy 1.482 
“” 1%, high anisotropy 1.674 
1%, high anisotropy No inclusions 1.695 
 1 %, isotropic 0.612 
“” 1%, low anisotropy 0.615 
“” 1%, med anisotropy 1.478 





Table H. 4: Investigation of design goal importance (1): In-plane Young’s Modulus goal has highest 
importance, others have equal (low) importance.  Weight Reduction Goal: 10%, Coincidence Notch 
Goal: 0.2 dB, Coincidence Frequency Goal: 1.5 kHz, Variation in Young’s Modulus Goal: 2%. Green 
shading indicates the standard configuration, light blue shading indicates superior performance to 







EZ Δ  
No inclusions No inclusions 1.158 
“” 1 %, isotropic 0.342 
“” 1%, low anisotropy 0.342 
“” 1%, med anisotropy 1.234 
“” 1%, high anisotropy 1.306 
1%, isotropic No inclusions 1.516 
“” 1 %, isotropic 0.099 
“” 1%, low anisotropy 0.349 
“” 1%, med anisotropy 1.309 
“” 1%, high anisotropy 0.396 
1%, low anisotropy No inclusions 0.108 
 1 %, isotropic 0.191 
“” 1%, low anisotropy 0.335 
“” 1%, med anisotropy 0.656 
“” 1%, high anisotropy 1.114 
1%, med anisotropy No inclusions 1.046 
 1 %, isotropic 0.082 
“” 1%, low anisotropy 0.298 
“” 1%, med anisotropy 0.718 
“” 1%, high anisotropy 1.053 
1%, high anisotropy No inclusions 1.472 
 1 %, isotropic 0.510 
“” 1%, low anisotropy 1.302 
“” 1%, med anisotropy 1.302 












I.1 Introduction and motivation 
 
 Innovative closed cell polymer foams with piezoelectric properties, also known as 
piezoelectrets, have recently gained interest in the scientific community [260].  These 
foams consist of a polymer matrix, often polypropylene (PP), containing a high volume 
fraction of voids, see Figure I. 1.  The foams are processed in such a way that the large 
elliptical voids carry surface charge on their interior void surface thereby creating large 
dipoles within the material [260].  The coupling of these large dipoles with the relatively 
high foam compliance leads to high piezoelectric coupling of the foam as a whole.  The 
d33 piezoelectric coupling coefficient of these materials is quite high, with experimentally 
measured values ranging from 100-200 pC/N in cellular polypropylene [260].  Modeling 
the effective behavior of the foams has proven to be a difficult task.  Past modeling 
attempts have been limited, employing only one dimensional electrostatic models to 
approximate the d33 coefficient while neglecting the estimation of the coupled mechanical 
properties [261, 262].  Further development of these closed cell polymer foams requires 
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an interdisciplinary approach drawing from scientific fields including material science, 
acoustics, electrostatics, plasma physics, mechanics, and manufacturing.  To enhance the 
ability to improve the behavior of piezoelectrets, this work proposes a general modeling 
approach to improve the understanding of their electromechanical behavior and to create 
a tool for the researcher desiring to improve their behavior. 
 
 
Figure I. 1: Micrograph showing structure of a closed-cell piezoelectret foam. Image from Bauer et al 
[260]. 
 
 Addressing the behavior of piezoelectrets at a fundamental level requires a robust 
model that considers the void shape, polarization, and coupled electromechanical 
response.  This work investigates the physical behavior at the void scale, derives a micro-
electromechanical model of the effective behavior of these foams, and provides a 
validation of the model by calculating the effective properties and comparing them with 
experimental observations.  The resulting model predicts the effective viscoelastic, 
dielectric, and piezoelectric properties of the foams as a function of void shape, 
orientation, surface charge density and the polymer matrix material properties.  The aim 
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of deriving and implementing this model is to aid in the future design and development of 
piezoelectrets and to improve an understanding of their complex behavior. 
 
I.2 Model development 
 
 Mean field modeling of a heterogeneous medium is accomplished in two discrete 
steps.  The first step is known as localization.  The localization step consists of finding 
expressions for the field variables, in this case that of strain and electric field, on the 
smallest scale of interest, which is the scale of the voids for these foams.  This is done 
using Green’s function techniques.  The local field expressions are found in Sections I.2.1 
and I.2.2.  The second step is known as homogenization.  Homogenization is the process 
of approximating the macroscopic response of the heterogeneous medium as a volume 
average of the local fields found in the localization step.  The homogenization step is 




 Modeling of piezoelectric closed cell polymer foams starts with the analogous 
relations of stress equilibrium and Gauss’s law: 
 
  ( ) ( ) ( ) ( ), ,
    (a) Mechanical (b) Electrostatic





In these expressions σ denotes the Cauchy stress tensor, if  is the body force associated 
with the charge deposited in the closed cells, iP  is the polarization density in the 
heterogeneous material, and ρb represents the deposited (bound) charge density (having 
units C/m3).  Note that the above equations employ Einstein’s notation and that the 
comma denotes the spatial derivative.  The formulation of Eq. (I.2.1)a neglects inertial 
effects and Eq. (I.2.1)b assumes that no free charge is present in the composite dielectric.  
The electrostatic expression follows from the differential form of Gauss’ Law in the 
absence of free charge and the expression for electric displacement [263].  Gauss’ Law 
states that the surface integral of the flux of electric field through a surface is equal to the 
total charge contained in the volume surrounded by that surface.  This is stated 
mathematically in both integral and differential forms by Eq. (I.2.2). 
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It is also known that the divergence of the electric displacement at a point in space is 
equal to the free charge at that point, or: ( ) ( ), fi iD ρ=r r .  The following relationships 
between the electric displacement field, the electric field, the polarization density, and the 
material properties of the dielectric are also very useful. 
 




  ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 20i ij j ijk j kP E E Eε χ χ⎡ ⎤= + +⎣ ⎦r r r r r r  (I.2.4) 
 
In Eq. (I.2.3) Ei represents the electric field, ε0 the permittivity of free space, ε is the 
permittivity of the dielectric material, κij is the dielectric constant, Di the electric 
displacement field, and ρ the total charge which is the sum of the free, ρf, and bound, ρb, 
charge density [263].  Eq. (I.2.4) gives the important relationship between the 
polarization density, the electric field, and the material constants.  In this expression ( )1ijχ  
is the electric susceptibility of the heterogeneous medium and ( )2ijkχ  is the second order 
Pockel’s effect.  In the discussion that follows, the relationship between the polarization 
density and electric field will be limited to first order effects and therefore the 
susceptibility will be denoted simply as ( )1ij ijχ χ→ .  Equations (I.2.3) and (I.2.4) can now 
be combined to show that the susceptibility of a medium is related to its dielectric 
permittivity, ijκ , as follows. 
 
  
( ) ( )












Where ijδ  is the Kronecker delta. 
 It is now assumed that the heterogeneous composite material can be represented 
mathematically as a homogeneous material whose electromechanical properties vary with 
position (this is similar to the approach taken by Hill [135] and Zeller and Dederichs 
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[68]).  It is first necessary to introduce the following expressions for the 
electromechanical material properties: 
 
  ( ) ( )0ijkl ijkl ijklC C Cδ= +r r  (I.2.6) 
 
  ( ) ( )0ij ij ijχ χ δχ= +r r  (I.2.7) 
 
C(r) represents the fourth order position dependent viscoelastic stiffness tensor.  This 
tensor is decomposed into a spatially uniform reference stiffness, C0, and a stiffness 
variation about the reference value that is a function of position, δC(r).  Likewise χ(r) 
represents the second order position dependent electric susceptibility tensor. The electric 
susceptibility has also been decomposed into a spatially uniform reference susceptibility, 
χ0, and some variation about this reference value, δχ(r), which is a function of position.  
Equations (I.2.8) and (I.2.9) follow from the application of the constitutive analogous 
mechanical and electrostatic laws given in Eq. (I.2.1) to a material having these spatially 
dependent properties. 
 
  ( ) ( ) ( ) ( )0 , ,
p
ijkl k lj ijkl kl ij
C u C fδ ε⎡ ⎤= − −⎣ ⎦r r r r  (I.2.8) 
 
  ( ) ( ) ( ) ( )00 , 0 ,
b
ij ji ij j i




( )ijε r given in the expression (I.2.8) is the small strain tensor which is defined as the 
gradient of the displacement field in the material, ( )iu r , by the classic relation: 
( ) ( ) ( ), ,
1
2ij i j j i
u uε ⎡ ⎤= +⎣ ⎦r r r .  Note that the strain tensor is symmetric: ( ) ( )ij jiε ε=r r .  
Analogously, ( )iE r  is the electric field at any field point and can be calculated from the 
gradient of the its electric potential: ( ) ( ),i iE φ= −r r . 
 It is now possible to define a body force due to the variation in viscoelastic 
stiffness, ( )Mif r , and a charge density, ( )Eρ r , resulting from the spatial variation in 
electromechanical properties as shown in Eqs. (I.2.10) and (I.2.11). 
 
  ( ) ( ) ( )
,
M
i ijkl kl j
f Cδ ε⎡ ⎤= ⎣ ⎦r r r  (I.2.10) 
 
  ( ) ( ) ( )0 ,
E
ij j i
Eρ ε δχ⎡ ⎤= − ⎣ ⎦r r r  (I.2.11) 
 
These definitions simplify Eqs. (I.2.8) and (I.2.9) to the following: 
 
  ( ) ( ) ( )0 , Mijkl k lj i iC u f f⎡ ⎤= − +⎣ ⎦r r r  (I.2.12) 
 




The form of the stress equilibrium equation and Gauss’s law by given be Eqs. (I.2.12) 
and (I.2.13) are differential equation that can be solved by employing Green’s functions.  
This is done through the second order Green’s tensor, ( )0 'kmG −r r , and the scalar Green’s 
function, ( )0 'g −r r , respectively.  The superscript 0 denotes that the resulting solution 
propagates the effect of the body force and charge density distributions through the 
reference medium whose properties have not yet been found.  In this case, Green’s tensor 
calculates the displacement in the k direction at the point r due to a time varying force, 
( ) ( ) ( ){ }, etot M i ti i if t f f e ω−⎡ ⎤= +⎣ ⎦r r r , acting in the m direction and located at the point 
r’.  Analogously, the scalar Green’s function calculates the electric potential at the point r 
due to a time varying charge density,  ( ) ( ) ( ){ }, e E b i tt e ωρ ρ ρ −⎡ ⎤= +⎣ ⎦r r r , located at the 
point r’.   
 The Green’s tensor and function are found by solving the differential Eqs. (I.2.14) 
and (I.2.15): 
 
   ( ) ( ) ( )0 0 , ' ' ' 0ijkl km lj imC G δ δ δ ω ω− + − − =r r r r  (I.2.14) 
 
  ( ) ( ) ( )0 00 , ' ' ' 0ij jigε χ δ δ ω ω− + − − =r r r r  (I.2.15) 
 
for the boundary conditions on the external surface of the homogeneous medium, S [71].  
In these equations, imδ  is the Kronecker delta, ( )'δ ω ω−  is the frequency domain Dirac 
delta function, and ( )'δ −r r  is the three dimensional Dirac delta function [71].  By 
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modifying the work of Berveiller et al [71] to take the time variation of the distributed 
body force and charge density into account, it can be shown that the solution to Eqs. 
(I.2.14) and (I.2.15) are given by the integral equations below. 
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 (I.2.17) 
 
Integrating (I.2.16) and (I.2.17) by parts yields the following displacement and potential 
fields: 
 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }0 0 0, ' ' ' ' ' ' ' 'm m im j ijkl kl im i
V
u u G C G f d dδ ε ω
∞
−∞
⎡ ⎤= − − − −⎣ ⎦∫ ∫r r r r r r r r r r  
   (I.2.18) 
 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }0 0 0, ' 0' ' ' ' ' ' 'bi ij j
V
g E g d dφ φ ε δχ ρ ω
∞
−∞
⎡ ⎤= − − − −⎣ ⎦∫ ∫r r r r r r r r r r  




Recalling the following properties of Green’s functions: 
 










∂ − ∂ −
= = − = −
∂ ∂
r r r r
 (I.2.20) 
 
Relations (I.2.18) and (I.2.19) represent the local fields of displacement and electric 
potential.  These equations can be modified to yield the local expressions for strain and 
electric field by taking the spatial derivative.  The result can be simplified to the 
representation given in Eqs. (I.2.21) and (I.2.22) by evoking the small strain 
approximation and the integral property of the Dirac delta function, 
( ) ( ) ( )' ' 'x x dω ω δ ω ω ω
∞
−∞
= −∫   [68, 125]: 
 
   ( ) ( ) ( ) ( ) ( ) ( )0 0,' ' ' ' ' ' 'gij ij ijkl klmn mn ij k k
V V
C d G f dε ε δ ε= − Γ − + −∫ ∫r r r r r r r r r r   
   (I.2.21) 
 
  ( ) ( ) ( ) ( ) ( ) ( )0 00 ,' ' ' ' ' ' 'g bi i ij jk k i
V V
E E E d g dγ ε δχ ρ= − − + −∫ ∫r r r r r r r r r r  
   (I.2.22) 
 
In the above expressions, gijε  and 
g
iE  represent the macroscopic strain and electric fields 
of the reference medium, respectively.  These fields have no spatial dependence.  
( )0 'ijklΓ −r r  and ( )0 'ijγ −r r  are called the modified Green’s tensor and function, 
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respectively.  The modified Green’s tensor is related to the previously introduced second 
order Green’s tensor through Eq. (I.2.23) while the modified Green’s function is defined 
by Eq. (I.2.24). 
 
   ( ) ( ) ( )0 0 0, ,
1' ' '
2ijkl ki jl kj il
G G⎡ ⎤Γ − = − − + −⎣ ⎦r r r r r r  (I.2.23) 
 
  ( ) ( ) ( )0 0 0, ,
1' ' '
2ij ij ji
g gγ ⎡ ⎤− = − − + −⎣ ⎦r r r r r r  (I.2.24) 
 
Relations (I.2.21) and (I.2.22) specifically show that the strain and electric fields at the 
macroscopic length scale can be approximated by averaging the effects of material 
property variations within the volume, V.  This reinforces Christensen’s statement that 
multiscale modeling requires the effects of discontinuities at the microscopic length scale 
to have only an average effect on the macroscopic behavior [33]. 
 It is now useful to define the spatial variation of the viscoelastic stiffness and 
electric susceptibility.  This spatial variation can be mathematically expressed using the 
Heaviside step function ( )θ r  as shown below. 
 
  ( ) ( ) ( ) ( )0 0I I I Iδ θ θ= − = ΔC r C C r C r  (I.2.25) 
 




In the above expression, CI and χI represent the stiffness tensor and electric susceptibility 
of the closed cell.  Further, the step function is defined as: 
 
  ( )
1 if  













It is also noted that the strain and electric fields inside the close cells can be assumed to 
be spatially uniform.  This is the implementation of Eshelby’s assumption and its 
electrostatic analogue [58].  Note also that the body force, ( )if r , and charge density, 
( )bρ r , due to the charge deposited on the interior surface of the closed cells coincide 
with the location of these cells and can be approximated as being uniform surface density 
entities collocated with the inner cell surface.  This is done by employing the Dirac delta 
distribution on the surface of the inclusion, SI, represented as ( )ISδ . 
 





f S dV f dSδ =∫ ∫u r r u r r  (I.2.28) 
 





S dV dSρ δ ρ=∫ ∫u r r u r r  (I.2.29) 
 
In these equations, ( )u r  represents any nth order tensor, surfif a force per unit area in the i 
direction (a traction), and ,b surfρ  a surface charge density.  Both the traction and surface 
charge density only at the material point, r, located on the void-polymer interface.  
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Equations (I.2.25), (I.2.26), (I.2.28), and (I.2.29) can now be substituted into expressions 
for the local strain and electric field, Eqs. (I.2.21) and (I.2.22), to yield the following 
integral equations for the strain and electric field anywhere in the heterogeneous 
dielectric material. 
 
  ( ) ( ) ( ) ( )0 0 0,' ' ' '
I I
g I I surf
ij ij ijkl klmn mn ij k i
V S
C d G f dε ε ε= − Γ − Δ + −∫ ∫r r r r r r r r  (I.2.30) 
 
  ( ) ( ) ( )0 0 0 ,,' ' ' '
I I
g I I b surf
i i ij jk k i
V S
E E E d g dγ χ ρ= − − Δ + −∫ ∫r r r r r r r  (I.2.31) 
 
The following section will investigate the physical origin of surfif  and 
,b surfρ  and their 
relation to the deposited charge, void geometry, the applied electric and strain fields. 
 
I.2.2 Derivation of piezoelectric coupling terms 
 
 The piezoelectric effect displayed by closed cell polymer foams is the result of the 
interaction of the charge bound to the interior of the closed cells with applied electric and 
strain fields.  This interaction is intuitively simple to understand, but is less simple to 
describe mathematically.  The purpose of this section is to derive surfif  and 
,b surfρ  as 





I.2.2.1 Approximation of the traction at the void-matrix interface 
 
 The force surfif  represents the force per unit area acting in the i direction at the 
void-polymer interface and it has two major contributors.  The first is the net Coulomb 
force per unit area at each material point on the interface resulting from the existence of 
the deposited opposite charges on each side of the void.  This is analogous to the 
attractive force between the two plates of a charged parallel plate capacitor.  The second 
is a Lorentz force resulting from the interaction of the applied electric field and the 
deposited bound charge density.  Further, there are two consequences of the Coulomb 
force.  The first is a pre-stress induced by the existence of the deposited charge and will 
be denoted as denoted as preijσ .  This stress does not affect the stiffness behavior of the 
foam, but may affect the piezoelectric coupling behavior by changing the initial 
separation distance between charged surfaces.  This initial separation distance governs 
the strength of the polarization density and thus the piezoelectric effect.  Studies by 
Wegener et al [264] show the influence of internal void pressure, which is simply an 
internal pre-stress, on the piezoelectric coupling hint that this may be the case.  The 
second consequence of the Coulomb force is a change in the observed effective stiffness 
of the foam even in the absence of an electric field.  The change in stiffness is brought 
about by the difference in separation distance between material points on the surface of 
the void when the foam is strained.  In other words, a voided polymer having charge 
deposited on the void surfaces will have a different stiffness than that of a non-charged 
voided polymer.  The Lorentz force component gives the voided polymer its piezoelectric 
effect by generating stress inside the material when an external electric field is applied 
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across the foam.  It is imperative that this force be quantified in order to approximate the 
effective piezoelectric coupling coefficients of the foam.  Finally, it is important to note 
that the fact that force associated with the presence of deposited charge coincides with a 
material surface means that surfif  is analogous to the traction vector of continuum 
mechanics.  This statement is in accordance with the observations of Rinaldi and Brenner 
that the Maxwell stress tensor is not a physically objective Cauchy stress, but rather that 
body forces resulting electrostatic behavior can only be correctly represented as force at a 
distance entities [251].  Because the traction vector surfif  is derived from force-at-a-
distance approximations of electrostatic behavior and resolved using volume integrals, 
the above derivation has not violated any of the fundamental assumptions of continuum 
mechanics. 
 The resultant force per unit area at each material point must be found through a 
surface integral of the contributing forces.  The first component, the Coulomb force, is 
investigated first.  In a vacuum, the Coulomb force, F, exerted on one charged particle by 
another can be calculated from Eq. (I.2.32). 
 















In this expression q represents the charge, in Coulombs, at material points r and 'r , 
respectively and d = −r r r .  The value of 01 4πε  is known to be 8.9876 x 10
9 (N m2)C-2.  
For gas filled voids, this value is a reasonable approximation of true permittivity.  This 
 
502 
force component can be related to the deposited charge density and void geometry, 
shown below in Figure I. 2 as follows. 
 
   
Figure I. 2: Diagram of a single oblate ellipsoidal closed-cell void with a charge deposited on the 
interior surface. The diagram is used in this section to derive the piezoelectric coupling terms. 
 
 The Coulomb force is decomposed into unstrained and strain components.  The 
unstrained component is a function of the void geometry and the surface charge density 
alone, while the strained component also depends on the imposed strain state.  This is 
shown explicitly in Eq. (I.2.33). 
 
  ( ) ( )1 2, , ,tot surf surf ijρ ρ ε= +F F r F r   (I.2.33) 
 
Note that F1 created a pre-stress in the material while F2 changes the overall stiffness.  In 
a strained state, the displacement, u, of each material point can be described using the 
















material points initially found at the positions r and 'r , respectively, are then easily 
found. 
 
  ( )Xi ij ij X jr rδ δδ ε⎡ ⎤= +⎣ ⎦r  (I.2.34) 
 
Where XX ir⇔r  and X represents either d, or a prime or non-primed value.  The vector 
pointing between material points r and 'r  is then represented in Eq (I.2.35). 
 
  ( ) ( ) ''d di i ij j ij jr r r rδ ε ε⎡ ⎤= + −⎣ ⎦r r  (I.2.35) 
 
This expression can now be simplified through the application of Eshelby’s assumption 
that the strain in an void is well approximated as being uniform, Iijε , yielding the 
following. 
 
  d I di ij ij jr r
δ δ ε⎡ ⎤= +⎣ ⎦  (I.2.36) 
 
Inserting expression (I.2.36) into (I.2.32) gives a relation for the total Coulomb force at 
any material point as a function of strain. 
 
  ( ) ( ) ( ) ( ) ( ) ( ) ( )3 3
0 0
' '



















Where K is a constant that depends on the elements of the strain tensor and the vector r. 
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   (I.2.38) 
 
Using these equations it is now possible to show that the total Coulomb force reduces to 
the following expression. 
 
  
( ) ( )
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2
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3, ' , '
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            , ' , '
d d I d
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i i ij j
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d d
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⎧ ⎫⎪ ⎪= + −⎨ ⎬
⎪ ⎪⎩ ⎭
⎡ ⎤
= + −⎢ ⎥
⎢ ⎥⎣ ⎦
r r r r
r




  ( ) ( ) ( ) 30, ' ' 4 dF q q πε=r r r r r  (I.2.40) 
 
It is important to note that the force is attractive (in the opposite direction as the position 
vector) when the charged particles have opposite charges.  Inspection of Eq. (I.2.39) 
clearly shows that the total force due to Coulomb attraction/repulsion is divided into the 
unstrained component, represented by the first term on the RHS of Eq. (I.2.39) and the 
strained component represented by the second term in the same equation.  The first term 
contributes to the initial stress state of the heterogeneous material and the second term 
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changes the overall stiffness of the material.  It is also important to note that the force 
given by Eq. (I.2.39) is in units of Newtons and that the charges, q, are total charges in 
Coulombs, while a force per unit area, a traction, as a function of the known deposited 
surface charge density is needed.  This traction can be described in terms of the deposited 
surface charge density as follows.  First the variable ( )'iℑ r r  is defined having units of 
N/m4. 
 






i jd I d







⎡ ⎤⎧ ⎫⎪ ⎪ℑ = + −⎢ ⎥⎨ ⎬






Equation (I.2.41) is simply a restatement of Eq. (I.2.39) where the total charge, q, has be 
replaced with the surface charge density at the same material point.  The force entity 
( )'ℑ r r  calculates the force per m4 exerted at r due to a surface charge density at any 
other point, 'r .  The total traction due to Coulomb interaction at any point r is now 
determined by summing the contributions to this force from all possible contributing 
material points, 'r , on the interior surface of the void.  This is achieved by performing 
the following surface integral.  
 
  



















Where the C of the superscript denotes the Coulomb contribution to the traction at r. 
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 The resolution of the Lorentz force per unit area is much simpler to deduce.  It is 
known that the Lorentz force acting on any charged particle in the absence of magnetic 
field and having a particle velocity much lower than the speed of light is related to the 




dVρ= ∫F E  (I.2.43) 
 
Where ρ is the charge density per unit volume and E is the electric field.  From this 
relation, it is obvious that the traction at the material point r due to a surface charge 
density at the same point is given as follows. 
 
  ( ) ( ) ( ),L surf surfif Eρ=r r r  (I.2.44) 
 
Finally, the total traction at any material point is calculated as the sum of the Coulomb 
and Lorentz components. 
 
  ( ) ( ) ( ), ,surf C surf L surfi i if f f= +r r r  (I.2.45) 
 
It is now possible to turn attention to the development of the polarization density in the 
void related to the geometry, surface charge density, and strain. 
 




 An analysis of the surface charge density must begin with a remark concerning 
the form of Gauss’ Law employed in Eq. (I.2.1).  The integral form of this equation can 
be employed to show that the normal component of the polarization density is equal to 
the surface charge density at each material surface point.  This is only true when no 
charge exists within the volume surrounded by the surface that includes the material 
point.  This is stated mathematically as follows. 
 
  ( ) ( ) ( )surf i iP nρ =r r r  (I.2.46) 
 
Where n is the vector pointing normal to the surface at the material point r.  Further, the 
average polarization density of a void, IP , is reasonably well approximated as the 
volume average of all dipole moments within the void as follows. 
 






= +P r r r  (I.2.47) 
 
Where VI is the void volume, rd is the separation distance between any two material 
points on the void surface, and q is the charge at the material points r and 'r .  Due to the 
symmetry of the voids present in the voided closed-cell polymer electrets modeled in this 
work, this polarization density of the voids can be acceptably well using the following 
description. 
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∫ ∫r r r r
 (I.2.49) 
 
Where aveDr  is the area average separation distance between the top and bottom surfaces 
of the void.  The effect of strain is included using the small strain approximation elicited 
earlier, D I Di ij ij jr r
δ δ ε⎡ ⎤= +⎣ ⎦ .  It is now possible to approximate the void polarization and 
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The value of surfρ  is a model input that depends on experimental values of actual charge 
deposition.  It is important to note, however, that variable can be calculated from a known 
charge density distribution, ( )surfρ r , using area averaging. 
 




ρ ρ= ∈∫ r r r  (I.2.51) 
 
Where S represents any area.  Note that for spheres, and oblate and prolate ellipsoids, the 
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 (I.2.53) 
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= − = −  (I.2.55) 
 
Where a and c represent the major and minor axis’ respectively, and e is known as the 
ellipticity of the ellipsoid.  Equation (I.2.50) clearly shows that the result of the deposited 
charge is to induce a pre-polarization in the voided polymer and to induce an 
electromechanical coupling where the polarization, and consequently the electric 
displacement, depends on the imposed strain.  The above analysis of the 
electromechanical behavior in the void is sufficient to proceed to the final step of mean-
field modeling: volume averaging. 
 




 The integral equations derived above used techniques introduced by Zeller and 
Dederichs [68] and Walpole [73] and emphasizes one of the most basic requirements of 
multiscale modeling given by Christensen [33].  The requirement is that inhomogeneities, 
representing the smallest length scale, only have an average effect on the behavior 
observed at the macroscopic scale.  Though this is approximation is arguably not 
representative of the structure of piezoelectric closed cell polymers which are the subject 
of this study, mean field methods have been shown to have reasonable agreement with 
macroscopic material behavior even at elevated inclusion fractions.  See, for example, 
Ledbetter and Datta [30], Hornby et al [29], and Haberman et al [130].  For this reason, 
there is merit in continuing the mean field approach pursued to this point by employing 
the integral equation representations (I.2.30) and (I.2.31), which describe the local strain 
and electric fields, to approximate the effective behavior of the heterogeneous medium at 
the macroscopic scale.  This is achieved by calculating the volumetric average of ( )ijε r  
and ( )iE r . 
 The volume average of the strain and electric fields in the closed cells, Iijε  and 
I
iE  































  ( ) ( )0 0 0,
1 1' ' ' '
I I I I
I g I I surf
ij ij ijkl klmn mn ij k k
I IV V V S
C d d G f d d
V V
ε ε ε= − Γ − Δ + −∫ ∫ ∫ ∫r r r r r r r r  
   (I.2.57) 
 ( ) ( ) ( )0 0 00 ,
1 1' ' ' ' '
I I I I
I g I I I
i i ij jk k i j j
I IV V V S
E E E d d g P n d d
V V
γ ε χ= − − Δ + −∫ ∫ ∫ ∫r r r r r r r r r  
   (I.2.58) 
 




kE , and 
I
jP  have been approximated as constants within the void.  
Future equation manipulation can simplified by defining the following tensors which 
denote the various volume averages of the second Green’s tensor and function.  
Approximation of these terms using Fourier transform techniques is given in Appendix A 
of this thesis. 
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Note that the average over the volume of the inclusion of the fourth order tensor ( )0IT C  
is related to Eshelby’s tensor, S, as shown below [58, 71]: 
 
  ( )0 0:I=S T C C  (I.2.61) 
 




kE , and 
I
jP  have been approximated as constants in the 
inclusion volume or on the inclusion surface, Eqs. (I.2.57) and (I.2.58) simplify to the 
following useful expressions. 
 
  ( ) ( )0 0 0I g I I I I surfij ij ijkl klmn mn ijk kT C B fε ε ε= − Δ +C C  (I.2.62) 
 
  ( ) ( )0 0 00 0 0I g I I I I Ii i ij jk k ij jE E t E b Pε χ ε χ ε χ= − Δ +  (I.2.63) 
 
I.2.4 Homogenization of local expressions 
 
 The integral equations derived above provide a means to calculate the local strain 
fields given the loading conditions imposed at the representative volume element (RVE) 
boundary.  The first homogenization step defines the volumetric composition of the 
composite material.  The total volume of the particulate composite is decomposed into 
portions that are occupied by the closed cells, VI, and the matrix material, VM, according 




  1M If f+ =  (I.2.64) 
 
Here Xf  is the volume fraction of phase X and is related to the total volume fraction of 
the composites by X Xf V V= . 
 The uniform stress, strain, polarization density, and electric fields of the 




iP  and 
g
iE , must be defined in terms of their local 
analogues, ( )ijσ r , ( )ijε r , ( )iP r , and ( )iE r .  The classic approach defines the 
macroscopic fields as the volumetric average of the local fields defined by (I.2.65) and 
(I.2.66) [54]. 
 




ε ε σ σ= =∫ ∫r r r r  (I.2.65) 
 
  ( ) ( )1 1(a)  (b)  g gi i i i
V V
E E d P P d
V V
= =∫ ∫r r r r  (I.2.66) 
 
Homogenization begins by introducing the macroscopic canonical equations for the 
behavior of piezoelectric material [156, 265] modified to take into account pre-stress and 
pre-polarization brought about by the existence of deposited charge. 
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 (I.2.68) 
 
In the above equations, Ceff, eeff, and χeff denote the effective viscoelastic stiffness, 
piezoelectric coupling, and electric susceptibility tensors of the heterogeneous material, 
respectively, and giD  is the macroscopic electric displacement.  Recall that the electric 
displacement, in the absence of piezoelectric coupling, is related to the polarization 
density and macroscopic electric field through the expression analogous expressions. 
 
  ( )0 0g g g eff g prei i i ij ij j iD E P E Pε ε δ χ= + = + +  (I.2.69) 
 
The concept of a localization tensor is now introduced.  These tensors relate the 
macroscopic strain and electric fields to the local strain and electric fields as shown 
below in Eqs.  (I.2.70) and (I.2.71) [69, 75]. 
 
  ( ) ( ) ( ),g g pre E gij ijkl kl kl ijk kA A Eε εε ε ε⎡ ⎤= + +⎣ ⎦r r r  (I.2.70) 
 
  ( ) ( ) ( ) ,E g E g g prei ijk jk ij j jE A A E Eε ε ⎡ ⎤= + +⎣ ⎦r r r  (I.2.71) 
 
 It is now assumed that the average macroscopic strain, stress, electric 
displacement, and electric fields can be approximated as volume averages of 
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corresponding fields in the constituent phases and the pre-existing fields resulting from 
the deposited charges.  These equations are given by Eqs. (I.2.72) and (I.2.73) [54]. 
 
  , ,(a)  (b)  g M M I I g pre g M M I I g preij ij ij ij ij ij ij ijf f f fσ σ σ σ ε ε ε ε= + + = + +  (I.2.72) 
 
  , ,(a)  (b)  g M M I I g pre g M M I I g prei i i i i i i iD f D f D D E f E f E E= + + = + +  (I.2.73) 
 
Recall the constitutive mechanical and electrostatic laws for each material phase: 
 
   , ,(a)  (b)  M M M M pre I I I I preij ijkl kl ij ij ijkl kl ijC Cσ ε σ σ ε σ= + = +  (I.2.74) 
 
  ( ) ( ), ,0 0(a)  (b)  M M M M pre I I I I prei ij ij j i i ij ij j iD E P D E Pε δ χ ε δ χ= + + = + +   
   (I.2.75) 
 
 It is noted that volume averages of Eqs. (I.2.70) and (I.2.71) can be found for the 
matrix or inclusion phases via relations similar to (I.2.56).  Combining constitutive 
equations of the form (I.2.74) and (I.2.75) with such volume averaging yields simplified 
relationships between the average local stress or electric displacement field in material X, 
where X is either I or M, and the analogous macroscopic fields.  The relationships are 
given below in Eqs. (I.2.76) and (I.2.77). 
 




  ( ) ( ), , , ,0X X X E g X E g g pre X prei ij ij jkl kl ij j j iD A A E E Pεε δ χ ε ⎡ ⎤= + + + +⎣ ⎦  (I.2.77) 
 
The average strain and electric fields in the matrix can now be expressed by inserting 
inclusion volume averages of Eqs. (I.2.70) and (I.2.71) into relations (I.2.72)(b) and 
(I.2.73)(b), respectively.  These results can be combined with the stress and electric 
displacement fields in the matrix expressed by applying the constitutive laws given in 
Eqs. (I.2.74)(a) and (I.2.75)(a).  The results of these operations are given below in 
expressions (I.2.78) – (I.2.81). 
 
  ( ) ( ), , , ,1M I I g I I E g I I g preij ijkl ijkl kl ijk k ijkl ijkl klM I f A f A E I f Af
ε ε εε ε ε⎡ ⎤= − − − +⎣ ⎦  (I.2.78) 
 
 ( ) ( ), , , , ,1M M I I g I I E g I I g pre M preij ijkl klmn klmn mn klm m klmn klmn mn ijM C I f A f A E I f Af
ε ε εσ ε ε σ⎡ ⎤= − − − + +⎣ ⎦  
   (I.2.79) 
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The average stress and electric displacement in the matrix material can also be found by 
combining Eqs. (I.2.72)(a) and (I.2.73)(a) with and stress and electric displacement 
localization equations in the form of (I.2.76) and (I.2.77) together with the assumed 
macroscopic behavior given by (I.2.67) and (I.2.68), respectively [24].  The results are 
shown in (I.2.82) and (I.2.83). 
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 (I.2.83) 
 
The effective piezoelectric material properties of the heterogeneous closed cell foam is 
finally found by using the dilute approximation by equating equation pairs (I.2.79) – 
(I.2.82) and (I.2.81) – (I.2.83) then matching terms to solve for Ceff, Deff, eeff, and χeff [24]. 
 
  ( ) ,eff M I I M Iijkl ijkl ijmn ijmn mnklC C f C C A ε= + −  (I.2.84) 
 
  ( ) ,eff I I M I Emij ijkl ijkl klme f C C A ε= − −  (I.2.85) 
 




  ( ) ,eff M I I M I Eij ij ik ik kjf Aχ χ χ χ= + −  (I.2.87) 
 
 The strain and electric field localization tensors, ,I εA , ,I EεA , ,I EεA , and ,I EA , 
must be found to complete this model.  These tensors are dependent on the volumetric 
composition of the composite, the geometry of the closed cells, the constituent material 
electromechanical properties, and the material properties of the reference material.  
Expressions for these terms must be found via the previously derived integral equations.  
This is done by first re-arranging (I.2.62) and (I.2.63) as shown below in Eqs. (I.2.88) and 
(I.2.89). 
 
  ( ) ( )0 0 0g I I I I surfij ijmn ijkl klmn mn ijk kI T C B fε ε⎡ ⎤= + Δ −⎣ ⎦C C  (I.2.88) 
 
  ( ) ( )0 0 00 0g I I I I Ii ik ij jk k ij jE I t E b Pε χ ε χ ε χ⎡ ⎤= + Δ −⎣ ⎦  (I.2.89) 
 
It is crucial to recognize that surfif  can be decomposed as follows. 
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 (I.2.91) 
 
CF  and ,2CijkF  and are defined with respect to the deposited chargzqe density and void 
geometry as described by Eq. (I.2.92).  Note as well that the far RHS of Eq. (I.2.91)(c) is 
only true if the boundary condition is such that there is no displacement at the bottom of 
the foam; 3 0u = . 
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Where 'd = −r r r  and the surface averaged Coulomb traction, 
,1C
iF , and third order 
Coulomb “force” tensor, ,2CijkF ,  must be calculated numerically.  These values are 
dependent on the charge distribution and geometry of the ellipsoid. It may also be 
possible to calculate the average distance vector avedr  using a probabilistic approach such 
at the one outlined by Parry and Fischbach [266], this is not, however, employed in the 
current implementation.  Inserting expressions (I.2.90)–(I.2.92) for the average surface 
traction on the inclusion into Eq. (I.2.88) and matching terms with Eq. (I.2.70) yields the 
following expressions for the localization tensors ,IijklA
ε  and ,I EijkA
ε  as well as the 
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macroscopic pre-strain and stress resulting from the charge deposited on the interior of 
the closed cells. 
 
  ( ) ( ) 1, 0 0 0 ,2I I I I Cijkl ijkl ijmn mnkl ijr rklA I T C B Fε
−
⎡ ⎤= + Δ −⎣ ⎦C C  (I.2.93) 
 
  ( ), , 0 ,2I E I I surf I Eijk ijkl lmn mnA A B Aε ε ρ= C  (I.2.94) 
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Note that the strain localization tensor ,IijklA
ε  reduces to a the classical strain localization 
tensor of a bi-phase material when no charge is deposited because ,2 0CijkF =  when 
( ) 0surfρ =r  for IS∈r .  This expression also verifies the intuitive observation that the 
effective stiffness of the foam will depend on the charge deposited on the interior surface 
of the voids.  Further, it is observed that the pre-strain is null when no charge is deposited 
inside the closed cells. 
 It is now necessary to insert the components of the void polarization, IjP , derived 
in described by (I.2.50) into Eq. (I.2.89) to find the localization tensors ,I EijA  and 
,I E
ijkA
ε  as 
well as the macroscopic pre-polarization.  Matching terms of Eq. (I.2.71) with results of 





  ( ) 1, 0 00 0I E I Iij ij ik kjA tδ ε χ ε χ
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⎡ ⎤= + Δ⎣ ⎦  (I.2.96) 
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Equations (I.2.84)–(I.2.87), (I.2.93)–(I.2.98), (I.2.91), and (I.2.92) constitute the 
micromechanical model approximating the piezoelectric behavior of closed-cell polymer 
foams.  It is noted that the piezoelectric coupling coefficients effkijd  can now be found via 




kij kmn mnijd e C
−
⎡ ⎤= ⎣ ⎦  (I.2.99) 
 
I.2.5 Model implementation 
 
 This section describes the derivation of several terms needed to evaluate the 
effective piezoelectric material properties of the foam.  The terms that must be evaluated 
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are ,D aveir , 
,1C
iF , and 
,2C
ijkF .  These entities are evaluated here for direct implementation of 
the effective medium theory. 
 ,D aveir  is the surface average of the distance separating the top and bottom surfaces 
i.e. twice the z-value of all points falling on the surface of the ellipsoid as shown in the 
diagram shown in Figure I. 3. 
 
 
Figure I. 3: Diagram displaying the average z-distance, with respect to the local coordinate system, 
and average top-bottom distance of an ellipsoid. 
 










= ∫  (I.2.100) 
 
This expression can be evaluated for spherical, oblate and prolate inclusion geometries 
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= +  (I.2.101) 
 
The results are given below in Eq. (I.2.102). 
 



















































 The calculation of the Coulomb terms given in Eq. (I.2.92) must be achieved 
through numerical integration.  The integral on the surface of a spheroid having a b c= ≠  
of the function ( ),f u v  (prolate or oblate spheroids), denoted intF , is given in Eq. 
(I.2.104). 
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Where the values or ( ),E u v , ( ),F u v , and ( ),G u v  are values of the first fundamental 
form.  For a spheroid with z-axis symmetry, these variables reduce to functions of the 
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The constants ,1CiF  and 
,2C
ijkF  can then be evaluated by noting that R falls on the surface 
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Where the angle v is determined from the expression ( )1cosv z c−= . 
 
I.2.5.1 Model simplification 
 
 Evaluation of the above model requires several simplifying matters.  The first, and 
most important, is the approximation of the surface traction, surfkf , Eq. (I.2.57) as 
surf surf
k kf f n≈ .  This is a reasonable approximation, especially for the closed-cell foams 
in question, due to the symmetry of the inclusions.  Doing so alters the form of Eq. 
(I.2.60) to the following: 
 
  ( ) ( ) ( )0 0 0,1 ' '
I I
I I
ijk ij ij k k
I V S
B B G n d d
V
⇒ = −∫ ∫C C r r r r  (I.2.110) 
 
Application of the divergence theorem to Eq. (I.2.110) yields the simpler expression. 
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I I
I I
ijk ij ij kk
I V V
B B G d d
V




Such an alteration then changes expressions for the localization, pre-strain and pre-
polarization tensors listed in Eqs. (I.2.93)-(I.2.98).  Those expressions are listed in Eqs. 
(I.2.112)-(I.2.117). 
 
   
  ( ) ( ) 1, 0 0 0 ,2I I I I Cijkl ijkl ijmn mnkl ij klA I T C B Fε
−
⎡ ⎤= + Δ −⎣ ⎦C C  (I.2.112) 
 
  ( ), , 0 ,32I E I I surf I Eijk ijmn mn r rkA A B Aε ε ρ δ= C  (I.2.113) 
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  ( ) 1, 0 00 0I E I Iij ij ik kjA tδ ε χ ε χ
−
⎡ ⎤= + Δ⎣ ⎦  (I.2.115) 
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Where the average force terms given in Eq. (I.2.92) are approximated by assuming that 
the spheroid is reasonably well represented as a parallel plate capacitor having separation 
distance ,D aver , whose only non-zero component is along the x3 axis with respect to the 
inclusion center.  The actual value of ,D aver  is found by evaluating Eq. (I.2.102).  The 
resulting simplified force terms are given in Eqs. (I.2.118) and (I.2.119), below. 
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Where 3 jδ  is a specific form of the Kronecker delta which can be represented in matrix 
form as 
 










And topQ  and bottomQ  are the total charge deposited on the top and bottom surfaces, 
respectively.  These constants are related to the average surface charge density, surfρ , 




  ,X X surf XIQ S ρ=  (I.2.121) 
 
Where X represented either the top or bottom surface.  All terms necessary to evaluate the 
effective piezoelectric material properties have now been defined.  Section I.2.5.2 defines 
a differential effective medium scheme to evaluate those properties as a function of the 
constituent material properties, the deposited charge density, and the volume fraction and 
geometry of ellipsoidal voids. 
 
I.2.5.2 Differential effective medium scheme 
 
 Employing methodology described in Appendix D 
 




eff M M eff I M M
Mf f dff
ε⎛ ⎞= − Δ⎜ ⎟
⎝ ⎠
∫C C C A  (I.2.122) 
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eff M M eff I E M M
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∫e e C A  (I.2.124) 
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Equations (I.2.122)-(I.2.125) completes the DEM micro-electromechanical mean-field 
model derivation for the behavior of closed-cell piezoelectret foams.  The following 
sections show and modeling results and suggest future study. 
 
I.3 Results and discussion 
 
 The model derived in this work has greatly enhanced the ability to predict the 
effective coupled electromechanical behavior of piezoelectret foams.  This section 
explores the insight that such increases in predictive power gives to researchers who 
strive to improve foam performance using methods such as those explored in this thesis.  
The following highlights several salient modeling results which illustrate the strengths of 
the micro-electromechanical model developed in this appendix.  Unless stated otherwise, 
the model inputs employed to calculate the results are those detailed in Table I. 1. 
 
Table I. 1: Material properties and void variables employed to calculate the 
effective behavior of a closed-cell piezo-electret foam. 
 
Material Properties 
 Polypropylene (PP) Air 
( )  PaK  92.50 10×  51.42 10×  
( )  Paμ  85.36 10×  1 
( )  F/mκ  1.5 1.000536 
( )3  kg mρ  850 1.21 
Void Variables 
( )2  C/msurfq  630 10−×  
( )c   a  6 
( )  ma  637.5 10−×  
( )  Iφ  0.65 




The polymer and air material properties can be found in various locations.  The values 
above have been taken from a reliable online database called MatWeb [267].  The 
polypropylene (PP) is assumed to be an unfilled homopolymer.  It should be noted, 
however, that many different types of PP’s exist, each displaying vastly different stiffness 
values.  This must be taken into consideration when creating new foams.  Unfortunately 
such input value certainty does not exist with respect to the other void variables listed in 
Table I. 1.  The experimental values reported in the literature for these variables display a 
considerable amount of uncertainty.  The reason for assigning the values given in Table I. 
1 must, therefore, be explained in more detail. 
 One of the most difficult variables to quantify is the value of surface charge 
density present on the interior void surface.  Gerhard-Multhaupt et al [268] and Paajanen 
et al [269] and the references therein provide a detailed description of the corona 
discharge process employed to breakdown gases within the closed cells and thereby 
deposit charge on their interior surfaces.  The gas breakdown is dependent on many 
variables including, but not limited to, the gas within the voids, internal pressure, void 
height, temperature, and the applied electric field.  Paajanen et al employed Paschen’s 
Law to approximate the resulting deposited surface charge density due to a given applied 
voltage [269].  Their results suggest maximum surface charge densities ranging from 
430–730 μC/m2.  It is well known, however, that deposited charge decays rapidly, nearly 
exponentially, to nearly half of that charge during the first two to five days until reaching 
a quasi-stable charge density [270, 271].  A value of 30 μC/m2 has been chosen as a very 
conservative estimate to validate the model with respect to predicted trends and orders of 
 
531 
magnitude.  It should be noted that the results given in Section I.3.7 suggest that 
increasing the estimate of surface charge density will linearly increase the predicted 
piezoelectric coupling coefficient.  Further, other void variables that have a significant 
influence on the overall piezoelectric coupling coefficient, such as the aspect ratio, a c , 
and percentage of voids which do not have a deposited charge are equally difficult to 
quantify.  For these reasons and for the purposes of this study, a conservative estimate 
qsurf of is sufficient. 
 The percentage of voids which do not carry a deposited charge is the other 
variable which is exceedingly difficult to quantify.  The work of Sessler and Hillenbrand 
suggested that a larger percentage of voids, by number, are too small to be charged 
during corona discharging [262].  Paschen’s Law void predicts that voids having an 
average height 2 mμ≤ will not be charged during Corona discharging [261].  In order to 
approximate the volume fraction of voids not being charged, the average void aspect ratio 
and the overall void fraction, a image processing has been performed of a micrograph 
given in reference [262].  The original image and processed image are shown in Figure I. 
4.  The corresponding void height versus length data points are shown in Figure I. 5.  The 
analysis agree with the literature showing that the height and lengths fall within the range 
of 1-5 and 10-100 μm, respectively [269].  It is also possible to approximate the average 
void aspect ratio from the scatter plot in Figure I. 5, [ ]6 8a c ∈ .  Note that it is also 
possible to approximate the void fraction and percentage of voids not carrying charge 
from the same image analysis.  The values employed to calculate the curves given in the 









Figure I. 5: Void height and length data point results from image processing.  
 
 The following sub-sections explore the influence of various parameters on the 
piezoelectret coupled effective electromechanical behavior.  Their influence on the 
piezoelectric coupling coefficient, 33
effd , is of specific interest as it is a descriptor of the 
electromechanical coupling sensitivity of the foam.  It is important to point out that the 
following results are in agreement with experimental observations in every aspect.  This 
validates the previously derived modeling approach and illustrates its power to be applied 
towards efficient performance optimization.  Such a model permits researchers to explore 
foam behavior numerically before committing significant time, effort, and funds to 
experimentally determine such behavior. 
 
I.3.6 Calculation of effective materialproperties 
 





 The first interesting results are those showing the effective macroscale material 
properties as a function of void fraction.  These results are explored first to verify the 
model is in accordance with traditional micromechanical modeling trends.  The effective 
material properties of a heterogeneous material, both elastic and electrostatic, along 
principal directions follow well known trends.  These trends are functions of the 
constituent material properties and the particulate (void) geometry but are independent of 
the employed modeling scheme [52, 139].  The specific modeling scheme is important 
for the precision in approximating the effective behavior depending on constituent 
properties, heterogeneity fraction, and many other considerations.  A complete discussion 
regarding the “correct” choice of micromechanical modeling scheme to apply for a given 
particulate composite material is one of the main focuses of the field of micromechanics 
and is beyond the scope of appendix.  The reader is referred to references [33, 52, 54, 
151, 272] and references therein for a detailed discussion and analysis of 
micromechanical modeling approximations. 
 In general the expected trends are as follows.  The overall material properties 
correspond to those of the matrix material, which is PP in this case, when the void 
fraction, Iφ , is zero and to that of the void when 1Iφ = .  Overall anisotropy is a result of 
two different factors: (i) constituent material anisotropy and (ii) the geometry and 
preferential orientation of heterogeneities.  The foams studied here display highly 
anisotropic behavior or, to be more specific, a high degree of transverse isotropy.  The 
anisotropy is a result of the presence of highly preferentially oriented oblate 
heterogeneities as the matrix material and heterogeneities of a piezoelectret are isotropic. 
It must be noted, however, that the general model derived in Section I.2 is not restricted 
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to only consider isotropic constituent material properties.  Figure I. 6 plots the effective 
Young’s moduli in the three principal directions predicted by the DEM model given in 
Section I.2.5.2.  The effective Young’s moduli are given as the curves for the other 
effective elastic moduli (i.e. shear, bulk, and plane wave moduli) yield similar trends.  It 
therefore suffices to explore the results of the effective Young’s modulus. 
 
 
Figure I. 6: Effective Young's modulus along principal directions of piezoelectret as a function of 
void fraction. 
 
 The results of Figure I. 6 are encouraging.  Foremost, recall that experimental 
measurements of typical foam elastic moduli along the x3-axis give values of 1-10 MPa 
[260].  The proposed modeling approach falls agrees with experiment as the value 
approximated by the DEM model at 0.65Iφ =  is 33 5.25 MPaE ≈ .  It is noted, however, 

































that Hillenbrand and Sessler [261] employed the second harmonic of the thickness 
resonance to experimentally estimate the Young’s modulus of a PP foam to be ~0.95 
MPa.  Their value is only 20% of that estimated in the current modeling attempt.  The 
source of this discrepancy may be the actual stiffness of the PP, errors in void fraction 
estimates, or experimental error. 
 It is of interest to discuss the influence the average void aspect ratio has on the 
elastic (and electrostatic) properties in the principal directions.  Specifically, the 
magnitude of the difference between 33
effE  and 11
effE  (or 22
effE ) at any given void fraction is 
dependent on the void aspect ratio.  When [ ]1a c ∈ ∞ , the voids are oblate spheroids 
and the ratio 33 11
eff effE E  monotonically decreases.  When 1a c = , the voids are spherical 
and the macroscopic material behavior is isotropic and 11 22 33
eff eff effE E E= = .  Finally, when 
[ ]0 1a c ∈ , the voids are prolate inclusions and the ratio 33 11eff effE E  monotonically 
increases. 
 One would also expect to observe, both intuitively and from the model derived in 
Section I.2, that the Young’s modulus in the thickness direction would be altered after 
charge deposition.  The current model does predict that a difference exists between these 
two cases.  Figure I. 7 shows that the difference is a complicated function of voids 
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Figure I. 7: Difference in E33 between a foam having charge deposited within its voids and one 
without i.e.: ΔE33 = E33(NC) – E33(C).  NC represents a foam having uncharged voids while C 
represents a foam having charged voids.  The maximal value of difference is a negligible  – 40 μPa. 
 
 The effective dielectric material properties are also accessible and of interest.  
Figure I. 8 shows the effective dielectric constant of the piezoelectret as a function of 
void fraction.  As should be expected, the trends observed for the anisotropic effective 
dielectric constant, effijκ , are identical to those of the elastic properties.  Indeed, the same 
observations regarding the ratio Young’s modulus ratio 33 11
eff effE E  as a function of void 
aspect ratio apply to the predicted dielectric constant ratio 33 11
eff effκ κ .  Mean field 
modeling results for material properties other than elastic have been previously noted by 





Figure I. 8: Effective dielectric constant along principal directions of piezoelectret as a function of 
void fraction. 
 
 Of high interest for this study are the values effective piezoelectric coupling 
coefficient effijd .  Figure I. 9 shows the predicted effective piezoelectric coupling 
coefficient along the principal directions of the foam. 
 












Dielectric Constants in Principal Directions vs. Void Fraction
























Figure I. 9: Effective piezoelectric coupling coefficient, [deff], along principal directions of 
piezoelectret as a function of void fraction. 
 
The non-zero terms resulting from the model derived in Section I.2 are 31
effd , 15
effd , and 
33
effd  (using Voigt notation).  Recall that, in the absence of applied stress, the constitutive 
piezoelectric equations relate the observed strain of a material to the applied electric field 
by Eq. (9.3.1). 
 
  1 31 3 2 31 3 3 33 3
4 15 1 5 15 2 6 0
d E d E d E



















Piezoelectric Coupling Coefficients, deff, in Principal Directions vs. Void Fraction


































Some key points to observe relevant to the developed mean-field model and the 
corresponding piezoelectret properties are now highlighted.  Most importantly, the model 
predicts that 33
effd  will have the only non-negligible magnitude, in agreement with 
experimental observation.  This was not explicitly required per the modeling approach, 
but stems from the manner in which the microscale physics of the problem have been 
considered.  To emphasize that point, observed that all elements of effijd  go to zero when 
the void fraction goes to zero.  This is a model check.  The viability of the three 
dimensional modeling is validated through the approximation of 31
effd .  Note that the value 
calculated is small in magnitude ( 31 33
eff effd d<< ) and negative.  This corresponds to the 
Poisson effect a inducing a very small in-plane constriction when an electric field is 
applied in the thickness direction.  On the other hand, the fact that 15
effd  is non-zero is not 
coherent with observations.  This is probably an artifact of model assumptions and 
numerical evaluation.  In any case the calculated value is negligible even with respect to 
31
effd . 
 A few further useful observations can be made concerning the calculated effective 
33
effd .  It is noted that the magnitude of 33
effd  is highly dependent on overall void fraction.  
The precipitous increase in 33
effd  is the result of both the increase in the number of voids 
“working” when an electric field is applied and the simultaneous decrease in stiffness in 
the same direction.  The influence of polymer stiffness on effective piezoelectric coupling 
is investigated in Section I.3.7.  Figure I. 9 suggests that one very efficient means of 
increasing the sensitivity of a piezo-electret foam would be to increase the void fraction 




I.3.7 Sensitivity of effective piezoelectric coupling to various variables 
 
 The design/optimization of piezoelectret performance will often focus on 
maximizing the thickness coupling coefficient, 33
effd .  For this reason, it is interesting to 
inspect the influence of different parameters on the 33
effd .  These studies will 
simultaneously give insight on those parameters having the highest influence on 
electromechanical coupling and demonstrate the versatility of the mean field modeling 
technique derived in this work.  For all of these studies the input variables are given in 
















Piezoelectric Coupling Coef. deff33 vs Surface Charge Density
























Figure I. 10: Effective piezoelectric coupling coefficient along x3-direction, deff, as a function of 
surface charge density.  Solid circles represent the mean field model points and the line is a least 
squares linear fit of the data. 
 
 Figure I. 10 shows the modeling results of calculating 33
effd  as a function of 
surface charge density deposited on the interior of the voids.  All other variables given in 
Table I. 1 are held constant.  The results clearly show that the relationship between surfq  
and 33
effd  is linear.  The model correctly predicts that a value of 0surfq =  corresponds to a 
null value for 33
effd .  This plot confirms intuition showing that the value of 33
effd  is highly 
dependent on the surface charge density.  Indeed, inspection of the remainder of the plots 
in this section shows that increasing the surface charge density is the most efficient 
means to increase piezoelectric coupling.  A few other important points should be made 
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which were observed by varying the other input variables, but which are not explicitly 
shown here.  The slope of the linear relationship will increase for the following changes 
in the other variables: a c↑ , Iφ↑ , NCf↓ , and %Eδ↓ .  Where NCf  represents the 
percentage of voids, per volume, which do not hold charge, and %Eδ  is a measure of the 

























Piezoelectric Coupling Coef. deff33 vs Void Aspect Ratio, a/c




















Figure I. 11: Effective piezoelectric coupling coefficient along x3-direction, deff, as a function of the 




 Next the dependence of 33
effd  on the void aspect ratio has been calculated.  Figure 
I. 11 shows a strong dependence of 33
effd  on the aspect ratio of charged voids.  The strong 
dependence stems from two coupled causes: (i) As the aspect ratio increases, the 
conversion of Lorentz force to strain in the thickness direction, x3, becomes more 
efficient due to the increases parallelism of void normals with the x3- axis. (ii)  For a 
fixed void fraction an increase in void aspect ratio yields decreased stiffness in the 
thickness direction.  This was discussed with respect to the results given in Figure I. 6.  
Note also that calculations of 33
effd  as a function of the aspect ratio, a c , has been carried 
out for the case where the major radius, a, was held constant and for the case where the 
void volume, IV  was held constant.  Though neither of these cases exactly reflects 
reality, they yield virtually same results.  It is clear that as the dominant variable is simply 
the aspect ratio, a c .  Another important observation relates the results of Figure I. 11 to 
the work of Wegener et al concerning the effect of void inflation [264]. They discovered 
that inflating voids to the point where they are nearly spherical results in extremely poor 
electromechanical coupling behavior.  An aspect ratio of 1a c =  corresponds to spherical 
voids.  Figure I. 11 confirms that the mean field model derived here predicts very low 
magnitude piezoelectric coupling when voids are spherical. 
 Wegener et al  also studied the variation in measured 33
effC and 33
effd  due to 
controlled void inflation [264].  Their results reported the variation in stiffness and 
piezoelectric coupling as a function of the relative density which is simply the ratio, 
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eff PPρ ρ .  The effective density is easily found as a function of void fraction through the 
law of mixtures relationship (9.3.3) 
 
  ( )eff PP I gas PPρ ρ φ ρ ρ= + −  (9.3.3) 
 
Reported experimental observations showed a relative maximum in piezoelectric 
coupling when 0.43eff PPρ ρ ≈ .  The choice of eff PPρ ρ  as independent variable seems, 
at first, to imply that the inflation process simply induces an increase in foam void 
fraction.  In which case 0.43eff PPρ ρ ≈  would imply a void fraction of 0.57Iφ ≈ .  
Figure I. 9 shows, however, that one should expect to observe a monotonic decrease in 
33
effd  with increasing relative density.   Note however, that the main objective of void 
inflation is to increase the void height and in so doing, their aspect ratio, to allow efficient 
charge deposition.  It is therefore hypothesized that the non-monotonic curves reported 
by Wegener et al [264] are a result of the complex interaction of simultaneously 
increasing void fraction, which increases 33
effd , and increasing aspect ratio, which tends to 
decrease 33
effd .  Indeed it may be very enlightening to quantify, either through modeling or 
experiment, the dependency of void fraction and aspect ratio on the inflation pressure for 
a given matrix material.  This may provide and elegant manner to approximate 33
effd  as a 











Piezoelectric Coupling Coef. deff33 vs % Uncharge Voids, f
NC























Figure I. 12: Effective piezoelectric coupling coefficient along x3-direction, deff, as a function of the 
percentage of void which are not charge during the Corona discharging process.  Solid circles 
represent the mean field model points and the line is a least squares linear fit of the data. 
 
 Another variable that influences the effective piezoelectric coupling coefficient is 
the percentage of voids not carrying charge.  Figure I. 12 shows the relationship between 
33
effd  and the percentage, per volume, of voids which are uncharged, NCf .  The calculated 
relationship is very linear with 33
effd  decreasing with increasing NCf .  The sensitivity of 
33
effd  to the percentage of uncharged voids is much lower than its sensitivity to surface 
charge density.  As a model confirmation, a value of 100NCf =  corresponds to a null 
value of 33
effd  and, conversely, 33
effd  max is observed when all voids have a deposited 
charge: 0NCf = .  As with the results shown in Figure I. 10, the slope and intercept value 
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of this line are highly dependent on other independent variables.  Specifically, the 
magnitude of the slope and the intercept value both increase when a c↑ , Iφ↑ , surfq↑ , 
and %Eδ↓ . 
 











Piezoelectric Coupling Coef. deff33 vs Percent Variation in Polymer Modulus, δE




















Figure I. 13: Effective piezoelectric coupling coefficient along x3-direction, deff, as a function of the 
percent variation, with respect to EPP, of the Young’s modulus of the polymer matrix. 
 
 The final variable impacting the effective piezoelectric coupling coefficient that is 
inspected here is the variation in polymer matrix Young’s modulus defined by Eq. (9.3.2)
.  The results are shown in Figure I. 13.  All other variables given in Table I. 1 are held 
constant.  The results agree with intuition that, all other variables remaining equal, a 
softer polymer host material yields better electromechanical coupling.  A final, related 
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point should be made regarding polymer stiffness and the resulting piezoelectric 
coupling.  Thermo-mechanical processing of polymers, such as those often imposed on 
closed cell polymer foams, can induce large variations in their final mechanical stiffness 
[149].  Figure I. 13 illustrates that the resulting piezoelectric coupling coefficient will be 
significantly impacted by variations in polymer matrix stiffness.  It is, therefore, very 
important to consider the influence of polymer processing when designing and seeking to 
optimize the piezoelectric properties of piezoelectrets. 
 
I.4 Conclusions on mean-field modeling and results 
 
 This appendix has derived and validated a three dimensional mean-field micro-
electromechanical DEM model predicting the behavior of closed cell piezoelectret foams.  
This model is very general and significantly improves upon the existing one-dimensional 
models from the literature.  It is also important to note that this work has only modeled 
the effective properties when the voids are assumed to have the same orientation, aspect 
ratio, and surface charge density.  However, it is straightforward to extend the model 
derived in Section 1.2 using the dilute strain concentration formulation (DSCT) employed 
by Haberman et al [130].  DSCT formulation allows the researcher to more closely 
mimic true foam composition and therefore more closely approximate the true material 
behavior.  Even when the voids are assumed to be identical and identically oriented, 
model prediction improvements stem from the ability to take into account the three-
dimensionality of the medium, to directly model the interaction of different input 
variables, and a to provide a more realistic description of the physical processes taking 
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place at the void scale.  The resulting model provides a very strong tool for the design 
and optimization of the viscoelastic, dielectric, and piezoelectric properties of these 
exciting heterogeneous materials.  The results given in Section I.3 agree with 
experimental results in every aspect.  That section illustrated the capacity of the model to 
perform intricate numerical studies and encourages the use of the micro-
electromechanical DEM model for efficient improvement of piezoelectret behavior by 
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