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Resumen 
El objetivo del presente trabajo es poner al alcance del lector interesado 
en el tema los pri ncipales métodos cuantitativos del melaanái ísis que se 
han aplicado en el terreno sanitario, haciéndose especial hincapié en los 
más utilizados. Se olrece también un pl1queño resumen de los métodos 
más difundidos para determinar la presencia de un sesgo de publicación. 
Se discuten las ventajas e inconvenientes de cada procedimiento detalla-
do. 
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Introducción 
El propósito que persigue la presente revisión es poner al alcance del lector interesado en el tema los métodos más frecuentes que se han utilizado y se utilizan en la combi-nación de resultados dentro del terreno sanitario. l os 
sanitarios, a diferencia de otros investigadores, generalmente 
analizan variables dicotómicas. los tipos de pruebas dedicados a 
comb inar resultados sobre este lipa de variables no se suelen 
encontrar en los textos m~s difundidos sobre metaanálisis. Así, el 
libro de light y Pillémerl , excelente para comprender lo que 
significa el metaanálisis y para iniciarse en él, se dedica, cuando 
trata los procedimientos estadísticos a emplear, a la llamada 
"magnitud del efecto» (effect size), que ha sido de rara utilización 
en la aplicación del metaanálisis al terreno epidemiológico. Otro 
ejemplo de elio lo eonsliluye ellexlo de Hedges y Olkin', que se 
dedica exclusivamente a los métodos estadísticos sobre variables 
cuantitativas. Estos autores, centrados en su labor investigadora 
en el terreno de la Educación, localizan los métodos que describen 
en el análisis de la «magnitud del efecto", no tratando en ningún 
momento los parámetros que en Salud Pública se manejan, tales 
como el riesgo relativo o el riesgo atribuible. A diferencia de los 
anteriores, el ledo de Jenicek3, conocido autor por sus tres textos 
anteriores en el terreno de la epidemiología, aborda también los 
métodos de melaanálisis. Este aulor, sin embargo, sólo hace 
referencia a uno de los procedimientos más utilizados en lo que 
podríamos llamar el metaanálisis epidemiológico: el método 
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Yusuf el al. (que los propios autores refieren como el mélodo de 
Peto). De los demás métodos comentados por el autor no hemos 
podido encontrar en los últimos tres años ninguna aplicación en 
medicina. La revisión de Greenlanct' sobre los métodos cuantita-
tivos en la revisión de la literatura epidemiológica se centra 
prácticamente con exclusividad en el método de Woolf. Por todos 
estos hechos, se ha querida plasmar en esta revisión los métodos 
cuantitativos más di fundidos y simplificar así la tarea para futuros 
investigadores que deseen iniciarse en el tema. 
Métodos de combinac ión de los valores p 5.6 
Sea P, el valor de significación de una cola de estudio i y Y n 
en el número de estudios. 
a) Estadístico de Fisher: 
" Z,= -2 ¿ (ln p,) 
,. , 
siendo Z, el l/alar de X! con 2n grados de li bertad. 
b) Esladislieos de Edlnglon: 
bl) Calculo de un valor pde significación cuando el número 
de estudios que se combinan es pequeño: 
" p= [¿ P, I'(n , ) ' 
"' 
b2) Cuando el número de esludios a combinar es mayor, lambién 
puede calcularse un valor ¿; a través del cálculo prel/io de un valor 
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Tabla 1. Estructura W notación de un estudio / " 
Enfermedad 
Si No Tota l 
Exposición Si 
" 
b, 
" No 
" 
d, 
'. TOlal m, m. N 
'NOTA: Esta distribución puerre servir para un estudio: al de cDllortes que va lora 
proporc ión de inciderte ia. siendo n, y n" las cohortes expuestas ~ no e~pt.eStas: b) 
exper imentat, siendo n y" .. los grupos eXp8 fHTJentales y con trol: a e) de casos ~ 
controles. siendo m ~ m ~ los grupos de C2SOS y controles. 
p promedio: 
, 
P=L p,I n 
"' 
Z, =(O,S-p)Y(12n) 
siendo Z2 un va lor Z que sigue una distribución normal 
Tanto la prueba Fisher como las dos de Ed ington utilizan un 
mínimo de información. En primer lugar, permiten la combinación 
de valores p pertenec ientes a estudios que muestran efectos con 
sent idos opuestos. Por ejemplo, es posible que se alcance una 
significac ión de l5% (un valor Z, de 1 ,96) con un riesgo re lativo de 
0,5 o con un riesgo relativo de 2. Estos procedimientos combinan 
los dos estudios sin tener en cuenta el sentido de la asociación. El 
valor p es una medida de ra reza , sin tener para nada en cuenta el 
sentido de la asociación global , con respecto a una hipótesis y no 
permite hablar o pensar de nada en términos de ev idencia, sino 
sólo en contra de el la. Bajo la hipótes is nu la, un riesgo relativo 
pequeño en un gran estudio puede ser tan raro como un riesgo 
relativo grande en uno pequeño, produciendo la misma Z, y el 
mismo va lor P,. El efecto absoluto (y su intérvalode confianza), una 
parte esencial de la evidencia, no se refleja :.n la Z o en el valor p, 
de tal manera que en el metaanálisis se deben combinar los 
estimadores del efecto (el riesgo relativo u otras medidas) y los 
estadísticos de manera separada. Es necesario util izar proced i-
mientos que cuantifiquen la probabilidad con que se favorece una 
hipótesis u otra]. Otro defecto que tienen estos métodos es que no 
se puede estudiar la heterogeneidad existente entre los distintos 
estudios que se combinan. 
Métodos de combinación de pruebas estadísticass.6 
a) Combinación de valores t 
, , 
[L 1, 1 [ y L -1 glJ (gl, - 2) ))., 
.. 1 ,.) 
que sigue una distribución N (0,1 ). gl ind ica grados de li bertad. 
b} Combinación de valores z 
, 
[L z,IIY n 
que sigue una distribución normal N (0,1 ). Tienen graves limita-
ciones, la más seria de las cuales es que cuanto mayor sea el 
número de estudios es posi ble que disminuya la significación 
Tabla 2. Estructura y notación de un estudio de cohortes de densidad 
Ente¡mos 
_ Poblac iOnfTiempo 
Expositión Si • P, No 
" 
p. 
T "'" m, P 
estadística. También es posible ponderar la lórmula anterior por 
varios tipos de pesos, w (tamaño muestral, calidad del estudio, 
grados de liberlad, elc): 
, . 
Z,=I L w,z,) H L w,' 1 
,. , 00 1 
Este método fue propuesto por Mosteller y Bush en 1954. Los 
mismos comentarios que se han hecho con ocasión del apartado 
anterior son ap licab les aqu i. A pesar de sus limitaciones, aún se 
siguen uti lizando. Un ejemplo de ello es el trabajo de Needleman 
y Gatsonis8 que estudiaron la relac ión entre la exposición a bajas 
concentraciones de plomo y el coeficiente intelectual de los niños. 
Métodos basados en un modelo subyacente del 
efecto 
Métodos para efectos dicotómicos (o binarios) 
El principio del método cons iste en la definición de una 
medida de asociación entre la exposición y el efeclo. m" en cada 
estudio a combinar, de tal manera Que si no hay asociación mi sea 
igual a cero. Estos métodos se deben aplicar con precaución }'a 
que se basan en cond iciones asintóticas. Cuando los núm~,os de 
la tabla telracórica son pequeños, los resu ltados pueden variar 
mucho dependiendo del método eleg ido; no se debe olvidar la 
asunción básica que subyace en estos métodos 
y (m' Ivar (m)) , - . N (0, 1) 
Si la medida que se elige es la diferencia de riesgos o tasas (el 
riesgo at ribuible en los expuestos) no es necesaria ninguna 
transformación. Otro tipo de medidas necesi!an una transforma-
ción para que se cumpla ese cri terio (por ejemplo, la transforma-
ción logarítmica en el caso de riesgo relativo). Antes de comentar 
los métodos de comb inac ión es necesario recordar los princi pales 
parámetros de cálculo epidemiológico, su varianza y su intérvaío 
de confianza. 
La labia 1 es la distribución simple de un estudio de cohortes 
acumulado, de casos y controles o de prevalencia, mientras que la 
tabla 2 es la uti lizada para los estudios de cohorles de densidad. 
Los estudios experimentales son sim ilares a los estudios de 
cohortes. En la tabla 3 se olrece el parámetro de asoc iación, su 
cá lcu lo, su carianza y su intérvalo de confianza para el 95%. 
Métodos que se basan en el riesgo relativo (RR) y 
derivados 
Método de Woolf 
Este méto do usa el inverso de la varianza como criterio de 
ponderación en el cálculo del parámetro resumen. Es uno de los 
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Tabla 3. Estimaci6n de parámetros de asociación en diferentes diseños epidemiológicos 
Modelo TipoS de estudio 
Cohortes aCUl"Ulado GoMrtes de densidad Casos y co ntroles o de prevalencia 
Parámetro 
Cálculo 
Varianza (V)" 
IC 95% 
Riesgo rela1ivo (RR) 
a 1 n,.I (c.tn~ ) 
l / J,+ l/c,- l /n, - l/ n .. 
Medidas de fuerza de asoci<Y.:ión 
Razón de OCIls idades de incideocia (ROl) 
a/ P" /(c/ P~ ) 
l /a,+ l / c, 
DeSigualdad retat i ~a (OR) 
a,d / (b,c, ) 
l/ a,+ llb + t/c,t lId, 
OR · e 'L1!<1;' ~'1 
Parámelro 
Cálculo 
Varianza 
IC 95% 
RR ,- e
'
''* '''¡ 
Riesgo alribuible en expl.l3slos (RAe) 
a/n - c/n=R - R 
R, (1 • R, )', n, • R, d -() I n. 
RAe, ± 1.96 ,,' V, 
• VariallZJ del logaritmo neperiano del parámetro de tuer¿a, 
proced imientos más util izados y es el que recomienda Green land~ 
sobre los restantes. Su recomendación parece estar basada en el 
hecho de que puede utilizarse :lo cualqu ier tipo de diseño, sea 
observacional o experimental. Este procedimiento lo hemos apli-
cado repetidas veces 1(). 13 en el estudio de las hormonas exógenas 
y los tumores de mama y cuello uter ino. 
Estimación de parámetros resumen 
Para la combinación de resultados, dado que el RR y deriva-
dos no siguen una distribución normal, se utilizará la transforma-
ción logarítmica de los mismos. El peso de cada RR será dado en 
función del inverso de su varianza: 
" L 1 / [ v,[ln RR,) I·ln RR, 
ln RRp, = 
!i 1/1 v, (1 n RR,I I 
siendo RRp el riesgo relativo ponderado. Para calcularlo será 
necesario real izar la transformac ión antilogarítmica. 
La varianza de llogarilmo natural del RRpw es igual al inverso 
de la suma de los pesos de cada RR considerado. 
Esto es 
V(lnRRp. )= l / IL l/1v, (lnRR, )11 
" Una vez conocidos el RR y su var ianza, se aplicará la fórmula 
. , 
siguiente para calcular su intérvalo de confianza: 
le 95% del RRP. = RRP • . EXP ( ± 1 ,96 -J V) 
La significación global del parámetro se puede estimar divi-
diendo el logaritmo natural del RRp por su error estánda rl 4: 
X,oc = ln RRP./-J [V (1n RRP. ) 1 
que aproximadamente sigue una distribución normal bajo la 
hipótesis que se invest iga. 
El grado de homogeneidad se valora mediante el estadístico 
de Woo1!9,U 
X2.." o tam bién llamada, 
RDt, ·e H '''' '' , 
Medidas de carácter adminislrJlivo 
Tasa atribuible en expuestos (TAe) 
a /P -c.l Po=OI, - OI.,. 
OI / n " fO I~/ r. .. 
TAe ± 1.96 .J V, 
No calculable 
X''''m = L 1/[ V, (ln RR,I I (l n RR, -ln RRP.l 
,., 
Que sigue una distribución X2 con K-1 grados de libertad, siendo 
K el número de estud ios que se combinan. 
En epidemiología observac ional , el parámetro que se utiliza 
más frecuentemente es el RR y parámetros similares (DA. RDI) , 
Dado que los tres parámetros existentes de tuerza de la asociación 
ni significan lo mismo, ni sus cá lculos son simi lares, el invest iga-
dor debe precisar el tipo de parámetro a utilizar en primer lugar, 
especialmente cuando un estud io posibilita el cálculo u ofrece 
varios de ellos. De manera general , se prefiere el RR o la razón de 
densidades de incidenc ia antes que la des igualdad relat iva , Es 
posible, y en algunos casos bastante Irecuente, que ex istan varios 
informes de un mismo estudio. Los investigadores deben precisar 
qué informe ulí lizarán, Lo más recomendable es utilizar siempre el 
más reciente. La costumbre a la hora de ofrecer los resu ltados de 
un estudio es que los autores ofrezcan estimaciones crudas y 
ajustadas del valor de la fuerza de la asociación. Se prefiere en 
primer lugar las estimaciones ajustadas a las crudas, ya que las 
prime ras intentan eliminar la influencia de los factores de confu-
sión. 
Extracción de la información de cada estudio 
Para aplicar el método de Woolf es necesario sacar de cada estudio 
dos valores: el del RR o el de sus derivados y su varianza, 
Generalmente, los autores ofrecen el valor del RR. En caso conlra-
rio hay que calcularlo uti lizando las fórmulas de la tab la 3. tstas 
serían estimaciones crudas. Si los autores ofrecieran resu ltados 
en los Que pudiera calcularse un RR ajustada por una o más 
variables debiera hacerse asi. En este caso, las fórmulas de la tabla 
3 no son las adecuadas, El lector puede consu ltar el texto de 
Kleinbaum etal. 150 el de Rothmanl6 para calcular cualquiera de los 
cuatro procedi mientos clásicos de ajuste: el método de Woolf, la 
estandarización interna y externa, y el método de Mante l-Haensze l. 
En la mayoría de los casos, los autores ofrecen el RR o sus 
derivados, no así la varianza. Para su cálculo podemos distinguir 
varias situac iones: 
al Los autores ofrecen el intervalo de confianza del RR o derivados. 
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En este caso se aplicará la fórmula siguiente: 
V (1n RR) = [( 1n RR, - 1n RR,)I 3,921' 
siendo RRs y RRj los limites super ior e inferior de l intervalo de 
confianza del RR. El valor 3,92 resu lta de multip li car el valor de la 
distribución normal para un error alfa deI5%, 1 ,96, por dos. Si los 
autores ofrecieran intervalos de confianza para otros niveles el 
valor anterior se cambiaría. 
Si los autores ofrecieran un so lo límite del intervalo de 
confianza del 95%, la vari:'lza se calcula de manera similar 
V = [ ( 1 n kR, - 1 n RR ) I 1,96 F 
o 
V = [( 1n RR, -1n RR) I - 1,96 F 
b) Los aulores no ofrecen el RR pero si ofrecen los resu llados de 
la regresión logística: la regresión logística es en la actua lidad el 
procedimiento más empleado para ajustar por varios factores de 
confusión simultánea . Los coeficientes B se pueden transformar 
en la DR de manera sencilla: e6. Si los autores ofrecen el error 
estándar de l coeficiente B, la varianza del 1 n (DR) será igual al 
cuadrado de l error estándar. Si los autores no ofrecen el error 
estándar, pero sí el nivel de significación, se buscará en la tabla de 
distribución normal el valor de z para el nive l de significac ión 
alcanzado. El coeficiente p se dividirá por ese valor z y el resu ltado 
será el error estándar de B. 
e) Los autores no ofrecen el intervalo de confianza pero sí el valor 
de la Xl: en este caso se puede utilizar una aproximación indi recta 
para conocer la varianza. Se puede utilizar el valor de la X2 para 
calcular el intervalo de confianza del 95% mediante el método de 
Mieltinen l /; 
le 95% del RR = RR ' (1 ±1 ,96 H X' ) 
siendo A el signo potenciac ión. 
Los límites calculados por este procedimiento se utilizarían para 
calcular la varianza por cualquiera de las fórmulas mencionadas en 
el apartado a). Esta aproximación no es adecuada cuando el 
tamaño muestra l es pequeño (o el RR está alejado de la unidad). 
d) Los autores no ofrecen ni intervalos de confianza, ni regres ión 
logística, ni valor de la Xl: en estos casos hay que recu rri r a la 
distribución cruda de los resultados, calcu lando la varianza por las 
fórmulas enumeradas en la tab la 3. Si los autores ofrecen un valor 
de RR ajustado, la varianza del mismo no es la de los datos crudos. 
Normalmente la varianza de datosajuslados es mayor que la de los 
crudos, por la introducción de varias variables en el análisis que 
disminuye la eficiencia. Esto introduce un error que, como el 
propio Green land4 reconoce, no hay forma de evitar en muchas 
situaciones. En aIras, sin embargo, es posible corregir este error . 
Green land~ preconiza que a veces es posib le calcular RR ajustadOS 
sin que los autores los ofrezcan. Cuando dos estudios son 
similares en su población participante y en la metodología em-
pleada, y uno de ellos tenga est imaciones ajustadas, mientras que 
el airo no, es pos ible calcula r el error -U- introducido por los 
factores de confusión en el cál cu lo de l RR. Se estima U del modo 
siguiente: 
U = RRc I RRa; y su varianza Y
u 
= Ya - V¡ 
siendo RRc el riesgo relativo crudo; RRa el ajustado; Y. la varianza 
del RRa y V, la del RRe. 
Este método es también aplicable cuando, dentro de un mismo 
estud io, existen est imac iones ajustadas y crudas simultáneamen-
te para unos factores mientras que para otros só lo existen estima-
ciones crudas. 
e) Los autores no ofrecen ni interva los de conf ianza, ni regresión 
logística ni pruebas de X' , ni la distribuición completa de los datos 
crudos, pero sí se conocen el total de los grupos índ ice y de 
referencia: rec ientemente Trock el al. la han propuesto un método 
de estimac ión de la varianza del 1 n de la DR cuando no se conoce 
más que el tota l de casos (m) y el total de controles (mol. es dec ir 
a, b, c, y d son desconocidos. Parten de dos asertos: 1) DR = a' / 
c', donde a' + c' =a+c= m, y 2) b' = d' , donde b' +d' = b+d = 
m, (o b' + 1 = d' si m, es un número impar). Baja los aserias 1) y 
2), la estimac ión de DR es igual a a' d' / e' b' y la varianza del 
parámetro sería 1/ a' + 1/ b' + 1/ c' + l/d. En general , esta varianza 
infraestima el verdadero valor de la varianza, ya que la varianza 
alcanza su mínimo cuando a=c yb=d. Puede ser una aproximación 
a tener en cuenta, especialmente si el número de estudios a los que 
es aplicable este proced imiento es pequeño con respecto al total 
de estud ios que se combinan. 
Método de Mantel-Haenszef/5.18 
Planteamiento general 
Este método es sim ilar al caso anter ior, pero mucho más 
simp le. En este caso la ponderación se realiza por el tamaño 
muestral del estudio. Es un procedimiento que se recomienda para 
los estudios experimentales . 
El RR global se estimará de modo diferente según el parámetro 
que se combi ne (razón de ventaja, DR, riesgo relativo, RR. o razón 
de sens idades de inc idenc ia , ROl): 
" 
DR PMH= 
En caso de que se combinen diferentes derivados de l RR en un 
sOlo ,parámetro resumen, siguiendo el planteamiento de Ouffy el 
a/.19, que será detallado cuando se comente el método de Mantel-
Haenszel para datos emparejados, se sumarán los numeradores 
por un lado y los denominadores por otro. Los primeros darán 
lugar al numerador del parámetro resumen final. Los segundos 
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constituirán el denominador tota l nna!. 
la varianza del parámetro resumen será: 
" (L P,l' 
"' 
siendo p. el peso asignado acada estudio yV la varianza del 1 n RR. 
, " El peso cambia según el tipo de diseño: 
a) Para los estudios de casos y contro les sería cb / N 
" , b) Para los estud ios de cohortes acumulados se est imaría como 
c,n,,/ Ni 
c) Para los estudios de cohortes de densidad valdría crli / Pi 
Tras conocer el RRPMH y la varianza del parámetro se puede 
estimar el intervalo de confianza del mismo y la X2 de asoc iac ión, 
utilizando las mismas ecuaciones descritas en el método de Woolf. 
Para la va loración de la heterogeneidad se pueden utilizar dos 
alternativas: la desarrollada en el método Woolf (sustituyendo el 
RRp", por el RRPMH) o la que se deta lla en el apartado siguiente, 
donde se desarrolla el procedimiento de Duffy el al. 
Método de Mantel-Haenszel para combinar datos emparejados y 
no emparejados 
Se ha visto que el método de Mantel-Haenszel permite com-
binar resultados para datos no emparejados y obtener un RR 
resumen, tratando a cada estudio como un estrato. Cuando se 
aplica el procedimiento de Mantel-Haenszel a datos emparejados 
se realiza el mismo análisis que para datos no emparejados, pero 
cada pareja dentro de un estudio es tratada como un estrato. Esto 
es, cuando se combinan estudios emparejados, se estratifica por 
pares dentro de cada estudio, lo que supone que la estratificación 
por estudio queda hecha automáticamente. la tabla 4 muestra la 
estructura y notación de los estudios emparejados. la estimación 
comb inada de una ser ie de n estudios emparejados es: 
" . , 
LLe, h"l2 L z 10, 
RRp= i_l 1_' l.' 
" 
, = , 
LLf , Q,/ 2 L z,,, 
l" ,.1 ,., 
Se puede obtener una estimación resumen de datos empare-
jados y no emparejados del modo siguiente19. 
" " L a,d/N, + 1/2 L ' ,,, 
;.1 ,.1 
RRp ~------"~------~"--------
L b,c/N, + 1/2 L ' oo, 1.1 ,., 
Tabla 4. Estructura y notación de los estudios con datos emparejados 
1. Esludios emparejados: sujelos perter.ecientes al par j dentro del eSlud io i. 
Efecto 
Si No Tota l 
Exposición SI ~: No 0, 
Total e I [ll 1, + hi 
2 Estudios empareJado~ ' esl lJd io ¡de K eSludios a combinar' 
No expueslOs 
Expuestos Si electo No electo 
Efecto 
Sí No 
1 
1 
, 
Esle valor de la X2 se puede ut ilizar para calcular el intervalo de 
confianza apl icando el procedimiento de Miet!inen 17• 
IC del RRp," = RRp," ' (1 ±',)~X') 
siendo 11 el signo de potenciac ión. 
Una alternativa para calcular el intervalo es ut ilizar su varianza. 
Para ello podemos recurrir a la estimación de la misma detallada 
para estudios no emparejados. En este caso habría que añadir que 
el peso de un estudio emparejado ¡es la Sumatoria de Ig /2 y su 
" ' varianza 1/Z10i + 1/zoli" 
la heterogeneidad de l efecto se puede valorar mediante la X2 
siguiente: 
(a, ~ E(a, f RRp))' 
V(a, f RRp) 
+ ± (Z'OI - E{ZWi I RRp))2 
,., V(,,,, I RRp) 
El primer sumando representa los estudios no emparejados: 
E(a, f RRp) =A, 
V(a, f RRp) = (1/A, + 1/B, + 1/C, + 1/0,1' 
A, es la solución pos itiva a la ecuación siguiente: 
a ~d ~ RRp (23+ b +c)d[(d ~ a = RRp(2a + b +c)' + 
" ' " " ' " 4 (1~RRp) n"m"RRp[ 
A,=-------=-:::-"----'----
2(1 ~RRp) 
Una vez calculado Al es fác il calcular B" Ci y Di' en base a los 
totales de fi las y columnas. 
El segundo sumando representa a los estudios emparejados: 
La significación global de la asociación se puede calcu lar por E(zm I RRp) -;= [(z,o, + zOl)RRpl/(RRp + 1) 
el estadístico siguiente: 
n n n n 
(L a, + 1/2 L ' ,, ' L n"no/N, ·1/2 L ' 0,,)1 X, ___ ~i.I ____ ~,.,~~,.~, ________ ,~., __ __ 
" " 1 m1imo,nlino/(N3,-W) + 1/4 1 (Z10i + zo,,) 
,., i-1 
con un grado de libertad. 
V('" I RRp) = [('" + ' " ,1RRpl/(RRp + 1)' 
Método de Peto 
Este método es una adaptación del procedimiento anterior, el 
de Mantel-Haenszel , para combinar resultados de tab las de con-
tingencia . Este método se encuentra descrito en detal le por Yusuf 
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et al.20, si endo una derivación de un método propuesto con ante-
rioridad por Peto et al.21 . Al ser una modilicación del procedimien-
to anterior, su uso es recomendado para la combinación de resul-
tados de estudios experimentales, y no, por regla general, para 
agregar estudios observac ionales. 
Asuma, por razones de simp lificación (para no emplear una 
anotación diferente) , que la distri bución de la tabla 1 es la de un 
estud io experimental , siendo los expuestos el grupo experimenta l 
y el no expuesto el control. Sea 0, el número observado de casos 
de l fenómeno que se estudia en el grupo experimental (a en la tabla 
1). El número esperado de casos en el grupo experimental se 
calcula tras asumir que, en la ausencia de efecto de la intervención 
que se valora , el número de casos que se esperan ocurrirían en la 
proporción que el tamaño muestral del grupo supone con respecto 
al total de la población de estudio. Esto es, E, = mllnli / N,. Bajo la 
hipótesis nula de ausencia de tratamiento, la diferencia Di - E, 
debería variar alrededor de cero, con una varianza Vi = E, - [ (Ni ~ 
no) 1 N,l [ N, - m,)1 [Ni - 1 ) ) 
La significación globa l de la asociación se puede calcular 
mediante el estadístico 
" " [L (O, -E, ) I'I( LV, ) 
1.1 .. 1 
que tiene una dist ribución aproximada de X2 con un grado de 
libertad. 
El estimador resumen de la razón de ventaja con este método 
es 
" " ORpo ~ exp 1 [ L (O, - E,) [1 (L V,) ) 
~1 ~ I 
y un estimador aproximado de la varianza de l logarilmo natural de 
la razón de ventaja ponderada (ORp ) se calcula del modo siguiente: 
" V (1n ORpo) ~ 11 L V, 
,-, 
Los autores también presentan una prueba de X2 aproximada 
para comprobar la hOmogeneidad de las razones de venta ja: 8sto 
es , que los efectos observados varíen sólo aleatoriamente alrede-
dor de un valor común. El estadístico 
" " " L [O, - E, ) 1 V, )- [ L (O, - E, ) l ' 1 L V, 
i ~ ~ ~ I 
tendría una distribución aprox imada a la de X2 con K' - 1 grados 
de libertad, siendo K~ en número de varianzas que son distintas de 
cero. 
Razón de verosimilitud (RVy 
Este procedimiento ha sido propuesto recientemente. La RV 
es la razón de veros imilitudes de los datos observados bajo dos 
hipótesis simples. Es una comparación de lo bien que las dos 
hipótesis predicen los datos. La RV nos dice sólo lo que los datos 
afirman en la relación a las dos hipótesis dadas, no qué hipótesis 
eleg ir o lo Que creer. 
RV(HvsHo ) ~ Prob(DatosI H,) ~ I (Datos I H, ) 
, Prob (Dalos I Ho) t (Datos I H, 
según sea la variable discreta o continua. Es útil tanto para 
va riab les dicotómicas, como para efectos Que se miden en una 
escala continua. 
Una descri pc ión detal lada del método va más allá de los ob-
jetivos de l presente trabajo, ya que no lo hemos visto aplicado, por 
el momento, a ninguna asoc iación. Los autores afirman que una de 
sus venlajas es que no se afeela por el prob lema de las compara-
ciones múltiples (que hace aconsejar por algunos autores Que se 
disminuya el erro r alfa a priori asumido). Zucker y Yusuf22 no 
comparten las ventajas del método defendidas por Goodmanl 
Métodos que se basan en el riesgo o la tasa atribuible 
en Jos expuestos (RAe) 
El riesgo o la tasa atribuible en los expuestos se define como 
la dilerencia entre las incidencias acumuladas o las densidades de 
inc idencia de los expuestos y no expuestos. Cuando el objet ivo es 
la diferencia de riesgos (incidencias acumuladas) el método recibe 
el nombre de DerSimonian y Lai rd23 • En realidad es la ap licac ión 
de Woolf al RAe. La aporlac ión que realizan DerSimonian y Laird 
al procedimiento de Wooil es la incorporación de la variac ión entre 
los distintos estudios a la hora de estimar el intervalo de confianza 
del parámetro resumen final. 
El RAe resumen será estimado como la media ponderada (por 
el inverso de la varianza) de los RAe individuales: 
" L 1 11 V, ( RAe, ) ]. RAe, 
" RAep ~ 
" L 111 V, (RAe,) 1 
"' 
siendo RAep el riesgo atribuible en los expuestos ponderado. 
La varianza del RAep es igual al inverso de la suma de los 
pesos de cada riesgo atribuible considerado. Esto es 
" V (RAap) ~ 111 L 111 V, (RAe)l) 
"' 
Una vez conocidos el RAep y su var ianza, se aplicará la 
fórmula siguiente para calcu lar su intervalo de confianza: 
le 95% del RAep ~ RAep . (± 1 ,96 -1 V ) 
La heterogeneidad entre los dilerentes RAe Que se combinan 
se valo ra mediante el estadístico Q 
" Q~L 11V, (RAe,- RAep)' 
,., 
que sigue una aproximadamente distribución de X2 con K - 1 
grados de libertad (siendo K el número de estud ios que se 
combinan). 
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Se puede incorporar explícitamente la va riab ili dad entre estu-
dios (que puede produci r variabil idad en los distintos efectos 
encontrados), por diferencias en los protocolos, periodos de 
seguimiento, se lección de los pac ientes. Se asume que en cada 
estudio se encuentra su prop io RAe" si endo 11 y t 2 la media y 
varianza de los distintos RAe, La varianza entre estud ios se puede 
estimar de manera sencilla por el método de momentos (MOM) 
como: 
Q-K+1 
t 2 = max 1 O, --,-----c----o--- --
" " " 2: 1/V, - (2:1/V',1 2:1 / V,) 
.. , 1.1 r-l 
Dado este est imador de la variabilidad, el peso de cada 
invest igación vendría dado por 
Esto supondría que el RAep, medido como ,u se estimaría 
como 
" " 
,U o 2: (w' ,RAe) / 2: W', 
.. 1 1. 1 
La varianza y el intervalo de confianza de Ilse estimarían como 
el caso anterior, cuando no se tuvo en cuenta la var iabilidad entre 
estud ios. En el presente caso se sustitu iría 1 / V, por w*¡. 
Existen otros procedimientos basados en el RAe, pero no los 
hemos visto aplicados en epidemiología. Por ello no serán deta-
llados. Entre ellos se encuentra el método de Cochran o la 
modificación de Mantel-Haensze l al de Cochran para muestras 
pequeñas". 
Variables continuas 
Las va riables de efecto continuas se utilizan más raramente en 
epidemiología, aunque en otros terrenos (educación, agricu ltu ra) 
son las más frecuentes. Una de las técnicas analíticas más emplea-
das es el análisis de la varianza (ponderado o no ). En un aná liSIS 
de varianza de dos vías , por ejemplo, una de las variables que se 
analizan es la variab le cualitativa "número de estudio" y la 
restante es la "exposición':" objeto de la invest igación. En eslos 
casos, el lest de homogeneidad entre los distintos estud ios que se 
comb inan es el factor "número de estudio" y/o el análisis de la 
interacción estudio-exposición (un valor significativo en al menos 
una de las dos comparaciones anteriores reflejaría la existencia de 
diferencias significativas entre los resultados de las investigacio-
nes que se comb inan). Un ejemplo de estas ap licaciones lo 
constituye el trabajo de Da les el al.'\ en el que se analiza la sen-
sibilidad, la especificidad y el valor global de la tomografía ax ial 
computarizada en la valoración del estadio de los pac ientes afectos 
de cáncer de pulmón. 
Para exposiciones que son variables continuas se pueden 
usar los modelos de regres ión, en el que se relac iona el riesgo de 
enfermar con las dosis-tiempo recib ida. Ejemplo de ello es el 
modelo de regresión li near usado por Gilbert el al." al estudiar los 
efectos de la rad iaci ón en la salud. 
R (1 , I o R, (l. ) [ 1 + n Z (1 ,) I 
siendo el riesgo a tiempo l función de l riesgo basal a tiempo 0, la 
radiación media sufrida desde lo a ti' y el incremente de riesgo 
experimentado por esa radiación, B. 
Gilbert el af.2S no establecen ningún método de ponderación 
de los estud ios que serán combinados. Longnecker el al.7f>, en un 
metaanálisis de consumo dealcohol y cáncer de mama usan como 
cr iterio de ponderación el inverso de la varianza (método de Woolf) 
del RR estimado por cada autor en los estratos cons iderados. 
La "magnitud del efecto» (effecl size) no será deta llada en el 
presente trabajo por una razón sencilla: Greenland4 argumenta su 
incapacidad para poder ser uti lizada como parámetro resumen 
porque tra nsforma los resultados de cada investigación en unida-
des estándar de la propia investigación. Es conocido que la 
desviación estándar de una variable es una función de la distribu-
ción marg inal de la misma. Por ello, toda medida estandarizada en 
función de la desviación estándar proporc ionan una valoración 
distors ionada de un determinado efecto, ya que no depende sólo 
de la magnitud de l efecto, sino también de la distr ibución de la 
variable a nivel de la población(27. 
Elleclor interesado encontrará en el texto de Hedges y Olkin2 
una valo ración completa de los distintos procedimientos aplica-
dos al estudio de variables continuas, incluyendo aná lisis multi-
variab le. 
Representaciones gratieas de las estimaciones del 
efecto 
El odd man oules una aproximación gráfica al metaanálisis, 
útil para si ntetizar la información procedente de cinco a diez 
estudios que proporcionan intervalos de confianza de un paráme-
tr028 . El método co nsiste en la representación gráfica en escala 
logarítmica de los interva los de confianza de l 95% proporc iona-
dos por los estudios metodológicamente apropiados. Tras ello se 
identif ican la ser ie de puntos que son comunes al menos para N-
1 estudios. El método es claro y fácil de ap licar. Spector y 
Hochberg2!l han ap licado este procedimiento al estudio de la 
asoc iación entre los anticonceptivos orales y la artritis reumatoide. 
PrOdujo una estimación próxima al Mantel-Haenszel, aunque con 
un intervalo de confianza notablemente más estrecho. Otros auto-
res, como Rifa¡:lO, que lo ha utilizado para la va loración de las 
enfermedades tiroideas como facto r de riesgo de la demencia de 
Alzheimer, lo encuentran muy adecuado. 
Utilidad de los diversos procedimientos para varia-
bles dicotómicas 
No existe un cuerpo de doctr ina sobre las ventajas de un 
método sobre otro. No obstante, en la literatura se han estab lecido 
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algunas directrices, Fleiss14 compara tres procedimientos: el de 
Woolf, el de Mantel-Haenszel y el de Cornfield y Gart, especial-
mente los dos primeros. Este aulor afirma que cuando el número 
de estudios que se comb inan es grande es mejor utilizar el método 
de Mantel-Haenszel. Este autor no entra en disquisiciones sobre 
la util idad de los procedimientos en los diferentes tipos de 
diseños, 
El sesgo de confusión en los diseños observacionales es 
generalmente contro lado en el análisis, aunque en los estudios de 
casos y controles la inlluencia de algunas variab les distorsionan-
tes puede ser eliminada en el diseno por el emparejamiento. Es 
dilicil que el emparejamiento pueda suplir al aná lisis. De hecho, se 
ha constatado queel emparejamiento puede produc ir un descenso 
de la eliciencia estadística 3' 12, La ut ilización del método de Woolf 
a los disenos observacionales (cohortes, casos y controles y 
estudios de corte) posibilita que los parámetros que se ponderan 
puedan estar ajustados por var iables extrañas. Con ello se intenta 
consegu ir que el sesgo de confusión sea menos probable. Sin 
embargo, la util ización del método de Mantel-Haenszel y deriva-
dos (proced imientos de Peto) obl iga a utilizar la distr ibución 
original y cruda de los datos. Esto supone que si en el diseño no 
interviene un procedimiento que intente contro lar el sesgo de 
confusión, es bastante probable que el resultado fina l pueda verse 
afectado por este tipo de error. Este hecho supone que estos 
métodos de combinación de resultados no se recomienden para 
los estudios observacionales. No sucede lo mismo con los dise-
ños experimenta les. En ellos existe un elemento que tiende a 
eliminar el sesgo de confusión: la aleatorizaciÓn. Por ello, el 
método de Mantel-Haenszel y derivados si son apl icables a este 
tipo de disenos. Esto no qu iere decir que el método de Woolf no 
pueda ser utilizado en los estudios experimentales . De hecho, 
Green land4 recomienda que éste sea el procedimiento de elecc ión 
a aplicar en el metaanálisis. Ex istiría una razón para defender el 
método de Woolf frente al de Mantel-Haenszel en los estudios 
experimentales y es que no todos los ensayos clínicos que se 
realizan tienen el mismo grado de éxito en el control de la 
confusión med iante la aleatorizac ión. Esto es un hecho depen-
diente del tamaño muestra l: a mayor tamaño muestral , mayor éxito 
en la aleatorización33.34 Sirva de ejemplo el metaaná lisis realizado 
por Henry y O'Conne l1 3s para estudiar el efecto de los inhib idores 
de la fibrinolisis en la morta li dad por hemorragia digestiva alta. 
Los autores combinaron estud ios que oscilaron entre 43 y 516 
sujetos. Con 43 sujetos divididos en dos grupos es difícil Que se 
garantice la homogeneidad completa de los grupos que se com-
paran, especialmente sin análisis mult ivar iable (y aun con él en 
este caso), Igualmente sucedió con el aná lisis de O'Connor et al.36 
que estudiaron el ejerC icio tras el infarto de miocardio, con tama-
nos muestrales osci lantes entre 54 y 1780. Por ello es frecuente 
que en los ensayos clínicos aleatorizados se utilicen también 
medidas ajustadas, como garantía de una mayor eliminación de la 
confUSión residua l eXistente tras la aleatomaciÓn. No obstante las 
premisas anteriores, el método más utilizado en la combinación de 
ensayos clínicos ha sido hasta el momento presente el de Mantel-
Haenszel (y derivados)'? 
La elecc ión entre una medida basada en el RR y derivados o 
en riesgo atribuible depende de los Objetivos de la Investigación. 
Las medidas basadas en el RR tienen como fi nalidad principal 
establecer la fuerza con que dos variables se encuentran relacio-
nadas, mientras que la utilidad del RAe tiene una util idad esencial-
mente administrativa37.JB. lndependientemente de estos hechos, el 
método de DerSimonian y Lai rd se diferencia en esencia, aparte de 
adoptar un modelo aditivo, de l método de Peto o del de Woolf en 
que en este procedimiento se tiene en cuenta la variabilidad entre 
los estudios que se combi nan, mientras que en los demás sólo se 
toma en consideración la variabilidad intraestudio. Esto debería 
suponer Que la estimación mediante este procedimiento produc i-
ría intervalos de confianza más amplios que con los restantes, 
siendo las estimaciones más conservadoras. Esto no es una 
ventaja desdeñable, ya Que uno de los inconvenientes que se han 
señalado en el metaanálisis es la facilidad de obtener resultados 
estadísticamente significat ivos: tanto más fáci l conforme el núme-
ro de estudios que se combinan es mayor' . A pesar de ello, Ber lín 
et alY han comprobado que no hay diferencias entre el método de 
DerSimonian-Laird y el de Peto cuando aplicaron ambos procedi-
mientos a 21 metaanál isis Que habían rea lizado con anterioridad. 
Los métodos gráficos, como el odd man out, pueden presen-
tar una utili dad interesante. Su principallimilación rad ica en Que 
el número de estudios para que pueda ser aplicado es pequeño. 
Los autores no consideraron la pos ible apl icación del mismo 
cuando la población de estudios es superior a diez. Como antes se 
mencionó, sólo hemos podido localizar un estud io en la literatura 
que comparara este proced imiento con el más habitual Mantel-
Haenszel. La estimación puntual de ambos métodos fue próxima. 
No así sucedió con los limites del intervalo de confianza, Que 
fueron notablemente más estrechos en el odd man out. Esto, de 
comprobarse en futuras investigaciones, sería una desventaja de 
esta técnica: agravaría el inconveniente antes mencionado de la 
lac i I idad Que puede tener el metaanálisis para encontrar resullados 
significativos. La experiencia con este tipo de técnicas es aún 
escasa. 
Es necesar io dejar claro un hecho: el metaaná lisis es tan 
vá li do como lo son los diferentes estudios Que son comb inados. 
Es imposible inferir nada si los estud ios inc luidos en el análisis 
adolecen de graves de!iciencias. En la literatura han sido mencio-
nados algunos métodos para corregir errores en algunos estudios, 
en base a la información suministrada por otras investigaciones. 
Si rvan de ejemplo el método de Greenland4 para correg ir por el 
sesgo de confusión o el desarrollado por Savitz y Barón3'J para 
correg ir el error por la mala clasi ficación de los factores de 
confusión, Estas aproximaciones son, por reg la genera l, de difícil 
ap licación en la práctica. Por ejemplO, en el análisis de los 
anticonceptivos orales y el cáncer de cuello uterino no pudo 
aplicar el método de Greenland para corregir por conducta se-
xual'2. 
Inc luso aunque todos los estudios que se incluyan en un 
metaanál isis sean abso lutamente válidos, la inferencia puede pre-
sentar problemas (aunque no haya heterogeneidad). Los investi-
gadores han de asegurarse de Que los distintos estudios que se 
combinan de verdad pueden ser resumidos en un solo parámetro. 
Uno de estos problemas, por ejemplo, es el Que se deriva de 
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combinar estudios con duraciones de observación muy diferentes. 
Se puede producir en cualquier estudio observacional (o experi-
mental) si se cumplen dos condiciones: 1) el resullado es depen-
diente del tiempo; y 2) el numero de individuos a riesgo cambia 
de manera acusada a lo largo del seguimiento. El cálculo en estos 
casos del numero acumulado de casos observados y esperados 
tiende a infraestimar el RR. Una idea simple para superar esta 
dificultad es sólo incluir a cada punto y aquellos estudios que 
tenga seguimientos más allá de ese punto. Sin embargo, esto 
supone eliminar información y puede sesgar el resultado si los RR 
de los estudios no son iguales'" 
Algunos autores. como Fleiss y Gros~l, recomiendan el que 
se haga un análisis de sensibilidad, siempre y cuando sea posible. 
Consiste en analizar los resultados de las distintas investigaciones 
que son combinadas por más de un procedimiento, por ejemplo, 
métodos de Woolf y Peto, etc. Si los distintos análisis co inciden, 
esto reforzará la inferencia a realizar de los resultados. 
Sesgo de publicación 
En epidemiología es conocido que el sesgo de selección es 
dificil mente controlable (normalmente no) en el análisis. El sesgo 
de selección del metaanálisis es el sesgo de publicación, no en 
vano la mayoría de los metaanálisis rea lizados lo son sobre 
estudios pub l icados. Es necesario cuantificar de alguna manera la 
posible existencia de este sesgo que amenaza seriamente la 
inferencia. Una aproximación gráfica ha sido realizada por Van-
denbroucke'2, que recomienda el uso de .. funnel plols», represen-
taciones en forma de embudo, en las que el logarilmo natural del 
RR se enfrenta al valor de su error estándar. La existencia de una 
figura simétrica alrededor del valor resumen del RR habla en favor 
de la ausenc ia de este error. Un ejemplo de su aplicación se puede 
encontrar en Tersmetle el a/.4S, cuando anal izan si los pacientes 
con afecciones benignas gáslricas que sufrieron gastrectomía 
tienen un riesgo mayor de cáncer de estómago. Otros autores lo 
han aplicada a olros parámetros de interés, no sólo al RR. Por 
ejemplo, Dales el af.2~, en su analisis de la utilidad de la tomografía 
axial computarizada en el estadiaje del cáncer de pulmón, extrapo-
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laron la idea inicial de Vandenbroucke al valor global de una 
prueba. 
Dentro de las representaciones graficas, QuiZás la más clásica 
sea la que enfrenta el RR y su intervalo de confianza en escala 
logarítmica al tamano muestral del estud io, por extrapolación de 
las representaciones de la «magnitud del efecto,,4. Se le puede 
hacer el mismo comentario que en el caso anterior. Personalmente 
creemos que este tipo de representaciones presenta la desventaja 
de Que la figura puede distorsionarse cuando se ponderan estu-
dios de casos y controles con estudios de cohortes, por las 
grandes diferencias de tamaño muestra! existentes entre ellos. Por 
ejemplo, en el metaanálisis de anticonceptivos orales y cáncer de 
mama, se ponderaron estudios que oscilaron entre 198 sujetos y 
1.090.814 participantes-año1o.11• 
airo mélodo consisle en el cálculo del número ad icional 
necesario de estudios (a los que han sido localizados) Que hayan 
encontrado resultados no significativos que harían falta para 
conseguir que un resultado significativo (p< 0,05 )encontrado en 
el metaanalisis se hiciera no Significativo ( P> 0,05 ). Rosenlhal44 
nos ofrece una fórmula para la estimación 
f= (Z}/ 2,706 - K 
siendo f: el número adicional de estudios: Z¡, el valor absoluto de 
la raíz cuadrada del va lor de la Xl; y K el número de estudios 
revisados. 
Este procedimiento lo aplicaron. por ejemplo Ozminkowski el 
al.'-5, que analizaron la supervivencia neonatal en su relación con 
el lugar de nacimiento. Encontraron que eran necesar ios 307 
estudios adicionales a sus 19 para rebatir sus conclusiones. 
Nosotros lo hemos utilizado lambién IQ•
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estudios con resu ltados no significativos para hacer que la conclu-
sión alcanzada fuera no sign ificativa '3 . El problema que presenta 
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de un método Que también asumiera estudios con resultados 
significativos pero de signo contrario al sentido global de la 
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